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Data is considered a valuable resource by companies
as it can be used to make more-informed business decisions,
improve marketing campaigns, optimize business operations
and reduce costs, all with the goal of increasing revenue
and profits. However, with the increased importance of
data, existing data management strategies became obsolete
and futile. Data silos, data set inconsistencies and many other
data quality problems led to faulty and worthless findings.
This research attempts to improve the data management
approach at the industrial level. Based on an exploratory
multiple case study, a series of data management challenges
and considerations were identified for applying deep learning.
A multi-vocal literature review and multiple case studies were
employed to analyze the state-of-the-art data management
approaches. In light of the ongoing trend of Artificial
Intelligence and the importance of data management, this study tried to model a robust data pipeline
for developing AI-enhanced embedded systems. The research also contributes to identifying the
potential challenges while building and maintaining data pipelines. Equally important, the research
provides a closer look at the faults at the various stages of a data pipeline and corresponding
mitigation strategies. The licentiate thesis is intended for both academic and industry readers.
Researchers can pay attention to the practical data management challenges that are not addressed
in this thesis. Practitioners from the industry can reflect on the role and importance of adopting
appropriate data management practices when developing and using AI-enhanced systems in the
context of the embedded system companies.
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Abstract
Context: Companies are increasingly collecting data from all possible sources
to extract insights that help in data-driven decision-making. Increased data
volume, variety, and velocity and the impact of poor quality data on the devel-
opment of data products are leading companies to look for an improved data
management approach that can accelerate the development of high-quality
data products. Further, AI is being applied in a growing number of fields and
thus it is evolving as a horizontal technology. Consequently, AI components
are increasingly been integrated into embedded systems along with electronics
and software. We refer to these systems as AI-enhanced embedded systems.
Given the strong dependence of AI on data, this expansion also creates a new
space for applying data management techniques.
Objective: The overall goal of this thesis is to empirically identify the data
management challenges encountered during the development and maintenance
of AI-enhanced embedded systems, propose an improved data management
approach and empirically validate the proposed approach.
Method: To achieve the goal, we conducted this research in close collabora-
tion with Software Center companies using a combination of different empirical
research methods: case studies, literature reviews, and action research.
Results and conclusions: This research provides five main results. First, it
identifies key data management challenges specific to Deep Learning models
developed at embedded system companies. Second, it examines the practices
such as DataOps and data pipelines that help to address data management
challenges. We observed that DataOps is the best data management practice
that improves the data quality and reduces the time to develop data products.
The data pipeline is the critical component of DataOps that manages the data
life cycle activities. The study also provides the potential faults at each step
of the data pipeline and the corresponding mitigation strategies. Finally, the
data pipeline model is realized in a small piece of data pipeline and calculated
the percentage of saved data dumps through the implementation.
Future work: As future work, we plan to realize the conceptual data pipeline
model so that companies can build customized robust data pipelines. We also
plan to analyze the impact and value of data pipelines in cross-domain AI sys-
tems and data applications. We also plan to develop AI-based fault detection
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Data is a revolution that will transform our life, work, and even thoughts [1].
The amount of data is exploding at an extraordinary pace due to the devel-
opments in mobile and sensing devices, social media, and web technologies.
For instance, Twitter processes over 70M tweets per day, thereby producing
over 8TB daily [2]. Google generates around 2.5 million Terabytes per day.
Google predicts that about 175 zettabytes of data will be generated world-
wide by 2025 [3]. Over 90% of the world’s data was generated during the
last couple of years[4]. Products whose primary objective is to use data to
facilitate an end goal are referred to as data products. For instance, Google
Analytics is a data product as its primary objective is bringing a quantitative
understanding of online behavior to the user. On the contrary, Instagram is
not a data product by definition while the functionalities in Instagram like
tagging and searching are data products. Data products can be broadly clas-
sified as raw data, derived data, algorithms, decision support, and automated
decision-making [5]. Raw data is simply collected from the source and stored
for future use without further processing whereas derived data is processed
raw data. Algorithms consume data and return insights. Google Image is
an example that accepts an input image from the user and outputs similar
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images. Behind the scenes, the product extracts features, classifies the im-
age, matches it to stored images by calculating a similarity index, and returns
similar images. Decision support systems such as Google Analytics provide
information and thus offer help with decision-making. Design decisions in
data collection and derivation of new data will be done by the decision sup-
port system. Nevertheless, the interpretation of results is made by the users.
In automated decision-making systems, the algorithm does all the work with
the data and algorithm and presents the user with the final output. Net-
flix movie recommendations is an example of an automated decision-making
system [5]. Companies are increasingly using the data they collected over
the years for different purposes. Data is used for quality assurance and di-
agnostics so that troubleshooting efforts can be significantly reduced. Some
companies use data for features, functionality improvement, and performance
optimization. Several companies consider data as an asset to create useful
and comparative insights drawn from it [6]. Thus, data can be considered as
a driver of innovation, and the cornerstone to attaining competitive advantage
to the business [7]. On the other hand with the increase in volume, variety,
velocity, and application of data, data management is becoming increasingly
important as well as challenging.
1.1 Data and AI Applications
Organizations are increasingly adopting AI to glean knowledge from data and
implement a diverse set of computationally hard tasks, ranging from machine
perception to text understanding, health care, genomics, and even the pro-
tection of endangered species [8]. Large scale online companies like Alphabet
(Google), Apple, Facebook, Microsoft, Amazon, etc. are investing heavily
in Artificial Intelligence. Nevertheless, empirical studies [9] and experience
reports [10] [11] [12] [13] published across different disciplines present the
challenges encountered by operational AI applications. The performance and
quality of AI models are very much dependent on the data fed to them. In the
studies by Google [14] and Microsoft [15] analyzing the steps of AI model
development, steps related to data and data quality management are more
compared to others. Moreover, creating a dataset is the first step in the AI
process. Errors in the first step will be propagated through the remaining steps
resulting in the creation of poor-performing models. Moreover, the role of data
2
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management is evident from the success of large scale companies like Apple
(with its intelligent Siri) [16], Amazon (with its ever-improving Alexa) [17],
Facebook and Google (with their image recognition algorithms) [18]. All these
companies deal with ample amounts of speech, voice, and image data. These
companies have access to large sets of data and their applications rely on that
data to make quick and smart decisions. Thus, companies dealing with large
sets of data and knows how to organize and manage data can yield more ben-
efits compared to others. In this context, it is clear that efficient collection
and management of data is the main challenge for software companies to be
on par with their competitors.
1.2 Need for Data Management
Data management is necessary to increase productivity, reduce data loss and
improve data quality. Well-organized and streamlined data enables accessi-
bility and availability of data for the teams working with it. Data quality is
paramount as dirty data is not very useful for the business. Data management
practices that automatically clean and organize the data are a method to en-
sure data quality. Data loss is very common and without data management
practices, it will remain unidentified and finally leads to the development of
bad quality data products [19]. Data management is the organization of data,
the steps used to achieve efficiency, and gather intelligence from that data [20].
For many years data management has been considered an important step
and it was used to automate traditional information processing in the early
days [21]. Later, data management allowed fast, reliable, and secure access
to globally distributed data. Data warehousing has a significant contribution
in formalizing data architecture and data management practices. Resolving
inconsistencies among redundant data sources, providing an understandable
source of data for business user access, reducing the complexity of tangled and
fragile point-to-point application interfaces [20] were the major attractions of
data warehouses. Data warehouses were deployed with Relational Database
Management System(RDBMS) technology and the applications were largely
limited to Business Intelligence and reporting [22]. Raw data products, as
well as derived data products, still use data warehouses. Data lakes were the
next big shift in data management due to the advances in data management
and demands for a new approach. The data lake became dominant database
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technology as it could overcome the limitation of RDBMS which is to impose
schema before storing data in a database [23]. Data lakes are used as data stor-
age for decision-supporting systems as well as for automated decision-making
systems. However, they demand multiple levels of data refinement, ranging
from raw data for data scientists to integrated and aggregated data for basic
reporting, and thus need new best practices along with data lakes [23]. Arti-
ficial Intelligence (AI) models are the typical example for decision-supporting
systems or automated decision-making systems.
1.3 Data Management for AI Applications
Although many of the medium and small-scale companies are trying to adopt
AI, challenges in the development phases are holding them back from yielding
the full potential. The development of AI applications in real-time settings
is non-trivial and the development process differs from that of traditional
software engineering [24]. Currently, there is a growing interest and need to
understand how AI applications are developed, deployed, and maintained over
time in real-world commercial settings. As stated by Lwakatare et. al, the
development stages of AI models are classified into 4 major stages namely
data acquisition, model creation, training/evaluation, and deployment [25].
In the data acquisition step, data for training, validation, and testing are
gathered and a dataset is created. When creating AI models, typically sev-
eral experiments are conducted before selecting the final AI model. During
AI model creation, the data is given as input to different learning algorithms
in a trial and error fashion, and the performance of AI models is evaluated
using validation data (a part of training data). Most studies in academia
are tended to focus on theoretical breakthroughs of learning algorithms for
AI. However, empirical studies show that they constitute only a small part of
the operational ML systems [14]. The AI engineering challenges identified by
Lwakatare et al [25], Arpteg et. al [26] and Amershi et. al [15] clearly shows
that challenges related to data and data management are more compared to
other challenges. Besides, data being the backbone of AI models, data errors
can cause severe performance degradation. Although data and data manage-
ment has a long history and has been discussed by scientists, statisticians,
librarians, computer scientists, and others for years AI models require special
kinds of data management strategies. Because development and maintenance
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of AI models raise unique data challenges such as metadata management,
data shifts, class imbalance and so on [27]. From the papers that discuss the
challenges of operational AI applications, it can be easily observed that the
challenges related to data management are significant [28].
1.4 Limitations of existing Data Management
Practices
An increasing number of studies have found that data management is a chal-
lenge faced by AI practitioners [27] [28] [15]. However, the aforementioned
studies have tended to focus on challenges rather than solutions which raises
many questions on how to efficiently manage the data in real-world commer-
cial settings. Our research seeks to improve the existing data management
approach such that it can be used for building and maintaining high-quality
data products in particular AI-enhanced embedded systems i.e., systems that
involve both “traditional” software and Artificial Intelligence components. In
AI-enhanced embedded systems, AI components are used to enhance the ex-
isting functionalities. For example, Analytic dashboards that convert data
into insights. AI components here can be replaced by rule-based components
or statistical models. Further, incorporating AI components is comparatively
difficult in embedded systems. Currently, the embedded systems industry
is in significant transition, i.e. markets are more fast-changing and unpre-
dictable, customer requirements becoming increasingly complex and rapidly
advancing technologies [29]. While the ability to manufacture high-quality
mechanical systems remains critical, embedded systems companies are em-
ploying AI-components/data products together with electronics and software.
This requires a significant improvement in their data management practices,
and currently many large companies within the embedded systems domain
struggle with adopting the right practice. Previous work has focused on in-
corporating AI in web-based systems like recommender systems, AI-intensive
systems like weather prediction systems, and AI-powered systems like self-
driving cars. Furthermore, this thesis aims to validate the improved data
management approach by evaluating the impact of the changes introduced.
We use DataOps as a data management approach to solve data management
challenges. Data pipelines being the critical component in DataOps, we have
researched modeling robust data pipelines as well. To model a robust data
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pipeline, two functionalities namely fault detection and mitigation strategies
are required. Therefore, we have done studies on fault detection and mit-
igation strategies adopted by various embedded system companies. In the
literature, there are a few examples of data pipelines. However, no work men-
tions the data pipelines specifically modeled for DataOps and AI-enhanced
embeddedd systems.
1.5 Contributions of the Research
The contributions of this thesis are manifold. First, it provides an overview of
data management challenges for industrial deep learning models. Second, it
investigates how the embedded system company adapts to the increasing sig-
nificance of data and what are the changes in data management practices over
time. Third, it identifies the opportunities as well as challenges encountered
by the industries during the development and maintenance of data pipelines.
Forth, it develops a conceptual model for data pipelines that is suitable for the
embedded system companies using data products such as Google Analytics.
Fifth, it investigates the potential faults at each step of the data pipeline and
the corresponding mitigation strategies.
1.6 Structure of Chapters
This thesis is organized as follows. Chapter 1 introduces the topic of data
management for AI as well as presenting the goals of this Ph.D. research,
the research questions, and the key contributions. Chapter 2 presents the
background of the study. Chapter 3 discusses the research methodology, as
well as the research questions and the motivation for using each of the methods
in the studies. Chapters 4, 5, 6, 7, and 8 are based on the publications A to
E and constitute the key contributions of this thesis. Chapter 4 discusses
data management challenges for industrial deep learning systems. Chapter
5 describes the definition for DataOps and the DataOps evolution stages.
Chapter 6 details the opportunities and challenges with the data pipeline
development and maintenance. Chapter 7 proposes a new conceptual data
pipeline model for the data management approach proposed in Chapter 5.
Chapter 8 discusses the development of robust data pipelines. Chapter 9




This thesis studies data management and data pipelines, specifically for AI-
enhanced systems, and, in order to provide the reader with the necessary
information needed to better understand the remainder of the thesis, this sec-
tion provides background information and describes the related work of this
thesis. Section 2.1 discusses the different applications of data from which the
reader can understand the influence of data in industries. Further, it defines
data products and the categorization of data products which is a prerequisite
for understanding the data pipeline model discussed in chapter 7 and chapter
8. 3Vs of big data is discussed in section 2.2 which helps in understand why
the study of data management challenges is essential. Section 2.3, presents
the synergy between Big Data and AI together with examples, such as op-
portunities with big data, applications of AI, etc. Section 2.3 is the basis for
all the chapters presented in this thesis. Section 2.4 presents the concept of
data management and why is it required to have an improved data manage-
ment approach which can be used to understand chapters 4 and 5. Section
2.5 explains the AI-embedded systems and the need for data management in
such systems which help reader to familiarize the concepts further explained
in chapter 8. Section 2.6 and 2.7 gives a brief overview of Agile methodol-
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ogy and DevOps respectively as DataOps borrows most heavily from DevOps,
Agile, and statistical process control. The conceptual model of data pipelines
is an important contribution of this thesis. To enable a better understand-
ing of the modeling of data pipelines, challenges, and opportunities, section
2.9 presents an outline of data pipelines and the need for automated data
pipelines. Finally, section 2.10 summarizes the chapter
2.1 Data Products and Applications
A data product is an application or tool that uses data to help businesses
improve decisions and processes. Data products provide a friendly user in-
terface applying data science to provide predictive analytics, descriptive data
modeling, data mining, machine learning, risk management, and a variety of
analysis methods to non-data scientists [30]. Data products can be broadly
classified as raw data, derived data, algorithms, decision support, and au-
tomated decision-making [5]. Raw data is simply collected from the source
and stored for future use without further processing whereas derived data is
processed raw data. Algorithms consume data and return insights. Google
Image is an example that accepts an input image from the user and outputs
similar images. Behind the scenes, the product extracts features, classifies the
image, matches it to stored images by calculating similarity index, and returns
similar images. Decision support systems such as Google Analytics provide
information and thus offer help with decision-making. Design decisions in
data collection and derivation of new data will be done by the decision sup-
port system. Nevertheless, the interpretation of results is made by the users.
In automated decision-making systems, the algorithm does all the work with
the data and algorithm and presents the user with the final output. Netflix
product recommendations is an example of an automated decision-making
system [5].
Data is everywhere, and the uses are increasing and impacting society more
and more. According to Bosch and Olsson [6], software, data, and AI are
rapidly transforming conventional businesses. They have noted how the us-
age of data changes throughout the process of digital transformation. Further,
they outline the steps companies take when moving from reactive use of data
towards proactive use. As a first step, companies start using data for qual-
ity assurance and troubleshooting. Then in the next step, data is used for
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internal improvement of product performance. Using the data collected from
one customer, insights are drawn and delivered as value to the same customer
in the later step. Data is considered as an asset in the subsequent step and
comparative analysis is done and used for gaining better profits. In the final
step, data from the original customer base are used to monetize with a second
customer base. Often companies tend to appear in multiple steps at the same
time. From this, it can be inferred that data dimension plays an important
role in the evolution from a traditional to a digital company [6].
2.2 3Vs of Big Data
The characteristics of big data are marked by three Vs namely Volume, Ve-
locity, and Variety. Volume refers to the amount of data, variety refers to
the number of types of data and velocity refers to the speed of data process-
ing [31].
Volume: Volume is an important component of the 3 Vs framework which
is used to define the size of big data that is stored and managed by an or-
ganization. Volume refers to huge data in unimaginable sizes and unfamiliar
numerical terms. Data is produced through human interaction with machines
and networks on systems such as social media, sensors, and mobile devices.
Velocity: Velocity is a component of the 3 Vs framework that is used to
define the speed of increase in big data volume and its relative accessibility.
It is also known as data in motion. For instance, 200 million emails, 300000
tweets, or 100 hours of YouTube videos are created every minute. This in-
creased velocity creates new challenges to consistency and completeness for
big data collection.
Variety: Variety is a component of the 3 Vs framework which is used to define
the different data types, categories as well as associated management of a big
data repository. The massive amount of heterogeneous data is gathered from
sensors, social media, and wireless networks in the form of interactive data
such as website logs, astronomical data, medical records, etc. Understand-
ing and extracting insights from such huge diversity demand high processing
power and accurate data processing algorithms.
The challenges of big data management result from the expansion of all
three characteristics. The amount of data that can be extracted from the
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digital universe is continuing to expand as users come up with new ways to
scrub and process data.
2.3 Synergy between Data and Artificial
Intelligence
AI’s ability to work well with data analytics is the main reason for data being
an integral part of AI. AI algorithms like machine learning and deep learn-
ing are capable of mining every small detail from the input data and those
inputs are used to generate new rules to fulfill its function [32]. Data and
AI are merging into a synergistic relationship, where AI is useless without
data and data is insurmountable without AI. Big Data will continue to grow
larger as AI becomes a viable option for automating more activities, and AI
will become a bigger field as more data is available for learning and analysis.
Moreover, business decisions are based on big data that previously were based
on guesswork or painstakingly constructed models of reality [33]. The sheer
volume and variety of data consumed by modern analytical pipelines have
greatly strengthened the connections between data integration and machine
learning. [34]. Data management systems are increasingly using AI models
like machine learning to automate parts of data life cycle tasks. Examples
include data cataloging and inferring the schema of raw data [35]. Data an-
alytics drives nearly every aspect of our modern society, including mobile
services, retail manufacturing, financial services, life sciences, and physical
sciences [33]. In most industries, established competitors and new entrants
alike will leverage data-driven strategies to innovate, compete, and capture
value from deep and up to real-time information [36]. However, in the current
scenario organizations struggle with collecting, integrating, and managing the
data. AI will not solve these data issues rather it will only make them more
noticeable.
2.4 AI-enhanced Embedded Systems
Currently, considerable transitions are ongoing in the embedded systems in-
dustry, i.e. markets becoming more fast-changing and unpredictable, customer
requirements becoming increasingly complex, rapidly advancing technologies,
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and the constant need to shorten the time-to-market of new products [37].
Moreover, while the ability to manufacture high-quality mechanical subsys-
tems remains perilous, it is no longer the key identifier and what makes a
company competitive. During the last decade, along with electronics and
software, AI has been introduced into many products, and embedded systems
companies are becoming increasingly AI-driven [29]. AI/ML is becoming a
horizontal technology: its application is expanding to more domains. Em-
bedded Systems is also increasingly integrating AI into applications for per-
formance improvement. Applications that involve both “traditional” software
and Artificial Intelligence components are referred to as AI-enhanced Em-
bedded Systems throughout this thesis. For instance, an embedded system
that uses sensors to monitor things like temperature and vibration. Such a
system should be able to detect anomalies in the early stages of things start-
ing to go wrong, make predictions about future events, and alert its human
supervisors as to what’s going on. Here, AI is not the key component that
controls the whole system, but it is used to enhance the performance of the
entire system. Since AI-enhanced embedded systems rely heavily on software,
it is expected that Software Engineering methods and tools can help. How-
ever, the development differs from the development of “traditional” software
systems in a few substantial aspects. Hence, traditional SE methods and
tools are not sufficient by themselves and need to be adapted and extended.
AI-enhanced applications and AI-intensive applications are very common in
the online domain. However, in the Embedded System domain mechanical
subsystems, electronics and software are integral parts of embedded systems.
Consequently, the developers won’t be experts in AI application development
which in turn makes integration of AI components difficult. Moreover, the
data will be generated by both software as well as AI components. Thus, vol-
ume, velocity, and variety of data increase and should be managed accordingly
to reap maximum benefits from the data.
2.5 Data management for AI-enhanced Embedded
Systems
Data management is an administrative process that includes acquiring, vali-
dating, storing, protecting, and processing required data to ensure the acces-
sibility, reliability, and timeliness of the data [38]. Inappropriate treatment of
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data leads to data becoming corrupt, unusable, or completely useless. Compa-
nies trying to become data-driven are increasingly collecting and storing data
from all possible sources. However, such companies need to understand that
simply collecting data is not enough instead there is the need to understand
from the start that data management and data analytics will be successful
only after putting some thoughts on how to gain value from the collected raw
data [32]. Efficient systems for processing, storing, and validating data, as well
as effective analysis strategies are required beyond data collection. Each step
of data collection and management must lead towards acquiring the right data
and analyzing it in order to get the actionable intelligence that is required to
make data-driven decisions [39]. Managing the data is the first step towards
handling the large volume of data, both structured and unstructured, online
and offline that floods daily. Data management best practices enable organi-
zations to harness the full power of the data and gain the insights needed to
make the data useful [40].
When designing artificial intelligence solutions, practitioners spend a signif-
icant amount of time focusing on aspects such as the nature of the problem,
selection of learning algorithms, etc. However, little attention is often provided
to the data on which the AI solution operates. As it turns out, the charac-
teristics of the data are one of the absolute key elements that determine the
right models for an AI solution. One possible reason for this indifference is
that significant research has been done on data management practices over
years. However, data required for AI models need to undergo substantial pre-
processing before feeding it to the models. Moreover, the volume, variety,
velocity, and veracity of data is increasing daily which acts as a compelling
reason for the development of data management practices specifically for AI
models.
2.6 Agile Methodology
Huge amounts of digital data are being generated through various sources such
as sensors and devices. A significant part of it gets stored in hopes of finding
ways to use it and generate useful insights from it. However, the exponential
growth of data has rendered most of the attempts to analyze it inadequate.
Besides, the unique approaches we use to acquire, preprocess, store, process
big data, and generate the desired results, impose high demands on the ap-
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plications performing these tasks [41]. The companies working with data are
focusing on storing and processing large amounts of information [42]. The
goal is not just to be able to process big data, but also to arrive at useful
conclusions that are accurate and timely. A systematic approach similar to
SDLC is needed for the development of data products considering the distinc-
tive characteristics of big data and the available infrastructures, tools, and
development models. Currently, data management practices struggle to keep
up with the high velocity of data and growing demands of real-time analyt-
ics which leads to poor data quality, and consequently trust in the data is
compromised. Agile practices and philosophy solve the issues inherent in the
highly linear approach [43]. Details of the end-state analytics models become
clear only when the results meet the needs of the organization. Due to the
experimental nature of analytics development, detailed requirements cannot
be set with complete confidence. By adopting the agile philosophy for ana-
lytics development, results are expected to be shared more frequently to form
a feedback loop of stakeholder opinion and use those needs to validate the
current state and influence its evolution to an agreeable end-state [44].
2.7 DevOps
DevOps is a set of practices intended to reduce the time between committing
a change to a system and the change being placed into normal production
while ensuring high quality [45]. As with all technological revolutions, De-
vOps practices impact processes, products, associated technologies, organi-
zational structures, and business practices and opportunities. By leveraging
DevOps methodologies, teams have achieved speed, quality, and flexibility by
employing a delivery pipeline and feedback loop to create and maintain soft-
ware products. DevOps enable developers to initiate builds any time during
the day, and the results are quickly available [46]. Best practices along with
the overall mindset from DevOps can bring these same improvements to data
analytics.
2.8 DataOps
DataOps which began as a set of best practices has now matured to become a
new and independent approach to data analytics [47]. Companies are increas-
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ingly collecting data but are often failing to deliver insights on time. Dimen-
sions of data such as volume, velocity, variety, and veracity are increasing day
by day making data management a critical bottleneck. As a result, companies
started to adopt a new data management approach called DataOps which is
a set of practices that bring speed and agility to end-to-end data pipelines
process, from collection to delivery [48]. Thus, DataOps is designed to solve
challenges associated with inefficiencies in accessing, preparing, integrating,
and making data available. DataOps is a method of managing data, with a
greater focus on automation, communication, and integration. To manage col-
laboration and innovation, DataOps introduces Agile Development into data
analytics so that data teams and users work together more efficiently and
effectively. In Agile Development, the data team publishes new or updated
analytics in short increments called “sprints.” With innovation occurring in
rapid intervals, the team can continuously reassess its priorities and more eas-
ily adapt to evolving requirements, based on continuous feedback from users.
In DataOps, the flow of data through operations is an important area of focus.
DataOps orchestrates, monitors, and manages the data in the company [48].
DataOps life cycle shares two active and intersecting data pipelines: Value
pipeline and Innovation pipeline. DataOps automates orchestration and mon-
itors the quality of data flowing through the Value Pipeline [49]. Innovation
pipeline introduces new insights/value into the value data pipeline and is com-
parable to the DevOps framework. Value pipeline or data factory is a data
pipeline that processes data and creates insights or value from it. From the
definition of DataOps itself, it can be observed that data pipelines are the core
elements that enable automation and orchestration of data [50]. Many com-
panies struggle with the adoption of DataOps and difficulties in constructing
data pipelines are one of the reasons. Therefore, the study on data pipelines is
essential in order to reach the goal of better data management. Data pipelines
are a popular concept in both academic and industrial communities. How-
ever, the development and maintenance of data pipelines is still a struggle
for many companies. Data silos within the organization lead to teams hav-
ing their own data pipelines and knowingly or unknowingly they do the same
activities multiple times. Similarly, the data storage is affected as redundant
intermediate data is stored by different teams. Although DataOps intend to
solve the problem with communication, integration, and automation, it needs
the help of data pipelines to realize its goals. On the other hand, due to a lack
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of proper communication, data pipelines with the same activity with different
names occur multiple times. To solve these problems, it is essential to have a
domain-specific language for data pipelines that can be used within and across
organizations.
2.9 Data Pipelines
The management of data is best captured using its data pipeline. A data
pipeline is a set of tools and activities for moving data from one system with
its method of data storage and processing to another system in which it can be
stored and managed differently. Moreover, pipelines allow for automatically
getting data from many disparate sources, then transforming and consolidat-
ing it in one high-performing data storage [51]. Data Pipelines are a chain of
activities that are connected where each activity represents an atomic data
task. Developing data pipelines enables the automation of most of the tasks in
the data lifecycle. A data pipeline can be a simple process of data extraction
and loading, or, it can be designed to handle data in a more advanced man-
ner, such as training datasets for machine learning. Data pipelines are highly
beneficial as they can process data in multiple formats from distributed data
sources with minimal human intervention, accelerate data life cycle activities,
and enhance productivity in data-driven enterprises [52]. Data pipelines en-
able traceability, fault-tolerance, and reduce human errors through maximiz-
ing automation thereby producing high-quality data [53]. However, a powerful
argument against constructing a data pipeline is the cost of building and main-
taining it, in terms of time, money, morale, and lost opportunities. Building
a data pipeline demands specialized skills, time, and extensive experience in
data engineering. Data pipeline construction is a task for which most data sci-
entists have limited aptitude, interest, or training. Approximately 80% of an
average data scientist’s time is spent constructing data pipelines [54]. An al-
ternate option is to buy a ready-made data pipeline from external vendors. As
the use cases, organization culture, the expertise of the employees, etc varies
from one company to another, it is always better to design a tailor-made data
pipeline that can meet the requirements of the company. Automated data
pipelines allow simple and flexible integrations, pipeline transparency, and
automated workflows and processes to support even the most aggressive data




This chapter presents eight main concepts discussed in this thesis, data prod-
ucts and applications, data and AI, AI-enhanced embedded systems, data
management for AI-enhanced embedded systems, agile methodology for data,
DevOps for data, DataOps, and Data Pipelines. Data products and applica-
tions give an overview of the significance of data and its applications at the
industry level. This is relevant for all discussions presented in Chapters 4, 5, 6,
7, and 8. The data and AI section details the symbiotic relationship between
AI and data. The third section on AI-enhanced embedded systems helps the
reader to understand this new term and how it is different from AI-intensive,
AI-powered, AI-enabled systems. Besides, it also details the unique challenges
faced by practitioners working in the Embedded System domain while they
develop and integrate the AI components in their software-intensive mechan-
ical systems. Data management for AI-enhanced embedded systems explains
the concept of data management, the practical challenges with data when the
experts build data products. This section is important to understand chapters
5, 6, 7, and 8. Agile methodology for data describes the need for switching
from the traditional waterfall approach to the agile approach while building
data products including AI-enhanced embedded systems. DevOps for data
is a section that describes what advantages data analytics can gain through
adopting the best practices of DevOps. These two sections are closely related
to the discussion on DataOps and thus required to understand chapters 5 and
6. Agile methodology and DevOps are used in DataOps and are two impor-
tant techniques used in the current scenario. This discussion is relevant for
Chapters 5 and 6. We provide a brief overview of data pipelines which is
relevant to the discussion in Chapters 6, 7, and 8.
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Research Methodology and Design
Research methodology is a systematic way to solve a research problem. This
study examines the need for an improved data management practice in the
Embedded Systems domain and its effect on the quality of data products.
Previous studies have demonstrated that practitioners are facing significant
challenges in the development and maintenance of data products including AI
models. The main objective of this study was to develop a data pipeline model
with maximum automation that can be used for managing data to obtain
high-quality data products. This chapter is divided into sections addressing
the choice of research design, research questions, and motivation, selection
of informants, data collection procedures, data analysis, an overview of the
research process, and threats to validity.
3.1 Research Questions
The goal of this research is to empirically identify the data management chal-
lenges encountered during the development and maintenance of AI-enhanced
embedded systems, propose an improved data management approach and em-
pirically validate the proposed approach. We have adopted a qualitative re-
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search methodology for addressing the research goals. The research is focused
on the three primary research questions.
RQ1: What are the challenges associated with data management in embed-
ded system companies?
RQ2: How can practices such as DataOps and Data Pipelines help address
data management challenges?
RQ3: What implications does AI have on data management and what prac-
tices can help address the development and maintenance of AI-enhanced em-
bedded systems?
The first research question (RQ1) aims to identify the data management
challenges encountered by practitioners due to the recent AI advancements.
Data management is a significantly explored topic and there exist many pa-
pers that discuss various data management practices. Therefore, a study to
illustrate the challenges faced by practitioners with the new AI advancements
is necessary to establish the need for a new/improved data management prac-
tice. The second research question (RQ2) was set to analyze how the practices
like DataOps and Data pipelines help to address data management challenges
in embedded system companies. This question explores the data management
practices that evolved and analyses how the data management practices in
embedded system companies adapted to the increasing significance of data.
Moreover, it identifies the challenges at each phase of the evolution and the
measures taken to address them. The third research question (RQ3) seeks to
identify the impact of improved data management practice on delivering better
quality data products. It also investigates how the improved data manage-
ment practice helps companies to accomplish automation and thus accelerate
the development and maintenance of AI-enhanced embedded systems.
3.2 Qualitative Research
Qualitative research was designed to collect, analyze and explain non-numerical
data such as text, audio, and video to understand concepts, opinions, or ex-
periences. The key to understanding qualitative research lies with the idea
that meaning is socially constructed by individuals in interaction with their
world [55]. Qualitative data use words for presenting results instead of nu-
merical data and qualitative research is thematic in nature [56]. We adopted
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this methodology as it allows us to help construct new ideas for how to im-
prove or fine-tune a product or a practice. It also enables constructing a
theoretical framework that emerges from data gathered during the research
and enables the explanation of the results in a coherent manner. Qualita-
tive data sources include observation and participant observation (fieldwork),
interviews and questionnaires, documents and texts, and the researcher’s im-
pressions and reactions. Qualitative research enables the researcher to glean
richer information, gain more in-depth insights into the real-time practices,
and understand the underlying perceptions [57]. The main research techniques
employed in this type of research are individual interviews, group interviews
(focus groups), observations, and documents [58]. We chose individual inter-
views, group interviews, and observations as they can produce a wealth of
detailed information about a small number of cases. This increased the depth
of the understanding of the cases. In our study, we wanted to explore the use
cases at companies, analyze their problems and propose an improved practice.
Therefore, qualitative methodology is suitable for this study.
3.3 Case Companies
The entire research was a collaboration with Software Center [59] where
there is a cooperation between academia and companies. Software Center
has 16 companies and 5 universities as strategic partners. Multiple compa-
nies from Software Center participated in our research. The embedded system
companies working on Artificial Intelligence, especially machine learning/deep
learning were selected based on their domain, maturity in the adoption of AI.
All the companies wish to remain anonymous as the studies often describe
technology limitations, errors and pitfalls, and limitations in current devel-
opment practices. Below, we provide a brief overview of the companies that
are primary case companies in the research. Primary case companies allowed
collaboration through interviews, in-company workshops, action research, and
weekly meetings. The remaining companies in the Software Center also con-
tributed through in-company as well as cross-company workshops. Therefore,
they are listed as secondary case companies. More details about the partici-
pant companies are presented in Chapters 4, 5, 6, 7, and 8.
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Primary case companies
Companies A, B, C, D, and E are marked as Primary case companies as they
actively participated in this research by allowing collaboration through inter-
views, workshops, interactive sessions, weekly meetings, and action research.
Company A is a developer of an artificial intelligence platform designed to
make the production of commercially viable AI applications swift, methodi-
cal and scalable. The company’s platform enables their clients ranging from
startups to large-scale enterprises to pursue the benefits of integrating AI into
their systems.
Company B is a multinational company within the telecommunication in-
dustry that distributes easy-to-use, adaptable, and scalable services that en-
ables connectivity.
Company C is from the automobile domain manufacturing their cars and
does analytics based on the data from multiple manufacturing units, delivery
units, and repair centers for identifying poor performing models.
Company D focuses on automotive engineering and depends on company
C and does modular development, advanced virtual engineering, and software
development for them.
Company E is within the manufacturing domain having more than 19,000
employees and they manufacture and market pumps. They have standards in
terms of innovation, efficiency, reliability, and sustainability.
Secondary case companies
Companies F to N also contributed to the research through cross-company
workshops. The reflections from the informants from these companies have
helped in confirming the identified challenges and validity of the solution.
Company F works as a sales engagement platform that primarily enables
and optimizes communication between sales representatives and potential
prospects. Sales communication occurs in natural language via different com-
munication channels, including emails.
Company G is a multinational technology company that develops, manu-
factures, licenses supports, and sells computer software, personal computers,
consumer electronics, and services.
Company H is a global software company that develops both software and
hardware solutions for home consumers.
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The company I is a multinational automotive manufacturer and supplier of
transport solutions. As the company’s products are continuously growing in
complexity and software size, the company is looking for strategies to prioritize
their R&D effort and deliver more value to their customers.
Company J is a global car manufacturer that uses AI for building au-
tonomous drive technology.
Company K is a global automotive manufacturer that collects and analyzes
large amounts of data from the vehicle and hundreds of thousands of connected
vehicles to develop increasingly more intelligent computer models that can
identify patterns hidden from human view and capabilities.
Company L is a manufacturer of power tools, industrial and construction
technology, and packaging technology. They apply big data and machine
learning to their products and services to create AI solutions that are safe,
robust, and explainable.
Company M is a multinational packaging industry that manufactures ma-
chines and materials for disposable packaging for milk, juice, and other liquid
foods.
Company N is a manufacturer of network-based solutions in the areas of
physical security and video surveillance. The company is active in many mar-
ket segments, including transport, infrastructure, trade, banking, education,
state and municipality, and industry.
3.4 Research Methods
Research methods are specific procedures for collecting and analyzing empir-
ical data. Research methods are an integral part of the research design. The
principal advantage of using qualitative research methods is that they force
the researcher to delve into the complexity of the problem rather than abstract
it away [58]. Empirical data is the information that is collected utilizing the
senses, particularly by observation and documentation of patterns and behav-
ior through experimentation to answer the research question [58]. Both data
collection and data analysis can be qualitative as well as quantitative [60]. The
qualitative data collection process entails the generation of massive amounts
of data [61]. The audio- or video-recording data collection method is followed
by the transcription before the data analysis [60].
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Case Study
The case study is simply an in-depth study of a particular instance, or a small
number of instances, of a phenomenon [62]. The goal of the case study is to
study contemporary phenomena within their real-life context, especially when
the boundaries between the phenomenon and context are not evident [63]. Ad-
vantages of the case study method include data collection and analysis within
the context of phenomenon, integration of qualitative and quantitative data in
data analysis, and the ability to capture complexities of real-life situations so
that the phenomenon can be studied in greater levels of depth. Case studies
do have certain disadvantages that may include lack of rigor, challenges associ-
ated with data analysis, and very little basis for generalizations of findings and
conclusions [64]. Research strategies are classified as exploratory, descriptive,
explanatory, and improving based on the purpose. A case study is a research
method that was originally used primarily for exploratory purposes although
it can be used for descriptive, improvement, and explanatory purposes [65].
For exploratory research questions, the case study strategy is a perfect match.
However, also for descriptive research questions, the case study may be feasi-
ble if the representativeness of a sampling-based study may be sacrificed for
better realism in a case study. If representativeness is critical, the survey is a
better option. Explanatory research questions may be addressed in case stud-
ies, but the evidence is not a statistically significant quantitative analysis of a
representative sample, rather a qualitative understanding of how phenomena
function in their context. If quantitative evidence is critical, the experiment
strategy is the better option. For improving the type of research purposes,
the action research strategy is a natural choice, which we consider as a variant
of case study research [65]. We have adopted an exploratory case study as
we wanted to identify the challenges associated with the data management
practices in the real-world company context. The exploratory case study also
allowed us to capture the complexities of data management in the Embedded
system company scenario.
Action Research
Action research gives the opportunity to work collaboratively with problem
owners (concerned actors) at the organization and the possibility to propose,
implement, and evaluate the solution in real-time. The Action Research ap-
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proach typically means that researchers engage with a company over time and
during a process. Problem owners are an inevitable part of action research
since they share their skills, domain knowledge, and experiences [66] [67].
The main objective of action research in software engineering is to simulta-
neously solve a real-world problem and explore the experiences and results of
problem-solving [68]. We chose the action research method for this study as
the participatory aspect of it allowed us to systematically determine, define
the problem with data management practices, and make a solution proposal
in the context of an investigation. Moreover, it allowed us to actively par-
ticipate in further steps of applying the solution in real-time which is termed
as action [66] [67]. The action research process cycle consists of five stages
namely (1) diagnosis, (2) action planning and designing, (3) action taking, (4)
evaluation, and (5) specifying learning [66] [67]. Action research is advanta-
geous as it has the potential to deliver robust and practical knowledge for a
wide community of management and organization scholars [69].
We used a combination of case studies and action research for our study. Be-
cause initially, we wanted to identify the problems associated with data man-
agement practices in embedded system companies. We chose an exploratory
case study as it allowed us to explore the complexities of the data manage-
ment practices in the company context. Further, we wanted to implement and
analyze the impact of the proposed data management practice. Therefore, we
chose action research as it allowed us to focus on one aspect of the exist-
ing practice which is data pipelines that we wanted to improve. Moreover,
through action research, we got the opportunity to implement the informed
change which is an improved data pipeline model at the case companies, and
observe the consequences.
3.5 Research Techniques
The research techniques are used to gather empirical data necessary to analyze
the actions in real-world industrial settings [70]. Research techniques such as
semi-structured interviews, literature reviews are appropriate for practical sit-
uations in which a fuller understanding of behavior, the meanings and contexts
of events, and the influence of values on choices are useful for researchers.
23
Chapter 3 Research Methodology and Design
Interviews
In interview-based data collection, the researcher asks a series of questions to
a set of subjects about the areas of interest in the case study. Data collection
through interviews is important in case studies [71]. The dialogue between
the researcher and the subject(s) is guided by a set of interview questions.
The interview questions are based on the topic of interest in the case study.
That is, the interview questions are based on the formulated research ques-
tion. The questions can be asked either to a group (focus group interviews)
or individual practitioners. Questions that allow and invite a broad range of
answers and issues from the interviewed subject are called open-ended while
the closed offers a limited set of alternative answers. Interviews can be divided
into unstructured, semi-structured and fully structured interviews [72]. In an
unstructured interview, the interview questions are formulated as general con-
cerns and interests from the researcher. In this case, the interview conversation
will develop based on the interest of the subject and the researcher whereas
in a fully structured interview all questions are planned and all questions are
asked in the same order as in the plan. In many ways, a fully structured
interview is similar to a questionnaire-based survey. In a semi-structured in-
terview, questions are planned, but they are not necessarily asked in the same
order as they are listed. We chose semi-structured interviews as they are
helpful in the means of data collection because of two primary considerations.
First, they are well suited for the exploration of the perceptions and opin-
ions of respondents regarding data management issues and enable probing for
more information and clarification of answers. Second, the opportunities for
face-to-face contact with a researcher stimulate the interest in the project,
establish a sense of rapport between respondents and the researchers [73].
Observation
Observation is the conscious noticing and detailed examination of participants’
behavior in a naturalistic setting [74]. Observations can be conducted in or-
der to investigate how a certain task is conducted by practitioners. There are
many different approaches to observation. One approach is to monitor a group
of practitioners with a video recorder and later on analyze the recording, for
example through protocol analysis [75] [76]. Another alternative is to apply
a “think aloud” protocol, where the researcher is repeatedly asking questions
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like “What is your strategy?” and “What are you thinking?” to remind the
subjects to think aloud. Observations in meetings are another type, where
meeting attendants interact with each other and thus generate information
about the studied object. An alternative approach is where a tool for sam-
pling is used to obtain data and feedback from the participants [77]. While
experiencing what is going on in a research site, researchers need to observe
this and make detailed notes, called field notes, about the people, the concept
they discuss, and the interactions that occur [74]. Participant observation was
performed and field notes were taken during the action research. Observation
as a data collection method can be structured or unstructured. In structured
or systematic observation, data collection is conducted using specific vari-
ables and according to a pre-defined schedule. Unstructured observation, on
the other hand, is conducted in an open and free manner in a sense that there
would be no pre-determined variables or objectives [65]. The unstructured ob-
servation was used in this research as the observation mainly happened during
the weekly stand-up meetings, pair-programming, and weekly presentation of
results.
Multi-vocal literature review
The multi-vocal literature review is used to explore and summarize existing
evidence concerning a particular topic [78] [79] [80] and to identify gaps and
limitations of existing practices. A Multivocal Literature Review (MLR) is
a form of a Systematic Literature Review (SLR) [81] which includes the
grey literature (e.g., blog posts, videos, and white papers) in addition to the
published (formal) literature (e.g., journal and conference papers) [79]. MLRs
are useful for both researchers and practitioners since they provide summaries
of both the state-of-the-art and –practice in a given area. Grey literature by
the practitioners was ignored tagging them as "unscientific" while practitioner
interviews are done and reported by researchers have, for long, been considered
as academic evidence in empirical software engineering. MLR is developed
to lift such a double standard by allowing rigorously conducted analysis of
practitioners’ writings to enter the scientific literature [79].
We employed semi-structured interviews, observation, and multi-vocal lit-
erature reviews as research techniques. For this research, we wanted to collect
empirical evidence about the challenges associated with existing data manage-
ment practices from the practitioners. We chose semi-structured interviews
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as it allows informants the freedom to express their views on their terms.
Moreover, semi-structured interviews allow us to gather in-depth, compara-
ble, and reliable empirical data. One of the data management practices we
identified was relatively new and there was not much peer-reviewed literature
that discussed it. Therefore, we chose a multi-vocal literature review to frame
a definition for that particular data management practice. We used unstruc-
tured observation as a research technique as we were allowed to attend the
weekly team meetings and other discussions. Thus, notes were taken during
the weekly stand-up meetings, pair-programming, and weekly presentation of
results.
3.6 Data Analysis
Qualitative research yields mainly unstructured text-based data. These tex-
tual data could be interview transcripts, observation notes, diary entries, or
medical records. In some cases, qualitative data can also include a pictorial
display, audio or video clips (e.g. audio and visual recordings of patients, radi-
ology film, and surgery videos), or other multimedia materials. Therefore, the
data analysis methods should be a dynamic, intuitive, and creative process of
inductive reasoning, thinking, and theorizing.
Qualitative Data Analysis
Data analysis in qualitative research is defined as the process of systemati-
cally searching and arranging the interview transcripts, observation notes, or
other non-textual materials that the researcher accumulates to increase the
understanding of the phenomenon [82]. The process of analyzing qualitative
data predominantly involves coding or categorizing the data. Coding merely
involves subdividing the huge amount of raw information or data and subse-
quently assigning them into categories [83]. Thematic coding using the NVivo
tool and open coding are the two types of coding used in this licentiate thesis.
Thematic coding is a type of qualitative data analysis that finds themes in the
text by analyzing the meaning of words and sentence structure. As NVivo is a
thematic analysis software that helps you automate the data coding process,
there was no need to set up themes or categories in advance [84]. Open coding
is a manual coding technique that starts from scratch and creates codes based
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on the qualitative data itself. Codes are manually created in such a way that
it covers the entire transcript. These codes are then applied to the remaining
transcripts and necessary adjustments are made so that the codes apply to all
transcripts in the study [85].
3.7 Research Design
The first and foremost step in the research process was to discover an idea for
research. The research idea originated from the conclusions of a study that
was conducted together with one of the other team members for identifying
the software engineering challenges for AI-enhanced systems in the embedded
systems domain.
Our primary intention was to empirically identify the data management
challenges encountered during the development and maintenance of AI-enhanced
embedded systems, propose an improved data management approach and em-
pirically validate the proposed approach. The RQs are formulated in such a
way that they start with problem identification, progress through analyz-
ing the existing approaches, identifying the challenges with the current ap-
proaches, proposing a solution, and validating the proposed solution. We
selected qualitative research as it enables us to learn about the practitioners’
perspective on the current situation, as well as the practitioners’ willingness
to make the transition to a new data management approach. Besides, it helps
us to identify the needs of the practitioners, the problems they face with the
existing data management approaches, and the impact of those problems on
the final product. Further, qualitative analysis facilitates the generation of
ideas for improvements in the data management approach. Quantitative re-
search methodology can measure behaviors and helps to answer questions such
as "how often" and "how many". However, our intention here was to explore
the data management challenges, current practices, evolution of these prac-
tices, etc. Collecting data from informants is the best possible technique to
understand the challenges in the embedded system industries. In quantita-
tive methodology, free text responses can not be permitted and consequently,
contextual detail might be missed. Therefore, we selected a qualitative re-
search methodology for our research. The overview of the research process is
as shown in figure 3.1
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Figure 3.1: Research Process Overview
Case Study 1: Problem Identification
To learn more about the topic under investigation, a literature review was
conducted which enables the researcher to identify similar studies that have
been conducted in the past. Through literature review, the researcher identi-
fied papers on data management challenges. However, all the previous studies
were focused on machine learning-based data products while deep learning is
also an increasingly used technique in industries. Therefore, the researchers
decided to conduct the study on data management challenges for deep learning
models. To explore and identify the challenges encountered by practitioners
during the development and maintenance of data products using deep learn-
ing techniques, a case study method was used as it allows for the examination
of the phenomenon in depth using various kinds of evidence obtained from
interviews with those involved, direct observation of events and analysis of
documents and artifacts. Interviews were the main technique for data collec-
tion as illustrated in Table 3.1. We adopted an exploratory case study method
and conducted 12 in-depth interviews with practitioners from 6 different do-
28
3.7 Research Design
mains at company A. The selected informants also provided documents to
better understand their use case description, data formats, Deep Learning
model description, etc. All these interviews were semi-structured where the
questions were open-ended. Because we intended to collect more in-depth
information from the informants. Moreover, semi-structured interviews are
a great way to delve deeper into issues. All the interviews except one were
conducted face-to-face. One of the practitioners was working from home and
so he appeared through video conference. With the permission of the prac-
titioners, all the interviews were recorded and transcribed later. Moreover,
empirical data was collected through observation during 2 cross-company and
5 in-company workshops. With the audio, video recordings, and notes made
from interviews, observation, and document analysis, the categorization of
challenges was done and sent to the practitioners for review. Data analysis
was performed using the NVivo tool for thematic coding after transcribing the
interview recordings. The codes were analyzed and results were formulated.
The reflections of the participants were recorded and the researcher conducted
follow-up interviews with 3 senior practitioners to clarify the doubts. The final
results were sent to two senior practitioners and changes were made according
to their comments. The results were then published as a paper and also pre-
sented in 9 workshops of which 5 were cross-company workshops and 4 were
academic workshops.
Case Study 2: Analysing the existing Practices
The next step in the research was to investigate how the data management
practices such as DataOps and data pipelines help address the data man-
agement challenges. We conducted an interview study with multiple teams
working on 8 different use cases from case company B. Two focus group in-
terviews and 12 in-depth semi-structured interviews were conducted for this
study. The researcher was also allowed to attend the weekly stand-up calls and
meetings. Further, the empirical data collected through observation during 2
cross-company and 3 in-company workshops. Therefore, observation and field
notes also contributed significantly to this study. Case company B was trying
to practice DataOps as it is an efficient method to improve the quality and
reduce the cycle time of data analytics. As DataOps is a new concept, there
was not much peer-reviewed literature on DataOps. Therefore, a multi-vocal
literature review was conducted incorporating grey literature as well as peer-
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reviewed papers. The results obtained through interviews, observations, field
notes, and multi-vocal literature review were presented before the practition-
ers involved in the study and also to the steering committee of the company
to get the approval. The reflections and comments from the informants were
incorporated into the final results and published as a paper.
Case Study 3: Analysing the existing Practices
The previous study on DataOps showed that the data pipeline is the criti-
cal element. To explore the data pipeline management challenges, we used a
case study method for which we used four data pipelines from 3 case com-
panies. Because, we wanted to perform in-depth, multi-faceted explorations
on data pipelines in a natural real-world context. We prepared an interview
guide and conducted 16 semi-structured interviews with practitioners from 3
companies who were working on 5 different data pipelines. One of the re-
searchers was an action researcher at two of the companies and was allowed
to attend the weekly stand-up meetings. Therefore, the researcher prepared
field notes during those meetings which are also used along with the interview
transcripts. The empirical data was also collected through observation during
4 in-company and 2 cross-company workshops. All the interviews, meetings,
and workshops were video-conferencing due to the COVID-19 pandemic. The
interview transcripts and field notes were coded using the open coding tech-
nique and the results were formulated. The results were presented before the
steering committee at two companies for getting the approval. Further, the
results were presented before the other teams in the organization to get some
external reflections. These reflections are also incorporated in the final results
and a paper was published with this data. The results from the paper are
presented in 3 cross-company workshops and 5 in-company workshops.
Case Study 4: Propose a Solution
Further, we wanted to develop an improved data management approach that
can support the development of high-quality data products especially AI-
enabled systems. To serve this purpose, based on the insights from the pre-
vious study, we developed a conceptual model for data pipelines. Interviews
were the primary technique for data collection. We conducted 9 in-depth in-
terviews as well as 2 focus group interviews to understand more about the
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existing data pipelines at one of the case companies. Moreover, the researcher
collected data through observation during various meetings inside and outside
the company and prepared notes. With these notes together with the meet-
ing insights and interview transcripts, a conceptual model for data pipelines
was developed. To validate the conceptual model, the in-company presenta-
tion was done to collect comments from teams involved in the study. Then
another round of presentation was done to collect reflections from teams work-
ing on data products but were not involved in the study. Further, the model
was presented at two other companies for external validation and incorpo-
rated their comments. The model was published as a paper and presented in
2 cross-company workshops and 4 in-company workshops. Overall empirical
efforts on exploratory case study research are presented in table 3.1
Action Research: Implement and Validate the Solution
Furthermore, the study sought to maximize automation and minimize human
intervention through the implementation of the conceptual model for the data
pipeline. Action Research at company B and D contributed to the results of
this study. The realization of the conceptual model was done through action
research in the case of company B from the telecommunication domain. Al-
though we planned to implement the model at company D, due to company
restrictions, it was postponed. The literature review was performed to un-
derstand the working of fully automated Data Pipelines. Because literature
review is an excellent methodology through which we can identify the data
pipelines that are implemented in various industrial domains. IEEE Xplore,
ACM Digital Library, Web of Science, and Google Scholar were the main
source for Literature review.
At company D, the researcher together with a data analyst and superuser
developed a modification plan for one of the existing data pipelines and pre-
sented it before the steering committee. The modification plan was then
presented to case company C as company D is dependent on C. Unfortu-
nately, the plan was rejected due to company restrictions. At company B,
the researcher together with the help of a Data Scientist and Software De-
veloper identified the data pipeline for modification. Further, a modification
plan was submitted to the higher authorities and presented before the steer-
ing committee for approval. Document analysis was performed to understand
the underlying architecture of the data pipeline. Due to time constraints and
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other company restrictions, the researchers chose a small slice of the data
pipeline and modified it according to the conceptual model. The implemen-
tation was accomplished through pair programming in which the researcher
and software developer worked together. Pair programming improves design
quality, reduces defects, reduces staffing risk, enhances technical skills. The
results of this study are presented in two cross-company workshops and three
in-company workshops. Overall empirical efforts are presented in table 3.2
that summarizes the stages of the action research cycle, total efforts, and the
total number of interactions involved throughout the research. Figure 3.2
illustrates the research questions, research methods adopted, primary partic-
ipant companies involved, and the results of the study.
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1. Semi-structured Interviews (12)
2. Observation and field notes
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Principal Data Scientist (2),
AI Research Engineer (2),
Data Scientist (3),
Head of Data Analytics team
How can practices such as
DataOps and Data Pipelines
help address data management challenges?






1. Semi-structured Interviews (12)
2. Focus group interviews (2).
3. Observation and field notes
from weekly meetings
4. Observations from
2 cross company workshops






Integration and Operations Professional,
Analytics System Architect,
Data Scientist,
Senior Customer Support Engineer,
Developer, Senior Data Engineer,
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1. Semi-structured Interviews (16)
2. Focus group interviews (3)
3. Follow-up Interviews (2)
4. Observation and field notes
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Director of data analytics team,
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Product Owner for data analytics team




1. Semi-structured Interviews (9)
2. Follow-up interviews (2)
3. Observation and field notes
from weekly meetings
4. Observations from 4 in-company










3.8 Threats to Validity
Figure 3.2: Overview of Research Questions, Research Methods, Companies and
Results
3.8 Threats to Validity
This section discusses threats to validity regarding how our research questions
were answered.
Construct Validity
Construct Validity includes two components: the measure should be exhaus-
tive, and the measure should be selective in that it only covers aspects of the
target theoretical construct. To ensure construct validity, a few cases were
excluded from the results as some of the interviewers did not have a proper
understanding of the discussed concepts. As a result of the screening process,
our study has some limitations with several interviews. However, this limita-
tion can be counted as an opportunity for further inquiry in future works. For
reducing researcher bias, the interviews were conducted by a minimum of two
researchers. Further, before the interviews, we developed the semi-structured
interview guide and distributed it among the interviewees. A short descrip-
tion of the topic to explore is sent to the interviewees before the interview.
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During the interview, we again explained the topic of the study as an intro-
duction. We rephrased the question whenever the response becomes off-topic
or asked them to elaborate when we received ambiguous answers. Further,
while analyzing the transcripts if there are any confusions or lack of clarity,
we contacted the interviewees to resolve this problem.
Internal Validity
Internal validity is defined as the degree to which the observed outcome rep-
resents the truth in the population we are studying and, thus, is not due to
methodological errors [66]. The results of this thesis could potentially be
affected by this threat since the results and strategies associated with RQ2
and RQ3 were developed in the company context. As the researcher only had
limited access to the descriptions of the strategies, it is not possible to investi-
gate if other factors were more influential to the final result than the proposed
strategies. To minimize internal validity threats, one of the co-authors, who
has in-depth knowledge about the data processed in the company, was asked
to validate the findings. Further, the findings were validated through the
steering committee at the respective companies.
External Validity
The presented work is derived from the cases studied with different teams
in the domains of manufacturing, automobile, and telecommunication. Some
parts of the work can be seen in parts of the company differently. All the
terminologies used in the companies are normalized and the implementation
details are explained with the necessary level of abstraction [86]. We do not
claim that the opportunities and challenges will be the same for industries
from different disciplines.
3.9 Summary
This chapter discussed the five research questions addressed in this licentiate
thesis. The research methods are discussed in general and how they were used
to address each research question is addressed in the research design section.
Overall empirical efforts are presented in two separate tables. We discuss the







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Data Management Challenges for Deep Learning
This chapter has earlier been published as
Data Management Challenges for Deep Learning
Munappy, A. R., Bosch, J., Olsson, H. H., Arpteg, A., Brinne, B
2019 45th Euromicro Conference on Software Engineering and Advanced Ap-
plications (SEAA) (pp. 140-147). IEEE.
Over recent years, deep learning has reached the pinnacle of popularity due
to its ability to learn deep representations. The capability to learn multiple
levels of representations and abstractions from data makes it unique among
machine learning techniques[87]. It has been used successfully in image classi-
fication[88], object detection[89], natural language processing and information
retrieval[90]. Even though the terminologies like machine learning and deep
learning are used interchangeably, they do not refer to the same concepts.
Machine learning requires a significant amount of work spent on feature engi-
neering[91]. However, deep learning is a particular type of machine learning
technique more refined Artificial Intelligence technique that can learn from
unlabelled data which is an attractive feature demanded by most of the real-
world applications[92]. Even though deep learning models have remarkable
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abstraction and generalisation capabilities, these systems are data hungry in
nature. i.e a massive amount of data is required to train Deep Neural Net-
works. As the requirement for a large amount of data is significant, large-scale
data management issues arise in collecting, processing, analysing, sharing and
deploying datasets. Although deep learning models are extensively used in
a variety of applications, data management for deep learning has received
limited attention from researchers and practitioners.
Over the years, there has been a significant advancement in deep neural
networks and algorithms. However, this advancement has not been matched
with similar progress in data management. Therefore, there is a strong need
for new techniques and automated tools to be designed that can assist prac-
titioners in preparing and ensuring quality data throughout the data pipeline
workflow.
In this paper, we discuss six real-world industrial applications of deep learn-
ing in different domains such as medical imaging, gaming, real-estate, man-
ufacturing systems highlighting the key data challenges to data that can sig-
nificantly impact the overall performance of DL systems. We do not aim to
provide a comprehensive background on technical details and general applica-
tion of deep learning (see e.g. [93], [94]) nor do we explain extensive challenges
faced by real-world software-intensive systems as [26]. Instead, we focus on
different data management challenges faced by DL experts while building DL
application models. In this paper, we introduce a number of example appli-
cations of deep learning frameworks, we explain significant challenges and we
categorise these according to the development phase in which it is encoun-
tered. The contribution of this paper is twofold. First, it presents the main
data management challenges, that need to be addressed for developing high
performance and operational deep learning models. Second, the paper classi-
fies the challenges according to the phase in which they are encountered and
identifies the main areas that requires attention.
The rest of this paper is organised into six sections. Section II is a descrip-
tion of the background and related works. In section III, we introduce the
research methodology adopted for conducting the study. Section IV details
the cases explored in the study. Section V focuses on findings of the case study
and maps data management challenges encountered at each stage of the data
pipeline with the use cases. Finally, Section VI summarises our conclusions




Deep learning[92] provides major advancements in solving the problems which
were previously unbeatable by artificial intelligence and machine learning tech-
niques. Due to this reason, it is being used in hard scientific problems like
reconstruction of brain circuits [95], mutation analysis in DNA [96], structure-
activity prediction of potential drug molecules[97] and online particle detec-
tion[98]. Deep neural networks are also opted to decipher many challenging
tasks in speech recognition[99] and natural language processing[91].
Deep learning became the focal point after Krizhevsky et al. [100] demon-
strated the remarkable performance of a Convolutional Neural Network (CNN)
[100] based model on a challenging large-scale visual recognition task [101] in
2012. A substantial credit for the current reputation of deep learning can also
be attributed to this influential work. Great contributions to deep learning
research have been made by the computer vision community by providing
solutions for the problems encountered in medical science to mobile applica-
tions since 2012. The recent breakthrough in artificial intelligence in the form
of tabula-rasa learning of AlphaGo Zero [102] also owes a fair share to deep
Residual Networks (ResNets) [103] that were originally proposed for the task
of image recognition.
Data - The fuel
Data is the fuel for deep learning models. Massive datasets are used to train
deep neural networks in order to mimic human intelligence. It is data which al-
lows industries to stay on top of trends, provide answers to problems, and anal-
yse new insights to great effect. There are numerous algorithms in deep learn-
ing tailored for various applications which deliver high performance. However,
no algorithm can guarantee the same performance over all the datasets. This
is a clear indication of the importance and effect of data in the performance
of DL models.
Data Management
Data management for deep learning can be defined as a process which includes
collecting, processing, analysing, validating, storing protecting, and monitor-
ing data to ensure the consistency, accuracy, and reliability of the data. Deep
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learning has been successfully applied in industry products that take advan-
tage of the large volume of digital data. However, real-world data needs to
be processed and managed before feeding it as input to the deep learning
models. Training a deep learning model with such massive and variegated
data sets is challenging and several aspects need to be considered. E.g. data
sparsity, redundancy, and missing values. In order to ensure high performance
of DL models, not only good algorithms but also the management of data is
required. A set of good data management practices should be followed from
data collection, through data processing and analysis, dataset preparation and
deployment of the model.
As DL applications are highly data-driven, it could be benefited from data
management and database techniques to accelerate the speed of training.
Wang et. al[40] describes how certain challenges like data dependency, mem-
ory management, concurrency, data inconsistency can be solved by combining
database techniques and deep neural networks.
DL models demand large volume and variety of data which relates it to the
field of Big Data. Popular companies like Apple[104], Google[105], Facebook,
Microsoft are collecting a copious amount of data on a daily basis through
applications like Siri, Google translator, Bing voice search[106] to provide a
variety of other services such as reminders, weather reports, personalised rec-
ommendations. Although big data offers numerous opportunities, it also im-
poses consequential engineering challenges[107]. X. W. Chen et al. describes
the big data challenges such as streaming data, high-dimensional data, scal-
ability of models, and distributed computing[65]. However, in these papers,
deep learning is considered as a solution for management of data. Data man-
agement challenges involved in implementing deep learning models are not
seriously considered and our paper intends to focus on that perspective.
4.2 Research Method
In order to set the scope for the type of empirical studies we address in this
paper, an interpretive multiple-case study approach was adopted adhering to
the guidelines by [108]. Usage of multiple cases should be considered same as
the duplication of a study or an experiment which means that the inferences
from one case should be compared and contrasted with the results from the
other case(s). The objective of this study is to identify challenges specifically
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related to the management of data in various real-world DL applications.
The challenges identified are based on our interpretations of the experiences
of experts who implement DL systems in a real-time scenario with real-world
datasets. This type of case study research is appropriate as it facilitates
the exploration of the real-life challenges in its context through a variety of
lenses[108]. The overall research design and the major steps in the research
process of the study are described below.
Expert Interviews
The objective of the study is to explore data management challenges encoun-
tered while implementing DL models in real-world settings. Each case in the
study refers to a software-intensive system that incorporates DL components
developed by an organisation. For the study, a sample pool of DL experts who
works in seven different domains were selected by their expertise in the area
of study. The selected seven practitioners include two authors of this paper.
From the acknowledgment in the literature (and our experiences when solicit-
ing interviewees), it can be inferred that only a few experienced practitioners
are skilled in the area of intersection between DL and SE, Table 1 illustrates
the vast experience of our interviewees in incorporating DL components across
multiple domains.
Data Collection
Semi-structured interviews were used to acquire qualitative data. Based on
the objective of research to explore data management challenges for deep
learning systems, an interview guide with 40 questions categorised into four
sections was formulated. The first and second sections focused on the back-
ground of the interviewee. The third section concentrated on the importance
of data in various projects and the last section inquired in detail about data
management, the challenges faced during every phase of the data processing
pipeline. The interview guide was reviewed by the authors and some addi-
tional questions were added, a few similar questions were merged together and
some totally irrelevant questions were removed finally forming an interview
protocol with 20 questions spread across four different categories. All inter-
views were face-to-face except for one which was done via video conference
and each interview lasted 45 to 55 minutes. All the interviews were recorded
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with the permission of respondents and were transcribed later for analysis.
Data analysis
After the interviews, audio recordings of interview were sent for transcription
and a summary of each interview was made by the first author highlighting
the main focus points of the interview. The analysed points from the sum-
mary were cross-checked several times with the audio recordings and interview
transcripts obtained after transcription. A theoretical thematic data analysis
approach was opted for coding[109]. First, the author coded each segment
of the interview transcript that was relevant to or captured something inter-
esting about data in NVivo. In the first iteration, the aim was to identify
the phases of data pipeline. After identifying the phases, a second iteration
was performed to code the data management challenges encountered in each
phase by setting high level themes as (i) Data Collection, (ii) Data Explo-
ration, (iii) Data Preprocessing, (iv) Dataset Preparation, (v) Data Testing,
(vi) Deployment, (vii) Post-deployment. The results deduced from the anal-
ysis were tabulated and sent to the authors for comments and then the final
summary of the cases and mapping were sent to the interviewees for validating
the inferred results.
4.3 Cases
This section describes different real-world DL cases that has been chosen for
this research. All the cases reported here are using real-world dataset. A map-
ping between different data management challenges and projects is presented
in a later section.
Recommender System
Many e-commerce and retail companies are leveraging the power of data and
boosting their sales by implementing recommender systems on their websites.
When a customer visits the website, the recommender system predicts users’
interest and recommends electric products for them based on previous cus-
tomer reviews and purchase history. Many times customers tend to look at
the website for their recommendations. Personalised recommendations from
the system would increase customer satisfaction and thus customer retention.
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Table 4.1: Description of Use cases and Roles of the interviewees
Interviewed Experts
Case Use case of DL components ID Role
A Recommending products to P1 Principal Data Scientist
the users in a personalised fashion
B Predicting the wind power using P2 Data Scientist
the historical weather data P3 Head of Data Analytics team
P4 Data Scientist
P5 AI Research Engineer
C Estimating and predicting P2 Data Scientist
the price of houses P3 Head of Data Analytics team
D Automated classification of P2 Data Scientist
skin lesions into benign P3 Head of Data Analytics team
and malignant P4 Data Scientist
P5 AI Research Engineer
D Detecting the credit card frauds P2 Data Scientist
during gaming P3 Head of Data Analytics team
E Predicting quality of paper boards P4 Data Scientist
P5 AI Research Engineer
In recommender systems, DL components are trained on user reviews and
their purchase history.
"It’s very difficult to focus on the things that aren’t visible feature wise, such
as tracking data. So that means that often you first develop the features the
way you want them, and if you have time in the end you put tracking in, so
you put the gathering of the data, that part of the code in. So that obviously
means that it’s not as well tested, and it’s not as well tracked. It doesn’t get
the same love when you develop and so on. So that usually makes data quality
bad."
Wind Power Prediction
Wind power is dependent on weather and so it is irregular and fluctuates over
different time scales. Thus accurate forecasting of wind power can be consid-
ered as a major contribution for reliable large-scale wind power integration.
43
Chapter 4 Data Management Challenges for Deep Learning
DL model is utilised to predict accurately how much electricity, how much
power are all of the wind turbines going to generate within 24 to 48 hours so
that an accurate report can be submitted to the power companies for which
energy is supplied. The power companies have quite strict requirements like
they have to accurately say how much power they are going to deliver and if
not there are penalties that need to be paid if they don’t manage to deliver
the reported energy. A combination of wind and weather are predicted from
which the power generated by the wind turbines can be calculated. The wind
power is predicted based on the meteorological data obtained from the Na-
tional meteorological agency. Deep Learning is used to forecast weather and
thereby predicting the wind power that can be generated in the future.
"We have gotten our data in all sorts of different ways. When we got the
data for the weather prediction case we actually got them on physical tapes.
Those . . . Really in boxes, with physical tapes. And then we had to digitalize
them ourselves. So, I do not think there is any standard or framework to
accomplish this. That is why data management itself is a problem when dealing
with deep learning."
House Price Prediction
Predicting property values are of great interest to various parties in an econ-
omy. Estimation of house price is important to prospective homeowners, de-
velopers, investors, appraisers, tax assessors and other real-estate market par-
ticipants, such as mortgage lenders and insurers. Real-estate investors and
portfolio managers devise and carry out their investment decisions based on
periodic evaluations of their real-estate portfolios. Individuals are interested
in knowing the values of their properties before setting up their list prices.
Tax authorities rely on the estimates of the properties’ value as the basis
for levying property taxes. Banks and mortgage providers conduct housing
collateral valuation to qualify the borrowers for their mortgage applications.
Initially, house price was predicted on the basis of comparison between cost
and sale price and there were no accepted standards or certification process.
So, the house price prediction model helps to fill up the information gap that
existed before and also enhance the efficiency of the real-estate market. The
house price prediction case was initially built on traditional assorted database
system where SQL queries and data pipeline scripts were used whereas now
it utilises deep learning technique where the model is trained with historical
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sales data about properties, geography, and demography in the Swedish mar-
ket. The house price prediction system is a long-running DL model deployed
in production and is used by many banks in Sweden.
"Someone has to make a design choice, like is this interesting to collect, on
what level, and what kind of metadata do I attach to it for example. Because
it’s easy to just log something, but then when we come later as data scientists
and look at the data and we’re like “okay, that’s really good, but which user
was that? Ah, we didn’t log it”. Okay, if you didn’t log that, then I can’t really
combine that data with my other data set where I have it on user level. So I
can’t really, you know, all of those missing pieces are challenges"
Melanoma Detection
Melanoma is a type of skin cancer, which is not that common like basal cell
and squamous carcinoma, but it has dangerous implications since it has the
tendency to migrate to other parts of the body. Therefore, early detection
can prevent it from spreading to other parts; otherwise, it becomes incurable.
Deep learning bypasses all the complex methods of pre-processing, segmenta-
tion and low-level feature extraction. Although a lot of datasets like MED-
NODE, ISIC Archive and many more are publicly available, dealing with real-
world data is still challenging. Automated classification of skin lesions using
images is a difficult task because of the unavailability of fine-grained varieties
in the appearance of skin lesions. The skin cancer detector not only intends to
detect whether a person has skin cancer or not but also what kind of cancer
it is and thus how serious it is. Here, the deep learning model is used for
diagnostic classification of dermoscopic images of lesions of melanocytic ori-
gin. Datasets are formed over several years by working in close collaboration
with clinics. The company has restrictions on the use of the dataset and the
requirement is even the data cannot leave the servers. With these restrictions,
the practitioners adapt to the rules specific to the dataset and move the code
and model to the server where data is stored for developing the DL model.
The skin cancer detector is still not production ready.
"It is very difficult to scale the data collection, because you have to get
something from a patient. Very intrusive things, like sticking electrodes into
their skin and taking images, or something like that. So there, it is kind of
hard to increase the amount of data you have quickly, because you need to see
patients that go through the health care system, and you know. What you can
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do is try to use publicly available data that is similar, but then you always
had issues with the data not being quite the same. Not the same distributions,
different cameras, different machines etc. So that is a difficult domain."
Financial Fraud Detection
Frauds in finance still amount for significant amounts of money. Around the
globe, hackers and crooks are trying to find new ways of committing finan-
cial frauds. Therefore, trusting financial fraud detection systems programmed
based on conventional rule-based method alone will not serve the purpose.
This is where Deep Learning shines as a unique solution. The DL model uses
customer details like payment history and activity history and payment re-
quest data such as payment method, amount location, etc. The post-payment
signs of abnormal pay are also taken into account for detecting fraud. When it
comes to modelling fraud detection as a classification problem, the main chal-
lenge comes from the fact that in real-world, the majority of the transactions
are not fraudulent. However, in order to train DL models, counterexamples
are also required.
"If you have a company that deals with credit card fraud or something like
that, and then they record all the examples of when people have had the fraud.
And then if they don’t have the counter examples of the normal examples, then
it’s again difficult. "
Manufacturing Systems
Paper mill industry creates paper from pulp and then dry that into carton and
cardboard which is further used for making milk cartons. A DL component
is incorporated in the system to predict the quality of the resulting product
based on all the measurements in the machine and measurements on the pulp
that goes in. And there’s also images of what’s happening at the beginning
of the machine, and images, microscope images of the fibers in the pulp. The
company manufactures large quantities of paper board each year and wanted
to minimise the material cost as much as possible while maintaining high
quality. Quality of the paper board is predicted based on data from process
sensors and images of wood fibers taken with the PulpEye technology. The DL
models serve as a stepping point for controlling the manufacturing process so
that the same quality could be maintained with less input material and waste.
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"I think this data engineering in the beginning or, that is supposed to be in
the beginning, has always turned out to be a much bigger problem than you
think. Because you usually realize after you have started modeling that you
have had some assumption that was not really correct, and then you have to
go back and kind of redo the data engineering again."
4.4 Findings
This section presents a list of concisely described data management challenges
encountered by practitioners while implementing DL components in real-world
applications. Based on the study, we have identified seven stages through
which data flows and the data management challenges raised in each phase.
Our study is carried out with six use cases as mentioned above. Many of the
challenges identified are use case specific and so a mapping between these use
cases and data management challenges are shown in table 2.
Data Collection
The systematic process of gathering data from a range of sources relevant
to the context is termed as data collection. Deep learning model should be
constantly fed with data to continue improving performance while deployed
in production-ready systems. Acquiring data is thus a crucial phase which
needs attention.
Lack of metadata
Metadata is required for the practitioners as they might not be experts in the
domain where they implement DL components. Practitioners mentioned that
in many projects, lack of metadata creates confusion and poor understanding
of the data. Due to poor organisation, the semantics of data is often obscured
which in turn leads to ambiguities. When a dataset is handed in for building
a stock market price prediction, the dataset may have different prices like
opening price, closing price, quoted price, session price and without providing
associated metadata information, it is hard for the practitioners to identify
and distinguish different prices. Without metadata, it is not always possible
to figure out if some pattern makes sense or not. If you know that a particular
signal represents a temperature reading and it is always zero, then you know
47
Chapter 4 Data Management Challenges for Deep Learning
it is wrong. On the other hand, if it is an on/off switch, then maybe it is zero
all the time which is fine.
Data Granularity
Data aggregation may remove important data points which cannot be collected
again. Even after collecting a huge amount of data and then aggregating
it after a certain span of time will spoil the detail in the data. Thus fine
granularity in data is lost through data aggregation techniques. Like in mobile
networks, counter data is collected and aggregated some value over 15 minutes,
and that’s what gets saved. Because saving every second’s data point is not
affordable. And then in that aggregation, a lot of information is lost, which
could mean that even though a lot of data are in place when looking at it
in detail, granularity actually needed for a use case will not be there. So
even if data is collected over ten years, the problem is still kind of limited by
data collection choices which are difficult to get around. In our study, the
recommender system case experience this data granularity problem. When
the reviews from users are all logged for a long period and handed over for
building recommender system, but failed to log the user’s identity, the data
granularity is lost. And it is not possible to combine that data with other
data set on user level.
Shortage of diverse samples
Upon training, the deep neural network should be given all possible instances
and varieties of data so that it will not fail on inputting unseen data in produc-
tion. However, during data collection, many companies collect a large number
of normal samples and fail to collect the counterexamples of data. The DL
model needs to be trained with counterexamples as well. From our case study,
one extreme example we got is that financial fraud detection cannot be devel-
oped only with the samples of fraud cases, it also requires normal transaction
instances in the dataset. Deep learning models cannot learn the normal cases
by themselves when only the abnormal samples are fed during the training
which leads to weird outputs after deployment.
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Need for sharing and tracking techniques
Sharing the collected data with the practitioners is required while implement-
ing the Deep Neural Networks. There is no defined channel or medium for
sharing the collected data. According to the size of the data, different peo-
ple choose different means of sharing. Some companies may opt to share the
data in the form of excel files over email, FTP server or even in the form of
physical tapes. Two of the experienced practitioners identifies tracking as an
important measure by which data quality can be assured. However, due to
the tight limit on time and resources, often data tracking is not focused much
or is kept at a least priority leading to poor data quality.
Data Storage
Deep learning systems are powerful in memorising each and every piece of in-
formation given to it. So the amount of training data has the biggest impact on
the performance of the model. General Data Protection Regulation(GDPR)
is a regulation in EU law to protect online personal data. GDPR is a set of
legislative rules which impose restrictions on processing and storage of infor-
mation. Major companies who focused on collecting and maintaining datasets
are able to build better DL models to a certain extent. The problem with small
scale companies is that they do not have clear knowledge on how to collect
and store data complying to the rules of GDPR and there is no framework
or protocol to help them to do data collection efficiently. In such cases, a
certain percentage of revenue needs to be paid as a penalty for not following
the regulations of GDPR which end up in the deletion of a huge portion of
data they collected over time. Even though this is a problem experienced by
only one case in the entire study, it is still important as it has significant legal
and financial complications involved.
Data Exploration
Data exploration is analysing the distribution of different datasets and data
fields, checking the number of outliers and existence of missing data, exam-
ining how to connect the data together and build up basically a dataset that
can be fed directly into the model.
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Statistical Understanding
When confronted with data that needs to be analysed, the first step is to
carefully identify the distribution of data. Statistical understanding is much
required for determining the distribution of data. Even with sufficient knowl-
edge in statistics, it is challenging to identify the distribution of data. The
normal distribution or Gaussian distribution is that nice, familiar bell-shaped
curve. But, data comes from a range of devices out in the wild and there is
no point in assuming an easy to handle normal distribution. For instance,
consider an image processing application, to model the pixel values efficiently,
assumption of Gaussian distribution is inaccurate as it violates the boundary
properties. In such cases, models like BMM(Beta Mixture Model) is opted.
Without clear knowledge of statistical distributions, it will become difficult to
model the distribution.
Deduplication Complexity
Dataset often has a lot of duplicates, some with slight variations and some
exact copies. So analysing the dataset for duplicates and deduplication is a
complex task. For example, consider a song recommender system trained on
a dataset of songs. If you take a random song, there can be 200 versions of the
same song with slight variations in it, but it’s more or less the same song. If
the model is trained with such a dataset, the result may turn out horrible such
that it may recommend 50 copies that sound more or less the same. In such
cases, deduplication becomes complex. Because if the dataset has 100,000,000
songs, you need to compare a song with every other song in the dataset. So
it’s a quadratic complexity of that problem, it’s impossible to do from a time
point of view in a single machine and you have to run it on hundreds and
hundreds of machines.
Heterogeneity in data
Format, size and encoding techniques varies from data to data. A single
dataset itself may have data in audio, video and text formats. If a dataset with
only textual data is examined, some text will be in UTF-8, some in UTF-16,
some in CSV, comma-separated format, some others in tab-separated format,
some having HTML code in the actual text, some having an additional weird
like placeholders embedded inside the actual national language text. So it is
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required to invest a lot of time and effort in just transforming the text into a
uniform format and coding for the data. All six cases studied here have this
problem.
Data Preprocessing
Real-world data is often incomplete, inconsistent, and erroneous. So data
preprocessing is an inevitable task before creating datasets which resolves the
issues inherent with raw data. As data is coming from different sources, there
can be missing data, wrong values, and ill formatted data which spoils the
consistency and needs to be solved before feeding it to the DL models.
Dirty Data
Raw data comes up with a lot of imperfections like missing values, wrong
values, and ill-formatted values. These unclean or noisy data is known as
dirty data. Deep neural networks are good at deriving patterns from the
given input. So, it is dangerous to feed noisy data to the DL models. Also,
the DL experts might not be experts in the domain and so they are totally
unaware of what needs to be filled when there are missing values and how to
identify the wrong or ill-formatted values. For example, if there is a column
for age and some of the values are missing. The system is supposed to make
predictions based on each individual user and you do not have the age for
10% of them. That column can be filled out with the average or minus one.
In order to fill the column, it is required to know what the column is meant
to be and what can be filled in to replace the missing/wrong/mis-formatted
values. All practitioners agree that they have faced this unclean data issue in
all the cases they handled until now and in most of the cases, discussion with
the people who collected the data was the only practical solution.
Managing categorical data
Categorical data are nothing but variables with label values instead of numeri-
cal values. Categorical variables can be both nominal as well as ordinal. Deep
learning models cannot operate on label values as it requires all input variables
in the numeric form. Even though one-hot encoding is used very frequently,
it can be frustrating during implementation. When there are thousands of
categories, the complexity again increases. If you have text data, for example,
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that needs to be cleaned up and transformed into numeric form. Then it might
not be possible to do it with a laptop or even a big server. There are core
systems like Hadoop, Spark or Google DataFlow where big data processing
can be done. However, it’s still very dependent on the person doing it, what
they are comfortable with, and also the data, how big is it, how difficult is it
and what needs to be done with it. There are no predefined sets or standards
to handle this.
Managing sequences in data
Metadata management should be considered with equal importance in order
to manage the sequences in data. Storing the sequencing data alongside the
contextual metadata is a bit challenging especially when the data quantity is
too large. For instance, for chronological data, there is a time series which
needs to be divided chronologically somehow, so you do not end up predicting
the past.
Dataset Preparation
During dataset preparation, the main large dataset is divided into three differ-
ent sets namely training, validation and testing dataset. Deep understanding
of domain and problem will aid in relevant structuring values in the datasets.
Data Leakage
Data leakage is the challenge of not splitting the training and validation/test
dataset properly so that the training data for the model happens to have the
data which needs to be predicted. For instance, data leakage happens when
the same data instance occurs in both training and testing dataset. This
hides the actual performance of the model and when it is exposed to new and
unseen data, the performance will not be as expected. So proper attention
should be taken while splitting the dataset. Based on the study, we could





Quality of data is crucial as poor quality data can cause severe performance
degradation and exaggerated results. Data consistency is one of the factors
deciding the quality of data. However, consistency is a hard to achieve target
in many applications. For example, based on our study, the images collected
from the hospitals are all taken in different conditions with different lighting.
Accuracy, completeness, timeliness, validity are some other factors that ensure
the quality of data. However, there is no exhaustive list of factors that should
be checked to ensure the quality of data which is challenging.
Data Testing
Testing the data is a critical step which ensures the data quality and reduces
the possible occurrence of defected data that affects the efficiency of the pro-
cess. Absent, obsolete or wrong test data may prevent the practitioners from
executing the test cases or give unreliable test results.
Expensive Testing
Data testing is highly expensive in the sense that it requires a lot of effort
and time to define and automate test-cases specific to DL models. It’s pretty
hard to do regression testing on data, because data comes from users out in
the wild where exerting control is impossible.
Tooling
Tooling comes as a challenge in most of the phases of the data pipeline. The
major advantage of conventional software systems is that there exists a large
variety of tools, especially for testing. As deep learning is a recently emerged
approach, tools for testing such models are yet to be developed. All the cases
included in our study experience tooling problem.
Deployment
Dl models need to be operationalised or put into production to measure the
real performance and to generate a positive return for the investment in system
development. When systems are ready for deploying in production, there are
a unique set of challenges encountered which is explained as follows.
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Data Extraction methods
Training-serving skew is a typical problem encountered when running deep
learning models in production where the data seen at serving time differs in
some way from the data used to train the model, leading to reduced prediction
quality. For example, Google once built a system called quick access in Google
drive which recommends a list of documents to open[13]. When the system
was built, they first extracted data and made a training dataset, trained a
model on it and did the evaluation which looked great. So, they put it in
production, and it didn’t work. When analysed, they realised that when they
extracted the data for the training, they had a certain pipeline that it went
through, but when they put it in production they had the data extracted
from an API, and that API wasn’t matching with the extraction they had for
training. So it was some additional transformation happening in the API that
caused the model to not work.
Overfitting
Overfitting is the situation when deep neural network memorises and fits itself
so closely to the training set that it loses the capability to generalise and make
predictions for new and unseen data. For instance, in a medical imaging case
referred above where tabular data is used along with images, it turned out
that the model was just learning the ID number of a certain hospital, and
that hospital was a popular hospital to which the more severe cases were sent.
So actually, the model was not learning anything from the images, rather it
was just learning that the patients in that hospital are more likely to be sick,
which is because they were sent there.
Post Deployment
Continuous monitoring is required even after deploying the DL components in
production. This is because the real-world data is prone to all kind of shifts
and distribution changes and the model learns constantly. The possible data
management challenges after deployment are listed below.
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Changes in data sources and distribution
When a certain problem is modelled, a distribution is postulated based on
the data available at that time. However, consistency in data distribution
cannot be expected all the time. Consider the house price prediction system
in our study which is trained on historical real-estate data. When some sudden
environmental disaster or society-wide effect takes place, the usual distribution
will be disturbed and the trend in data changes. When data distribution
changes, deep neural networks may not always be able to handle the new
distribution. A sudden change in the source that supplies data can also lead
to unexpected and undesired outcomes.
Data Drifts
Data drifts are also known as data shifts which happen over time. When
data shifts happen, deep learning models may deliver weird and erroneous
results. Consider systems, such as mobile interactions, sensor logs, and web
clickstreams. Whenever the business tweaks or updates happen, the data those
type of systems generate changes continuously. The sum of these changes is
data drift. Other common examples of structural drift are fields being added,
deleted and re-ordered, or the type of field being changed. For example, to
support a growing customer base, a bank adds leading characters to its text-
based account numbers. This kind of data changes causes the bank’s customer
service system to conflate data related to bank account 00-56789 with account
01-56789. All practitioners agree that most of the cases that they handle are
subjected to this challenge.
Feedback loops
Feedback loops are sometimes beneficial and at times detrimental. For in-
stance, if you implement recommendation systems, of course, there will be
feedback loops. Because, the data collected will be mostly from your own
customers and if you give them suggestions on what to buy, of course, they
will buy more of that. Then the model sort of reinforces itself.
During the case study, all the practitioners agreed that while building any
deep neural network, management of data requires more effort and time than
model creation and coding as there exists a number of readily available algo-
rithms for performing any deep learning task.
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Table 4.2: Mapping between data management challenges and use cases
Use cases of DL components
Phase Challenge RS1 WPP2 HPP3 MD4 FFD5 MS6
Data Collection
Lack of metadata X X X X X X
Data Granularity X X
Shortage of diverse samples X X X X
Need for sharing and tracking techniques X X X X X
Data Storage X
Data Exploration
Statistical Understanding X X X
Deduplication Complexity X X X X X X
Heterogeneity in data X X X X X
Data Preprocessing
Dirty data X X X X X X
Managing sequences in data X X
Managing categorical data X X
Dataset Preparation Data Dependency X X X X X XData Quality X X X X X X
Data Testing Tooling X X X X X XExpensive Testing X X X
Deployment Data Extraction Methods X X X X X XOverfitting X X
Post Deployment
Data sources and Distribution X X X
Data drifts X X X
Feedback loops X
1Recommender System 2Wind Power Prediction
3House Price Prediction 4Melanoma Detection
5Financial Fraud Detection 6Manufacturing Systems
If companies are able to act quickly to embrace naive ideas and opportu-
nities, they will gain a valuable first-mover advantage. Companies who can
get their data management and DL capabilities in order now will be in prime
position to benefit from the next generation of AI operations tools as soon as
they hit the market. This could give them an opportunity to secure a decisive
edge over the competition.
4.5 Conclusion
Deep learning has established itself as one of the most popular techniques in
the area of Artificial Intelligence and data management is an integral part
of deep learning models as the performance of these models largely rely on
data. However, without extensive research and highly developed support-
ing infrastructure, companies may face significant challenges while building
production-ready systems with DL components.
In this paper we identified main data management challenges while build-
ing systems with DL components. Six use cases were described to identify
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the challenges and also exemplify the potential for making use of the AI and
specifically the DL technique. For these cases, the main problematic areas and
challenges with building these systems were identified. To clarify these prob-
lem areas in more detail, a set of 20 challenges were identified and described
across the phases of data pipeline. The challenges identified in this paper
help practitioners to foresee the roadblocks that may encounter while manag-
ing data for deep learning systems. It also provides an overview of research
challenges to be addressed by the academic community. The study helps to
identify the probable blind spots for the companies wishing to implement deep
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Data is the key asset for organizations as it helps in better decision making,
analyze performance and solving problems, to analyze the consumer behav-
ior and market and so on. Moreover, data is the backbone for many hot
and trending technologies like machine learning and deep learning [15]. The
increased importance of data leads to the acquisition and storage of data in
higher volumes which in turn gave rise to fields like Big Data, data mining and
data warehousing. Data being the fuel for the digital economy, the need for
data products like machine learning datasets, dashboards and visualizations
is tremendously increasing. Organizations invest in data science and data an-
alytics to solve problems with the collected data. Organizations realize that
data is the key factor of success and as a result, they invest an enormous
amount of money in the development of data products [110]. Data products
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are built through a sequence of steps called data life cycle wherein for each
step there will be both hardware and software requirements. Consequently,
it is very essential to find the right balance of investment in requirements in
different stages of the data life cycle [110]. Data management, data life cycle
management, data pipeline robustness, fast delivery of high-quality insights
are some of the major data problems that prevent companies from achieving
their full potential.
DevOps is a set of practices that helps to build a collaboration between
software development and information technology operations which in turn
reduces the software development lifecycle and helps in continuous and fast
delivery of high-quality systems. Thus, it is a methodology adopted in Soft-
ware Engineering to aid agile software development [111]. Agile methodology
focuses on empowering individuals, rapid production of working software, close
collaboration with customers and quick response to the change in customer
requirements [112]. Agile development is directly facilitated by CI/CD prac-
tices because it aids in software changes reaching production more frequently
and rapidly. Consequently, customers get more opportunities to experience
and provide feedback on changes [113].
Industries apply agile methodology, DevOps and CI/CD methodologies in
software development. Data being an artifact like code, data analytics can
also be benefited by the application of best practices of these methodolo-
gies in data analytics. DataOps is a process-oriented methodology that is
derived from DevOps, continuous integration/continuous delivery and agile
methodology for the quick delivery of high-quality insights to the customers.
Introduction of agile development, CI/CD methodologies, and DevOps paves
way for collaborative working, faster fixes, increased team flexibility, agility,
cross-skilled and self-improving teams.
Many companies have succeeded in implementing DevOps, agile and CI/CD
practices in their organization. However, there are only a few companies that
have succeeded in adopting DataOps practices. In order to advance the con-
cept of agile development and CI/CD and move towards DataOps, there are
several steps that need to be taken. These several steps taken by the companies
form a stairway and contributes to the evolution model of DataOps. Although
it resembles DevOps practices, applying the same practices in Data Analytics
is quite challenging as both of these disciplines are unique in their own respect
and the skill-set, interest of practitioners involved in Data Analytics are very
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different from the people who are involved in Software development. There-
fore, the challenges faced by companies at each stage of progression towards
DataOps will be much different from challenges associated with the evolution
of DevOps.
The contribution of this paper is three-fold. First, it analyses the various
definitions of DataOps from the literature as well as from the interviewers and
then derives a definition for DataOps including the main components identi-
fied. Second, based on a case study with a large mobile telecommunication
organization, we analyze how multiple data analytic teams evolve their in-
frastructure and processes towards DataOps. Third, we create a stairway of
the evolution process. DataOps is a recently coined term, it is important to
understand how companies are progressing towards DataOps. The evolution
model demonstrates the essential requirements to climb a step in the stairway
and also lists the set of challenges encountered while moving from one stage
to the next.
The rest of this paper is organized into six sections. Section II is a de-
scription of the background and related work. In section III, the research
methodology adopted for conducting the study is introduced. Section IV fo-
cuses on the findings of the case study, framing the definition for DataOps and
the evolution stages. Section V details threats to validity and finally section
VI summarises our conclusions and completes this paper.
5.1 Related Works
The peer reviewed works related to DataOps are quite few in number. Ereth
[48] in his paper discussed a working definition for DataOps. Sahoo et. al pre-
sented a study which compares DataOps to DevOps and outlined the DataOps
process and platform as well as the data challenges in manufacturing and util-
ities industries.
According to Julian Ereth [48], DataOps is a collection of various practices
and technologies, than a particular method or tool. His study has resem-
blance with the first part of this paper where a definition for DataOps is
derived from the literature as well as from the practitioners’ understanding.
Using a multi-vocal literature review (MLR) approach supplemented by inter-
views, the author analyzed and derived a definition for an ambiguous concept
"DataOps". The author has also developed a framework that differentiates
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between the exploration of DataOps as a discipline, which includes methods,
technologies and concrete implementations, and the investigation of the busi-
ness value of DataOps. However, the paper does not discuss how DataOps is
different from Big Data Analytics, DevOps or CI/CD approach.
P. R. Sahoo et. al defines DataOps as an application of DevOps to data and
they draw a parallel between DataOps and DevOps concepts. The authors
define DataOps as DevOps for data analytics which eliminates inefficiencies,
creates opportunities for collaboration, and promotes reusability to reduce
operational costs. The study highlights how DataOps can be used in the data
analytics discipline to bring revolutionary changes to business [114]. Also,
it identifies the six significant steps of the DataOps process such as business
requirements planning, data acquisition, data transformation, data repository
management, data modeling, and insight publication.
Previous studies on data-driven development [115] describe the way compa-
nies evolve through their ability to use data. The study shows that companies
follow a predictable pattern and start with an ad-hoc and manual approach
to a data-driven approach. The authors developed a stairway with evolution
stages. The first stage is the ad-hoc data collection. Challenges with manual
data collection lead to automated data collection, followed by the introduc-
tion of dashboards that automatically updates with data from the field. After
this stage, due to the constant flow of new insights evolving dashboards are
introduced. Eventually, data-driven decision making is adopted for every-
thing including sales, performance reviews, hiring and other processes. This
work has a close resemblance to our study as it deals with data and evolution
phases.
5.2 Research Methodology
The goal of this study was to formulate a definition for DataOps and to identify
the phases of DataOps evolution.
Setting the RQs
The RQs defined in the study are as given below:-
• RQ1. How do practitioners define “DataOps”?
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• RQ2. What are the different maturity stages Ericsson has gone through
while trying to evolve from ad-hoc data analysis to DataOps?
To set the basic understanding of DataOps concepts and the essential com-
ponents, we adopted the Multi-Vocal Literature Review approach following
the instructions given by [79]. Then we conducted an interpretive single-case
study, following the guidelines by [65], to acquire a deeper understanding
of the data analytic approach followed at Ericsson. The main focus of this
study is to understand and explain how the DataOps approach is perceived by
Data Scientists, Data Analysts and Data Engineers to shorten the end to end
data analytic life-cycle time and to enable collaboration. The impediments
identified at each phase are based on our interpretations of the experiences
of experts who work with data in a real-time scenario with real-world data
collected from edge devices. The multiple cases from different teams in the
same company are used in this study because it facilitates the exploration of
a particular concept in a real-life setting as well as through a variety of lenses
[108]. The overall research design and major steps in the process of the study
are described below.
Multi-Vocal Literature Review
An MLR is a form of a Systematic Literature Review (SLR), which includes
the Grey literature in addition to the published literature (e.g., journal and
conference papers) [116]. Grey literature in SE can be defined as any material
about Software Engineering that is not formally peer-reviewed nor formally
published. The multi-vocal literature review approach was selected because
it allowed us to gain more understanding of DataOps practices. As explained
in [79], we analyzed if there is a great potential for benefiting from grey
literature in the DataOps study and we identified that clearly, this approach
is the best-suited one for studying DataOps. Because, the formal literature
on the other hand DataOps is highly limited and on the other hand, there
are quite several blogs, video media, and technical reports. Moreover, MLRs
are useful since they can provide summaries of both the state-of-the-art and
practice in a given area. We searched the academic literature using the Google
Scholar, IEEE Xplore, ACM digital library and the grey literature using the
regular Google search engine.
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Need for MLR:
To learn more about the concept of DataOps, we did an initial search for
the formal academic literature in different databases such as Google Scholar,
IEEE Explore, ACM digital library, Web of Science, Scopus and ScienceDirect.
However, we could not find a considerable number of peer-reviewed papers
on the topic. Consequently, we decided to conduct a Multivocal Literature
Review, based on all available literature on a topic.
According to Ogawa et.al a broader view about a particular topic can be
obtained by using this wide spectrum of literature as they include the voices
and opinions of academics, practitioners, independent researchers, develop-
ment firms, and others who have experience on the topic [117].
Garousi et al. state that the practitioners produce literature based on their
experience, but most of them are not published as academic literature. Also,
the voice of the practitioners better reflects the important current state-of-
the-art practice in SE. Therefore, it is important to include Grey literature
too in the systematic review [116].
Process of MLR
The Multi-vocal literature review procedure adopted for the study is demon-
strated in Fig. 1. The systematic review employs a string-based database
search to select relevant studies from the literature. All retrieved literature
was exported to MS Excel for further processing. The exported references
were screened based on inclusion-exclusion criteria. The inclusion and exclu-
sion criteria considered in our study are as shown below.
• Inclusion Criteria :
(1) Papers and Google links describing the steps of the DataOps ap-
proach, essential components of DataOps, benefits, and challenges.
(2) Papers describing the Big data pipelines, Big data processing pipelines
• Exclusion Criteria :
(1) Duplicates and non-English
Exploratory Case study
The study was conducted in collaboration with Ericsson. Ericsson is a Swedish
multinational network and telecommunications company. The company pro-
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Figure 5.1: Multi-vocal literature review procedure applied in the study
vides services, software, and infrastructure in information and communications
technology. The objective of the study is to explore the essential stages of the
Data Analytic approach which Ericsson follows in their real-world settings and
also to investigate its similarity to the popular DataOps approach. Each case
in the study refers to a team at Ericsson working with the data they collect
from different sources. For the study, a sample pool of Data Scientists, Data
Analysts and Data Engineers were selected by one of the authors according
to their expertise in the area of Data Analytics. Selected practitioners were
invited to participate in the interview study and 4 of them showed interest
to participate. After the interviews, interviewees were asked to suggest the
names of their colleagues whom they think will be potentially interested in the
study. Invitations were sent out to them as well and 4 of them participated
in the study thus making a total of 8 interviews. Table 1 illustrates the role
of our interviewees and the use cases.
Data Collection
Empirical data was collected through semi-structured interviews. Based on
the objective of the research, to explore the data analytic approach employed
at Ericsson, an interview guide with 45 questions categorized into six sections
was formulated. The first and second sections concentrated on the background
of the interviewee. The third and fourth sections focused on the data collec-
tion and processing in various use-cases and the last section inquired in detail
about data testing and monitoring practices and the impediments faced dur-
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Table 5.1: Description of use cases and roles of the interviewees
Case Use cases at Ericsson Interviewed ExpertsID Role
A Automated data collectionfor data analytics R4 Senior Data Scientist
B Building data pipelines R1 Integration andOperations Professional
C Toolkit for NetworkAnalytics R2
Analytics System
Architect
D Building CI pipelinesfor Data Scientist team R7 Data Scientist
E Tracking the SoftwareVersion R5
Senior Customer
Support Engineer
F Testing the SoftwareQuality R6
Developer
Customer Support
G KPI Analysis Software R3 Senior Data Engineer
H Building data pipelinesfor CI and CD data R8 Program Manager
ing every phase of the data pipeline. The interview guide was prepared by
the first author and was reviewed by all the other authors. Based on the
comments and recommendations some additional questions were added, a few
similar questions were merged and some irrelevant questions were removed
forming an interview protocol with 30 questions spread across six different
categories. All interviews were conducted via video conferencing except for
three which were done face-to-face and each interview lasted 50 to 100 min-
utes. All the interviews were recorded with the permission of respondents and
were transcribed later for analysis.
One of the authors of this paper is an Ericsson employee who works quite a
lot with the data teams. The first two authors of this paper are consultants at
Ericsson and attend weekly meetings with Data Scientists and Data Analysts.
Data collected through the meetings and discussions are also incorporated.
The contact points at Ericsson were also a great help while validating the
collected data.
Data Analysis
After the interviews, audio recordings of the interview were sent for tran-
scription and a summary of each interview was prepared by the first author
highlighting the important focus points of the interview. The investigated
points from the summary were cross-checked several times with the audio
recordings and interview transcripts obtained after transcription. A theoreti-
cal thematic data analysis approach was selected for coding [109]. The first
author coded each relevant segment of the interview transcript in NVivo. For
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the first iteration, the objective was to identify the use-cases discussed by each
interviewee and phases of data analytics used by their team. After identifying
the phases, a second iteration was performed to investigate the impediments
encountered to completely set up DataOps practices at Ericsson. Thematic
coding was performed by setting high-level themes as (i) Data Collection, (ii)
Data Analytics, (iii) DevOps, (iv) Automation, (v) Data Testing, (vi) Data
monitoring, (vii) Agile development. After careful analysis of the collected
data, the first two authors agreed on the presentation of results in the paper.
From the analysis, results were tabulated and sent to the other authors for
collecting their reflections and then the final summary of the cases and results
were sent to the interviewees for validation.
5.3 Findings
This section presents a definition of DataOps derived from literature as well
as from the definitions given by experts during the interview study. Based on
the study, we have constructed a five-stage evolution model of data strategy
adopted at Ericsson to meet the evolving requirements of the customer. Our
study is carried out with eight use cases as mentioned above. Requirements
for moving from one step to the next and impediments encountered at each
phase are identified and described as following.
Definition of DataOps
The exploratory case study and interviews show that different practitioners
have different understandings about DataOps. During the interview, practi-
tioners defined DataOps as "a process which fills the gap between data and
operations team", "an efficient way of managing the activities in the entire
data life cycle", "a method to showcase the interdependence of end to end
data analytic process" or "an approach to eliminate data silos by connecting
different data pipelines“.
Similarly, there are several definitions for DataOps in the grey literature.
The concept of DataOps was first introduced by Lenny Liebmann in his blog
post titled “3 reasons why DataOps is essential for big data success.” in 2014
[118]. However, it got popularity in 2015 through the blog post “From De-
vOps to DataOps” [119] by Andy Palmer. Andy Palmer described DataOps
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as a discipline that “addresses the needs of data professionals on the mod-
ern internet and inside the modern enterprise” [119]. Gartner’s glossary
defines DataOps as "hub for collecting and distributing data, with a mandate
to provide controlled access to systems of record for customer and market-
ing performance data, while protecting privacy, usage restrictions and data
integrity" [120]. There are several other definitions like DataOps "spans the
entire analytic process, from data acquisition to insight delivery“ [121], "is a
better way to develop and deliver analytics" [122], “is a new way of manag-
ing data that promotes communication between, and integration of, formerly
siloed data, teams, and systems” [123] or "is illustrated as intersecting Value
and Innovation Pipelines" [124]. From the above definitions, it can be seen
that many of the experts define DataOps as an end-to-end process spanning
from data acquisition to the insight delivery.
Many of the authors and interviewees emphasized the terms collaboration,
automation, orchestration, integration and so on while expounding their def-
inition of DataOps. For instance, "For DataOps to be effective, it must
manage collaboration and innovation" [124], "DataOps is an analytic devel-
opment method that emphasizes communication, collaboration, integration,
automation, measurement and cooperation between data scientists, analysts,
data/ETL (extract, transform, load) engineers, information technology (IT),
and quality assurance/governance" [121], "Collaboration is the main part of
both DevOps and DataOps" [50]. When describing their understanding of
DataOps, most of the experts and authors elaborate their definitions with
DataOps components and set of goals. Data pipelines to better explain the
flow of data through operations [124], [114], [121], [125], the process of
orchestration and automation. After analyzing the definitions, it was found
that different definitions of DataOps seem to take different perspectives. While
some focus on the activities of DataOps some focus on the goals of DataOps.
Some focus on the technologies involved while some focus on the organizing
structure of teams and so on. Tables 2 and 3 below categorizes the definitions
we analyzed from interview studies and literature respectively.
From tables 2 and 3, it can be observed that some elements are common in
all the definitions. Another important insight is that many terms associated
with DataOps are also common to DevOps, Agile development and Big Data
Analytics. We are also trying to identify the components/factors which make
DataOps different from the others. We analyze the principles, goals, tooling,
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Table 5.2: Analysis of DataOps definitions from literature
Perspective Definition
activities DataOps is not the product. It is an enabler of
success [110]
activities enables data analytics teams to thrive in the on-
demand economy [126]
activities help data teams evolve from a an environment with
data silos, backlogs, and endless quality control is-
sues to an agile, automated, and accelerated data
supply chain that continuously improves and de-
livers value to the business [125].
way of work-
ing
DataOps is more than DevOps for data analytics
because the deployment of a data pipeline is not a
use case by itself [127]
way of work-
ing
focus on improving the communication, integration
and automation of data flows between data man-
agers and consumers across an organization [120]
way of work-
ing
works on data Management practices and pro-
cesses which improves the accuracy of analytics,
speed and automation [128]
way of work-
ing
DataOps uses technology to automate data deliv-
ery with the appropriate levels of security, quality
and metadata to improve the use and value of data
in a dynamic environment [129]
goal The goal of DataOps is to create predictable deliv-
ery and change management of data, data models
and related artifacts [130]
goal bring rigor, reuse, and automation to the develop-
ment of data pipelines and applications [125]
goal By adopting DataOps, organizations can deliver
data products in a consistent, reliable, fast, scal-
able, and repeatable process just like a factory
[110]
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Table 5.3: Analysis of DataOps definitions from interviews
Perspective Definition
activity a process which fills the gap between data and op-
erations team
goal approach to eliminate data silos by connecting dif-
ferent data pipelines
goal method to showcase the interdependence of end to
end data analytic process
goal reduce the risk of poor data quality and exposure
of sensitive data that may cause problems for the
organization
activities enables a continuous and dissipated flow of access
to and insights from data
activities automate the build of pipeline environments and
give data pipeline developers self-serve ability to
create, test, and deploy changes
way of work-
ing
intersection of advanced data governance and an-




is a way of avoiding common mistakes organiza-
tions make in data science and analytics
way of work-
ing
connects data creators with data consumers to in-
crease collaboration and digital innovation.
way of work-
ing
an efficient way of managing the activities in the
entire data life cycle
way of work-
ing
brings together the suppliers and consumers of
data thereby escaping from a static data lifecycle
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and people involved in all these different approaches/practices and formulate
a definition for DataOps.
Definition for DataOps:
"DataOps can be defined as an approach that accelerates the de-
livery of high-quality results by automation and orchestration of
data life cycle stages. DataOps adopts the best practices, processes,
tools and technologies from Agile software engineering and DevOps
for governing analytics development, optimizing code verification,
building and delivering new analytics thereby promoting the culture
of collaboration and continuous improvement."
Even though DataOps has similarities with DevOps, agile methodology and
big data analytics, it is still different from these existing approaches. It is a
process-oriented approach to data that spans from the origin of ideas to the
creation of graphs and charts which creates value.
DevOps merged Development and Operations teams to promote continu-
ous integration and continuous delivery. Similarly, DataOps merges two data
pipelines namely value pipeline and innovation pipeline. Value pipeline is
a series of activities that produces value or insights and innovation pipeline
is the process through which new analytic ideas are introduced in the value
pipeline. In DevOps, the focus is on code and in data analytics, the focus
should be both on code and data at every step. Moreover, DataOps has to
deal with people along with tools due to which it requires a combination of
collaboration and innovation.
DataOps and Big Data analytics are the two terms used interchangeably.
However, DataOps is not only for Big data, instead it can be applied to any
size of data to improve quality, speed and reliability of data insights.
In agile methodology, innovation happens in regular intervals. DataOps
adopts this from Agile and as a result data team publishes new or updated
analytics which is pushed into the value pipeline. Instead of copying best
features of different approaches, DataOps borrows the best practices, tech-
nologies and tools and hand tailor it so that it fits to the unique context of
data analytics.
Our definition of DataOps mostly aligns with the definition formulated by
Ereth in [48]. In our definition, we call DataOps as a data strategy, because it
sets the basis for transformation. Data strategy is something that is required
by all organizations who make use of data for analytical purposes.
71
Chapter 5 DataOps - Definition and Evolution
Use cases at Ericsson
Representatives of teams using raw data for developing data analytics, data
engineers and data scientists were interviewed. The sections below describes
the activities that they perform at Ericsson.
Case A: Automated data collection for data analytics - Ericsson
delivers software every second weekend to base stations located different parts
of the world and data is collected from all of the base stations that are used
on the continuous integration flow. Thus, several base stations run test cases
24/7. When the test case fails, it immediately generates some data, specifically
test case related metadata and the log from the base station. This data is sent
to the cluster where it is ingested, unzipped, packaged, and so on. The data
thus collected is further utilized for performing software data analytics.
Case B: Building data pipelines - Data pipelines are built for easier
production of insights from raw data which is collected from the devices. With
the usage of data pipelines, the entire data process starting from origin of ideas
to literal creation of charts can be done with a minimum human involvement.
The execution of different stages of the pipeline can be controlled by the
scheduler which triggers the execution of one job immediately after finishing
the current one. To manage the evolving customer requirements, underlying
code for the data pipelines are kept scalable. The data pipelines can be either
same or different for different customers depending on the similarities in their
requirements.
Case C: Toolkit for Network Analytics - Network analytics utilizes
different types of network data collected from the devices out in the field to
identify interesting and useful trends and patterns. This internal toolkit can
monitor, analyse and troubleshoot networks automatically whenever an equip-
ment fault is found. After the development of this toolkit, Engineers are able
concentrate on high value tasks, consultant requirement got reduced and it
shows a conservative saving of man-hours. This toolkit produces professional
reports for the customers and enables new opportunities by providing real-time
and historical data. Whenever the schema of the input data changes, then
the pipelines will not take it and this scenario requires human intervention.
Case D: Building CI pipelines for Data Scientist teams - The
targeted customers for this case are data scientist teams who make use of
hardware analytics for predicting the quality of the hardware delivered to the
customers. When the customers sent their product to the screening centers or
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the repair centers of Ericsson, the data gets recorded. The data scientist teams
are collecting data from these centres to develop hardware analytics. The
results or insights produced from the data can be used for machine learning
algorithms for different activities. For instance, to predict if the customer
is going to return the product or when the customer is going to return the
product. This use case deals with building continuous integration pipeline
for this data scientist team so that they get the feedback data continuously
from the customers which can reduce the time for doing analytics as the data
scientist team can get the data continuously. Apart from that CI pipeline will
have basic unit tests and data linting tests.
Case E: Tracking the software version - To shorten the cycle time
towards the customers there should be feedback loop from the customers.
However, that’s been very difficult, as the customers are in other countries
and different companies. In order get data back from the customers software
version running at the customer site needs to be tracked. Every third week
software is delivered to the customers and then follow up is done to check
which software they’re unning, and also collect some performance data to
ensure that the networks are performing adequately. Apart from the data at
customer side, there is also data from internal CI environments which requires
follow up. If an issue occurs in a lower level testing context it can be seen
in high level testing or vice versa. So, the fingerprint of a certain issue can
be seen across all the test levels. It’s quite important to relate these issues.
Otherwise there can have a bug which appears with ten different symptoms
in ten different test environments, and it’s difficult to debug. And the third
is the customer data. The customers typically have a very good knowledge of
their networks, they’re very skilled at analytics, also. But, sales departments
might not have same skills. Thus, it is required to help those departments
understand data by creating dashboards out of data.
Case F: Testing the software quality - Features of the deployed soft-
ware and those that are planned to be released in the future releases needs to
undergo software quality tests with the help of KPIs. KPIs formulated will
check if the system introduced on the software are reflecting what is expected
as per design. This applies for the upgrades in the features as well. Data
collected from the customers like counters are used to formulate KPIs. KPIs
are used for monitoring if the feature behavior is as expected or as designed.
If the KPIs are following the usual trend, then the performance is as expected.
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There are two different tools which help in KPI monitoring.
Case G: KPI analysis Software - KPI analysis software helps to turn
the KPI analysis into informed business decisions. KPI analysis is performed
on the nodes in the continuous deployment zone before and after product
updation. There is a mechanism to collect data automatically from the nodes.
After getting the data, KPIs are defined manually and given to the software
which then learns the trends of the counters or the KPIs and calculates it in the
baseline. Once the updation happens, it again collects data from the devices
and does the same again, but this time it compares the newly learnt trend
with the baseline and the result of this will be charts or graphs representing
performance improvements or performance degradation. These insights are
delivered to the customers in an agile fashion. i.e every third week. After
deploying the software, the team continuously monitor the data from the
nodes.
Case H: Building data pipelines for CI and CD data - Building
data pipelines for Continuous Integration and Continuous deployment enables
access to data for all the team working with analytics. The main objective
of this use case is to provide availability of high quality data to all the teams
who are using data. A data pipeline with 4 steps such as data ingestion, data
downloading, data archiving, data processing and data serving is built and
it is manually monitored continuously to check for the data quality and data
availability. Whenever there is a variation from the usual pattern, immediately
the person responsible for the pipeline robustness is informed and that person
finds the reason for the error and fixes it. So, for this particular use case,
monitoring part involves human intervention as most of the tasks are done
manually.
Evolution of DataOps
Based on the cross case analysis and literature, we identified a five stage
evolution which happened before the introduction of DataOps. Because, the
cases described above were not built in a single stretch to implement DataOps.
Rather, they were built over time without even knowing that these would
become beneficial in the future. From this inference, we thought of developing
an evolution model with different stages that the company has gone through.
Each of the cases mentioned above is developed at different stages. When
climbing the stairway of evolution model, these cases/components are either
74
5.3 Findings
taken as such or necessary modifications are performed to take it further to
the next stage. There might have other components as well in each of the
stages. However, we are not considering all of those components. Instead, we
consider those cases which are developed at some stage and taken over to the
successive stages.
The stairway shown in fig 2 depicts the different maturity levels or evolution
stages of data collection wherein data was initially collected in an ad-hoc
fashion and progressing to completely autonomous unit that collects data,
does data analytics, monitors itself for anomalies thereby reducing the time for
delivering insights. The cases studied at Ericsson are mapped as components
used at each of the evolution phases.
This evolution of stages in the taxonomy occurs on a component basis.
Essentially, data life-cycle activities (data collection, data preparation, data
analysis, and delivering insights) starting from origin of ideas to literal cre-
ation of values in the form of charts and graphs are performed at all maturity
stages. The four phases of the “DataOps Evolution Model”, namely “Ad-hoc
data collection”, “Data Pipelines and Data technologies”, “Agile Data Sci-
ence”, "Continuous testing and Monitoring" and “DataOps”, are described in
detail in the remainder of this section.
Figure 5.2: Evolution of DataOps
Phase 1: Ad-hoc Data Analysis
In ad-hoc data analysis, the reports or insights are created on-demand due
to which the reports were highly customized. Usually, an ad-hoc analysis was
performed to answer a very specific business question. The ad-hoc analysis
was used in the early days of Business analytics. This was highly dependent on
75
Chapter 5 DataOps - Definition and Evolution
the templates provided by the IT department. An ad-hoc analysis lets the user
decide which data sources to fetch from and the way of data presentation. Ad-
hoc insights can range from simple one-off data table all the way to intricately
detailed sales reports using dashboards, interactive maps, and other advanced
visualization features. Another important feature of ad-hoc data analysis was
its ability to deal with different data sources in a flexible and scalable way. The
ad-hoc analysis is helpful when there is a requirement of delivering immediate
results. However, the reports generated out of this analysis are not used after
the intended purpose. To make good business decisions, it is always better
to have proper data engineering, data collection, and extensive data analysis.
One of the practitioners commented that
"Because the data collection is basic plumbing, you know? You’re
moving one bit from one place to the other, you have to set up how
the flow of data that goes from one end to the other. But, fully
automated data analysis is something that we initially struggled
with."
Requirements for this phase:
To do ad-hoc data analytics, there should be some technology with which
real-time data can be collected from multiple data sources.
Challenges:
All the data collected from different sources would not be in a single access
point. Data silos at this phase prevent the customer from getting the full
picture. Business decisions rely on a small amount of data which is not often
sufficient to make decisions. Improper handling of an organization’s data
can lead to conflicts in the business values developed. When the underlying
data varies throughout the organization, it can lead to conflicting results and
delayed decisions.
Phase 2: Semi-Automated data analysis
Data pipelines for collecting and processing data are a much more efficient
and automated way to implement data analytics. One of the interviewees said
that
"It is more complex to build a robust data pipeline that is robust,
reusable, scalable, secure and traceable in a real-world scenario.
Data pipeline which we have built right now is reusable, secure




Figure 5.3: Big Data Analytics Pipeline at Ericsson
With the advent of data pipelines, data technologies and data processes
became a necessity as they control and co-ordinate the different phases of
data pipelines.
Data Pipelines: The huge volume of raw data is generated through
various sources both internal and external to Ericsson. Data generated by
different teams contribute to Internal sources and data generated by the de-
vices at the base stations contributes to the external sources. Ericsson follows
a similar data pipeline as explained in [131]. Data is collected in the form
of raw dumps. Considering the complexity, heterogeneity, and volume of big
data, Ericsson executes its applications in various stages as described below.
From figure 3, it can be understood that the data pipeline shown is a value
pipeline as it creates visualization or insights from the collected raw data.
According to the use cases, the data pipeline changes its face while the basic
steps or structure being the same.
Data Technologies: Data pipelines require technologies to ingest, clean,
analyze and visualize data. The technologies used to manage the pipeline can
be categorized into four namely Data Engineering, Data Preparation, Data
Storage and Data Visualization.
A. Data Engineering: The Data Engineering step performs two differ-
ent operations at a high level, which include data collection and data inges-
tion. The process starts with continuous data streams collected from multiple
sources including internal as well as external sources and ingested into the data
pipeline. The data ingestion is important because data ingestion method itself
is different for different data sources. For instance, the data ingestion method
used for ingesting CI (Continuous Integration) data collected from internal
sources is different from the ingestion method used for ingesting CD (Contin-
uous Deployment) data collected from the external sources. Data ingestion is
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capable to collect, import and process data from different data sources.
B. Data Preparation: Despite the collection of highly relevant data,
analytics should take into account data heterogeneity to maintain efficiency in
real-time applications. Data preparation involves the preparation of metadata
links to the path where the actual data is stored and aggregating all the links
for different types of data. Identification of encoded/encrypted data takes
place here and once these kinds of encoded messages are identified, message
to decode it is sent to the third-party servers. Encoded data are decoded
by third-party servers and the respective metadata links are sent back to the
aggregation module.
C. Data Storage: Metadata links prepared by the data preparation
module is then stored in the Hadoop database. Teams can search for the
metadata links in the database and can download the raw data dump files
through the downloader. There are two different databases - CFIDB and
Hadoop Database where the storage of data happens. CFIDB stores the CI
data initially when it is collected from the internal teams at Ericsson. Hadoop
database is the main database where the storage of aggregated data-logs takes
place.
D. Data Visualization: After preparation and storage, the process of
data analytics is executed. According to the requirement, different teams at
Ericsson access the downloader to download the raw data dumps from the
Hadoop database. After downloading the raw data dumps from the database,
steps like data cleaning, data filtering, data processing, data transformation,
etc are performed according to the requirements of the stakeholders. Most of
the stakeholders require reports on the data showing the performance variation
after the installation of a particular device.
Requirements for this phase: Well designed data pipelines are needed
to efficiently evaluate, test, ingest, transform, validate, and publish data at
scale. Data technologies for data collection, data engineering, data processing,
data analysis, and data visualization. Also, data processes to control and
coordinate data technologies as well as data pipelines are required
Challenges Lack of data pipeline robustness. Some of the activities are
not automated. For instance, monitoring is done manually and whenever some
issues are found, dependencies need to be contacted manually to fix the issue.
The tickets raised while encountering problems in the data pipeline takes too
long to get fixed. Once the insights are delivered, the process basically stops.
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Feedback from the customers is not collected for further improvement.
Phase 3: Agile Data Science
Development and deployment are well defined by agile and DevOps method-
ologies. With these, teams are able to develop fully tested, functional code in
a very short duration. Teams store their work in a common central repository
in order to synchronize. There are a number of tools to aid the development
and deployment phases. Customer requirements change with time and in or-
der to cope up with the evolving requirements, it is required to follow the agile
methodology in which insights are delivered in short sprints. Ericsson has a
three weeks sprint means insights are delivered to the customers every third
week, gets feedback from them and rework if required. A major challenge
identified is that most of the time, stakeholders are not quite sure about their
requirements. One of the interviewees quoted that
"A lot of the time you might create a dashboard or service which
the stakeholders think they want, but at the end of the day, we see
that it’s almost never used. It usually takes some back and forth
before we’re able to find that killer app for the stakeholder."
Requirements for this phase: Continuous delivery of business values to
the customers. Evolving requirements from customers should be addressed.
Customers should be delivered their demands frequently. Data team and cus-
tomers should interact and the customers should communicate their require-
ments directly to the data team. Team should adjust themselves to increase
the efficiency after regular intervals
Challenges Without continuous automated testing, a lot of man-hours are
required to guard the flow in the data pipelines. To deliver insights quicker,
good quality data should be made available. For instance, if the data source
is not sending data, it should be detected as early as possible so that actions
can be taken immediately. For this, data flowing through the pipelines should
be monitored continuously.
Phase 4: Continuous testing and monitoring :
Continuous testing and monitoring of the data pipeline is an essential el-
ement while dealing with real-time data. Because it can help to detect the
problems immediately before it is carried over to the successive stages of the
pipeline. Without a monitoring mechanism, when the data received at the end
of the pipeline is not as expected, it will be hard to identify the reason for the
unexpected output. Also to meet the quality constraint, it is very important
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to have automated unit tests as well as higher-level testing. Unavailability of
higher-level testing was quoted as a challenge by one of the interviewers and
it goes like this
"We are deploying automatically, I think, in most cases, but we
don’t have the quality checks and balances that we need to have.
So, you can push something which doesn’t have adequate quality
and the pipeline still accepts it."
With automated alerts, the concerned team can be notified when something
goes wrong with any of the stages in the pipeline or if the pipeline is broken and
the team can take proper measures to ameliorate the effect of the breakage.
Requirements for this phase: Test cases for testing the quality of data
flowing through the pipeline. Automated mechanism to perform continuous
monitoring and automatic alerting mechanism to send alarm to the responsible
team when encountered with pipeline issues. Mitigation strategies should be
developed in order to handle pipeline breakage
ChallengesWhen there are pipelines, there should be some way to manage
and orchestrate operational characteristics of the pipeline. Mechanism to push
new data analytic ideas into the existing value pipeline
Phase 5: DataOps
DataOps shortens the end-to-end cycle time of data analytics, from the
ideation phase to the insight development. As data lifecycle has dependency
on people in addition to tools, it incorporates Agile Development practices
into data analytics according to the organization’s requirement thereby bring-
ing the data consumers and data suppliers work together more efficiently and
effectively. DataOps also adopts DevOps principles to effectively manage the
artifacts like data, metadata and code. One major difference between De-
vOps for data analytics and DevOps for software development is that former
has to manage both data and code whereas latter concerns only about the
evolving code. With DevOps, it brings the two foundational technologies -
continuous integration and continuous delivery which are two essential factors
contributing to the goals of DataOps [124], [125], [132].
In addition to the DevOps lifecycle, data lifecycle has got an intersection
between two pipelines namely value pipelines and innovation pipelines. Value
pipelines are used for the creation of insights and innovation pipeline is for in-
jecting the new analytic ideas into the value pipelines. In DataOps beyond the
automated deployment of infrastructure, software, and application code, there
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is the requirement of orchestration. The data pipeline starting from from ac-
quisition of raw data to development of data product typically but not always
follows a directed acyclic graph. DAG data structure has nodes and edges
connecting the nodes. Nodes are the tasks where data is stored and edges
denotes the flow of data from one node to another. The edges are directed
because data cannot flow in the opposite direction. The output of one task
becomes the input for another. The DAG is always acyclic because moving
from node to node will never create an edge to a previous node. As the execu-
tion of steps occurs in a specific sequential order respecting the dependencies
between different components, DAG usually requires orchestration. However,
with the rise in real-time streaming architectures choreographed DAGs are be-
coming more popular. Because of the above mentioned reasons, automation,
Orchestration, collaboration are the most important elements of DataOps.
Ericsson wants to apply DataOps to accelerate the data analytics workflow.
At this point, the organization is heading towards the last step of the evolution
of the stairway, which is DataOps. At least there is an initiative to organize
all the people who work on data as a team so that data silos can be reduced.
Moreover, with this initiative, all the teams associated with data can get to
know what the other team is doing which makes the whole process of data
analytics better. DataOps requires this sort of reorganization of the teams
along with the value pipeline and innovation pipeline. However, there are
concerns regarding all the data teams downloading data from the same place.
Because the existing pipeline might not be able to serve a larger number of
data requests.
There are several value pipelines created according to the requirements from
the customers. However, all these pipelines share a common skeleton. Al-
though, there is innovation pipeline, it is not much established and it is hard
to explain how the new analytic ideas are pushed into the value pipeline.
Requirements for this phase: Data pipelines for creating insights and
innovation pipelines for pushing new analytics into data pipelines. Continuous
integration and continuous delivery practices for data analytics. DevOps for
Data analytics. Mechanism to monitor and control the entire data life cycle
process. Orchestration and advanced automation and agile practices for data
analytics
Challenges Organizational restructuring is required. Unavailability of
skilled team proficient in both Data analytics and DevOps is another chal-
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lenge. Lack of interest of data scientists in learning new tools and technologies
and data silos are the other major impediments.
5.4 Threats to Validity
There are three categories of potential threats to the validity of our work.
This include construct validity, reliability and external validity that needs to
be taken into consideration. To ensure construct validity, a few cases were
excluded from the results as some of the interviewers did not had proper
understanding of DataOps. As a result of the screening process, our study
have some limitation with number of interviews. However, this limitation can
be counted as an opportunity for further inquiry in future works. For reducing
the researcher bias, the interviews were conducted by two researchers. To
minimize internal validity threats, one of the co-authors, who has in-depth
knowledge about the data processes in the company, was asked to validate
the findings. Also, the findings were validated with other employees at the
company. External threats we foresee are how the findings can apply to other
organizations. Moreover, our reliance on grey literature as data sources for
analysis also serves as a limitation. Further validation can be done by involving
more organizations, which we see as future work.
5.5 Conclusion
DataOps is becoming increasingly popular in the industry due its ability to ac-
celerate the production of high quality data insights. This paper proposes an
evolution model describing a strairway with five steps showing how DataOps
was evolved. With our research contribution, which is based on an extensive
case study at Ericsson, we aim to provide guidance on this topic and enable
other companies to establish or scale their DataOps practices. Our main con-
tribution is the “DataOps Evolution Model”. In the model, we summarize the
five phases of evolution and maps cases to the phases in which they are used.
Researchers and practitioners can use this model to position other case com-
panies and guide them to the next phase by suggesting the necessary features.
As future research, we plan to validate our model with other companies.
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CHAPTER 6
Data Pipeline Management: Challenges and
Opportunities
This chapter has earlier been published as
Data Pipeline Management in Practice: Challenges and Opportu-
nities
Munappy, A. R., Bosch, J., Olsson, H. H
In International Conference on Product-Focused Software Process Improve-
ment (pp. 168-184). Springer, Cham.
Data is being increasingly used by industries for decision making, train-
ing machine learning(ML)/deep learning(DL) models, creating reports, and
generating insights. Most of the organizations have already realized that big
data is an essential factor for success and consequently, they use big data for
business decisions [133] [134]. However, high-quality data is critical for ex-
cellent data products [135]. Companies relying on data for making decisions
should be able to collect, store, and process high-quality data. Collecting
data from multiple assorted sources to producing useful insights is challeng-
ing [136]. Moreover, big data is difficult to configure, deploy, and manage due
to its volume, velocity, and variety [137].
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The complex chain of interconnected activities or processes from data gen-
eration through data reception constitutes a data pipeline. In other words,
data pipelines are the connected chain of processes where the output of one
or more processes becomes an input for another [138]. It is a piece of software
that removes many manual steps from the workflow and permits a streamlined,
automated flow of data from one node to another. Moreover, it automates the
operations involved in the selection, extraction, transformation, aggregation,
validation, and loading of data for further analysis and visualization [139]. It
offers end to end speed by removing errors and resisting bottlenecks or delay.
Data pipelines can process multiple streams of data simultaneously [140].
Data pipelines can handle batch data and intermittent data as stream-
ing data [140]. Therefore, any data source will be compatible with the data
pipeline. Furthermore, there is no strict restriction on the data destination. It
does not require data storage like a data warehouse or data lake to be the end
destination. It can route data through a different application like visualization
or machine learning or deep learning model.
Data pipelines in production should run iteratively for a longer duration due
to which it has to manage process and performance monitoring, validation,
fault detection, and mitigation. Data flow can be precarious, because there
are several things that can go wrong during the transportation of data from
one node to another: data can become corrupted, it can cause latency, or
data sources may overlap and/or generate duplicates [141]. These problems
increase in scale and impact as the number of data sources multiplies and
complexity of the requirements grows.
Therefore, data pipeline creation, management, and maintenance is a com-
plicated task which demands a considerable amount of time and effort. Most
of the companies do this maintenance manually by appointing a dedicated
person to guard the data flow through the pipeline. This study aims to in-
vestigate the opportunities and challenges practitioners experience after the
implementation of the data pipeline at their organization.
The contribution of this paper is three-fold. First, it identifies the key
challenges associated with data pipeline management. Second, it describes
the opportunities of having a dedicated data pipeline. These challenges and
opportunities are validated through a multi-case study with three leading
companies in telecommunication and automobile domains. Furthermore, the
paper provides a taxonomy of data pipeline challenges including infrastruc-
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tural, organizational, and technical ones.
The remainder of this paper is organized as follows. In the next section,
we present the background of the study. Section III discusses the research
methodology adopted for conducting the study. Section IV introduces the
use cases and section V describes the opportunities created by the pipelines.
Section VI details the challenges faced by practitioners while managing data
pipelines. Section VII outlines the threats to validity. Section VIII summarizes
our study and the conclusions.
6.1 Background
Several recent studies have recognized the importance of data pipelines. Ra-
man et. al [138] describes Big Data Pipelines as a mechanism to decompose
complex analyses of large data sets into a series of simpler tasks, with indepen-
dently tuned components for each task. Moreover, large scale companies like
Google, Amazon, LinkedIn, and Facebook have recognized the importance of
pipelines for their daily activities. Data errors and their impact on machine
learning models are described in [142] by Caveness et. al. They also pro-
pose a data validation framework that validates the data flowing through the
machine learning pipeline.
Chen et. al describes the real-time data processing pipeline at Facebook [143]
that handles hundreds of Gigabytes per second across hundreds of data pipelines.
The authors also identify five important design decisions that affect their
ease of use, performance, fault tolerance, scalability, and correctness and also
demonstrate how these design decisions satisfy multiple use cases on Face-
book. LinkedIn also has a similar real-time data processing pipeline described
by Goodhope et. al in [144]. Data management challenges of deep learn-
ing is discussed by Munappy et. al through a multiple case study conducted
with five different companies and classifies the challenges according to the
data pipeline phases [145]. Lambda architecture proposed by N. Marz et. al
and Kappa architecture [146] solves the challenge of handling real-time data
streams [140]. Kappa architecture that considers both online and offline data
as online is a simplified version of lambda.
Most of these studies illustrate the significance of data pipelines and the
opportunities it can bring to the organizations. However, the challenges en-
countered in the industrial level during the development and maintenance of
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Table 6.1: Outline of use cases and roles of the interviewees
Company Use cases Interviewed ExpertsID Role
A Data Collection Pipeline R1 Senior Data Scientist




A Data Pipeline for Machine learning Applications
R5 Data Scientist
R6 Senior Data Scientist
R7 Software Developer
R8 Senior Data Scientist
B Data Collection Pipeline
R9 Senior Data Engineer
R10 Data Engineer
R11 Data Engineer
R12 Data Analyst and Superuser
C Data Quality Monitoring Pipeline
R13 Director of data analytics team
R14 ETL developer
R15 Software Developer
R16 Product Owner for data analytics team
the data pipelines in production is still not completely solved.
6.2 Research Methodology
The objective of this study is to understand the existing data pipeline as well
as the challenges experienced at the three case companies and to explore the
opportunities of implementing a data pipeline. Specifically, this study aims
to answer the following research question:
RQ: What are the practical opportunities and challenges associated with the
implementation and maintenance of Data Pipelines at the industry level?
Exploratory Case Study
A qualitative approach was chosen for the case study as it allows the re-
searchers to explore, study, and understand the real-world cases in its context
in more depth [147]. Since the concept of data pipelines is a less explored
topic in research, we have adopted a case study approach [65]. Moreover, the
case study approach can investigate contemporary real-life situations and can
provide a foundation for the application of ideas and extension of methods.
Each case in the study pertains to a use case that makes use of data. Table




Qualitative data was collected by means of interviews and meetings [61].
Based on the objectives of the research, to explore and study the applica-
tions consuming data in the companies, an interview guide with 43 questions
categorized into nine sections was formulated. The first and second sections
focused on the background of the interviewee. The third and fourth sections
focused on the data collection and processing in various use-cases and the
last section inquired about data testing and monitoring practices and the im-
pediments encountered during the implementation and maintenance of data
pipelines. All interviews were conducted virtually via videoconferencing due
to the COVID-19 pandemic. Each interview lasted 40 to 60 minutes. The
interviews were recorded with the permission of respondents and were tran-
scribed later for analysis. The first author is an action researcher for the past
one year/six months at company A and B respectively who attend weekly
meetings with data scientists and data analysts. The data collected through
these means are also incorporated.
Data Analysis
The contact points at the companies helped with analyzing the parts of the
pipeline as well as the infrastructure used for building that pipeline. These
notes together with the codes from transcripts were further analyzed to obtain
an end-to-end view of different use cases. The audio transcripts were investi-
gated for relations, similarities, and dissimilarities. The interview transcripts
and meeting notes were open coded following the guidelines by P. Burnard
[148]. After careful analysis of collected data and based on the inputs from
the other two authors, the first author who is an action researcher at two of
the companies developed the findings of the study which were then validated
with the interviewees from the companies by conducting a follow-up meeting.
For further validation and to collect feedback from a different team, the find-
ings were also presented before another panel including super users, managers,
software developers, data engineers, and data scientists at all three companies
who were not involved in the interviews. The results were updated according
to the comments at each stage of the validation which in turn helped to reduce
the researcher bias.
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6.3 Use cases
In this multi-case study, we explore data pipelines in real-world settings at
large-scale software intensive organizations. Company A is within the telecom-
munication industry with nearly 100,000 employees who distributes easy to
use, adoptable, and scalable services that enables connectivity. Further, we
investigate Company B from automobile domain with 80,000 employees man-
ufacturing its own cars responsible for collecting data from multiple manufac-
turing units as well as repair centers. Company C with 2,000 employees focus
on automotive engineering and depends on Company B and does modular de-
velopment, advanced virtual engineering and software development for them.
In this section, we present five use cases of data pipelines studied from these
three case companies A, B and C.
Case A1: Data Collection Pipeline
The company collects network performance data(every 15 minutes) as well
as configuration management data(every 24 hours) in the form of data logs
from multiple sources distributed across the globe which is a challenging ac-
tivity. Data collection from devices located in another country or customer
network requires compliance with legal agreement. The collected data can
have sensitive information like use details which needs responsible attention.
Furthermore, data generated by sources can be of different formats and fre-
quencies. For instance, data generation can be continuous, intermittent or as
batches. Consequently, the data collection pipeline should be adaptable with
different intensities of data flow.
When data collection pipeline is implemented, these challenges should be
carefully addressed. Fig. 6.1 shows the automatic data collection pipeline that
collects data from distributed devices. In this scenario, the device is placed
inside a piece of equipment owned by customers. However, the device data
is extracted by filtering the customer’s sensitive information. Base stations
have data generation devices called nodes as well as a device for monitoring
and managing the nodes. Data collection agents at the customer premise
can interact either with nodes directly. However, access service is used for
authentication. The data thus collected is transmitted through a secure tunnel
to the data collection toolkit located at the company premise which also has
access service for authentication. Data collection toolkit received the data
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Figure 6.1: Data Collection Pipeline
and store it in the central data storage from where the teams can access the
data using their data user credentials.
Case A2: Data Governance Pipeline
Fig. 6.2 illustrates the data pipeline that serves a subset of teams in the
company who are working with data whenever they need it (With the term
’data’, we mean the link from which the original data can be downloaded).
This data pipeline gets two types of data dumps: internal and external which
is the performance management data collected in every 15 minutes from the
devices deployed in the network. The internal data dump is the data that
is ingested by the teams inside the company and external data dump is the
data collected directly from the devices in the fields. The data ingestion
method varies according to the data source and the ingested data is stored
in the data storage for further use. The data can be encrypted form which
needs decryption before storing it. Data archiver module sends encrypted
data dump to the third-party services for decryption. Decoded links from the
third party are transferred to data storage. Therefore, data from distributed
sources are made available in a central location. Teams can request data
from any stage of the pipeline. The monitoring mechanism in the pipeline is
manually carried out by the ’flow guardian’ who is responsible for fixing the
issues in the pipeline.
Case A3: Data Pipeline for Machine learning Applications
Data for this pipeline is obtained from the devices that are sent to the repair
center. Data pipelines for machine learning applications has four main steps
namely ingest, store, transform and aggregate. Data generated by the source
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Figure 6.2: Data Governance Pipeline
Figure 6.3: Data Pipeline for Machine Learning Applications
is gathered at a special zone in the field. The data ingestion module connected
to those zones in the field collects data and ingest into the pipeline as batches.
When new compressed files are found in the periodic checks, the transaction
is logged and downloads it. These new files are then loaded into the archive
directory of the data cluster. The data stored in the cluster cannot be used
directly by the machine learning applications. Moreover, the data logs col-
lected from different devices will be of different formats. Data transformation
checks for the new files in the archive directory of the data cluster and when
found, it is fetched, uncompressed and processed to convert it to an appropri-
ate format. The converted data is then given as input to the data aggregation
module where the data is aggregated and summarized to form structured data
which is further given as input to the machine learning applications. Fig. 6.3
illustrates the data pipeline for machine learning applications
Case B1: Data Collection Pipeline
The Company B collects and stores three types of data and distributes it
for teams as well as co-working organizations distributed around the globe.
Plant data, delivery data, warranty data and repair data are the different
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Figure 6.4: Data Collection Pipeline
types of data that are collected from sources such as manufacturing plants,
service centers, delivery centers and warranty offices. The company B collects
product data from distributed manufacturing plants every 24 hours. These
manufacturing units will generate data for each product built there. However,
not all the data generated by the plants are collected by the data collection
agent of company B. Group Quality IT platform in the company demands the
data that needs to be collected from the plants. Also, the data requested by
the delivery centers are also collected and stored in the company’s data ware-
house. Fig. 6.4 illustrates the data collection pipeline working in company
B. The data collected from different sources are in different formats and vol-
ume. Therefore, data transfer mechanism as well as data storage is different
for all data sources. The data is ingested from the primary storage and then
transformed into a uniform format and stored in a data warehouse which then
acts as a supplier for teams as well as other organizations who demand for
data. For instance, the delivery centers needs data about the products that
are manufactured in the plants.
Case C1: Data Quality analysis Pipeline
The company C receives data collected and stored by company B and creates
data quality reports which is used by data scientists team for analysing the
product quality. For instance, the report can be used to understand the
model that is sent to repair centers frequently. When the data quality is not
satisfactory, investigation is initiated and actions are taken to fix the data
quality issues. Company B sends data through private network to company
C, and they store it in a data storage from where data scientists access it for
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Figure 6.5: Data Quality Analysis Pipeline
creating reports and training machine learning models. Fig. 6.5 shows the
data pipeline for data quality analysis at Company C.
6.4 Challenges to Data Pipeline Management
Based on our research, we see that organizations benefit from developing and
maintaining data pipelines because of the automation it provides. On the
other hand, there are certain challenges faced by practitioners while devel-
oping and managing data pipelines. This section describes the challenges of
data pipelines derived through the interpretation of interviews based on the
use cases described in section 4. After careful analysis of the challenges ob-
tained from the interviews, we formulated a taxonomy for the classification of
challenges namely Infrastructure Challenges, Organizational Challenges and
Data Quality Challenges which are described in detail below.
Infrastructure Challenges
Data pipelines are developed to solve complex data infrastructure challenges.
However, data pipeline management has to deal with some infrastructural
challenges listed below.
Integrating new data sources: Data pipelines collect data from multiple
distributed devices and make it available in a single access point thus solving
data accessibility problem. However, the data sources increase rapidly in most
of the business scenarios. Therefore, data pipelines should be able to integrate
the new data source and also accommodate the data from that new source
which is often difficult due to many reasons. Based on the empirical findings
from the case study, three common reasons are listed below.
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• The data source can be entirely different from the existing sources.
• Format of the data produced by the source might not be compatible
with the data pipeline standards.
• Addition of the new source may introduce overhead on the data handling
capability of the pipeline.
All the use cases except case C1 described in section 4 experience the chal-
lenge of integrating new data sources.
Data pipeline scalability: The ability of a data pipeline to scale with the
increased amount of ingested data, while keeping the cost low is a real chal-
lenge experienced by the data pipeline developers. When the data produced
by the source increases, the data pipeline loses the ability to transfer the data
from one node to another leading to the data pipeline breakage and loss of
data.
Increased number of nodes and connectors in upstream: Data pipelines
are a chain of nodes performing activities connected through connectors that
enable data transportation between the two nodes. Essentially, the nodes
can have more than one capability. However, for the easy detection of faults,
each of the nodes should be preferably assigned a single capability. Thus, the
number of nodes and connectors increases in the upstream in relation to the
data product yielded from the pipeline. This in turn increases the complexity
of the data pipeline and decreases ease of implementation. The fragility and
complexity of the data pipeline lead to inevitable delays in adding new types
of activity data, which resulted in sticking new activities into inappropriate
existing types to avoid human effort, or worse, not capturing activities at all.
Practitioners R9, R10, R11 and R14 working on case B1 and C1 raised this
challenge.
"With the increased number of components in the data pipeline
which in turn makes it difficult to understand and maintain. It is
difficult to attain the right balance between robustness and com-
plexity" - Senior Data Scientist (R6)
Trade-off between data pipeline complexity and robustness: To build
a robust data pipeline, we should have two essential components called fault
detection and mitigation strategies. Fault detection identifies faults at each of
the data pipeline stages and mitigation strategies help to reduce the impact
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of the fault. Including these two components increases the complexity of data
pipelines. Moreover, it requires the data pipeline developers to anticipate the
faults that can occur at each stage and define mitigation actions such that the
data flow through the pipeline is not hampered. Some of the common faults
can be anticipated and mitigated. However, it is not possible to identify all
possible faults and define mitigation actions for those. Senior data scientists
working on Case B1 and C1 and data scientist, R5 working on case A3 pointed
out this as an important challenge.
Repeated alarms: Sending alarms are the most common and simple mit-
igation actions automatically taken by the data pipelines. Some faults take
time to get fixed and during this time, the person or the team responsible
for fixing the issues will get repeated alarms for the same issue. In the worst
scenario, this can even lead to new alarms left unnoticed. Sending alarms is a
mechanism adopted by all five data pipelines described in section 4. However,
data engineers and software developers who participated in the study want
to have an alternate mitigation strategy to replace the repeated automatic
alarms in the data pipeline such as sending the notification only once and
then waiting for a fix for some time.
"Sending notifications is less appreciated by the teams as we get
totally submerged in alarms during some days and some notifica-
tions are repeatedly sent and it is hard to identify new ones from
the huge pile" - Senior Data Engineer (R9)
Organizational Challenges
This section gives a brief overview of the organization level challenges to data
pipeline management.
Dependency on other organizations: Data pipelines can be spread be-
tween more than one company like case IV and V. Therefore, co-operation
and collaboration are required from all the participating companies to main-
tain a healthy data pipeline. In most cases, external companies will have very
minimal knowledge of what is happening in the other part of the pipeline. For
instance, to deliver high-quality data product, company C requires support
from company B as they are the suppliers of data.
Lack of communication between teams: Data pipelines are meant to
share data between various teams in the organization. However, each team
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builds pipelines for their use case and thus at least some initial activities are
repeated in several data pipelines leading to redundant storage of data. More-
over, if any of the steps fails, the responsible person gets a notification from
different teams at the same time for the same issue. Cases A1, A2, and A3
are collecting the same data and storing it in their databases. Data pipeline
in case A3 can fetch data stored by data pipeline A2 instead of collecting raw
data from the data sources. However, practitioners working on these use cases
were completely unaware of these repeated activities in their pipelines.
Increased responsibilities of Data Pipeline owner: All faults in the data
pipeline cannot be fixed automatically. Some faults demand either partial or
complete human intervention. Therefore, a flow guardian or data pipeline
owner is assigned for each of the pipelines who pays attention to data pipeline
activities and takes care of the faults requiring a manual fix. Further, it is
hard to assess what code might break due to any given change in data. With
the increased use of data pipelines, the responsibilities of the flow guardian or
data pipeline owner also increase. Practitioner R11 is assigned responsibilities
of a flow guardian, and he has to manually monitor the data pipelines and
initiate an investigation and fix whenever a problem is encountered. As Com-
pany C is also dependent on Company B, responsibilities are shared between
R10 and R11. R10 takes care of request from Company C and R11 attends
to the problems with company B.
"Nobody wants to take up the responsibility of flow guardian. We
feel that it consumes a lot of time and effort" - Director of Data
Analytics Team (R13)
DataOps-DevOps Collaboration: When seeking to obtain better results
from machine learning models require better, more focused data, better label-
ing, and the use of different attributes. It also means that data scientists and
data engineers need to be part of the software development process. DataOps
is concerned with a set of practices for the development of software and man-
agement of data respectively. Both concepts emphasize communication and
collaboration between various teams of the same organization. DataOps com-
bines DevOps with data scientists and data engineers to support development.
The challenge of managing and delivering massive volumes of discordant data
to those who can use it to generate value is proving extremely hard. Moreover,
people working with data are less interested in learning new technologies and
tools while it is not a hassle for DevOps users.
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Data Quality Challenges
This section gives a detailed list of the data quality challenges due to improper
data pipeline management.
Missing data files: Data files can be lost completely or partially during
the transmission from one node to another. Fault detection mechanism can
identify the exact point of disappearance. However, obtaining the missing files
once again is a complicated task. Missing data files are only detected at the
end of the data pipeline and in some cases, this results in poor quality data
products. All the use cases experience the challenge of missing data files at
different stages of data pipelines and one of the practitioners, R4 identified
that 38,732 files had gone missing at a particular stage of the data pipeline
over five months.
"Data quality is a challenge that is being discussed over years. But,
at industry level we still struggle to achieve desired level of data
quality" - Senior Data Scientist(R1)
Operational errors: Data pipelines encounter operational errors which
hampers the overall functioning. Operational errors are very common in non-
automated data pipelines. Some parts of the data pipelines cannot be com-
pletely automated. Human errors at these steps are the reasons for operational
errors. For instance, data labeling in a data pipeline cannot be automated
completely due to the unavailability of automated annotation techniques that
are compatible with all types of datasets. Practitioner R12, R13, R4, and R3
raised the problem of operational errors and their impact on their respective
data pipelines.
Logical changes: Data drifts and change in data distribution results in
the data pipeline failures due to the incompatible logic defined in the data
pipeline. Therefore, the data pipeline needs to be monitored continuously for
change in data distributions and data shifts. Besides, data pipelines should
be updated frequently by changing the business logic according to the changes
in data sources. Practitioner R12, R13, and R16 explained the struggles of




The previous section illustrated the challenges of data pipelines when imple-
mented in real-world. However, there are many opportunities the data pipeline
offers through automating fault detection and mitigation. In this section, we
survey some of the most promising opportunities of data pipelines and how
practitioners working on data are benefited by the implementation of it.
Solve data accessibility challenges
Data generated by assorted multiple devices are collected, aggregated, and
stored in central storage by data pipelines without human intervention. As a
result, data teams within and outside the organization can access data from
that central storage if they have proper data access permissions. Accessing
data from devices located on the customer premises is a difficult and tedious
task. Most often, the devices will be distributed around the globe and teams
has to prepare legal agreements complying with the rules of that specific coun-
try where the device is located for accessing data. When the data is stored
after aggregation, data loses its granularity, and as a result, teams working
with fine-grained data has to collect data separately. With data pipelines,
teams can access data from any point of the data pipeline if they have neces-
sary permissions. This eliminates repeated collection and storage of the same
data by multiple teams.
Save time and effort of human resources
Automation of data-related activities is maximized through the implemen-
tation of data pipelines thereby reducing the human intervention. When a
data pipeline has inbuilt monitoring capability, faults will be automatically
detected and alarms will be raised. This reduces the effort of data pipeline
managers and flow guardians. As the data pipeline is completely automated,
requests by teams will be answered quickly. For instance, if the data quality is
not satisfactory to the data analyst, he can request the data from the desired
store in the data pipeline, and he receives it without delay. On the other hand,
if the workflow is not automated, the data analyst has to investigate and find
out where the error has occurred and then inform the responsible person to
send the data again which eventually delays the entire data analysis process.
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Moreover, the effort of the data analyst is also wasted while investigating the
source of data error.
"We spent time cleaning the data to meet the required quality so
that it can be used for further processing such as training or an-
alytics. With the data pipeline, it is easy to acquire better quality
data." - Analytics System Architect(R3)
Improves traceability of data workflow
Data workflow consists of several interconnected processes that make it com-
plex. Consequently, it is difficult to detect the exact point that induced error.
For instance, if the end-user realizes that part of the data is missing, it might
be lost during data transmission, while storing the data in a particular schema
or due to unavailability of an intermediate process. The end-user has to guess
all the different possibilities of data loss and has to investigate all the possibil-
ities to recover the lost data. This is a time-consuming task especially when
the data workflow is long and complex. Company C has reported that they
have experienced this problem several times and as they are getting data from
company B, it took a lot of time for them to rectify the error, and sometimes
they won’t be able to recover the data. After implementing data pipelines,
the process of detecting faults is automated thereby increasing traceability.
"Everyone in the organization is aware of the steps and with data
pipelines, you will have full traceability of when the pipeline slowing
down, leaking, or stops working." - Data Scientist(R5)
Supports heterogeneous data sources
Data pipelines can handle multiple assorted data sources. Data ingestion is a
process through which data from multiple sources are made available to the
data pipeline in a uniform format. Data Ingestion is the process of streaming-
in massive amounts of data in our system, from several external sources, for
running analytics and other operations required by the business.
"Data streams in through several sources into the system at differ-
ent speeds and sizes. Data ingestion unifies this data and decreases
our workload. Data ingestion can be performed as batches or real-
time." - Data Engineer(R10)
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Accelerates Data life cycle activities
The data pipeline encompasses the data life cycle activities from collection to
refining; from storage to analysis. It covers the entire data moving process,
from where the data is collected, such as on an edge device, where and how
it is moved, such as through data streams or batch-processing, and where the
data is moved to, such as a data lake or application. Activities involved in
the data pipeline are automatically executed in a predefined order and con-
sequently, human involvement is minimized. As the activities are triggered
by themselves, the data pipeline accelerates the data life cycle process. More-
over, most of the data pipeline activities are automated thereby increasing the
speed of data life cycle process and productivity.
Standardize the Data Workflow
The activities in a data workflow and their execution order are defined by a
data pipeline which gives the employees in the organization an overall view of
the entire data management process. Thus, it enables better communication
and collaboration between various teams in the organization. Further, data
pipelines reduce the burden on IT teams thereby reducing support and main-
tenance costs as well. Standardization through data pipelines also enables
monitoring for known issues and quick troubleshooting of common problems.
"Data pipelines provide a bird’s eye view of the end to end data
workflow. Besides, it also ensures a short resolution time for fre-
quently occurred problems." - Product Owner(R16)
Improved Data Analytics and Machine Learning Models
Organizations can make use of carefully designed data pipelines for the prepa-
ration of high quality, well-structured, and reliable datasets for analytics and
also for developing machine learning as well as deep learning models. Be-
sides, data pipelines automate the movement, aggregation, transformation,
and storage of data from multiple assorted sources. Machine learning models
are highly sensitive to the input training data. Therefore, quality of training
data is very important. Data pipelines are traceable since the stages are pre-
defined yielding better quality data for the models. Moreover, data pipelines
ensure a smooth flow of data unless it fails in one of the steps.
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Data Sharing between teams
Data pipelines enable easy data sharing between teams. Practitioners R4, R8,
and R9 mentioned that the data collected from devices in the field are under-
going the same processing for different use cases. For instance, data cleaning
is an activity performed by all the teams before feeding the data to ML/DL
models. Therefore, there is a possibility of the same data going through the
same sequence of steps within different teams of the same organization. Fur-
ther, data storage also is wasted in such cases due to redundant storage. With
the implementation of data pipelines, the teams can request data from a par-
ticular step in some other data pipeline and can process the subsequent steps
in their data pipeline. However, the data pipeline should be able to serve the
requests in such cases.
Critical Element for DataOps
DataOps is a process-oriented approach on data that spans from the origin of
ideas to the creation of graphs and charts which creates value. It merges two
data pipelines namely value pipeline and innovation pipeline. Value pipeline
is a series of stages that produce value or insights and innovation pipeline is
the process through which new analytic ideas are introduced into the value
pipeline. Therefore, data pipelines are critical elements for DataOps together
with Agile data science, continuous integration, and continuous delivery prac-
tices.
6.6 Threats to Validity
External validity: The presented work is derived from the cases studied with
teams in the domains of automobile and telecommunication. Some parts of
the work can be seen in parts of the company differently. All the terminolo-
gies used in the company are normalized and the implementation details are
explained with necessary level of abstraction [149]. We do not claim that the
opportunities and challenges will be exactly the same for industries from a
different discipline.
Internal Validity: To address internal validity threat, the findings were vali-
dated with other teams in the company who were not involved in the study.





This section presents the most related previous studies on data pipeline de-
velopment and maintenance.
P. O’Donovan et. al describes an information system model that provides
a scalable and fault tolerant big data pipeline for integrating, processing and
analysing industrial equipment data [150]. The authors explain the chal-
lenges such as development of infrastructures to support real-time smart com-
munication, cultivation of multidisciplinary workforces and next-generation
IT departments. However, the study is solely based on a smart manufac-
turing domain. A survey study by C.L.Philip Chen et. al discusses about
Big Data, Big Data applications, Big Data opportunities and challenges, as
well as the state-of-the-art techniques and technologies to deal with the Big
Data problems [151]. A Big Data platform Quarry is proposed by P. Jo-
vanovic et. al [139] manages the complete data integration lifecycle in the
context of complex Big Data settings, specifically focusing on the variety
of data coming from numerous external data sources. Data quality chal-
lenges and standards/frameworks to assess data quality are discussed in many
works [152] [141] [153]. Although there exists significant number of data qual-
ity assessment and mitigation platforms, the industrial practitioners experi-
ence data quality issues which indicates that the problem is not solved.
6.8 Conclusions
The multi-case study indicates challenges and opportunities involved in im-
plementing and managing data pipelines. The challenges are categorized
into three namely infrastructural, organizational, and data quality challenges.
Nevertheless, the benefits data pipeline brings to the data-driven organiza-
tions are not frivolous. A data pipeline is a critical element that can also
support a DataOps culture in the organizations. The factors inhibiting Data
pipeline adoption were mostly concerned with human aspects e.g. lack of
communication and resistance to change; and technical aspects e.g. the com-
plexity of development. Suitability of completely automated data pipelines
might be questioned for certain domains and industry sectors, at least for
101
Chapter 6 Data Pipeline Management: Challenges and Opportunities
now. However, a completely automated data pipeline is beneficial for the do-
mains that can adopt it. Frequent updates are advantageous, but the effects
of short release cycles and other data pipeline practices need to be studied in
detail. Understanding the effects on a larger scale could help in assessing the
real value of data pipelines.
The purpose and contribution of this paper is to explore the real-time chal-
lenges of data pipelines and provide a taxonomy of the challenges. Secondly,
it discusses the benefits of data pipelines while building data-intensive models.
In future work, we intend to further extend the study with potential solutions
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Data is becoming increasingly popular in the industry due to the importance
of data products such as APIs, dashboards, benchmarks and report creations.
The role data plays in the decision-making process and the development of
ML and DL models makes it even more important. Therefore, all processes
associated with data ranging from data generation to data reception need to
be monitored. Fault detection, reporting and mitigating the effect of faults
are complex but inevitable while building efficient data products.
Data pipelines are complex chains of activities that manipulate data where
the output of one component becomes the input to the other [154] thereby
allowing smooth, automated flow of data from source to destination. A data
pipeline starts with a data source that generates data and ends at a destination
that receives the processed data. The ultimate destination of a data pipeline
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need not be data storage. Instead it can be any application such as a visu-
alization tool [155] [156], Machine Learning(ML) models [157] [158] or Deep
Learning(DL) models [159] [160]. Components in the data pipeline are capa-
ble of automating processes involved in extracting, transforming, combining,
validating, and loading data [161]. Data pipelines can process different types
of data such as continuous, intermittent and batch data [144]. Moreover, data
pipelines eliminate errors and accelerate the end-to-end data processes which
in turn reduces the latency in the development of data products. Hence, the
usage of data pipelines is an absolute necessity for all data-driven companies.
Although data pipelines have the potential to overcome data management
challenges through automation, monitoring, fault detection, etc, modeling
data pipelines for a use case demands an unreasonable amount of time and
effort. We need to identify the activities which consume data, the output of
each activity, order of execution, monitoring methods, intermediate storages,
where to place the storage in the pipeline, data collection method, etc and
they varies between companies. Thus, modeling a data pipeline is important
as well as time-consuming.
This study addresses the above mentioned problems by proposing a concep-
tual model which is developed based on a multiple case study performed at
a large-scale telecommunication company. The contribution of this paper is
three-fold. First, it describes the challenges associated with data management
and the usage of existing data pipelines. Second, a conceptual model of an
end-to-end data pipeline is presented that can be used as a reference while
building data pipelines for applications such as ML/DL models to incorporate
automatic monitoring, fault detection, mitigation and alarming techniques.
The conceptual model is validated through a case study with three leading
companies from manufacturing, telecommunication and automobile domains.
Furthermore, the paper maps the challenges that can be potentially solved by
the usage of the proposed data pipeline model.
The remainder of this paper is organized as follows. In the next section,
we present the background of the study. Section III discusses the research
methodology adopted for conducting the study. Section IV introduces the
use cases and section V describes the challenges using the existing pipelines.
Section VI details the data pipeline meta-model. Section VII describes the
conceptual model that we use as a basis for our analysis. A validation study is
detailed in section VIII and section IX outlines the threats to validity. Section
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X summarizes our study and the conclusions.
7.1 Background
Data-driven development has been adopted by the companies realizing the
benefits that can be yield from data [162]. Technologies for data-driven devel-
opment needs enormous amount of data for their processing. Consequently,
collection, storage, and processing of copious amounts of data became a neces-
sity [163]. With the increased amount of data, data management challenges
also increased [164]. Data pipelines can be a potential solution to overcome
at least some of these challenges.
Data pipelines are broadly classified into two categories namely ETL and
ELT. ETL stands for Extract, Transform and Load whereas ELT stands
for Extract Load and Transform. P. Vassiliadis has presented a survey on
Extraction-Transformation-Loading (ETL) processes and tools. The study
describes a standardized approach for the construction of conceptual and log-
ical modeling tools for ETL processes [165]. Also, each component of the
E-T-L triplet is analyzed separately for the activities happening inside each
component, identified the real-time challenges associated with each of them
and solutions to overcome those challenges are explained in detail.
In [166], the authors have proposed a UML based conceptual approach to
model ETL processes. A group of UML concepts is utilized to represent the
ETL processes such as data sources integration, transformation, key genera-
tion and so on. The authors claim that a UML based approach makes the
model simple to understand and powerful. Tilmann and Hans have described
a big data analytics pipeline with abstract stages of it [167]. They also dis-
cuss the necessity of ETL-like processes in benchmarking and has proposed
and implemented a framework similar to ETL.
A machine learning pipeline is proposed by Amershi et. al in [15] based
on a case study at Microsoft. It discusses the nine stages of ML workflow
along with the best practices followed at Microsoft. The authors mention the
importance of data in AI applications by illustrating the three data related
stages in ML workflow.
Although these studies lay strong foundation, practitioners experience sev-
eral data quality challenges and issues around data governance and security
while dealing with real-time data. Our study aims to design a conceptual
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Figure 7.1: Research Methodology
model that can act as a domain specific language for fault tolerant data
pipelines.
7.2 Research Methodology
The objective of this study is to understand the existing data pipeline as
well as the challenges experienced at the case company and to develop a
conceptual model of the robust data pipeline. Based on the study objectives,
we formulated the following research questions:
• RQ1: What are the challenges related to data and data pipeline man-
agement that practitioners in the case company experience?
• RQ2: What are the essential elements of a fault-tolerant, automated,
traceable end-to-end data pipeline?
The research methodology adopted for the study is illustrated in fig. 1.
Exploratory Case Study
A qualitative approach was chosen for the case study as it allows the re-
searchers to explore, study and understand the real-world cases in its context
in more depth [147]. Since the concept of the data pipeline is a less explored
topic in research, we have adopted a case study approach [65]. Each case in
the study pertains to a use case that makes use of data. Although the cases
in our study are different use cases from the same company, they utilize data
for different activities and can be benefited from the data pipeline we develop.
Three selected use-cases at the company are given in table 1.
Data Collection
Qualitative data was collected by means of interviews and meetings [61].
Based on the objective of the research, to explore and study the applications
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Table 7.1: Description of use cases and roles of the interviewees
Case ID Use cases at case company Interviewed ExpertsID Role
A Data collection pipelinefor data analytics
R1 Senior Data Scientist
R2 Data Scientist




C Machine learning pipeline
R6 Data Scientist
R7 Senior Data Scientist
R8 Software Developer
R9 Senior Data Scientist
consuming data in the company, an interview guide with 45 questions catego-
rized into six sections was formulated. The first and second sections focused
on the background of the interviewee. The third and fourth sections focused
on the data collection and processing in various use-cases and the last section
inquired about data testing and monitoring practices and the impediments
faced during each step of the data pipeline. The interview guide was prepared
by the first author and was reviewed by second and third authors. Accord-
ing to the recommendations, extra questions were added, a few similar and
irrelevant questions were removed and some questions were modified. Finally,
an interview protocol with 30 questions across six different categories was de-
veloped. All except three interviews were conducted via videoconferencing.
Each interview lasted 50 to 100 minutes. The interviews were recorded with
the permission of respondents and were transcribed later for analysis. One of
the authors works in the case company and the first author is a consultant
who attends weekly meetings with data scientists and data analysts. Data
collected through the meetings and discussions are also incorporated.
Data Analysis
The audio recordings of interviews were transcribed and a summary of it was
prepared by the first author. The transcripts were investigated for relations,
similarities, and dissimilarities. The interview transcripts were open coded
following the guidelines in [168]. The first author prepared notes during the
meetings with the team and analyzed them further. The main contact point
who is also an author helped with analyzing the parts of the pipeline as well
as the infrastructure used for building that. These notes together with the
codes from transcripts were further analyzed to obtain an end-to-end view of
different use cases. It also helped to understand the parts common to all use
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cases. After careful analysis of collected data and based on the inputs from
the other two authors, the first author developed the first conceptual model
which got refined through iterations.
Validation Study
The validation study is performed both internally and externally through qual-
itative interviews followed by feedback sessions. First, the conceptual model
of the data pipeline was presented by the first author to the teams inside the
case company. The reflections about the data pipeline, overall opinion, agree-
ments and suggestions for improvement were collected from every practitioner.
These reflections are considered as internal validation.
For external validation of our findings, two manufacturing companies were
selected. An interview guide was prepared by the first author for validating the
conceptual data pipeline model. The first author presented the model. Second
and third authors conducted an interview followed by a discussion to collect
data. The entire session was recorded for the first case and for the second
one, the first author took notes. Thus, feedback from 20 practitioners was
collected and recorded. The conceptual model was then modified to address
some of the issues raised during the discussions. Also, the inputs from the
practitioners are incorporated in the conceptual model. The remaining issues
will be addressed in future works.
7.3 Use cases
This section introduces the existing data pipelines used in the telecommuni-
cation firm. Each of these use cases is separate and there is no interaction
between those pipelines.
Data Collection Process
The company collects data from multiple sources distributed across the globe
which is a challenging activity. When data is collected from a device located
in another country or from the customer network, it should be according
to the legal agreement. Also, sensitive information in the data should be
handled responsibly. Furthermore, data collection should consider the fact
that different data sources generate data in different frequencies and formats.
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Figure 7.2: Data Collection Process
For instance, data can be collected continuously, intermittently or as batches.
Moreover, the data collection mechanism itself should be capable to adjust
with different intensities of data-flow.
When data collection is automated, these challenges should be addressed
properly. Fig. 2 shows the automatic data collection from the devices. In this
scenario, the device is placed inside a piece of equipment owned by customers.
However, the device data is extracted excluding the customer’s sensitive in-
formation. Base stations have got nodes as well as a device for monitoring
and managing the nodes. Data collection agents are equipment located on the
customer’s premises (physical location) that can interact either with the nodes
directly or with the device to collect the data. However, to ensure that the
data collection agent has the right to collect data, it is authenticated with the
help of access service. The data thus collected is transmitted through a secure
tunnel to the toolkit located at the company premise. This data collection
agent also needs the help of access service for authentication. Once the agent
at the customer premise gets the data, it is stored in the central data storage.
The teams can get the data from the central data storage.
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Figure 7.3: Data Pipeline for Data Governance
Pipeline for Data Governance
The data pipeline shown in fig. 3 is developed to serve the teams in the com-
pany who are working with data whenever they need it (With the term ’data’,
we mean the link from which the original data can be downloaded). This data
pipeline gets two types of data dumps: internal and external. The internal
data dump is the data that is ingested by the teams inside the company and
external data dump is the data collected directly from the devices in the fields.
The data ingestion method is different for different sources and the ingested
data is stored in the data storage for further use. The data can have encrypted
links that need to be decrypted before storing it. Whenever an encrypted data
dump is found, the data archiver module sends it to third-party services for
decryption. Decoded links from the third party are stored. Thus data from
different sources are made available in a central location. Teams can request
data from any stage of the pipeline. The pipeline is manually monitored by
’flow guardian’ who is responsible for identifying the faults and solving them.
Pipeline for Machine Learning Systems
Data pipeline has four main steps namely ingest, store, transform and aggre-
gate. Data is generated by the source which is gathered by a special zone in
the field. The data ingestion module is connected to those zones in the field
and the collected data is ingested into the pipeline as batches. When new
110
7.4 Challenges with data management
Figure 7.4: Pipeline for Machine Learning Systems
compressed files are found during periodic checks, the transaction is logged
and downloads it. These new files are then loaded into the archive directory
of the data cluster. The data stored in the cluster cannot be used directly by
the ML applications. Moreover, the data logs collected from different devices
can be of different formats. They need to be converted to a suitable format.
This conversion is performed by the data transformation module. Data trans-
formation checks for the new files in the archive directory of the data cluster
and when found, it is fetched, uncompressed and processed to convert it to
an appropriate format. The converted data is then given as input to the data
aggregation module where the data is aggregated and summarized to form
structured data which is further given as input to the ML models.
7.4 Challenges with data management
In this section, insights into data management challenges are presented based
on the findings from our cross-case analysis. We have identified ten major
challenges with data management and existing data pipelines used in the
company.
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Data Availability
The availability of the right data in the right format at the right time is
a basic requirement for the successful development of data products. Data
collection is a difficult task and sometimes it fails due to authentication failure,
environmental factors or failure of collection device. Even after collecting an
enormous amount of data from the devices, it may not reach the intended
destination. Data collected can be incomplete. i.e not all information will be
available in the data warehouse. For instance, due to software failures, parts
of the data can be lost. Unless we have a tracking mechanism, this loss is hard
to identify. Furthermore, if well defined data is given as input to the model,
it won’t be able to give the same performance when unseen real-world data is
given leading to underfitting.
Data Quality
For data-hungry systems like ML and DL, data quality is crucial. When low-
quality data is fed to the algorithms, the low-quality output will be produced.
For instance, while collecting fault logs from the devices in the field, there
should be a clear distinction between faults due to environmental factors and
faults due to device failure. The challenge is when the data is transformed to
fit a predefined structure, "unnecessary" parts of it are removed. Therefore, we
would need a method to save the original file. When the data is transformed
on the fly and then stored, this would not be possible. It is always good to
have the original raw data file stored so that it can be accessed whenever the
structured data becomes insufficient to meet the requirements.
Data-flow Instability
Data-flow to the company’s data storage is not always stable. The device at
the company’s end should be prepared to receive the data from the distributed
devices. The pipeline, if existing, should be capable enough to handle data-
flow through it. If multiple teams request data simultaneously, the pipeline
should be able to serve it. Moreover, elements in the pipeline should be
monitored properly for the failures. Failure of pipeline elements lead to data-
flow instability. Timely upload of processed data is mandatory especially in
case of dependencies. If data pipeline is accepting continuous, intermittent
and batch data, at some points, the inflow of data will be heavy and during
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other times, it will have to handle only continuous data. This also lead to
data-flow instability if the pipeline is not able to adjust its capacity.
Data Silos
A data silo is the gap between the data and the consumers who need the data.
It is a result of poor architecture, legacy operational systems, and outdated
company culture. The main problem is that the data becomes isolated and
trapped without reaching the consumers. When individual teams develop their
own data pipeline, it may also lead to data silos. There is a high probability
that multiple teams performing the same activities for different use cases.
Data Dependencies
Data dependency occurs when a team or device has to depend on the outcome
of some other team or device for starting their activity while developing any
data product. There can have situations where the team has to wait for a long
time for obtaining the required data. When the dependee is a software device
that failed, the dependent won’t be notified. Usually, in such cases after the
expected time of delivery, necessary actions are taken to check the existence
of dependee. Data dependencies often lead to delayed production.
Data Pipeline Latency and Overhead
Data pipelines can create additional latency to the entire data workflow. La-
tency is defined as the time taken by data to travel through the entire pipeline.
When multiple teams are requesting data or when the data inflow increases,
the data pipeline may produce delayed outputs. Besides that, data has to go
through all components and checks in the pipeline to reach the destination.
Failure or slow down any one of these components in the transit can lead to
latency. The data pipeline becomes an overhead when the data is used for
cases for which data quality is not important.
Data Pipeline Owner Overloaded
The data pipeline owner is a person who is responsible for monitoring and
managing the data flowing through the data pipeline. During peak times,
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that person gets overloaded. Moreover, it is always good to have maximum
automation in the data pipeline.
Unreliable Data Pipelines
The reliability of a data pipeline depends on the reliability of its elements.
Therefore, elements within a data pipeline should be made fault-tolerant.
A data pipeline without built-in validation, mitigation mechanisms cannot
ensure data quality.
Low Storage Capacity
When every team is constructing their own data pipeline, everyone stores
the same data in different forms in the data storage leading to shortage of
storage space. Databases, data warehouses, data lakes are for eliminating
redundant storage of data. However, an increased number of data pipelines
will eventually lead to reduced storage capacity. Another reason is the storage
space division between teams. When storage is divided between teams, each
one will get only a small portion of the actual available storage space.
7.5 Data Pipeline Meta-model
The section above described challenges with the data management encoun-
tered by the industry practitioners. From the empirical findings and through
analysis of existing pipelines, we develop a conceptual model of data pipeline
that can potentially overcome the limitations of existing data pipelines.
Meta-model is a set of concepts used to build data pipelines. Nodes and
connectors are the two main basic components used to build a data pipeline.
Nodes are interconnected with each other using connectors. Both of the com-
ponents have certain capabilities. For instance, the ability to connect different
nodes is the capability of the connector. Fig. 5 shows the components, ca-
pabilities of both nodes and connectors, notations used to represent nodes
and connectors, etc. Colour coding, icons, and differences in style are used to
represent the variations in nodes and data that is flowing through the nodes.
Capability is the ability of a node to perform a certain activity. For instance,
data sources in the pipeline have the capability to generate data.
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Capabilities of Nodes: Data Generation, Data Collection, Data Inges-
tion, Data Storage, Data Processing, Data Labelling, Data Pre-processing,
Data Reception.
Capabilities of Connectors: Data transmission, Authentication, Valida-
tion, Monitoring, Mitigation, Sending alarm.
The ability of the connectors to perform certain activity is termed as ca-
pability of connectors. Connectors have different capabilities. Connectors are
the carriers of data. i.e they transmit data from one node to the next. Some
connectors carry raw data and some carry processed data. Some connectors
carry labeled data. Each of these connectors are given separate notation and
color-coding in fig. 5. All connectors have the capability to transmit data.
Apart from that, they have additional capabilities like authentication, val-
idation, monitoring, mitigation and sending an alarm. The authentication
capability of a connector is denoted by placing a light green color square with
’A’ on top of it. Similarly, validation is represented by a yellow square with
’V’ on it. Mitigation is represented by a red square with ’M’. Monitoring by
the beige color square with ’F’ on it. As the letter ’M’ is already taken for
mitigation, we use F(Fault detection). Grey color square with ’S’ denotes the
capability to send the alarm.
7.6 Conceptual Model of Data Pipelines
Data pipeline is a complex series of components interconnected with each
other where the output of one component is fed as input to the other. The
starting point of the data pipeline is called source and the final destination
is called a sink. All other nodes are intermediate nodes. Each component
in the data pipeline manipulates data by performing activities. The data
pipeline model presented in this section is a conceptual model. According to
the requirement, it can be used by any organization for any data application by
creating instances. Fig. 6 illustrates the conceptual model of a data pipeline.
Data Generation: Data pipelines start from a source and in most real
life cases the source will be multiple and distributed. Therefore, our pipeline
also has multiple sources distributed all around the world. Data sources can
be of different types. Any device having the ability to generate data is called
a data source. Data sources considered here are classified into two categories:
Human-generated and Machine generated. Data that is produced through
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Figure 7.5: Meta-model for building data pipeline
manipulations by team members, other team members or other organizations
come under human-generated data. Machine-generated data are produced by
the various devices employed in different equipment, vehicles and so on. For
instance, data generated by a device embedded inside the car, data produced
by mobile applications, etc.
Data Collection: The data-flow from the source can be batch, intermit-
tent or continuous. Three different styles of arrows starting from data sources
indicate that the connector between the data source and data ingestion can
carry all the three variations of data-flow. Although the data collection node
can collect data from the sources, it should show the permission to collect
data from the sources.
Raw Data Storage - Data Lake: The data collected from the source
will be raw and should be stored so that the original data files can be retrieved
in the future. However, the data collection node has to show its right to ingest
data into the data pipeline. This authentication is carried out by connectors
between data collection and data lake.
Data Ingestion: Raw data files can be taken from the data lake and
ingested into the data processing component. This data ingestion method
will be different for different types of data. Data can arrive in all shapes and
sizes. Real-time stream data will be processed sequentially. The continuous
data will be validated immediately after extracting it from the data lake.
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Figure 7.6: Conceptual model of data pipeline
Data Processing: Data processing itself is a composite node in which
there can be multiple individual components like data aggregation, data pars-
ing, data transformation, etc. Data aggregation is the process by which raw
data is expressed in a suitable form for statistical analysis. With data transfor-
mation, the unstructured aggregate data is converted into a structured format
or semi-structured format. Thus, the data processing step converts all differ-
ent types of data into a single format and stored in the data staging area.
This is symbolically represented in the fig. 6 with three different incoming
arrows to data processing indicating continuous, intermittent and batch data.
The output from the data processing step is a single thick arrow.
Data Staging and Data Warehouse: The data staging is a temporary
storage area where the data can be stored for validation. After validating the
structured or semi-structured data, it is stored in a data warehouse. This data
warehouse functions as a point from which the data can be taken for several
data applications like report creation, ML applications, dashboard creation,
etc.
Data Labeling: Our study is mainly focused on ML applications. There-
fore, the data pipeline shows the necessary steps for automating the data
pipeline for ML applications. ML algorithms can be supervised, unsupervised
or reinforcement. For unsupervised algorithms, the data labeling step can be
skipped. That is the reason why the data labeling step is shown in a light blue
color different from the other nodes. As most of the companies are using a
supervised approach for their ML applications, the focus is more on the same.
Data Pre-processing: To achieve better performance from ML algo-
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rithms, data needs to be pre-processed before training. The pre-processing
depends on the practitioners developing the application and also the nature
of the problem. Nevertheless, popular data pre-processing steps are data
quality assessment, data imputation, data encoding, data sampling, dimen-
sionality reduction, etc. Thus, data pre-processing can include any process
which transforms data in such a way that it can be fed to a machine-learning
algorithm.
Data Reception: The output from the data pre-processing is given as
input to the ML models which uses it for training, retraining, testing, and
validation. The ML model act as a data sink in fig. 6. As most of the
companies are following agile methodology, the data will be collected back
from the data products for further iterations. Therefore, data produced by
these ML applications are again collected by the data collection node and goes
through the pipeline continuously.
Capabilities of Connectors: Each connector between the nodes have
the capability to send data to any other node, monitor the data-flow, fault
detection, check for associated mitigation strategies when a fault is detected.
If there is no defined mitigation strategy, then it has the capability to send
alarms to the responsible team. The faults that may happen at each stage will
be different. Therefore, mitigation strategies also will be different. Similarly,
the responsible team/person who can handle a particular fault will be also
different from each other.
To summarize, the conceptual model of the data pipeline is fully automated
in which monitoring is performed throughout the pipeline. The data pipeline
is fault-tolerant to some extent because mitigation strategies are there to
ameliorate the effects of faults. Moreover, teams can request data from any
point in the pipeline according to their requirement.
7.7 Validation Study
The conceptual data pipeline model was validated through interviews with 20
industry professionals from three companies of different domains and different
maturity levels. Two of the authors, together with one author online con-
ducted the interview study for validation. The purpose of the research was to
develop a conceptual model of a fully automated, fault-tolerant and traceable
data pipeline. Table 2 illustrates the challenges with data management that
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can be partially or completely solved by the usage of data pipelines.
Data availability can be solved to a certain extent with the proposed data
pipeline. However, when the source fails to generate data, then the data will
not be available. The failure will be detected automatically and the corre-
sponding mitigation strategies will be adopted. Also, when the customer is
reluctant to share data, then, of course, the data will not reach the pipeline.
In such a scenario, the corresponding manager will receive an alarm and they
can take necessary actions to ameliorate the situation. Data quality challenges
cannot be completely solved. If the data produced by the source is low qual-
ity, there is no inherent mechanism in the pipeline to make it high quality.
However, high-quality data will not lose its quality during its transmission
through the pipeline. Data-flow instability can be also solved using the pro-
posed data pipeline with its built-in mechanisms to control the flow of data.
Data silos is a complicated phenomenon that cannot be solved by the mere
introduction of a data pipeline. It needs reorganizations, a cultural shift in
the company, etc. Data dependencies can be completely solved as the pipeline
itself is designed to be fully automated. Dependency between teams will be
eliminated and all teams will have a dependency on the data pipeline. Data
pipeline latency will be there. As the components in the pipeline are more and
all those components have got intelligence in the form of capabilities, latency
comes as a side effect. Data pipeline owner overhead can be reduced as the
responsibility will be spread across multiple persons who have got a better
understanding of a specific part of the data pipeline. The reliability of the
data pipeline can be ensured with the connector level mitigation strategies.
Failure of a particular component will affect the data-flow which will be de-
tected by the monitoring mechanism and the fault is taken care of either by
the mitigation strategies or by the corresponding responsible person. Storage
capacity cannot be increased by implementing the data pipeline. As discussed
earlier, it can eliminate the redundant storage of data. However, no provision
in the data pipeline can increase storage capacity.
The model developed by the first author was presented before the industrial
experts and their consensus and disagreements were recorded. The validation
section will be structured in terms of agreements and suggestions for improve-
ment. Agreements refer to situations where practitioners agree and confirm
while suggestions for improvement refer to situations in which the intervie-
wees had a different opinion. Some minor corrections were made to the model
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Table 7.2: Analysis of data challenges that can be solved with the proposed data
pipeline
Challenges with Data Management Proposed Data Pipeline
Data Availability Partially solve
Data Quality Partially solve
Data-flow Instability Completely solve
Data Silos Cannot solve
Data Dependencies Completely solve
Data Pipeline Latency Cannot solve
Data Pipeline Owner Overloaded Completely solve
Unreliable Data Pipeline Completely solve
Low Storage Capacity Cannot solve
and the other concerns raised are saved for extended work of the data pipeline
model.
Case A: Manufacturing Company
The conceptual model was presented by the second author and the third
author collected the feedback from the industry professional.
Agreements: The conceptual data pipeline model was identified as a stan-
dard concept that can be used by teams located in different parts of the world
while building their data pipeline. With a standard architecture, there can
have a common understanding of processes. Automation of monitoring and
mitigation are interesting and important
Suggestions for Further Enhancements: Monitoring has three varia-
tions such as performance monitoring, data profile monitoring, and condition
monitoring. Performance monitoring can continuously check for the software
performances in the data pipeline. Condition monitoring can ensure the data
pipeline health and data profile monitoring can make sure that the data flow-
ing through the data pipeline meets the data quality requirements, detect
faults and allows investigation of data problems thereby making it traceable.
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Case B: Automobile Company
The conceptual model for data pipeline was presented by the first author and
we collected the agreements and disagreements from all the industry profes-
sionals.
Agreements: Practitioners recognized this conceptual model as a language
for communication between data professionals. When there is a common
language, it is easy to avoid misinterpretations. Moreover, they all agreed
about the monitoring spread across the pipeline and the need for different
storage stages.
Suggestions for Further Enhancements: The major disagreement was
concerning the nomenclature of nodes in the data pipeline. The data ware-
house is a term to represent the aggregated and well-transformed data which
is used for a specific use case. In the conceptual model, the data warehouse
is capable of storing data for multiple applications. The suggestion was to
rephrase all these ambiguous names such as data preparation and data pro-
cessing. Another problem is that the model does not give attention to the
reinforcement algorithm. Data pipeline does not explain who is the person
responsible for each step of the pipeline. To increase readability and under-
standability for everyone in the company, it was suggested to have different
model views. For instance, a model with no technical terms, a second one
with much lesser abstraction and so on.
Case C: Telecommunication Company
Internal validation of the data pipeline is performed at the telecommunication
company. The first author presented the work and recorded the responses from
the team.
Agreements: The team liked the conceptual model of the data pipeline as
they all were developing their pipeline for a particular use-case. They realized
the need for a standard pipeline model that can be followed by everyone in
the organization. Moreover, some of them were happy about storing original
data in a data lake as they were experiencing issues with the availability of
raw data files.
Suggestions for Further Enhancements: The data processing step
itself can include data labeling and data preprocessing which is shown as
separate steps in the proposed data pipeline model. They suggested it is good
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to have separate storage at each step of the data pipeline. There should be a
provision to stop sending alarms continuously to the team whenever the issue
persists for a longer duration.
7.8 Threats to Validity
This study was based on existing data pipelines developed by different teams
from the same company located in various parts of the world to reduce the
bias of operating with a single team within the same organization. To address
internal validity threat, one of the authors who has in-depth knowledge about
the data process in the company, was asked to validate the findings. Also,
the findings were validated with other teams in the company who were not
involved in the study. Furthermore, the study was validated again by external
companies from different domains.
7.9 Conclusion
In the immediate future, it will be inexorable that the daily analysis will not
be able to keep up with the daily influx of data. Along with the increased pop-
ularity of data and its products, challenges associated with it also increased.
Data scientists and other practitioners working with data spend a considerable
amount of time combating with those challenges. The proposed data pipeline
model can either solve or alleviate several data management challenges with
limited human intervention. However, data pipelines need to be carefully de-
signed so that data-flow can be monitored, managed and maintained. There-
fore, fully automated, fault-tolerant and traceable data pipelines are gaining
importance. The conceptual data pipeline model proposed in this paper has
nodes and connectors which perform the activities in the data workflow. The
conceptual model is validated using an exploratory case study where a total
of 20 practitioners from three different companies participated. All of them
agreed with the necessity of data pipelines in the organization, they liked the
structuring of the conceptual model and the automation of monitoring, alarm-
ing and mitigation. They also gave a few suggestions for the improvement of
the model. As future work, description on mitigation strategies at each step,




Fault Detection and Mitigation in Data Pipelines
This chapter has earlier been published as
Towards Automated Detection of Data Pipeline Faults
Munappy A. R., Bosch, J., Olsson, H. H., Wang, T. J.
2020 27th Asia-Pacific Software Engineering Conference (APSEC) (pp. 346-
355). IEEE.
Data is becoming increasingly popular and is considered as the new oil in
the current era. Essentially, the success stories of large scale companies like
Google, Amazon, and Facebook triggers a data-driven culture in small-scale
companies as well. Data quality is a critical factor deciding the success of
data-driven organizations [169]. Detecting and repairing dirty data is one of
the perennial challenges in data analytics, and failure to do so can result in
inaccurate analytics and unreliable decisions [170]. Over the past few years,
there has been a surge of interest from both industry and academia on data
cleaning problems including new abstractions, interfaces, approaches for scal-
ability, and statistical techniques [171] [170] [172]. To address this situation,
the data pipeline is a pro-active solution that can be applied. A data pipeline
is a piece of software that enables a smooth, automated flow of data from one
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node to another and eliminates human involvement from the process.
Data pipelines that automate the steps ranging from data generation to data
reception are seen as increasingly attractive by software development compa-
nies using data-intensive models. Moreover, a data pipeline is a progressive
concept necessary to practice DataOps culture which is adopted by the compa-
nies to accelerate the data life cycle activities thereby accommodating evolv-
ing customer requirements and fluctuating market needs [173]. Data Pipelines
decompose complex analysis of large data sets into a series of simpler tasks,
with independently tuned components for each task. This modular setup al-
lows the re-use of components across several different pipelines. However, the
interaction of separately tuned pipeline elements produces poor end-to-end
performance as errors introduced by one component cascade through the en-
tire pipeline, significantly affecting overall accuracy. Therefore, while many
software development companies have indeed succeeded in implementing data
pipelines in parts of their organization, there are few examples of companies
that have succeeded in implementing robust data pipelines that can perform
continuous monitoring and failure recovery without human intervention [143].
To develop a fault-tolerant data pipeline, organizations need to identify the
faults that may occur at each step and should define the corresponding miti-
gation actions that need to be taken. Anticipating the possible faults at each
step and creating an exhaustive list is a non-trivial task. Further, defining
mitigation strategies for each of the expected faults is arduous.
In this paper, we present the findings based on action research conducted at
two companies in which we explore four data pipelines used for preparing data
for machine learning models and also for report creation. While the continu-
ous monitoring, automatic fault detection and definition of mitigation actions
in data pipelines help in failure recovery and indeed minimizes the human
intervention, it is not easy to anticipate all possible faults in various stages of
the data pipelines. As a result of our study, we identify the typical faults that
occur at different steps of data pipelines as well as the mitigation strategies
adopted by the practitioners to ameliorate the impact of data pipeline failure.
The paper is structured as follows. First, we outline data quality, data
management, and data pipelines to set the background of our study. Second,
we describe our research approach based on action research involving three
data pipelines from two companies located in Sweden. We present our findings
in which we describe the faults encountered by the practitioners during the
124
8.1 Background
development and maintenance of data pipelines and the possible mitigation
strategies. In the following section, we present the evaluation process of the
model by taking a small slice of the existing data pipeline and implementing
fault detection and mitigation strategies. Finally, we present the works from
industry and academia describing data pipelines followed by the conclusions.
8.1 Background
This section reviews some concepts on the importance of data management,
data quality, and challenges faced by the companies. These concepts are
complementary to each other and form the basis of this work.
Data Quality
Data quality is a critical factor that determines the success of any data prod-
uct such as data analytic reports, machine learning models, or deep learn-
ing models. Data quality challenges are quintessential in domains such as
health [174] [175], cyber-physical systems [176], embedded systems [177], etc.
Data quality is lost due to several factors such as transmission errors, infras-
tructural problems, human errors, and system errors. To overcome these types
of typical errors, an efficient, systematic, and automated data management
system should be developed.
Data Management
The quality of data can be improved through efficient data management ap-
proaches. Thus, data management plays an important role in increasing pro-
ductivity and profits, higher accuracy and reliable results, and better deci-
sions. With the advent of machine learning and deep learning models, the
importance of data management increased even more. Kumar et. al discusses
the data management challenges in production machine learning which details
a comprehensive review of various data analytic systems and analyzes key data
management challenges and techniques [178]. A similar study on data lifecy-
cle challenges in production machine learning is conducted by Polyzotis et. al
in [27]. Data management challenges for deep learning are described in detail
by Munappy et. al in [145]. These studies clearly indicate the interest from
academia and industry in the area of data management.
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Data Pipelines
Building data pipelines for data management is a method through which many
manual steps can be eliminated from the process and enables a smooth, au-
tomated flow of data from one node to another [179]. Data pipelines allow
the collection of data from multiple assorted devices distributed around the
world. Data pipelines facilitate batch as well as stream processing. Moreover,
a data pipeline can define the activities involved in the data lifecycle and their
order of execution.
8.2 Research Methodology
In this paper, we report on an action research study conducted in close col-
laboration with two companies in the embedded systems domain [66]. The
main objective of action research in software engineering is to simultaneously
solve a real-world problem and explore the experiences and results of problem-
solving [68]. The participatory aspect of action research method allows the
researcher to systematically determine, define the problem, and make a so-
lution proposal in the context of an investigation. Moreover, it allows the
researcher to actively participate in further steps of applying the solution in
real-time which is termed as action [66] [67].
Action research gives the opportunity to work collaboratively with problem
owners(concerned actors) at the organization and the possibility to propose,
implement, and evaluate the solution in real-time. Problem owners are an
inevitable part of action research since they share their skills, domain knowl-
edge, and experiences [66] [67]. Besides, they can also share reflections or
thoughts on a proposed solution. Practitioners can also explain why a pro-
posed solution is not practically suitable for a particular context from their
experience and domain knowledge. Action Research approach typically means
that researchers engage with a company over time and during a process. In
our study, a data scientist, a software developer, and a data analyst actively
collaborated with the researchers to identify the problems, action strategies
and engage continuously in problem-solving efforts. This study was devel-
oped over eight months in Company A and three months in Company B. In
Company A, the researchers participated in weekly meetings with the teams
for exploring the data pipelines and challenges involved in maintaining data
pipelines. The researchers presented the findings of the study in an internal
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Table 8.1: Activities in Action Research
Activity A B Duration Frequency




X X 1 hour Weekly meetings
Data Pipeline Workshop X X 2 hours Two times in Company ATwo times in Company B
Change in design
of data pipelines X X NA NA
Presentation of Findings X X 1 hour Three times in Company ATwo time in Company B
Check-in with
Data pipeline in-charge X X 30 minutes
Bi-weekly in Company A




X X NA NA
Implementation of
changes X X 6 hours NA
Testing the
implementation X X 4 hours NA
workshop in which the participants were Analytics Managers, Product Own-
ers, Software Developers, Data Engineers and Data Scientists. Feedback from
the participants was collected and recorded for further improvement of the
study. Based on the findings, researchers implemented the solution in a small
slice of one of the studied data pipelines. The software developer also guided
the researchers during the implementation and testing of solutions. In Com-
pany B, the researchers participated in weekly meetings, in-depth discussions
with practitioners including data analysts, data scientists and data engineers.
Further, the study results were proposed in two steering committee meetings
that approved the changes in design of data pipelines and waiting for the ap-
proval to start implementation. Table 8.1 summarizes the activities in which
the researchers were involved in both the companies. Through action research,
we have focused on exploring, understanding, and improving data pipelines in
real contexts. The action research process cycle consists of five stages namely
(1) diagnosis, (2) action planning and designing, (3) action taking, (4) evalu-
ation, and (5) specifying learning [66] [67]. Each step of the research process
cycle is described in detail below.
Problem diagnosis and field organization
The first step of action research, diagnosis focuses on identifying, understand-
ing, and describing the problem from the studied organizational context [66].
We have two organizations that actively participated in the study. There-
fore, the studied contexts involve two analytics R&D organizations with data
scientists, software developers, ETL developers, and data analysts at large
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software-intensive organizations within the telecommunication industry and
automobile industry respectively. The researchers conducted a literature re-
view analysis to identify and inform the challenges while maintaining data
pipelines without monitoring and fault detection components.
Through consultation with problem owners, it was determined that there
existed no automated monitoring in the data pipeline but rather fault de-
tection was manually done by either data pipeline owner/flow-guardian in
Company A and it was not at all monitored in the other. Typically, in Com-
pany B the errors in the data were accumulating over the steps in the data
pipeline without being detected and the superuser of the data pipeline was de-
tecting the data errors while receiving the data quality reports. According to
the superuser who is also a data scientist, data quality is considerably low due
to the problems in the data pipeline. The most emphasized problems include
complete data file loss during transmission, data loss during data ingestion,
and data errors generated through human involvement. One proposed action
was to come up with a fault detection component and a mitigation strategy
component in each of the links in the data pipeline that will identify potential
issues in the data pipeline stages and suggest mitigation strategies to reduce
the impact of fault thereby ensuring continuous and smooth flow of data.
Action planning and design
For solving the problems in the data pipeline, researchers proposed a so-
lution, discussed in a workshop at Company A, and presented the findings
before the steering committee for approval [66]. An initial step for incorpo-
rating automated fault detection practice and mitigation strategies involved
understanding the steps in the existing data pipelines in the case companies.
For the modeling of fault-tolerant data pipelines, this step is useful to inform
about the actual and desired characteristics of data pipelines. At the same
time, we did a literature review on fault-tolerant data pipelines implemented




Pipeline A1: Hardware Fault Detection using Machine Learning
Customers return the products from Company A to a screening center when
they detect issues. Therefore, a machine learning model is deployed at the
screening center to verify the fault in the products. Pipeline A1 which is
spread across three zones namely A, B and C accomplish the hardware fault
detection. Zone A is the data generation zone where the devices are located.
Whenever a hardware problem is encountered, it is sent to Zone B where the
machine learning component verifies whether the hardware component should
be accepted by the company for repair or replacement. The machine learn-
ing component for hardware fault detection is developed at Zone C where
company A is located. When the hardware component is returned to the
screening center, i.e Zone B, data is logged in a raw data storage which is a
centralized data lake for returned products. The data required for training
the machine learning model is fetched from this raw data storage by sending
the query and stores in a local data storage at Zone C for further processing.
The data in the local data storage will be in the form of logs and they are
different for different types of hardware products. Therefore, Zone C parses
the logs and extracts the data required to train and test the machine learning
models for hardware fault detection. There can be ill-formatted data, miss-
ing data, and non-numerical data which is mitigated using data imputation
and categorical encoding which is collectively called data cleaning. The data
thus prepared is validated once again before feeding it to the machine learning
model. As we are only concerned about the data related activities here, all
the model-oriented activities are not included in the pipeline A1. The model
once deployed in the screening center is continuously monitored for evaluating
the performance which is done in a semi-automatic fashion. i.e the key per-
formance indicators(KPI) are automatically generated. However, the analysis
and decision for retraining the model are taken after manual analysis of the
KPIs and discussion with the subject matter experts(SME).
Pipeline A2: Network Analytics using Machine Learning
The data is collected from the centralized data collection system developed
by the company as the data needs to be collected from the live network. Fig.
8.2 illustrates the data pipeline for network analytics. Although network an-
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Figure 8.1: Pipeline A1 - Hardware Fault Detection using Machine Learning
alytics is a human activity, with pipeline A2, Company A is maximizing the
automation for performing network analytics. Information preparation, iden-
tification of patterns, and anomalies are accomplished using the pipeline A2.
This pipeline is spread across three zones A, B and C. Zone A is the data gen-
eration region where data sources, i.e base stations are located. Unlike other
data pipelines, the data is collected from live customer networks. Therefore,
special data collection agents are deployed in the customer networks to fil-
ter the customer sensitive data and collect the data required for performing
network analytics. This data collection agent authorizes and authenticates it-
self through an access service mechanism. It sends an authentication request
which is approved by the access service if the credentials are matching and
then data access is given for that data collection agent. Zone B is collecting
data and stores it in a raw data storage which is a central data repository.
Data for performing analytics are fetched from this data repository through
queries and stores it in a temporary local data storage at Zone C. Unlike other
pipelines, Zone B and Zone C are parts of Company A. Data in the form of
log files are then parsed to prepare data set for training and testing machine
learning model. Data Validation checks are performed before feeding the ma-
chine learning model. If the checks fail, then data is again fetched from the
local storage and the same activities in the pipeline are repeated and finally,
it goes as input to the machine learning model which does network analytics.
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Figure 8.2: Pipeline A2 - Network Analytics using Machine Learning
Pipeline A3: CI/CD Data Integration Pipeline
The data pipeline illustrated in Fig. 8.3 is spread across three zones A, B,
and C. Zone A and Zone C are outside Company A and Zone B is the com-
pany itself. This data pipeline A3 is the simplest pipeline in this study that
serves the teams in company A who are working with data whenever they
need it (With the term ’data’, we mean the link from which the original data
can be downloaded). The data pipeline components in Zone B collects data
from multiple sources in Zone A and stores it in a data warehouse. Zone B
collects two types of data dumps: internal(CI) and external(CD). The inter-
nal data dump is the data that is ingested by the teams inside the company
A and external data dump is the data collected directly from the devices in
the fields. The data ingestion method varies according to the data source.
For instance, the data ingestion method for internal data and external data
are different. The ingested data from multiple assorted sources are stored
in the raw data storage for further use. The data can be in encrypted form
which needs decryption before storing it in the refined data storage. The data
archiver module sends encrypted data dump to the third-party services for
decryption. Decoded links from the third party are transferred to data stor-
age. Therefore, data from distributed sources are made available in a central
location. For instance, if a team wants to access the external data from a
continuous deployment zone for evaluating the key performance indicators or
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Figure 8.3: Pipeline A3 - CI/CD Data Integration Pipeline
internal data. The monitoring mechanism in the pipeline is manually car-
ried out by the ’flow guardian’ who is responsible for fixing the issues in the
pipeline.
Pipeline B1: Data Quality Monitoring Pipeline
Data quality monitoring pipeline, B1 is spread across three zones, namely
Zone A, Zone B, and Zone C. Data generation takes place at Zone A and it
consists of all the manufacturing units, delivery, and repair centers distributed
at different parts of the world. Zone B is a company which collects, ingest,
aggregate, and store the data in a big data warehouse, marked as Refined
Data Storage in Fig. 8.4. Zone C collects a part of data from the Refined
data storage and creates data quality reports for the data scientists and data
analysts. Company B where the study was conducted is at Zone C. Therefore,
company B cannot exert much control over Zone B and Zone A.
The company at Zone B collects and stores four types of data and dis-
tributes it for teams as well as co-working organizations. Plant data, delivery
data, warranty data, and repair data are the different types of data that are
collected from sources such as manufacturing plants, service centers, delivery
centers, and warranty offices. The manufacturing plants at Zone A will gen-
erate data for each product built there. The manufacturing data is collected
from distributed manufacturing plants every 24 hours. However, not all the
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Figure 8.4: Pipeline B1 - Data Quality Monitoring Pipeline
data generated by the plants are collected by the data collection agent at Zone
B. The Group Quality IT platform of the co-working organizations demand
the data that needs to be collected from the plants. The data requested by
the delivery centers are also collected and stored in the Refined Data Storage
at Zone B. The data collected from different sources are in different formats
and volumes. Therefore, data transfer mechanisms as well as data storage is
different for all data sources. The data is ingested from the raw data storage
and then transformed into a uniform format and stored in a data warehouse
marked as Refined Data Storage which then acts as a supplier for teams as
well as other organizations that demands data. For instance, the delivery
centers need data about the products that are manufactured in the plants.
Company B at Zone C receives data collected and stored at Zone B and
creates data quality reports which are used by the data scientists team for
analyzing the product quality. For instance, the reports can be used to un-
derstand the model of the product that is sent to repair centers frequently.
When the data quality is not satisfactory, the investigation is initiated and
actions are taken to fix the data quality issues. Company B at Zone C access
data at Zone B through a private network and then store it in another data
storage marked as Refined Data Storage - II from where data scientists can
access it for creating reports and training machine learning models.
All these data pipelines have different steps based on the use case. There-
fore, we have created a conceptual model of data pipeline with some common
steps as shown in fig. 8.5 for the easy presentation of analysis results. Based
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on the data pipelines A1, A2, A3, and B1 we have collected data about the
typical data pipeline faults and have classified the faults according to the steps
where they appear. Some faults like change in data format repeatedly occur
at various stages of the data pipeline. Table 8.2 illustrates the steps in a data
pipeline, faults at each step, and the possible mitigation strategies. The faults
marked in the table are the most typical ones causing data pipeline leakage
and failure.
Action taking
The chosen method for the solution is implemented in the action taking
step [66]. In this study, among the activities in action taking involved iden-
tification of fault detection and mitigation strategies in the data pipeline and
the implementation of the same in a small piece of the existing data pipeline.
Mostly a data scientist, a software developer, and the researchers conducted
a weekly one-hour meeting at the organization’s premises.
Here, the solution strategy we adopt is to include a fault detection compo-
nent in the data pipeline marked as ’F’ in fig. 8.5 which can detect the faults
at a particular step and initiate mitigation action if defined. Sending alarm is
a default mitigation strategy adopted by the data pipeline. Mitigation action
cannot fix the issue, it can only ameliorate the impact of the fault. Some
mitigation actions provide a temporary fix and for a permanent fix, human
intervention might be needed. Therefore, sending alarms is done regardless
of other mitigation strategies defined. Table 8.2 shows the data pipelines and
their respective steps which initiate sending alarms immediately when a fault
is encountered. Faults at different steps of the data pipeline vary according to
the use case, dependency on other organizations, level of control on different
zones, etc.
Since the incorporation of fault detection component at all stages of all four
data pipelines is not an easy task to accomplish, we chose to select a small
slice of the data pipeline for implementing fault detection and mitigation com-
ponents as a pivot sample. Pipelines A1, A2, and B1 are spread across three
zones and the case companies are in Zone C, it is difficult to get permission
from authorities to incorporate new components. Therefore, we chose pipeline
A3 which is the simplest pipeline in the study. Again, the most fault occurring
slice of it was chosen for implementing our solution strategy. Thus, the link
between Data Archiver and third party services was selected. Third-party
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services decode the encrypted links sent to them and send back the decrypted
links. However, due to some reasons decoded links are missed in the connector
between data archiver and third parties resulting in the degradation of data
quality.
For data pipeline B1, the implementation of fault detection components at
the links in Zone B is pending approval, and Zone C is progressing. As Zone B
and Zone C are completely different companies, many of the alarms received
from manufacturing units and delivery centers were not shared with Company
B. Therefore, sending alarms to both zones B and C was set as an action item.
As the fault detection component is not implemented, alarms are generated
only for a subset of faults like data sending job failure, change in data format,
data generation software failure, and inactive data source. Nevertheless, these
are some of the faults that occur at the very early steps of the data pipeline.
Therefore, sending alarms for these itself is advantageous as the practitioners
can easily identify the reason for unexpected changes in data products.
Evaluation
At the evaluation step, the effects of action taking are captured using meth-
ods such as focus groups, meetings, interviews, observations, etc [66]. In this
study, while instances of evaluations also occurred throughout the design and
implementation of fault detection components and mitigation strategies, ex-
plicit evaluations were captured during the initial development steps of the
data pipeline model and its application on the organization’s data pipeline. At
this step, a summary of the feedback based on the implementation, open pos-
sibilities, and limitations was created and discussed between the researchers
and the problem owners. Further, the software developer helped in identify-
ing the repository where the fault detection and mitigation strategy should be
coded without hampering the existing data flow through the pipeline and gave
necessary instructions to do HBase coding with Python. During the session,
the researcher collected data through observations and by asking a set of pre-
defined questions to the data scientist and software developer. It is important
to notice the evaluations were not only about the fault detection component
but also the entire process of incorporating automated fault detection and
mitigation strategies in an operational data pipeline.
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Specific Learning
Lastly in action research, the general lessons are specified based on the eval-
uations to help decide on how to proceed e.g., a subsequent action research
cycle [66]. Several improvements for the other parts of data pipelines were
identified and agreed upon for further development. However, as the main
finding, this study particularly reflects on the lessons gained from the process
of incorporating fault detection components and mitigation strategies. The
lessons learned are based on discussion and notes gathered during evaluations
described above in Evaluation. Specific aspects .reflected upon and discussed
as findings of the study include:
• Identification of faults and corresponding mitigation strategies at each
step of the data pipeline
• Incorporation of automatic fault detection components and mitigation
strategies in the data pipeline.
• Benefits and limitations of fault detection component and mitigation
strategies in the data pipeline.
8.3 Findings
In this section, we present the findings from each of the two case companies
involved in our study. In particular, we present different stages of a concep-
tual model of the data pipeline that we developed and identified the faults
that occur at each step of the data pipeline and the corresponding mitiga-
tion strategies the companies can adopt to ameliorate the impact of the fault.
The failures that we identify were derived from the empirical data and rep-
resent the typical failures that practitioners in the case companies experience
in management of data.
Data Generation
Data generation is the first step of all data pipelines included in the study.
Any fault at this step will be propagated to the successive steps of the data
pipeline. Therefore, it is necessary to detect the faults and take correspond-
ing mitigation actions to facilitate a smooth flow of data through the data
pipelines. The possible faults at this step are:
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Figure 8.5: Conceptual model of data pipeline
Data Source Failure
The source generating data can fail due to many reasons. For instance, if a
machine learning component is kept inside a vehicle, it will not get data when
the vehicle crashes. In addition, the data generation component can fail.
Inactive data source
Data generation stops when the host device is inactive. This does not apply
to all data pipelines. However, some data generation components are pro-
grammed to produce data only when in action. Thus, inactive data sources
will not produce data. For instance, during the COVID-19 pandemic, manu-
facturing plants of pipeline B1 was inactive and didn’t produce any data. In
this case, the data source is not failed, but inactive.
Sending alarm is the only possible general mitigation strategy for all these
faults in this step. Sending notification to reactivate the source is another
mitigation strategy. However, all these needs human intervention.
Data Collection
Data from the data sources are often collected through a data collection agent
or a data collection method that takes care of authentication and authorization
services. Moreover, all the legal agreements and contracts are prepared and
verified at this step.
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Authentication failure
Authentication is the process of validating the identity of the agents trying to
get access to the data generated by the data sources. Authentication failure
restricts access to data and data pipeline breaks at the data collection step.
Expired credentials are the main reason for the authentication failure. There-
fore, as a mitigation strategy, functional user credentials which never expires
can be obtained from the authorities. Otherwise, action should be taken to
renew the credentials. Lack of legal agreements or expired contracts also leads
to data accessibility issues. Setting up legal contracts is the action that needs
to be taken. As this cannot be done automatically, sending an alarm to the
concerned person is the only possible action.
Data sending job failure
Data is sent to the data collection device either continuously or as batches. All
the data pipelines detailed in the previous section are processed in batches. A
batch job is a scheduled program that is assigned to run without further user
interaction. Failure of these jobs will also result in data pipeline breakage. In
most of the batch processing systems, notification of failure is built in which
makes the task of sending alarms trivial.
Unexpected data
Unexpected data is a very typical fault experienced by most of the practition-
ers. Partial failure of the above pipeline steps results in this fault. Moreover,
improper communication between teams and the zones in the pipelines are
other reasons for unexpected data. For instance, data pipeline B1 experi-
ences this fault when a new source is added in Zone A without notifying the
concerned data pipeline owner in Zone B.
Data Ingestion
Data ingestion is the process of collecting data from multiple assorted sources
distributed around the globe. Failures in this stage can cause the disappear-





When a new source is added, it might generate data different from the existing
sources leading. Thus, data pipelines fail to ingest the data from the new
source. For instance, data pipeline B1 was recently added a new data source.
However, the existing data ingestion methods fail to ingest the data from
that source and as a result, the team is now building a new ingestion module
specifically for that new data source.
Data extraction faults
Data is not always in the required format. Therefore, data extraction is per-
formed to select and fetch the values required from available resources for
further processing. Frequently, companies extract data to process it further,
migrate the data to a data repository such as a data warehouse or a data lake
or to further analyze it. This data extraction can be physical or logical. Data
extraction methods fail to scrape the data properly when the type of resource
is different than expected. Further, the data extraction method may fail to
determine the relevancy of data and can scrape irrelevant data. Common mit-
igation strategies adopted include standardizing the data formats, converting
the data to an acceptable format, defining a new data extraction method that
can scrape relevant data from all different data formats which are considered
as an ideal strategy.
Change in data formats
Change in data format is a common issue reported by all the four data
pipelines. However, the extent of impact caused by this fault is different for
different pipelines. For example, the impact is more on pipeline B1. Because
Zone B and Zone C are different companies. The company at Zone C has a
pipeline that is built to process certain types of data formats. When the data
received from Zone B is in a completely different format, the data storage
crashes causing data pipeline breakage and the further steps starve without
getting data. This fault is a problem for all the successive data pipeline steps
as well. Sending alarms while changing the format is the one possible mit-
igation strategy. Further, many companies use a versioning mechanism for
data formats. These alarms are helpful for practitioners to adjust the data
pipelines to receive the data in a new format.
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Data Storage
Data Storage is a step that is often repeated in the data pipeline. Generally,
there are two types of storage found in the aforementioned data pipelines:
raw data storage and refined data storage based on the type of data stored
in it. Based on the data access, storage is again classified as a central data
repository and a local data repository.
Insufficient data storage
Insufficient data storage is a very common data pipeline fault especially when
the data volume is very large. With the advent of Big data storage technolo-
gies, this fault can be fixed without much trouble. However, the most common
mitigation strategy adopted by the case companies is to send an alarm to the
developer and support team. They manage the storage space by deleting the
temporary files, removing duplicates, etc. In pipelines A1 and A2, storage
space is shared between teams. Therefore, storage capacity decreases when
the data volume increases. An alarm is sent to all teams regarding the storage
space and usually, it is managed manually by deleting the temporary files and
data. All teams have read and write access. One possibility of fault is a team
manipulating the original data and updating it with the result of their work
leading to the loss of original data. The mitigation strategy implemented here
is to allocate separate directories for each team using the shared cluster.
Data duplication
Storage of redundant data is another cause for the wastage of storage space.
The main reason for redundant storage is different teams storing their copies of
the same data in different directories of the same storage. Data de-duplication
methods with Hive, Map-reduce, HDFS, etc are one of the best mitigation
strategies that can be adopted.
Infrastructure failure
RAM Crash, Power-down, Hard-disk failure, etc are classified under infras-
tructure faults and are very critical. Sending alarms and waiting for the fix
is the issue is the only possible mitigation strategy that can be adopted. To
prevent data loss, data storage should be set as non-volatile. Recovering data
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failed hard disk needs a skilled data recovery service.
Data Processing
Data processing is the collection and manipulation of data for producing
meaningful insights. Data Processing is an umbrella term that can be used
to represent several activities like data transformation, data cleaning, data
preparation, data interpretation, etc.
Transformation faults
Data transformation is the process of converting data from one format or
structure into another format or structure. When the data is converted from
one form to another, some parts of the data are lost. Instead of defining
a mitigation strategy, it is preferable to use a lossless data transformation
technique whenever possible so that data loss can be prevented.
Unclear definitions and wrong interpretations
These are the least common fault encountered at the data processing step.
For instance, a very common mistake in the machine learning model is the
non-linear data misinterpreted as linear data and this leads to wrong model
selection and eventually produces poor prediction results. Moreover, some
values in the data are misinterpreted and taken for analysis without under-
standing the context. The possible mitigation strategy is to contact subject
matter experts for correct interpretations and clarifying the doubts regarding
the range of the data and possible values for a parameter.
Human errors
Human errors are very common and data pipelines maximize automation to
minimize human errors. However, there are certain activities in the data
pipeline that cannot be automated. For instance, the data labeling step in
a machine learning pipeline cannot be completely automated. Therefore, the
complete elimination of human errors is nearly impossible. Data validation
is a mitigation strategy to reduce the impact of human errors. The data
validation framework performs various checks to detect the errors in the data
that are introduced by various sources.
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Schema errors
Schema standardizes the data content. Schema errors occur where there is
a problem with the structure or order of the file. Schema errors prevent the
validation from being run in full because the file cannot be read. This means
that errors cannot be traced to a particular record. Defining common schema
and common language is another mitigation strategy that can be adopted.
Schema validation is also a mitigation strategy adopted to identify schema
errors.
Data Sink
Data sink is the final destination of data where the data pipeline ends. Data
storage such as data lake, data warehouse, file systems or databases, data
applications such as data visualization applications, data analysis models,
machine learning models, etc are different types of data sinks in the data
pipelines.
Dirty data
Data missing happens mostly during data transmission from one node to an-
other. Data logs that are not returned in expected formats or a non-readable
format are usually skipped causing missing data. For instance, data gener-
ation in pipeline A1 is carried out by the software component built in the
hardware part sold to the customers. Due to the incompatible or obsolete
data parsers in the data pipeline, data generated by these software compo-
nents become unreadable and thus become unavailable for further processing.
The mitigation strategy is to contact the team and they parse the logs after
defining new parser or updating existing parser. There is a specific range of
values for each of the parameters in the data. When the data is out of range,
it results in severe data quality issues. Check the range of values against the
parameters after discussion with subject matter experts. These errors can be
detected through data validation. A common mitigation action is to replace
with suitable statistical measure depending on the parameter.
142
8.4 Automated Data Pipeline Recovery
Table 8.2: Common Faults and Mitigation Strategies
Data Pipeline Stage Faults A1 A2 A3 B1 Mitigation Strategies Sending AlarmsA1 A2 A3 B1
Data Generation Data source failure X X X X
Set a proxy which
never fails X X X
Inactive data source X X X Send notificationto restart the source X X X
Data Collection
Authentication failure X X X X Functional usercredentials X X X X
Data sending job failure X X X X Send notificationabout failure X X X X
Unexpected data X X X Send email toflow guardian X X X
Data Ingestion
Incompatible ingestion methods X Log the error,Define dedicated ingest modules X X
Data Extraction faults X X X X
Conversion to acceptable format,
Formalize the data,
Define data extraction method
that works for all data formats
X X X X
Change in data formats X X X Versioning mechanism X X X X
Data Storage
Insufficient storage X X X X Alarm to the developerand then to support team X X X X
Data duplication X X X X Use of HDFS X X
Infrastructure failure X X X X Sending alarm toIT support X X X X
Data Processing
Transformation faults X X X Define lossless approaches
Unclear definitions and
wrong interpretations X X X X Contact SMEs X
Human errors X X X X Data validation




X X X X
Data Sink Dirty data X X X X
Statistical methods,
Data imputation techniques X X X X
8.4 Automated Data Pipeline Recovery
In this section, we detail the solution strategies that can be adopted for auto-
mated data pipeline recovery. The strategy is to include two connector level
components in the data pipeline namely fault detection and mitigation. For
the physical realization of this solution approach, we chose the data pipeline
A3. Incorporating new components in all links is certainly not achievable
within a short period due to practical difficulties. Therefore, we have cho-
sen a small slice of the data pipeline as shown in fig. 8.6 which consists of
two nodes and a connector in between. Data archiver and third party ser-
vices are the two nodes and there is a connector in between them. The data
archiver gets the encrypted data from the data ingestion module which is then
transferred to the third parties for decryption.
Due to reasons such as inadequate bandwidth or insufficient resources some
links are not sent back after decryption. Consequently, these links are never
stored in the refined data storage and therefore not sent to the data appli-
cation. Missing of links over time increases to an extent that it causes con-
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siderable degradation in data quality. Therefore, we decided to keep a fault
detection component in the connector between the two nodes.
Fault detection: Each data link is associated with a unique DUMP ID.
When a new encrypted link is obtained from the data ingestion node, HBase
table RBS DUMP FILE is scanned for the corresponding decrypted link. The
encrypted link is sent to the third party if already decrypted link is not avail-
able in the HBase table. When the decryption is successful, third party ser-
vices at Zone C sent the decrypted link back to Zone B. While obtaining the
decrypted link, it is written back to the Hbase table RBS DUMP FILE by
setting the response code as ’200’ and SERVICE FAILURE flag as ’NO’ which
is otherwise set as ’YES’. All those links stored in HBase before 24 hours and
having a status of ’200’ represents failed data links. These links can be sent
to third parties again on the next day for decryption together with the new
links.
Mitigation Strategy: Access the HBase table RBS DUMP FILE and
check for the data links stored before 24 hours and are having a response code
of ’200’. Fetch the DUMP IDs of all such data links and form small batches.
Send them to the third parties using Kafka message service for decryption.
Make a Kafka message that contains DUMP IDs back to third parties for
reprocessing.
When the mitigation strategy was implemented for the first time, the num-
ber of failed dump ids was counted and it came around 32453 over 30 days.
Before. implementing the fault detection and mitigation strategy, these dumps
were skipped and were not taken for further processing. Consequently, the
quality of the reports that are produced out of this data was poor. After
implementing the fault detection and mitigation strategy, failed dumps are
automatically resent as small batches along with the new dumps to the third
parties for decryption.
8.5 Related Work
This section presents the most related previous studies on data pipelines
conducted in both academia and large-scale industries including Facebook,
LinkedIn, Google, and Microsoft.
The study in [144] by K. Goodhope et. al describes the building of a real-
time activity data pipeline at LinkedIn. The study also highlights the design
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Figure 8.6: A small slice of data pipeline A3
and engineering challenges faced while moving the data pipeline of LinkedIn
from a batch-oriented file aggregation mechanism to a publish-subscribe sys-
tem in real-time. However, the paper has no explicit mention of whether the
data pipeline is capable of recovering from failures.
A multiple case study conducted by Amershi, et. al at Microsoft [15] dis-
cusses a pipeline to address issues fundamental to the large-scale development
and deployment of ML-based applications. The pipeline followed by the ML
experts at Microsoft involves nine steps starting from data collection to model
monitoring and the feedback loops. The pipeline stages include both data-
oriented stages as well as model-oriented stages. However, the paper has no
mention of monitoring and fault detection.
Tevfik et. al in [180] have proposed and validated an automated data
pipeline that can manage multi-hop data transfers for moving a large vol-
ume of data among multiple sites. The data pipeline is resilient to failures
and can recover automatically from a variety of networks, storage systems,
software, and hardware failures. Besides, they have also shown a real-life data
transfer involving thousands of large files and show that data pipeline works
and is able to handle failures effectively.
A high-level component overview of a machine learning platform is discussed
in [181]. In this paper, the authors state that creation, deployment, and
maintenance of machine learning models require orchestration of components
such as model generators, model validators, data validators, and infrastructure
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for serving models in production. This study also recognizes the importance
of fault detection and explains the impact of data errors.
A data pipeline for real-time data processing at Facebook is presented
in [143]. The authors have identified five important design decisions that
affect the ease of use, performance, fault tolerance, scalability, and correct-
ness of data. In their paper, they discuss the usage of Scribe, a message bus
that connects nodes in a data pipeline.
E. Caveness et. al discuss the TensorFlow data validation in continuous
Machine Learning pipelines [142] at Google. The TensorFlow Data Valida-
tion(TFDV) architecture developed at Google is demonstrated in the paper
which consists of a Data Analyzer component which computes statistics in
a scalable fashion over large amounts of data, a Data Validator which finds
anomalies in the data, and a Data Visualizer which provides visualizations of
the statistics, schema, and the anomalies.
In summary, data pipelines have attracted significant interest from the
software industry and research within a short time, and the notion of data
pipelines among practitioners is growing. Besides, research related to data
pipelines is emerging in the scientific literature. However, not many papers
have discussed the data pipeline modeling, the essential components, faults at
different stages of the data pipeline, and the definition of mitigation actions
to reduce the impact of failure.
8.6 Conclusions
In this study, we explored four data pipelines in two companies and identified
the faults at each step and the corresponding mitigation strategies. Based on
a conceptual model of data pipeline we presented the concept of modeling a
fault-tolerant data pipeline which can automatically detect common faults at
various steps and take action to reduce the impact of the faults. In doing so, we
can obtain a fault-tolerant, self-healing data pipeline. While the details in our
study relate to each specific company, there are several implications that we
think apply to more companies than those we studied. First, most of the faults
identified are very typical and will apply to most of the data pipelines. Second,
the classification of faults according to the stages helps companies to identify
the faults that occur in their pipeline. Finally, the mitigation strategies we
identified through our study help to reduce the impact of faults. For the first
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time when implemented, the data pipeline will not be completely fault-tolerant
as we cannot anticipate all the faults at various stages of the data pipeline.
However, the list of faults and mitigation strategies can be updated when
encountering new problems. While our study does not provide an exhaustive
list of all the faults and mitigation strategies, we believe that the empirical
insights presented here will be important for companies. In future works, we
intend to further extend the list of. faults and mitigation strategies with more
industrial cases of companies implementing data pipelines. Further, we intend
to develop an end-to-end data pipeline with a fault detection component which




Concluding Remarks and Future Work
To sum up, this research investigates the data management practices and data
pipeline model, especially for AI-enhanced embedded systems. The main goal
of this study is to empirically identify the data management challenges en-
countered during the development and maintenance of AI-enhanced embedded
systems, propose an improved data management approach and empirically
validate the proposed approach. This thesis presents the motivation, proce-
dures, and findings of our research conducted in the area of data management
and data pipelines for AI-enhanced embedded systems. In this research, we
have mainly focused on data management challenges and the adoption of ro-
bust data pipelines which is a mandatory component for practicing DataOps.
We have identified the key data management challenges at each stage of the
data pipeline through an exploratory case study. Through this study, we es-
tablished the need for a better data management practice which lead us to
the DataOps approach. As DataOps is an emerging practice, it is the least
explored area considering the peer-reviewed literature and also not many com-
panies were practicing it. Therefore, we conducted an extensive multi-vocal
literature review including both peer-reviewed literature as well as grey liter-
ature to obtain an overview of the definition and its practices. We identified
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the maturity stages through which the companies passed before the adoption
of DataOps through multi-vocal literature review and multiple case studies
at a company practicing DataOps. Not surprisingly we were able to ob-
serve the factors that were holding the companies from adopting DataOps.
Further, we identified the critical and basic element required for practicing
DataOps which is data pipelines. Despite the opportunities provided by data
pipelines inevitably, there were several practical challenges such as organi-
zational barriers, data quality challenges, and infrastructural problems that
curbs companies from implementing and maintaining the data pipelines. Our
study also concluded that there needs to be a domain-specific language for
data pipelines for better communication between the teams within and across
the companies. We then performed studies to understand the fundamental
components required to build a robust data pipeline and designed a con-
ceptual data pipeline model that enables minimum human intervention and
maximum automation. We identified the typical faults at each stage of the
data pipeline and corresponding mitigation strategies. Finally, we validated
our data pipeline model by realizing a small slice of an existing operational
data pipeline at one of the collaborating partner companies. We were able
to increase the data quality by including more data dumps that were skipped
before we implemented fault detection and mitigation strategies.
This thesis underlined the significance of data management practices such
as DataOps and data pipelines for AI-enhanced embedded systems. The RQs
framed in chapter 3 are addressed as follows.
RQ1: What are the challenges associated with data management in
embedded system companies?
In order to answer this research question, we conducted the literature re-
view and identified that no paper discussed the data management challenges
for deep learning models. Therefore, through a multi-case study with case
company B exploring use cases from 6 different domains, we identified 20
data management challenges encountered by practitioners while developing
DL models and categorized them across the phases of the data pipeline. The
challenges identified in this paper help practitioners foresee the roadblocks
that may encounter while managing data for deep learning systems. More-
over, it provides an overview of data management challenges for deep learning
models which was a gap in the literature. The study helps to identify the
probable blind spots for the companies wishing to implement deep learning
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models as well as guide future research.
RQ2: How can practices such as DataOps and Data Pipelines help
address data management challenges?
To address this RQ, first, we conducted an exploratory case study at company
B. From our investigation, we understood that the data management strategies
were changed according to the evolving needs of the company. They have
used ad-hoc data analysis, semi-automated data analysis, agile data science,
continuous monitoring and testing, DataOps, etc for managing their data. The
most recent data management approach they use for developing data products
is DataOps. We also analyzed the key components required for adopting a
better data management approach. Further, we identified the impediments
that refrain the companies from climbing the steps towards DataOps. As
DataOps is a relatively new concept, we did a multi-vocal literature review to
derive a definition for DataOps.
Through our action research and exploratory case studies, we observed that
there are challenges such as lack of robust data pipelines, data silos, overload
on data flow guardians, and lack of orchestration in the existing operational
data pipelines in the current data management practices. Further, we an-
alyzed the challenges involved in developing and maintaining data pipelines
and categorized them into three namely infrastructural, organizational, and
data quality challenges. Through this study, we also identified that the data
pipelines have a significant number of opportunities as well.
RQ3: What implications does AI have on data management and
what practices can help address the development and maintenance
of AI-enhanced embedded systems?
With the increased implementation of AI-enhanced embedded systems, com-
panies started to encounter more problems associated with data management.
It is fundamental to note that data is the backbone of AI models and errors in
data can lead to significant performance degradation. Therefore, data man-
agement is essential to successfully deploy AI-enhanced embedded systems.
Through action research and exploratory case study, we identified that the
data pipeline is a good practice for data management. To mitigate the ex-
isting problems with the development and maintenance of data pipelines, we
have proposed a conceptual model for data pipelines that maximizes automa-
tion and minimizes human intervention. To maximize automation, a fault
detection component is employed at each stage of the data pipeline and the
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fault detection component, in turn, calls corresponding mitigation strategy
when faults are encountered. We have also identified the default mitigation
strategy which is sending alarms.
We did action research at one of the companies to analyze the impact of
improved data management practice. One of the data pipelines was selected
for realizing the conceptual data pipeline model. Due to time constraints and
company restrictions, we chose a small piece of the operational data pipeline
and implemented the fault detection and mitigation strategies for that par-
ticular slice. We could observe that the implementation could save 32,453
data dumps which constituted 37% of the total data dumps flowing through
that data pipeline link. This observation clearly illustrates that the improved
data management practice using a conceptual model of data pipeline can
increase the quality of data products. Moreover, the fault detection and miti-
gation strategies implemented at the pipeline stages maximize the automation
thereby accelerating the development of AI-enhanced embedded systems.
9.1 Key contributions
The key contributions of this thesis are listed below.
Objective 1: To identify the data management challenges specific to
Deep Learning models developed at embedded system companies
• Identification of the key challenges related to data management during
the development of deep learning models.
• Categorization of data management challenges
Objective 2: To analyze how DataOps helps to address data man-
agement challenges
• Developed a definition for DataOps
• Identification of the key components for industrial data management
• Built an evolutionary model for data management practices
• Identification of the challenges at each stage of the evolution that are
pulling companies backward from attaining the full potential.
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Objective 3: To analyze how data pipelines help to address data
management challenges in data applications and specifically AI-
enhanced embedded systems
• Identification of the key elements for a conceptual data pipeline model
• Identification of the node level capabilities and connector level capabil-
ities
• Identification the sequence of activities in the data pipeline model for
data applications
• Identification the sequence of activities in the data pipeline model for
AI-enhanced embedded systems
• Identification of opportunities with the implementation of data pipelines
• Identification of challenges during the implementation of data pipelines
Objective 4: To validate the data pipeline that maximizes au-
tomation and minimize human intervention
• Identification of the faults at each link of the data pipeline
• Identification of the mitigation strategies at each link of a data pipeline
• Identification of the default mitigation strategy
• Realize the data pipeline and analyze the impact
9.2 Future Work
In our research we have designed a conceptual data pipeline model, explored
the opportunities and challenges encountered while building and maintaining
them. We have also identified the typical faults at each stage of the data
pipeline and the corresponding mitigation strategies. However, we adopted
an inductive approach for validation due to a shortage of time. The validation
is performed on a small piece of one of the data pipelines. To extend this
further, we are planning to realize our conceptual data pipeline model so
that companies can build their customized data pipelines by including the
components to perform different activities that are demanded by their use
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cases. Furthermore, we have plans to develop AI-based fault detection and
mitigation system suitable for data pipelines.
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