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We present the results of atomistic and ab initio simulation of several different tilt grain bound-
aries (GB) in silicon. The boundary structures obtained with genetic algorithm turned out to
have no coordination defects, i.e. all silicon atoms restored their tetrahedral coordination during
the structure optimisation. That concerns previously known symmetric Σ5 (130), Σ3 (211) and
Σ29 (520) boundaries as well as previously unknown asymmetric Σ9 (255)/(211), Σ3 (255)/(211)
and Σ13 (790)/(3 11 0) structures. We have performed an extensive study of defect segregation on
the boundaries, including neutral vacancy and carbon, phosphorus and boron impurities. A clear
correlation between the segregation energy of the defect and local geometry of the boundary site
where the defect is segregated has been revealed. We suggest a simple purely geometric model for
evaluation of approximate segregation energies of the listed defects.
I. INTRODUCTION
Grain boundaries (GBs) drastically affect the elec-
tronic properties of polycrystalline silicon used for solar
cell and electronic devices. The boundary related gap
states greatly contribute to the recombination of charge
carriers1, thus leading to the decrease of the minority
carriers lifetime and diffusion length and the deteriora-
tion of device performance. A charged boundary, e.g. the
one acting as a sink for charged defects or having enough
traps for charge carriers, can create a depleted layer and
become itself an electrostatic barrier for charge carriers2.
One possible source of gap states at GBs is the presence
of coordination defects. By coordination defects we shall
further mean any deviation from fourfold (in other words,
tetrahedral) coordination of silicon atoms at the bound-
ary. Such defects might exist even in pure boundaries
containing no impurities and having favourable energies
and stable structures. Despite the extensive experimental
and computational studies the presence of coordination
defect at different boundary types remains controversial.
For example, the authors of recent work (Ref. 3) take it
as something obvious that the geometries of grain bound-
aries are highly strained, resulting in deep levels in the
band gap.
This is not always the case at least for twin and sym-
metric tilt boundaries. Yet in the very first theortical
work on the structure of GBs in silicon by Mo¨ller4, de-
spite very simple empirical approach to the GB energy
calculation and absence of automated geometry optimi-
sation, several perfectly bonded structures of 〈011〉 sym-
metric tilt GBs have been revealed. After the Structural
Unit Model has been proposed in the seminal paper of
Sutton and Vitek5 it became possible to find the perfectly
bonded low energy models of symmetric tilt boundaries
even in early computational studies6–8. In later simula-
tions (for example, Refs. 9 and 10) many more of such
models have been established. One can find an exten-
sive review of computational studies in Ref. 11. In dia-
mond which has the same crystalline structure as silicon
the situation is similar despite the higher stiffness of C-
C compared to Si-Si bonds. The family of symmetric
〈001〉 tilt GBs in diamond12 has been found to have no
coordination defects with few exceptions. Tight binding
(TB) study13 of symmetric 〈011〉 tilt boundaries revealed
the bond reconstruction between threefold-coordinated
atoms leading, again, to perfectly bonded structures.
For twist grain boundaries the situation is different.
Most of proposed models for silicon14–19, diamond20 and
ultrananocrystalline diamond21 contain coordination de-
fects. Besides coordination defects, partial amorphisa-
tion of intergranular layer is often attributed to these
boundaries18.
However, van Alfthan et al22 has pointed out that the
structure search algorithms used in previous studies did
not sample the configurational space correctly. The key
point of a newly suggested protocol was systematic re-
moval of atoms from the boundary. With this new pro-
tocol they were able to find ordered structures without
coordination defects even for twist boundaries. Steneteg
el al23 later underlined the importance of this protocol
in the study of Σ5 (001) twist GB in diamond, how-
ever, their lowest energy models contained coordination
defects.
Simplifying the situation, one may conclude that there
are two positions. According to the first one, pure bound-
aries in silicon in their stable configurations are ordered
and nearly perfectly bonded. According to the second
one, amorphisation and bonding defects are inherent for
GBs in silicon. The right answer might include both
those positions. For example, Kutsukake et al24 artifi-
cially synthesised Σ5 (310) boundaries with small angu-
lar deviation from ideal misorientation angle α = 36.87◦.
For zero angular deviation the boundary had shown no
electrical activity at all, while for larger angular devia-
tions it was growing. In other words, it is possible that
there exist “ideal” boundaries, ordered, perfectly bonded
and electrically inactive, while small angular deviation
from them create amorphisation, coordination defects
and gap states.
The second possible source of gap states at the bound-
2ary is the segregation of point defects. It is, in fact,
very difficult to distinguish experimentally between im-
purity and coordination defects related gap states. This
circumstance becomes additional obstacle for clarifying
the structure of GBs and their segregation and electronic
properties.
The behaviour of impurities on the boundary is by no
means less controversial then the structure of boundaries
themselfs. For example, electrical activity of GBs, ini-
tially weak in undoped samples, turned out to become
significant upon iron doping in electron beam induced
current measurements25. Moreover, the dependence of
electrical activity and, presumably, iron segregation on
the boundary type has been observed. On the contrary,
the results of microwave detected photoconductivity and
deep level transient spectroscopy26 as well as photolu-
minescence and minority carriers lifetime measurement27
suggest that the dominant recombination path is via dec-
orated dislocation clusters within grains with little con-
tribution to the overall recombination from GBs.
It should be noted that gap states on the grain bound-
aries is not the only possible thing leading to their elec-
trical activity. Pure electrostatic effects, for example, for
the boundaries segregating charged defects, might be sig-
nificant as well and lead to electrical activity. Photother-
mal signal indicating the presence of carriers recombina-
tion has been found to correlate with electrostatic poten-
tial on GBs28. The potential barrier energy of 0.22 eV
determined29 for twin Σ3 (111) boundary from measure-
ments of carrier mobility temperature dependence pro-
vides characteristic for the order of magnitude of the
boundary potential.
A number of computational studies deal with impuri-
ties segregated at grain boundaries. Iron at Σ5 (310) GB
in silicon30, Ga and As at the same boundary in Ge31,
neutral vacancy at Σ3 (211) GB32 – all this works predict
configurations, segregation energies, preferable segrega-
tion sites and electronic structure of impurities. How-
ever, all these models apply only to one specific bound-
ary they were established for and provide little general
information about segregation of these impurities, i.e. in-
formation valid for a variety of GBs.
This is not just a question of structure complexity, it is
also a question of language. What language do we have
to describe defects in irregular structures? Sometimes
it is not even clear what should and what should not
be considered as “defect” in a structure which is itself
inherently defective from the crystalline point of view
(an example will be given in sec. IVA). The crystalline
concept of point defect having the same configuration and
same properties in any of lattice sites does not work well
any more and should be supplemented, if not replaced,
with something else.
The most obvious way to deal with this difficulty is
to introduce local structural parameters characterising
each site of irregular structure. Than one can search
for correlations between the properties of the defect of
concern and local structure of the sites where it is placed.
In this work we suggest a parameter set exhibiting clear
correlation with the energies of defects segregated at tilt
grain boundaries in silicon.
In present paper we report atomistic and ab initio sim-
ulations results for several symmetric and asymmetric
tilt grain boundaries in silicon. Having established their
structures we have considered segregation of such defects
as carbon, phosphorus and boron impurities and neutral
vacancy in different sites of the boundaries. Segrega-
tion energies and electronic structure of the defects is
discussed.
II. CALCULATION DETAILS
To search for low energy GB structures we have im-
plemented genetic algorithm (GA)33 in Python scripting
language. In genetic algorithm a pool of candidate struc-
tures is initially created from random structures. Then
at each step of algorithm the most successful structures,
i.e. those possessing lowest energies, give “offspring” by
mixing their parts in a new structure. Certain amount of
“offspring” and “parent” structures form new structure
pool. Genetic algorithm might also include random mu-
tations at any step. Each step of GA includes also con-
ventional geometry optimisation usually done with con-
jugate gradients.
In our implementation of GA the pool contained 100
candidate structures. The structure optimisation was
limited to 10 A˚ thick layer containing the grain bound-
ary while the grains outside this layer remained intact,
although the rigid body translation of one grain relative
to another was allowed. The “offspring” was produced
as follows: two parent structures were cut but by ran-
domly placed plane perpendicular to the boundary and
the parts of these structures were combined.
For the purpose of accurate evaluation of GB ener-
gies the double boundary model has been utilised in both
atomistic and ab initio calculations. In double boundary
model the supercell contains two identical boundaries re-
lated to each other with inversion symmetry operation.
Unlike a single boundary in a slab, the double boundary
supercell does not have interfaces with vacuum possess-
ing unknown energy and bringing uncontrollable error to
the GB energy.
The energy evaluation and geometry optimisation of
grain boundary structures has been performed at atom-
istic level with Tersoff III many-body potentials34. The
same level of theory has been applied to model carbon
impurity segregation35. Tersoff potentials are known to
provide reliable GB geometries and in vast majority of
cases preserve correct energy ranking order, however, GB
energies calculated with Tersoff potentials are system-
atically overestimated by approximately 30% compared
to ab initio results20. General utility lattice program
(GULP 3.4)36 has been used for atomistic calculations.
For phosphorus and boron as well as for the neu-
tral vacancy we have performed ab initio calculations
3TABLE I. Energies of calculated grain boundaries
axes θ◦ Σ plane(s) type∗ EGB , J/m
2
〈001〉 22.61 13 (790)/(3 11 0) a 1.12
36.89 5 (130), model A s 0.68
36.89 5 (130), model B s 0.63
43.6 29 (520) s 0.77
43.6 29 (520), metastbl. s 1.27
〈011〉 38.94 9 (255)/(211) a 1.0
70.52 3 (255)/(211) a 0.37
70.52 3 (211) s 0.69
∗ s - symmetric, a - asymmetric GB
at GGA level of density functional theory. We used
PBE functional37 in combination with PAW pseudopo-
tentials38 implemented in Vienna ab initio simulation
package (VASP 5.2)39. The energy cutoff for plane wave
basis set of 245.3 eV has been applied to the vacancy and
pure boundary calculations, while for P and B the cut-
off values were 270.0 and 318.6 eV, respectively. These
cutoff values have been chosen because they are minimal
recommended for corresponding PAW pseudopotentials.
Monkhorst-Pack40 k-points mesh has been constructed
for Brillouin zone sampling. In calculations involving
evaluation of gradients (e.g. geometry optimisation) the
mesh dimension was 3× 3× 3, while for density of states
(DOS) calculations it was 5× 5× 5.
III. GRAIN BOUNDARY STRUCTURES
We have calculated symmetric Σ5(130), Σ3(211) and
Σ29(520) and asymmetric Σ9(255)/(211), Σ3(255)/(211)
and Σ13(790)/(3 11 0) grain boundaries. Some of these
results hav been already reported41 in more details. The
listed symmetric structures are already well known42,43
and allow us to validate our implementation of the ge-
netic algorithm. These particular asymmetric structures,
on the other hand, has been chosen because they require
not very large supercells for their modelling and their
calculation is feasible. All grain boundary energies are
summarised in Table I.
For the Σ5 (130) several subsequent runs of GA were
able to recover both “model A” and “model B” described
by Kohyama et al42. The model B has zigzag structure
and lower energy than model A with a mirror-plane sym-
metry. The GB energies of 0.68 and 0.63 J/m2 obtained
with Tersoff potentials are to be compared with 0.42 and
0.29 J/m2 obtained in cited work. The energy rank-
ing order is the same, the qualitative agreement can be
admitted, and the quantitative accuracy was not even
expected.
For Σ29 (520) boundary the first run of GA ended
up with amorphous-like configuration with relatively
high energy of 1.27 J/m2. Although perfectly bonded,
this configuration is not energetically favourable and is
marked as “metastable” in Table I. Another GA run has
a) b)
c)
FIG. 1. Lowest energy structures of asymmetric grain
boundaries a) Σ9(255)/(211)〈011〉; b) Σ3(255)/(211)〈011〉; c)
Σ13(790)/(3 11 0)〈001〉
found the mirror-plane lowest energy structure. This dif-
ficulty demonstrates that even with sophisticated algo-
rithms like GA the problem of searching for complicated
irregular structures is far from being fully resolved.
Asymmetric tilt boundary structures obtained in this
work are shown on fig. 1. The Σ13 (790)/(3 11 0)〈001〉
and Σ9 (255)/(211)〈011〉 GBs have rather high energies
of 1.12 and 1.0 J/m2. They are perfectly bonded and
consist of the same structural elements as symmetric
boundaries with corresponding rotation axes (〈001〉 and
〈011〉), however, taking into account the behaviour of
GA described above, it cannot be guarantied that those
structures are indeed lowest energy ones. For the bound-
ary Σ3 (255)/(211)〈011〉 we have found surprisingly low
energy of 0.37 J/m2. As Tersoff potentials usually over-
estimate GB energies, the exact value can be lower by
factor of 1.5-2. Another interesting feature of this GB is
its zigzag structure (fig. 1b).
IV. DEFECT SEGREGATION
A. The neutral vacancy
Although being one of the simplest intrinsic defects in
silicon, the neutral vacancy puts considerable challenge
for computational studies. First of all, atomistic simula-
tion should be excluded due to its failure to reproduce
Jahn-Teller distortion of the vacancy coordination low-
ering the symmetry from Td to D2d. Hereafter by “va-
cancy coordination” we mean four nearest neighbours of
the removed atom. Second, ab initio calculations of the
vacancy require rather large supercell (not less than 128
atoms according to Puska et al44). In smaller supercells
vacancy interaction with its images in neighbouring su-
percells through long range lattice deformation leads to
significant error in both geometries and formation ener-
4FIG. 2. Segregation energy maps of the vacancy on
a) Σ29 (520)〈001〉, b) Σ5 (130)〈001〉 and c) Σ3 (211)〈011〉
grain boundaries in silicon. The colour of atoms corresponds
to segregation energy values given in eV
gies.
The difficulties in theoretical description of vacancy
are to be seen in the example of formation energy. The
values calculated by different authors range from 2.86 to
4.12 eV (see the comparison in Ref. 45) depending on the
supercell size, Brillouin zone sampling and DFT flavour
used. It worth to note that all those calculations were
performed in very similar framework of plane wave LDA
or GGA density functionals. In other words, accurate cal-
culation of the formation energy is problematic and only
semiquantitative level of description is available. The ex-
perimental value determined from positron-lifetime mea-
surements46 is 3.6 eV.
Our calculations provide similar values for the forma-
tion energy of the bulk vacancy. In supercell of 250 atoms
and 3 × 3 × 3 k-mesh it was 3.3 eV. The tetrahedral co-
ordination of the vacancy undergoes an asymmetric de-
formation. Silicon atoms in two opposite pairs approach
each other to the distance about 2.9 A˚ while the distance
between pairs remains 3.35 A˚. Again, our results comply
with the picture of previous works44,45.
Next, we have calculated the segregation energy for the
vacancy in all possible boundary sites for Σ5 (130)〈001〉,
Σ29 (520)〈001〉 and Σ3 (211)〈011〉 GBs. The supercells
for these GBs contained 248, 228 and 400 atoms, respec-
tively.
The segregation energy here is the difference between
defect formation energies on the GB and in the bulk, i.e.
negative value of segregation energy means that segrega-
tion is energetically favourable. As a result, we have built
the segregation maps for vacancy on these three bound-
aries (fig. 2). It appears that segregation of vacancy is
favourable in most of boundary sites, with lowest segre-
gation energy of -1.8 eV. These results agree with the
conclusions of Ref. 32 where the vacancy at Σ3 (112) GB
was studied.
From the variety of possible vacancy-on-the-GB config-
urations we have selected five which were, on our opinion,
the most representative. They cover segregation energy
range from -1.8 to 0.2 eV. For selected vacancies we have
calculated total density of states (DOS) and projected
density of states (PDOS). All results are presented on
fig. 3 together with vacancy geometries shown on insets.
The same configurations are characterised in Table II
FIG. 3. Density of states and local geometry (shown in the
insets) of a) bulk vacancy; b)-f) vacancies on the GB. Dashed
line shows the total DOS of the grain boundary without va-
cancy, thick solid line - total DOS in the presence of vacancy.
Thin colour lines present PDOS for the vacancy coordina-
tion atoms shown with corresponding colour. Dotted lines on
insets show the minimal distances between vacancy coordina-
tion atoms.
TABLE II. Calculated parameters of selected vacancy config-
urations
GB ES, eV η1 η2 r1,A˚ r2,A˚ ǫ, eV
a) bulk 0.00 1.000 0.000 2.90 2.90 0.33, 0.44
b) (130) 0.20 0.987 0.003 2.95 3.12 0.35, 0.53
c) (211) -0.16 1.000 0.003 2.87 3.22 0.22, 0.52, 0.60
d) (130) -0.69 0.978 0.002 2.67 2.86 0.53, 0.70
e) (520) -1.18 0.953 0.034 2.69 2.69 0.64, 0.82, 0.96
f) (520) -1.80 0.918 0.016 2.50 2.58 0.93, 1.20
The first configuration in both fig. 3 and Table II is the
bulk vacancy. Its segregation energy ES is zero by def-
inition. Relative tetrahedral volume, i.e. the volume of
tetrahedron formed by vacancy coordination atoms before
the segregation divided by the same volume evaluated for
perfect bulk is denoted η1. For bulk it equals 1, again,
by definition. Another local geometry parameter η2 will
be introduced in section IVC. r1 and r2 are two near-
est distances between vacancy coordination atoms after
geometry optimisation. The approximate positions of va-
cancy gap states relative to the valence band ceiling (ǫ)
are defined as maxima of corresponding peaks of PDOS
of vacancy coordination atoms.
There are several clear trends to be observed in Ta-
ble II:
1. There is a correlation between the segregation en-
ergy and relative local volume η1. In general, the
5vacancies obey an intuitively clear rule: the more
certain atom is squeezed with its neighbours, the
more favourable the segregation of vacancy at the
position of this atom becomes.
2. The lower segregation energy leads to the higher
positions of vacancy localised levels. Actually, for
configurations e) and f) these levels are not even
present in the band gap. PDOS of coordination
atoms shows that local levels are shifted into con-
ductance band and, hence, become quasilocal.
3. The lower segregation energies and higher local lev-
els position correspond to smaller r1 and r2 dis-
tances. These distances are shown with dashed
lines of fig. 3 insets. For the most favourable con-
figuration these distances are 2.50 and 2.58 A˚, i.e.
within the covalent bonding range. One can see
that as reconstruction of bonds between vacancy
neighbours which thus become four-fold coordi-
nated and hence, the structure of boundary with
vacancy becomes perfectly bonded.
In other words, in the favourable positions of vacancy
its coordination atoms split into two pairs and atoms of
each pair tend to move closer to each other. Those pairs
can be seen as having partially restored covalent bonds,
and the electronic structure of such bonds becomes sim-
ilar to that of perfect bulk for smaller interatomic dis-
tances. At the same time, total energy gain associated
with partial restoration of covalent bonds explains why
such configurations are favourable.
The lowest energy vacancy configuration is an example
of a problem mentioned in the introduction: in irregular
structure it is not always clear what is and what is not
“defect”. Here the perfectly bonded grain boundary seg-
regated the neutral vacancy which is definitely a point
defect when considered in the bulk. However, atomic re-
laxation of vacancy coordination resulted in the structure
which is perfectly bonded again and can be seen as yet
another possible configuration of the same grain bound-
ary without coordination defects.
B. Carbon, phosphorus and boron impurities
There was certain controversy about boron segregation
at grain boundaries in silicon. Segregation of n-type im-
purities (As and P) but no segregation of boron has been
observed with laser-assisted 3D atom probe47. Boron im-
purity segregation, however, has been reported at grain
boundary triple points48, at 〈113〉 planar defects and dis-
location loops49 where it can even appear as a Cottrel at-
mospheres50. At very high annealing rate (flash anneal-
ing) boron has been observed to segregate moderately at
grain boundaries51. At very high concentrations B has
been seen to form precipitates at the grain boundaries
rather than to segregate there52. In the computational
study by Arias and Joannopoulos31 general conclusion
a) b) c)
FIG. 4. Segregation energy maps for a) carbon, b) phosphorus
and c) boron impurity at Σ29 (520) grain boundary
FIG. 5. DOS and PDOS of a) phosphorus and b) boron
at Σ29 (520) grain boundaries. Dashed line - DOS of the
pure boundary; thick solid line - DOS of impurity-containing
boundary; thin colour line - PDOS of impurity atom. Insets
show the local geometry of the impurities.
has been suggested that n-type but not p-type impurities
segregate at grain boundaries in germanium and silicon.
For C, P and B impurities we have also calculated the
segregationmaps, i.e. segregation energies at every site of
the Σ29 (520) grain boundary (fig. 4). Carbon impurity
has been treated at atomistic level with Tersoff poten-
tials while phosphorus and boron have been calculated
ab initio. The lowest segregation energies obtained are -
1.09, -0.60 and -0.05 eV for C, P and B, respectively. The
corresponding highest segregation energies are 0.57, 0.19
and 1.39 eV. The rest of energies for each impurity is
distributed approximately uniformly between minimum
and maximum values.
One can see from fig. 4 that for carbon and phosphorus
there are many favourable segregation sites on the calcu-
lated boundaries while for boron there are virtually no
such sites. These results qualitatively agree with the sug-
gestion that n-type but not p-type impurities segregate
at grain boundaries in silicon.
The electronic structure of segregated P and B impuri-
ties brings no surprises. Typical DOS of both impurities
is shown on fig. 5. No deep electron or hole levels are as-
sociated with segregated impurities. The question about
shallow electronic traps discussed in Ref. 31 requires, on
our opinion, more extensive calculations including elec-
tronically excited states of the system. Reliable conclu-
sions about the existence of such states can hardly be
done on the basis of subtle (about 0.01 eV) energy dif-
ferences in one-electron spectrum.
6C. Local deformation parameters
The working hypothesis behind the following step was
simple: we assumed that segregation energy of the de-
fect on certain boundary site depends mainly on the lo-
cal geometry of that site. Such an assumption should
be reasonable, at least, while the defects with delocalised
electronic states or long range lattice distortion are not
involved. However, even for neutral vacancy which brings
long range deformation into the lattice we have already
seen the correlation between its properties and relative
tetrahedral volume. “Local” geometry here means near-
est neighbourhood of the defect. As all the defects con-
sidered in this paper substitute one silicon atom, it should
be sufficient to consider this atom and its tetrahedral co-
ordination.
Let ri(i = 1..4) be the positions of four neighbours
relative to certain boundary atom. Vectors ri put to-
gether make a 12-dimensional vector fully characterising
the deformation and orientation of the tetrahedron. The
12-dimensional space of such vectors can be decomposed
into subspaces of irreducible representations of Td sym-
metry group as A1 +E+T1+2T2. The T1 component is
purely rotational and irrelevant to the description of the
tetrahedron deformation. As for other components, the
norm of the deformation vector projection into subspace
of each irreducible representation is a good invariant pa-
rameter characterising the local deformation.
Finally, the following set of parameters was con-
structed:
η1 =
V
V0
=
1
6V0
[r12r13r14]
a4η22 =
1
4
∑
i
r
4
i −
(
1
4
∑
i
r
2
i
)2
a4η23 = (S12 − S34)2 + (S13 − S24)2+
+(S14 − S23)2
a4η24 = (r12r34)
2 + (r13r24)
2 + (r14r23)
2
(1)
Where
rij = rj − ri
Sij = r
2
i + r
2
j − 6rirj
a = ideal bulk Si-Si separation
V0 =
8a3
9
√
3
= ideal bulk tetrahedron volume
The tetrahedral volume η1 corresponds to A1 irreducible
representation of Td group and, hence, should be related
to the isotropic deformation of tetrahedron. There are
many ways to construct a parameter satisfying this de-
mand, for example, mean bond length 1
4
∑
i ri is one of
options. However, it has been seen from numerical anal-
ysis that tetrahedral volume correlates with segregation
energies better than anything else.
Parameters η2 and η3 both correspond to the T2 irre-
ducible representation and, therefore, their separation is
not unique. To make it unambiguous we demanded that
FIG. 6. Correlation of the segregation energy of a) vacancy, b)
carbon, c) phosphorus and d) boron with relative tetrahedral
volume (η1 parameter) for Σ5 (130), Σ29 (520) and Σ3 (211)
GBs. Solid line shows the least square linear fit.
η2 describes radial deformation (i.e. change in ri bond
lengths) while η3 is related to angular distortion of the
tetrahedron, i.e. distortion of the bond angles. The lat-
ter also applies to the last η4 parameter belonging to E
irreducible representation.
D. Correlation between local structure and defect
segregation
We have already observed in section IVA the correla-
tion between segregation energy of neutral vacancy and
relative tetrahedral volume η1. The same correlation ex-
ists for C, P and B impurities as well (fig. 6). However,
correlation with η1 is the strongest but not the only one.
We have analysed the correlation between segregation
energies of calculated defects and η1−4 parameters. The
important point is that the parameters are calculated
before the defect is introduced in some lattice site. The
search for correlation have been performed in simplest
linear form:
ES = ES0 + a(η1 − 1) + bη2 + cη3 + dη4 (2)
The coefficients ES0, a, b, c, d obtained by least square
fit are shown in Table III. It appears that besides relative
tetrahedral volume η1 segregation energies of defects do
correlate with other local deformation parameters. For
example, vacancy segregation energy exhibits the corre-
lation with η2 but no correlation with η3 and η4. Here
the judgement about presence or absence of correlation
is being done on the basis of relative fitting error for the
corresponding coefficients - if it exceeded 30% we con-
sidered that as little or no correlation. Fig. 7 gives the
example of the three-dimensional correlation view for the
vacancy. One can see that the points representing com-
puted segregation energies are situated near the plane
7FIG. 7. 3d-view of the correlation between neutral va-
cancy segregation energy and η1, η2 parameters for Σ29(520),
Σ5(130) and Σ3(211) GBs
TABLE III. The coefficients of approximate segregation en-
ergy function. The relative fitting error is given in parentheses
Defect ES0, eV a, eV b, eV c, eV d, eV
Vacancy
0.07
(75%)
11.9
(12%)
−17.6
(20%)
– –
C -0.03 13.9 -12.6 – 0.9
(105%) (6%) (15%) (8%)
P -0.02 4.2 -11.0 0.13 –
(162%) (19%) (15%) (22%)
B
0.19
(8%)
6.5
(6%)
– –
0.4
(10%)
built according to the formula 2. For C, P and B impu-
rities the same type of picture can be built an it looks
very similar - segregation energies group near the plane
with only few distant points.
The presence of non-zero ES0 term in the approxima-
tion (2) might be considered discouraging. Indeed, the
values η1 = 1, η2 = η3 = η4 = 0 correspond to perfect
bulk geometry and segregation energy of any defect in
such situation should be zero by definition. However, the
values of ES0 obtained for the vacancy as well as for C
and P impurities are small and have large fitting error.
This means those values are actually undefined but small
in perfect agreement with the demand ES0 = 0. The only
exception is B impurity, for which we have to admit the
presence of systematic error in calculated segregation en-
ergy.
V. CONCLUSION
In present paper we have reported the results of atom-
istic and ab initio simulation of several symmetric and
asymmetric tilt boundaries in silicon. We have also in-
vestigated the connection between defect segregation on
the boundary and its local structure.
The implementation of genetic algorithm we have ap-
plied to GB structure search was able to reproduce struc-
tures of Σ5(130), Σ3(211) and Σ29(520) boundaries.
However, some of attempted GA runs were unsuccess-
ful and one even ended up with amorphous-like ener-
getically unfavourable configuration of Σ29(520) GB, al-
though perfectly bonded. This demonstrates that even
a sophisticated tool like GA still is not fully reliable and
universal for searching GBs lowest energy structures.
Perfectly bonded structures have been found for
asymmetric Σ9(255)/(211)〈011〉, Σ3(255)/(211)〈011〉,
Σ13(790)/(3 11 0)〈001〉 GBs. The zigzag structure of
Σ3(255)/(211)〈011〉 GB appeared to have surprisingly
low energy of 0.37 J/m2 which makes it a good candi-
date for possible experimental observation. For the other
two GBs the energies were about 1 J/m2. Taking into
account the above comment on GA reliability, it can-
not be stated for sure these structures are lowest energy
ones. Even if they are not, however, our results strongly
support the position that pure tilt boundaries in silicon
(both symmetric and asymmetric) do not have coordina-
tion defects and associated gap states.
The main result of the present paper is the unambigu-
ous correlation between segregation energies of both in-
trinsic and impurity defects and local geometry of the
boundaries. We have introduced purely geometric pa-
rameters characterising the local structure of a boundary
site and determined correlation coefficients between seg-
regation energies and these parameters. It is quite pos-
sible that similar correlations might be found not only
in tilt boundaries, but also in other boundary types, in
dislocations and even in amorphous silicon. The approx-
imate formula 2 can be used for semiquantitative evalua-
tion of segregation energies and requires only the knowl-
edge of GB structure. This might potentially greatly
facilitate:
• Determination of boundary types which can ac-
tively segregate certain defect;
• Determination of favourable boundary sites for the
segregation of certain defect;
• Modelling the equilibrium distribution of impuri-
ties between the GB and the bulk;
• Kinetic Monte-Carlo simulations of the diffusion
and the segregation of impurities in polycrystalline
silicon.
The present work has revealed several features of the
neutral vacancies on the boundary. With the segrega-
tion energy decreasing from 0 to -1.8 eV the deep lev-
els of the vacancy shift towards the conduction band,
become shallow levels and then, for the most energet-
ically favourable positions of vacancy, disappear inside
the conduction band. At the same time the atoms of
vacancy coordination form pairs with decreasing inter-
atomic distances. For the most favourable positions one
can state that covalent bonds between these atoms are
reconstructed. In other words, the migration of vacancy
into the most favourable boundary sites can lead to the
8structural transformation of the boundary, while the va-
cancy itself “disappears”, leaving perfectly bonded struc-
ture with no local states in the band gap.
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