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PROBABILISTIC FITTING OF TOPOLOGICAL STRUCTURE TO
DATA
JAMES T. GRIFFIN
Abstract. We define a class of probability distributions that we call simpli-
cial mixture models, inspired by simplicial complexes from algebraic topology.
The parameters of these distributions represent their topology and we show
that it is possible and feasible to fit topological structure to data using a
maximum-likelihood approach. We prove under reasonable assumptions that
with a fixed number of vertices a distribution can be approximated arbitrarily
closely by a simplicial mixture model when using enough simplices. Even if
the topology is not of primary interest, when using a model that takes the
topology of the data into account the vertex positions are good candidates for
archetype/endmember vectors in unmixing problems.
1. Introduction
If it is reasonable to assume that a dataset can be generated by a simple process
then it is appropriate to fit a simple model to that dataset, perhaps by using the
mean, covariance matrix or other statistics. However if the dataset is generated
by a complicated process then it may have non-trivial topology. Topological data
analysis (TDA) provides tools for studying that topology [6], but as of yet there are
no known methods for fitting topological structure to the distribution of the data.
The motivating problem we wish to solve is this: given observed data in Rn that
we assume has been independently sampled from a distribution with inherent but
unknown topology, how does one find a candidate topological structure modelling
the data and how does one compare it with other candidates? We wish to solve the
problem in a probabilistic way: the model and its topology should be specified by
the parameters of a distribution and by maximising the likelihood of the observed
data over all possible parameters we should reveal the topology of the data.
There are many methods to fit geometric objects to data, for example a plane
can be fitted to a cloud of data by total least squares minimisation, or data can
be clustered around chosen points by fitting a Gaussian mixture model. However
many datasets exhibit more complicated topology not captured by these simple
geometries. This topology is studied in topological data analysis (TDA) [6], but
current methods only estimate invariants of the topology. More complicated objects
can be fitted using a generative topographic mapping (GTM) [4] which in theory
could fit any choice of metric space, however this metric space must be specified in
advance and the fitting will be poor unless the embedded space is initialised close to
the final fit. There appears to be a general principle at work, the more complicated
the model, the more complicated the likelihood function on its parameter space and
the more challenging it is to fit.
The simplicial mixture model proposed in this paper can fit complicated geom-
etry to data without the need to specify the topology in advance. Moreover we
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observe that fitting with randomly initialised parameters is effective. In algebraic
topology the simplicial complex containing all possible simplices is homotopy equiv-
alent to the simplest possible geometric object, a point. By weighting the set of all
possible simplices, and allowing simplices that do not represent the data to fade we
gain the advantage of fitting a simple geometric object but the ability to express a
wide range of topologies.
In TDA there are already methods of assigning simplicial complexes to data,
most notably the witness complex [9]. This relies on a scale parameter and the
behaviour of its homological invariants as the scaling parameter changes defines
the persistent homology. However from our perspective this is not a fitting of a
simplicial complex both because there is not a natural choice of scaling parameter
and because it does not take into account the varying density of the distribution of
the data. Its purpose is to compute invariants of the support of the distribution,
which is assumed to be some interesting subset of Rn.
In Section 2 we give the full definition of a simplicial mixture model and in
Section 3 discuss two applications of our techniques to datasets: fitting topology
to hand-written digits and then unmixing of an image into a number of channels.
In Section 4 we study distributions arising from simplices and prove our main
Theorem: that simplicial mixture models can be used to approximate distributions
on a convex hull of vertices arbitrarily closely. We discuss further connections
between our methods and other work in Section 5 and offer our conclusions in
Section 6.
In Appendix A the mathematical underpinning of fitting a simplicial mixture
model to observed data is presented. It is convenient to study a more general class of
model, linearly embedded mixture models. We derive an expectation-maximisation
(EM) algorithm in Section A.2. In Appendix B we discuss our implementation of
a stochastic EM algorithm using Markov chains.
All of the code used to generate our results is available at [10]. Readers are
encouraged to download the code and experiment for themselves.
2. Simplicial Mixture Models
To represent topology we use simplices, a generalisation of points, edges and
triangles. A geometric k-simplex is the convex hull of k + 1 points in general
position, so a 0-simplex is a point, a 1-simplex is an edge, a 2-simplex is a triangle,
etc.
Roughly speaking, a simplicial mixture model is a weighted collection of simplices
which have vertices from a common set {v1, · · · , vm} for some m and vectors vi ∈
Rn. We now make the definition precise. A combinatorial k-simplex S is a multi-
set of k + 1 vertices in {1, · · · ,m}. By sorting the k + 1 vertices a multi-set is
represented by an increasing sequence i0 ≤ · · · ≤ ik. Alternatively, counting the
number of each vertex yields non-negative integers α = (α1, · · · , αm) that sum
to k + 1. If any of the vertices are repeated we call the simplex S degenerate. We
call the set of vertices that occur at least once in S the support of S. Write Ak(m)
for the set of all combinatorial k-simplices on m vertices.
Each simplex S = (i0 ≤ . . . ≤ ik) defines a random vector US ∈ Rm by sampling
uniformly from the standard probability simplex ∆k ⊂ Rk+1, then applying the
linear map sending ej ∈ Rk+1 to eij , we call the resulting random vector US .
To sample uniformly from the standard simplex one can take k + 1 independent
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samples from the exponential distribution, µ0, · · · , µk then normalise the results by
letting ui = µi/
∑k+1
j=0 µj . Alternatively one can sample k points ν1, . . . , νk from the
uniform distribution on [0, 1], sort them, pad the now increasing sequence at each
end by 0 and 1 respectively and then take the differences between neighbouring
entries in the sequence. Using either method gives a uniform distribution on the
simplex ∆k.
Definition 2.1. Let V be an n × m matrix and p be a probability distribution
on Ak(m). The simplicial mixture model with parameters (p, V ) is the random
vector in Rn defined by
(1) X = V Z = V UC ,
where C is the discrete random variable on Ak(m) defined by p and where Z = UC
is the mixture of random vectors US ∈ Rm indexed by C.
Remark 2.2. The choice to use the set Ak(m) of simplices is driven by the theory
presented in Section 4. In particular, even though Ak(m) and Ak+1(m) are disjoint
sets, the family of models for Ak(m) is a proper subset of the family of models based
on Ak+1(m).
It does not make sense to directly apply a maximum likelihood approach to
fitting the parameters (p, V ) to observed data because X does not necessarily have
a probability density function. So to fit the parameters (p, V ) we introduce a new
random vector X +N(0,Σ) for some covariance matrix Σ, then maximise the log-
likelihood over the trio (p, V,Σ). Of course this is not possible to maximise directly,
but an iterative approach is possible using the expectation-maximisation (EM)
algorithm. The algorithm and its derivation is presented in Appendix A.2. However
there is a complication: for simplices of dimension 2 or greater the expected values
required in the EM algorithm can not be calculated directly, so must be estimated;
a stochastic EM algorithm is presented in Appendix B.
For models with only 1-dimensional simplices the log-likelihood of parameters
can be used to judge the fit of a simplicial mixture model to data. However this
will typically favour complicated models over simpler models. It is also not always
feasible to compute or even estimate the log-likelihood when the simplices are of
dimension greater than one. As an alternative to the log-likelihood we suggest the
intrinsic encoding rate,
(2) hR(p, V,Σ) = H(p) +
∑
S∈A
pSRV US (Σ) +
1
2
log [(4pie)n det(Σ)] ,
which can be used to measure the fit of a model when the parameters (p, V,Σ) are
yielded by the EM algorithm. A lower rate is associated to a better fit. Here H(p)
is the entropy of the distribution p, the expressions RV US (Σ) are rate distortion
functions associated to each simplex S and the final expression is the differential
entropy of the multivariate normal distribution N(0, 2Σ).
The intrinsic encoding rate is a measure of the amount of information required
to encode a typical vector x ∼ X + N(0,Σ) = V UC + N(0,Σ) by a supplying a
triple (S, z, x). The entropy term is the encoding rate for S ∈ C; the second term
is the expected amount of information required to express z ∈ Z given S ∈ C such
that V Z has an accuracy depending on Σ; and the final term is the amount of
information required to encode the difference x − V z under the hypothesis that
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Figure 1. A diagram illustrating a simplicial mixture model with
m = 4 vertices in n = 2 dimensions supported on two simplices.
The parameters are in red. Top right: The Bayesian network shows
the dependency of the random variables and parameters for a gen-
eral simplicial mixture model. Top left: a table describing C, a dis-
crete latent variable with support the two combinatorial simplices.
Bottom left: Z is a continuous latent variable in Rm. Bottom
right: the output variable X in Rn.
x− V z is distributed as a normal distribution with mean 0 and covariance 2Σ. As
the latent variables must be encoded the intrinsic encoding rate favours simpler
models. And as the differences between the data and the latent variable X − V Z
must be encoded the rate favours small covariances Σ. The derivation will be
explained further in Appendix A.4.
3. Example applications
To demonstrate that the fitting of simplicial mixture models behaves as one might
intuitively expect we present an example of fitting models to hand-written digits.
Then for a single digit we observe the range of outputs of the fitting algorithm with
different random initialisations of the parameters.
Following this we demonstrate an application to image analysis. A simplicial
mixture model can take advantage to the geometry and topology of the distribution
of colours in an image to unmix the image into multiple channels, or layers. In this
case the topology of the space of colours is only of secondary interest, but the
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Figure 2. The result of fitting a simplicial mixture model to each
of 10 digits taken from the MNIST database [13]. The 1-simplices
(edges) with 5% or greater of the probability mass are plotted in
red, the vertex positions are plotted in yellow and the blue points
are random samples from the inset raster image. Observe that for
the most part the lines follow an angular fit to the stroke of the
pen. The details of how the models were fitted are given in Sec-
tion 3.1.
fitted vertex positions (in this case colours) form a palette and for each pixel the
conditional distribution of the latent variable Z describes the mixing of the palette
colours. The geometry of the space of colours was used in a similar way in [15].
3.1. Fitting models to hand-written digits. A hand-written digit has a simple
topology determined by the path of the pen as it was drawn, so it is natural to fit
a simplicial mixture model using the set of 1-simplices A1(m), see [11] for a similar
approach using a single spline. We fit a number of models for different values of
m. The results of treating a grayscale image as a distribution and then fitting a
simplicial mixture model to this distribution are presented in Figure 2. The fitted
simplices follow the strokes of the pen as one would expect.
From each image 500 samples were taken, each sampled by choosing a pixel
with probability propositional to its intensity, then sampling uniformly from the
bounds of the pixel. For each of the ten digits d and each choice of m = 3, · · · , 7,
the vertex positions were initialised by picking m sample points at random from
the distribution. This was repeated 10 times for each (d,m). Then 40 steps of
the EM algorithm were applied to each initialisation to give 10 different candidate
parameters for each (d,m) and the parameters with the lowest intrinsic encoding
rate were chosen for each pair. An additional 500 steps of the EM algorithm were
applied to give an optimised model for each pair (d,m) and then for each d the
model with the smallest intrinsic encoding rate was chosen.
For each of the 10 digits we plotted only the best fit from multiple initialisations
as judged by the intrinsic encoding rate. We now focus on a single digit, fix the
number of vertices at m = 5, then investigate the range of results obtained with
different random initialisations. We also investigate the difference between starting
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Figure 3. We demonstrate the range of results for different ini-
tialisations of the EM algorithm. Left: the model with the greatest
log-likelihood amongst all fittings with m = 5 vertices is shown in
red, the blue points are the samples from the image used to fit
the model. The inset is the original hand-written digit. Right:
the log-likelihoods are plotted along the x-axis for the results of
applying the EM algorithm for 200 random initialisations of the
vertex positions. To aid in visualisation the y-values are randomly
offset. The top half of the plot shows 100 initialisations where
the optimal graph structure is pre-defined. The bottom half shows
initialisations with all possible edges. The insets show the probabil-
ity density functions for a sample of the models. For the complete
graph there appear to be two prominent local maxima and out of
the 100 initialisations, 33 find themselves in the range −4.8± 0.02
and 59 find themselves in the range −4.64 ± 0.02. For the pre-
defined graph there are many more local maxima and the values
of the log-likelihoods are spread out in a large range.
with a specified set of edges or starting without any prior knowledge with the
complete graph, by fitting models of both types to the chosen digit. Since the
number of vertices is constant we use the log-likelihood to judge the quality of
fitting, see Figure 3 for the results.
For the specified model we observe many different values of the log-likelihood in
a large range corresponding to many local maxima of differing quality. The range of
quality is not altogether surprising because although we specified the edges of the
graph we randomly initialise the vertex positions. For the unspecified model with
the complete graph the results were very different with two main values observed.
In the optimum fit four of the vertices are used to describe the loop of the ‘9’ with a
single leaf edge describing the tail. In the secondary fit only three vertices describe
the loop while the extra vertex is used to better represent the curve of the tail.
There are further values obtained but the regions around the two most prominent
values accounts for over 90 of the 100 runs.
The details of how the figure was generated are as follows. For m = 5 vertices the
optimum graph fitting the chosen digit ‘9’ consists of a square with an additional leaf
attached. For both this graph and the complete graph we used the EM algorithm
to fit a simplicial mixture model with 100 different random initialisations. For
each run 500 steps of the algorithm were used and the resulting log-likelihoods
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were plotted to give an indication of the distribution of local maxima. With the
complete graph the log-likelihoods occur around relatively few values, with 59 out
of 100 occuring in a small range of the maximum observed log-likelihood. Whereas
for the pre-defined graph only one out of 100 was in this range and many local
maxima were found for a larger range of values.
3.2. Unmixing of images. By making an assumption on the data we can use
a simplicial mixture model to unmix the data into a linear combination of vertex
positions. We assume that for a small set of unknown vectors the data are formed
taking a linear mixture of a subset of those vectors. The coefficients of that mixture
should sum to 1, so the data is in the convex hull of the subset of vectors. In the
case of an image this assumes that there is a palette of colours and that each pixel
is formed by combining some colours from the palette.
In spectral unmixing as applied in geology [2], the spectrum of a geological sample
is assumed to be a mixture of spectra of pure minerals. These minerals are called
endmembers. When the spectra of the endmembers are unknown the problem of
infering the endmembers from sample spectra is called endmember extraction. A
similar approach is taken in archetypal analysis [8], where data are again assumed
to be linear combinations of certain archetypes. However in archetype analysis the
archetypes themselves are assumed to be linear combinations of observed data.
In a simplicial mixture model the variable X = V Z is a mixture of vertex
positions V using the latent variable Z as mixing coefficients. Hence by fitting a
simplicial mixture model to data the vertex positions V give candidate endmember
vectors, whilst for each datapoint the estimated latent variable Z gives mixing
coefficents between those endmembers. In applications it is reasonable to assume
that the distribution of the mixing values is not uniform, perhaps due to a physical
reason why two endmembers cannot coexist, or perhaps two features can occur
individually but are more likely to coexist. So we expect that using a model that
allowed for highly non-uniform distributions would perform well in both finding
endmembers/archetypes and the associated mixing coefficients.
Usually the maximum number of endmembers is taken to be one greater than
the number of components of the data so that the function mapping the simplex
of mixing coefficients onto the convex hull of the endmembers is injective allowing
the mixing coefficients to be uniquely determined. However if a highly non-uniform
distribution is modelled then a Bayesian approach can infer the mixing probabilities
even when the number of features is two or more larger than the dimension of
the data. A geometric way to interpret this is that data can have a complicated
geometry which a simplicial mixture model can fit. The latent variable Z specifies
the position of data within this geometry as a combination of only a few feature
vectors and hence as a sparse vector with a large number of zero components.
We tested this use of a simplicial mixture model by fitting a model to an image,
viewing the RGB values of each pixel as a datapoint. In Figure 4, an image of an
iris plant is unmixed from its original three RGB channels to seven channels. The
simplicial mixture model uses the set A3(7) of all possible 3-simplices (tetrahedra).
Observe in particular that channel 6 corresponds to the pigment of the petals,
channel 4 to light that has scattered through the plant while channel 2 is pure white
where the image is oversaturated.
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Figure 4. An image (top-left) is unmixed into 7 channels (num-
bered) demonstrating the method of using a simplicial mixture
model to take advantage of the geometry of a dataset. In the bot-
tom row the original image is recoloured by changing channel 6.
The simplicial mixture model is based on A3(7) the set of all pos-
sible 3-simplices on 7 vectors and then taking the expected value
of the conditional distribution of the latent variable Z given each
pixel value. Each of the 7 plots is the intensity of a single channel.
The coloured box for each channel represents the colour for that
channel. The original image was taken from the MIT-Adobe data-
base [5].
Since the dimension of the simplices is greater than 1 it is not possible to apply
the EM algorithm directly and we used a Markov chain Monte Carlo based stochas-
tic version of the EM algorithm. A set of 32041 pixels were taken from the image to
fit the model. The vertex positions were initialised at random by sampling from the
pixels, however to ensure that the 7 samples were spread out they were iteratively
resampled. We chose and removed one of the 7 at random, then from 100 candi-
date pixels chose the pixel furthest away from the remaining 6 pixels. This was
repeated 100 times. From this initialisation we used the stochastic EM algorithm
with a total of 3000 maximisations. The full description of the algorithm is given
by expression (35) after the stochastic algorithm is introduced in Appendix B.
Remarkably even though each pixel is specified by only three coordinates its
position within the geometry of the cloud of pixels has allowed it to be unmixed
to seven coordinates. The representation by these seven numbers will typically be
sparse, meaning that all but a few will be close to zero.
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4. The approximation theorem
Theorem 4.2 states that “any bounded distribution on Rn can be approximated
arbitrarily closely by a simplicial mixture model with n+1 vertices.” In this section
we study the underlying density functions associated to the distributions US and
their mixtures. We then prove Lemma 4.1 which justifies the choice of Ak(m) to
index mixtures of simplices. Finally we describe a form of kernel density estimation
on the simplex which we use to prove the approximation theorem.
Intuitively a simplicial mixture model allows the fitting of discrete combinatorial
objects constructed from simplices, as shown in Figures 1 and 2. Under this in-
tuition, to closely represent an arbitrary distribution would require many vertices,
using them to discretise the distribution of the data. However the intuition is in-
complete when degenerate simplices are included. The degenerate simplices can be
to perform kernel density estimation. As the dimension of the degenerate simplices
grows, the kernels get smaller and the approximation closer.
A degenerate k-simplex embedded in Rn is much like a regular simplex, but where
some of the vertices coincide. In the extreme case, the k-simplex (i ≤ · · · ≤ i) defines
a constant random variable at vertex i. The 2-simplex (1 ≤ 1 ≤ 2) is a triangle
but where two vertices coincide. For intuition consider a non-degenerate triangle
where the vertices v1, v2, v3 ∈ R2 are in general position, but vertices v1 and v2 are
very close. The associated random variable is uniform on the triangle, but since v1
and v2 are close it looks much like a thickened line where the thickness of the line
varies linearly down to zero at v3. So when the points v1 and v2 coincide the result
is a distribution with support the line segment joining v1 = v2 and v3, but with the
density on the line varying linearly; a triangular distribution.
We now consider a general k-simplex S. For convenience we assume without
loss of generality that the vertex set is {0, · · · ,m} with labelling starting at 0 and
that the support is this whole set, if not then restrict to the subspace of Rm+1
spanned by vectors in the support. Under this assumption the distribution US is
the well known Dirichlet distribution with parameters α = (α0, · · · , αm), where
αj is the number of vertices in S equal to j, which by the assumption on the
support is strictly greater than 0. This is proved by first noting that from the
definition the non-degenerate simplex (1, · · · , 1) gives the uniform distribution on
the simplex, which agrees with the corresponding Dirichlet distribution. The result
for degenerate simplices then follows after noting the following classical property
of Dirichlet distributions, if you sample a point (p0, · · · , pm) from Dir(α0, · · · , αm)
then sum the first two coordinates, the result (p0 + p1, p2, · · · , pm) is distributed
according to Dir(α0 + α1, α2, · · · , αm).
We assume the natural Lesbegue measure on the simplex ∆m ⊂ Rm+1, but
suitably scaled so that the volume of the simplex is 1m! . Then the density function
of US is expressed via a monomial,
(3) ρUS (z0, · · · , zm) =
1
B(α)
m∏
j=0
z
αj−1
j .
Here B is the multivariate beta function,
(4) B(α) =
∏m
j=0 Γ(αj)
Γ(
∑m
j=0 αj)
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and Γ(n) = (n−1)!. Hence the k-simplices with support {0, · · · ,m} are in bijection
with the degree k −m monomials in z0, · · · , zm.
The functions we consider have support on the simplex ∆m, which means that
z0 + · · · + zm = 1. So the algebra of polynomial functions on ∆m is the quotient
ring
(5) Rm = R[z0, · · · , zm]/(z0 + · · ·+ zm − 1).
Write R+m for the convex subset of elements which may be expressed as polynomials
with non-negative coefficients which integrate to 1 on ∆m, this parametrises the
finite mixtures of distributions US for simplices S with full support. The ring
Rm is isomorphic to the polynomial ring R[z0, · · · , zm−1] via the formula zm =
1 − z0 − · · · − zm−1. In particular the formula z0 + · · · + zm = 1 implies that
the mixture of the m+ 1 degenerate (m+ 1)-simplices is the uniform distribution.
So the probability density functions of the simplices with a fixed support are not
linearly independent. Fortunately the linear dependence is very simple and has
some convenient benefits. Let Bk(m+ 1) ⊂ Ak(m+ 1) be the subset of k-simplices
with support {0, · · · ,m} and write Rm,l for the span of degree l monomials in Rm,
i.e. the span of the distribution functions of simplices in Bk−m(m).
Lemma 4.1. (1) For every k-simplex S and k′ > k, the density function ρUS
is equal to a mixture of density functions ρUS′ for k
′-simplices S′. Hence
Rm,l ≤ Rm,l′ for l ≤ l′.
(2) The density functions (ρUS )S∈Bk(m) are linearly independent, so form a
basis for Rm,k−m.
Proof. For part 1), multiply the monomial
∏m
j=0 z
αj−1
j associated to S by
(6) (z0 + · · ·+ zm)k′−k
and expand to give a sum involving monomials corresponding to k′-simplices.
Within the algebra of functions on ∆m this is the same as multiplying by 1. So we
have an equation, equating the original monomial with a sum of monomials. By
rescaling the coefficients this is easily rewritten as an equation involving the density
functions (3).
For the linear independence, observe that under the isomorphism of Rm with
R[z0, · · · , zm−1] the span Rm,k−m of the monomials of total degree k −m in Rm
is isomorphic to the subspace of polynomials in z0, · · · , zm−1 of degree less than or
equal to k−m. But the monomials in z0, · · · , zm−1 of degree less than or equal to
k −m are in bijection with the monomials in z0, · · · , zm of degree equal to k −m,
so the monomials are linearly independent in Rm. 
These two properties mean that there is a infinite sequence of inclusions, i.e. a
filtration
(7) Rm,0 ≤ Rm,1 ≤ Rm,2 ≤ · · ·
whose union is Rm itself. The significance of this filtration is that as k is increased,
the family of distributions of mixtures of k-simplices are nested within each other.
The same comment applies to simplicial mixture models. So by fitting simplicial
mixture models with successively higher dimensional simplices one gains succes-
sively better approximations to a true distribution.
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To prove Theorem 4.2 we will describe a form of kernel density estimation on
the simplex ∆m. Suppose that Y is a distribution on ∆m and let l ≥ 1 be a natural
number. Consider the following Markov chain
(8)
Y A Ŷl
α ∼ MulNom(l, y) ŷ ∼ Dir(α+ 1)
where A is given by drawing a sample α = (α0, · · · , αm) from the multinomial dis-
tribution with multiplicity parameter l and distribution parameter y drawn from Y .
Then given α from A, Ŷl is drawn from the Dirichlet distribution with parameters
(αj + 1)
m
j=0.
The output Ŷl is a mixture of integer-valued Dirichlet distributions, whose pa-
rameters sum to l + m, so Ŷl should be thought of as an approximation to Y
belonging to a finite dimensional family of distributions. The mixture Ŷl may be
thought of as the result of applying a kernel density estimate to Y where information
is lost by sampling l points from each finite distribution y ∼ Y and then infering a
posterior distribution for y with the prior of a Dirichlet distribution Dir(1, · · · , 1).
By increasing l less information is lost.
For each l define a kernel by marginalising out A,
(9) Kl(y, ŷ) = P (ŷ | y) =
∑
α|∑mj=0 αj=l
(
l
α
) m∏
j=0
y
αj
j
1
B(α+ 1)
m∏
j=0
ŷ
αj
j
This is a symmetric function. For any distribution (Y, µ) on ∆m the distribution
Ŷl has the probability density function
(10) ρY,l(ŷ) =
∫
∆l
Kl(ŷ, y)dµ(y) =
∑
α
(
l
α
)
EY
( m∏
j=0
y
αj
j
) 1
B(α+ 1)
m∏
j=0
ŷ
αj
j .
Theorem 4.2. The sequence Ŷl converges weakly to the original distribution Y .
In particular the space R+m of mixtures of Dirichlet distributions with integer pa-
rameters is dense in the space of all distributions on ∆m with respect to weak
convergence.
Therefore any bounded distribution on Rn can be approximated arbitrarily closely
by a simplicial mixture model with n+ 1 vertices.
Proof. If is sufficient to prove the first part for Y a constant point distribution, i.e.
that for a fixed value y = (yj) ∈ ∆m, the kernels Ŷl = Kl(y, ŷ) converge weakly
to the constant distribution at y. So it is sufficient to show that the sequence of
means tends to y and that the sequence of covariance matrices tends to 0. This
follows from direct calculation, for the ith coordinate of the mean of Ŷl we have
EŶl,i =
∑
α
(
l
α
)∏
j
yαii EDir(α+ 1) =
∑
α
(
l
α
)∏
j
yαii
αi + 1
l +m
(11)
=
1
l +m
d
dyi
[
yi
(∑
i
yi
)l]
=
1
l +m
(∑
i
yi
)l
+
l
l +m
yi
(∑
i
yi
)l−1
(12)
=
1
l +m
(lyi + 1),(13)
so the means converge to y as l → ∞. The approximation Ŷl is a mixture of
distributions and the covariance matrix of a mixture is the covariance of the means
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plus the mean of the covariances. The magnitude of each entry of the covariance
matrix of a Dirichlet distribution whose parameters sum to l+m is bounded above
by 1l+m , and hence this applies to the mixture of the covariance matrices too. So
it remains to show that the covariance matrix of the means tends to 0. The ijth
entry is
(14) Cov(EDir(α+1)i,EDir(α+1)j) =
∑
α
(
l
α
)∏
i
yαii
1
(l +m)2
(αi−lyi)(αj−lyj)
which tends to 0 by standard properties of the multinomial distribution.
The final part of the Theorem follows immediately after noting that if a distribu-
tion X on Rn has bounded support then one can choose n+1 vertex positions such
that the support of X is contained in the convex hull of the vertices. Let the vertex
vectors be arranged as the columns of a matrix V . This allows the distribution to
be pulled back, X = V Y to a distribution Y on the standard n-simplex. Then the
sequence Ŷl converges weakly to Y and the sequence of simplicial mixture models
V Ŷl converges weakly to V Y = X. 
If we were to restrict to non-degenerate simplices there would be a total of 2n+1
simplices, so the possible distributions are limited, hence the degenerate simplices
are required.
Although this result shows that distributions can be well represented by mixtures
of simplex distributions with large enough simplex dimensions, the vertex positions
are not being used. Simplicial mixture models combine the fitting of vertex positions
to represent important points in geometry along with the ability to approximate
distributions in their convex hull.
5. Discussion
Now that we have given example applications of simplicial mixture models and
have explained some of their theoretical properties we will discuss some links with
existing methods from the literature.
A generative topographic mapping (GTM) [4] describes the fitting of a geometric
object to data using an expectation-maximisation (EM) algorithm. The geometric
object must be defined in advance, whereas our topological objects do not need to
be pre-defined. However the factorisation of the mapping into latent variables and
a linear projection is common to both methods and the theory in Appendix A also
applies to GTMs.
We discussed endmember analysis in Section 3.2. The fitting of a single simplex
to data has been approached from many angles, see [2] for a review. In particular
the Bayesian approach [14] is similar to our methods when restricting to a single
simplex with a uniform distribution.
In non-negative matrix factorisation (NMF) a matrix of data is factorised into
the product of a typically sparse matrix of non-negative values and another ma-
trix [12]. In our model we similarly have X = V Z, where Z will be sparse. The
main difference is that a simplicial mixture model inherently takes into account the
distribution of the set of supports of the sparse vectors. Of course this comes at a
computational cost.
Methods from algebraic topology have been applied in data analysis [6], the
main methods are persistent homology and the mapper algorithm. These methods
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compute invariants associated to the data: homology and the Reeb graph respec-
tively. We may hope that a simplicial mixture model captures a representation of
the topology of a dataset. In the case of the hand-written digits we plotted the
1-simplices with over 5% of the probability mass and obtained embedded graphs
representing the digits. However this not only excludes weak simplices but also
small simplices. For more complicated examples, in particular those with higher
dimensional and degenerate simplices, the challenge of extracting combinatorial
information from the probabilities p on the simplices will be harder.
A close look at Figure 2 reveals another issue, consider the figure ‘8’; the fitted
model is actually a chain of line segments, so topologically a line. The embed-
ding defined by the vertex positions causes the line to follow the stroke of the
hand-written digit. Taking only the combinatorial topology we have not found the
topology of the digit, but instead of a line parametrising the digit. The combi-
natorial topology within a simplicial mixture model is encoded within the latent
variable C and the geometric version of this topology is associated with the la-
tent variable Z ∈ Rm. This is only related to the original dataset by the linear
map V : Rm → Rn.
6. Conclusions
In this article we have introduced a probabilistic method to fit topological struc-
tures to data and via two examples have demonstrated its viability. We have proved
the theoretical result that simplicial mixture models can approximate bounded dis-
tributions arbitrarily closely.
We have also argued that these methods could be of practical use outside of
the field of topological data analysis, in particular to problems studied in endmem-
ber and archetype analysis. Future work should describe applications to higher
dimensional real-world datasets alongside a comparison to established methods.
Also required is further study into the properties of fitted models, in particular
whether the method of fitting a simplicial mixture model to simulated or well-
understood data reliably recovers known ground truths.
From the perspective of algebraic topology there are questions to answer: de-
generate simplices are important, but do face maps have a place in the theory?
Potentially related, how does one compare two different models fitted to the same
data? These models were inspired by algebraic topology, so what do homotopies
between simplicial mixture models look like and can they be used to compare mod-
els?
A final observation. There is a vector space structure on the probability simplex;
this is given by identifying the simplex with a vector space via the logistic map [1].
The space of linear maps Rm → Rn is also a vector space and hence the set of
parameters (p, V ) of a simplicial mixture model is itself a vector space. This means
that one can define a simplicial mixture model to take values in the parameter
space of a different simplicial mixture model. For example one could use such a
hierarchical model to represent not just a single digit of the MNIST dataset, but
the space of all digits. This applies generally whenever we are presented with a
dataset of datasets.
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Appendix A. Linearly Embedded Mixture Models
A linearly embedded mixture model is a convenient abstraction of a simplicial
mixture model. We will derive the expectation-maximisation (EM) algorithm and
the intrinsic encoding rate in this generality.
The abstraction takes advantage of the fact that the central formula X = V UC
in Definition 2.1 could apply to any family of random vectors US ∈ Rm for S in an
indexing set A. Given a distribution p on A and a linear map V : Rm → Rn the
linearly embedded mixture model parametrised by (p, V ) is defined by the formula
X = V UC . With Z = UC ∈ Rm a mixture of distributions and X = V Z it is
literally a linearly embedded mixture of the distributions US . The simplicity of
the model means that existence of simple statistics and their formulae depend on
existence and formulae for each US , at its most simple we have the formula
(15) EX = V EZ =
∑
S∈A
pSV EUS
and the formulae for higher central moments are also straightforward.
To provide a model for observed data we choose a covariance matrix Σ and add
a Gaussian term N(0,Σ). Then the set of parameters for the model X + N(0,Σ)
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is (p, V,Σ) and the probability density function is
(16) ρ(x) = EX|p,V ρΣ(x−X),
which exists because ρΣ(x − X), the probability density function of N(0,Σ), is a
bounded function of X.
The log-likelihood of parameters (p, V,Σ) for the model X+N(0,Σ) with respect
to observed data (xi)
N
i=1 lying in Rn is
(17) L(p, V,Σ) = log ρ((xi)
N
i=1 | p, V,Σ) =
N∑
i=1
logEX|p,V ρΣ(X − xi).
In all but the simplest examples this is not a function that can be calculated exactly
or easily estimated. But as we will see it can be iteratively maximised using the
EM algorithm.
A.1. Examples of linearly embedded mixture models. Our principle exam-
ple of a linearly embedded mixture model is a simplicial mixture model, where the
indexing set A is a set Ak(m) of simplices, and the distributions US are described
in Section 2.
The simplest example is when A = {1, · · · ,m} and each Ui is the constant
distribution with value the basis vector ei ∈ Rm. Then the linear mixture model
is a discrete distribution with values the columns of V . Fitting such a model is
equivalent to fitting a Gaussian mixture model where the covariance matrices for
the points are all equal.
When A is a singleton set the mixture is trivial, consisting of a single distribu-
tion U . For example if m < n and U is the unit multivariate Gaussian distribution
on Rm, then X = V U is a multivariate Gaussian distribution with support a sub-
space of Rn of dimension m or less. Fitting a distribution X+N(0, σI) is equivalent
to a form of principal component analysis where X picks out the subspace spanned
by the m eigenvectors of the covariance matrix of the data corresponding to its m
greatest eigenvalues.
Another example is a generative topographic mapping (GTM) [4]. Pick m points
y1, · · · , ym in a metric space M which is equipped with a probability measure. For
example M could be the unit square and the m points could form the corners of a
grid within the square. Let ai(y) = exp(− 12sd(y, yi)) for i = 1, · · · ,m and a fixed
scaling parameter s. Then define a map φ from M into Rm by sending y ∈ M to
φ(y) ∈ Rm with φ(y)i = ai(y)/
∑m
i=1 ai(y). Let U be the distribution defined by
φ(M). Then fitting the associated linear mixture model X = V U = V φ(M) to data
is equivalent to specifying vertex positions for each i = 1, · · · ,m and extending this
to a map into Rn taking y to
∑
φ(y)ivi. This is exactly the GTM of [4], but instead
of their approximation of the EM algorithm, the methods below define a stochastic
variant.
A.2. Maximum likelihood fitting and the EM algorithm. The EM algorithm
is an iterative approach to maximising log-likelihood, we follow the treatment of [3],
Section 9.3. Each step of the EM algorithm updates the parameters via the formula
θnew = argmaxθ Q(θ, θ
old) for a function Q that we will define next. The log-
likelihood of θnew is provably greater than the log-likelihood of θold.
Suppose that θold = (pold, V old,Σold) is a set of parameters and that X = (xi) is
our observed data. For each data point xi and set of parameters θ there is a posterior
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distribution on the latent variables Ci, Zi, we write Z = (Zi) and C = (Ci). The
expectation of the log-likelihood function computed over the posterior distribution
Z given the parameters θold,
(18) Q(θ, θold) = EZ,C|X,θold log ρ(X,Z,C | θ)
is maximised over θ, to give a new set of parameters θnew with increased log-
likelihood. However this relies on the existence/choice of probability density func-
tion for the joint distribution (X,Z,C) which depends on the choice of measure for
each US . Assuming the existence we could split the function using Bayes’ Law
(19) log ρ(X,Z,C | θ) = log ρ(X | Z,C, θ) + log ρ(Z | C, θ) + logP (C | θ)
The first and last terms exist, we write out their formulae later. However the middle
term is ambiguous as US will not typically have a density function with respect to
the Lesbegue measure on Rm. However given C the probability of Z does not
depend on the parameters θ. So log ρ(Z | C, θ) = log ρ(Z | C) and this term would
not participate in the maximisation. This means that we can choose any measure
on each US and it does not change the maximisation of Q. In particular we can
choose the measure on US such that ρUS ≡ 1, so the term vanishes entirely.
The probability P (C = S | θ) is equal to the parameter pS . The distribution of
X given Z,C and parameters θ is a multivariate Gaussian on Rn with mean V Z
and covariance Σ. Hence the formula for Q becomes
(20)
Q(θ, θold) =
N∑
i=1
Ei
(
−n2 log(2pi)− 12 log |Σ| − 12 (xi− V Zi)tΣ−1(xi− V Zi) + log pCi
)
where we have written Ei for EZi,Ci|xi,θold . Define the following matrices
QZZ =
N∑
i=1
EiZiZti(21)
QZX =
N∑
i=1
EiZixti(22)
QXX =
N∑
i=1
xix
t
i.(23)
and let qS =
∑N
i=1 P (Ci = S | xi). The matrices have dimensions m ×m, m × n
and n× n respectively. Then the formula for Q(θ, θold) may be rewritten
(24)
const+N2 log |Σ−1|− 12QXX : Σ−1+QZX : V tΣ−1− 12QZZ : V tΣ−1V +
∑
S∈A
qS log pS ,
where for matrices A,B of the same shape, A : B is the matrix contraction∑
ij AijBij . Maximising Q(θ, θ
old) with respect to θ is now straightforward. For
the probabilities we differentiate Q with respect to each pS , then subject to the
constraint
∑
S∈A pS = 1, we find
(25) pnewS = qS/(
∑
S
qS).
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Differentiating with respect to V and equating to 0 we obtain the matrix equation
(26) QZXΣ
−1 −QZZV newΣ−1 = 0,
which, after cancelling Σ−1 and assuming that QZZ is invertible, yields
(27) V new = Q−1ZZQZX .
Finally, differentiating with respect to Σ−1 (recall that the derivative of log |Σ−1|
is Σ) and rearranging, we obtain
(28) Σnew =
1
2N
(
(V new)tQZZV
new − 2(V new)tQZX +QXX
)
.
If we restrict Σ to being isotropic, i.e. Σ = σI, or diagonal with coefficients
σ1, · · · , σn, then the respective formulae are
(29) σnew =
1
n
tr(Σnew) and σnewi = Σ
new
ii ,
where Σnew is given in (28).
A.3. Calculating or estimating the expected q-values. The matrix QXX de-
pends only on the dataset so needs only calculating once, whereas the values qS ,
QZZ and QZX must be calculated at each step of the EM algorithm. The matrices
are sums (21), (22) over the data xi of certain expected values over the posterior
distribution of Ci, Zi given xi and parameters θ
old. The value qS is a sum over the
data xi of the expected values qS,i = EUSρΣ(xi−V u) this time over the prior distri-
bution on US . Recall that the prior distribution on Z is a mixture of distributions
US , so expected values can be expanded as
(30) EZ|xif(z) =
∑
S
pSEUS |xif(u).
Then by Bayes’ Law we have
(31) EUS |xif(u) =
1
qS,i
∫
f(u)ρΣ(xi − V u)µUS (u),
where we have expressed the conditional density function as ρ(x | C = S,US = u) =
ρΣ(x − V u). Note that with the functions f(u) used to calculate QZZ and QZX ,
these matrices can be expressed in terms of the central moments of the posterior
distribution on U . The classes of distributions U for which these expected values
may be computed explicitly are limited, but they include Gaussian distributions
(including those with support on affine planes) on Rm, finite discrete distributions,
and uniform distributions on line segments. In the case of a uniform distribution
on a line segment, the posterior distributions are uni-variate truncated Gaussians
embedded in Rm.
Performing the calculation of qS , QZZ and QZX directly requires summing over
every distribution US for S ∈ A and every datapoint xi, which is slow if the car-
dinality of A is large. Fortunately the expected values can instead be estimated
using the Metropolis algorithm once one has constructed a Markov chain defined
on C and Z with the appropriate stationary distribution, which is a simple task for
most distributions US . See Appendix B and Table 1 for further details.
If the expected values are only estimated and the maximisation step is performed
using the estimates then this is a stochastic variant of the EM algorithm and we no
longer have guarantees of monotonicly increasing log-likelihood or of convergence.
An advantage of using estimates is one of efficiency: in many applications the
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posterior distributions Ci will have low entropy, so for any given datapoint xi
most of the component distributions US will have little probability mass in the
posterior distribution. The Markov chain Monte Carlo approach means that these
components are only rarely sampled.
A.4. Model comparison via minimal description length. The EM algorithm
maximises the log-likelihood, but calculating or estimating the log-likelihood is
usually not feasible. To compare different sets of parameters from the same model,
or to compare parameters between different types of models, we defined the intrinsic
encoding rate (2) of a simplicial mixture model. We will now explain the derivation
of the formula and the terms in the expression in more detail. The general version
for a linearly embedded mixture model is
(32) hR(p, V,Σ) = H(p) +
∑
S∈A
pSRV US (Σ) +
1
2
log [(4pie)n det(Σ)] .
This is a measure of the average amount of information required to encode values
of the model X + N(0,Σ) by first encoding a value S ∈ C, then a value of z ∈ Z
given C = S, before finally encoding a value x = (x−V z)+V z. The distribution C
is discrete and has entropy H(p). The random variable X +N(0,Σ) is continuous
and has well-defined density function, so the differential entropy is the appropriate
measure of information. However these properties can not be assumed for Z and so
the differential entropy cannot be used, instead we use rate distortion theory and
allow Z to be quantised. To be precise, in applying rate distortion theory we do not
quantise the single variable Z, but instead a set of i.i.d. variables drawn from Z.
See Chapter 10 of [7] for a full introduction to rate distortion theory. A distortion
function d is first chosen to measure the distance between a random variable U and
a given finite representation Û . Then the rate distortion function R(D) specifies
the minimum encoding rate achievable by a finite representation of the random
variable, such that the expected distortion is less than the given D.
For our application we choose a distortion function in such a way that the co-
variance matrix of the difference V U − V Û is dominated by Σ. If we define
(33) d(u, û) = (V u− V û)tΣ−1(V u− V û)
then R(1) is the minimum encoding rate achievable by a finite representation while
satisfying the above covariance condition. We write RV U (Σ) = R(1) to emphasise
the dependence on V , U and Σ. Then Z can be encoded at an average rate of∑
S pSRV US (Σ) with covariance matrix of V Z − V Ẑ dominated by Σ. With the
difference V Z−V Ẑ having covariance dominated by Σ, we know that the difference
Y = V Z + N(0,Σ) − V Ẑ has covariance dominated by 2Σ. The difference distri-
bution Y is not necessarily a multivariate Gaussian, but by the maximum entropy
property its differential entropy is bounded above by the entropy of N(0, 2Σ) which
is the final term of the intrinsic encoding rate. The above derivation implies that
hR(p, V,Σ) ≥ h where h is the differential entropy of X +N(0,Σ).
A.5. Discussion of the intrinsic encoding rate. In practice computing the rate
distortion functions RV U (Σ) for the component distributions US may not be feasi-
ble. A simple but effective alternative is to compute the rate distortion functions
for the normal distribution with the same mean and covariance matrix as US , this
is the method we implemented and applied in the results of Figure 2.
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A small intrinsic encoding rate suggests a low entropy for C, so the mixture is
concentrated on fewer components. It suggests a low expected rate distortion which
means that weighted sum of the ‘volumes’ of the embedded mixture components
V US should be small, which discourages overlaps and discourages empty regions of
the distributions far away from the data. Finally it suggests that the determinant
of the covariance should be small, so the distances squared between the model and
the data should be small. These three properties agree with intuition about what
implies a good fit of the model to the data. Ofcourse they are traded off against
each other.
The intrinsic encoding rate hR is a function of parameters and does not directly
depend on the data (xi)
N
i=1. This can only be an appropriate measure of fit when
the model parameters (p, V,Σ) are stationary under the EM algorithm as applied to
the dataset. Define distributions (C ′, Z ′) as follows: pick a datapoint xi uniformly
from the dataset, then pick (c, z) from the conditional distribution of (C,Z) given
xi. Under the assumption on the parameters, C
′ is equal in distribution to C. The
distribution Z ′ can not be assumed to be equal to Z, however from the definition
of V and Σ in the maximisation step of the EM algorithm we do know that the
average covariance matrix of V Z ′ − xi over the dataset is equal to Σ. Since we do
not have any concrete results about the differences in distribution between Z and
Z ′ we cannot offer any formal connection between hR and the log-likelihood of the
data. This is an opportunity for further empirical research.
Appendix B. A Markov chain Monte Carlo expectation maximisation
algorithm
In Appendix A the EM algorithm for a linearly embedded mixture model was
derived. Each iteration is divided into two steps, the calculation of the q-values, qS ,
QZZ and QZX and then the minimisation of the function Q defined in (18) using
the formulae (25), (27) and (28). The q-values are computed as a sum over the
data xi, with each term an expectation over the posterior distribution of the latent
variables C and Z given that X+N(0,Σ) = xi. Explicit formulae can be used only
when the distributions US are of a certain type, for example explicit formulae were
used for fitting models for Figures 2 and 3 since each variable US was a uniform
distribution on a line segment.
We can estimate the q-values if we can generate samples from the posterior distri-
butions. Fortunately a Markov chain approach allows for efficient sampling. In this
approach there is a Markov chain for each datapoint xi, whose state can described as
a pair zi = (Si, ui) where Si ∈ A determines a choice of distribution and ui is in the
support of USi . The state is updated using the Metropolis-Hastings algorithm, for
this we require a Markov chain update M with stationary distribution Z to propose
changes to each of the datapoint Markov chains. So let z′i = (S
′
i, u
′
i) = M(Si, ui)
be the proposed update. We accept this update with probability
(34) max
(
1,
p(z′i)
p(zi)
)
,
where p(zi) = ρΣ(xi−V ui) is the conditional probability of zi given xi and param-
eters (p, V,Σ). The choice of M depends on the set A and the distributions US . If
one has Markov chain updates MA and MS such that MA has unique stationary
distribution p on A and each MS the stationary distribution US , then half the
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Table 1. The state of the stochastic Markov chain EM algorithm
and the possible actions on the state.
State
Parameters θ = (p = (pS)
M
S=1, V,Σ)
Simulation zi = (Si, ui) for i = 1, · · · , N
Q-Values Q̂ZZ , Q̂ZX and q̂S for S = 1, · · · ,M
Actions
M-step (maximisation) the parameters are updated using the Q-value es-
timates and the Q-values are reset to 0. The simulation state is
not changed.
Q-step (contribution to Q-values) the parameters and simulation state are
used to add a term
∑
i ziz
t
i to Q̂ZZ , a term
∑
i zix
t
i to Q̂ZX and a
term |{Si = S}| to q̂S .
C-step (C-changing Markov step) for each i a new candidate for zi is cho-
sen according to P (Z | θ) and either accepted or rejected according
to the Metropolis-Hastings criterion.
U-step (U-changing Markov step) for each i the choice of component dis-
tribution Si is retained but a candidate is chosen from the given
Markov chain on USi , then the Metropolis-Hastings criterion is
applied.
time one could update the second coordinate, i.e. send (S, u) to (S,MS(u)) and
half the time the first coordinate, so send (S, u) to (MA(S), u
′) where u′ is drawn
from UMA(S).
B.1. Implementation notes for the stochastic EM algorithm. For the full
details of the implementation one can read the documented code [10]. We will
explain the core concepts, however optimisations through caching of values are not
discussed. The state at any stage of the algorithm and the four possible actions
that change the state are listed in Table 1.
To carry out the algorithm the state is first initialised. Typically the columns
of V will be chosen at random from the data X, the probabilities p could be
chosen to be uniform and the covariance matrix chosen to be the covariance of the
dataset X. The simulation state is initialised by drawing from each latent variable
of the model with the initial parameters (p, V,Σ). The Q-values are initialised to
zero.
After initialisation the four actions are carried out according to some regime: we
would like to apply sufficiently many simulation steps (C and U) so that the simu-
lation state reaches the stationary distribution of Z given xi, then more simulation
steps and Q-steps must be carried out so that a reasonable estimate of the Q-values
are obtained, only then should a maximisation (M) step be carried out. However if
we assume each maximisation step only changes the posterior distributions on the
latent variables slightly, then fewer steps (C and U) need to be carried out to reach
the stationary distribution.
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For the fitting of the models of Figure 4 the regime used was
(35) (CUQM)2000((CUQ)5M)1000
where the actions are carried out by reading the word left to right. In this case
the number of datapoints was large at 32041 considering the data was only three
dimensional. So with many parallel Markov chains it was judged that few steps
per maximisation were required. In this case we specified the regime in advance,
but one could perform a test for convergence after every M-step and use this to
terminate the algorithm.
The same code may be used to perform estimations of values over the conditional
distributions of the latent variables. For example the results of Figure 4 are obtained
by computing the expected value of Z given every pixel in the image. After fitting
the model using the stochastic EM algorithm, more simulation steps are performed
whilst calculating an average of the Z values for each data point.
B.2. Discussion of implementation. The stochastic EM algorithm is highly par-
allelisable. The simulation state and the computations of the Q, C and U steps
may all be be carried out in parallel across different CPUs/GPUs. Performing an
M step requires the accumulation of the Q-values and some simple linear algebra
after which only the parameters are sent back to the individual processors.
In our implementation we make the assumption that every US on Rm arises from
a common distribution U on Rk, but with a different linear embedding MS : Rk →
Rm for each S ∈ A. This means that the generation of the U-step candidates are
independent of the values of C.
In the C-step the latent discrete variables are changed by sampling afresh from C.
However if C has extra combinatorial structure then different updates could be
used. For example to change a k-simplex i0 ≤ · · · ≤ ik, one could choose an index
at random, remove it and then insert a new index chosen at random. With a smaller
change we would expect a higher acceptance rate when applying the Metropolis-
Hastings criterion.
For many applications it is expected that p would have low entropy compared to
the size M of its support, i.e. 2H(p) M . In this case the values q̂S will be sparse.
Instead of specifying p directly, we could replace it by a Dirichlet distribution with
parameters given by 1 plus a sparse vector. Whereas the actions and state of the
current algorithm scale in complexity and memory use with M , one may hope that
with such changes it would scale with 2H(p).
