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As pesquisas e as práticas em inteligência analítica na Engenharia de Software 
têm crescido nas últimas décadas. As informações contidas em um repositório 
de software podem auxiliar engenheiros de software em suas atividades 
durante todas as fases do desenvolvimento de software. O uso da inteligência 
analítica está ajudando os profissionais da Engenharia de Software a obterem 
informações relevantes do repositório de software, direcionando-os para 
melhores tomadas de decisões. Por se tratar de um bem intangível, pode ser 
difícil compreender as informações geradas pelo software. Este trabalho 
realizou um mapeamento sistemático da literatura sobre inteligência analítica 
na Engenharia de Software, o que propiciou a elaboração de um arcabouço 
conceitual para utilização da inteligência analítica capaz de auxiliar nas 
atividades da Engenharia de Software. Com a finalidade de validar este 
arcabouço conceitual, foi construído um protótipo de uma aplicação que 
analisou dados de um software livre. Tal protótipo foi validado e comentado 
por um grupo focal formado por desenvolvedores e gestores de projetos de 
software de uma grande empresa da área de Tecnologia da Informação. 
Concluiu-se que a inteligência analítica é fortemente utilizada durante a fase 
de manutenção e vem crescendo sua utilização na área de Gestão e na Prática 
Profissional. Constatou-se que os commits podem ser bons indicadores da 
evolução de software e que a ferramenta desenvolvida neste trabalho permite 
compreender o que está sendo alterado no sistema e por que a alteração 
ocorreu. 
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The research and practice in mining software repositories have grown in recent 
decades. The existing information about a software repository can assist software 
engineers in their activities during all phases of software development. The use of 
software analytics is benefiting software engineering practitioners to obtain 
relevant information in the software repository, directing them to better decision 
making. Because it is an intangible asset, the information generated by the software 
can be complicated to be understood. This paper conducted a systematic mapping 
of literature about software analytics usage in software engineering that allowed the 
development of a conceptual framework to assist in the activities of software 
engineering. In order to validate this conceptual framework, we built a prototype of 
an application that analyzed data of a open source software. This prototype was 
validated and reviewed by a focus group of software developers and project 
managers from a large information technology organization. It was noticed that the 
software analytics is strongly used during the maintenance phase and its usage is 
growing in management and professional practice. Another results shows that 
commits can be good indicators of software evolution and that the tool developed 
in this work allows the understanding of what is being changed in the system and 
the cause of change. 
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Durante o desenvolvimento de um software, são produzidos diversos artefatos, que 
contêm dados importantes a respeito de seu projeto. Contudo, nem sempre esses dados 
são explorados com a finalidade de auxiliar desenvolvedores e gestores de software em 
suas atividades. Muitas decisões tomadas no desenvolvimento de software baseiam-se 
na intuição [3] e poucas ferramentas são utilizadas para direcionar a condução de 
projetos de software. Diante de uma grande quantidade de dados disponíveis, 
engenheiros de software têm dificuldade para usar e interpretar dados sobre o projeto de 
software [1]. O propósito da inteligência analítica é transformar grandes quantidades de 
dados em informações reais e viáveis [1]. A inteligência analítica na Engenharia de 
Software permite que dados coletados em repositórios possam ser explorados e 
analisados [5], ajudando os engenheiros de software a obterem e compartilharem uma 
visão dos seus dados que são úteis para embasar a tomada de decisões [4]. Essa técnica 
é utilizada, por exemplo, na redução de defeitos e no gerenciamento de riscos no 
desenvolvimento de software (Buse e Zimmermann, 2012), bem como para entender 
sistemas, propagação de mudança de código e entender dinâmicas das equipes e 
melhorar a experiência do usuário, entre outros benefícios [2].  
Com a intenção de auxiliar os engenheiros de software em suas atividades, este trabalho 
visa responder ao problema de pesquisa: Quais são os elementos tecnológicos de um 
arcabouço conceitual da inteligência analítica aplicados à Engenharia de Software? Este 
trabalho propõe-se a elaborar um arcabouço conceitual que utilize a inteligência 
analítica na Engenharia de Software e, para facilitar a exploração das informações 
disponíveis em repositórios de software, com a finalidade de obter informações a 
respeito do projeto de software que sejam úteis para embasar decisões. 
Para compreender o que está sendo produzido sobre inteligência analítica na Engenharia 
de Software, este trabalho contempla um mapeamento sistemático da literatura. Com 
base nos dados extraídos dos artigos analisados no mapeamento sistemático, propõe-se 
um arcabouço conceitual que descreve as tecnologias para utilização da inteligência 
analítica na Engenharia de Software. Tal arcabouço visa suprir as necessidades de 
informações sobre o projeto de software pertinentes à Engenharia de Software. Para 
validar este arcabouço conceitual, desenvolveu-se um protótipo utilizando os dados de 
um sistema de software livre, o Jenkins, o qual foi avaliado por um grupo focal 
constituído por desenvolvedores e gerentes de software de uma grande empresa da área 
de Tecnologia da Informação do Estado de Minas Gerais.  
O Programa de Pós-graduação em Sistemas de Informação e Gestão do Conhecimento 
da FUMEC possui caráter profissional; ou seja, tem foco na realização de pesquisas 
aplicadas e práticas em áreas gerenciais e tecnológicas. Possui formação interdisciplinar 
nas linhas de pesquisa em Tecnologia e Sistemas de Informação e em Gestão da 
Informação e do Conhecimento. Com base nesse programa interdisciplinar, este 
trabalho se alinha ao escopo da linha de pesquisa de Tecnologia em Sistemas de 
Informação, a qual compreende os estudos do processo de desenvolvimento de 
tecnologias.  
A interdisciplinaridade deste trabalho pode ser constatada pela presença da criação de 
um arcabouço conceitual em Engenharia de Software que se adequa à área do 
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conhecimento da Ciência da Computação. Por possuir características de análise de 
dados, adéqua-se, também à área de Estatística.  
1.1 OBJETIVOS 
1.1.1 Objetivo Geral 
Propor um arcabouço conceitual de inteligência analítica na Engenharia de Software, 
com a finalidade de fornecer múltiplas visões do projeto de software, a partir das 
informações geradas pelos artefatos produzidos durante o seu desenvolvimento, para 
auxiliar os engenheiros de software a compreenderem melhor o software que está sendo 
desenvolvido ou mantido. 
1.1.2 Objetivos Específicos 
 OBJ1 - Identificar os elementos de um arcabouço conceitual produzidos na 
literatura sobre inteligência analítica na Engenharia de Software.  
 OBJ2 - Identificar as tecnologias propostas na literatura que utilizem a 
inteligência analítica na prática da Engenharia de Software. 
 OBJ3 - Elaborar um arcabouço conceitual da inteligência analítica para a 
Engenharia de Software. 
 OBJ4 - Validar o arcabouço conceitual desenvolvido neste trabalho. 
Integram este trabalho dois artigos submetidos ao Simpósio Brasileiro de Engenharia de 
Software 2016 (SBES). O Capítulo 1 contém o primeiro artigo, que apresenta o 
mapeamento sistemático da literatura sobre inteligência analítica na Engenharia de 
Software. Foi possível identificar como a inteligência analítica está sendo utilizada na 
Engenharia de Software e descobrir as lacunas existentes e as tendências das pesquisas 
nessa área. O segundo artigo, que se encontra no Capítulo 2, apresenta um arcabouço 
conceitual que permite que seja utilizada a inteligência analítica na engenharia de 
software. Esse arcabouço é composto pelos elementos encontrados no mapeamento 
sistemático e visa suprir as diversas necessidades dos engenheiros de software. Com a 
finalidade de validar esse arcabouço, este trabalho implementa o arcabouço apresentado 
e realiza um grupo focal com desenvolvedores e gestores de projeto de software, no 
qual foi possível encontrar os pontos fortes e os pontos fracos deste arcabouço. 
1.2 REFERÊNCIAS 
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Informações existentes em repositórios de software podem 
auxiliar engenheiros de software em suas atividades durante 
todas as fases do desenvolvimento. O uso da inteligência 
analítica em repositórios de software beneficia engenheiros de 
software a obterem informações relevantes a respeito do 
projeto que está sob sua responsabilidade. Com a finalidade 
de fomentar os estudos do uso da inteligência analítica na 
Engenharia de Software, este artigo realizou um mapeamento 
sistemático da literatura, para descobrir a aplicabilidade da 
inteligência analítica na Engenharia de Software. Foram 
analisados 235 artigos extraídos de cinco bases científicas da 
computação e de duas conferências da Engenharia de 
Software. Com base nesses artigos, foram categorizados os 
tipos de análise e as necessidades dos engenheiros de software 
que estão utilizando a inteligência analítica. Descobriu-se que 
métodos são frequentemente propostos com a finalidade de 
quantificar as mudanças dos artefatos de software na prática 
de desenvolvimento, seja relacionado ao código-fonte do 
projeto ou como na estimativa de esforço e risco do projeto. A 
inteligência analítica está fortemente relacionada à 
manutenção de software, mas sua utilização vem crescendo na 
gestão de projetos e no gerenciamento de equipes.  
Categoria: 
Sistemas de informação → Aplicações de sistemas de informação 
→ Sistemas de apoio à decisão → Análise de dados 
Palavras-chave 
Inteligência Analítica; Mineração de Repositórios de Software; 
Engenharia de Software. 
2.1 INTRODUÇÃO 
A inteligência analítica é descrita como uma técnica que faz uso de 
análises, dados e raciocínio sistemático para tomar decisões [37]. 
Demonstrou ser uma técnica valiosa para a análise de processos de 
negócios [176]. Na Engenharia de Software seu uso tem crescido de 
forma substancial na identificação de padrões e no apoio à tomada de 
decisão em cada fase do desenvolvimento de software [24] [98].   
Estudos utilizando dados de repositórios de desenvolvimento 
software têm coberto várias áreas da Engenharia de Software, como 
arquitetura, processo de desenvolvimento e reuso, entre outras [94]. 
A inteligência analítica está permitindo aos gerentes e engenheiros de 
software melhor compreensão a respeito dos sistemas sob sua 
responsabilidade [156].  
Estudos dedicados a analisar a adoção da inteligência analítica na 
Engenharia de Software são escassos. Um número maior de estudos 
nesta área pode ajudar a identificar as necessidades dos engenheiros 
de software e as áreas carentes de pesquisas.  
Neste contexto, emerge o problema de pesquisa: Quais são as 
aplicações da inteligência analítica na Engenharia de Software? Este 
artigo visa identificar como a inteligência analítica está sendo 
utilizada para embasar decisões nas áreas da Engenharia de Software.  
Para responder ao problema de pesquisa, procedeu-se a um 
mapeamento sistemático da literatura sobre inteligência analítica na 
Engenharia de Software. Para isso, foram pesquisados artigos em 
cinco bases científicas da computação - ACM Digital Library, IEEE 
Xplore, Springer, Elsevier e Wiley - e realizada a busca manual em 
duas conferências da área: International Conference on Software 
Engineering (ICSE) e International Conference on Mining Software 
Repositories (MSR). Os artigos resultantes deste mapeamento foram 
classificados com base em aspectos encontrados na literatura, 
apresentando uma dimensão da produção científica nessa área.  
O artigo se encontra estruturado em sete seções, incluindo esta 
introdução. A Seção 2.2 contém a fundamentação teórica deste artigo. 
A Seção 2.3 apresenta os trabalhos relacionados. A Seção 2.4 
descreve a metodologia utilizada para este mapeamento sistemático e 
os descritores de busca. A Seção 2.5 apresenta os resultados do 
mapeamento sistemático e responde às perguntas deste trabalho. A 
Seção 2.6 trata das ameaças à validade desta pesquisa. A Seção 2.7 
discute as conclusões e oferece sugestões para trabalhos futuros.  
2.2 FUNDAMENTAÇÃO TEÓRICA 
Repositórios de software contêm dados do sistema que, muitas vezes, 
podem ser difíceis de serem interpretados, porém podem ser 
utilizados pelos engenheiros de software para embasar decisões. A 
inteligência analítica na Engenharia de Software analisa e cruza 
dados disponíveis em repositórios de software, para descobrir 
informações sobre o sistema [96]. Como base para este mapeamento 
sistemático, foram considerados os conceitos de inteligência analítica 
apresentados nesta Seção. Esta Seção contempla os conceitos de 
inteligência analítica, os tipos de análise que podem ser feitos com 
base na inteligência analítica, as necessidades de utilização da 
inteligência analítica por engenheiros de software e as definições das 
áreas do conhecimento da Engenharia de Software. 
2.2.1 Inteligência Analítica 
A inteligência analítica permite aos engenheiros de software 
realizarem a exploração e análise de dados, a fim de obter 
informações detalhadas e baseadas em dados do próprio software, 
para tomar de decisão sobre a condução de seu projeto e seus serviços 
[241]. Pesquisas têm relatado o uso da inteligência analítica para 
entender sistemas de software, propagação de mudanças, predição e 
identificação de defeitos e entender a dinâmica de equipes de 
desenvolvimento, melhorar a experiência do usuário, a reusabilidade 
de código, a automação de técnicas de mineração de repositórios [96] 
e a qualidade do software [242] e capacitar os indivíduos e equipes de 
desenvolvimento [156], entre outras atividades.  
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A inteligência analítica na Engenharia de Software alcançou sucesso 
substancial tanto em pesquisa quanto na prática de desenvolvimento 
[98]. Um dos papéis da inteligência analítica na Engenharia de 
Software é oferecer recomendações práticas para melhorar o projeto 
[156]. Ou seja, uma ferramenta de inteligência analítica pode 
recomendar aos programadores que realizem uma ação baseada no 
histórico de versões, por exemplo, ―programadores que alteraram esta 
função também alteraram...‖ [248]. Dessa maneira, tem-se a intenção 
de reduzir erros por alterações incompletas no código e nos 
problemas de acoplamento. 
Projetos de software tendem a continuar crescendo em tamanho e 
complexidade. Assim, o esforço para analisar os dados disponíveis 
em repositórios de software é crescente [36]. A dificuldade de 
interpretar dados tem sido solucionada mediante a extração das 
métricas de software e a utilização de técnicas estatísticas [246]. 
Pesquisadores do campo da Engenharia de Software têm 
desenvolvido abordagens para extrair informações pertinentes e 
descobrir relações e tendências de repositórios no contexto da 
evolução do software [120]. A inteligência analítica no 
desenvolvimento de software torna possível a utilização de 
indicadores para a tomada de decisão. Sem esses indicadores, 
desenvolvedores e gestores contam apenas com intuição e a 
experiência para embasar decisões. Ferramentas online e ou 
integradas ao ambiente de desenvolvimento de software estão sendo 
utilizadas para esse fim [98]. Ou seja, oportunidades estão sendo 
criadas para serem exploradas nesta área. 
2.2.2 Tipos de Análise da Inteligência Analítica 
A inteligência analítica fornece aos engenheiros de software a 
possibilidade de analisar os projetos sob sua responsabilidade. Essas 
análises são úteis para saber o que está acontecendo, como está 
acontecendo, quais são melhores ações a serem tomadas e o que pode 
acontecer ao projeto de software. 
Nesta Seção, apresentam-se os tipos de análise fornecidos pelas 
ferramentas de inteligência analítica aos engenheiros de software, 
com base no trabalho de Buse e Zimmermann [37]. 
Buse e Zimmermann [37] realizaram um survey com 
desenvolvedores e gerentes da indústria de software para descobrir 
como a inteligência analítica pode contribuir para embasar decisões 
no desenvolvimento de sistemas. Os autores categorizaram os tipos 
de analise, os quais se encontram descritos conforme o Quadro 2.1. 
Os tipos de analise são caracterizados de acordo com o tempo 
(passado, presente e futuro) e a técnica aplicada (exploração, análise 
e experimentação). Com base nessa categorização, é possível 
responder a questões como: O que está acontecendo? Como e por que 
isso aconteceu? O que está acontecendo agora? Qual a melhor ação? 








Quadro 2.1 Tipos de Análise da Inteligência Analítica [37] 











































































2.2.3 Necessidades dos Engenheiros de Software 
Com o intuito de descobrir quais são os questionamentos sobre o 
projeto de software, a inteligência analítica pode ajudar a responder 
aos engenheiros de software. Begel e Zimmermann [27] realizaram 
dois surveys na Microsoft e categorizaram 145 questões que os 
engenheiros de software gostariam que os cientistas de dados 
respondessem. Dessa maneira, torna-se possível verificar como a 
inteligência analítica pode auxiliar gerentes e desenvolvedores em 
suas atividades. Essas 145 questões foram categorizadas em 12 
grupos. O resultado desta categorização é apresentado no Quadro 2.2. 
Quadro 2.2  Necessidades dos Engenheiros de Software com a 
Inteligência Analítica [27] 
Medições de 
defeitos (Bugs) 
Onde os defeitos são 
encontrados, os mais 
comuns, seu ciclo de 
vida e o custo para 















de esforço e riscos 




no projeto de 
software. Como 
técnicas adequadas 
de migrações entre 
as versões de 
software, a melhor 
maneira de controlar 
os itens de trabalho, 
o momento certo 
para usar métodos 
formais para a 
análise de software 
ou quais critérios 
devem influenciar a 





específica ou API 
Prática de Teste 
Cobre automação de 
teste, estratégia de 
teste, teste unitário, 
desenvolvimento 
orientado a testes, 
processos de teste, 
escritas, 
infraestruturas, 
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clientes e 
monetização 
causadas nas versões 




interesses do cliente, 
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o aumento de 
clientes. 
Ciclo de Vida do 
Desenvolvimento 
de Software 
Como o tempo de 
desenvolvimento 
deve ser alocado 
entre planejamento, 
projeto, codificação 
e teste, impacto 
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recursos e práticas 











2.2.4 Áreas do Conhecimento da Engenharia de 
Software 
Com a finalidade de reconhecer as áreas da Engenharia de Software 
em que estão sendo aplicadas as técnicas de inteligência analítica, 
este artigo utilizou como base quinze áreas do conhecimento da 
engenharia de software descritas no guia SWEBOK (Software 
Engineering Body of Knowledge) [171]. Cada área pode ser descrita 
como: 
 Requisitos de Software - concentra a elicitação, análise, 
especificação, validação e gerenciamento de requisitos de 
software. 
 Projeto de Software - define a arquitetura, componentes, 
interfaces, características do sistema e seus componentes. 
 Construção de Software – refere-se aos detalhes de criação de 
software, codificação, verificação, testes de unidade, integração 
e debugging. 
 Teste de Software - atividades de teste de software, objetivos 
de teste, técnicas, avaliação, performance e medidas de teste, 
processos de teste e ferramentas. 
 Manutenção de Software - recorrente às modificações no 
software, preservando sua integridade.  
 Gerenciamento de Configuração de Software - configuração 
física e funcional do sistema de software que armazena e 
organiza artefatos arquivados do projeto de software, 
controlando suas alterações. 
 Gestão da Engenharia de Software - gerencia as atividades de 
planejamento, coordenação, medidas, monitoramento, controle e 
relatórios dos produtos e serviços de software, eficiência das 
entregas e os benefícios às partes interessadas. 
 Processos de Engenharia de Software - consistem em 
atividades inter-relacionadas da Engenharia de Software durante 
o ciclo de vida do software. Facilitam o entendimento, 
comunicação e coordenação dos envolvidos para o 
gerenciamento de projetos de software. 
 Modelos e Métodos da Engenharia de Software - impõem 
estrutura sobre a Engenharia de Software, com o objetivo de 
fazer as atividades sistemáticas com maior sucesso. 
 Qualidade de Software - garante que as especificações do 
produto sejam satisfeitas.  
 Prática Profissional em Engenharia de Software – concentra 
os conhecimentos, habilidades, atitudes, responsabilidades e 
maneiras éticas dos profissionais de software, bem como a 
dinâmica do grupo e sua comunicação. 
 Economia em Engenharia de Software - relacionada à tomada 
de decisão no contexto de negócio. Relaciona-se ao custo e ao 
risco de produtos de software e dos ecossistemas do projeto de 
software. 
 Fundamentos da Computação - propõem as práticas 
computacionais para a Engenharia de Software. Ou seja, é o 
núcleo da Engenharia de Software com o entendimento da 
Ciência da Computação. 
 Fundamentos Matemáticos - cobrem as técnicas básicas para 
identificar o conjunto de regras para o raciocínio no contexto de 
sistemas. 
 Fundamentos da Engenharia - resultam em habilidades e 
técnicas usadas sistematicamente na Engenharia de Software. 
Relacionadas a estatística, medidas, modelos, simulações, 
protótipos e análises de causa raiz. 
2.3 TRABALHOS RELACIONADOS 
Trabalhos de revisão e mapeamento sistemáticos da literatura têm 
contribuído para entender o que está sendo pesquisado na Engenharia 
de Software. Heckman e Williams [101] realizaram uma revisão 
sistemática da literatura para identificar as técnicas de análise estática 
automatizada que identifiquem potenciais anomalias em código-
fonte.  De 17.571 artigos, selecionaram 21 trabalhos relevantes para a 
análise das técnicas de análise estática automatizada. Semelhante ao 
trabalho de Heckman e Williams [101], este mapeamento sistemático 
da literatura procurou identificar técnicas que auxiliem os 
engenheiros de software. Porém, o foco deste mapeamento está 
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associado à utilização da inteligência analítica como técnica, sendo 
que a inteligência analítica pode ser utilizada para identificação de 
anomalias no código-fonte. 
Demeyer et al. [61] aplicaram a abordagem de mineração de textos 
N-Gram sobre os artigos da Conferência MSR, analisando as 
tendências que estão seguindo os artigos da conferência de 2004 a 
2012. Os autores verificaram os termos mais frequentes e os menos 
frequentes, os casos mais utilizados e os menos utilizados, as 
infraestruturas utilizadas e informações práticas que estão sendo 
estudadas. Como resultados, descobriram que muitos estudos sobre 
evolução de software estão sendo realizados e poucos estudos sobre 
padrões de projeto. Nas pesquisas, são frequentemente utilizados 
softwares livres, como o Eclipse, que dominam as pesquisas. Porém, 
poucos casos da indústria são relatados. O CVS e o Bugzilla são 
geralmente utilizados, sendo que o SVN, o Git e o Jira estão 
ganhando popularidade. Existe a tendência de obter dados de 
repositórios de comunicação, como e-mail e o Stackoverflow. O uso 
de técnicas de desenvolvimento e testes são amplamente discutidas 
nas pesquisas, contudo o ganho da utilização das técnicas para as 
organizações nem sempre é considerada. Ao contrário do trabalho de 
Demeyer et al. [61], o presente mapeamento não focou em uma única 
conferência, ampliando a busca para várias bases. Ele teve a intenção 
de descobrir o direcionamento das pesquisas nessa área. Contudo, a 
ideia deste trabalho é revelar a aplicabilidade da inteligência analítica 
na Engenharia de Software, e não apenas visualizar as tendências da 
conferência. 
Novais et al. [168] mapearam 146 artigos sobre a visualização da 
evolução de software, descrevendo as características da visualização 
de software utilizadas na Engenharia de Software.  Novais et al. [168] 
perceberam a utilização de múltiplas métricas, estratégias e 
perspectivas e da carência da validação das abordagens propostas. Já 
o presente mapeamento sistemático direcionou seus esforços em 
descobrir as carências de pesquisas sobre inteligência analítica na 
Engenharia de Software. 
 A taxonomia na mineração de repositórios de software foi tratada 
por Kagdi [120]. Ele analisou 80 trabalhos para investigar as 
taxonomias da mineração de repositório na evolução de software. 
Esse trabalho teve a intenção de facilitar as comparações das 
abordagens na mineração de repositórios, para entender a evolução de 
sistemas de software. O entendimento da evolução de sistemas de 
software é um tópico relevante na mineração de repositórios. A 
mineração de repositórios de software é a base da inteligência 
analítica na Engenharia de Software. O presente mapeamento 
sistemático analisou trabalhos de mineração repositórios de software, 
para compreender a técnica de inteligência analítica na Engenharia de 
Software. 
Robles [189] realizou uma revisão dos artigos publicados no 
Workshop on Mining Software Repositories (MSR) entre 2004 a 2006 
e na Working Conference on MSR de 2007 a 2009. O intuito dessa 
revisão foi verificar os experimentos que pudessem ser replicados. 
Para isso, ele analisou os artigos empíricos, verificando se os dados e 
as ferramentas utilizadas nos artigos estavam disponíveis ao público. 
Do total de 171 artigos analisados, apenas 2 se mostraram aptos para 
replicação. No presente mapeamento foram analisados trabalhos 
empíricos e teóricos, não se preocupando com os dados para 
replicação. 
2.4 METODOLOGIA DE PESQUISA 
Como suporte no mapeamento sistemático [175] empreendido 
contou-se com o uso do protocolo de mapeamento de estudos 
proposto por Kitchenham [134, 135], o qual auxilia no 
direcionamento das pesquisas de revisões sistemáticas e dos 
mapeamentos sistemáticos da Engenharia de Software. Nesse 
protocolo, foram declaradas: necessidades e escopo da pesquisa, 
estratégia de busca dos artigos, os critérios de seleção e exclusão, 
dados extraídos e limitações e validações do trabalho. 
2.4.1 Questões de Pesquisa 
Como objetivo desta pesquisa, pretende-se descobrir o que está sendo 
produzido sobre a inteligência analítica no âmbito da Engenharia de 
Software. Para investigar as pesquisas realizadas nessa área, este 
artigo propõe-se a responder as seguintes questões de pesquisa: 
Questão de pesquisa 1 (QP1): Quais são os tipos de análises a 
inteligência analítica está proporcionando à Engenharia de Software? 
Esta questão tem por objetivo apontar os tipos de análise dos dados 
de repositórios de software que têm sido frequentes na literatura. 
Pretende-se, por meio desta questão, descobrir como essas 
informações ajudam na compreensão de projetos de software.  
Questão de pesquisa 2 (QP2): Quais são as áreas de conhecimento da 
Engenharia de Software que têm maior predominância no uso da 
inteligência analítica? A Engenharia de Software é composta por 
diversas áreas do conhecimento. Para compreender o modo como a 
inteligência analítica está sendo utilizada na Engenharia de Software, 
é importante direcionar a área de predominância desta técnica no 
desenvolvimento de software. Esta questão tem por objetivo nortear a 
utilização da inteligência analítica nas áreas de conhecimento da 
Engenharia de Software. 
Questão de pesquisa 3 (QP3): As pesquisas em inteligência analítica 
têm suprido as necessidades de informações dos engenheiros de 
software?  Por meio desta questão, pretende-se descobrir se as 
pesquisas disponíveis na literatura estão alinhadas com as 
necessidades reais dos engenheiros de software apresentadas por  
Begel e Zimmermann [27] e descrita na Seção 2 deste trabalho. 
2.4.2 Estratégia de Busca 
Este mapeamento buscou pelos descritores software analytics, 
software intelligence, mining software repositories e software 
development analytics nas bases da ACM Digital Library, IEEE 
Xplore, Springer, Elsevier e Wiley.  Tais descritores foram 
referenciados por Zhang [240] em Software analytics in practice: 
approaches and experiences, o termo software analytics foi tratado 
por Buse e Zimmermann [36] em seu trabalho Analytics for Software 
Development. O termo analytics foi também usado por Hullett et al. 
[112] para tratar os dados que direcionam o desenvolvimento de 
software, mais especificamente o desenvolvimento de jogos digitais. 
Inspirados no termo business intelligence, Hassan e Xie [98] 
chamaram de software intelligence o uso de dados no 
desenvolvimento de software para a tomada de decisão. Devido ao 
fato de as pesquisas de inteligência analítica na Engenharia de 
Software tratarem sobre mineração de repositório software, o termo 
mining software repositories foi utilizado para ampliar as 
possibilidades de encontrar trabalhos relevantes sobre o uso da 
inteligência analítica na Engenharia de Software. Dessa maneira, os 
descritores de busca utilizados neste artigo foram formulados de 
acordo com o Quadro 2.3. 
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Quadro 2.3 Descritores de Busca 
Base de Busca Descritor 
ACM Digital Library (Abstract:"software analytics" or 
Abstract:"software intelligence" or 
Abstract:"Mining Software Repositories" 
or Abstract:"Software Development 
Analytics")or (Title:"software analytics" or 
Title:"software intelligence" or 
Title:"Mining Software Repositories" or 
Title:"Software Development Analytics") 
for: ((Abstract:"software analytics" or 
Abstract:"software intelligence" or 
Abstract:"Mining Software Repositories" 
or Abstract:"Software Development 
Analytics")or (Title:"software analytics" or 
Title:"software intelligence" or 
Title:"Mining Software Repositories" or 
Title:"Software Development Analytics")) 
and ("software analytics" or "software 
intelligence" or "Mining Software 
Repositories" or "Software Development 
Analytics") 
IEEE Xplore (((("software analytics") OR "software 
intelligence") OR "Mining Software 
Repositories") OR "Software Development 
Analytics") 
Springer ("software analytics" OR  "software 
intelligence" OR "Mining Software 
Repositories" OR "Software Development 
Analytics") 
Elsevier ("software analytics") or ("software 
intelligence") or ("Mining Software 
Repositories") or ("Software Development 
Analytics") 
Wiley "software analytics" in All Fields OR 
"software intelligence" in All Fields OR 
"Mining Software Repositories" in All 
Fields OR "Software Development 
Analytics" in All Fields 
Visto que grande parte das pesquisas na busca automática retornou 
das conferências MSR (Working Conference on Mining Software 
Repositories) e a ICSE (International Conference on Software 
Engineering), foram adicionadas a esta pesquisa os seus artigos 
premiados como mais influentes para ampliar a possibilidade de 
encontrar artigos relevantes. 
2.4.3 Critérios de Inclusão/Exclusão 
Como critério de inclusão, foram verificados os artigos que tratavam 
de temas da Engenharia de Software e que utilizaram inteligência 
analítica; ou seja, artigos que usaram as técnicas de análise dos dados 
de repositórios de software ou artigos teóricos que tratavam sobre o 
tema. Neste artigo, contou-se com apenas artigos escritos na língua 
inglesa. Foram incluídos os artigos que continham os descritores de 
busca no título, resumo e palavras-chaves e que no corpo do texto 
tratavam explicitamente da Engenharia de Software. Devido à falta 
de padronização dos termos para se tratar o tema, os artigos colhidos 
manualmente foram incluídos pela interpretação do título e do 
resumo, e não pelos descritores de busca. Foram analisados artigos 
completos ou que exibam resultados parciais da pesquisa. 
Foram excluídos artigos que não tratavam de forma explícita da 
Engenharia de Software e cujos descritores de busca estavam apenas 
citados na referência bibliográfica, no cabeçalho ou no rodapé do 
artigo.   Foram excluídos também livros, seções de livros, entrevistas, 
resumos e chamadas para conferências e workshops e editoriais em 
geral. Também, foram eliminadas as duplicidades de artigos que 
estavam em mais de uma base. Apurou-se que 5 dos artigos 
retornados na busca da base Wiley e 1 na base da Springer não 
estavam com seus textos disponíveis, razão pela qual não foram 
considerados na análise deste mapeamento. 
2.4.4 Seleção dos Artigos 
A quantidade de artigos encontrados nas bases de busca por meio da 
estratégia de busca e após a aplicação dos critérios de seleção está 
retratada na Tabela 2.1. A Figura 2.1 apresenta o fluxo como os 
artigos foram refinados. 
Tabela 2.1 Quantidade de Artigos por Base de Dados 





Critério de Seleção 
ACM Digital Library 78 29 
IEEE Xplore 350 107 
Springer 182 27 
Elsevier 436 27 
Wiley 228 12 
MSR 31 30 
ICSE 27 3 
Total 1332 235 
 
 
Figura 2.1 Refinamento dos Artigos para o Mapeamento 
Sistemático da literatura. 
2.4.5 Extração dos Dados 
Para melhor analisar os artigos selecionados pelo critério de inclusão 
deste mapeamento sistemático, foram extraídos dos artigos os 
seguintes dados: título da publicação, autores, local de publicação, 
ano de publicação, tipo de questão da pesquisa, área de conhecimento 
da Engenharia de Software, condução da pesquisa, tipos de artefatos 
produzidos, tipos de análise da inteligência analítica e necessidades 
dos engenheiros de software.  
22 
 
Como suporte para a classificação dos artigos deste mapeamento 
foram utilizadas categorias disponíveis na literatura. Os trabalhos de 
Shaw [200] [201] forneceram base para classificar os tipos de 
questões de pesquisa. Estes trabalhos citam que as pesquisas em 
Engenharia de Software respondem às perguntas sobre método ou 
meio de desenvolvimento, projeto, avaliação ou análise de um caso 
particular; generalização ou caracterização, método para análise ou 
avaliação e estudo de viabilidade ou exploração. 
Para realizar a classificação das áreas de conhecimento da 
Engenharia de Software foram utilizadas suas 15 áreas referenciadas 
pelo SWEBOK v3 no Guide to the Software Engineering Body of 
Knowledge [171], descritos na Seção 2 desse trabalho. 
Para determinar as conduções das pesquisas dos artigos analisados, 
foram utilizados os conceitos apresentados no trabalho 
Experimentation in Software Engineering de Wohlin et al. [233], no 
qual os autores citam as conduções de pesquisa em Engenharia de 
Software, como experimento, estudo de caso, survey, revisão 
sistemática da literatura e teoria em Engenharia de Software. 
A classificação dos tipos de artefatos produzidos foi baseada no 
trabalho Design Science Research Evaluation, de Peffers et al. [174], 
no qual os autores descrevem que os artefatos podem ser 
classificados como: algoritmo, construtor, framework, instanciação, 
método ou modelo. 
 Buse e Zimmermann [37] caracterizaram os tipos de análise mais 
comuns realizados com as ferramentas de inteligência analítica 
descritos no Quadro 2.1.  
Begel e Zimmermann [27] categorizaram as necessidades dos 
engenheiros de software que podem ser supridas pela inteligência 
analítica. As descrições dessas necessidades podem ser vista 
conforme o Quadro 2.2.  
2.5 RESULTADOS 
2.5.1 Análises Descritivas  
Os artigos analisados no mapeamento apontam o aumento do número 
de pesquisas sobre a inteligência analítica na Engenharia de Software 
nas últimas décadas. O primeiro workshop sobre mineração 
repositórios de software foi realizado em conjunto com a conferência 
ICSE, em 2004 [61]. Sete artigos que constam na base deste 
mapeamento datam do início de 2015, porém foram retirados da 
análise da Figura 2.2. No momento em que este artigo foi escrito, 
ainda não era possível analisar a real tendência das pesquisas de 
inteligência analítica na Engenharia de Software no ano de 
2015.
 
Figura 2.2 Quantidade de Publicações por Ano. 
Dentre os tipos de questões de pesquisas utilizados nos artigos 
analisados 35% foram caracterizados como generalização ou 
caracterização, 18% procuraram um método para análise ou avaliação 
e 16% um método ou meio de desenvolvimento, estudo de 
viabilidade ou exploração e projeto, avaliação ou análise de um caso 
particular.  
O tipo de artefato mais frequente nas pesquisas foram os métodos. A 
condução de pesquisa mais utilizadas para validar esses artefatos foi 
o estudo de caso, como exibido pela Figura 2.3.  
 
Figura 2.3 Artefato versus Validação da Pesquisa. 
Novos métodos têm sido validados por meio de estudos de caso para 
entender os problemas enfrentados por desenvolvedores [19] 
caracterizar commits [2], estimar esforço [42], gerir conhecimento 
[60] e caracterizar defeitos [206] entre outros. 
2.5.2 QP1 – Quais são os tipos de análise que a 
inteligência analítica está proporcionando à 
Engenharia de Software? 
Os tipos de análise de Tendências, referenciados na Seção 3.2, estão 
presentes nas análises de 48 artigos deste mapeamento e a 
modelagem em 45 artigos. Entre os 235 artigos analisados, apenas 1 
referenciou a inteligência analítica como análise de simulação, 
conforme a Figura 2.4 e Tabela 2.1. Isso indica um interesse nas 
pesquisas em entender as mudanças dos artefatos dos repositórios de 
software, apresentando múltiplas visões ou construindo uma 
representação do projeto de software. Poucos se arriscaram a realizar 
análises que detectem eventos que impliquem no funcionamento do 
software ou indiquem o que aconteceria ao projeto por meio de 
condições alternativas. 
Este mapeamento confirma os resultados do trabalho de Buse e 
Zimmermann que dizem que tanto desenvolvedores quanto gerentes 
acham mais importante compreender o passado do que tentar prever o 
futuro [37].  
 
Figura 2.4 Tipos de Análises na Inteligência Analítica. 
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Tendências [63] [218] [90] [130] [120] [143] [188] [114] [59] 
[13] [195] [140] [72] [25] [184] [22] [8] [2] [58] 
[47] [74] [170] [185] [23] [17] [162] [227] [245] 
[164] [73] [219] [79] [28] [178] [16] [128] [20] 
[82] [187] [237] [199] [215] [19] [203] [39] [38] 
[193] [211] 
Modelagem [191] [71] [229] [165] [241] [110] [60] [205] 
[103] [10] [123] [106] [161] [239] [62] [208] [86] 
[78] [222] [111] [24] [131] [198] [155] [95] [242] 
[144] [99] [192] [9] [42] [228] [147] [230] [53] 
[249]  [14] [46] [91] [88] [89] [202] [146] [34] 
[172] [87] [85]  
Sobreposição [196] [194] [116] [139] [69] [1] [52] [232] [50] 
[51] [223] [236]  [12] [29] [104] [67] [55] [125] 
[127] [93] [214] [167] [129] [124] [176] [115] [4] 
[6] [126] [221] [220] [100] [234] [57] [154] [109] 
[179] [105] [40]  
Previsão [43] [173] [132] [98] [31] [159] [166] [5] [32] 
[158] [117] [118] [30] [64] [151] [216] [113] [33] 
[122] [48] [119] [68] [66] [224] [217] [56] [65] 
[248] [45] [244]  
Sumarização [142] [177] [18] [181] [149] [81] [153] [212] 
[207] [206] [157] [136] [83] [204] [180] [210] 
[84] [3] [35] [15] [92] [145] [182] [138] [108] 
[75] [190]  
Comparação [235] [137] [133] [243] [163] [169] [77] [150] 
[141] [41] [213] [238] [49] [197] [7] [107] [76]  
Objetivos [36] [26] [160] [121] [231] [246] [186] [54] [44] 
[152] [70] [247] [97] [183] 






[102] [196] [37] [189] [96] [168] [80] 
2.5.3 QP2 – Quais são as áreas de conhecimento da 
Engenharia de Software que têm maior 
predominância no uso da inteligência analítica? 
A maior parte da utilização da inteligência analítica na Engenharia de 
Software se concentra na área de conhecimento da Manutenção de 
Software, seguido pela Construção de Software e Fundamentos da 
Computação, referenciados na Seção 2.2 deste artigo. A utilização da 
inteligência analítica na área da Manutenção de Software é bastante 
expressiva quando comparada a outras áreas. 
Observa-se uma demanda das pesquisas nas áreas de Gestão de 
Engenharia de Software e de Práticas Profissionais em Engenharia de 
Software, que vem crescendo desde 2008, conforme mostra a Figura 
2.5. Essas pesquisas contribuem para o gerenciamento de projetos de 
software e permitem analisar a dinâmica de equipes de 
desenvolvimento de software. Dessa maneira, a inteligência analítica 
tem sido utilizada para gerenciar incidentes de serviços online [148], 
planejar o projeto e otimizar as atividades de correção de defeitos 
[167], obter conhecimento sobre o risco do projeto de software [44], 
estimar esforço em projetos de software [66, 191], investigar redes de 
conhecimento em equipes de desenvolvimento de software [60] e 
reconhecer as habilidades e conhecimentos dos desenvolvedores de 



















Figura 2.5. ÁREAS DA Engenharia DE SOFTWARE VERSUS ANO. 
 
2.5.4 QP3 – As pesquisas em inteligência analítica 
têm suprido as necessidades de informações 
dos engenheiros de software? 
A maioria das pesquisas sobre inteligência analítica na Engenharia 
de Software presentes neste mapeamento procurou suprir as 
necessidades de práticas de desenvolvimento. Conforme a pesquisa 
de Begel e Zimmermman [27], em que os autores realizaram um 
survey com os profissionais da Microsoft para descobrir as questões 
dos engenheiros de software que podem ser respondidas com a 
inteligência analítica. A categoria de maior destaque foi Prática de 
Desenvolvimento, descrita na fundamentação teórica deste artigo. 
Em contrapartida, as questões sobre Práticas de Teste, Processos de 
Desenvolvimento de Software e Ciclo de Vida de Desenvolvimento, 
bastante apontadas no survey de Begel e Zimmermman [27], não 
foram totalmente refletidas nas pesquisas analisadas neste 
mapeamento, como aponta a Figura 2.6.  O mapeamento mostra que 
as pesquisas ainda não estão totalmente alinhadas com as 
necessidades práticas dos engenheiros de software descritas por 
Begel e Zimmermman [27].  
Ressalta-se que a pesquisa realizada por Begel e Zimmermman [27] 
focou os engenheiros de software da Microsoft. Os próprios autores 
apontam esse fator como ameaça à validade da pesquisa. Para 
reforçar os achados, é encorajada a replicação dessa pesquisa em 
outras instituições. Contudo, o presente mapeamento apoia-se nos 
resultados deste trabalho por estar bem embasado, contando com a 
participação de 203 engenheiros de software no primeiro survey e 
de 607 no segundo survey. Contudo, espera-se que o presente 
mapeamento possa inspirar novas pesquisas em inteligência 
analítica para suprir as necessidades dos engenheiros de software 
que apresentaram maior carência de pesquisa.  
Os resultados deste mapeamento e do survey [27] podem ser 
visualizados na Figura 2.6. 
 
 
Figura 2.6 - Quantidade de artigos classificados no 
mapeamento sistemático da literatura versus necessidades dos 
engenheiros de software com inteligência analítica [27]. 
2.5.5 Interações das Categorias  
As interações das categorias analisadas neste mapeamento entre as 
áreas do conhecimento da Engenharia de Software, os tipos de 
análises e as necessidades dos engenheiros de software podem ser 






Figura 2.7 Necessidades dos engenheiros de software versus tipos de análises versus áreas do conhecimento da Engenharia de software. 
 
Os tipos de análises de tendências, sobreposição, previsão, 
sumarização estiveram presentes nas pesquisas com foco na área de 
Manutenção de Software, atendendo às necessidades de prática de 
desenvolvimento. O tipo de análise de modelagem se mostrou mais 
focado a atender às necessidades de equipe e colaboração utilizadas 
nas áreas de Gerenciamento de Configuração de Software e na 
Prática Profissional de Engenharia de Software. O tipo de análise 
objetivos, além de estar presente na área de manutenção de software 
e da prática de desenvolvimento está fortemente ligado às pesquisas 
na área de Gestão de Engenharia de Software, atendendo às 
necessidades ligadas a produtividade. O tipo de análise de 
comparação tem sido pesquisado na área de Fundamentos da 
Computação, objetivando produzir melhores práticas de 
desenvolvimento. Nota-se que análises de comparação estão sendo 
usadas na área de Fundamentos da Computação, além das áreas de 
Manutenção e Construção. Em Fundamentos da Computação, as 
pesquisas estão interessadas em melhorar a performance [137, 197], 
recuperação da informação [238] e o aumentar a interoperabilidade 
em repositórios de software [77].   
2.6 AMEAÇAS À VALIDADE DA PESQUISA 
Alguns fatores podem comprometer os resultados deste 
mapeamento, tal como os descritores de busca, que, apesar de bem 
embasados, podem não ter englobado todos os trabalhos relevantes 
sobre inteligência analítica. Este mapeamento apenas referenciou 
artigos escritos em língua inglesa. Entende-se que, por se tratar de 
uma forma interpretativa, a categorização dos artigos pode ser 
considerada subjetiva. Apontam-se, ainda, os critérios de seleção 
dos artigos e a quantidade de bases verificadas, que poderiam ter 
sido ampliadas para aumentar as chances de encontrar trabalhos 
relevantes. 
2.7 CONCLUSÃO E TRABALHOS FUTUROS 
Este trabalho apresentou um mapeamento sistemático da literatura 
sobre o uso de inteligência analítica na Engenharia de Software. 
Constatou-se que a maioria das pesquisas procurou generalizar ou 
caracterizar elementos no desenvolvimento de sistemas, bem como 
desenvolver métodos para a utilização da inteligência analítica. Dos 
235 artigos analisados, houve apenas uma referência de simulação 
para analisar dados em repositórios de software. A inteligência 
analítica é muito utilizada nas atividades de manutenção de 
software, seja para tratar defeitos ou erros, realizar a análise de 
impacto de mudanças ou analisar a evolução de software entre 
outros tópicos relativos à manutenção. Observou-se um interesse 
cada vez maior nos estudos sobre as práticas profissionais e gestão 
de projetos. O presente estudo indica que as necessidades reais dos 
engenheiros de software não estão sendo totalmente pesquisadas, 
carecendo de maiores investimentos na prática de teste e nos 
processos e ciclo de vida do desenvolvimento de software. 
Para facilitar a reprodução e a análise dos dados deste mapeamento, 
os artigos analisados podem ser obtidos pelo link: 
http://migre.me/pDQXm.  
Durante a leitura dos artigos outros termos que tratam sobre 
inteligência analítica puderam ser observados como: software 
mining, software repository mining, mining software, source 
repository mining, mining software engineering data e engineering 
intelligence analytics. Desta maneira, como sugestão para a 
realização de trabalhos futuros, é interessante investigar os artigos 
retornados com esses descritores com a finalidade de ampliar os 
achados deste mapeamento. É importante frisar a dificuldade para 
encontrar termos que se encaixem nesse contexto, devido à 
utilização de diversos termos ou, até mesmo, à não utilização de 
termos específicos para se tratar de inteligência analítica na 
Engenharia de Software.  
26 
 
Com este trabalho, espera-se que novas pesquisas sejam 
incentivadas para explorar a inteligência analítica na utilização da 
Engenharia de Software. 
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Proposta de um Arcabouço Conceitual de Inteligência 





A inteligência analítica na Engenharia de Software permite 
analisar os dados contidos nos diversos repositórios, com a 
finalidade de promover decisões bem embasadas aos 
engenheiros de software. Com a intenção de promover a 
utilização da inteligência analítica na Engenharia de Software 
este artigo responde à questão: Quais são os elementos 
tecnológicos de um arcabouço conceitual que permitem aos 
engenheiros de software obterem informações sobre o projeto 
de software? O arcabouço apresentado neste trabalho conta 
com quatro etapas: Extração; Tipos de análise; Visualização 
dos dados e Necessidades dos engenheiros de software. Com 
base nos conceitos elencados pelo arcabouço, foi construído 
um protótipo que atende à necessidade de prática de 
desenvolvimento dos engenheiros de software. Este protótipo 
analisou os dados do repositório de código fonte de um sistema 
de software livre, o Jenkins, que fornece uma visão das 
alterações realizadas no sistema. O protótipo foi avaliado por 
um grupo focal formado por profissionais da área de 
desenvolvimento de sistemas. Apura-se que as técnicas e as 
tecnologias apresentadas neste trabalho permite identificar 
quais artefatos do sistema estão sendo alterados e por que, 
facilitando o mapeamento dos arquivos do sistema por assunto, 
o planejamento de refatorações, os builds e o entendimento da 
estabilidade e evolução do software.  
Categorias: 
 Sistemas de informação → Aplicações de 
sistemas de informação → Sistemas de apoio à decisão 
→ Análise de dados 
 Software e suas engenharias -> Notações e 
ferramentas de software -> Ferramentas de 
manutenção de software 
 Palavras-Chaves 
Inteligência Analítica; Engenharia de Software; Mineração de 
Repositórios de Software. 
3.1 INTRODUÇÃO 
A prática de desenvolvimento de software produz diversos 
artefatos, como: documentações de requisitos, teste de código, 
monitoramento de defeitos e o próprio código-fonte. Esses 
artefatos contêm informações sobre o projeto de software e são 
úteis durante todas as fases do desenvolvimento de software [9]. 
Apesar de úteis, esses dados, não são simples de serem 
interpretados. Diante desse problema, verifica-se a dificuldade 
para analisar esses dados e utilizá-los para embasar decisões em 
projetos de software.  
A inteligência analítica é descrita como uma técnica que faz uso 
de análises, dados e raciocínio sistemático para tomar decisões 
[14]. Ela demonstrou ser uma técnica valiosa para a análise de 
processos de negócios [49]. Na Engenharia de Software, seu 
uso tem crescido de forma substancial na identificação de 
padrões e no apoio à tomada de decisão em todas as fases do 
desenvolvimento de software [9, 32]. Contudo, é comum que 
decisões tomadas no desenvolvimento de software sejam 
baseadas somente na intuição, sem a utilização de ferramentas 
ou indicadores para analisar o projeto [31].  
Com a intenção de auxiliar os engenheiros de software a 
explorarem os dados contidos em seus repositórios, este 
trabalho responde à seguinte questão: Quais são os elementos 
tecnológicos de um arcabouço conceitual que permitem aos 
engenheiros de software obterem informações sobre o projeto 
de software? Para responder a essa questão, este trabalho 
apresenta um arcabouço conceitual de inteligência analítica 
aplicada à Engenharia de Software e o implementa, 
desenvolvendo um protótipo. Para avaliar o arcabouço, foi 
realizado um grupo focal com desenvolvedores e gestores de 
projeto de uma grande empresa do ramo da Tecnologia da 
Informação. 
Este artigo está estruturado com base nos seguintes tópicos: 
Seção 3.2 Referencial teórico; a Seção 3.3 Arcabouço 
conceitual; a Seção 3.4 Implementação do arcabouço; a Seção 
3.5 Configuração do grupo focal; a Seção 3.6 Resultados do 
grupo focal; Seção 3.7 Trabalhos relacionados e a Seção 3.8 
Conclusão e trabalhos futuros. 
3.2 REFERENCIAL TEÓRICO 
3.2.1 Inteligência Analítica 
A inteligência analítica permite aos engenheiros de software 
realizarem a exploração e análise de dados, a fim de obterem 
informações detalhadas e baseadas em dados do próprio 
software para a tomada de decisão sobre a condução de seu 
projeto e seus serviços [67]. Pesquisas têm relatado o uso da 
inteligência analítica para entender os sistemas de software, a 
propagação de mudanças, a predição e identificação de defeitos, 
a dinâmica de equipes de desenvolvimento, a melhorada da 
experiência do usuário, a reusabilidade de código e a automação 
de técnicas de mineração de repositórios [30]. Ela permite 
melhorar a qualidade do software [68] e capacitar os indivíduos 
e equipes de desenvolvimento [47], entre outras atividades.  
Uma das funções da inteligência analítica na Engenharia de 
Software é permitir recomendações práticas para melhorar o 
projeto [47]. Ou seja, uma ferramenta de inteligência analítica 
pode recomendar aos programadores que realizem uma ação 
baseada no histórico de versões; por exemplo, “programadores 
que alteraram esta função também alteraram...” [71]. Dessa 
maneira, tem-se a intenção de reduzir erros por alterações 
incompletas no código e problemas de acoplamento. 
Projetos de software tendem a continuar crescendo em tamanho 
e complexidade [13], tornando maior o esforço para analisar e 
interpretar os dados disponíveis em repositórios de software. A 
dificuldade de interpretar dados tem sido solucionada com a 




Pesquisadores no campo da Engenharia de Software têm 
desenvolvido abordagens para extrair informações pertinentes e 
descobrir relações e tendências de repositórios no contexto da 
evolução de software [34]. A inteligência analítica na 
Engenharia de Software torna possível a utilização de 
indicadores para a tomada de decisão. Sem esses indicadores, 
desenvolvedores e gestores contam apenas com a intuição e a 
experiência para embasar suas decisões. Ferramentas online e 
ou integradas ao ambiente de desenvolvimento de software 
estão sendo utilizadas para essa finalidade [6]. Ou seja, 
oportunidades estão sendo criadas para serem exploradas nessa 
área.  
3.3 O ARCABOUÇO CONCEITUAL  
O arcabouço conceitual visa elencar os elementos tecnológicos 
necessários para utilização da inteligência analítica na 
engenharia de software. Esta Seção expõe esses elementos que 
foram identificados na literatura. Para facilitar sua utilização, o 
arcabouço foi dividido em quatro etapas: Extração, Tipos de 
Análises, Visualização dos Dados e as Necessidades dos 
Engenheiros de Software. Essas etapas e seus elementos estão 
representados na Figura 3.1. As etapas estão alinhadas em 
sequencia e permitem aos engenheiros de softwares de software 
maior facilidade durante a implementação dessa solução em 
seus projetos. Beneficiando-os com informações úteis sobre o 
projeto de software durante a sua condução. 
3.3.1 Extração dos Dados 
A extração dos dados do repositório de software é o primeiro 
passo para a utilização da inteligência analítica na Engenharia 
de Software. Visto que diversos repositórios podem ser 
utilizados como base para extrair informações, no Quadro 3.1 
exibe os conceitos dos repositórios utilizados neste trabalho. 




Rastreiam todas as alterações no código 
fonte junto com meta-dados sobre cada 




Rastreia o histórico de resolução dos relatos 
de defeitos ou pedidos de funcionalidades. 
Exemplos: Bugzilla e Jira. 
Comunicações 
Arquivadas 
Rastreia discussões sobre vários aspectos de 
um projeto de software em toda a seu 
tempo de vida. Exemplos: listas de 
discussão, e-mails e bate-papos. 
Logs de 
Desenvolvimento 
Registra informações sobre a execução de 
uma única implantação de um aplicativo de 
software ou diferentes implementações das 
mesmas aplicações. Exemplo: mensagem 
de erros da aplicação. 
Repositórios de 
Código 
Arquiva o código fonte de um grande 
número de projetos. Exemplos: 
Sourceforge.net e código do Google. 
Diversas tecnologias têm sido propostas para extrair dados de 
repositórios de software, permitindo a automatização dessa 
tarefa. O C-Rex rastreia alterações para entidades de código 
fonte específicas, tais como, funções, variáveis ou definição de 
tipo de dados [29]. O CVSAnalY extrai dados de repositórios e 
os armazena em um banco de dados relacional, como o MySQL 
[52].  
Para melhorar a performance no processo de extração dos dados  
recomendada-se a utilização de uma plataforma de computação 
distribuída, como o MapReduce [58]. O J-Rex, é uma 
ferramenta inspirada no C-Rex, para a linguagem Java, sendo 
executado sobre a plataforma Hadoop, uma implementação de 
código aberto do MapReduce. Assim como o Hadoop, a 
plataforma Pig tem se mostrado uma boa opção para trabalhar 
com dados em larga escala  [57]. 
O Elasticsearch é um motor de pesquisa de texto escrito em 
Java e disponibilizado como software livre. Foi projetado para 
ser distribuído, escalável e com um tempo de execução quase 
instantânea. Podendo este ser utilizado para recuperar dados em 
diversos repositórios [38]. 
É comum a utilização de um banco de dados relacional que 
centraliza todas as informações para armazenar os dados 
extraídos dos repositórios de software. Contudo, a Web 
Semântica pode ser utilizada para resolver alguns problemas na 
mineração de repositórios de software como: formato de 
definição dos dados, armazenamento em diferentes 
localizações, rastreabilidade dos resultados da pesquisa e 
consultas complexas com muitos relacionamentos e a baixo 
custo de processamento [65]. A Web Semântica fornece uma 
estrutura padronizada e bem estabelecida, permitindo que dados 
sejam compartilhados e reutilizados entre as aplicações 
empresariais ou abertas [65]  [61] [36]. Permite, ainda, reduzir 
muitas tarefas da mineração de repositórios de software para 
simples consultas na linguagem de consulta SPARQL [61]. O 
processo de bases de conhecimento distribuídas simplifica 
significativamente as análises entre muitos projetos de 
diferentes softwares [61] [36]. 
Por meio das ferramentas de extração de dados de repositórios, 
profissionais e pesquisadores podem realizar diversas análises 
sem terem de que dispensar tanto tempo no processo de 
extração dos dados, podendo elevar seus esforços para a análise 
dos dados. 
Durante a extração dos dados as métricas podem ser obtidas. As 
métricas de software permitem que sejam construídos modelos 
que apoiem decisões sobre diferentes aspectos na Engenharia de 
Software [19]. As métricas extraídas de repositórios de software 
podem ser utilizadas para analisar o impacto de mudanças [42], 
premeditar defeitos [46], estimar esforço [52] e prover a 
reusabilidade [56], entre outras atividades da Engenharia de 
Software.  
A análise de código com as métricas CK (Chidamber and 
Kemerer), métricas de complexidade, tamanho de linha de 
código e métricas de entropia, entre outras, fornecem 
informações do projeto aos gerentes de software [46]. As 
métricas Number of Commits (NoC) e Commodification factor 
(CF) permitem analisar a estrutura da comunicação no 
desenvolvimento de software distribuído geograficamente  [28].  
As métricas Structural Feature Coupling (SFC), Textual 
Feature Coupling (TFC), Hybrid Feature Coupling Metric 
(HFC), Precision e Recall medem o acoplamento, por meio das 
características de sistemas, de forma estruturada e não 







Figura 0.1 Arcabouço Conceitual de Inteligência Analítica Aplicada à Engenharia de Software 
 
3.3.2 Tipos de Análise da Inteligência 
Analítica 
Após a etapa de Extração dos Dados, diversas análises 
podem ser utilizadas para obter informações do projeto. 
Nesta Seção, apresentam-se os tipos de análise fornecidos 
pelas ferramentas de inteligência analítica aos 
engenheiros de software, com base no trabalho de Buse e 
Zimmermann [14]. 
Buse e Zimmermann [14] realizaram um survey com 
desenvolvedores e gerentes da indústria de software para 
descobrir como a inteligência analítica pode contribuir 
para embasar decisões no desenvolvimento de sistemas. 
Eles categorizaram os tipos de análises da inteligência 
analítica descritos conforme o Quadro 3.2. 
Os tipos de analises são caracterizados de acordo com 
tempo (passado, presente e futuro) e a técnica a aplicada 
(exploração, análise e experimentação). Com essa 
categorização é possível responder questões como: O que 
está acontecendo? Como e por que isso aconteceu? O que 
está acontecendo agora? Qual a melhor ação? O que 









Quadro 3.2 Tipos de Análises da Inteligência 
Analítica [14] 


















































































3.3.3 Métodos Estatísticos 
Dentre as análises dos dados, alguns métodos estatísticos 





métodos estatísticos utilizados pela inteligência analítica 
aplicados na Engenharia de Software. 
 A Causalidade de Granger - é útil para analisar o 
impacto de mudanças, detectando alterações nos 
artefatos de software [16]. Por meio dos métodos 
estatísticos: teste exato de Fisher, teste de Mann-
Whitney e modelo de regressão logística, verifica-se a 
propensão às mudanças das classes [35]. 
 A Lei de Zipf - tem sido utilizada para encontrar a 
regularidade subjacente em código fonte. A lei de Zipf 
prescreve que a frequência de um símbolo é 
inversamente proporcional à sua classificação em uma 
hipotética (ordenadas) tabela de frequência [5]. Por 
meio desse método estatístico, faz-se a análise léxica 
em código fonte. Zhang [69] acredita que por meio da 
Lei de Zipf é possível trabalhar para a recuperação da 
informação de software, otimização de código, 
compreensão de software e medida de complexidade de 
software.  
 Modelos de tópicos – trata-se de um modelo 
probabilístico que procura encontrar palavras relevantes 
em um texto. Um tópico funciona como uma 
distribuição probabilística sobre as palavras [60], ou 
seja, uma coleção de palavras de co-ocorrência [62]. O 
LDA (Latent Dirichlet Allocation) é um modelo de 
tópicos probabilístico. A ideia básica é a de que os 
documentos são representados de forma aleatória ao 
longo dos tópicos, em que cada tópico é caracterizado 
por uma distribuição de palavras. Os modelos de 
tópicos têm se mostrado bastante útil em pesquisas de 
inteligência analítica na engenharia de software [4] [8] 
[21]. Tem sido utilizado para automatizar a estrutura de 
dados textuais encontrados em repositórios de software, 
analisar a evolução de software [63], descobrir tópicos 
sobre desenvolvimento em sites de discussão de 
perguntas e respostas técnicas sobre desenvolvimento 
de software, como o StackOverflow [44] [8] e promover 
um método para classificar automaticamente as 
alterações do software usando apenas as descrições 
textuais de mensagens de mudança em sua manutenção 
[21]. 
 A correlação de Kendall - é utilizada para 
correlacionar processo de qualidade de dados e o 
número de defeitos em sistemas [7].  
Os métodos estatísticos, em geral, são utilizados 
juntamente com as métricas extraídas em repositórios de 
software, podendo ser utilizado para correlacionar, 
apresentar previsão ou encontrar padrões.  
3.3.4 Algoritmos 
Alguns algoritmos são frequentemente utilizados na etapa 
de análises dos dados dos repositórios de software. O uso 
de algoritmos na inteligência analítica permite 
automatizar e descobrir padrões para diversas atividades 
da Engenharia de Software. Por exemplo, para analisar 
impacto em projetos de software por meio de algoritmos 
de regras de associação [17]. As regras de associação 
permitem descobrir padrões, exibindo os valores que 
ocorrem juntos em determinado conjunto de dados [16] 
[1]. Assim, é possível verificar os artefatos que estão 
sendo alterados juntos [33]. O algoritmo de regra de 
associação Apriori, descobre padrões em grandes 
coleções de itens [2]. 
Algoritmos de aprendizado de máquina, como, SVM, 
Naïve Bayes, Decision Tree, JRIP e IBK, permitem 
categorizar sistemas de software [44] e classificar, por 
exemplo, os tipos de defeitos relatados em um sistema 
[41]. As ferramentas Colt e Weka podem compor a 
infraestrutura para execução dessas análises [45].  O 
algoritmo regular language reachability auxilia os 
engenheiros de software a coordenar equipes, partindo do 
princípio de grafos, em que todos os elementos estão 
relacionados (pessoas, código, teste, defeitos etc.) [10]. A 
rede funcional é uma generalização do padrão da rede 
neural. Este paradigma de inteligência computacional tem 
se mostrado eficiente para estimar o esforço de 
desenvolvimento [18]. 
Novos algoritmos vêm sendo propostos para minerar 
repositórios de software. O Alattin tem a proposta de ser 
utilizado para melhorar a reusabilidade em sistemas de 
software. O Atlattin analisa e detecta condições 
negligenciadas sobre APIs reutilizadas pelo aplicativo, 
detectando violações de regras de programação [64]. O 
Closest List Noise Identification (CLNI) foi criado para 
diminuir os ruídos na predição de defeitos de software 
[37]. 
3.3.5 Visualização 
A etapa de Visualização dos Dados permite aos 
engenheiros de software obterem informações relevantes 
sobre o projeto de software de modo visual. Pode ser 
efetivamente usado para analisar e entender grande 
quantidade de dados produzidos durante a evolução do 
software [48]. 
Dependendo do objetivo do engenheiro de software em 
investigar o histórico de versões do sistema, é possível 
fornecer diferentes visões. Nota-se que as visualizações 
das alterações no sistema de software podem ser 
representadas por meio de gráficos de barra, mapas de 
pixel, grafos, texto, matriz e planilhas. Combinam cores e 
interações com o usuário, por meio de rotação, escala, 
zoom, filtragens etc [66], além da utilização de elementos 
animados [23]. 
Rastogi e Sureka [50] propuseram seis técnicas de 
visualização para auxiliar desenvolvedores durante a 
manutenção de software: 
Trellis Plot - utilizado para descobrir relações de 
variáveis em um conjunto de dados multivariadas.  
Treemap Plot- utiliza subpartições (retângulos) que 
possuem duas características, tamanho e cor dos 
retângulos. Ambas representam as propriedades 
específicas da informação. 
Bertin’s Hotel - estrutura homogênea que usa rearranjo 
de linhas e colunas para revelar informações de interesse. 
Dart Chart - apresenta a informação em forma de círculo 
contendo setores. 
Hybrid Plot - combina gráficos simples, para exibir 
informações de uma forma rica e complexa. 
Nightingale Rose Plot (coxcomb) - gráfico radial que 
permite analisar a diferença entre o valor real e seu valor 
esperado correspondente. 
As técnicas de visualização de inteligência analítica 





fortes dos seres humanos, tais como: análise, intuição, 
resolução de problemas e percepção visual [26].  
As pesquisas sobre a visualização de software na 
inteligência analítica têm apresentado técnicas e formas 
de exibir as informações já processadas aos engenheiros 
de software. Por se tratar do elemento em que interage 
diretamente com o usuário final, são requeridos testes de 
usabilidade, para garantir as melhores exibições das 
informações extraídas dos repositórios de software. 
3.3.6 Necessidades dos Engenheiros de 
Software 
Cada etapa do arcabouço conceitual atende a uma ou 
mais necessidades dos engenheiros de software. Desta 
maneira, pode-se entender melhor as práticas de 
desenvolvimento e a produtividade da equipe de 
determinado sistema, por exemplo. Com o intuito de 
descobrir quais são os questionamentos sobre o projeto de 
software que a inteligência analítica pode ajudar a 
responder, Begel e Zimmermann [11] realizaram dois 
surveys com profissionais da Microsoft. Eles 
categorizaram 145 questões que os engenheiros de 
software gostariam que os cientistas de dados 
respondessem, as quais foram categorizadas em 12 
grupos. O resultado desta categorização é apresentado no 
Quadro 3.3. 
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3.4 IMPLEMENTAÇÃO DO ARCABOUÇO 
CONCEITUAL 
Para demonstrar a utilização das técnicas de inteligência 
analítica na Engenharia de Software, elencadas no 
arcabouço conceitual apresentado, este trabalho explorou 
o repositório de código fonte do Jenkins. O Jenkins é um 
servidor de integração contínua escrito na linguagem Java 
[72]. Seu conteúdo está inteiramente disponível ao 
público, além de possuir uma comunidade bastante ativa. 
Essas características fornecem as condições ideais para 
promover os estudos sobre inteligência analítica na 
Engenharia de Software. Os projetos de software livre 
têm contribuído para o aumento das pesquisas em 
inteligência analítica, na medida em que utilizam Gestão 
de Configuração e Versões (SCM) e seus repositórios 
contêm informações históricas disponíveis com 
confiabilidade e detalhes suficientes para permitir 
conclusões significativas [24]. 
Diante da preocupação dos engenheiros de software em 
saber o que tem acontecido ao projeto [14], este trabalho 
se propõe a utilizar o arcabouço conceitual proposto, com 
a finalidade de expor os arquivos alterados durante seu 
desenvolvimento e indicar por que eles foram alterados. 
Dessa maneira, foi desenvolvido um protótipo que 
identifica os tópicos mais relevantes nos comentários dos 
commits e os relacionam com os arquivos mais alterados 





Os logs dos commits têm se mostrado um bom indicador 
para entender as mudanças do software durante sua 
manutenção [3] [22] [24]. Já as regras de associações 
auxiliam na descoberta de padrões dentro de um conjunto 
de dados. Esses dados são chamados de “itens”. Cada 
item faz parte de uma transação [1]. Assim, cada 
transação é um registro no banco de dados. Depois de ler 
uma transação, o algoritmo determina quais itens foram 
mais encontrados em todas as transações.  
A seguir, são relacionam-se os métodos e as tecnologias 
utilizadas para compor este protótipo, com base nos 
elementos presentes no arcabouço. Conforme a Figura 
3.1 é possível identificar as etapas e elementos 
relacionados. 
 Extração - o primeiro passo para se realizar a análise 
de um projeto de software, consiste em obter os dados de 
seu repositório. Para esse, caso foram obtidos os dados do 
repositório de código fonte da branch master do Jenkins, 
disponível pelo SCM Git [72]. O repositório de código 
fonte foi clonado, para se trabalhar de forma local. A 
extração dos dados do repositório contou com a utilização 
da ferramenta CVSAnaly2, apresentado na Seção 3.3.1. 
Esta ferramenta permite a extração dos dados do 
repositório de controle de fonte dos repositórios CVS, 
Subversion e Git, que, após extraídas, ficam armazenadas 
em um banco de dados relacional [54] [55], que por 
padrão, é o MySQL. 
 Tipos de Análise - neste protótipo, foram utilizados os 
tipos de análises que permitem obter conhecimento sobre 
o passado do sistema. Dessa maneira, contou-se com 
tipos de análise de tendência, sumarização e modelagem, 
apresentados pelo arcabouço conceitual não Seção 3.3.2. 
Para implementar as análises propostas, foram utilizados 
o método estatístico modelo de tópicos LDA e a regra de 
associação Apriori.  
A análise do modelo de tópicos utilizou a API Java 
Mallet, em sua versão 2.07 [6]. Essa API propicia as 
condições para analisar textos com o modelo de tópicos 
LDA.  Após extrair os textos dos logs dos commits do 
Jenkins, a API foi configurada para 10000 iterações e 40 
tópicos. Taql configuração permite obter um resultado 
médio desejado para a análise dos dados.  
Com a intenção de reduzir os ruídos de termos 
encontrados nos logs dos commits, utilizou-se um arquivo 
de stop words, ou seja, um arquivo que contem palavras 
comuns da língua inglesa, como: a, the, and ,is a qual não 
ajuda a gerar tópicos significativos [8]. Portanto, essas 
palavras são ignoradas na análise. Nesse stop words, 
foram adicionadas as palavras apresentadas no trabalho 
What's a Typical Commit? A Characterization of Open 
Source Software Repositories [3]. Essas palavras são 
bastante utilizadas nos commits. Portanto, não geram 
tópicos significativos, consultar Quadro 3.4. 
Para descobrir os arquivos constantemente alterados de 
acordo com os termos encontrados nos commits, foi 
utilizado o algoritmo de regra de associação Apriori. 
Neste trabalho, foi utilizada a biblioteca SPMF, uma 
biblioteca de mineração de mineração de dados de código 
aberto escrito em Java, especializada em mineração de 
padrões [20].  
A partir dos termos obtidos do modelo de tópicos, foram 
procurados os arquivos alterados pelos autores destes 
comentários. Dessa maneira, os autores que se referiram a 
determinado termo alteraram os arquivos encontrados 
pela regra de associação. A execução desse algoritmo 
contou com o suporte mínimo inicial de 20%, baixando 
seus valores para 15% e 10%, que obteve resultados mais 
satisfatórios para essa pesquisa. Os arquivos changelog e 
pom.xml obtiveram as maiores alterações. Contudo, por 
se tratar de arquivos de configuração, é esperado que 
todas as alterações realizadas no sistema também alterem 
esses arquivos. Assim, este trabalho julgou por bem 
retirá-los das análises. 
Quadro 3.4 Palavras mais usadas nos commits [3] 
fix,  add, test, file, new, support, chang, change, bug, 
patch, code, remov, set, work, update, get, error, 
build, function, typo, call, message, includ, path , 
need, merge, use, doc 
Para enriquecer as análises trabalho, foram analisados 
também: quantidade de tipos de ações realizados nos 
commits por ano (arquivos modificação, adicionados, 
renomeados e deletados); quantidade de commits por ano; 
quantidade de desenvolvedores por ano; arquivos 
modificados por autor; e quantidade de commits por dia 
da semana. Para analisar esses dados, foi utilizada a 
ferramenta MicroStrategy Analytics Desktop [73] na 
versão free. 
 Visualização - em relação à visualização dos dados, 
foram exibidos textos e gráficos como o de barra e a de 
linha e mapa de calor. 
 Necessidades dos Engenheiros de Software - o 
protótipo desenvolvido permite atender à necessidade dos 
engenheiros de software de prática de desenvolvimento, 
visto que foram analisadas as alterações dos arquivos, 
que possibilitam aos engenheiros de software tomarem 
decisões a respeito das mudanças no código fonte do 
sistema. Apêndice A podem ser vistas as telas do 
protótipo. 
3.5 CONFIGURAÇÃO DO GRUPO FOCAL 
Com a finalidade de validar o arcabouço conceitual deste 
trabalho, criou-se um grupo focal com desenvolvedores e 
gestores de projetos de software em uma empresa de 
tecnologia da informação de grande porte do estado de 
Minas Gerais. O grupo focal é um método qualitativo que 
auxilia na validação de trabalhos empíricos. Trata-se de 
uma discussão planejada com o proposito de obter a 
percepção de um determinado grupo sobre um assunto. 
Em geral, é realizada com 3 a 12 participantes e guiada 
por um moderador, que mantém o foco da discussão [39] 
[40]. A condução do grupo focal deste trabalho segue os 
seguintes passos [39] [40]: 
a) Definição do problema - por meio do grupo focal, 
teve por objetivo principal avaliar a utilização do 
arcabouço conceitual de inteligência analítica na 
Engenharia de Software apresentado na Seção 3.3 e 
implementado na Seção 3.4. Com a implementação de 
parte desse arcabouço em um protótipo, remete-se a 
questão: O protótipo permite aos engenheiros de software 
obterem informações sobre a prática de desenvolvimento 
em um projeto de software? Ou seja, expõe os arquivos 
alterados durante o seu desenvolvimento e indicar porque 





Para isso, procurou-se entender a visão de 
desenvolvedores e gerentes sobre questionamentos 
recorrentes na prática de desenvolvimento inspirados pela 
literatura nos trabalhos: Estimating Development Effort in 
Free/Open Source Software Projects by Mining Software 
Repositories: A Case Study of OpenStack [53], Effort 
estimation of FLOSS projects: a study of the Linux kernel 
[15], Analyze this! 145 questions for data scientists in 
software engineering [12] e Information needs for 
software development  analytics [14]. A apresentação do 
protótipo do arcabouço conceitual ao grupo focal teve a 
intenção identificar os pontos fortes e os pontos fracos do 
arcabouço. 
b) Seleção dos participantes - o critério de seleção dos 
participantes contemplou sua participação efetiva no 
processo de desenvolvimento de software. Eles foram 
selecionados segundo as funções realizadas na empresa, e 
indicados pela área de pesquisa da empresa e por gerentes 
dos setores. O grupo focal contou com seis participantes 
caracterizados na Seção 3.6. 
c) Condução do grupo focal – para a condução do 
grupo focal, os participantes foram convidados para uma 
reunião, sendo que todos conheciam os objetivos 
principais da pesquisa, pois já haviam sido comunicados 
individualmente pelo próprio pesquisador. Durante a 
reunião, foram apresentados os objetivos principais e 
específicos da reunião e o termo de Consentimento de 
Participação em Grupo Focal. O pesquisador se 
apresentou como moderador, ficando responsável pelas 
anotações dos comentários e da gravação em áudio 
concedidas pelos participantes. 
A reunião foi dividida em dois momentos. No primeiro, 
foram discutidas questões sobre os problemas do 
desenvolvimento de sistemas baseados na literatura. Após 
a discussão, foi apresentado o protótipo, com a utilização 
do arcabouço conceitual desenvolvido neste trabalho. Em 
seguida, foram levantadas as opiniões dos participantes 
sobre a resolução dos problemas discutidos e as soluções 
apresentadas pelo protótipo. Essas discussões são 
descritas na Seção 3.6. 
a) Análises - para promover as análises dos dados 
gerados durante a reunião, o áudio da reunião foi 
gravado. Os participantes preencheram um formulário a 
respeito de informações profissionais, o qual permitiu 
caracterizá-los (disponível no Apêndice B), e um 
formulário de consentimento do grupo focal (disponível 
no Apêndice C). Um formulário com os questionamentos 
para discussão. Durante a apresentação do protótipo, 
solicitou-se aos participantes que fizessem anotações 
sobre esses questionamentos. Após a apresentação do 
protótipo, cada um comentou sobre as questões. Ao final, 
o moderador apresentou as conclusões ao grupo, com a 
finalidade de reduzir os problemas de interpretação. 
3.6 Resultados do Grupo Focal 
3.6.1 Caracterização dos Participantes 
A média de idade dos participantes foi de 35 anos; o 
tempo de experiência variou entre 7 a 25 anos na área de 
desenvolvimento de sistemas; todos os participantes 
graduaram-se em Ciência da Computação ou Sistemas de 
Informação. Havia dois mestres, um doutorando e dois 
pós-graduandos. Entre as certificações dos participantes, 
havia um Scrum Master, um certificado Java 
Programming, um com as certificações PMP, ITIL e 
MPS.BR e um com certificação Caché ObjectScript. 
3.6.2 Discussões do Grupo Focal 
Nesta Seção são apresentados os questionamentos 
referentes aos problemas encontrados na engenharia de 
software e os comentários do grupo focal. As questões 
foram tratadas antes e depois da apresentação da 
ferramenta implementada neste trabalho. 
3.6.2.1 Importância das Questões 
As questões discutidas a seguir tiveram como objetivo 
entender como os problemas enfrentados na prática de 
desenvolvimento são enfrentados pelos desenvolvedores 
e gestores.  
 Q1- Como você consegue uma visão sobre o que de 
fato está acontecendo com o projeto?  
Os participantes responderam que costumam obter a 
visão do projeto por meio de conversas com os membros 
do projeto, revisão de código, da documentação e de 
ferramentas como Rational Team Concert da IBM. 
Apesar das ferramentas existentes para obter uma visão 
do projeto, segundo um participante, "nada melhor do 
que conversar com as pessoas para saber o que está 
acontecendo". "Tem coisa que vem da cabeça do 
desenvolvedor e do analista que está só lá", completa. 
 Q2 - Quais indicadores ou métricas você utiliza para 
analisar o projeto de software?  
Foram listados: ponto de função, quantidade de pessoas 
alocadas no projeto, quantidade de defeitos ou 
funcionalidades, quantidade de casos de uso, tempo de 
disponibilização de uma versão para outra, conjunto de 
métricas CK e horas trabalhadas no projeto. Porém, um 
participante revela que "não tenho segurança em meus 
indicadores". Já que muitos dados são colhidos 
manualmente e nem sempre são atualizados. 
 Q3 - Em quais situações você utiliza sua experiência ou 
"intuição" para tomar decisões sobre o projeto de 
software?  
Os participantes revelam que em mais de 90% de suas 
tarefas eles sempre utilizam a experiência ou a intuição 
para tomar decisões. Apesar dos dados obtidos nos 
projetos de software, eles não devem ser usados sozinhos, 
sendo que a experiência do profissional minimiza o risco 
de uma decisão malfeita, mesmo de posse de informações 
sobre o projeto. Ressaltou-se, ainda, a dificuldade para 
obter informações sobre o sistema durante seu 
desenvolvimento. Em suma, a experiência é, geralmente 
utilizada para planejar projetos, principalmente em 
projetos muito grandes, em que se têm dificuldade para 
gerenciar o processo e requisitos, ou até mesmo, durante 
uma proposta comercial. Um dos participantes afirma que 
se tem “a certeza que vamos errar no planejamento". 
Porém, "se você diminui o escopo, tem-se a certeza que 
vai errar menos", aconselha. 
 Q4 - Como você analisa a evolução do sistema que está 
sendo desenvolvido ou mantido?  
Os participantes obtêm essa visão de forma externa, de 





sistema pelos clientes, a quantidade de incidentes e as 
melhorias solicitadas, assim como acumulação de 
módulos e a complexidade acidental. 
 Q5 - Como você mede o seu esforço ou da equipe de 
desenvolvimento?  
Foi consenso a utilização da quantidade de horas gastas 
em cada entrega. Um dos participantes mencionou que 
utiliza dados mais qualitativos, como as siglas P-M-G 
(Pequeno, Médio e Grande) para medir os esforços. 
Então, uma tarefa com P equivale a tarefas que 
consomem em até quatro horas; M, até seis horas; e G, 
até nove horas.  
 Q6 - Quais ferramentas você utiliza para gerar 
conhecimento sobre o projeto de software?  
Foram relacionados os programas típicos do 
desenvolvimento de sistemas, como: Enterprise Architec, 
Wiki, Microsoft Project e Ganter, assim como 
repositórios de documentos e o próprio manual do 
sistema. 
3.6.2.2 Adequação da ferramenta a resolução das 
questões 
Após o debate sobre os questionamentos elencados, foi 
apresentado o protótipo, que trazia como exemplo as 
informações do sistema de código aberto Jenkins. Em 
seguida, foi verificado com os participantes se o exemplo 
apresentado resolveria os questionamentos discutidos. 
Para isso, as questões discutidas foram adaptadas. A 
seguir, são exibidas as questões e os comentários dos 
participantes.  
 Q1 - Com o protótipo apresentado foi possível ter uma 
visão do projeto?  
A maioria os participantes respondeu afirmativamente, 
porém algumas visões poderiam ser acrescentadas, como 
mais visões arquiteturais e gerenciais. Identifica-se que o 
dashboard apresentado permite analisar a evolução do 
software e a contribuição dos desenvolvedores. 
 Q2 - Permite analisar o projeto por meio de indicadores 
ou métricas?  
Os participantes afirmaram que foi possível analisar 
indicadores e métricas de desenvolvimento de forma 
quantitativa e qualitativa. Sugere-se que o sistema seja 
parametrizado, com indicadores e métricas fornecidos 
pelo usuário, bem como a classificação das entregas 
como corretiva ou evolutiva. 
 Q3 - Permite embasamento para tomada de decisão?  
Os participantes apontaram que poderia auxiliar nas 
decisões como: momentos para se fazer builds da 
aplicação, iniciar testes, quais arquivos merecem maiores 
atenção na refatoração e decisões sobre o gerenciamento 
da equipe. 
 Q4 - Permite analisar a evolução do sistema?  
Os participantes comentaram que o protótipo exibido 
pode ser útil para avaliar a maturidade e estabilidade do 
software, por meio dos tipos de alterações. 
 Q5 - É possível verificar o esforço despendido pelo 
desenvolvimento?  
Este ponto foi elencado como negativo, pois os commits 
apresentados somente exibem suas entregas, não sabendo 
exatamente as horas gastas com a mudança ou sua 
complexidade. O sistema somente exibiu as contribuições 
feitas numa visão macro, ou seja, somente as entregas dos 
commits, não se outras informações sobre o esforço e o 
tempo gasto para aquela funcionalidade ou manutenção. 
 Q6 - Agrega conhecimento ao projeto?  
Neste quesito, o protótipo permite verificar quem 
trabalhou em cada item e o que tem sido trabalhado. Um 
dos participantes ressaltou que permite ver o projeto por 
dentro e conhecer como estão suas mudanças, sendo útil 
para quem está no projeto compreender melhor o sistema. 
3.6.2.3 Discussões Gerais 
O grupo focal teve como finalidade descobrir se o 
protótipo permite aos engenheiros de software obterem 
informações sobre a prática de desenvolvimento em um 
projeto de software. Por meio do protótipo construído 
com os elementos elencados no arcabouço conceitual, é 
possível ter uma visão da prática de desenvolvimento, 
avaliar o projeto por meio de indicadores e métricas, 
analisar a evolução do sistema e servir como ferramenta 
para gerar conhecimento sobre o projeto de software. 
Contudo, não foi possível medir o esforço da equipe de 
desenvolvimento em sua totalidade. 
Ressalta-se que, para a realização de análises mais 
produtivas, é essencial que se tenha o contexto do projeto 
que vai ser analisado. A combinação de análise de dados 
do projeto com o uso de metodologias ágeis podem tornar 
projetos mais fáceis de serem conduzidos. Visto que os 
participantes do grupo focal consideraram que a conversa 
com a equipe é importante para compreender o projeto. 
Apesar de a inteligência analítica auxiliar a encontrar 
informações a respeito do projeto de software, o 
engenheiro de software não deve dispensar o uso de sua 
experiência e intuição na tomada de decisão. A 
inteligência analítica agregada a experiência devem ser 
utilizadas em conjunto para maior assertividade em suas 
decisões. 
O protótipo implementado não forneceu informações 
mais gerenciais e não explorou as métricas de produto 
como, Loc, complexidade ciclomática e métricas CK, que 
poderiam agregar mais informações ao projeto. Apesar 
disso, entende-se que outros trabalhos têm suprido esse 
tipo de pesquisa [59]. A classificação dos commits como 
corretivas ou melhorias poderia facilitar as análises e 
revelar novos conhecimentos. Assim, como a análise dos 
commits por versão. 
Entende-se que o protótipo implementado pode ser 
utilizado como ferramenta para se obter informações do 
projeto de software e expor as alterações no sistema. 
Permite ainda, entender as mudanças realizadas no 
sistema por meio dos commits. Assim como o arcabouço 
conceitual proposto neste trabalho, é indicado que seja 
feitas adaptações do trabalho para sua implantação em 
outros projetos. 
3.7 TRABALHOS RELACIONADOS 
A inteligência analítica na Engenharia de Software tem 
sido recorrente em diversas pesquisas. Gupta [27] propôs 





software de múltiplas perspectivas, o Nirikshan. Para 
isso, realizou um estudo de caso focando um processo de 
mineração, para identificar papéis organizacionais, 
padrão de interação e distribuição de trabalho entre os 
recursos e as atividades executadas por um recurso 
particular. Este trabalho também propõe um arcabouço 
para explorar dados em repositórios de software. 
Contudo, a proposta do arcabouço deste trabalho não foca 
no processo e no entendimento da dinâmica 
organizacional. Ele mostra como diversas tecnologias 
podem ser utilizadas para atender às necessidades dos 
engenheiros de software. 
Poncin et al. [49] sugerem a aplicação de uma técnica de 
mineração de repositório que relaciona o papel dos 
desenvolvedores e o fluxo de defeitos. Para avaliar o 
framework criado, eles desenvolveram um protótipo 
(FRASR) e realizaram um estudo de caso em um 
software livre. Diferente do trabalho apresentado por 
Poncin et al. [49], o arcabouço deste estudo não é focado 
em processos, mas sim em tecnologias utilizadas. Foi 
também construído um protótipo, contudo este foi 
avaliado por um grupo focal. 
Zhang e Sheth [70] utilizaram as técnicas de inteligência 
analítica para analisar um sistema de uma empresa de 
telecomunicações. Desse sistema foram extraídas as 
métricas de software. Com base em técnicas estatísticas 
aplicadas às métricas extraídas, conseguiram 
compreender melhor o projeto de software deste sistema. 
Consequentemente, conseguiu-se melhorar seu 
gerenciamento. Assim como no rabalho de Zhang e Sheth 
[70], este trabalho pretende clarear a compreensão de 
projeto de software por meio da inteligência analítica. 
Diferente da pesquisa de Zhang e Sheth [61] este trabalho 
elencou os elementos tecnológicos necessários à criação 
de um arcabouço conceitual da inteligência analítica na 
engenharia de software. 
Gonzalez-Barahona et al. [25] estudaram a evolução de 
software de um software livre, o Glibc, que tem mais de 
vinte anos de projeto. Eles correlacionaram análises sobre 
as atividades dos desenvolvedores e a evolução do 
tamanho do código desse sistema com a Lei de Lehman. 
Foram identificadas cinco leis, a primeira, a segunda, a 
quarta, a quinta e a sexta lei. A primeira Lei de Lehman, 
a mudança contínua, foi claramente identificada. A 
segunda lei, o aumento da complexidade, durou alguns 
períodos. A quarta lei, a conservação da estabilidade 
organizacional, esteve até certo período. A quinta lei, a 
conservação de familiaridade, não se mostra durável 
durante todas as fases do projeto. E a sexta lei, o 
crescimento contínuo, não durou até a última fase do 
projeto. Nesse trabalho, Gonzalez-Barahona et al. [25] 
demonstraram a metodologia para realizar o estudo e 
possibilitar a compreensão de grandes e longos projetos 
de software. Por meio do presente trabalho, é possível 
analisar a evolução de software. Contudo, tem-se como 
ideia central a compreensão das alterações realizadas no 
projeto de software. 
Utilizando o modelo de tópicos, Barua et al. [8] 
analisaram o fórum Stack Overflow, no qual se promove a 
troca de conhecimentos entre desenvolvedores de 
software. Por meio dessa pesquisa, é possível verificar as 
tendências e os conhecimentos das tecnologias, além de 
compreender os pensamentos e as necessidades dos 
desenvolvedores. Entre os achados desse trabalho, tem-
se: aumento do uso de tecnologias móveis; a 
popularidade da linguagem Java e PHP; o declínio 
dot.Net, além do aumento das discussões sobre o 
repositório Git e o banco de dados MySQL. Este trabalho 
demonstra a utilização do arcabouço conceitual com a 
técnica de modelo de tópicos. Porém, ao contrário de 
Barua et al. [8], foram analisados os textos dos logs dos 
commits. 
Outras técnicas de análise de dados são comumente 
usadas na Engenharia de Software. Zimmermann et al. 
[71] exploraram a técnica de regra de associação para 
criar a ferramenta Rose, por meio da qual é possível saber 
as alterações no código fonte feitas juntas. Dessa 
maneira, a ferramenta recomenda alterações dos arquivos 
aos programadores, para evitar erros de mudanças 
incompletas, além de detectar acoplamento. Este trabalho 
também explorou a técnica de regras de associação, 
contrapondo-se ao trabalho de Zimmermann et al. [71]. A 
intenção não é recomendar alterações no código, mas sim 
mapear as alterações de acordo com os tópicos 
encontrados. 
3.8 CONCLUSÃO E TRABALHOS FUTUROS 
Este trabalho teve por objetivo elencar os elementos 
tecnológicos de um arcabouço conceitual de inteligência 
analítica na Engenharia de Software. Para isso, foram 
apresentadas as tecnologias presentes nas etapas de 
extração, tipos de análise, visualização dos dados e as 
necessidades dos engenheiros de software. Para avaliar a 
utilização do arcabouço conceitual, foi implementado um 
protótipo, que utilizou como exemplo os dados do 
sistema de código aberto Jenkins. Por meio de um grupo 
focal, foi possível verificar que o protótipo apresentado 
permite que sejam entendidas as mudanças do software 
sem a necessidade de fazer uma investigação profunda no 
código.  Essas informações permitem aos engenheiros de 
software tomarem decisões baseadas em dados do projeto 
em relação a: refatoração, builds, planejamento de testes 
e gerenciamento da equipe. Teve como ponto negativo do 
protótipo apresentado, o entendimento do esforço de 
desenvolvimento baseado no tempo gasto por tarefa. 
Este trabalho contribuiu com uma proposta de um 
arcabouço conceitual de inteligência analítica na 
engenharia de software, que utiliza tecnologias 
encontradas na literatura com o objetivo de guiar o 
engenheiro de software em sua implementação. Sendo 
que o protótipo implementado neste trabalho permite 
compreender as alterações realizadas no sistema. 
Entende-se que é necessário evoluir o arcabouço 
adicionando novas tecnologias e métodos. O protótipo 
apresentado supriu apenas uma parte das necessidades 
dos engenheiros de software, espera-se que estudos 
futuros possam melhorar o arcabouço aqui proposto.  
É indicado como trabalho futuro que este arcabouço seja 
implementado em uma empresa de software para melhor 
compreender seus benefícios e desafio. 
Um exemplo do dashboard com os dados do repositório 
do Jenkins pode ser visto no link: http://goo.gl/OD8KAo 
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4 CONSIDERAÇÕES FINAIS 
 
Este trabalho teve por objetivo principal propor um arcabouço conceitual de inteligência 
analítica aplicada à Engenharia de Software, com a finalidade de fornecer múltiplas 
visões do projeto, a partir das informações geradas pelos artefatos produzidos em seu 
desenvolvimento. Para alcançar este objetivo, identificou os elementos do arcabouço 
conceitual (OBJ1), por meio do mapeamento sistemático da literatura, e identificou os 
métodos e as tecnologias utilizadas na literatura (OBJ2). De posse desses dados, foi 
produzido um arcabouço conceitual de inteligência analítica (OBJ3) que visa fornecer a 
base necessária para sua utilização em projetos de software.  
Visto que o mapeamento sistemático apresentado neste trabalho revela que a 
inteligência analítica tem sido fortemente utilizada durante a fase de manutenção e na 
prática de desenvolvimento, na qual engenheiros de software precisam entender o que 
foi alterado no sistema e o seu motivo, este trabalho desenvolveu um protótipo com 
base no arcabouço conceitual que atendesse a tal propósito. Este protótipo foi avaliado 
por um grupo focal composto por profissionais da área de desenvolvimento de sistemas 
(OBJ4) , o qual constatou que o protótipo permite entender às mudanças dos artefatos 
do sistema sem a necessidade de realizar grandes investigações em seu código, 
documentos e repositórios.  
Este trabalho contribuiu para o aumento da compreensão da utilização da inteligência 
analítica na Engenharia de Software e sua aplicabilidade. Como trabalhos futuros, 
pretende-se aplicar as técnicas apresentadas no arcabouço conceitual em uma empresa 
de desenvolvimento de sistemas, que permitirá verificar os reais desafios para sua 
implantação, assim como a solução de outras necessidades dos engenheiros de software, 

































































































































Apêndice B – Informações dos participantes do grupo focal 
Participação de Grupo Focal 
Este formulário é preenchido pelos participantes do grupo focal. As informações abaixo 
servirão de base para as análises dos dados após a reunião. É importante salientar que os 
nomes dos participantes não serão divulgados, se mantendo em pleno sigilo. 
 
Nome:_________________________________________________________________ 
Cargo/Função atual: _____________________________________________________ 
Idade: ________ 
Tempo de experiência na indústria de software:  __________ 
Curso de Graduação:_____________________________________________ 
Marque a opção da sua última qualificação: 
(   ) Graduação em curso 
(   ) Graduação completa 
(   ) Pós-Graduação Lato Sensu / MBA - CURSANDO 
(   ) Pós-Graduado Lato Sensu / MBA - COMPLETO 
(   ) Mestrado - CURSANDO 
(   ) Mestrado - COMPLETO 
(    ) Doutorado - CURSANDO 
(    ) Doutorado – COMPLETO 




















Apêndice C – Formulário de Consentimento do Grupo Focal 
 
 
