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1. Introduction and the main results
Throughout the paper by an algebra we mean a basic, finite-dimensional k-algebra over a fixed algebraically closed field
k. For an algebra A, we denote by mod A the category of finitely generated right A-modules, and by ind A a full subcategory
of mod A consisting of a complete set of representatives of the isomorphism classes of indecomposable modules. We shall
denote by rad(mod A) the Jacobson radical of mod A, and by rad∞(mod A) the intersection of all powers radi(mod A), i ≥ 1,
of rad(mod A). Moreover, we denote by ΓA the Auslander–Reiten quiver of A, and by τA = τ and τ−A = τ− the Auslander–
Reiten translations DTr and TrD, respectively. We will not distinguish between a module in ind A and the vertex of ΓA
corresponding to it. For a family F of A-modules, we denote by add(F ) the additive category given by F , that is the full
subcategory of mod A formed by all modules isomorphic to the direct sums of modules from F .
For an algebra A with basis a1 = 1, . . . , an, we have the structure constants aijk defined by aiaj = ∑ aijkak. The affine
variety mod A(d) of d-dimensional A-modules consists of n-tuples m = (m1, . . . ,mn) of d × d-matrices with coefficients
in k such that m1 is the identity matrix and mimj = ∑mkaijk holds for all indices i and j. The general linear group GLd(k)
acts onmod A(d) by conjugation, and the orbits correspond to the isomorphism classes of d-dimensional modules (see [16]).
We shall agree to identify a d-dimensional A-moduleM with the point of mod A(d) corresponding to it. We denote byO(M)
the GLd(k)-orbit of a moduleM in mod A(d). Then one says that a module N in mod A(d) is a degeneration of a moduleM in
mod A(d) if N belongs to the Zariski closure O(M) of O(M) in mod A(d), and we denote this fact by M ≤deg N . Thus ≤deg is
a partial order on the set of isomorphism classes of A-modules of a given dimension. An interesting problem is to describe
connections≤deg with other partial orders≤ext,≤virt and≤ on the isomorphism classes in mod A(d), where
• M ≤ext N:⇔ there are modules Mi, Ui, Vi and short exact sequences 0 → Ui → Mi → Vi → 0 in mod A such that
M = M1,Mi+1 = Ui ⊕ Vi, 1 ≤ i ≤ s, and N = Ms+1 for some natural number s.• M ≤virt N:⇔ M ⊕ X ≤deg N ⊕ X for some A-module X .• M ≤ N:⇔ [M, X] ≤ [N, X] holds for all modules X .
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Here and later on we abbreviate dimk HomA(X, Y ) by [X, Y ].
There are many results which approximate ≤deg by the above partial orders (see [1,11,12,24,36]). In general, for all
modulesM and N in mod A(d) the following implications hold:
M ≤ext N =⇒ M ≤deg N =⇒ M ≤virt N =⇒ M ≤ N
(see [12,24]). Unfortunately the reverse implications are not always true, and it would be interesting to find out when they
are. We know that≤ext,≤deg,≤ coincide for modules over the path algebras of Dynkin and extended Dynkin quivers [11,12,
36], and≤deg and≤ coincide for modules over arbitrary algebras of finite representation type [37]. More comprehensive in-
formation about degenerations ofmodules the readerwill find in [11,12,24,38]. For amoduleM inmod A, we shall denote by
[M] the image ofM in the Grothendieck group K0(A) of A. Thus [M] = [N] if and only ifM and N have the same simple com-
position factors including themultiplicities. Observe that, ifM and N have the same dimension andM ≤ N , then [M] = [N].
We are interested in when M <deg N for indecomposable modules M and N from the additive category add(Γ ) of a
connected component Γ of ΓA. Then the following order on the isomorphism classes of modules in add(Γ ) occurs naturally
[31]. For modulesM,N ∈ add(Γ ), we define:
M ≤Γ N:⇐⇒ [M, X] ≤ [N, X] for all modules X from add(Γ ).
Clearly, for modules M , N from add(Γ ), M ≤ N implies M ≤Γ N . Moreover, by [31], ≤Γ is a partial order on the
isomorphism classes of modules in add(Γ ) having the same composition factors.
In the representation theory of algebras an important role is played by generalized standard Auslander–Reiten
components. Recall that following Skowroński [30] a connected component Γ in ΓA is called generalized standard if
rad∞(X, Y ) = 0 for all modules X and Y from Γ . The Auslander–Reiten quiver ΓA of any algebra A of finite representation
type is generalized standard. Examples of generalized standard components are preprojective components, preinjective
components, connecting components of tilted algebras, and tubes over tame tilted, tubular and canonical algebras [25]. The
generalized standard componentswithout oriented cycles have been described in [29]. The structure of arbitrary generalized
standard components is not yet well understood. In general we know only by [30] that if Γ is a generalized standard
component in ΓA, then all but finitely many τ -orbits in Γ are periodic. It is known that ≤ext and ≤Γ coincide in the case
when Γ is preprojective (preinjective) [12] or a generalized standard quasi-tube [31]. From [34,38] we have that ≤deg and
≤Γ coincide for arbitrary generalized standard component ofΓA. Moreover, there are generalized standard components (see
[24,31]) for which≤ext and≤deg do not coincide.
Recall that a component Γ of an Auslander–Reiten quiver ΓA is called almost cyclic if all but finitely many modules in Γ
lie on oriented cycles contained entirely in Γ . Moreover, a component Γ of ΓA is said to be coherent if the following two
conditions are satisfied:
(C1) For each projectivemodule P in Γ there is an infinite sectional path P = X1 → X2 → · · · → Xi → Xi+1 → Xi+2 →
· · · (that is, Xi 6= τXi+2 for any i ≥ 1) in Γ .
(C2) For each injective module I in Γ there is an infinite sectional path · · · → Yj+2 → Yj+1 → Yj → · · · → Y2 → Y1 = I
(that is, Yj+2 6= τYj for any j ≥ 1) in Γ .
Following [13] a component Γ is said to be standard if the full subcategory of mod A formed by the modules from Γ is
equivalent to the mesh category K(Γ ) of Γ . It is known [17] that every standard component of ΓA is generalized standard
but the converse implication is not true in general. However, it was shown in [23, Proposition 2.7] that for an almost cyclic
coherent component of ΓA the converse implication is also true. Note that the class of algebras with generalized standard
almost cyclic coherent Auslander–Reiten components is large (see [23, Proposition 2.9]).
Moreover, recently the author has proved [20] that if Γ is a generalized standard almost cyclic coherent component of
ΓA, then the partial orders ≤deg and ≤ext coincide on add(Γ ) if and only if Γ contains neither a Möbius configuration with
t = 2 nor a coil configuration with t = 2 (see pictures below).
In order to formulate our main result we define two full translation subquivers of ΓA. A translation subquiver of ΓA of the
form
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where t ≥ 2, is said to be aMöbius configuration, and a translation subquiver of ΓA of the form
where t ≥ 2, is said to be a coil configuration.
The first main result of the paper is the following theorem.
Theorem 1.1. Let A be an algebra and Γ a generalized standard almost cyclic coherent component of ΓA. Let M and N be A-
modules such that M ∈ add(Γ ), N ∈ Γ , [M] = [N]. The following conditions are equivalent:
(i) M <deg N.
(ii) There exist a Möbius configuration or a coil configuration in Γ and a number k ≥ 0 such that M = ϕkpDt = ψkqDt and
N = ϕkpUt = ψkqUt , where t ≥ 2, Ut ,Dt are modules lying in some proper subtube of Γ having p rays and q corays.
See Section 4 for the definition of the operators ϕ and ψ .
The second main result of the paper establishes a geometric characterization of tame algebras with separating families
of components. Recall that a family C = (Ci)i∈I of components of ΓA is said to be separating in mod A if the modules in ind A
split into three disjoint classes PA, CA = C andQA such that:
(S1) CA is a sincere generalized standard family of components;
(S2) HomA(QA,PA) = 0, HomA(QA,CA) = 0, HomA(CA,PA) = 0;
(S3) any morphism from PA toQA factors through add(CA).
We then say that CA separates PA from QA and write ind A = PA ∨ CA ∨ QA. We also note that then PA and QA are
uniquely determined by CA (see [6, (2.1)] or [25, (3.1)]). Recall also that CA is called sincere if every simple A-module occurs
as a composition factor of a module in CA.
FromDrozd’s Tame andWild Theorem [15] the algebrasmay be divided into two disjoint classes. One class consists of the
tame algebras for which the indecomposable modules occur, in each dimension d, in a finite number of discrete and a finite
number of one-parameter families. The second class is formed by the wild algebras whose representation theory comprises
the representation theories of all algebras. Hence, we may realistically hope to classify the indecomposable modules only
for the tame algebras. More precisely, following [15], an algebra A is called tame if, for each dimension d, there exists a finite
number of k[x] − A-bimodules Mi which are finitely generated and free as left k[x]-modules, and all but finite number of
isomorphism classes of indecomposable A-modules of dimensional d are of the form k[x]/(x − λ) ⊗k[x] Mi for some i and
some λ ∈ k (see [27, Chapter XIX] for more details).
Theorem 1.2. Let A be an algebra with a separating family of almost cyclic coherent components in ΓA. The following conditions
are equivalent:
(i) A is tame.
(ii) If M, M ′, N are A-modules such that M <deg N, M ′ <deg N and N is indecomposable, then M ' M ′ and is indecomposable.
(iii) There exists an integer t such that for any sequence
Mr <deg . . . <deg M2 <deg M1
with M1, . . . ,Mr indecomposable A-modules, the inequality r ≤ t holds.
For basic background on the representation theory of algebras we refer to the books [2,9,25–27]. The main results of the
paper were presented at the Conference on Homological and Geometrical Methods in Representation Theory, Trieste 2010.
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2. Preliminaries on partial orders of modules
Following [24], for M , N from mod A, we set M ≤ N if and only if [X,M] ≤ [X,N] for all A-modules X . The fact that ≤
is a partial order on the isomorphism classes of A-modules follows from a result by M. Auslander (see [7,10]). M. Auslander
and I. Reiten have shown in [8] that, if [M] = [N] for modules M and N , then for all nonprojective A-modules X and all
noninjective modules Y the following formulas hold:
(∗) [X,M] − [M, τX] = [X,N] − [N, τX],
[M, Y ] − [τ−Y ,M] = [N, Y ] − [τ−Y ,N].
Hence, if [M] = [N], thenM ≤ N if and only if [M, X] ≤ [N, X] for all A-modules X .
LetM and N be A-modules with [M] = [N] and
Σ : 0→ D→ E → F → 0
an exact sequence inmod A. Following [24]we define the additive functions δM,N , δ′M,N , δΣ and δ′Σ on A-modules X as follows
δM,N(X) = [N, X] − [M, X], δ′M,N(X) = [X,N] − [X,M],
δΣ (X) = δE,D⊕F (X) = [D⊕ F , X] − [E, X],
δ′Σ (X) = δ′E,D⊕F (X) = [X,D⊕ F ] − [X, E].
From the Auslander–Reiten formulas (∗)we get the following very useful equalities
δM,N(X) = δ′M,N(τ−X), δM,N(τX) = δ′M,N(X)
and
δΣ (X) = δ′Σ (τ−X), δΣ (τX) = δ′Σ (X)
for all A-modules X . Observe also that δM,N(I) = 0 for any injective A-module I , and δ′M,N(P) = 0 for any projective A-module
P . In particular, we get that the following conditions are equivalent:
(1) M ≤ N ,
(2) δM,N(X) ≥ 0 for all X ∈ ind A,
(3) δ′M,N(X) ≥ 0 for all X ∈ ind A.
For an A-module M and an indecomposable A-module Z , we denote by µ(M, Z) the multiplicity of Z as a direct summand
ofM . For a noninjective indecomposable A-module U we denote byΣ(U) an Auslander–Reiten sequence
Σ(U) : 0→ U → E(U)→ τ−U → 0.
We need the following lemmas.
Lemma 2.1. Let M, N be A-modules with [M] = [N] and U an indecomposable A-module. Then
(i) If U is noninjective, then δΣ(U)(M) = µ(M,U) and µ(N,U)− µ(M,U) = δ′M,N(U)− δ′M,N(E(U))+ δ′M,N(τ−U).
(ii) If U is injective, then [U,M] − [U/soc(U),M] = µ(M,U) and µ(N,U)− µ(M,U) = δ′M,N(U)− δ′M,N(U/soc(U)).
(iii) If U is nonprojective, then δ′Σ(τU)(M) = µ(M,U) and µ(N,U)− µ(M,U) = δM,N(U)− δM,N(E(τU))+ δM,N(τU).
(iv) If U is projective, then [M,U] − [M, radU] = µ(M,U) and µ(N,U)− µ(M,U) = δM,N(U)− δM,N(radU).
Proof. See [35, Lemma 2.5] 
Lemma 2.2. LetΓ1 denote the set of arrows inΓA. Let M, N, U bemodules inmod Awith [M] = [N]. Then for anymodule U ∈ ΓA
holds
µ(N,U)− µ(M,U) = δM,N(U)+ δ′M,N(U)−
∑
(X→U)∈Γ1
δM,N(X)
= δM,N(U)+ δ′M,N(U)−
∑
(U→Y )∈Γ1
δ′M,N(Y ).
Proof. Since δ′M,N(U) = δM,N(τU) and δM,N(U) = δ′M,N(τ−U), the formula is a consequence of Lemma 2.1 and the definition
of Γ1. 
Let Γ be a connected component of ΓA. For modulesM and N in add(Γ )we set
M ≤Γ N ⇐⇒ [X,M] ≤ [X,N] for all modules X ∈ add(Γ ).
Clearly,M ≤ N impliesM ≤Γ N . By [31]≤Γ is a partial order on the isomorphism classes of modules in add(Γ ) having the
same dimension vectors.
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Corollary 2.3. Let M and N be modules in add(Γ ) such that [M] = [N]. Then M ' N if and only if M ≤Γ N and N ≤Γ M.
Moreover, if M and N belong to add(Γ ) and [M] = [N] then the following conditions are equivalent (see above):
(i) M ≤Γ N.
(ii) δM,N(X) ≥ 0 for all modules X in Γ .
(iii) δ′M,N(X) ≥ 0 for all modules X in Γ .
We need also the following facts.
Lemma 2.4. LetΓ be a generalized standard component of ΓA and assume thatM and N aremodules in add(Γ )with [M] = [N]
and M ≤Γ N. Then
(i) If Xs+1 → Xs → · · · → X1 → X0 is a sectional path in Γ and δ′M,N(X0)− δM,N(X1) > δ′M,N(Xs)− δM,N(Xs+1), then there is
1 ≤ i ≤ s such that Xi is a direct summand of M.
(ii) If · · · → X2 → X1 → X0 is an infinite sectional path in Γ and δ′M,N(X0) > δM,N(X1), then there is i ≥ 1 such that Xi is a
direct summand of M and δ′M,N(Xj) > δM,N(Xj+1) for all 0 ≤ j < i.
Proof. See [33, Lemma 2.8]. 
Proposition 2.5. Let Γ be a generalized standard component of ΓA and assume that M and N are modules in add(Γ ) with
[M] = [N] and M ≤Γ N. Then δM,N(X) = 0 and δ′M,N(X) = 0 for all but finitely many modules X in Γ and all modules X in
ΓA \ Γ .
Proof. See [35, Proposition 4.2]. 
Lemma 2.6. LetΓ be a generalized standard component ofΓA and assume that M and N are modules in add(Γ )with [M] = [N]
and M ≤Γ N. Then δM,N(N) > 0 and δ′M,N(N) > 0.
Proof. See [34, Lemma 4.5]. 
Proposition 2.7. Let A be an algebra and Γ a generalized standard component in ΓA which contains a coil configuration with
t = 2 or a Möbius configuration with t = 2. Then there exist indecomposable modules M and N in Γ such that [M] = [N] and
M <deg N.
Proof. Follows from the proof of [31, Theorem 4] and [20, Proposition 2.8]. 
We shall need also the following direct consequence of lemma stated in [3, (2.1)].
Lemma 2.8. Let A be an algebra and
0→ M1 [f1,u1]
t−−−−−−−−−→ N1 ⊕M2 [u2,f2]−−−−−−−−−→ N2 → 0
0→ M2 [f2,v1]
t−−−−−−−−−→ N2 ⊕M3 [v2,f3]−−−−−−−−−→ N3 → 0
be short exact sequences inmod A. Then the sequence
0→ M1 [f1,v1u1]
t−−−−−−−−−−−−−−→ N1 ⊕M3 [−v2u2,f3]−−−−−−−−−−−−−−→ N3 → 0
is exact.
3. Generalized multicoils
The aim of this section is to recall the concept of a generalized multicoil playing a fundamental role in the proof of our
main theorem. Recall that if A∞ is the quiver 0 → 1 → 2 → · · · (with the trivial valuations (1,1)), then ZA∞ is the
translation quiver of the form:
(i−1,0) (i,0) (i+1,0) (i+2,0)↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘
. .
.
(i−1,1) (i,1) (i+1,1)
. . .↗ ↘ ↗ ↘ ↗ ↘
. .
.
(i−1,2) (i,2)
. . .↗ ↘ ↗ ↘
. .
. . . . . .
. . . .
with τ(i, j) = (i − 1, j) for i ∈ Z, j ∈ N. For r ≥ 1, denote by ZA∞/(τ r) the translation quiver Γ obtained from ZA∞ by
identifying each vertex (i, j) of ZA∞ with the vertex τ r(i, j) and each arrow x→ y in ZA∞ with the arrow τ rx→ τ ry. The
translation quivers of the form ZA∞/(τ r), r ≥ 1, are called stable tubes of rank r . The rank of a stable tube Γ is the least
positive integer r such that τ rx = x for all x in Γ . A stable tube of rank 1 is said to be homogeneous. The τ -orbit of a stable
tube Γ formed by all vertices having exactly one predecessor is said to be themouth of Γ .
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For r ≥ 1, we denote by Tr(k) the r × r-lower triangular matrix algebra
k 0 0 . . . 0 0
k k 0 . . . 0 0
k k k . . . 0 0
...
...
...
. . .
...
...
k k k . . . k 0
k k k . . . k k

Given a generalized standard component Γ of ΓA, and an indecomposable module X in Γ , the support S(X) of the functor
HomA(X,−)|Γ is the k-linear category defined as follows [5]. Let HX denote the full subcategory of Γ consisting of the
indecomposable modules M in Γ such that HomA(X,M) 6= 0, and IX denote the ideal ofHX consisting of the morphisms
f : M → N (withM,N inHX ) such that HomA(X, f ) = 0. We define S(X) to be the quotient categoryHX/IX . Following the
above convention, we usually identify the k-linear category S(X)with its quiver.
From now on let A be an algebra and Γ be a family of generalized standard infinite components of ΓA. For an
indecomposable module X in Γ , called the pivot, one defines five admissible operations (ad 1)–(ad 5) and their dual (ad 1∗)–
(ad 5∗) modifying the translation quiver (Γ , τ ) to a new translation quiver (Γ ′, τ ′) and the algebra A to a new algebra
A′, depending on the shape of the support S(X) (see [21, Section 2] for the figures illustrating the modified translation
quivers Γ ′).
(ad 1) Assume S(X) consists of an infinite sectional path starting at X:
X = X0 → X1 → X2 → · · ·
In this case, we let t ≥ 1 be a positive integer, D = Tt(k) and Y1, Y2, . . ., Yt denote the indecomposable injective D-modules
with Y = Y1 the unique indecomposable projective–injective D-module. We define the modified algebra A′ of A to be the
one-point extension
A′ = (A× D)[X ⊕ Y ]
and the modified translation quiver Γ ′ of Γ to be obtained by inserting in Γ the rectangle consisting of the modules
Zij =
(
k, Xi ⊕ Yj,
[
1
1
])
for i ≥ 0, 1 ≤ j ≤ t , and X ′i = (k, Xi, 1) for i ≥ 0. The translation τ ′ of Γ ′ is defined as follows:
τ ′Zij = Zi−1,j−1 if i ≥ 1, j ≥ 2, τ ′Zi1 = Xi−1 if i ≥ 1, τ ′Z0j = Yj−1 if j ≥ 2, Z01 is projective, τ ′X ′0 = Yt , τ ′X ′i = Zi−1,t if
i ≥ 1, τ ′(τ−1Xi) = X ′i provided Xi is not an injective A-module, otherwise X ′i is injective in Γ ′. For the remaining vertices of
Γ ′, τ ′ coincides with the translation of Γ , or ΓD, respectively.
If t = 0 we define the modified algebra A′ to be the one-point extension A′ = A[X] and the modified translation quiver
Γ ′ to be the translation quiver obtained from Γ by inserting only the sectional path consisting of the vertices X ′i , i ≥ 0.
The non-negative integer t is such that the number of infinite sectional paths parallel to X0 → X1 → X2 → · · · in the
inserted rectangle equals t + 1. We call t the parameter of the operation.
In case Γ is a stable tube, it is clear that any module on the mouth of Γ satisfies the condition for being a pivot for the
above operation. Actually, the above operation is, in this case, the tube insertion as considered in [14].
(ad 2) Suppose that S(X) admits two sectional paths starting at X , one infinite and the other finitewith at least one arrow:
Yt ← · · · ← Y2 ← Y1 ← X = X0 → X1 → X2 → · · ·
where t ≥ 1. In particular, X is necessarily injective. We define the modified algebra A′ of A to be the one-point extension
A′ = A[X] and themodified translation quiverΓ ′ ofΓ to be obtained by inserting inΓ the rectangle consisting of themodules
Zij =
(
k, Xi ⊕ Yj,
[
1
1
])
for i ≥ 1, 1 ≤ j ≤ t , and X ′i = (k, Xi, 1) for i ≥ 1. The translation τ ′ of Γ ′ is defined as follows:
X ′0 is projective–injective, τ ′Zij = Zi−1,j−1 if i ≥ 2, j ≥ 2, τ ′Zi1 = Xi−1 if i ≥ 1, τ ′Z1j = Yj−1 if j ≥ 2, τ ′X ′i = Zi−1,t if
i ≥ 2, τ ′X ′1 = Yt , τ ′(τ−1Xi) = X ′i provided Xi is not an injective A-module, otherwise X ′i is injective in Γ ′. For the remaining
vertices of Γ ′, τ ′ coincides with the translation τ of Γ .
The integer t ≥ 1 is such that the number of infinite sectional paths parallel to X0 → X1 → X2 → · · · in the inserted
rectangle equals t + 1. We call t the parameter of the operation.
(ad 3) Assume S(X) is the mesh category of two parallel sectional paths:
Y1 → Y2 → · · · → Yt
↑ ↑ ↑
X = X0 → X1 → · · · → Xt−1 → Xt → · · ·
where t ≥ 2. In particular, Xt−1 is necessarily injective. Moreover, we consider the translation quiver Γ of Γ obtained by
deleting the arrows Yi → τ−1A Yi−1. We assume that the union Γ̂ of connected components of Γ containing the vertices
τ−1A Yi−1, 2 ≤ i ≤ t , is a finite translation quiver. Then Γ is a disjoint union of Γ̂ and a cofinite full translation subquiver
Γ ∗, containing the pivot X . We define themodified algebra A′ of A to be the one-point extension A′ = A[X] and themodified
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translation quiverΓ ′ ofΓ to be obtained fromΓ ∗ by inserting the rectangle consisting of themodules Zij =
(
k, Xi ⊕ Yj,
[
1
1
])
for i ≥ 1, 1 ≤ j ≤ t , and X ′i = (k, Xi, 1) for i ≥ 1. The translation τ ′ ofΓ ′ is defined as follows: X ′0 is projective, τ ′Zij = Zi−1,j−1
if i ≥ 2, 2 ≤ j ≤ t , τ ′Zi1 = Xi−1 if i ≥ 1, τ ′X ′i = Yi if 1 ≤ i ≤ t , τ ′X ′i = Zi−1,t if i ≥ t + 1, τ ′Yj = X ′j−2 if 2 ≤ j ≤ t ,
τ ′(τ−1Xi) = X ′i , if i ≥ t provided Xi is not injective in Γ , otherwise X ′i is injective in Γ ′. For the remaining vertices of Γ ′, τ ′
coincides with the translation τ of Γ ∗. We note that X ′t−1 is injective.
The integer t ≥ 2 is such that the number of infinite sectional paths parallel to X0 → X1 → X2 → · · · in the inserted
rectangle equals t + 1. We call t the parameter of the operation.
(ad 4) Suppose that S(X) consists an infinite sectional path, starting at X
X = X0 → X1 → X2 → · · ·
and
Y = Y1 → Y2 → · · · → Yt
with t ≥ 1, be a finite sectional path in ΓA. Let r be a positive integer. Moreover, we consider the translation quiver Γ of Γ
obtained by deleting the arrows Yi → τ−1A Yi−1. We assume that the union Γ̂ of connected components of Γ containing the
vertices τ−1A Yi−1, 2 ≤ i ≤ t , is a finite translation quiver. Then Γ is a disjoint union of Γ̂ and a cofinite full translation
subquiver Γ ∗, containing the pivot X . For r = 0 we define the modified algebra A′ of A to be the one-point extension
A′ = A[X ⊕ Y ] and the modified translation quiver Γ ′ of Γ to be obtained from Γ ∗ by inserting the rectangle consisting
of the modules Zij =
(
k, Xi ⊕ Yj,
[
1
1
])
for i ≥ 0, 1 ≤ j ≤ t , and X ′i = (k, Xi, 1) for i ≥ 1. The translation τ ′ of Γ ′ is defined
as follows: τ ′Zij = Zi−1,j−1 if i ≥ 1, j ≥ 2, τ ′Zi1 = Xi−1 if i ≥ 1, τ ′Z0j = Yj−1 if j ≥ 2, Z01 is projective, τ ′X ′0 = Yt , τ ′X ′i = Zi−1,t
if i ≥ 1, τ ′(τ−1Xi) = X ′i provided Xi is not injective in Γ , otherwise X ′i is injective in Γ ′. For the remaining vertices of Γ ′, τ ′
coincides with the translation of Γ ∗.
For r ≥ 1, let G = Tr(k), U1,t+1, U2,t+1, . . ., Ur,t+1 denote the indecomposable projective G-modules, Ur,t+1, Ur,t+2,
. . ., Ur,t+r denote the indecomposable injective G-modules, with Ur,t+1 the unique indecomposable projective–injective
G-module. We define themodified algebra A′ of A to be the triangular matrix algebra of the form:
A′ =

A 0 0 . . . 0 0
Y k 0 . . . 0 0
Y k k . . . 0 0
...
...
...
. . .
...
...
Y k k . . . k 0
X ⊕ Y k k . . . k k

with r + 2 columns and rows and themodified translation quiver Γ ′ of Γ to be obtained from Γ ∗ by inserting the rectangles
consisting of the modules Ukl = Yl ⊕ Uk,t+k for 1 ≤ k ≤ r , 1 ≤ l ≤ t , and Zij =
(
k, Xi ⊕ Urj,
[
1
1
])
for i ≥ 0, 1 ≤ j ≤ t + r ,
and X ′i = (k, Xi, 1) for i ≥ 0. The translation τ ′ of Γ ′ is defined as follows: τ ′Zij = Zi−1,j−1 if i ≥ 1, j ≥ 2, τ ′Zi1 = Xi−1 if
i ≥ 1, τ ′Z0j = Ur,j−1 if 2 ≤ j ≤ t + r , Z01,Uk1, 1 ≤ k ≤ r are projective, τ ′Ukl = Uk−1,l−1 if 2 ≤ k ≤ r , 2 ≤ l ≤ t + r ,
τ ′U1l = Yl−1 if 2 ≤ l ≤ t + 1, τ ′X ′0 = Ur,t+r , τ ′X ′i = Zi−1,t+r if i ≥ 1, τ ′(τ−1Xi) = X ′i provided Xi is not injective in Γ ,
otherwise X ′i is injective in Γ ′. For the remaining vertices of Γ ′, τ ′ coincides with the translation of Γ ∗, or ΓG, respectively.
We note that the quiver QA′ of A′ is obtained from the quiver of the double one-point extension A[X][Y ] by adding a path
of length r + 1 with source at the extension vertex of A[X] and sink at the extension vertex of A[Y ].
The integers t ≥ 1 and r ≥ 0 are such that the number of infinite sectional paths parallel to X0 → X1 → X2 → · · · in
the inserted rectangles equals t + r + 1. We call t + r the parameter of the operation.
For the definition of the next admissible operation we need also the finite versions of the admissible operations (ad 1),
(ad 2), (ad 3), (ad 4), which we denote by (fad 1), (fad 2), (fad 3) and (fad 4), respectively. In order to obtain these operations
all infinite sectional paths of the form X0 → X1 → X2 → · · · (in the definitions of (ad 1), (ad 2), (ad 3), (ad 4)) are replaced
by the finite sectional paths of the form X0 → X1 → X2 → · · · → Xs. For the operation (fad 1) s ≥ 0, for (fad 2) and (fad 4)
s ≥ 1, and for (fad 3) s ≥ t − 1. In all above operations Xs is injective (see [21] or [22] for the details).
(ad 5) We define the modified algebra A′ of A to be the iteration of the extensions described in the definitions of the
admissible operations (ad 1), (ad 2), (ad 3), (ad 4), and their finite versions corresponding to the operations (fad 1), (fad 2),
(fad 3) and (fad 4). The modified translation quiver Γ ′ of Γ is obtained in the following three steps: first we are doing on Γ
one of the operations (fad 1), (fad 2) or (fad 3), next a finite number (possibly empty) of the operation (fad 4) and finally the
operation (ad 4), and in such a way that the sectional paths starting from all the new projective vertices have a common
cofinite (infinite) sectional subpath.
Finally, together with each of the admissible operations (ad 1), (ad 2), (ad 3), (ad 4) and (ad 5), we consider its dual,
denoted by (ad 1∗), (ad 2∗), (ad 3∗), (ad 4∗) and (ad 5∗). These ten operations are called the admissible operations.
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Clearly, the admissible operations can be defined as operations on translation quivers rather than on Auslander–Reiten
components. The definitions are done in the obvious manner (see [21] for the details).
Following [21] a connected translation quiver Γ is said to be a generalized multicoil if Γ can be obtained from a finite
family T1, T2, . . . , Ts of stable tubes by an iterated application of admissible operations (ad 1), (ad 1∗), (ad 2), (ad 2∗), (ad 3),
(ad 3∗), (ad 4), (ad 4∗), (ad 5) or (ad 5∗). If s = 1, such a translation quiver Γ is said to be a generalized coil. The admissible
operations of types (ad 1), (ad 2), (ad 3), (ad 1∗), (ad 2∗) and (ad 3∗) have been introduced in [4,5], and the admissible
operations (ad 4) and (ad 4∗) for r = 0 in [18].
Observe that any stable tube is trivially a generalized coil. A tube (in the sense of [14]) is a generalized coil having the
property that each admissible operation in the sequence defining it is of the form (ad 1) or (ad 1∗). If we apply only operations
of type (ad 1) (respectively, of type (ad 1∗)) then such a generalized coil is called a ray tube (respectively, a coray tube). Observe
that a generalized coil without injective (respectively, projective) vertices is a ray tube (respectively, a coray tube). A quasi-
tube (in the sense of [28]) is a generalized coil having the property that each of the admissible operations in the sequence
defining it is of type (ad 1), (ad 1∗), (ad 2) or (ad 2∗). Finally, following [5] a coil is a generalized coil having the property
that each of the admissible operations in the sequence defining it is one of the forms (ad 1), (ad 1∗), (ad 2), (ad 2∗), (ad 3) or
(ad 3∗). We note that any generalized multicoil Γ is a coherent translation quiver with trivial valuations and the translation
subquiver of Γ obtained by removing from Γ all acyclic vertices and the arrows attached to them is infinite, connected and
cofinite in Γ , and so Γ is almost cyclic.
We have the following characterization of generalized multicoils established in [21, Theorem A].
Theorem 3.1. Let Γ be a connected component of ΓA. Then Γ is coherent and almost cyclic if and only if Γ is a generalized
multicoil.
4. Indecomposable degenerations in generalized multicoils
In the next considerations we need the following notion. LetRl(X, t) be a translation quiver in ΓA of the form
X
@
@
ϕX
?~~
?
? ψX
=
=@
ϕψX
?
?
?  
?
$JJ
J
ϕsX
;www
"EE
E
!CC
C ψ
t−2X
#GG
G
ϕs+1X
;xxx
#F
F ϕ
sψX
@   
>
>>
ϕψ t−2X
:uuu
$II
I ψ
t−1X?
ϕs+1ψX
<yyy
#G
G
={{{
ϕψ t−1X
;www
;vvv
:ttt
with the set of vertices
Rl(X, t)0 = {ϕiψ jX; i ≥ 0, 0 ≤ j < t}
and arrows
ϕi+1ψ jX → ϕiψ jX, i ≥ 0, 0 ≤ j < t,
ϕiψ jX → ϕiψ j+1X, i ≥ 0, 0 ≤ j < t − 1,
where τ(ϕiψ j+1X) = ϕi+1ψ jX , for all i ≥ 0, 0 ≤ j < t − 1. For convenience we set ϕiψ0X = ϕiX , ϕ0ψ jX = ψ jX ,
ϕ0ψ0X = X . A translation quiver Rl(X, t) is said to be infinite left rectangle determined by X . Dually, one defines also the
infinite right rectangle Rr(X, s) determined by X . Then R(Z, s, t) = Rr(X, s) ∩ Rl(Y , t), where Z = ϕiY = ψ jX for some
i, j ≥ 0 is called a rectangle of size (s, t) determined by Z . A proper subtube of an Auslander–Reiten quiver ΓA is a full
translation subquiver T (X, p, q), p, q ≥ 1, obtained from the translation quiver T (X) of the form
X
=
=
ϕX
@
:
: ψX
:
:
ϕ2X
B
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ϕψX
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:
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with the set of vertices T (X)0 = {ϕiψ jX; i, j ≥ 0}, and the set of arrows ϕi+1ψ jX → ϕiψ jX , ϕiψ jX → ϕiψ j+1X , where
τ(ϕiψ j+1X) = ϕi+1ψ jX , for all i, j ≥ 0, by identifying the vertices ϕi+pψ jX with ϕiψ j+qX for all pairs i, j ≥ 0. Again, we set
ϕiψ0X = ϕiX , ϕ0ψ jX = ψ jX , ϕ0ψ0X = X . Observe that then
Rr(X, p)0 = Rl(X, q)0
is a complete set of pairwise different vertices of T (X, p, q).
Let Γ be a generalized multicoil in ΓA. Assume that Γ is obtained from generalized standard stable tubes T1, T2, . . ., Tm
by the corresponding sequence of admissible operations. From the definition of the generalized multicoil we know that Γ
contains (maximal) subtubes T (M1, p1, q1), T (M2, p2, q2), . . ., T (Mm, pm, qm) as cofinite full translation subquivers, where
p(Γ ) = p1 + p2 + · · · + pm is the number of pairwise disjoint rays of Γ and q(Γ ) = q1 + q2 + · · · + qm is the number of
pairwise disjoint corays of Γ .
For each vertex X ∈ Γ there exist at most two infinite sectional paths
X → ϕ−1X → ϕ−2X → · · · → ϕ−kX → ψϕ−kX → ψ2ϕ−kX → · · ·
for k = 0 or k > 0, with source X and at most two infinite sectional paths
· · · → ϕ2ψ−lX → ϕψ−lX → ψ−lX → · · · → ψ−2X → ψ−1X → X
for l = 0 or l > 0, with target X . Note that the infinite sectional paths with source X, k > 0 and with target X, l > 0
occur after applying the admissible operation of type (ad 4) or (ad 4∗) (that is also (ad 5) or (ad 5∗)) such that the Möbius
configuration is created. In the case (ad 4) ((ad 4∗)) all vertices being the source exactly two infinite sectional paths belong
toRl(Y1, t) (respectively,Rl(Yt , t)) and all vertices being the target exactly two infinite sectional paths belong toRr(Yt , t)
(respectively,Rr(Y1, t)), where Y1, Yt , t are as in the definition of (ad 4) and (ad 4∗).
By an exceptional chain (see [20]) in a connected component Γ of ΓA we mean a full translation subquiver of Γ of the
form
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>~~~
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where t ≥ 2, A1 or B1 is projective, and At or Bt is injective. Note that if Γ is a generalized multicoil in ΓA then for any
1 ≤ i ≤ t there are a ray starting at Ai and a coray ending in Ai.
An exceptional chain in Γ is said to be proper if for any 1 ≤ i ≤ t a ray starting at Ai has infinitely many common vertices
with a coray ending in Aj, 1 ≤ j ≤ t (see [20, Example 4.7] for the exceptional chain in a generalized multicoil which is not
a proper).
Note that if Γ is a generalized multicoil in ΓA then there exists a proper exceptional chain in Γ if and only if exists a coil
configuration in Γ . Moreover, if Γ is a generalized multicoil in ΓA without exceptional chain then in the whole process of
creating Γ none of the operations (ad 3), (ad 3∗), (fad 3), (fad 3∗) appears.
LetC be an exceptional chain in a generalizedmulticoilΓ . Observe thatψ tS = ϕtE. Moreover, for i ≥ 0 and 0 ≤ j < t−1,
there are in Γ meshes of the form
ψ jϕiS
'PP
P
ψ jϕi+1S
'OO
7ooo
ψ j+1ϕiS,
ψ j+1ϕi+1S
7nn
ϕjψ iE
'PPP
ϕj+1ψ iE
'OO
7ooo
ϕjψ i+1E.
ϕj+1ψ i+1E
7nn
Lemma 4.1. Let A be an algebra, Γ a generalized standard generalized multicoil in ΓA which contains a Möbius configuration.
Then for any 1 ≤ i ≤ t, the infinite sectional paths in Γ of the form Yi → ψYi → ψ2Yi → · · · and · · · → ϕ2Yi → ϕYi → Yi,
where Yi is as in the definition of (ad 4) or (ad 4∗), admits at most one module X with [X] = x, where x ∈ K0(A) is fixed.
Proof. By definition of the admissible operationswe know that if theMöbius configurationwas created after applying (ad 4)
((ad 4∗)) then Y1 is the coraymodule and Yt is the raymodule (respectively, Y1 is the raymodule and Yt is the coraymodule).
Therefore, our statement is a direct application of [19, Lemma 3.3], where it was shown that for a fixed x ∈ K0(A), each ray
and coray in a generalized standard generalized multicoil in ΓA contains at most one module X with [X] = x. 
Lemma 4.2. Let A be an algebra, T a proper subtube of a generalized multicoil Γ in ΓA, M, N be A-modules from add(T ), and U
an indecomposable A-module. Then
µ(N,U)− µ(M,U) = δM,N(U)+ δ′M,N(U)− δ′M,N(ψU)−
∑
ψV=U
δM,N(V )
= δM,N(U)+ δ′M,N(U)− δM,N(ϕU)−
∑
ϕV=U
δ′M,N(V ).
1710 P. Malicki / Journal of Pure and Applied Algebra 214 (2010) 1701–1717
Proof. From Lemma 2.2 we have
µ(N,U)− µ(M,U) = δM,N(U)+ δ′M,N(U)−
∑
(X→U)∈Γ1
δM,N(X).
But
∑
(X→U)∈Γ1 δM,N(X) = δM,N(ϕU) +
∑
ψV=U δM,N(V ). Since δM,N(ϕU) = δ′M,N(τ−(ϕU)) and τ(ψU) = ϕU , we get the
first required equality. In a similar way we obtain the second required equality. 
Proposition 4.3. Let A be an algebra, Γ a generalized standard generalized multicoil in ΓA without Möbius configuration, and
M, N be A-modules such that M ∈ add(Γ ),N ∈ Γ , [M] = [N] and M <Γ N. Then there exist a coil configuration in Γ and a
number k ≥ 0 such that M = ϕkpDt = ψkqDt and N = ϕkpUt = ψkqUt , where t ≥ 2, Ut ,Dt are modules lying in some proper
subtube of Γ having p rays and q corays.
Proof. Note that if Γ is a generalized standard coil then there exists an exceptional triangle ∆ in Γ if and only if exists a
coil configuration in Γ . Moreover, for k ≥ 1 we haveM = ∆(k, t − 1, t − 1) = ϕ(k−1)pDt = ψ (k−1)qDt and N = ∆(k, 0, 0)
= ϕ(k−1)pUt = ψ (k−1)qUt (see [33, (4.5)]).
Assume thatΓ is a generalized standard generalizedmulticoil inΓAwithoutMöbius configuration. LetM ,N beA-modules
such that M ∈ add(Γ ), N ∈ Γ , [M] = [N] and M <Γ N . We shall prove our claim by induction on the number n of
admissible operations which we have to do on a finite family T1, T2, . . . , Ts of generalized standard stable tubes in order to
obtain the generalized multicoil Γ . If n = 1, then we can only do the admissible operation (ad 1) or (ad 1∗), so s = 1. In
this case our statement follows from [5, (3.3)] and [33, Proposition 4.6]. Let n > 1, and Γ be a generalized multicoil which
is generalized standard obtained from a finite family T1, T2, . . . , Ts of generalized standard stable tubes. Assume that the
statement holds for n − 1, so after applying n − 1 admissible operations we have the disjoint union of the finite family of
generalized multicoils Ω1,Ω2, . . . ,Ωm, 1 ≤ m ≤ s which are generalized standard. If the nth admissible operation is of
type (ad 1), (ad 1∗), (ad 2), (ad 2∗), (ad 3) or (ad 3∗) thenm = 1, so Γ is obtained fromΩ1. Moreover, from [33, Proposition
4.6] and the definitions of the above admissible operationswe know that the set of new vertices appearing after applying the
admissible operation (ad 1), (ad 1∗), (ad 2) or (ad 2∗) does not contain modulesM , N such that [M] = [N] andM <Γ N , and
the set of new vertices appearing after applying the admissible operation (ad 3) or (ad 3∗) contains a coil configuration such
thatM = ϕkpDt = ψkqDt ,N = ϕkpUt = ψkqUt , where k ≥ 0, t ≥ 2. If the nth admissible operation is of type (ad 4) or (ad 4∗)
thenm = 1 orm = 2, so Γ is obtained fromΩ1 or from the disjoint union of two generalized multicoilsΩ1,Ω2 which are
generalized standard. We may assume thatm = 1. If it is not the case then from [19, Lemma 3.3] and from the definition of
the generalized multicoil we conclude that the set of new vertices appearing after applying the above admissible operation
does not contain modules M , N such that [M] = [N]. Note that in general our admissible operation gives two possible
shapes of the modified component depending on the position of the finite sectional path Y1 → Y2 → · · · → Yt . Since Γ
does not contain aMöbius configuration, there is only one possible shape of Γ . In this caseM andN lie neither on a common
sectional path in Γ consisting of noninjective modules nor on a common sectional path in Γ consisting of nonprojective
modules. Moreover, we know from the proof of [32, Theorem 1] that an indecomposablemoduleN in a generalized standard
component Γ which does not lie on an oriented cycle in Γ is uniquely determined by [N]. So, if the module N is directing,
then M ' N . Hence, we may assume that N lies on oriented cycle in Γ . Therefore, the statement follows from the proof
of [33, Proposition 4.6]. If the nth admissible operation is of type (ad 5) then Γ is obtained from the disjoint union of the
finite family of generalized multicoilsΩ1,Ω2, . . . ,Ωm, 1 ≤ m ≤ s which are generalized standard. Since in the definition
of admissible operation (ad 5) we use the finite versions (fad 1), (fad 2), (fad 3), (fad 4) of the admissible operations (ad 1),
(ad 2), (ad 3), (ad 4) and the admissible operation (ad 4), we conclude that this case follows from the above considerations.
If it is of type (ad 5∗), then the proof is dual and this finishes the proof of the proposition. 
Proposition 4.4. Let A be an algebra, Γ a generalized standard generalized multicoil in ΓA without exceptional chain, and M, N
be A-modules such that M ∈ add(Γ ),N ∈ Γ , [M] = [N] and M <Γ N. Then there exist a Möbius configuration in Γ and a
number k ≥ 0 such that M = ϕkpDt = ψkqDt and N = ϕkpUt = ψkqUt , where t ≥ 2, Ut ,Dt are modules lying in some proper
subtube of Γ having p rays and q corays. In particular, M is indecomposable and M, N lie neither on a ray nor a coray in Γ .
Proof. SinceM <Γ N we have, for each indecomposable direct summand X ofM , [X,N] ≥ [X,M] > 0, [N, X] ≥ [M, X] >
0, and hence a short cycle X → N → X . Then, X and N lie on an oriented cycle in Γ , because Γ is generalized standard and
X,N ∈ Γ . Therefore, X ∈ Γ .
We shall use arguments similar to that in [33, Proposition 4.6] and prove our claim by induction on
∑
X∈Γ δM,N(X) =∑
X∈Γ δ
′
M,N(X) ≥ 0. We know from Lemma 2.5 that the above sum is finite. We will find a nonsplittable exact sequence
Σ : 0→ U → W ⊕ N ′ → N → 0
given by modules from add(Γ ) such that δ′Σ ≤ δ′M,N ,M = W ⊕ V for some module V , and N ′ is indecomposable. Then for
M ′ = U ⊕ V we have [M ′] = [N ′],M ′ ≤Γ N ′ and∑
X∈Γ
δ′M ′,N ′(X) =
∑
X∈Γ
δ′M,N(X)−
∑
X∈Γ
δ′Σ (X) <
∑
X∈Γ
δ′M,N(X).
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By inductive assumption, we then infer that eitherM ′ = N ′ or there exists a Möbius configuration in Γ and a number k ≥ 0
such thatM ′ = ϕkpDt ′ = ψkqDt ′ and N ′ = ϕkpUt ′ = ψkqUt ′ , where t ′ ≥ 2, Ut ′ ,Dt ′ are modules lying in some proper subtube
of Γ having p rays and q corays andM ′, N ′ lie neither on a ray nor a coray in Γ . We have several cases to consider.
Assume that δ′M,N(N) > δM,N(ϕN). Then δM,N(τN) = δ′M,N(N) > 0, and so [N, τN] > 0. From Lemma 4.2 we conclude
that, for each j ≥ 0, the vertex ϕjN has at most two immediate predecessors in Γ . Applying now Lemma 2.4(ii) to the
sectional path · · · → ϕ2N → ϕN → N we infer that, for some i ≥ 1,M = ϕiN ⊕ M1 and δ′M,N(ϕjN) > 0 for all 0 ≤ j < i.
Consider now the short exact sequences given by the meshes in Γ with the end terms ϕjN , 0 ≤ j < i. Applying Lemma 2.8,
we get an exact sequence
Σ : 0→ τ(ϕi−1N)→ ϕiN ⊕M2 → N → 0
whereM2 = 0 orM2 is indecomposable withψM2 = N . Since [ϕiN]+ [M1] = [M] = [N] ≤ [ϕiN]+ [M2]− [τ(ϕi−1N)], we
get [M2] ≥ [τ(ϕi−1N)] > 0, and consequentlyM2 6= 0.Moreover, by Lemma 2.1(iii), we have also δ′Σ (X) =
∑i−1
j=0 µ(X, ϕjN),
for any A-module X . Hence, δ′Σ ≤ δ′M,N . From the definition of the generalized multicoil we know that all modules having
the same composition factors belong to somemaximal proper subtube of Γ and they do not lie on a common sectional path
in this subtube (if it is not the case then they lie on a ray or a coray in Γ and we obtain a contradiction with [19, Lemma
3.3]). Let T (W , p, q), where W ∈ Γ is a maximal proper subtube in Γ containing the modules M and N . Note that if the
module U ∈ T (W , p, q) then ϕkpU ∈ T (W , p, q) and ϕkpU = ψkqU for any k ≥ 0. ForM ′ = τ(ϕi−1N)⊕ M1 and N ′ = M2
we haveM ′ 6' N ′ and the modules τ(ϕi−1N) and N ′ lie on a common sectional path in T (W , p, q), a contradiction.
Therefore, we may assume that δ′M,N(N) ≤ δM,N(ϕN), and by duality δM,N(N) ≤ δ′M,N(ψN). We set N ′ = ϕN . Applying
Lemma 4.2 we obtain the equalities
1 = µ(N,N)− µ(M,N) = δM,N(N)+ δ′M,N(N)− δ′M,N(ψN)−
∑
ψV=N
δM,N(V ).
Thus δ′M,N(N) >
∑
ψV=N δM,N(V ). For any indecomposablemodule X from a generalizedmulticoilC inΓA there exist atmost
two maximal infinite sectional paths passing through X . These maximal infinite sectional paths consist of arrows pointing
to infinity. In particular, the technical lemma [33, Lemma 4.4] is also true for C. If we have one or two such paths then from
the proof of [33, Proposition 4.6] (using Lemma 4.2 instead of [33, Lemma 4.3]) we get that there is a translation subquiver
in Γ of the form
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@@
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a contradiction with our assumption on Γ . Therefore, we can consider infinite sectional paths in Γ passing through X of the
form
(1) · · ·→ϕ2X→ϕX→X→ϕ−1X→· · ·→ϕ−kX→ψϕ−kX→ψ2ϕ−kX→· · ·
where k ≥ 0 and
(2) · · ·→ϕ2ψ−lX→ϕψ−lX→ψ−lX→· · ·→ψ−1X→X→ψX→ψ2X→· · ·
where l ≥ 0.We have the similar situation in the cases (1) and (2).Without loss of generality wemay assume that an infinite
sectional path passing through X has the form (2). Since Γ is a generalized multicoil there are integral numbers r ≥ 0, s
such that ϕrψ−lX = ψ sX and we have a sectional path in Γ of the form
ψ sX = ϕrψ−lX→· · ·→ϕψ−lX→ψ−lX→· · ·→ψ−1X→X→ψX→· · ·→ψ sX
consisting of noninjective or nonprojective modules. It follows from our assumptions on Γ , [20, Proposition 4.2] and the
above considerations that there is a Möbius configuration with t = 2 in Γ and ψ−lX = Yj, where j = 1 or j = 2. Without
loss of generalitywe can assume that j = 2 and theMöbius configurationwas created after applying the admissible operation
(ad 4). Then ψ−lX = Y2 and ψ−lϕX = Y1. The proof for j = 1 is similar, and for (ad 4∗) is dual. Applying [33, Lemma 4.4(i)]
for ϕY = Y1, Y = Z = Y2 and i = 0, we obtain an exact sequence
Σ : 0→ Y1 → Y2 ⊕ N ′ → N → 0
such that δ′Σ =
∑l
k=1 µ(−, ψkY2) ≤ δ′M,N . Assume thatM = Y2 ⊕M3, and setM ′ = Y1 ⊕M3. Then we get a contradiction
with Lemma 4.1 because N ′ and Y1 lie on a common infinite sectional path in Γ and are not isomorphic. Hence, Y2 is not a
direct summand ofM and applying Lemma 4.2 we get
0 = µ(N, Y2)− µ(M, Y2) = δM,N(Y2)+ δ′M,N(Y2)− δ′M,N(ψY2)− δM,N(V ),
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where V = ϕY2 = ψ−1Y2 and there exists the infinite sectional path · · · → ϕ2Y2 → ϕY2 → Y2. Moreover, δ′M,N(ψY2)
> δM,N(Y2). Hence, δ′M,N(Y2) > δM,N(ϕY2). Applying now [33, Lemma 4.4(i)] for ϕY = τY2, Y = Z = ϕY2 and i = 0, we
obtain an exact sequence
Σ : 0→ τY2 → ϕY2 ⊕ N ′ → N → 0
such that δ′Σ =
∑l
k=1 µ(−, ψkϕY2) ≤ δ′M,N . Observe that the infinite sectional path τY2 → Y1 → ψY1 → ψ2Y1 → · · ·
in Γ , contains at most one module Z with [Z] = z, where z ∈ K0(A). Using Lemma 4.1 it is sufficient to show that
[τY2] 6= [ψkY1] for all k ≥ 0. Assume that [τY2] = [ψkY1] for some k > 0 (for k = 0 we have [τY2] = [Y1], but
[τY1] + [Y1] = [τY2] and we get [τY1] = 0, a contradiction). In our case we have the equalities
[τY2] + [ψkY2] = [V ] + [ψkY1],
[V ] + [τ−Y2] = [ψY2],
[ψY2] + [ψk−1(τ−Y2)] = [τ−Y2] + [ψkY2].
Invoking the equality [τY2] = [ψkY1]we obtain [ψk−1(τ−Y2)] = 0, a contradiction.
Now, if M = ϕY2 ⊕ M4 for some A-module M4, then for the modules M ′ = τY2 ⊕ M4 and N ′, we get a contradiction
because τY2 andN ′ lie on a common infinite sectional path τY2 → Y1 → ψY1 → ψ2Y1 → · · · inΓ and are not isomorphic.
Hence, ϕY2 is not a direct summand ofM and applying Lemma 4.2 we obtain
0 = µ(N, ϕY2)− µ(M, ϕY2) = δM,N(ϕY2)+ δ′M,N(ϕY2)− δM,N(ϕ2Y2)− δ′M,N(Y2).
Invoking the inequality δ′M,N(Y2) > δM,N(ϕY2), we conclude that δ
′
M,N(ϕY2) > δM,N(ϕ
2Y2). Now, applying Lemma 2.4(ii) to
the sectional path · · · → ϕ3Y2 → ϕ2Y2 → ϕY2, we get a number j ≥ 1 such that ϕj+1Y2 is a direct summand of M and
δ′M,N(ϕiY2) > δM,N(ϕi+1Y2) for all 1 ≤ i ≤ j. Again, applying [33, Lemma 4.4(i)] for ϕY = Y1, Y = Z = Y2 and i = 0, we get
an exact sequence
Σ1 : 0→ Y1 → Y2 ⊕ N ′ → N → 0
such that δ′Σ1(W ) =
∑l
k=1 µ(W , ψkY2), for any A-moduleW . Moreover, for Möbius configuration we have, for any j ≥ 1,
an exact sequence
Σ2 : 0→ ϕj(τY2)→ Y1 ⊕ ϕj+1Y2 → Y2 → 0
where τY2 = ϕY1 and δ′Σ2(W ) =
∑j
k=1 µ(W , ϕkY2), for any A-moduleW . Applying Lemma 2.8 to the above two sequences
we obtain an exact sequence
Σ : 0→ ϕj(τY2)→ ϕj+1Y2 ⊕ N ′ → N → 0
such that δ′Σ (W ) =
∑l
k=1 µ(W , ψkY2) +
∑j
k=1 µ(W , ϕkY2), for any A-module W . We know that, for any a, b ≥ 1, the
modules ϕaY2 and ψbY2 coincide if and only if a = a0 + cp, b = b0 + cq for some a0, b0 ≥ 1, c ≥ 0 such that ϕa0Y2 =
ψb0Y2 = ψU2 = ϕ−1D2, where U2,D2 ∈ T (V , p, q), V ∈ Γ . Then we have ϕa0+cpY2 = ψb0+cqY2 = ψ cq+1U2 = ϕcp−1D2.
Let S = {ϕsY2, ψ rY2; 1 ≤ s ≤ j, 1 ≤ r ≤ l} and T (V , p, q) as above. Then
δ′Σ (W ) =

2 W = ϕa0+cpY2, c ≥ 0, a0 + cp ≤ j, b0 + cq ≤ l, a0, b0 ≥ 1
1 for otherW ∈ S,
0 W ∈ ΓA \ S.
Observe that δ′M,N(W ) ≥ 1 for all W ∈ S. Take now a0, b0 ≥ 1, c ≥ 0 such that a0 + cp ≤ j and b0 + cq ≤ l. Since
ψb0+cq−1Y2 = ψ cqU2 = ϕcpU2 = ϕa0+cpY1 = ϕa0+cp−1(ϕY1) = ϕa0+cp−1(τY2), we have
δ′M,N(ϕ
a0+cpY2) = δ′M,N(ψb0+cqY2) >
∑
ψV=ψb0+cqY2
δM,N(V )
≥ δM,N(ψb0+cq−1Y2) = δM,N(ϕa0+cp−1(τY2))
= δ′M,N(τ−ϕa0+cp−1(τY2)) = δ′M,N(ϕa0+cp−1Y2)
> δM,N(ϕ
a0+cpY2) ≥ 0.
Hence, δ′M,N(ϕa0+cpY2) ≥ 2 and consequently δ′Σ ≤ δ′M,N . We know that M = ϕj+1Y2 ⊕ M5 for some A-module M5. Let
M ′ = ϕj(τY2) ⊕ M5. Then, by our inductive assumption, M ′ is indecomposable. Thus M5 = 0 and M ′ = ϕj(τY2). Since
τY2 = ϕY1, we get ϕY2 = ψ(τY2). If M ′ ' N ′, then ϕj(τY2) ' ϕψ lY2 = ψ l+1(τY2) and there exists k ≥ 0 such
that j = a0 + kp, l + 1 = b0 + kq, a0, b0 ≥ 1. This leads to the equalities M = ϕj+1Y2 = ϕa0+kp+1Y2 = ϕkpD2 and
N = ψ lY2 = ψb0+kq−1Y2 = ψkqU2.
Now we may assume thatM ′ <Γ N ′ and there exist a number k ≥ 0 and a Möbius configurationΩ for t ′ ≥ 2 such that
M ′ = ϕkpDt ′ = ψkqDt ′ and N ′ = ϕkpUt ′ = ψkqUt ′ , where Ut ′ ,Dt ′ ∈ T (V , p, q), V ∈ Γ . We may extendΩ to a new Möbius
configuration of the form
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such that t ′′ = t ′ + 1. Clearly, Dt ′+1 = ψDt ′ , Ut ′+1 = ϕ−1Ut ′ , M = ψM ′ = ψψkqDt ′ = ψkqDt ′+1 = ψkqDt ′′ = ϕkpDt ′′ and
N = ϕ−1N ′ = ϕ−1ϕkpUt ′ = ϕkpUt ′+1 = ϕkpUt ′′ = ψkqUt ′′ , Ut ′′ ,Dt ′′ ∈ T (V , p, q), V ∈ Γ . This finishes the proof. 
Remark 4.5. Note that in Propositions 4.3 and 4.4 M is indecomposable. Moreover, for Möbius configuration the modules
M , N lie on a common (infinite) sectional path in Γ consisting of noninjective modules (or nonprojective modules), but they
lie neither on a ray nor a coray in Γ (it follows from Proposition 4.4 and [19, Lemma 3.3]). For coil configuration M and N
do not lie on a common sectional path in Γ (it follows from Proposition 4.3 and [33, Proposition 4.6]).
Corollary 4.6. Let A be an algebra, Γ a generalized standard generalized multicoil in ΓA, and M, N be A-modules such that
M ∈ add(Γ ), N ∈ Γ , [M] = [N] and M <Γ N. Then there exist a Möbius configuration or a coil configuration in Γ and a
number k ≥ 0 such that M = ϕkpDt = ψkqDt and N = ϕkpUt = ψkqUt , where t ≥ 2, Ut ,Dt are modules lying in some proper
subtube of Γ having p rays and q corays.
Proof. Follows from Propositions 4.3 and 4.4. 
Example 4.7. Consider the algebra A given by the quiver
23 /

24 / 25
35
σ /
$

22
θ / 21
ϕ / 26
ψ

O
37
ϑ
36
χ
hQQQQQQQQQQo
1

5 34
ν

30
ι

/ 31
2
α / 4 /
β

6

O
33
pi /

29
ω / 28 / 27
3
O
8

7 32
µ

9
δ

10
γo 20

ζo
11
O
15
η

12 13
%o 14λo
ε

17
κo 18
ξo 19o
16
bound by αβ = 0, γ δ = 0, ηε = 0, κλ% = 0, ζγ = 0, ξκλ = 0, µζ = 0, νpi = 0, piω = 0, σθ = 0, ϕψ = 0, ϑι = 0,
χ$ = 0. The Auslander–Reiten quiver ΓA has as a generalized standard component a generalized multicoil Γ obtained by
identifying (along the sectional paths L1 → L2 → · · · → L7 and Y1 → Y2) the following translation quiversΩ1 andΩ2
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where the vertical dashed lines have to be identified. Then N = ϕ19kU2 = ψ9kU2, M = ϕ19kD2 = ψ9kD2, k ≥ 0, and the
modules N,M belong to the maximal proper subtube T (τ−2Y2, 19, 9) of Γ . As we can see there exists in Γ even infinite
sectional paths which contains nonisomorphic A-modules U2 and D2 with the same dimension vector
· · · → τD2 → ◦→ U2 → · · · → τY2 → Y1 → · · · → τU2 → ◦→ D2 → · · ·
or
· · · → D2 → ◦→ τ−U2 → · · · → Y2 → τ−Y1 → · · · → U2 → ◦→ τ−D2 → · · ·
Note that the fundamental group pi1(|Γ |) of the geometric realization |Γ | of Γ (as defined in [13, (4.1)]) is a free group in
five generators.
5. Proof of Theorem 1.1
Let Γ be a generalized standard almost cyclic coherent component of ΓA.
(i)⇒ (ii) From Theorem 3.1we know that a component of the Auslander–Reiten quiverΓA of an algebra A is almost cyclic
and coherent if and only if it is a generalized multicoil. Since M <deg N , we have that M <Γ N . Applying Corollary 4.6 we
conclude that there exist a Möbius configuration or a coil configuration in Γ and k ≥ 0 such thatM = ϕkpDt = ψkqDt and
N = ϕkpUt = ψkqUt , where t ≥ 2, Ut ,Dt are modules lying in some proper subtube of Γ having p rays and q corays. In
particular,M is indecomposable.
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(ii)⇒ (i) Assume thatM = ϕkpDt = ψkqDt and N = ϕkpUt = ψkqUt , t ≥ 2 for some k ≥ 0 and a Möbius configuration
of the form
where Ut ,Dt are modules lying in some proper subtube of Γ having p rays and q corays. We shall prove that ϕkpDt <deg
ϕkpUt . Applying Lemma 2.8 to the short exact sequences given by the meshes of the above translation quiver we get exact
sequences
0→ ψ j−1ϕkpUt → Yj ⊕ ψ jϕkpUt → Yj+1 → 0
and
0→ Yj → Yj+1 ⊕ ϕt−jψ t−1ϕkpUt → ϕt−j−1ψ t−1ϕkpUt → 0
for any 1 ≤ j ≤ t − 1. Applying Lemma 2.8 again we get exact sequences
0→ ϕkpUt → Y1 ⊕ ψ t−1ϕkpUt → Yt → 0
and
0→ Y1 → Yt ⊕ ϕt−1ψ t−1ϕkpUt → ψ t−1ϕkpUt → 0.
Note thatwe have ϕt−1ψ t−1ϕkpUt = ϕkpDt , so applying Lemma 2.8 to the above two sequenceswe obtain an exact sequence
0→ ϕkpUt → ψ t−1ϕkpUt ⊕ ϕkpDt → ψ t−1ϕkpUt → 0.
Finally, by the result due to proposition stated in [24, (3.4)], we infer that ϕkpDt ≤deg ϕkpUt . Clearly, ϕkpDt 6= ϕkpUt for t ≥ 2.
Therefore, we get the proper degeneration ϕkpDt <deg ϕkpUt .
Assume now that M = ϕkpDt = ψkqDt and N = ϕkpUt = ψkqUt , t ≥ 2 for some k ≥ 0 and a coil configuration of the
form
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where Ut ,Dt are modules lying in some proper subtube of Γ having p rays and q corays. We shall prove that ϕkpDt <deg
ϕkpUt . From the proof of [33, Proposition 4.7] (in our case the exact sequences (1)–(7) are the same after letting s(∆) = S,
e(∆) = E, Xj = Aj, Yj = Bj, 0 ≤ j ≤ t − 2) we get the exact sequences
(?) 0→ ϕiS → ϕiψ t−1S ⊕ ϕt−1ψ jE → ψ jE → 0,
for all i, j ≥ 0. We know there exist m, n > 0 such that ϕmS = ψnE = ϕkpUt for some k ≥ 0. Note that we have
ϕt−1ψ t−1ϕkpUt = ϕkpDt and ϕiψ t−1S = ψ t−1ϕiS for i ≥ 0, so letting i = m and j = n + t − 1 in (?) we obtain an exact
sequence
0→ ϕkpUt → ψ t−1ϕkpUt ⊕ ϕkpDt → ψ t−1ϕkpUt → 0.
Again, by the result due to proposition stated in [24, (3.4)], we infer that ϕkpDt ≤deg ϕkpUt . Clearly, ϕkpDt 6= ϕkpUt for t ≥ 2.
Therefore, we get the proper degeneration ϕkpDt <deg ϕkpUt . This finishes the proof.
Corollary 5.1. Let A be an algebra and Γ an almost cyclic coherent component in ΓA which contains a Möbius configuration of
the form
Then for any i, j, k, where 1 ≤ i < j ≤ t, k ≥ 0 we have [ϕkpVij] = [ϕkpVji] and ϕkpVij <deg ϕkpVji, where ϕkpVij = ψkqVij,
ϕkpVji = ψkqVji are modules lying in some (maximal) proper subtube of Γ having p rays and q corays.
Proof. From Theorem 3.1 we know that a connected component of ΓA is almost cyclic and coherent if and only if it is a
generalized multicoil. Moreover, from the definition of the generalized multicoil we know that Γ contains a (maximal)
proper subtube T (X, p, q), where X ∈ Γ such that ϕkpVij = ψkqVij, ϕkpVji = ψkqVji ∈ T (X, p, q) for any 1 ≤ i < j ≤ t ,
k ≥ 0. Therefore, using arguments similar to that in the above proof we get exact sequences
0→ ϕkpVji → Yi ⊕ ψ j−iϕkpVji → Yj → 0
for the translation quiverRl(Yi, j− i) \Rl(ϕkp+1Vji, j− i) and
0→ Yi → Yj ⊕ ϕkpVij → ψ j−iϕkpVji → 0
for the translation quiverRr(Yj, j− i) \Rr(ψ j−i+1ϕkpVji, j− i). Again, applying Lemma 2.8 to the above two sequences we
obtain an exact sequence
0→ ϕkpVji → ϕkpVij ⊕ ψ j−iϕkpVji → ψ j−iϕkpVji → 0.
This gives [ϕkpVij] = [ϕkpVji]. Finally, by the result due to proposition stated in [24, (3.4)] and ϕkpVij 6= ϕkpVji, we infer that
ϕkpVij <deg ϕkpVji. 
6. Proof of Theorem 1.2
Let A be an algebra with a separating family CA of almost cyclic coherent components of ΓA, and ind A = PA ∨ CA ∨ QA.
Then, by [22, Theorem C] there are the left quasitilted factor algebra Al of A and the right quasitilted factor algebra Ar
of A such that ΓAl admits a separating family TAl of coray tubes, ΓAr admits a separating family TAr of ray tubes, and
ind Al = PAl ∨ TAl ∨ QAl , ind Ar = PAr ∨ TAr ∨ QAr , and PA = PAl , QA = QAr . Moreover by [22, Theorem F], A is tame
if and only if Al and Ar are tame. It follows from [33, Theorem 3] that for any degeneration M <deg N of Al-modules or
Ar -modules the module N is decomposable. Hence, by Theorem 1.1, (i) implies (ii). The implication (ii)⇒(iii) is trivial, and
the implication (iii)⇒(i) follows from [33, Theorem 3.5].
P. Malicki / Journal of Pure and Applied Algebra 214 (2010) 1701–1717 1717
References
[1] S. Abeasis, A. Del Fra, Degenerations for the representations of a quiver of type Am , J. Algebra 93 (1985) 376–412.
[2] I. Assem, D. Simson, A. Skowroński, Elements of the Representation Theory of Associative Algebras 1: Techniques of Representation Theory, in: London
Mathematical Society Student Texts, vol. 65, Cambridge Univ. Press, 2006.
[3] I. Assem, A. Skowroński, Minimal representation-infinite coil algebras, Manuscripta Math. 67 (1990) 305–331.
[4] I. Assem, A. Skowroński, Indecomposable modules over multicoil algebras, Math. Scand. 71 (1992) 31–61.
[5] I. Assem, A. Skowroński, Multicoil algebras, in: Representations of Algebras, CMS Conference Proc. 14 (1993) 29–68.
[6] I. Assem, A. Skowroński, B. Tomé, Coil enlargements of algebras, Tsukuba J. Math. 19 (1995) 453–479.
[7] M. Auslander, Representation theory of finite dimensional algebras, Contemp. Math. 13 (1982) 27–39.
[8] M. Auslander, I. Reiten, Modules determined by their composition factors, Illinois Math. J. 29 (1985) 280–301.
[9] M. Auslander, I. Reiten, S.O. Smalø, Representation Theory of Artin Algebras, in: Cambridge Studies in AdvancedMathematics, vol. 36, Cambridge Univ.
Press, 1995.
[10] K. Bongartz, A generalization of a theorem of M. Auslander, Bull. London Math. Soc. 21 (1989) 255–256.
[11] K. Bongartz, Degenerations for representations of tame quivers, Ann. Sci. Éc. Norm. Sup. 28 (1995) 647–668.
[12] K. Bongartz, On degenerations and extensions of finite dimensional modules, Adv. Math. 121 (1996) 245–287.
[13] K. Bongartz, P. Gabriel, Covering spaces in representation theory, Invent. Math. 65 (1982) 331–378.
[14] G. D’Este, C.M. Ringel, Coherent tubes, J. Algebra 87 (1984) 150–201.
[15] Yu A. Drozd, Tame and wild matrix problems, Lecture Notes in Math. 832 (1980) 242–258.
[16] H. Kraft, Geometricmethods in representation theory, in: Representations of Algebras, in: Springer LectureNotes inMath., vol. 944, 1980, pp. 180–258.
[17] S. Liu, Infinite radicals in standard Auslander–Reiten components, J. Algebra 166 (1994) 245–254.
[18] P. Malicki, Generalized coil enlargements of algebras, Colloq. Math. 76 (1998) 57–83.
[19] P. Malicki, On the composition factors of indecomposable modules in almost cyclic coherent Auslander–Reiten components, J. Pure Appl. Algebra 207
(2006) 469–490.
[20] P. Malicki, Degenerations in the module varieties of almost cyclic coherent Auslander–Reiten components, Colloq. Math. 114 (2009) 253–276.
[21] P. Malicki, A. Skowroński, Almost cyclic coherent components of an Auslander–Reiten quiver, J. Algebra 229 (2000) 695–749.
[22] P. Malicki, A. Skowroński, Algebras with separating almost cyclic coherent Auslander–Reiten components, J. Algebra 291 (2005) 208–237.
[23] P. Malicki, A. Skowroński, On the additive categories of generalized standard almost cyclic coherent Auslander–Reiten components, J. Algebra 316
(2007) 133–146.
[24] C. Riedtmann, Degenerations for representations of quivers with relations, Ann. Sci. Éc. Norm. Sup. 4 (1986) 275–301.
[25] C.M. Ringel, Tame Algebras and Integral Quadratic Forms, in: Lecture Notes in Math., vol. 1099, Springer-Verlag, Berlin, 1984.
[26] D. Simson, A. Skowroński, Elements of the Representation Theory of Associative Algebras 2: Tubes and Concealed Algebras of Euclidean Type,
in: London Mathematical Society Student Texts, vol. 71, Cambridge Univ. Press, 2007.
[27] D. Simson, A. Skowroński, Elements of the Representation Theory of Associative Algebras 3: Representation-Infinite Tilted Algebras, in: London
Mathematical Society Student Texts, vol. 72, Cambridge Univ. Press, 2007.
[28] A. Skowroński, Algebras of polynomial growth, in: Topics in Algebra, in: Banach Center Publications, vol. 26 Part 1, PWN,Warszawa, 1990, pp. 535–568.
[29] A. Skowroński, Generalized standard Auslander–Reiten components without oriented cycles, Osaka J. Math. 30 (1993) 515–527.
[30] A. Skowroński, Generalized standard Auslander–Reiten components, J. Math. Soc. Japan 46 (1994) 517–543.
[31] A. Skowroński, G. Zwara, On degenerations of modules with nondirecting indecomposable summands, Canad. J. Math. 48 (1996) 1091–1120.
[32] A. Skowroński, G. Zwara, On the numbers of discrete indecomposable modules over tame algebras, Colloq. Math. 73 (1997) 93–114.
[33] A. Skowroński, G. Zwara, Degenerations for indecomposable modules and tame algebras, Ann. Sci. Éc. Norm. Sup. 31 (1998) 153–180.
[34] A. Skowroński, G. Zwara, Degeneration-like orders on the additive categories of generalized standard Auslander–Reiten components, Arch. Math. 74
(2000) 11–21.
[35] G. Zwara, Degenerations in the module varieties of generalized standard Auslander–Reiten components, Colloq. Math. 72 (1997) 281–303.
[36] G. Zwara, Degenerations for representations of extendend Dynkin quivers, Comment. Math. Helv. 73 (1998) 71–88.
[37] G. Zwara, Degenerations for modules over representation-finite algebras, Proc. Amer. Math. Soc. 127 (1999) 1313–1322.
[38] G. Zwara, Degenerations of finite dimensional modules are given by extensions, Compositio Math. 121 (2000) 205–218.
