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vRe´sume´
Un re´seau ad hoc mobile est un re´seau forme´ par un ensemble d’unite´s sans fil et
mobiles sans l’aide d’une infrastructure pre´e´tablie. La caracte´ristique fondamentale
des re´seaux ad hoc mobiles est que les conditions dans lesquelles ils subsistent sont
hautement dynamiques. La qualite´ des communications est limite´e par les phe´nome`nes
physiques d’e´vanouissement de signal et les interfe´rences provenant de l’acce`s simul-
tane´ a` l’interface radio. Ge´ne´ralement, les e´tudes des re´seaux ad hoc sont mene´es
avec une abstraction simplifie´e de la couche physique. Ainsi, les performances du
re´seau sont sur-estime´es par rapport aux conditions re´elles. D’un autre coˆte´, elles
sont sous-estime´es du fait qu’on ne conside`re pas comple`tement les strate´gies of-
fertes par la couche physique. Le travail mene´ durant la the`se consiste a` re´pondre
a` la proble´matique suivante : quels sont les limites et les apports des techniques de
traitement de signal avance´es sur la capacite´ et les performances des re´seaux ad hoc ?
La mode´lisation de l’interfe´rence dans un environnement dynamique et de´cen-
tralise´ est complexe. Dans la litte´rature, plusieurs mode`les tentent de simplifier ou
meˆme de ne´gliger les phe´nome`nes de la couche physique. Dans cette the`se, nous avons
conside´re´ un mode`le relativement re´cent dans la litte´rature et qui de´coule de la the´orie
de la ge´ome´trie stochastique. Ce type de mode´lisation permet d’incorporer les effets de
la propagation radio a` petite et a` grande e´chelle et surtout les diffe´rentes technologies
de de´tection et de traitement de signal.
Dans la premie`re partie de ce travail, nous avons identifie´ des techniques de
traitement de signal qui ont le potentiel de reme´dier au proble`me de l’interfe´rence.
Pre´cise´ment, nous avons conside´re´ l’analyse de la technique de soustraction successive
de l’interfe´rence et la technologie des antennes multiples. Ce travail a abouti a` des
re´sultats analytiques qui expriment directement la qualite´ des liens entre les paires
e´metteur-re´cepteur en fonction, d’une part, des configurations du re´seau, en termes
du nombre d’unite´s, du type et de la charge du trafic des donne´es ainsi que de la
qualite´ de service minimale exige´e, et d’autre part, des caracte´ristiques de la couche
physique en termes des parame`tres de l’environnement de propagation et du type du
de´tecteur utilise´. Ces re´sultats analytiques permettent de quantifier l’ame´lioration du
rapport signal a` interfe´rence plus bruit procure´e en fonction du nombre d’antennes
vi
utilise´es et de l’algorithme de traitement de signal applique´. Ainsi, ces re´sultats relient
les parame`tres de la couche physique aux parame`tres des couches supe´rieures.
Dans la deuxie`me partie de ce travail, nous avons e´labore´ une e´tude des perfor-
mances de strate´gies de communication opportunistes, et ce a` partir des re´sultats
de´veloppe´s dans la premie`re partie. Cette e´tude a mene´ a` une quantification des per-
formances des approches opportunistes en termes de de´bit et de de´lai du re´seau. Les
re´sultats analytiques ont permis entre autre d’identifier les valeurs des parame`tres
du re´seau qui aboutissent a` son mode de fonctionnement optimal, c’est-a`-dire des
valeurs qui permettent de minimiser le de´lai moyen et de maximiser le de´bit global
des communications.
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Abstract
In wireless communications energy and spectrum resources are scarce and expensive,
they must be efficiently managed to address the growing requirement of emerging
applications. Intensive works have been dedicated to develop advanced processing
technologies to improve the spectral efficiency. In decentralized multiple access system
such as ad hoc network, interference represents the major performance inhibitor. Thus
interference mitigating is one of the major research subjects in recent years. Several
solutions have been proposed that consists on exploiting the particular structure of
the interference which depend on the physical layer used. In fact, technologies like
spread spectrum and multiple antenna provide a number of degrees of freedom that
when properly exploited increase the system tolerance to interference.
This thesis address the issue of quantifying the performance gain that can be
achieved by using advanced signal processing technologies in the context of Ad Hoc
networks, namely, interference cancellation and adaptive antenna array systems.
In the context of spread spectrum different multiuser receiver schemes was in-
troduced. The well known Minimum Mean Square Error, MMSE, is the multiuser
receiver that maximize the Signal to Interference plus Noise Ratio, SINR. The equiv-
alent solution in the context of antenna array is known as Optimum Combining, OC,
receiver. Studying the reliability of these receiver is an important issue and have been
the subject of extensive work in the literature. Despite this, there is still much work
to do to understand their limits in many contexts.
In the first part, we derive the outage probability for the ineterference cancella-
tion receiver and the optimum combining receiver. In the second part we establish an
analysis of a number of opportunistic routing strategies and we quantify the perfor-
mance gains achieved by employing adaptive antenna array systems in a multi-hop
network.
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1Chapitre 1
Introduction
1.1 Introduction aux re´seaux ad hoc
Les syste`mes de communication sans fil ont e´volue´ conside´rablement durant les
dernie`res de´cennies. Ils ont passe´ d’un syste`me de transfert de donne´es simple a` un
syste`me qui supporte une vaste gamme d’applications incluant le trafic temps re´el de
voix, image, vide´o et de donne´es. Ces applications sont de plus en plus exigeantes
en termes de qualite´ de service. Il existe donc un besoin de mettre en œuvre des
syste`mes a` haute capacite´. Cependant, la capacite´ des communications sans fil est
pe´nalise´e par deux facteurs. Le premier facteur est relie´ au couˆt e´leve´ du spectre
fre´quentiel. Le deuxie`me facteur de´coule de la nature du lien sans fil. En effet, les
canaux sans fil subissent des perturbations qui sont dues aux phe´nome`nes de pro-
pagation, d’interfe´rence et de mobilite´. A` ces de´fis s’ajoutent le besoin et le de´sir
d’e´tablir des re´seaux a` faible couˆt, flexibles et faciles a` mettre en œuvre. Ce dernier
e´le´ment a accentue´ l’inte´reˆt pour les re´seaux ad hoc. Un re´seau ad hoc mobile est un
re´seau forme´ par une collection de nœuds sans fil et mobiles sans l’aide d’une infra-
structure pre´e´tablie. Un nombre quelconque de nœuds suffit pour former un re´seau
ad hoc. Contrairement aux cas des re´seaux cellulaires, la gestion des communications
s’effectue d’une manie`re comple`tement de´centralise´e. Les premie`res recherches sur
les re´seaux ad hoc ont e´te´ initie´es par un organisme de l’arme´e ame´ricaine DARPA
(Defence Advanced Research Project Agency) dans les anne´es 60. L’objectif e´tait de
concevoir des syste`mes de communication qui peuvent eˆtre de´ploye´s rapidement dans
des milieux hostiles tels que dans les champs de batailles ou dans les lieux de catas-
trophes naturelles. Les applications qui ont e´te´ envisage´es pour les re´seaux ad hoc
sont celles qui ne´cessitent une mise en place rapide et peu couˆteuse. Par la suite, le
de´veloppement des technologies sans fil a suscite´ l’inte´reˆt de commercialiser ce type
de re´seau. Les re´seaux ad hoc pre´sentent des particularite´s qui les distinguent des
autres types de re´seaux sans fil, dont les principales sont :
2– L’absence d’infrastructure : la mise en place est tre`s flexible, rapide et peu
couˆteuse. En contre partie, l’absence d’infrastructure oblige les nœuds a` se com-
porter comme des routeurs qui participent a` la de´couverte et a` la maintenance
des connectivite´s. Les nœuds sont responsables de l’acheminement des donne´es
a` la bonne destination a` travers une topologie donne´e.
– La topologie est hautement dynamique : La topologie d’un re´seau ad hoc est
variable dans le temps. En effet, ses composantes sont mobiles et peuvent chan-
ger, sans contraintes, leurs positions et leurs vitesses. De plus, un nœud peut re-
joindre ou quitter le re´seau. Par conse´quent, les dispositions des nœuds ainsi que
leur nombre changent d’une fac¸on quasi-ale´atoire. Le re´seau doit donc e´tablir
des me´canismes d’adaptation pour suivre les changements topologiques.
– La largeur de bande est limite´e : Les canaux sans fil, en ge´ne´ral, pre´sentent des li-
mitations telles que les phe´nome`nes de bruit, d’e´vanouissement et d’interfe´rence.
Ces faits re´duisent la largeur de bande effective disponible pour chaque nœud.
Les protocoles de la couche physique, d’acce`s au me´dium et celle de routage
doivent s’adapter aux imperfections du support de transmission et ge´rer la lar-
geur de bande disponible.
– Les ressources e´nerge´tiques sont limite´es : Les entite´s formant un re´seau ad
hoc pre´sentent ge´ne´ralement des ressources e´nerge´tiques diffe´rentes et limite´es.
Les protocoles de communication doivent prendre en compte ces contraintes
e´nerge´tiques pour optimiser la dure´e de vie du re´seau.
– La se´curite´ est proble´matique : A` cause des caracte´ristiques du lien physique,
les re´seaux mobiles sans fil sont susceptibles d’avoir des lacunes de se´curite´ et
peuvent eˆtre facilement attaque´s. Pour un re´seau ad hoc, le risque est plus e´leve´
puisque les donne´es transmises sont achemine´es, en ge´ne´ral, par des nœuds in-
connus, ce qui pose un proble`me de confidentialite´ et ne´cessite l’imple´mentation
d’un protocole de se´curite´. D’un autre coˆte´, la nature de´centralise´e d’un re´seau
ad hoc lui procure une forme de robustesse contre les failles ponctuelles.
31.2 Proble´matiques de recherche dans les re´seaux
ad hoc
1.2.1 La conception des protocoles de communication
Les caracte´ristiques de flexibilite´ et de facilite´ d’imple´mentation des re´seaux ad
hoc ont motive´ leur inte´gration dans diverses applications. Cependant, l’absence d’une
unite´ de controˆle, la mobilite´ et la nature du support de transmission sont des facteurs
qui limitent conside´rablement la capacite´ de ces re´seaux. Certes, ces proble`mes ne sont
pas propres aux re´seaux ad hoc puisqu’on les retrouve dans n’importe quel type de
re´seau sans fil. Ne´anmoins, ils s’intensifient dans le contexte ad hoc a` cause de la
nature distribue´e de ces re´seaux. De ce fait, plusieurs proble´matiques de conception
e´mergent principalement aux niveaux des couches physique, d’acce`s et de routage qui
sont plus au moins lie´es.
La couche physique La principale fonctionnalite´ de la couche physique est la
transmission point a` point des donne´es binaires a` travers un canal physique. Les
communications au niveau de la couche physique dans un re´seau ad hoc ne diffe`rent
pas fondamentalement de celle des re´seaux cellulaires sauf sur quelques aspects. En
effet, les caracte´ristiques du canal physique sont semblables. La diffe´rence entre les
deux peut eˆtre re´sume´e comme suit : Dans un re´seau cellulaire les communications
s’effectuent entre une station de base fixe et un nœud qui peut eˆtre mobile. Dans
les re´seaux ad hoc, les communications peuvent avoir lieu entre deux entite´s mobiles.
Dans ce cas, le mode`le de canal doit incorporer ce type de double mobilite´ ce qui
affecte principalement le spectre de Doppler [1–3].
Le choix conceptuel de la couche physique influence directement le fonctionnement et
l’efficacite´ des protocoles d’acce`s et de routage. En effet, le type de mode´lisation, de
codage, de technique de re´ception ainsi que de la technologie d’antennes affectent les
valeurs des rapports signal a` interfe´rence et bruit (SINR) de toutes les communications
en cours. D’une part, le SINR est directement relie´ au taux d’erreur par paquet.
Plusieurs types de protocoles de la couche liaison retransmettent les paquets rec¸us
avec un certain niveau de taux d’erreur. Par conse´quent, le mode d’ope´ration de la
couche physique influence les retransmissions requises a` la couche liaison. D’autre
part, le SINR de´termine l’ensemble des liens entre les diffe´rents nœuds du re´seau. De
4ce fait, la couche physique contribue a` la de´finition des connectivite´s dans le re´seau,
qui de´termine la topologie du re´seau conside´re´ par le protocole de routage.
La couche liaison Le roˆle principal de la couche liaison est d’assurer le partage de
l’acce`s a` la largeur de bande disponible entre les diffe´rents utilisateurs et de re´soudre
certains proble`mes spe´cifiques aux transmissions radio (par exemple, le proble`me
des nœuds cache´s ou expose´s). Les protocoles d’acce`s peuvent eˆtre classe´s en deux
groupes : les protocoles d’acce`s multiple et les protocoles d’acce`s ale´atoire avec ou
sans planification. Les protocoles d’acce`s multiple consistent a` subdiviser le spectre
disponible en des sous canaux et a` les affecter aux utilisateurs. Les diffe´rents ca-
naux s’obtiennent par re´partitions du temps (TDMA), des fre´quences (FDMA), des
codes (CDMA) ou d’une fac¸on hybride. Par la suite, chaque utilisateur doit planifier
ses transmissions sur l’un de ces canaux tout en e´vitant les conflits avec ses voisins.
Les me´thodes d’acce`s multiple sont ne´cessaires dans le contexte ou` les nœuds ont
des transmissions continues ou ont des contraintes de de´lais. Cependant, dans des
syste`mes ou` les donne´es sont ge´ne´re´es ale´atoirement et ou` le nombre d’utilisateurs
est tre`s grand par rapport au nombre de canaux, la re´partition rigide entraˆıne un
gaspillage de la largeur de bande. De plus, dans des structures de´centralise´es, ce type
de technique est tre`s couˆteux et complexe a` imple´menter. Dans de tels cas, les proto-
coles d’acce`s ale´atoire sont plus approprie´s du fait qu’ils n’affectent les canaux qu’aux
utilisateurs actifs. Les protocoles d’acce`s ale´atoire ont e´te´ initie´s par Abramson qui a
mis en place le protocole ALOHA [4]. Dans ce protocole, les utilisateurs proce`dent a`
la transmission de`s qu’ils ont des donne´es. L’ALOHA peut eˆtre tre`s inefficace vu qu’il
n’effectue aucun traitement des collisions. Des modifications a` l’ALOHA ont e´te´ pro-
pose´es pour reme´dier a` ce proble`me dont le Slotted ALOHA, le CSMA (Carrier Sense
Multiple Access) [5], le CSMA/CA (CSMA Collission Avoidance) ainsi que le MACA
(Multiple Access Collision Avoidance) [6,7]. Ces protocoles se basent essentiellement
sur l’e´coute du canal et sur les e´changes des paquets de controˆle afin d’effectuer la
re´servation du canal entre les nœuds.
La couche re´seau Les protocoles de la couche re´seau incluent principalement les
fonctions lie´es a` la de´couverte des connectivite´s et au routage. La premie`re fonc-
tion consiste, pour chaque nœud, a` de´terminer l’ensemble de ses voisins, en d’autres
termes l’ensemble des nœuds a` sa porte´e directe de communication. Cet ensemble
5est ge´ne´ralement conside´re´ de´termine´ par la puissance de transmission. La majorite´
des re´seaux ad hoc exigent l’e´tablissement d’une connexite´ totale du re´seau, c’est a`
dire que chaque nœud peut atteindre n’importe quel nœud soit directement soit par
l’interme´diaire d’autres nœuds. Les nœuds doivent donc ajuster leurs puissances de
transmission afin d’atteindre une connectivite´ minimale. Par exemple, [8] fournit une
analyse de la puissance minimale requise a` chaque nœud pour atteindre la connexite´
du re´seau. La connexite´ atteinte doit eˆtre maintenue sous la contrainte de la mobilite´
des nœuds. Certes, la mobilite´ des nœuds rend la connexite´ du re´seau vulne´rable. De
ce fait, les nœuds doivent s’adapter aux variations produites par la mobilite´.
Le routage est une me´thode d’acheminement des paquets d’information a` leurs desti-
nations a` travers un ensemble de connexions donne´. Le proble`me de routage consiste
a` de´terminer un acheminement optimal des donne´es au sens d’un certain crite`re de
performance. Il s’agit d’identifier les routes a` couˆt minimal et de garantir leur main-
tenance en cas de variations dans le re´seau. Les crite`res de de´termination du couˆt
d’une route de´pendent des objectifs de l’application, notamment la minimisation du
de´lai, du nombre de sauts ou de la congestion du re´seau [9]. Traditionnellement, le
crite`re principal est la minimisation de la longueur des routes en termes de nombre
de sauts. La majorite´ des protocoles de routage utilisent des algorithmes classiques
de recherche de chemin optimal tels que l’algorithme de Bellman-Ford ou celui de
Dijkstra [10]. Ces algorithmes sont applique´s localement ou globalement. Le moment
de construction du chemin d’une source a` une destination de´termine la cate´gorie a`
laquelle appartient le protocole de routage. En effet, il existe des algorithmes proac-
tifs ou` les routes sont construites a` l’avance tel que le DSDV [11]. L’inconve´nient
de ce type de protocoles est qu’ils doivent eˆtre re´initialise´s a` chaque fois qu’il y a
un changement dans le re´seau. Dans les re´seaux ad hoc sans fil, ces changements
sont tre`s fre´quents ce qui signifie un e´change fre´quent de messages de controˆle indui-
sant une surcharge du re´seau. La deuxie`me cate´gorie inclut les protocoles de routage
re´actifs, tel que l’AODV [12], ou` les chemins sont construits a` la demande. Ce type
de protocoles pre´sente moins de surcharge mais induit un de´lai puisque les com-
munications doivent attendre l’e´tablissement des routes. Les protocoles de routage
cite´s sont des adaptations des protocoles de routage conc¸us pour les communications
filaires. L’utilisation de ces techniques permet d’atteindre de bonnes performances
dans le cas des re´seaux filaires mais pre´sentent des limites se´rieuses dans les re´seaux
sans fil puisqu’elles ne ge`rent pas comple`tement des phe´nome`nes tels que l’asyme´trie
6des liens, l’interfe´rence et la mobilite´. Des recherches re´centes sont oriente´es vers la
conside´ration des particularite´s des liens sans fil tels que le routage multi-chemin qui
applique le principe de diversite´ de chemin [13, 14] ainsi que le principe de routage
opportuniste qui construit les routes en fonction aussi bien de la dimension spatiale
que temporelle du re´seau [15].
1.2.2 L’e´tude de la capacite´
La capacite´ est de´finie comme e´tant la quantite´ maximale d’information binaire
qui peut eˆtre transmise, avec une probabilite´ d’erreur arbitrairement faible, par unite´
de temps d’un point a` un autre. La capacite´ d’un canal Gaussien a e´te´ de´termine´e
par Shannon [16]. De meˆme, la capacite´ dans le contexte de re´seaux centralise´s, no-
tamment la capacite´ du canal Gaussien avec acce`s multiple (MAC) ou du canal de
diffusion (BC) (respectivement plusieurs sources a` une destination et une source a`
plusieurs destinations), est bien de´finie et connue. En effet dans ces cas, la de´finition
de la capacite´ du canal Gaussien est ge´ne´ralise´e a` celle de la notion de re´gion de
capacite´. La re´gion de capacite´ d’un canal (MAC ou BC) a` N utilisateurs est l’union
de tous les vecteurs a` N dimensions forme´s par les de´bits atteignables simultane´ment
par les N utilisateurs [17,18].
Dans le contexte de re´seaux distribue´s, la de´termination de la capacite´ est un proble`me
ouvert depuis quelques de´cennies. En effet, dans un re´seau de N utilisateurs, chaque
nœud peut communiquer avec N − 1 autres nœuds. La dimension de la re´gion de ca-
pacite´ est N(N−1). Meˆme pour le cas relativement simple de canal avec interfe´rence,
la capacite´ reste non de´termine´e sauf pour le cas de deux utilisateurs ou` la capacite´ a
e´te´ e´value´e re´cemment a` un bit pre`s [19]. E´tant donne´e la complexite´ de la notion de
re´gion de capacite´ dans un re´seau ad hoc, des simplifications a` cette proble´matique
ont e´te´ propose´es. La premie`re est de´veloppe´e dans [20] ou` une approche de ge´ome´trie
algorithmique a e´te´ propose´e pour le calcul nume´rique des matrices de capacite´ avec
diffe´rentes strate´gies sous optimales de communication. Cependant, cette approche a
une complexite´ nume´rique tre`s e´leve´e meˆme pour un faible nombre de nœuds.
La deuxie`me approche a e´te´ initie´e par Gupta et Kumar [21] qui ont propose´ deux
simplifications a` la proble´matique. La premie`re simplification consiste a` conside´rer
une capacite´ uniforme. La capacite´ uniforme est de´finie comme e´tant le de´bit maxi-
mal atteignable par tous les nœuds. Cette simplification permet de re´duire le proble`me
7de re´gion de capacite´ a` une capacite´ scalaire. La deuxie`me simplification consiste a`
conside´rer la tendance asymptotique de la capacite´. La proble´matique devient la re-
cherche de l’ordre de la capacite´ uniforme. Le re´sultat principal de cette approche
affirme que le de´bit par nœud par me`tre dans un re´seau ad hoc fixe a un ordre in-
versement proportionnel a` la racine carre´ du nombre de nœuds. Ce re´sultat indique
qu’avec des strate´gies d’acce`s et de routage optimales, la capacite´ par nœud tend
vers 0 quand le nombre de nœuds est tre`s e´leve´. Ceci est une conse´quence du fait
que dans un re´seau fixe, avec un nombre e´leve´ de nœuds, un nœud consomme une
partie importante de sa capacite´ dans l’acheminement des donne´es des autres nœuds.
Dans [22], Grossglauser et Tse proposent un sche´ma de communication qui exploite
la mobilite´, qui procure une forme de diversite´ multi-usager, pour montrer que sans
contrainte de de´lai l’ordre de capacite´ par nœud est 1.
A` partir des travaux de Gupta et Kumar, une multitude d’approches ont de´coule´
qui identifient l’ordre asymptotique de la capacite´ uniforme avec des hypothe`ses
diffe´rentes sur les mode`les de propagation et de trafic de donne´es ainsi qu’avec des
approches de coope´ration [23–26]. La me´thodologie de´veloppe´e par Gupta et Kumar
a permis de montrer qu’avec des analyses simples utilisant des outils de la the´orie
de ge´ome´trie stochastique et de graphe ale´atoire, une vision globale des limites de
la capacite´ dans les re´seaux ad hoc peut eˆtre obtenue. Cependant, les re´sultats four-
nis sont a` un ordre pre`s. Dans les syste`mes pratiques, une constante pre`s peut faire
une grande diffe´rence. Une analyse plus fine est ne´cessaire pour permettre de com-
prendre et distinguer l’influence des diffe´rentes technologies sur le comportement et
les performances des re´seaux distribue´s.
1.3 Proble´matique spe´cifique : la re´duction de l’in-
terfe´rence dans les re´seaux ad hoc
1.3.1 Controˆle de puissance
Le controˆle de puissance de transmission dans les re´seaux ad hoc est un the`me de
recherche qui a suscite´ beaucoup d’inte´reˆt a` diffe´rents niveaux. La puissance de trans-
mission influence la porte´e des communications et a un impact sur les communications
simultane´es dans une re´gion de l’espace. La se´lection du niveau optimal de puissance
de´pend des objectifs envisage´s. Les strate´gies de controˆle de puissance peuvent eˆtre
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vers la re´duction de l’interfe´rence ou vers la connectivite´. Ces trois aspects sont lie´s et
pre´sentent des compromis qui re´ve`lent des proble´matiques sur le choix de la couche
ou` le controˆle de puissance doit eˆtre imple´mente´ [27].
Le controˆle de puissance oriente´ vers la re´duction de l’interfe´rence a pour objectif
principal de maintenir un bas niveau d’interfe´rence sans sacrifier des aspects essen-
tiels du re´seau notamment le de´bit, le de´lai ainsi que la re´utilisation spatiale. Encore
une fois, deux classes d’approches ou de points de vue peuvent eˆtre distingue´s. La
premie`re approche associe la re´duction de l’interfe´rence au controˆle de la topologie
qui est traditionnellement une fonction de la couche re´seau. La deuxie`me approche
associe la re´duction de l’interfe´rence au controˆle d’acce`s.
Le controˆle de topologie, a` travers le controˆle de puissance, a pour objectif de re´duire
l’interfe´rence et la consommation e´nerge´tique tout en garantissant la connexite´ du
re´seau. Une conjecture qui a longtemps e´te´ maintenue dans la litte´rature conside`re
que la re´duction de l’interfe´rence s’obtient par la re´duction du nombre de voisins par
nœud. En d’autres termes, moins il y a de liens dans le re´seau, moins l’interfe´rence
est se´ve`re. Par conse´quent la majorite´ des algorithmes propose´s dans la litte´rature
ont tendance a` re´duire le nombre de voisins par nœud tout en assurant une connec-
tivite´ minimale, et ce afin d’e´viter d’avoir des chemins de longueur inacceptable. Ces
approches utilisent ge´ne´ralement des algorithmes de la the´orie des graphes tels que la
triangulation de Delaunay [28] et les arbres de recouvrement [29]. Cependant, [30] a
de´veloppe´ une preuve qui contredit cette conjecture et propose une nouvelle construc-
tion de topologie base´e plutoˆt sur la notion d’impact de lien. Finalement, d’autres
approches de controˆle de topologie se basent sur la construction de structures de
grappes (clusters) [31,32].
Les protocoles d’acce`s qui inte`grent un me´canisme de controˆle de puissance se basent
ge´ne´ralement sur un ajout d’informations particulie`res aux messages de controˆle et de
re´servation du canal de type CAI (Collission Avoidance Information). A` la diffe´rence
des messages de controˆle classiques (tel que RTS/CTS), les messages CAI n’inter-
disent pas comple`tement aux nœuds qui les ont capte´s de proce´der a` des e´missions.
Les messages CAI fournissent de l’information sur la marge d’interfe´rence tole´re´e
par la transmission en cours. Les nœuds concurrents proce`dent a` un ajustement de
leurs puissances de transmission afin de respecter cette marge. Les protocoles d’acce`s
qui utilisent cette approche se distinguent essentiellement par la me´thodologie de
9de´termination de la marge d’interfe´rence et par le me´canisme d’e´change des messages
CAI [33,34].
1.3.2 Technologie d’antennes
Une antenne omnidirectionnelle transmet ou rec¸oit l’e´nergie dans toutes les di-
rections. Cette e´nergie n’arrive pas en totalite´ a` la destination de´sire´e. L’e´nergie
perdue est non seulement gaspille´e mais ge´ne`re aussi de l’interfe´rence aux autres
utilisateurs. Une antenne directionnelle permet de focaliser l’e´nergie vers une direc-
tion particulie`re. La combinaison de plusieurs antennes directionnelles forme une an-
tenne sectorielle qui permet de subdiviser l’espace en secteurs et de choisir le secteur
approprie´ suivant la direction de la destination. Leur inconve´nient principal est la
rigidite´ dans l’e´tablissement d’un nombre fini pre´fixe´ de secteurs. Des technologies
d’antennes plus avance´es, les antennes adaptatives, combinent un syste`me d’antennes
(non ne´cessairement directionnelles) a` des algorithmes de traitement de signal qui
permettent d’adapter le diagramme de rayonnement a` l’environnement d’ope´ration
(e´vanouissement du signal de´sire´ et interfe´rence) [35]. Les recherches existantes dans
les re´seaux ad hoc ont conside´re´ principalement le type d’antennes sectorielles. Ces
derniers ont le potentiel d’ame´liorer la porte´e de transmission et la re´utilisation spa-
tiale. Les e´tudes mene´es portent essentiellement sur la conception de nouveaux pro-
tocoles d’acce`s et de routage qui prennent en conside´ration l’aspect directionnel des
transmissions et des re´ceptions. De cet aspect, les notions de voisinage et de commu-
nications concurrentielles sont diffe´rentes de celles du cas d’antennes omnidirection-
nelles [36–39].
1.3.3 Traitement de signal
L’interfe´rence dans les syste`mes de communication est souvent de´crite comme
e´tant un phe´nome`ne crucial dont les conse´quences sont de´sastreuses. Les approches
propose´es pour les re´seaux ad hoc ont souvent tendance a` e´viter ce phe´nome`ne ou a`
l’ignorer. Dans le premier cas, l’interfe´rence est comple`tement e´limine´e par orthogo-
nalisation des communications simultane´es en temps, en fre´quence ou en espace. Dans
le deuxie`me cas, l’interfe´rence s’ajoute simplement au niveau de bruit. D’une part,
l’orthogonalisation des communications engendrent une perte a` priori de l’efficacite´
spectrale. D’autre part, conside´rer l’interfe´rence comme du bruit est un traitement
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sous optimal e´tant donne´ que l’interfe´rence est compose´e d’informations structure´es.
Il est souvent suppose´ qu’un niveau d’interfe´rence e´leve´ engendre une de´gradation des
performances plus importante que celle engendre´e par un niveau faible d’interfe´rence.
Cependant, ce fait repre´sente plutoˆt une conse´quence de la technologie de communi-
cation utilise´e qu’une limite e´tablie par la the´orie de l’information. Il a e´te´ mentionne´
dans la section 1.2.2 que la capacite´ de canal a` interfe´rence est un proble`me non
re´solu dans le cas ge´ne´ral. Par contre, cette capacite´ est de´termine´e dans certains
cas particuliers. Pre´cise´ment, ces cas particuliers concernent un canal a` interfe´rence a`
deux usagers avec un niveau e´leve´ d’interfe´rence. En effet, si on conside`re un ensemble
de deux communications sur un meˆme canal (TX1, RX1) et (TX2, RX2), les signaux
rec¸us au niveau de RX1 et RX2 sont respectivement :
y1 = x1 +
√
a1x2 + n1
y2 = x2 +
√
a2x1 + n2 (1.1)
ou` x1 (respectivement x2) est le signal e´mis par TX1 (respectivement TX2) dont les
puissances rec¸ues aux niveaux de RX1 et RX2 sont P1 et a2P1 (respectivement a1P2
et P2) ; n1 et n2 repre´sentent le bruit Gaussien a` RX1 et RX2 de variance N1 et N2.
Dans [40], il a e´te´ de´montre´ que lorsque le niveau de l’interfe´rence aux deux re´cepteurs
est tre`s e´leve´, les deux communications peuvent eˆtre e´tablies aux meˆmes de´bits que
ceux possibles sans interfe´rence. En d’autres termes, le cas d’interfe´rence tre`s e´leve´e
est the´oriquement e´quivalent au cas d’absence d’interfe´rence. L’interfe´rence est de´finie
comme e´tant tre`s e´leve´e si a1 ≥ P1+N1N2 et a2 ≥ P2+N2N1 . La contrainte sur a1 assure
que le signal x2, a` un de´bit de log(1 + P2/N2), non de´sire´ au premier re´cepteur, peut
eˆtre decode´ ade´quatement en pre´sence de x1. Le re´cepteur RX2 proce`de donc dans
une premie`re e´tape a` la de´termination de x2 et dans une deuxie`me e´tape, il sous-
trait x2 du signal rec¸u. Le signal x1 peut eˆtre de´code´ correctement si son de´bit est
infe´rieur a` log(1 + P1/N1). La meˆme proce´dure est applique´e au re´cepteur 2. Ainsi,
avec une simple proce´dure de de´codages successifs, les deux utilisateurs peuvent com-
muniquer simultane´ment sans pour autant affecter la qualite´ de leurs communications
respectives. Dans [41], Stao donne un deuxie`me cas ou` la re´gion de capacite´ de deux
utilisateurs peut eˆtre de´termine´e facilement. Ce cas est de´signe´ par un niveau d’in-
terfe´rence e´leve´. Les contraintes sur a1 et a2 deviennent a1 ≥ N1/N2 et a2 ≥ N2/N1.
Stao de´montre que la re´gion de capacite´ dans ce cas particulier est simplement l’in-
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tersection des deux re´gions de capacite´ obtenues en conside´rant deux canaux de type
MAC aux deux re´cepteurs. Ainsi, chaque re´cepteur proce`de aussi bien au traitement
du signal de´sire´ qu’a` l’interfe´rence [42]. La figure 1.1 montre un exemple de re´gion de
capacite´ obtenue lorsque l’interfe´rence est tre`s e´leve´e (figure 1.1(a)) ou e´leve´e (figure
1.1(b)).
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Figure 1.1 Exemple de re´gion de capacite´ avec une interfe´rence e´leve´e ou tre`s e´leve´e
La proce´dure de soustraction de l’interfe´rence, sous certaines conditions, est un
moyen efficace pour permettre des communications simultane´es fiables. Le terme sous-
traction de l’interfe´rence peut re´fe´rer a` tout type de technique qui applique un traite-
ment particulier au signal interfe´rant dans le but d’obtenir une version moins corrom-
pue du signal de´sire´. Comme de´crit dans le paragraphe pre´ce´dent, le concept meˆme
remonte au de´but des anne´es 70 [40–43]. Depuis, le sujet de de´veloppement des tech-
niques de traitement de l’interfe´rence sous ses diffe´rentes formes a fait l’objet d’une
e´tude intensive dans la litte´rature. En effet, le phe´nome`ne de l’interfe´rence ne concerne
pas seulement les interfe´rences entre utilisateurs mais aussi les interfe´rences entre sym-
boles dans les canaux se´lectifs en fre´quence ainsi que l’interfe´rence provenant du mul-
tiplexage spatial des donne´es. Particulie`rement, le traitement de l’interfe´rence entre
usagers est accentue´ pour les syste`mes CDMA et les syste`mes d’antennes multiples.
Ces syste`mes procurent des degre´s de liberte´ en code ou en espace qui permettent un
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traitement de l’interfe´rence plus avance´ que celui de la soustraction successive de l’in-
terfe´rence. L’approche de de´tection multi-usager propose´e par Verdu` [44] a fait naˆıtre
une varie´te´ de classes de de´tecteurs tels que le de´tecteur avec forc¸age a` ze´ro qui tend
a` utiliser les degre´s de liberte´ pour annuler un nombre de signaux d’interfe´rence, ou
le de´tecteur MMSE (Minimum Mean Square Error) qui tend a` maximiser le rapport
signal a` interfe´rence plus bruit. De meˆme, dans la meˆme classe, plusieurs variantes
d’algorithmes ont e´te´ propose´es. L’efficacite´ de ces algorithmes est mesure´e en termes
de complexite´, de connaissance exige´e et de temps de convergence. Une revue exten-
sive des diffe´rentes techniques de traitement de l’interfe´rence est fournie dans [45].
1.4 Motivations, contributions et organisation de
la the`se
1.4.1 Motivations
Les sections pre´ce´dentes ont montre´ que la recherche dans le contexte des commu-
nications ad hoc porte sur des sujets tre`s diversifie´s qui exposent des proble´matiques
qui sont plus au moins lie´es. Le the`me central partage´ par ces proble´matiques est
le traitement du phe´nome`ne de l’interfe´rence. Il va sans dire que l’interfe´rence est
une limitation majeure des performances des communications sans fil, qui s’intensifie
particulie`rement dans les re´seaux ad hoc. Une partie importante de la recherche dans
le contexte des re´seaux ad hoc est de´die´e au de´veloppement et a` la conception des
protocoles de communication pour le controˆle d’acce`s ainsi que pour le routage. Un
des crite`res principaux de conception de ces protocoles est la gestion du proble`me de
l’interfe´rence tout en garantissant un bon compromis entre la re´utilisation spatiale
(en termes du taux de communications simultane´es), la qualite´ et le de´bit des com-
munications. De nouveaux axes de recherche sont oriente´s vers l’analyse the´orique
de la limite de la capacite´ des re´seaux ad hoc avec des protocoles de communication
ide´alistes. Malgre´ cela, l’interfe´rence reste une proble´matique sous e´tudie´e et souvent
mene´e avec des hypothe`ses relativement simplistes. La raison principale est que ce
phe´nome`ne est complexe a` mode´liser et a` spe´cifier explicitement surtout dans un
contexte ou` la coordination entre les communications est difficile a` e´tablir. Le mode`le
le plus souvent adopte´ dans la litte´rature est celui de re´gion d’exclusion autour de
chaque communication. Ce mode`le suppose qu’une communication peut s’e´tablir tant
13
que sa re´gion d’exclusion est de´pourvue d’interfe´rence. Ce mode`le est tre`s limitant
puisqu’il ne constitue pas un indicateur de la qualite´ re´elle des communications et ne
permet pas de diffe´rencier entre les technologies de traitement de signal applique´es.
Un indicateur plus re´aliste est le rapport signal a` interfe´rence plus bruit SINR qui est
une fonction des distances, des e´vanouissements et des techniques de traitement de
signal. Il permet entre autres de de´gager des conclusions directes sur la fiabilite´ et sur
le de´bit possible d’une communication de´pendamment de la technologie disponible.
Cette the`se rele`ve le de´fi de la caracte´risation du SINR pour des techniques de trai-
tement de signal oriente´es vers la re´duction de l’interfe´rence dans le but de quantifier
explicitement leurs apports potentiels en performance. De cet objectif principal, trois
sous proble´matiques se de´gagent :
1. L’interfe´rence dans un re´seau ad hoc de´pend de plusieurs parame`tres tels que
les positions ge´ome´triques des e´metteurs concurrentiels, leur nombre ainsi que
l’e´tat des canaux au cours des communications. Il est essentiel d’avoir un mode`le
en meˆme temps ge´ne´ral et repre´sentatif de ce phe´nome`ne. Cependant, il y a un
compromis entre la pertinence de la mode´lisation et son niveau de fiabilite´ par
rapport a` la pratique. E´galement sa complexite´ doit eˆtre maˆıtrisable afin de
permettre la faisabilite´ d’une e´tude analytique de laquelle des conclusions et
des recommandations significatives peuvent eˆtre de´gage´es.
2. Le SINR est un premier indicateur de performance qui permet une comparai-
son significative entre les diffe´rentes techniques de traitement de signal. Il est
impe´ratif de de´river une caracte´risation simple de ses variations en fonction de
parame`tres pertinents de la couche physique afin de pouvoir la re´utiliser a` un
niveau plus e´leve´ du re´seau.
3. La caracte´risation du SINR donne une premie`re ide´e des performances des com-
munications directes. Dans un re´seau ad hoc la conside´ration des communica-
tions multi-saut est incontournable. De ce fait, il est impe´ratif de de´velopper
des outils permettant d’e´tablir le lien entre la mesure de performance de base
et des mesures au niveau global du re´seau tels que le de´bit des communications,
le de´lai et le nombre de sauts.
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1.4.2 Contributions de la the`se
Les apports de cette the`se re´sident au niveau des re´sultats sur le gain en perfor-
mance que procure un nombre de techniques de traitement de signal avance´ dans le
contexte des re´seaux ad hoc. Les principales contributions pre´sente´es dans ce docu-
ment sont :
1. L’adaptation d’une approche de mode´lisation stochastique des re´-
seaux ad hoc : Le choix de ce mode`le se justifie essentiellement par la ne´cessite´
de de´velopper des analyses qui ne sont pas restreintes a` une topologie ou a` un
sce´nario en particulier. Le SINR dans ce contexte est une quantite´ ale´atoire
aussi bien par rapport a` la dimension spatiale que temporelle.
2. De´veloppement d’une nouvelle approche de de´rivation d’une borne
infe´rieure serre´e sur la probabilite´ de non disponibilite´ de lien : En
premier lieu, l’e´tude analytique conside`re les communications directes (a` un
saut). Une e´tude approfondie a permis de relever les principales proprie´te´s de la
distribution du SINR pour la technique de re´ception conventionnelle. On entend
par re´ception conventionnelle l’approche classique de de´tection a` filtre adapte´ ou`
les interfe´rences sont conside´re´es comme du bruit. En deuxie`me lieu, la technique
de soustraction successive de l’interfe´rence est conside´re´e. Cette technique aide
a` re´duire l’effet d’un nombre d’interfe´rents dont les puissances sont plus e´leve´es
que le signal d’inte´reˆt. Des bornes infe´rieures sont de´rive´es pour la probabilite´
de non disponibilite´ d’un lien en fonction du nombre d’interfe´rents traite´s et de
la pre´cision du traitement. Ces re´sultats sont pre´sente´s dans [46,47].
3. La de´rivation exacte de la distribution du SINR du re´cepteur MMSE :
L’e´tude d’une technique de traitement de signal plus complexe que la soustrac-
tion successive de l’interfe´rence a e´te´ aborde´e. Pre´cise´ment, cette technique est
celle de la de´tection a` minimisation de l’erreur quadratique moyenne MMSE
(Minimum Mean Square Error) qui a l’avantage de maximiser le rapport SINR.
Cette approche est utilise´e pour les syste`mes CDMA et les syste`mes a` antennes
multiples. Spe´cifiquement, le contexte de re´ception avec des antennes multiples
est conside´re´ dans ce travail. La distribution du SINR du re´cepteur MMSE est
souvent conside´re´e comme e´tant complexe et difficile a` de´river. Ce travail a
de´veloppe´ une me´thodologie judicieuse qui a abouti a` la de´rivation exacte de la
distribution du SINR, sous une forme simple, dans le contexte d’un re´seau ad
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hoc ale´atoire. Les re´sultats de ce travail sont pre´sente´s dans [48].
4. Une e´tude et une quantification de l’apport des techniques de traite-
ment de signal avance´es pour les communications multi-saut : Dans
cette the`se, un effort et une attention particulie`re ont e´te´ de´die´s a` la de´rivation
d’expressions aussi simples que possible de la distribution du SINR dans la pers-
pective de pouvoir re´utiliser ces quantite´s a` un plus haut niveau. Les formes
simples auxquelles on a abouti ont permis de conclure sur l’effet de la re´duction
de l’interfe´rence sur les communications a` un saut et sur la connectivite´ dans le
re´seau. Dans la perspective d’e´tablir le potentiel des techniques de re´duction de
l’interfe´rence dans les communications multi-saut, des sce´narios spe´cifiques de
routage ont e´te´ de´finis. Des me´triques de performance sont analyse´es pour ces
sce´narios, dont en particulier la densite´ de progre`s. Cette dernie`re est fortement
lie´e a` la distribution du SINR et fournit une mesure de la distance moyenne
parcourue par une communication par pe´riode de temps, en fonction de l’inten-
site´ de l’interfe´rence et des parame`tres de la couche physique. L’e´tude the´orique
a abouti a` une quantification simple de cette me´trique qui a de´gage´ des conclu-
sions significatives sur le de´bit des communications, le de´lai d’acheminement des
paquets ainsi que le nombre de sauts. Les re´sultats de ce travail sont pre´sente´s
dans [49].
1.4.3 Organisation de la the`se
La suite de ce document est organise´e comme suit. Le chapitre 2 commence par la
pre´sentation d’une revue de litte´rature des diffe´rentes approches de mode´lisation de
l’interfe´rence dans les re´seaux ad hoc ainsi qu’une description du mode`le spe´cifique
adopte´ durant cette the`se. Une pre´sentation formelle de ce mode`le est ensuite de´taille´e.
Le chapitre 3 s’inte´resse a` la de´rivation de la distribution du SINR avec la technique
de soustraction successive de l’interfe´rence. Une comparaison des performances de
cette dernie`re par rapport a` celles de la technique conventionnelle est e´labore´e sous
diffe´rents mode`les du canal. La de´rivation et l’analyse du potentiel de l’approche de
re´ception avec des antennes multiples sont de´taille´es dans le chapitre 4. Le chapitre 5
pre´sente une analyse des performances de sce´narios de communication qui appliquent
le principe de routage opportuniste. Finalement, le chapitre 6 pre´sente les conclusions
ainsi qu’une synthe`se des principaux re´sultats obtenus par cette the`se.
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Chapitre 2
Mode´lisation de l’interfe´rence dans
les re´seaux ad hoc
Ce chapitre porte sur la proble´matique de l’interfe´rence pour les re´seaux ad hoc.
Pour mode´liser l’interfe´rence, il faut d’abord avoir une repre´sentation des phe´nome`nes
qui la produisent. En particulier, la propagation, la topologie du re´seau (dans le sens
des dispositions des sources d’interfe´rence), le mode`le d’acce`s et surtout le mode`le du
syste`me de communication. La premie`re partie de ce chapitre comporte une revue et
une discussion de la litte´rature ainsi qu’une description informelle du mode`le adopte´.
Dans la deuxie`me partie, on e´nonce la repre´sentation mathe´matique de ce dernier.
A` partir de cette repre´sentation, des mesures de performance sont de´finies, lesquelles
serviront d’outils d’analyse tout au long de ce travail de the`se.
2.1 Mode`les de propagation
Les mode`les de propagation radio de´finissent, suivant une approche de´terministe
ou statistique, les atte´nuations subies par un signal entre deux points de l’espace, et
ce en fonction des particularite´s de l’environnement conside´re´. Les atte´nuations du
signal e´mis de´pendent de plusieurs facteurs. Le facteur dominant est la distance :
plus on s’e´loigne de la source plus le signal s’affaiblit. Ce phe´nome`ne est de´signe´ par
le terme propagation a` grande e´chelle. Dans un environnement pre´sentant des obs-
tacles, une portion de la puissance du signal peut eˆtre absorbe´e par effet d’ombrage
introduisant ainsi une atte´nuation du signal sur une e´chelle locale. Les phe´nome`nes
de re´flexion, de diffusion et de re´fraction des ondes e´lectromagne´tiques provoquent
des duplications retarde´es du signal original. Les diffe´rentes copies du signal se re-
combinent au re´cepteur d’une fac¸on cohe´rente ou incohe´rente, ce qui re´sulte en des
fluctuations tre`s fre´quentes de la puissance rec¸ue. Ce dernier phe´nome`ne est souvent
de´signe´ par atte´nuation a` petite e´chelle.
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Propagation a` grande e´chelle
Les mode`les de propagation a` grande e´chelle portent essentiellement sur l’atte´nua-
tion de la puissance en fonction de la distance entre l’e´metteur et le re´cepteur ainsi
que de la nature et du nombre d’obstacles. Dans le cas particulier de l’espace libre ou
de visibilite´ directe, la puissance rec¸ue est inversement proportionnelle au carre´ de la
distance :
Pr = Pt
K
d2
, (2.1)
ou` Pr et Pt de´signent respectivement la puissance a` l’e´mission et a` la re´ception, d est
la distance entre l’e´metteur et le re´cepteur, et K est un facteur qui de´pend des gains
d’antennes, de la longueur d’onde et des pertes globales du syste`me. Ce mode`le est es-
sentiellement utilise´ pour les communications satellitaires-terrestres. Pour les commu-
nications terrestres, plusieurs mode`les sont propose´s allant des mode`les de´terministes
utilisant le trac¸age de rayons (ray tracing) aux mode`les statistiques tel que celui
d’Okumura [50]. La complexite´ et la diversite´ des environnements de propagation
ne permettent pas d’avoir un mode`le unique ge´ne´ral. Cependant, afin de normaliser
l’analyse et la conception des syste`mes de communication, il est impe´ratif d’avoir un
mode`le qui soit aussi simple et aussi fide`le que possible a` l’environnement re´el. La
relation suivante d’atte´nuation a` grande e´chelle est la plus utilise´e et la plus ge´ne´rale
pour l’analyse des diffe´rents syste`mes :
Pr = PtK
(
d0
d
)α
, (2.2)
ou` d0 est une distance de re´fe´rence, typiquement de l’ordre de dizaines de me`tres
en milieu inte´rieur et de centaines de me`tres en milieu exte´rieur, α est l’exposant
d’atte´nuation qui de´pend des caracte´ristiques de l’environnement d’inte´reˆt et peut
eˆtre obtenu par approximation des mode`les statistiques ou expe´rimentaux. Le Tableau
2.1 pre´sente des exemples de valeurs typiques de ce parame`tre [50].
Propagation a` moyenne e´chelle
La propagation a` grande e´chelle est une premie`re estimation de l’atte´nuation du
signal par effet de distance. Cependant, elle ne tient pas compte des changements arbi-
traires des dispositions des obstacles d’un endroit a` un autre, ainsi que des variations
ale´atoires des composantes de ces obstacles. La me´thode commune pour exprimer ces
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Environnement valeur de α
Espace libre 2
Zone urbaine 2.7-6.5
Immeuble a` un niveau 1.6-3.5
Immeuble a` plusieurs niveau 2-6
Tableau 2.1 Valeurs typiques de l’exposant d’atte´nuation α
variations est de multiplier l’atte´nuation a` grande e´chelle par un facteur ale´atoire qui
suit ge´ne´ralement une distribution Gaussienne de moyenne 0 et d’un certain e´cart-
type.
Propagation a` petite e´chelle
Les phe´nome`nes de re´flexion, diffraction et de diffusion engendrent des copies
multiples du signal original qui arrivent au re´cepteur avec des amplitudes et des
phases diffe´rentes. Le de´phasage implique que ces versions s’additionnent d’une fac¸on
constructive ou destructive. Par ce fait, la puissance du signal rec¸ue subit des fluc-
tuations. Le mode`le le plus utilise´ pour repre´senter cette fluctuation du signal est le
mode`le de Rayleigh. Ce mode`le implique que la puissance du signal rec¸u suit une dis-
tribution exponentielle particulie`re. Il est valide lorsqu’il n’y a pas de chemin direct
entre l’e´metteur et le re´cepteur. Dans le cas ou` un tel chemin existe, le mode`le de
Rice s’applique. Un mode`le empirique plus ge´ne´ral qui inclut aussi bien le mode`le de
Rayleigh et de Rice est le mode`le de Nakagami [51].
2.2 Structure topologique
Structure re´gulie`re
Dans certains types de re´seaux ad hoc, en particulier les re´seaux de capteurs, les
composantes formant le re´seau occupent l’espace d’une manie`re structure´e. En effet,
dans diverses applications telles que la collecte d’informations environnementales,
la surveillance ou la couverture d’un e´ve´nement, le placement des composantes est
souvent pre´de´fini et re´gulier [52]. Les mode`les topologiques de ce genre de re´seaux
prennent leur forme la plus simple. Plus pre´cise´ment le mode`le adopte´ dans ce cas
consiste a` conside´rer que :
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– L’espace est subdivise´ en des structures ge´ome´triques identiques et adjacentes.
– Les composantes du re´seau se placent sur les sommets de la structure ge´ome´t-
rique.
– Le nombre de voisins est fixe et identique pour tous les nœuds.
– La distance entre deux nœuds voisins est la meˆme pour toute paire de nœuds.
Les figures 2.1(a) et 2.1(b) illustrent deux types de re´seaux : carre´, connu aussi sous le
nom de re´seau de Manhattan, et triangle. Pour le re´seau carre´, chaque nœud posse`de
quatre voisins imme´diats, tandis que pour le re´seau triangulaire, chaque nœud posse`de
six voisins imme´diats. L’analyse de performance de ce type de mode`le s’ave`re tre`s com-
mode et se base majoritairement sur des arguments ge´ome´triques. Comme exemples,
on peut citer les travaux de Silvester et al. sur la capacite´ des re´seaux Aloha pour
des structures a` une ou a` deux dimensions [53], ainsi que les e´tudes de la capacite´ en
incluant la propagation a` petite e´chelle [54].
(a) Carre´ (b) Triangle (c) Ale´atoire
Figure 2.1 Exemple de structures topologiques.
Structure ale´atoire
Certes, les structures re´gulie`res trouvent leurs justifications dans la pratique. Ce-
pendant, elles sont tre`s limite´es puisqu’elles imposent beaucoup de contraintes sur les
dispositions des nœuds, ce qui est n’est pas toujours le cas dans la re´alite´. Dans la
litte´rature, il est tre`s difficile de trouver un mode`le topologique pour les re´seaux sans-
fil, dont la fiabilite´ re´elle est prouve´e expe´rimentalement. La raison est que chaque
nœud se place ge´ne´ralement d’une fac¸on individuelle. De ce fait, le mode`le le plus
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utilise´ est la topologie ale´atoire. Les placements des nœuds sont conside´re´s identique-
ment distribue´s sur l’espace d’inte´reˆt d’une fac¸on uniforme ou non. La figure 2.1(c)
pre´sente un exemple d’une re´alisation ale´atoire uniforme. Plus de de´tails sur ce mode`le
seront fournies dans la section 2.4.
2.3 Mode`les de lien de communication
Un mode`le de lien repre´sente l’ensemble des communications qui peuvent eˆtre
re´alise´es simultane´ment. Pre´cise´ment, il de´finit les conditions de disponibilite´ d’un
lien et les inte´ractions entre les diffe´rents liens. Dans la litte´rature on peut distinguer
deux types de mode`les, notamment le mode`le Boole´en simplifie´ et le mode`le physique.
Mode`le Boole´en
Le mode`le Boole´en est de´fini comme suit. E´tant donne´e une puissance de transmis-
sion suppose´e identique pour tous les nœuds, une communication entre un e´metteur
A et un re´cepteur B peut s’e´tablir si et seulement si les deux conditions suivantes
sont satisfaites :
1. La distance entre ces deux nœuds est infe´rieure a` un seuil pre´fixe´ qu’on de´signe
par porte´e de communication.
2. Tout nœud en transmission simultane´e avec A est situe´ hors de la porte´e de
communication de B.
De ce fait, un lien de communication est soit parfaitement fiable soit non, suivant que
la re´gion centre´e au re´cepteur de rayon e´gal a` la porte´e de communication, contient
ou non un autre e´metteur que celui conside´re´. Ceci constitue une abstraction forte
de la couche physique, e´tant donne´ que les distances relatives entre le re´cepteur et
l’ensemble des e´metteurs ne sont pas tenues en compte. En effet, suivant ce mode`le,
un e´metteur situe´ au bord de la re´gion de communication a la meˆme qualite´ de com-
munication qu’un e´metteur proche du re´cepteur. Un exemple montrant l’inconve´nient
de ce mode`le est illustre´ par la Figure 2.2. En effet, la porte´e de communication est
ge´ne´ralement choisie en fonction de la puissance de transmission. Un premier choix
donne une porte´e e´gale a` R0. Dans ce cas, des liens peuvent eˆtre e´tablis entre les
paires e´metteur-re´cepteur (TX1, RX1) et (TX2, RX2). Cependant, en augmentant la
puissance de transmission, la porte´e de communication devient R1 et ces liens sont
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Tx1
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Figure 2.2 Effet du choix de la porte´e de communication
perdus. Ceci est en contradiction avec le fait que le rapport signal a` interfe´rence n’a
pas change´ et donc que la qualite´ des liens devrait rester semblable.
Mode`le physique
Un mode`le plus sophistique´ consiste a` remplacer le crite`re de porte´e de commu-
nication rigide par le crite`re du rapport signal a` interfe´rence plus bruit SINR (Signal
to Interference and Noise Ratio). En effet, une communication est dite possible si et
seulement si le SINR est supe´rieur a` un seuil donne´. Ce crite`re est plus re´aliste, e´tant
donne´ que le SINR est directement lie´ a` la capacite´ du canal physique en termes
de de´bit de communication ou de taux d’erreur binaire. De plus, le SINR permet
de prendre en conside´ration et de diffe´rentier les modes et les fonctionnalite´s de la
couche physique. La Figure 2.3 pre´sente un exemple des liens qui sont e´tablis suivant
le mode`le Boole´en et le mode`le physique sur une meˆme configuration du re´seau. Cette
figure montre que le mode`le Boole´en conside`re des communications qui ne sont pas
possibles physiquement et supprime des communications qui sont possibles.
2.4 Mode`le du re´seau ad hoc
Cette section pre´sente le mode`le du re´seau ad hoc conside´re´ dans cette the`se.
Premie`rement, les hypothe`ses de de´part sont expose´es, ensuite les caracte´ristiques de
22
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
−1
−0.5
0
0.5
1
Figure 2.3 Exemple de configuration des liens suivant le mode`le physique (lignes
continues) et le mode`le Boole´en (lignes pointille´es). Les e´metteurs sont repre´sente´s
par des triangles et les re´cepteurs par des cercles
ce mode`le sont de´taille´es formellement.
2.4.1 Description informelle
Globalement, un re´seau ad hoc est constitue´ d’un ensemble de nœuds inde´pen-
damment et identiquement distribue´s dans l’espace. Le re´seau est caracte´rise´ essen-
tiellement par l’intensite´ de ces composantes en termes de nombre de nœuds par unite´
de volume. Les nœuds ont les caracte´ristiques suivantes :
– Les nœuds sont homoge`nes dans le sens qu’ils utilisent les meˆmes techniques
de transmission et de re´ception en termes de caracte´ristiques d’antennes, trai-
tement de signal, etc.
– Les puissances de transmission sont identiques
– A` chaque intervalle de temps, les nœuds de´cident individuellement d’eˆtre re´cep-
teur ou e´metteur suivant une probabilite´ fixe´e.
– Tout nœud e´metteur ge´ne`re un paquet d’information de dure´e e´gale au temps de
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transmission et toutes les transmissions sont synchronise´es. En d’autres termes,
on conside`re que le protocole de transmission est le Slotted ALOHA.
– Tout nœud re´cepteur est soumis a` l’interfe´rence ge´ne´re´e par tous les nœuds
e´metteurs a` l’exception de son propre e´metteur.
2.4.2 Formulation mathe´matique
Le mode`le de´crit pre´ce´demment est une description informelle d’un processus
ponctuel de Poisson. Les processus ponctuels pre´sentent une famille de mode`les pour
de´crire et analyser la structure et les caracte´ristiques d’ensembles de points. La the´orie
a e´te´ initialement de´veloppe´e pour re´pondre aux proble`mes de´rivant de la physique
et de la biologie [55]. La de´finition mathe´matique d’un processus ponctuel Φ dans un
espace Rd est : une variable ale´atoire qui prend des valeurs dans un espace mesurable
[N,N], ou` N est la famille des sous ensembles ϕ de Rd qui satisfait les deux proprie´te´s
suivantes :
1. L’ensemble ϕ est localement fini, i.e. que tout sous ensemble borne´ de Rd
contient un nombre fini de points {x1, x2, · · · xn} ∈ ϕ.
2. L’ensemble ϕ est simple, i.e. pour tout i, j , xi 6= xj si i 6= j.
Suivant la de´finition pre´ce´dente, chaque e´le´ment ϕ de N est perc¸u comme un sous
ensemble ferme´ de Rd. Il peut eˆtre aussi perc¸u comme une mesure sur Rd. Dans ce
cas, pour tout sous ensemble Bore´lien borne´ B, ϕ(B) est le nombre de points de ϕ
dans B. Plus formellement, un processus ponctuel est une application mesurable Φ
d’un espace de probabilite´ (Ω,A,P) dans [N,N]. Pre´cise´ment, Φ constitue un choix
ale´atoire suivant la mesure de probabilite´ P de un e´le´ment ϕ de N. Un processus
ponctuel de Poisson est caracte´rise´ par une mesure de diffusion Λ sur Rd de´signe´e par
intensite´ du processus. Il ve´rifie les deux conditions supple´mentaires suivantes :
1. Distribution Poissonnienne du nombre de points : Le nombre de points dans un
ensemble Bore´lien borne´ B suit une distribution de Poisson de moyenne Λ(B).
Si la mesure Λ posse`de une fonction de densite´ λ suivant la mesure de Lebesgue
alors Λ(B) =
∫
B
λ(x)dx ;
2. Diffusion inde´pendante : Les nombres de points dans k ensembles Bore´liens
disjoints forment k variables ale´atoires inde´pendantes.
Un processus ponctuel de Poisson est dit homoge`ne si la fonction de densite´ λ(x) est
une constante λ. Dans ce cas, il ve´rifie les proprie´te´s suivantes :
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1. Stationarite´ et isotropie : Une translation ou une rotation engendre un processus
qui a les meˆmes distributions que le processus initial.
2. Conditionnement : La restriction du processus sur un espace compact sous la
condition que le nombre de points dans cet espace est fixe, engendre des points
inde´pendamment et uniforme´ment distribue´s.
2.5 Outils d’analyse et de mesure de performance
Le re´seau ad hoc est vu comme e´tant une re´alisation ale´atoire d’un processus
ponctuel de Poisson Φ avec une densite´ homoge`ne λ. A` chaque nœud est associe´
des marques qui correspondent a` son e´tat et a` son environnement. Globalement, on
obtient un processus ponctuel de Poisson marque´ Φm = {Xk, ek, Hk}, avec :
– Xk est la position du nœud k.
– ek est l’indicateur de l’e´tat du nœud k. Il est e´gal a` 1 si le nœud est un e´metteur
et 0 sinon. Les variables ek suivent donc une distribution de Bernoulli de pro-
babilite´ p.
– Hk = {hlk}, ou` hlk correspond a` la puissance rec¸ue par le nœud l du nœud k.
Elle englobe la puissance de transmission et l’atte´nuation a` petite e´chelle.
L’hypothe`se que chaque nœud est soit un e´metteur avec une probabilite´ p, soit un
re´cepteur avec une probabilite´ 1 − p, est formellement e´quivalente a` appliquer au
processus original une ope´ration d’amincissement (thinning) qui a pour re´sultat deux
processus ponctuels de Poisson Φtm et Φ
r
m avec des densite´s respectives λ
t = pλ et
λr = (1 − p)λ [55]. Soit un e´metteur k situe´ a` Xk et un re´cepteur l situe´ a` Yl. Muni
d’un re´cepteur conventionnel, une communication entre ces deux nœuds peut eˆtre
e´tablie si :
SINRlk =
hlk|Xk − Yl|−α∑
{Xj∈Φtm\Xk} h
l
j|Xj − Yl|−α + η
≥ β (2.3)
ou` α est le taux d’affaiblissement en fonction de la distance |Xj − Yl|, β est un seuil
arbitraire et η est la puissance du bruit Gaussien. Le nume´rateur de´note la puissance
rec¸ue de l’e´metteur d’inte´reˆt et le de´nominateur de´note la puissance de l’interfe´rence
perc¸ue par le re´cepteur k.
Dans un premier temps, les chapitres 3 et 4 s’inte´ressent a` l’effet de l’interfe´rence
ge´ne´re´e par le processus Φtm. Le choix des paires e´metteur-re´cepteur est le roˆle du
protocole de routage qui sera traite´ au chapitre 5. D’ici la`, on va conside´rer que chaque
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e´metteur est a` une distance arbitraire dr de son re´cepteur. De plus, afin d’alle´ger
les notation, la notation Φm sera utilise´e pour indiquer un ensemble d’e´metteurs de
densite´ λ. Plus pre´cise´ment, on s’inte´resse a` la probabilite´ qu’une communication
peut s’e´tablir a` une porte´e donne´e dr sujette a` l’interfe´rence ge´ne´re´e par le processus
Φm.
Soit δk l’indicateur que l’e´ve´nement de l’e´quation (2.3) survient pour l’e´metteur
Xk. On a δk = 1 si SINR
l
k > β, 0 sinon. La probabilite´ que le nœud Xk e´tablit
un lien avec un re´cepteur a` une distance dr est la probabilite´ que δk = 1. Dans
l’analyse des processus ponctuels, il est commode de conside´rer un point typique.
On entend par point typique, un point choisi arbitrairement. Intuitivement, pour un
processus stationnaire, les statistiques et les distributions du processus ne de´pendent
pas du choix de ce point. L’approche usuelle est de choisir un point situe´ a` l’origine
et d’effectuer l’analyse du point de vue de ce point. La the´orie de Palm formalise
cette ide´e et e´tablit le lien entre les statistiques du point typique et les statistiques du
processus [55]. En effet, la mesure ou la distribution de Palm est la probabilite´ qu’une
re´alisation ϕ du processus Φm ve´rifie une proprie´te´ donne´e sachant qu’elle contient
le point typique. Plus pre´cise´ment, soit un e´metteur typique place´ a` l’origine. Afin
d’alle´ger les notations, cet e´metteur sera de´signe´ par o et son re´cepteur par y. La
probabilite´ de Palm associe´e a` l’e´ve´nement (2.3) est donc :
P o(δo = 1) = P (δo = 1|{o} ∈ Φm) (2.4)
Le the´ore`me de Campbell-Mecke applique´ a` un processus stationnaire de Poisson
permet d’exprimer a` partir de la probabilite´ de Palm le nombre moyen des commu-
nications e´tablies dans un sous ensemble quelconque D de l’espace [55, 56]. En effet,
le the´ore`me mentionne´ permet d’avoir :
E
[ ∑
Xk∈Φm
δk1(Xk∈D)
]
= E
[∫
R2
δo1(x∈D)Φm(dx)
]
= λV(D)P o(δo = 1) (2.5)
ou` V(·) de´signe la mesure de surface et 1(x∈D) est la fonction qui a pour valeur 1
si l’e´le´ment x est dans D et 0 sinon. Puisque que λV(D) repre´sente le nombre moyen
d’e´metteurs dans D, la probabilite´ de disponibilite´ du lien de l’e´metteur typique
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correspond au nombre moyen des communications re´ussies par unite´ de surface. Cette
probabilite´ constitue la mesure de performance de base adopte´e dans cette the`se.
La probabilite´ de Palm est de´rive´e de la manie`re suivante. Notons que lorsqu’il n’y a
pas risque de confusion, les indices k et l sont omis :
P o(δo = 1) = P
o(hd−αr > βIΦm\{o}(y))
= P !o(hd−αr > βIΦm(y)) (2.6)
ou` IΦm(y) =
∑
{Xj∈Φm} hj|Xj−y|−α+η et P !o de´note la probabilite´ de Palm re´duite
qui s’explique comme suit. Le the´ore`me de Slivnyak [57] e´tablit que la probabilite´ de
Palm re´duite est e´gale a` la probabilite´ originale. En d’autres mots, a` la pre´sence
d’un e´metteur typique d’un e´ve´nement qui ne prend pas en compte cet e´metteur, la
probabilite´ conditionnelle est e´gale a` la probabilite´ inconditionnelle. Pour illustrer ce
the´ore`me soient les deux exemples simples suivants. Le premier consiste a` calculer la
moyenne du nombre de points dans un espace de volume V . Le deuxie`me consiste a`
calculer la moyenne du nombre de voisins a` une distance d d’un point du processus.
Pour le premier exemple, la moyenne issue de la distribution de Palm, conditionnelle a`
l’existence d’un point typique, aboutit a` un nombre de points moyen e´gal a` celui issu
de la distribution inconditionnelle plus 1. Le deuxie`me exemple compte le nombre de
voisins autour d’un point qui lui meˆme n’est pas de´nombre´. Ainsi le nombre moyen
issu de la distribution de Palm est e´gal a` celui issu de la distribution originale, vu
que le point sur lequel on conditionne n’est pas compte´.
2.6 Conclusion
En re´sume´, ce chapitre de´crit globalement les principales approches de mode´lisa-
tion de l’interfe´rence dans les re´seaux ad hoc. Ces approches ont des diffe´rents niveaux
d’abstraction des phe´nome`nes physiques. Le mode`le stochastique conside´re´ permet de
repre´senter les caracte´ristiques dynamiques et ale´atoires de l’interfe´rence. Bien que
le mode`le Boole´en soit le plus souvent utilise´ dans la litte´rature, il s’ave`re qu’il n’est
pas pertinent avec la proble´matique de recherche de ce travail de the`se. Le mode`le
physique permettra d’incorporer et de comparer un nombre de techniques de traite-
ment de signal oriente´es vers la re´duction de l’effet de l’in
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suit repre´sente une e´tude analytique des performances de l’approche de soustraction
successive de l’interfe´rence.
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Chapitre 3
Soustraction successive de
l’interfe´rence
3.1 Introduction
Ce chapitre constitue une e´tude analytique des performances de l’approche de
soustraction successive de l’interfe´rence dans les re´seaux ad hoc stochastiques. Comme
e´tabli dans le chapitre pre´ce´dent, la mesure de performance de base est la probabi-
lite´ de disponibilite´ (ou de non disponibilite´) de lien qui est fonction de la densite´
spatiale des e´metteurs et du seuil SINR minimum requis. La difficulte´ majeure pour
l’analyse de la probabilite´ de non disponibilite´ de lien dans ce contexte re´side dans
l’e´tablissement de la distribution de l’interfe´rence. Cette difficulte´ provient du ca-
racte`re non Gaussien de cette dernie`re, lui meˆme essentiel pour l’e´tablissement de
l’approche de soustraction de l’interfe´rence. Par ce fait, les outils d’analyse statistiques
classiques ne sont pas applicables ou n’aboutissent pas a` des re´sultats de pre´cision
satisfaisante. La section 3.2 commence par une e´tude des statistiques de l’interfe´rence
dans la perspective d’en extraire les principales caracte´ristiques. A` partir des conclu-
sions de la section 3.2 une nouvelle me´thode de construction de borne infe´rieure sur
la probabilite´ de non disponibilite´ de lien du re´cepteur conventionnel est e´tablie dans
la section 3.3.
L’analyse des performances de la technique de soustraction de l’interfe´rence a e´te´
pre´ce´demment conside´re´e dans [58]. Cependant, les re´sultats de´rive´s sont complexes et
ne permettent pas d’en extraire facilement des conclusions. La simplicite´ et l’efficacite´
de l’approche de´veloppe´e dans la section 3.3 permet de l’appliquer directement au cas
de re´cepteur avec soustraction successive de l’interfe´rence. Ceci aboutit a` des bornes
simples a` e´valuer et a` analyser. La de´rivation de ces bornes ainsi que des exemples
nume´riques sont pre´sente´s a` la section 3.4. Les re´sultats du pre´sent chapitre sont
pre´sente´s dans [46,47].
29
3.2 Caracte´risation de l’interfe´rence dans les re´-
seaux ale´atoires
Tel que de´finie a` la section 2.5, l’interfe´rence est une quantite´ ale´atoire qui est
fonction des positions des e´metteurs :
IΦm =
∑
Xk∈Φm
hk|Xk − y|−α (3.1)
Une telle interfe´rence prend la forme d’un bruit de grenaille (shot noise). La
de´finition classique d’un bruit de grenaille est donne´e par : la re´ponse d’un filtre
line´aire sans me´moire a` un ensemble d’impulsions ge´ne´re´es par un processus ponc-
tuel de Poisson [59]. La re´ponse impulsionnelle du filtre est une fonction de´terministe
qui peut eˆtre multiplie´e par des coefficients ale´atoires. Pour les travaux re´alise´s dans
cette the`se la re´ponse impulsionnelle prend la forme f(x) = x−α. Elle de´croˆıt avec la
distance a` un taux α qui repre´sente l’exposant d’atte´nuation a` grande e´chelle. Les coef-
ficients ale´atoires correspondent aux puissances de transmission et aux atte´nuations a`
petite e´chelle. La figure 3.1 pre´sente sche´matiquement ce type de bruit a` 1-dimension.
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Figure 3.1 Bruit de grenaille
L’analyse du bruit de grenaille a e´te´ initie´e par Campbell en 1909 [60]. Par la suite, il
a e´te´ repris par Schottky dans le contexte de l’e´tude des conducteurs e´lectriques [59].
Dans [61], Rice e´labore une analyse formelle et en de´duit que, pour certaines formes de
re´ponses impulsionnelles, la distribution du bruit de grenaille tend vers la loi normale
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quand la densite´ tend vers l’infini. Dans leur article [62], Gilbert et Pollak de´rivent
une e´quation inte´grale ve´rifie´e par la distribution du bruit de grenaille. Ils donnent
des solutions explicites pour diffe´rentes formes particulier du filtre. En 1990, Lowen
et Teich [63] conside`rent la forme de re´ponse impulsionnelle qui de´croˆıt avec la dure´e
de l’impulsion (la forme conside´re´e dans cette the`se) et de´montrent que, dans ce cas
particulier, la distribution du bruit de grenaille ne converge pas vers la distribution
normale pour toute valeur de la densite´. En ge´ne´ral, la distribution d’un bruit de
grenaille est identifie´e par sa fonction caracte´ristique. Elle est souvent associe´e a` la
dimension temporelle. Dans ce qui suit, on pre´sente une adaptation de la de´rivation
de la fonction caracte´ristique a` la dimension spatiale.
Tout d’abord, on examine une re´gion finie D dans R2, de rayon d. La fonction ca-
racte´ristique de IΦm est :
QIΦm ,D(w) =
∞∑
n=0
E [exp (iwIΦm)]P (n) (3.2)
ou` E[·] de´signe l’ope´rateur de moyenne et P (n) est la probabilite´ que D contient
n nœuds. Cette probabilite´ suit une loi de Poisson de moyenne λπd2. La variable
ale´atoire IΦm est compose´e de la somme des variables ale´atoires hk|Xk − y|−α, 0 ≤
k ≤ n qui sont inde´pendantes et identiquement distribue´es. Dans la suite l’indice
k sera omis quand il n’y pas de risque de confusion. Ainsi, l’expression pre´ce´dente
devient :
QIΦm ,D(w) =
∞∑
n=0
(E [exp (iwhf(|X − y|))])n (λπd
2)n
n!
exp(−λπd2) (3.3)
ou` f(x) = x−α. Par la proprie´te´ de conditionnement d’un processus ponctuel de
Poisson, la variable ale´atoire |X − y| suit une distribution uniforme,. Le calcul se
rame`ne a` :
QIΦm ,D(w) =
∞∑
n=0
(
1
πd2
∫
D
E [exp (iwhf(|X − y|))] dX
)n
(λπd2)n
n!
exp(−λπd2)
= exp
(
λ
∫
D
(E [exp (iwhf(|X − y|))]− 1)dX
)
(3.4)
Le passage de la premie`re a` la deuxie`me e´galite´ s’obtient en observant que
∑∞
n=0 a
n =
exp a et que πd2 =
∫
D
dX. Finalement, en faisant tendre la re´gion D vers l’infini, la
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fonction caracte´ristique de l’interfe´rence prend la forme :
QIΦm (w) = exp
(
λ
∫
R2
(Qh(wf(|X − y|))− 1)dX
)
(3.5)
ou` Qh est la fonction caracte´ristique de la variable ale´atoire h. L’expression de la
fonction caracte´ristique peut eˆtre davantage simplifie´e. En effet, sous l’hypothe`se que
le the´ore`me de Fubini s’applique [64] on a :
QIΦm (w) = exp
(
λ
∫
R2
∫ ∞
0
(exp (iwhf(|X − y|))− 1)P (h)dhdX
)
= exp
(
λ
∫ ∞
0
∫
R2
(exp (iwhf(|X − y|))− 1)P (h)dXdh
)
(3.6)
En passant aux coordonne´s polaires et en remplac¸ant la fonction d’atte´nuation par
son expression, on obtient :
QIΦm (w) = exp
(
2πλ
∫ ∞
0
P (h)
∫ ∞
0
(exp (iwhf(r))− 1)rdrdh
)
= exp
(
2πλ
∫ ∞
0
P (h)
∫ ∞
0
(exp (iwhr−α)− 1)rdrdh
)
= exp
(
2πλ
∫ ∞
0
1
α
P (h)h2/α
∫ ∞
0
(exp (iwu)− 1)u−2/α−1dudh
)
(3.7)
Le passage de la deuxie`me a` la troisie`me ligne dans l’expression pre´ce´dente s’obtient
en effectuant le changement de variable u = hr−α. Finalement :
QIΦm (w) = exp
(
2πλ
α
E
[
h2/α
] ∫ ∞
0
(exp (iwr)− 1)r−2/α−1dr
)
(3.8)
L’expression 3.8 est valide pour toute distribution de puissance ve´rifiant :∫ ∞
0
h2/αp(h)dh <∞ (3.9)
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L’inte´grale de l’e´quation (3.8) est note´e A et e´value´e comme suit :
A =
∫ ∞
0
(cos(wr)− 1)r−2/α−1dr + i
∫ ∞
0
sin(wr)r−2/α−1dr
=
∫ ∞
0
−2sin2(wr/2)r−2/α−1dr︸ ︷︷ ︸
(1)
+ i
∫ ∞
0
sin(wr)r−2/α−1dr︸ ︷︷ ︸
(2)
(3.10)
L’inte´grale (1) est finie si et seulement si 2/α < 2, tandis que l’inte´grale (2) est finie
si 2/α < 1 [65]. Ainsi, A est de´fini seulement pour α > 2. Dans ce cas, la relation
(3.10) est e´gale a` :
A = Γ(−2/α)|w|2/α (cos(π/α)− isign(w) sin(π/α)) (3.11)
L’hypothe`se de l’application du the´ore`me de Fubini est donc e´quivalente aux condi-
tions α > 2 et E[h2/α] < ∞. Dans ce cas, la fonction caracte´ristique est donne´e
par :
QIΦm (w) = exp
(−2/απλE[h2/α]Γ(1− 2/α)|w|2/α (cos(π/α)− isign(w) sin(π/α)))
(3.12)
L’expression de la fonction caracte´ristique donne´e par l’e´quation (3.12) concorde avec
la fonction caracte´ristique des variables ale´atoires Le´vy-stable asyme´triques avec un
index de stabilite´ e´gal a` 2/α [66]. La classe Le´vy-stable de´coule de la ge´ne´ralisation du
the´ore`me central limite. Le the´ore`me central limite stipule que la somme de variables
ale´atoires inde´pendantes et identiquement distribue´es converge en distribution vers la
loi Gaussienne. E´videmment, ce the´ore`me s’applique sous certaines conditions dont
la condition de moyennes finies. A` partir des travaux de Le´vy [67], Gnedenko et
Kolmogorov de´rivent une ge´ne´ralisation de ce the´ore`me. En relaxant la contrainte
de moyennes finies, ils e´tablissent la classe Le´vy-stable [68]. La forme ge´ne´rale de la
fonction caracte´ristique d’une distribution Le´vy-stable est la suivante :
QS(iw) =

exp
(−∆|w|δ(1− iν(sign(w)) tan(πδ
2
)) + iµw
)
δ 6= 1
exp
(−∆|w|(1− iν 2
π
(sign(w)) ln(|w|)) + iµw) δ = 1 (3.13)
ou` δ est l’index de stabilite´, ∆, ν et µ sont respectivement des coefficients d’e´chelle,
d’asyme´trie et de de´calage.
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La distribution Gaussienne est un cas particulier, correspondant a` l’index de stabilite´
δ = 2. Elle partage certaines proprie´te´s de cette classe dont la plus importante est l’in-
variance par convolution. En d’autres termes, la somme de deux variables ale´atoires
Le´vy-stable engendre une variable ale´atoire de la meˆme classe ayant le meˆme index
de stabilite´. Puisque le δ de l’e´quation (3.12) correspond a` 2/α et doit eˆtre infe´rieur a`
1, l’interfe´rence n’est pas asymptotiquement Gaussienne. La difficulte´ dans notre cas,
est que les moyennes d’ordre supe´rieur a` 2/α sont infinies, ce qui exclut l’utilisation
des approches statistiques classiques qui font intervenir des moyennes.
Finalement, les distributions Le´vy-stable sont bien de´finies par leurs fonctions ca-
racte´ristiques. Cependant, la densite´ de probabilite´ de notre processus d’interfe´rence
n’admet pas d’expression explicite, a` l’exception du cas spe´cifique α = 4. Dans ce
dernier cas, l’index de stabilite´ est e´gal a` 1/2. Cet index est celui de la distribution
de Le´vy dont la densite´ est connue [67].
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Figure 3.2 Histogramme empirique de la distribution de l’interfe´rence.
La figure 3.2 pre´sente un histogramme empirique de la densite´ de probabilite´ de l’in-
terfe´rence pour α e´gale a` 3 et 4. Cet histogramme illustre une proprie´te´ importante
des distributions a` index de stabilite´ infe´rieur a` 1. En effet, la queue droite de la distri-
bution est infinie et de´croˆıt lentement. Ceci implique que des grandes valeurs peuvent
survenir avec une probabilite´ non ne´gligeable. Ceci provient, en particulier de la forme
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de la fonction d’atte´nuation qui pre´sente une singularite´ a` 0. Cette singularite´ peut
eˆtre e´limine´e en conside´rant des fonctions d’atte´nuation du type :
f(|x|) =

1 |x| < 1|x|−α |x| ≥ 1 (3.14)
Certes, avec la fonction de l’e´quation (3.14), la distribution de l’interfe´rence admet
une variance et une moyenne finie. The´oriquement, elle peut eˆtre approche´e par une
distribution Gaussienne quand la densite´ λ tend vers l’infini. Ne´anmoins, le taux de
convergence n’est pas assure´. Dans [69], les auteurs ont examine´ cette fonction. Ils
ont montre´ que les performances sont les meˆmes pour les deux formes de fonctions.
Bien entendu, on s’inte´resse a` des densite´s faibles et a` des SINRs typique de l’ordre
de 10dB. Plus pre´cise´ment, on examine plutoˆt la queue gauche de la distribution qui
est finie.
3.3 Re´cepteur conventionnel : borne infe´rieure sur
la probabilite´ de non disponibilite´
La section pre´ce´dente a montre´ que le calcul explicite de la distribution de l’in-
terfe´rence n’est pas re´alisable. Cependant, dans cette section, nous de´veloppons une
nouvelle approche permettant de de´terminer une bonne approximation de la distri-
bution de l’interfe´rence.
3.3.1 De´rivation de la probabilite´ de non disponibilite´
E´tant donne´ que notre objectif est d’e´tudier l’influence de l’interfe´rence, le terme
de bruit sera ne´glige´ dans ce qui suit. Ainsi, la probabilite´ de non disponibilite´ de lien,
qu’on note P0(λ, dr, β), pour le re´cepteur conventionnel correspond a` l’e´ve`nement que
la puissance rec¸ue hR−α soit plus petite qu’un multiple β de l’interfe´rence :
P0(λ, dr, β) = P (hd
−α
r < βIΦm)
=
∫ ∞
0
P (h < gβdαr )P (IΦm = g)dg
=
∫ ∞
0
Fh(gβd
α
r )dP (IΦm < g) (3.15)
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ou` Fh est la fonction de re´partition de h.
En premier lieu, nous examinons les distributions individuelles des sources de l’in-
terfe´rence sur un disque D de rayon d, dont le nombre n est fixe´. Sous ces hy-
pothe`ses, les distances au re´cepteur suivent une distribution uniforme. Leur fonction
de re´partition est :
F|X|(x) = x
2
πd2
x ≤ d (3.16)
Soit Yi la variable ale´atoire de´finie a` partir de Xi, tel que Yi = |Xi|−α. Les fonctions
de re´partition et de densite´ de Yi, sont respectivement exprime´es par :
FY (y) = 1− y−2/απd2 d−α ≤ y (3.17)
et
fY (y) =
2
α
y−2/α−1
πd2
d−α ≤ y
(3.18)
Posons Zi e´gale au produit des variable ale´atoires hi et Yi. La distribution de Zi = hiYi
est de´rive´e comme suit :
fZ(z) =
∫ ∞
0
1
g
fhY (z/g, g)dg
=
∫ zdα
0
1
g
2
α
(z/g)−2/α−1
πd2
fh(g)dg
=
2
α
z−2/α−1
πd2
∫ zdα
0
g2/αfh(g)dg
=
2
α
z−2/α−1
πd2
E[h2/α;h ≤ zdα] (3.19)
ou` E[h2/α;h ≤ zdα] est la moyenne d’ordre 2/α tronque´e a` zdα. La fonction de
re´partition de Z est :
FZ(z) = Fh(zd
α)− z
−2/α
πd2
∫ zdα
0
u2/αfh(u)du. (3.20)
L’interfe´rence ge´ne´re´e par les n e´metteurs dans le domaine D est :
ID,n =
n∑
i=1
Zi (3.21)
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La variable ale´atoire Zi, est construite a` partir du produit des variables ale´atoires Yi
et hi. Comme e´value´e par l’e´quation (3.17), la variable Yi suit une distribution de
Pareto avec un coefficient 2/α < 1. Par conse´quent, nous proposons le lemme suivant
sur la distribution de Zi :
Lemme 3.3.1. Sous condition que le moment d’ordre 2/α de h soit fini, la distribu-
tion de Zi appartient a` la classe des distributions subexponentielles.
De´monstration. La fonction de re´partition de Zi est asymptotiquement e´quivalente a`
celle d’une distribution de Pareto. En effet, limz→∞
1−FZ(z)
z−2/α
= E[h
2/α]
πd2
. La distribution
de Pareto appartient a` la classe subexponentielle. Puisque cette dernie`re classe est
ferme´e sous la relation d’e´quivalence asymptotique [66], la distribution de Zi est alors
subexponentielle.
La classe des distributions subexponentielles a e´te´ introduite par Chistyakov [70].
Une distribution subexponentielle se distingue par le fait que, dans un e´chantillon
donne´, on peut trouver des e´le´ments de valeurs beaucoup plus e´leve´es que la moyenne
de l’e´chantillon. Ceci implique que le comportement du syste`me est de´termine´ essen-
tiellement par un ou quelques uns de ces e´le´ments, contrairement aux syste`mes clas-
siques ou` le comportement global s’obtient par la contribution moyenne de chaque
e´le´ment [66,71,72]. Plus formellement, les distributions subexponentielles ve´rifient :
P (Z1 + Z2 + · · ·+ Zn > g) ≈g→∞ P (max(Z1, Z2, · · · , Zn) > g) (3.22)
En conclusion, le niveau de l’interfe´rence est essentiellement de´termine´ par l’e´metteur
le plus fort. Soit Z(i) la variable ale´atoire obtenue en triant les puissances rec¸ues :
Z(1) ≤ Z(2) ≤ . . . ≤ Z(n−1) ≤ Z(n) (3.23)
En remplac¸ant la somme dans (3.21) par le terme le plus e´leve´, on obtient une borne
infe´rieure sur la distribution de l’interfe´rence :
P (ID,n > g) ' P (Z(n) > g) (3.24)
La fonction de re´partition de Z(n) s’e´value directement par (FZ)
n [73], ce qui conduit
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a` :
P (ID > g) '
∑
n
P (n)(1− F nZ (g))
'
∑
n
(πλd2)n exp (−πλd2)
n!
(1− F nZ (g))
' 1− exp (−λπd2(1− FZ(g)))
' 1− exp
(
−λπd2(1− Fh(gdα) + g
−2/α
d2
∫ gdα
0
fh(u)du)
)
(3.25)
En faisant tendre la re´gion D vers l’infini, on obtient la borne infe´rieure suivante :
P (IΦm > g) ' 1− e−λπE[h
2/α]g−2/α (3.26)
L’expression (3.26) est utilise´e dans l’e´quation (3.15) pour obtenir la borne suivante
sur la probabilite´ de non disponibilite´ :
P0(λ, dr, β) '
∫ ∞
0
2
α
∆Fh(gβd
α
r )g
−2/α−1e−∆g
−2/α
dg (3.27)
ou` ∆ est e´gale a` λπE[h2/α].
3.3.2 E´tude de cas et re´sultats nume´riques
Afin d’estimer la pre´cision de la borne infe´rieure donne´e par l’expression (3.27),
nous allons la comparer a` la valeur exacte qui peut eˆtre explicitement de´rive´e pour
deux cas. Le premier, comme mentionne´ pre´ce´demment, est relatif au cas d’un expo-
sant d’atte´nuation e´gal a` 4. Si on conside`re que les coefficients hk sont constants, la
distribution du SIR s’obtient directement par :
P0(λ, β, dr) = P (I > d
−2
r /β)
= erf
(
λπ3/2d2r
√
β
2
)
avec erf(x) la fonction d’erreur exprime´e par erf(x) = 2√
π
∫ x
0
exp (−t2)dt.
Le deuxie`me cas porte sur des e´vanouissements de Rayleigh. En effet, si les signaux su-
bissent des e´vanouissements de Rayleigh, les puissances rec¸ues sont distribue´es suivant
la loi exponentielle. Par conse´quent, la fonction de re´partition du SIR est simplement
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la transforme´e de Laplace de l’interfe´rence :
P0(λ, β, dr) = 1−
∫ ∞
0
exp (−µgβdαr )dP (IΦm < g)
= 1− L(µβdαr )
= 1− exp (−2/απλΓ(2/α)Γ(1− 2/α)d2rβ2/α) (3.28)
ou` L(·) de´signe la transforme´e de Laplace et µ est la moyenne des puissances rec¸ues.
La borne infe´rieure de´veloppe´e donne :
P0(λ, β, dr) '

1− exp
(−λpid2r√β) α = 4,Puissance constante
1− ∫∞0 2α∆g−2/α−1 exp (−gβdαr −∆g−2/α)dg Puissance exponentielle
(3.29)
avec ∆ = λπE[h2/α] et E[h2/α] = 2/αµ−2/αΓ(2/α) pour une distribution exponen-
tielle de moyenne µ.
Des simulations de Monte-Carlo, de´taille´es dans l’annexe, ont e´te´ effectue´es afin de va-
lider les expressions et les bornes sur la probabilite´ de non disponibilite´. E´videmment,
les simulations sont re´alise´es sur un disque fini. La surface du disque est choisie en fonc-
tion de la densite´ de nœuds λ. En effet, la surface est de´termine´e de telle sorte qu’en
moyenne 200 e´metteurs sont pre´sents. Les figures 3.3a et 3.4a illustrent les re´sultats
analytiques et expe´rimentaux avec les parame`tres suivants : β = 1, dr = 10m et
α = 4.
Ces figures montrent que les bornes infe´rieures et les re´sultats exacts sont tre`s proches
pour des valeurs de λ moyennes a` faibles. La diffe´rence croˆıt quand la densite´ croˆıt.
Ceci s’explique par le fait que pour des densite´s faibles, les e´metteurs sont disperse´s.
Par conse´quent, la puissance rec¸ue de l’e´metteur le plus fort est de´terminantes. D’un
autre coˆte´, lorsque la densite´ croˆıt, les contributions des e´metteurs, autres que celui
le plus fort, deviennent de plus en plus significatives. Ne´anmoins, le cas de densite´
e´leve´e n’est pas tre`s inte´ressant vu qu’il engendre une probabilite´ de non disponibilite´
proche de 1. Sur les meˆmes figures, les courbes obtenues par simulation de la fonc-
tion d’atte´nuation conside´re´e durant l’analyse et celle de´finie par l’expression (3.14)
(fonction sans singularite´) sont repre´sente´es. On constate bien que les deux courbes
sont juxtapose´es, ce qui s’explique comme suit : La seule diffe´rence est au niveau de
la singularite´ a` 0 et la probabilite´ qu’un e´metteur soit a` l’origine est quasi nulle.
La figure 3.3b de´montre l’effet de la valeur du seuil β sur l’e´cart entre les valeurs
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Figure 3.3 Probabilite´ de non disponibilite´ en fonction de la densite´ pour α = 4 :
(a) Re´sultats analytiques et expe´rimentaux pour f1(x) = x
−α, f2(x) = max(1, x−α)
et β = 1. (b) Influence du seuil β sur l’e´cart entre la borne infe´rieure et la valeur
exacte
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Figure 3.4 Probabilite´ de non disponibilite´ en fonction de la densite´ pour un
e´vanouissement de Rayleigh : (a) Re´sultats analytiques et expe´rimentaux pour
f1(x) = x
−α, f2(x) = max(1, x−α) et α = 4. (b) Influence de la valeur de α sur
l’e´cart entre la borne infe´rieure et la valeur exacte
40
exactes et celles donne´es par la borne infe´rieure. Cet e´cart croˆıt avec β. La relation
(3.22) explique bien ce phe´nome`ne. En effet, cette relation permet d’indiquer que plus
d−αr /β est grand, plus la borne infe´rieure est proche de la valeur exacte. En d’autres
termes, la borne infe´rieure est d’autant plus fiable que le seuil du SIR est faible. D’un
autre point de vue, la figure 3.4b illustre l’effet de l’exposant d’atte´nuation. L’effet
des e´metteurs, qui ne sont pas pris en compte dans le calcul de la borne infe´rieure,
devient plus se´ve`re quand l’exposant d’atte´nuation s’approche de 2. En effet, plus
cet exposant est faible, plus la contribution de chacun des e´metteurs se re´ve`le signi-
ficative. En revanche, la borne infe´rieure demeure pre´cise pour une large gamme de
valeurs de densite´s.
3.4 E´valuation des performances de la soustrac-
tion successive de l’interfe´rence
On conside`re qu’en appliquant la technique de soustraction successive de l’in-
terfe´rence, un re´cepteur peut de´moduler et re´duire l’effet de K signaux. Le parame`tre
K est une contrainte relie´e a` la complexite´ et au de´lai permis pour ce traitement re´alise´
au re´cepteur. Un facteur 0 ≤ ξ ≤ 1 mode´lise la pre´cision de ce traitement. Dans le
meilleur des cas ξ = 0, ce qui signifie que l’effet de K interfe´rents est comple`tement
e´limine´. Un facteur ξ = 1 est e´quivalent a` un re´cepteur conventionnel n’appliquant pas
la soustraction de l’interfe´rence. Formellement, l’ensemble des signaux d’interfe´rence
est subdivise´ en deux groupes. Le premier, qu’on surnomme interfe´rence traite´e, est
compose´ par lesK signaux ayant lesK puissances rec¸ues les plus e´leve´es. Le deuxie`me
groupe est forme´ par les n − K signaux restants. Il sera de´signe´ par le terme in-
terfe´rence re´siduelle. Ainsi, l’expression (3.21) de l’interfe´rence devient :
ID,n(λ,K, ξ|n) =
n−K∑
i=1
Z(i) + ξ
n∑
i=n−K+1
Z(i). (3.30)
Le calcul exact de la distribution de l’interfe´rence devient plus complexe e´tant donne´
qu’il existe maintenant des de´pendances entre les termes qui la constituent. Par
conse´quent, la de´marche de´veloppe´e dans la section pre´ce´dente est poursuivie. Ainsi,
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dans l’expression de l’interfe´rence, seule les termes dominants sont conserve´s :
ID,n(λ,K, ξ|n) ' Z(n−K) + ξZ(n). (3.31)
Le terme de l’interfe´rence qui influence le plus le re´sultat de l’e´quation (3.31) de´pend
de la valeur de ξ. En effet, quand ξ → 0, le niveau de l’interfe´rence est essentiellement
de´termine´ par l’interfe´rence re´siduelle. Dans le cas contraire, i.e. ξ → 1, le signal le
plus e´leve´ est Z(n). Suivant cette logique, la borne infe´rieure sur la distribution de
l’interfe´rence est de´finie comme suit :
P (ID,n(λ,K, ξ|n) > g) ' P (Z(n) > g
ξ
ou Z(n−K) > g)
' 1− P
(
Z(n) >
g
ξ
ou Z(n−K) > g
)
' 1− P
(
Z(n) ≤ g
ξ
et Z(n−K) ≤ g
)
.
(3.32)
La borne infe´rieure est de´termine´e par la probabilite´ conjointe des variables ale´atoires
Z(n) et Z(n−K). Dans [73], l’expression de la fonction de re´partition conjointe de deux
statistiques d’ordre a e´te´ obtenue et a pour expression :
F(n−K)(n)(x, y) =
n∑
i=n−K
CinF i(x)[F (y)− F (x)]n−i. (3.33)
ou` Cin de´signe le nombre de combinaisons de i e´le´ments parmi un ensemble de n
e´le´ments. En utilisant l’expression (3.33) dans (3.32), on obtient :
P (ID(λ,K, ξ) ≤ g) /
∞∑
n=0
n∑
i=max (0,n−K)
CinP (n)F iZ(g)[FZ(
g
ξ
)− FZ(g)]n−i.
(3.34)
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Les multiples sommes dans l’e´quation (3.34) sont de´note´es par Pˆ et e´value´es comme
suit :
Pˆ =
K∑
n=0
Pr(n)F nZ (
g
ξ
)
∞∑
n=K+1
n∑
i=n−K
CinPr(n)F iZ(g)[FZ(
g
ξ
)− FZ(g)]n−i
=
K∑
n=0
e−λπd
2 (λπd2)n
n!
F nZ (
g
ξ
)
∞∑
n=K+1
K∑
i=0
e−λπd
2 (λπd2)n
(i+ n−K)!(K − i)! ·
F i+n−KZ (g)[FZ(
g
ξ
)− FZ(g)]K−i
= e−λπd
2
(
K∑
n=0
(λπd2)n
n!
F nZ (
g
ξ
)−
K∑
i=0
K∑
n=i
(λπd2[FZ(
g
ξ
)− FZ(g)])i
i!
(λπd2FZ(g))
n
n!
)︸ ︷︷ ︸
(1)
+
K∑
i=0
e−λπd
2 (λπd
2[FZ(
g
ξ
)− FZ(g)])i
i!
eλπd
2FZ(g)
︸ ︷︷ ︸
(2)
.
(3.35)
A` la limite de re´gion tendant vers l’infini, Le terme (1) dans l’expression (3.35) tend
vers 0. En remplac¸ant FZ par sa valeur donne´e par l’e´quation (3.20), l’expression
pre´ce´dente devient :
Pˆ =
K∑
i=0
(λπE[h2/α](g−2/α − (g
ξ
)−2/α))i
i!
e−λπE[h
2/α]g−2/α (3.36)
Ainsi, la probabilite´ que l’interfe´rence soit plus e´leve´e que g ve´rifie :
P (I(λ,K, ξ) > g) ' 1−
K∑
i=0
(λπE[h2/α](g−2/α − (g
ξ
)−2/α))i
i!
e−λπE[h
2/α]g−2/α .
(3.37)
La probabilite´ de non disponibilite´, de´note´e par PK,ξ, s’obtient directement en utili-
sant le re´sultat (3.37) dans l’e´valuation de (3.15).
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3.5 Applications et re´sultats nume´riques
3.5.1 Exemples
L’analyse de´veloppe´e dans la section 3.4 est valide pour toute distribution de
puissances rec¸ues dont la moyenne d’ordre 2/α est finie. Afin de montrer le gain
potentiel en performance de l’application de la soustraction de l’interfe´rence, trois
exemples sont donne´s :
1. Puissances de transmission constantes sans e´vanouissement : L’expression (3.37)
donne directement la borne infe´rieure sur la probabilite´ de non disponibilite´ avec
g = d−αr /β.
2. E´vanouissement de Rayleigh : La borne infe´rieure s’obtient en remplac¸ant l’ex-
pression (3.37) dans (3.15) :
PK,ξ(λ, dr, β) ' 1− 2
α
(∆(1− ξ2/α))K+1
K!
∫ ∞
0
g−2(K+1)/α−1 exp (−∆g−2/α − dαr βg)dg.
(3.38)
3. E´vanouissement de Rayleigh et inversion du canal : On suppose que chaque
e´metteur connait parfaitement l’e´tat du canal le reliant a` son propre re´cepteur.
Chaque e´metteur utilise une puissance de transmission inversement propor-
tionnelle au gain de son canal. Ainsi, les puissances perc¸ues par le re´cepteur
conside´re´ sont e´gales aux quotients de deux variables inde´pendantes de dis-
tribution exponentielle. La borne infe´rieure sur la probabilite´ de non dispo-
nibilite´ est e´gale a` celle de l’expression (3.37) avec g = d−αr /β et E[h
2/α] =
2/αΓ(2/α)Γ(1− 2/α).
3.5.2 Re´sultats nume´riques
Les simulations utilisent les parame`tres suivants : seuil β = 1, la distance entre
l’e´metteur et le re´cepteur dr = 10m et l’exposant d’atte´nuation α = 3. Les figures 3.5,
3.6 et 3.7 illustrent les re´sultats analytiques et de simulations pour les trois configura-
tions pre´sente´es dans la section 3.5.1. Sur chaque figure, quatre courbes repre´sentent
l’ame´lioration en performance obtenue lorsque K = 0, 1, 2 ou 3 des signaux les plus
e´leve´s sont comple`tement e´limine´s. On observe que les courbes ge´ne´re´es par simula-
tion et celles obtenues analytiquement sont similaires. Les remarques, sur l’e´cart entre
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la borne infe´rieure et les valeurs exactes, mentionne´es a` la section 3.3.2 s’appliquent
de nouveau dans ce contexte. En revanche, on constate que ces e´carts s’accentuent
lorsque la valeur de K augmente. En effet, on a e´tabli que pour des distributions
subexponentielles quelques termes de´terminent la forme de la distribution. E´liminant
comple`tement ces termes, le poids des termes re´siduels n’est pas aussi de´terminant
que ceux qui ont e´te´ pre´ce´demment e´limine´s. Malgre´ ce fait, la borne infe´rieure reste
fortement repre´sentative du gain de performances.
Sur les trois figures, on peut constater que le traitement et l’e´limination de quelques
signaux d’interfe´rence diminue conside´rablement la probabilite´ de non disponibilite´
pour des valeurs mode´re´es de la densite´ (densite´ de l’ordre de 10−2 nœuds parm2 pour
les parame`tres choisis). Pour un re´seau dense, l’ame´lioration n’est pas toutefois signi-
ficative car le nombre de signaux ayant une puissance e´leve´e augmente naturellement
avec la densite´.
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Figure 3.5 Puissances rec¸ues e´gales : bornes infe´rieures et re´sultats expe´rimentaux
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Figure 3.6 E´vanouissement de Rayleigh : bornes infe´rieures et re´sultats expe´rimentaux
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Figure 3.7 Inversion du canal : bornes infe´rieures et re´sultats expe´rimentaux
La figure 3.8 pre´sente une comparaison entre les trois cas conside´re´s avec ou sans
soustraction du signal le plus e´leve´. Conside´rant un re´cepteur conventionnel (K = 0),
on remarque que l’approche de l’inversion du canal de´grade les performances par rap-
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port au cas sans inversion du canal. Cette de´gradation s’explique de la fac¸on suivante.
Soit un interfe´rent ayant un mauvais canal vis a` vis son propre re´cepteur et un bon
canal vis a` vis le re´cepteur conside´re´. Lorsque cet interfe´rent effectue une inversion
de son canal, il augmente conside´rablement le niveau de l’interfe´rence. Cet effet a e´te´
aussi constate´ dans [74]. Une soustraction comple`te du signal le plus e´leve´ permet
de corriger cet inconve´nient et d’approcher les performances de celles du cas sans
e´vanouissement. La figure 3.9 pre´sente les courbes de probabilite´ de non disponibilite´
avec une soustraction partielle du signal le plus e´leve´. Sur cette figure on observe que
la performance est tre`s sensible au parame`tre ξ. Ce fait est pre´visible et cohe´rant
avec l’analyse e´labore´e. En effet durant cette analyse on a conclu que la puissance du
signal le plus e´leve´ est celle qui de´termine essentiellement le niveau de la probabilite´
de non disponibilite´. Ainsi, ne pas soustraire avec une bonne pre´cision ce signal ne
procure pas un avantage important en termes de l’ame´lioration de performances.
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Figure 3.8 Comparaison des performances avec soustraction du signal le plus e´leve´ :
Puissances rec¸ues de´terministes, e´vanouissement de Rayleigh, inversion du canal.
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Figure 3.9 Effet du parame`tre ξ sur la probabilite´ de non disponibilite´.
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3.6 Conclusion
Le pre´sent chapitre a fourni une analyse the´orique des performances de la tech-
nique de soustraction de l’interfe´rence dans les re´seaux ad hoc. Plus spe´cifiquement
le re´seau ad hoc est conside´re´ a` un instant donne´e avec un nombre et des posi-
tions ale´atoires des e´metteurs. Cette configuration engendre un champ d’interfe´rence
ale´atoire dont les proprie´te´s probabilistes ont e´te´ analyse´es. A` partir de cette analyse,
des bornes serre´es sur la probabilite´ de non disponibilite´ ont e´te´ de´rive´es en utili-
sant un mode`le ge´ne´ral de distribution de l’atte´nuation du canal et des puissances de
transmission. Ces bornes ont e´te´ valide´es par des simulations et applique´es sur trois
sce´narios diffe´rents.
Les re´sultats analytiques et expe´rimentaux ont montre´ que l’efficacite´ de la soustrac-
tion de l’interfe´rence est de´termine´e en premier lieu par la pre´cision de ce traitement.
Cette pre´cision de´pend entres autres de la qualite´ de l’estimation du canal et du rap-
port entre la puissance du signal interfe´rent traite´ et le restant des signaux. Ainsi, ap-
pliquer la soustraction de l’interfe´rence avec un facteur d’erreur important ne permet
pas une ame´lioration significative meˆme avec un nombre e´leve´ de signaux interfe´rents
traite´s.
Par contre, une ame´lioration nette est obtenue en traitant un seul interfe´rent avec
une bonne pre´cision. Par ce fait, il est utile de fournir plus d’effort sur la pre´cision du
traitement qu’augmenter la complexite´ par le nombre de signaux traite´s.
Durant l’e´tude, le terme du bruit a e´te´ ne´glige´. Cette mesure est prise d’un coˆte´ pour
alle´ger les calculs. D’un autre coˆte´, ce terme n’influence pas les conclusions dans le
contexte courant. En effet, la soustraction d’interfe´rence est un traitement qui n’im-
plique pas de transformation sur le bruit. Dans le chapitre suivant, un traitement qui
effectue une telle transformation sera e´tudie´ et le terme du bruit sera re´inte´gre´.
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Chapitre 4
Analyse du potentiel des syste`mes
d’antennes multiples dans les
re´seaux ad hoc
4.1 Introduction
Ce chapitre analyse le potentiel de l’utilisation de syste`me d’antennes dans les
re´seaus ad hoc. Ce sujet a e´te´ pre´ce´dement conside´re´ dans la litte´rature sous plu-
sieurs angles. La section 1.3.2 a pre´sente´ l’un de ces angles, a` savoir l’exploitation
des antennes directionnelles dans la conception des protocoles d’acce`s ou de routage.
Dans ce travail, on s’inte´resse a` l’aspect du traitement de signal associe´ aux antennes
multiples au niveau du re´cepteur. Plus spe´cifiquement on se propose d’identifier la dis-
tribution du SINR a` la sortie du syste`me d’antennes. Dans [75,76] des caracte´risations
du SINR sont pre´sente´es pour le re´cepteur avec combinaison a` ratio maximal (MRC)
et le re´cepteur avec forc¸age a` ze´ro (ZF). Ces deux approches fournissent respective-
ment un gain en diversite´ et un gain en terme d’atte´nuation de l’interfe´rence. Dans
ce qui suit, on propose d’e´tudier la distribution du SINR re´sultant de l’application
de l’approche optimale au sens de la maximisation du SINR, a` savoir la re´cepteur
MMSE.
La deuxie`me section commence par un rappel du mode`le du re´seau adopte´. L’expres-
sion formelle de l’interfe´rence a` la sortie du syste`me d’antennes est ensuite donne´e.
Dans la troisie`me section, la de´rivation exacte de la distribution du SINR est four-
nie pour le re´cepteur MMSE. Une discussion du re´sultat ainsi que des exemples
nume´riques sont pre´sente´s respectivement aux sections 4.3.1 et 4.4
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4.2 Mode`le du re´seau et expression de l’interfe´-
rence
D’une fac¸on similaire aux chapitres pre´ce´dents, a` une pe´riode de temps, l’ensemble
des e´metteurs dans le re´seau est compose´ par un nombre de nœuds distribue´s suivant
un processus ponctuel de Poisson Φm = {Xi ∈ R2, λ, i ∈ N}, ou` Xi sont les positions
des nœuds. Ces nœuds utilisent une antenne a` l’e´mission et L antennes a` la re´ception.
Les canaux entre les antennes e´mettrices et les antennes re´ceptrices sont sujets a` des
e´vanouissements complexes inde´pendants et identiquement distribue´s suivant une loi
Gaussienne de moyenne nulle et de variance unitaire. Ainsi, le signal perc¸u par un
re´cepteur typique prend la forme :
x = d−α/2r crsr +
∑
Xk∈Φm
|Xk|−α/2cksk + n (4.1)
ou` cr, ck, k ∈ N, sont les vecteurs de propagation de dimension L, respectivement
du signal d’inte´reˆt et des signaux d’interfe´rence. Le vecteur n mode´lise un bruit
additif complexe blanc et Gaussien de moyenne nulle et de variance σ2. Tous les
nœuds utilisent la meˆme puissance de transmission unitaire. Le signal rec¸u est donc
forme´ par L copies du signal original a` diffe´rents gains et phases corrompues par
l’interfe´rence et le bruit. Il est ensuite pre´traite´ pour en extraire une statistique de
de´cision. Ce pre´traitement consiste a` lui appliquer un vecteur de poids choisi suivant
les statistiques observe´es du signal rec¸u. Le signal obtenu a` la sortie des antennes
multiples s’exprime alors comme suit :
y = wTx (4.2)
ou` w est le vecteur de poids et l’ope´rateur T de´signe le transpose´ conjugue´. Ainsi le
rapport signal a` interfe´rence plus bruit est :
SINR =
{
wTcrc
T
rw
wT (RI + σ2IL)w
}
(4.3)
ou` IL est la matrice identite´ de dimension L × L. La matrice RI est la matrice de
covariance de l’interfe´rence exprime´e par : RI =
∑
Xk∈Φm |Xk|−αckcTk .
Plusieurs approches peuvent eˆtre conside´re´es pour le choix du vecteur w [77]. Les
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plus simples consistent a` appliquer des poids e´gaux ou` a` se´lectionner la copie la
moins bruite´e. Des approches plus sophistique´es tendent a` combiner ces copies pour
optimiser un crite`re donne´. On peut penser a` combattre l’e´vanouissement du signal
en se´lectionnant des poids proportionnelle aux gains des canaux des antennes. Cette
approche, de´signe´e par combinaison a` ratio maximal MRC (Maximal Ratio Com-
bining), permet de maximiser le rapport signal a` bruit et de fournir un ordre de
diversite´ e´gal au nombre d’antennes re´ceptrices. Cependant, elle ne tient pas compte
de la contribution de l’interfe´rence dans chaque branche. Par conse´quent, le signal
re´sultant peut contenir de forte proportion d’interfe´rence. Une deuxie`me technique,
de´signe´e par forc¸age a` ze´ro (Zero Forcing, ZF) consiste a` re´duire l’interfe´rence dans
le signal re´sultant. En effet, le vecteur de poids est choisi de telle sorte qu’il soit per-
pendiculaire a` l’espace forme´ par les L−1 signaux d’interfe´rence ayant les puissances
rec¸ues les plus e´leve´es. Ceci permet de supprimer l’effet de L−1 interfe´rents. En contre
partie, ce traitement ne permet pas d’avoir des gains en diversite´. Le vecteur poids
qui fournit le meilleur compromis entre la re´duction de l’interfe´rence et la diversite´,
dans le sens qu’il maximise le rapport signal a` interfe´rence plus bruit ve´rifie :
wOC = argmax
w
{
wTcrc
T
rw
wT (RI + σ2IL)w
}
(4.4)
La solution a` ce proble`me est de´signe´e par combinaison optimale (Optimum Combi-
ning) et correspond au vecteur suivant [77,78] :
wOC = (RI + σ
2IL)
−1cr (4.5)
Le vecteur wOC maximise le SINR et permet e´galement de minimiser l’erreur qua-
dratique moyenne (MMSE). En appliquent ce vecteur le SINR re´sultant est :
β = d−αr c
T
r (RI + σ
2IL)
−1cr (4.6)
4.3 De´rivation exacte de la distribution du SINR
La distribution du SINR de´pend du choix de la transformation du signal rec¸u
de´termine´e par le vecteur w. Dans [75] les auteurs ont e´labore´ des analyses de
cette distribution pour des techniques de re´cepteurs qui conside`rent uniquement les
52
canaux entre le re´cepteur et l’e´metteur d’inte´reˆt. Plus pre´cise´ment, cette analyse
s’inte´resse particulie`rement a` des techniques telles que la combinaison a` ratio maxi-
mal ou se´lective. Dans ce contexte, les statistiques de l’interfe´rence restent semblables
a` celle du cas d’une unique antenne a` la re´ception sous un e´vanouissement de Rayleigh.
Afin d’illustrer cet effet, on conside`re comme exemple l’approche MRC. Le vecteur
de poids qui lui est associe´ est e´gal au vecteur de propagation de l’e´metteur d’inte´reˆt.
En ne´gligeant le bruit, le SIR est :
SIR =
|cr|2d−αr∑
Xi∈Φm |
c
T
r
|cr|ci|2|Xi|−α
(4.7)
E´tant donne´e que les vecteurs cr et ci sont inde´pendants et Gaussiens, la distribution
de leur produit est elle-meˆme Gaussienne [79]. Ainsi, les coefficients associe´s aux |Xi|
dans la somme de l’expression pre´ce´dente sont exponentiellement distribue´s. D’un
autre coˆte´, le coefficient |cr|2 est distribue´ suivant la loi chi-carre´ a` 2L degre´s de
liberte´ χ22L. La distribution du SIR ve´rifie :
P (SIR ≤ β) =
∫ ∞
0
Fχ22L(gβd
α
r )fIΦm (g)dg
= 1−
∫ ∞
0
L−1∑
i=0
(gβdαr )
i
i!
exp (−gβdαr )fIΦm (g)dg
= 1−
L−1∑
i=0
(−γ)i
i!
di
dγi
L(IΦ(γ)) (4.8)
avec γ = βdαr , L(IΦm(γ)) = exp (−λ∆γ2/α) est la transforme´e de Laplace du processus
ponctuel de Poisson avec un e´vanouissement de Rayleigh et ∆ = 2π/αΓ(2/α)Γ(1 −
2/α).
Des arguments similaires permettent de de´duire la distribution du SINR re´sultant
de l’application des techniques de transmission a` ratio maximal MRT, des antennes
sectorielles ainsi que de transmission avec codage en bloc spatio-temporel [75]. Il est
de´montre´ dans [75] qu’en pre´sence de l’interfe´rence cette classe d’approches ne fournit
pas un gain significatif.
Dans [76] une e´tude des performances du re´cepteur avec forc¸age a` ze´ro est e´labore´e.
Cette e´tude fournit des bornes infe´rieures sur la probabilite´ de non disponibilite´ de lien
dans un re´seau ad hoc stochastique sans bruit. La borne infe´rieure donne´e n’est pas
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simple a` e´valuer nume´riquement et perd de la pre´cision quand le nombre d’antennes
est e´leve´. Ne´anmoins, elle montre l’ordre de performance re´sultant de l’utilisation de
toutes les antennes pour l’annulation de l’interfe´rence.
Dans ce qui suit, nous proposons d’e´valuer les performances de la technique qui com-
prend aussi bien le pouvoir de suppression de l’interfe´rence qu’un gain de diversite´, a`
savoir la technique de combinaison optimale ou MMSE. La difficulte´ majeure concer-
nant l’analyse de cette technique provient du fait que le vecteur de poids contient
des e´le´ments de l’interfe´rence et du signal lui meˆme. Une difficulte´ supple´mentaire
dans le contexte d’inte´reˆt provient du caracte`re ale´atoire des puissances rec¸ues. Ces
e´le´ments conduisent a` un syste`me probabiliste complexe. Dans le but d’alle´ger l’ana-
lyse, ce syste`me est de´compose´ en deux niveaux. Premie`rement la distribution du
SINR conditionne´e a` une re´alisation du re´seau est conside´re´e. Ensuite, la probabilite´
inconditionnelle est analyse´e.
On conside`re une re´alisation arbitraire du re´seau sur un disque fini D de rayon d et
on de´note par N le nombre de noeuds dans ce disque. Dans cette premie`re e´tape le
proble`me se re´sume a` de´terminer la distribution des valeurs propres de la matrice
ale´atoire de´finie par M = (CPCT + σ2IL). Chaque colonne de la matrice ale´atoire
C repre´sente les coefficients du canal d’un nœud. Par conse´quent, les colonnes de
C sont identiquement et inde´pendamment distribue´es suivant la loi Normale multi-
dimensionnelle. La matrice P = diag(|X1|−α, |X2|−α, · · ·) est une matrice diagonale
forme´e par des e´le´ments re´els qui repre´sentent les puissances rec¸ues des e´metteurs.
Le proble`me de´crit a suscite´ beaucoup d’inte´reˆt aussi bien dans la litte´rature de la
the´orie de probabilite´ que celle de communication sans fil. Les re´sultats les plus si-
gnificatifs peuvent eˆtre regroupe´s en deux classes.
La premie`re classe comprend des re´sultats de nature asymptotiques qui de´coulent
initialement des travaux de Silverstein et Bai [80]. En effet dans [80] les auteurs
de´montrent que, sous l’hypothe`se que le nombre de nœuds et d’antennes tendent
vers l’infini a` un taux fixe (le rapport entre ces deux quantite´s est fixe), les valeurs
propres des matrices ale´atoires de la meˆme forme que M convergent vers des valeurs
de´terministes. Ce re´sultat est utilise´ dans des divers travaux dont [81] et [82]. Ces
travaux ont fourni des expressions simples de la moyenne et de la variance du SINR
pour le re´gime asymptotique. Dans le contexte conside´re´ ici, ces re´sultats ne peuvent
pas eˆtre utilise´es directement bien que le nombre de nœuds soit grand (la surface
du re´seau est grande). En effet, il a e´te´ e´tabli dans le chapitre pre´ce´dent que l’in-
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terfe´rence globale est uniquement de´termine´e par quelques uns de ces composantes.
De plus, l’objectif de ce travail est de quantifier l’apport de l’utilisation d’un nombre
raisonnable d’antennes dans les re´seaux ad hoc.
La deuxie`me classe de re´sultats de´coulent des travaux de Khatri [83]. Ces travaux ont
permis de de´river la distribution des matrices ale´atoires quadratiques ayant la meˆme
forme que CPCT . A` partir de ces travaux, Shah et Haimovich [84] ont montre´ qu’en
ne´gligeant le terme du bruit, le SIR suit la distribution suivante :
fβ(β) =
Γ(N + 1)
Γ(L)Γ(N + 1− L)
βL−1qN+1
(1 + qβ)N+1
|P|−1H(N)0 (N + 1; IN − qP−1,Z) (4.9)
ou` H
(N)
0 est la fonction hyperge´ome´trique a` arguments matriciels, Z = diag[(1 +
qβ)−1, IL−1], q est une constante particulie`re et Γ(·) est la fonction gamma.
Le re´sultat de l’expression (4.9) est largement applique´ pour l’analyse du re´cepteur
MMSE pour diffe´rents types de modulations [85–88] dans le contexte de puissances
de´terministes. L’expression (4.9) n’est pas simple vu qu’elle contient la fonction hy-
perge´ome´trique a` arguments matriciels. Par conse´quent, il n’est pas facile de l’appli-
quer directement pour en extraire la distribution du SINR inconditionnelle. Dans [89]
et [90], les auteurs ge´ne´ralisent le re´sultat pre´ce´dent en incluant le terme du bruit. A`
la suite de manipulations judicieuses des proprie´te´s de la fonction hyperge´ome´trique,
ils aboutissent a` la forme suivante de la fonction de re´partition du SINR :
Fβ(β|N,X1 · · ·XN) = 1−
∑L−1
i=0 ai(βd
α
r )
i
exp (σ2βdαr )
∏N
j=1(1 + |Xj|−αβdαr )
(4.10)
ou` ai, i = 0 · · ·L − 1 sont les L premiers coefficients de la se´rie de Taylor de
exp(σ2β)
∏N
j=1(1 + |Xj|−αβ).
Une observation imme´diate est que L = 1 correspond au cas simple de canal a`
e´vanouissement de Rayleigh. Dans ce cas particulier la comple´mentaire de la fonction
de re´partition est simplement la fonction caracte´ristique de la somme de l’interfe´rence
et du bruit [91]. Ceci est cohe´rent avec l’expression (4.10). En effet,
∏N
j=1(1+|Xj|−αγ)−1
repre´sente la fonction caracte´ristique d’une somme ponde´re´e (avec des poids e´gaux a`
|Xj|−α) de N variables ale´atoires inde´pendantes de distribution exponentielle. E´tant
donne´e que la fonction caracte´ristique de l’interfe´rence ge´ne´re´e par un processus ponc-
tuel de Poisson est connue [59, 61, 92–95], la de´rivation pour le cas L = 1 est rela-
tivement triviale. Pour un nombre d’antennes arbitraire, nous e´tablissons le lemme
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suivant :
Lemme 4.3.1. La probabilite´ de non disponibilite´ pour un re´cepteur MMSE avec un
nombre arbitraire d’antennes L est :
Fγ(γ, λ) = 1−
L−1∑
i=0
(λ∆γ2/α + σ2γ)i
i!
exp(−λ∆γ2/α − σ2γ)
(4.11)
ou` ∆ = π2/αΓ(2/α)Γ(1− 2/α) et γ = βdαr .
De´monstration. Les coefficients ai dans l’e´quation (4.10) peuvent eˆtre exprime´s d’une
manie`re simple. En effet, le de´veloppement de Taylor du de´nominateur de (4.10)
donne :
exp(σ2γ)
N∏
j=1
(1 + |Xj|−αγ) =
∞∑
k=0
(σ2)k
k!
γk
N∑
i=0
bi(|X1|−α, · · · , |XN |−α)γi (4.12)
ou` bi(|X1|−α, · · · , |XN |−α) =
∑
1≤j1<···<ji≤N |Xj1|−α|Xj2|−α · · · |Xji|−α pour 1 ≤ i ≤ N
et b0 = 1. Par conse´quent on obtient :
ai =
i∑
k=0
(σ2)i−k
(i− k)!bk(|X1|
−α, · · · , |XN |−α) i = 0 · · ·L− 1 (4.13)
A` partir des e´quations (4.10) et (4.13) et en prenant la moyenne par rapport aux posi-
tions des e´metteurs et a` leur nombre, la comple´mentaire de la fonction de re´partition
du SINR est :
F¯γ(γ, λ) = exp(−σ2γ)EN


L−1∑
i=0
min(i,N)∑
k=0
(σ2γ)i−k
(i− k)! E|X1|−α,··· ,|XN |−α
[
bk(|X1|−α, · · · , |XN |−α)γk∏N
j=1(1 + |Xj |−αγ)
]
︸ ︷︷ ︸
(1)


(4.14)
Chaque coefficient bk(P1, · · · , PN), k = 1 · · ·L − 1, est compose´ d’une somme des
produits des e´le´ments de toutes les combinaisons possibles de k e´le´ments parmi l’en-
semble {|Xj|−α, j = 1 · · ·N}. Sachant que les positions des nœuds sont identiquement
et inde´pendamment distribue´es, la deuxie`me moyenne dans l’e´quation pre´ce´dente se
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simplifie comme suit :
(1) = E|X1|−α,··· ,|XN |−α
[
bk(|X1|−α, · · · , |XN |−α)γk∏N
j=1(1 + |Xj |−αγ)
]
= CkNE|X1|−α,··· ,|XN |−α
[
|X1|−α · · · |Xk|−αγk∏k
j=1(1 + |Xj |−αγ)
1∏N
j=k+1(1 + |Xj |−αγ)
]
= CkNE|X1|−α
[ |X1|−αγ
(1 + |X1|−αγ)
]k
E|X1|−α
[
1
(1 + |X1|−αγ)
]N−k
(4.15)
ou` CkN est le nombre de combinaisons de taille k d’un ensemble de taille N . Pour
calculer E|X1|−α
[
|X1|−α
(1+|X1|−αγ)
]
, il suffit d’utiliser le fait que, pour N fixe´ dans une re´gion
finie D, les nœuds sont uniforme´ment distribue´s. Par conse´quent on obtient :
E|X1|−α
[ |X1|−α
(1 + |X1|−αγ)
]
=
1
πd2
∫
D
|x|−α(1 + |x|−αγ)−1dx (4.16)
et de meˆme :
E|X1|−α
[
1
(1 + |X1|−αγ)
]
=
1
πd2
∫
D
(1 + |x|−αγ)−1dx (4.17)
E´tant donne´e que le nombre de nœuds suit une distribution de Poisson et en utilisant
(4.16) et (4.17), la comple´mentaire de la fonction de re´partition du SINR devient :
F¯γ(γ, λ) = exp(−σ2γ)
∞∑
N=0
L−1∑
i=0
min(i,N)∑
k=0
N !
k!(N − k)!(i− k)! (σ
2)i−kγi−k
(
1
pid2
∫
D
|x|−αγ
1 + |x|−αγ dx
)k
·
(
1
pid2
∫
D
1
1 + |x|−αγ
)N−k (λpid2)N
N !
exp(−λpid2)
= exp(−σ2γ)
L−1∑
i=0
i∑
k=0
∞∑
N=k
(σ2γ)i−k
k!(i− k)!
(
λ
∫
D
|x|−αγ
1 + |x|−αγ dx
)k
·
1
(N − k)!
(
λ
∫
D
1
1 + |x|−αγ
)N−k
exp(−λpid2) (4.18)
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Sachant que πd2 =
∫
D
1dx, l’expression pre´ce´dente se simplifie comme suit :
F¯γ(γ, λ) = exp(−σ2γ)
L−1∑
i=0
i∑
k=0
1
k!(i− k)! (σ
2γ)i−k
(
λ
∫
D
|x|−αγ
1 + |x|−αγ dx
)k
exp(λ
∫
D
(
1
1 + |x|−αγ−1)dx)
(4.19)
A` la limite d’une re´gion D infinie, les inte´grales dans (4.19) sont e´value´es comme suit :
∫
R2
((1 + |x|−αγ)−1 − 1)dx =
∫ ∞
0
∫ 2π
0
((1 + r−αγ)−1 − 1)rdθdr
= −2π
∫ ∞
0
r−α+1
1 + r−αγ
dr
(4.20)
Soit y = rαγ, l’expression pre´ce´dente devient :
∫
R2
((1 + |x|−αγ)−1 − 1)dx = −2πγ
2/α
α
∫ ∞
0
y1−2/α
1 + y
dy
= −2πγ
2/α
α
Γ(2/α)Γ(1− 2/α)
= −γ2/α∆
(4.21)
D’un autre coˆte´ on a :∫
R2
|x|−αγ
1 + |x|−αγ dx = −
∫
R2
((1 + |x|−αγ)−1 − 1)dx (4.22)
Finalement on obtient :
F¯γ(γ, λ) = exp(−σ2γ)
L−1∑
i=0
i∑
k=0
1
k!(i− k)!(σ
2γ)i−k
(
γ2/αλ∆
)k
exp(−γ2/αλ∆)
=
L−1∑
i=0
(σ2γ + γ2/αλ∆)i
i!
exp(−γ2/αλ∆− σ2γ)
(4.23)
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4.3.1 Discussion du re´sultat
L’expression (4.11) de la probabilite´ de non disponibilite´ de lien a une forme
simple. Les effets des diffe´rents parame`tres sur les performances globales du re´seau
s’obtiennent facilement. De plus, cette expression pre´sente clairement le compromis
entre la diversite´ et la suppression de l’interfe´rence.
Re´gime a` haut niveau de bruit et a` faible interfe´rence
Dans le cas ou` le niveau de l’interfe´rence est ne´gligeable par rapport a` celui du
bruit, la probabilite´ de non disponibilite´ se simplifie a` :
Fγ(γ) = 1−
L−1∑
i=0
(σ2γ)i
i!
exp(−σ2γ) (4.24)
Comme attendu, l’e´quation (4.24) repre´sente l’expression classique de la fonction de
re´partition de la distribution khi-carre´. Cette dernie`re correspond a` la distribution
du SNR re´sultant de l’application de l’approche de combinaison a` ratio maximal.
Cette dernie`re est e´quivalente a` la technique de combinaison optimale en absence de
l’interfe´rence.
Re´gime a` bruit ne´gligeable
Dans le cas de faible bruit, la probabilite´ de non disponibilite´ de lien devient :
Fγ(γ, λ) = 1−
L−1∑
i=0
(γ2/αλ∆)i
i!
exp(−γ2/αλ∆) (4.25)
L’e´quation (4.25) correspond, a` un facteur pre`s, a` la probabilite´ que la Lie`me plus forte
puissance rec¸ue est infe´rieure au seuil γ [73]. Ceci n’est pas surprenant e´tant donne´e
les proprie´te´s de l’interfe´rence. En effet, comme e´tabli dans le chapitre pre´ce´dent,
pour un exposant d’atte´nuation α > 2, la distribution de l’interfe´rence est subexpo-
nentielle. Soient |X(1)|−α ≫ |X(2)|−α ≫ |X(3)|−α ≫ · · · les puissances rec¸ues trie´es
par ordre de´croissant. La matrice ale´atoire (CPCT )−1 est d’ordre L avec probabilite´
1. Les L valeurs propres de cette matrice peuvent eˆtre approche´es par 1/|X(i)|−α,
i = 1 · · ·L [96]. La valeur propre maximale est donc approximativement e´gale a`
1/|X(L)|−α. Par conse´quent, l’e´ve`nement de non disponibilite´ correspond approxima-
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tivement a` l’e´ve`nement |X(L)| < γ1/α. En d’autres termes, pour re´ussir une commu-
nication, le Lie`me plus fort interfe´rent doit eˆtre en dehors du disque de rayon γ1/α ce
qui est exprime´ a` un facteur pre`s par l’e´quation (4.25).
Comparaison avec des re´sultats asymptotiques
Dans [97], une e´tude asymptotique est e´labore´e pour l’analyse de performance du
de´tecteur MMSE dans le contexte des re´seaux ad hoc stochastiques. Cette e´tude se
base sur les proprie´te´s des matrices ale´atoires de grande dimension. Elle aboutit a` la
relation suivante ve´rifie´e par la moyenne du SINR :
λ∆d−2r E[SINR]
2/α + σ2d−αr E[SINR] ≈ L (4.26)
La relation pre´ce´dente indique qu’a` faible bruit la moyenne du SINR est de l’ordre de
E[SINR] ≈ Lα/2
λα/2∆α/2
d−αr et de l’ordre de E[SINR] ≈ Lσ2d−αr a` faible interfe´rence. Ceci
est en parfaite cohe´rence avec le lemme 4.3.1. En effet, a` partir de la comple´mentaire
de la fonction de re´partition du SINR, un calcul imme´diat donne que la moyenne du
SINR pour les deux cas est respectivement e´gale a` E[SINR] = Γ(L+α/2)
λα/2∆α/2(L−1)!d
−α
r et a`
E[SINR] = L
σ2
d−αr . Les deux re´sultats co¨ıncident asymptotiquement (quand L tend
vers l’infini).
4.4 Re´sultats nume´riques
Les simulations sont effectue´es avec les parame`tres suivants : l’exposant d’atte´-
nuation est α = 3.5, le seuil du SINR est β = 3dB et la distance entre l’e´metteur
et le re´cepteur est dr = 10m. La figure 4.1 montre les re´sultats analytiques et
expe´rimentaux de la probabilite´ de non disponibilite´ en fonction de la densite´ des
e´metteurs et du nombre d’antennes re´ceptrices. Les simulations de Monte Carlo
montrent que les courbes the´oriques et expe´rimentales co¨ıncident. La figure 4.2 pre´sente
une comparaison des performances des techniques de forc¸age a` ze´ro, de combinaison
a` ratio maximal et de combinaison optimale. Clairement cette dernie`re surpasse les
deux premie`res. Bien que l’approche MRC fournisse un gain de diversite´, ceci s’ave`re
insuffisant en pre´sence de l’interfe´rence. L’approche ZF tend de son coˆte´ de re´duire
l’effet de L − 1 signaux interfe´rents, sans tenir compte de leur puissances relatives
vis a` vis du signal d’inte´reˆt. L’approche MMSE permet d’avoir le meilleur compromis
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entre la diversite´ et la suppression de l’interfe´rence. En effet, dans l’environnement
d’inte´reˆt il y a aussi bien des forts que des faibles signaux d’interfe´rence. L’approche
MMSE assure la distinction entre ces signaux.
10−5 10−4 10−3 10−2 10−1
10−6
10−5
10−4
10−3
10−2
10−1
100
λ, densité: nombre de noeuds par m2
Pr
ob
ab
ili
té
 d
e 
no
n 
di
sp
on
ib
ili
té
 
 
L=1
L=2
L=3
L=4
Figure 4.1 Probabilite´ de non disponibilite´ du re´cepteur MMSE : re´sultats de simu-
lations (lignes pointille´es) et the´oriques (lignes continues) avec σ2 = −5.7dB
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Figure 4.2 Probabilite´ de non disponibilite´ : Combinaison a` ratio maximal, forc¸age
a` ze´ro et combinaison optimale avec L=3 et σ2 = 0.
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En pre´sence d’un nombreK,K < L, de signaux de puissances comparables ou plus
e´leve´es que le signal d’inte´reˆt, la technique MMSE utilise K antennes pour les annuler
et procure un gain en diversite´ a` travers les L − K degre´s de liberte´ restantes [98].
La figure 4.3 illustre ce fonctionnement. En effet, sur cette figure sont trace´es les
courbes analytiques des SINR moyens a` la sortie du re´cepteur MMSE en fonction
du nombre d’antennes, respectivement en conside´rant uniquement l’interfe´rence ou le
bruit. A` titre comparatif, les re´sultats de [97] sont repre´sente´s sur la meˆme figure. La
troisie`me courbe (ligne discontinue) pre´sente le SINR moyen a` la sortie des antennes
en pre´sence du bruit et de l’interfe´rence obtenue par simulation.
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Figure 4.3 La moyenne du SINR en fonction du nombre d’antennes : Re´sultats exacts
et asymptotiques.
Dans un milieu ou` le bruit est ne´gligeable par rapport a` l’interfe´rence, les an-
tennes sont utilise´es essentiellement pour re´duire cette dernie`re. Ceci se manifeste par
la tendance de la courbe du SINR moyen qui prend la meˆme tendance que celle de
la courbe du SINR a` interfe´rence seulement. Au fur et a` mesure que le nombre d’an-
tennes augmente, la part de l’interfe´rence dans le SINR moyen diminue et celle du
bruit augmente. Quand l’interfe´rence atteint un niveau comparable a` celui du bruit,
la courbe du SINR change de tendance et prend une allure semblable a` celle de la
courbe du bruit. Ce fait se traduit par la transition des antennes du mode d’annula-
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tion de l’interfe´rence au mode de diversite´.
Dans [99] un indicateur de capacite´ des re´seaux Ad Hoc est de´fini au moyen de la
probabilite´ de non disponibilite´. Cet indicateur, de´signe´ par capacite´ de transmis-
sion, mesure la densite´ maximale d’e´metteurs qui permet de grantir un seuil tole´rable
de non disponibilite´. Si ce seuil est note´ par ǫ, la capacite´ de transmission ve´rifie
λǫ = argmaxλ (P (SINR < β) < ǫ). La capacite´ de transmission dans le cas de l’ap-
proche MRC et ZF est respectivement de l’ordre de L
2/αǫ
∆γ2/α
et L
1−2/αǫ
∆γ2/α
[75,76]. Un calcul
imme´diat a` partir du re´sultat du lemme 4.3.1 indique que la capacite´ de transmission
du MMSE est de l’ordre de (L!ǫ)
1/L
∆γ2/α
. La figure 4.4 pre´sente la capacite´ de transmission
obtenue par simulation pour les trois approches.
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Figure 4.4 Densite´ de transmission maximale pour une contrainte sur la probabilite´
de non disponibilite´ ǫ = 10−2.
4.5 Conclusion
Ce chapitre a pre´sente´ une analyse de l’apport de l’utilisation de syste`mes d’an-
tennes dans les re´seaux ad hoc ale´atoires. Pre´cise´ment, l’approche de re´ception MMSE,
qui fournit le compromis optimal entre l’annulation de l’interfe´rence et la diversite´,
a e´te´ conside´re´e. Cette analyse a aboutie a` la de´rivation exacte de la distribution
63
du SINR et a montre´ le gain significatif procure´e par cette technique avec un petit
nombre d’antennes.
Dans ce travail, les antennes multiples ont e´te´ conside´re´es uniquement au niveau
du re´cepteur. La justification de ce choix est comme suit. D’une part, l’application
des techniques de transmission a` antennes multiples avec connaissance du canal est
couˆteuse dans un re´seau distribue´. D’autre part, l’utilisation des antennes multiples a`
l’e´mission sans connaissance du canal a l’inconve´nient d’amplifier l’interfe´rence. Ainsi,
dans un tel environnement, il est spectralement plus efficace d’utiliser une antenne a`
l’e´mission et plusieurs antennes a` la re´ception [100].
Les analyses effectue´es jusqu’a` ici conside`re des communications directes (a` un saut).
Dans le chapitre suivant, les communications multi-saut sont conside´re´es.
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Chapitre 5
Impact du traitement de
l’interfe´rence sur la connectivite´ et
les communications multi-saut
5.1 Introduction
Dans les deux chapitres pre´ce´dents nous avons de´rive´ la probabilite´ de dispo-
nibilite´ de lien (ou des bornes sur celle-ci) a` une distance arbitrairement fixe´e. Ce
chapitre s’inte´resse a` l’e´tude de mesures de performance plus e´labore´es qui prennent
en compte des sce´narios et des strate´gies de communication multi-sauts. E´tant donne´
que les expressions de la probabilite´ de lien de´rive´es de la techniques de soustraction
de l’interfe´rence et du re´cepteur MMSE prennent la meˆme forme les analyses seront
pre´sente´s uniquement pour le cas du re´cepteur MMSE. Les conclusions qui seront
e´tablies pour ce dernier seront e´galement valides pour le cas de l’approche de sous-
traction de l’interfe´rence.
Dans la deuxie`me section, la probabilite´ d’un lien est traduite en des moyennes spa-
tiales de performance, notamment du nombre moyen de liens qui peuvent eˆtre e´tablis
simultane´ment par pe´riode de temps et unite´ de surface et la densite´ de progre`s. La
densite´ de progre`s mesure la distance moyenne traverse´e par l’ensemble des paquets
transmis par pe´riode de temps et unite´ de surface . Ces indicateurs locaux de perfor-
mance permettent de quantifier localement l’apport des techniques de traitement de
l’interfe´rence. Ces mesures sont de´signe´es par le terme local e´tant donne´ que jusqu’a`
pre´sent seuls les e´metteurs interviennent dans leur de´rivation. La troisie`me section
consiste en une application directe de ces mesures pour l’analyse de la connectivite´
en fonction du nombre d’antennes.
La quatrie`me section e´tablit des analyses de deux diffe´rents sce´narios de communica-
tion dans les re´seaux ad hoc multi-saut. Le premier sce´nario se base sur le principe de
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l’exploitation de la diversite´ de la file d’attente de chaque nœud. Le deuxie`me sce´nario
illustre le principe de communication et de routage opportuniste, ou` a` chaque nœud
est associe´ une destination particulie`re et la route vers cette destination est construite
a` la vole´e en fonction de l’e´tat instantane´ du re´seau.
5.2 Analyse de performance locale : densite´ de liens
et de progre`s
5.2.1 De´finition de la densite´ de liens et de progre`s
La section 2.4.2 a donne´ un exemple de relation qui peut eˆtre e´tablie entre la
probabilite´ de disponibilite´ de lien pour un e´metteur typique et des mesures de per-
formance plus e´labore´es. En effet, cet exemple concerne la relation entre la probabilite´
de lien et la moyenne spatiale du nombre de liens e´tablis par unite´ de surface. Par
la meˆme approche, la moyenne spatiale de la distance parcourue par les paquets
e´mis par pe´riode de temps peut eˆtre exprime´e. Soient dsucc(λ
t, dr, β) la densite´ de
liens e´tablis et dprog(λ
t, dr, β) la densite´ de progre`s. Ces deux mesures sont exprime´es
comme suit [101] :
dsucc(λ
t, dr, β, L) = λ
tPS(λ
t, dr, β, L) (5.1)
dprog(λ
t, dr, β, L) = λ
tdrPS(λ
t, dr, β, L) (5.2)
ou` λt est la densite´ des e´metteurs et PS est la probabilite´ de disponibilite´ de lien.
5.2.2 Optimisation locale de la densite´ de liens et de progre`s
La probabilite´ de disponibilite´ de lien est une fonction qui de´croˆıt avec la densite´
d’e´metteurs λt et la distance de transmission dr. Ceci implique de fortes de´pendances
et des compromis entre ces trois quantite´s. En effet, une faible densite´ d’e´metteur λt
engendre une probabilite´ de disponibilite´ e´leve´e ou permet d’e´tablir des communica-
tions de longues porte´es. Cependant, elle engendre une de´gradation de la re´utilisation
spatiale en termes du nombre de transmissions simultane´es. De meˆme, une courte
distance de transmission dr ame´liore la probabilite´ de disponibilite´ ou permet une
densite´ de transmission e´leve´e. Toutefois, cela implique une faible densite´ de progre`s
et par conse´quent un nombre e´leve´ de sauts ne´cessaires pour acheminer les paquets
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de leurs sources a` leurs destinations. Ceci signifie que le nombre de communications
effectives est faible re´duisant ainsi l’efficacite´ spectrale. On peut penser a` optimiser la
densite´ de transmissions re´ussies et la densite´ de progre`s suivant λt et dr. En d’autre
termes, on de´finit λtmax et drmax comme suit :
λtmax = arg max
0≤λt<∞
dsucc(λ
t, dr, β, L). (5.3)
drmax = arg max
0≤dr<∞
dprog(λ
t, dr, β, L). (5.4)
Par de´rivation de dsucc(λ
t, dr, β, L) et dprog(λ
t, dr, β, L) respectivement par rapport a`
λt et dr, nous obtenons :
λtmax =
C1(L)
∆β2/αd2r
(5.5)
drmax =
√
C2(L)
∆β2/αλt
(5.6)
ou` ∆ = 2/απΓ(2/α)Γ(1− 2/α). Les parame`tres C1 et C2 de´pendent uniquement
du nombre d’antennes L. Ils correspondent aux racines re´elles positives de f1 et f2
respectivement, avec :
f1(t) =
L−1∑
i=0
ti
i!
− t
L
(L− 1)! .
f2(t) =
L−1∑
i=0
ti
i!
− 2 t
L
(L− 1)! .
Ainsi, la densite´ de liens et la densite´ de progre`s correspondantes sont :
dsucc(λ
t
max, dr, β, L) =
Cs(L)
∆β2/αd2r
(5.7)
dprog(λ
t, drmax, β, L) =
Cp(L)√
∆λtβ1/α
(5.8)
avec Cs(L) =
CL+11 (L)
(L−1)! exp (−C1(L)) et Cp(L) = 2C2(L)
L+1/2
(L−1)! exp (−C2(L)). Le tableau
5.1 pre´sente les valeurs de ces deux parame`tres ainsi que ceux de C1(L) et C2(L)
pour un nombre d’antennes variant de 1 a` 4. A` partir de ces valeurs, on peut ob-
server le gain que procure l’utilisation des antennes multiples a` la re´ception. Par
exemple, une antenne supple´mentaire permet d’ame´liorer la densite´ de transmission
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par un facteur de 1.6 et la densite´ de liens par un facteur de 2.28. Les figures 5.1
et 5.2 pre´sentent sche´matiquement ces gains. Les expressions (5.7) et (5.8) illustrent
le compromis entre le choix de la longueur d’un saut et le taux de transmissions
simultane´es. En effet, la densite´ de communications re´ussies (respectivement la den-
site´ de progre`s) est inversement proportionnelle a` la distance dr (respectivement a` la
densite´ de transmission λt). Une tentative d’optimiser dsucc(λ
t
max, dr, β, L) (respecti-
vement dprog(λ
t, drmax, β, L)) par rapport a` dr (respectivement λ
t) donne la solution
dr = 0 (respectivement λ
t = 0). Ces solutions ne sont pas acceptables puisqu’elles im-
pliquent soit un progre`s nul, soit une densite´ de transmission e´gale a` 0. Ce re´sultat est
e´galement artificiel e´tant donne´ que la distance entre les paires e´metteur-re´cepteur
est suppose´e eˆtre une constante. Dans les sections suivantes, cette contrainte sera
modifie´e pour mettre en place des sce´narios qui tiennent compte des positions des
re´cepteurs potentiels.
L 1 2 3 4
C1 1
1+
√
5
2
2.27 2.95
Cs exp (−1) 0.84 1.37 1.95
C2 1/2 1 1.56 2.15
Cp 0.43 0.73 1 1.21
Tableau 5.1 Valeurs nume´riques des gains procure´s par la technique MMSE
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Figure 5.1 (a) Densite´ de transmission optimale et (b) densite´ de communications
re´ussies en fonction du nombre d’antennes avec β = 3dB, α = 3 et dr = 10m.
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Figure 5.2 (a) Distance de transmission optimale et (b) Densite´ de progre`s en fonc-
tion du nombre d’antennes avec β = 3dB, α = 3 et λt = 10−3.
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5.3 Impact de la re´duction de l’interfe´rence sur la
connectivite´
Les analyses de´veloppe´es pre´ce´demment supposent que la distance entre les paires
e´metteur-re´cepteur est fixe´e arbitrairement. Par la suite, cette contrainte est relaxe´e
en incluant des mode`les de re´cepteurs plus repre´sentatifs d’un re´seau ad hoc. En
effet, le mode`le de base repre´sente le re´seau par un processus ponctuel de Poisson
Φm. A` chaque pe´riode de temps, un nœud se place en e´mission avec une probabilite´
p et en re´ception avec une probabilite´ 1 − p. Il est utile de rappeler que ceci im-
plique, par proprie´te´ d’amincissement d’un processus de Poisson, que les ensembles
des e´metteurs et des re´cepteurs forment deux processus de Poisson inde´pendants Φtm
et Φrm de densite´s respectives λ
t = λp et λr = λ(1 − p). Le sce´nario conside´re´ dans
cette section suppose qu’a` chaque pe´riode de temps, un e´metteur vise tous les nœuds
en e´tat de re´ception. Ce sce´nario posse`de plusieurs interpre´tations pratiques. Deux
exemples imme´diats suivent. Le premier correspond a` un trafic multicast. Dans ce cas,
l’information transmise par chaque nœud a comme destination tous les autres nœuds
pre´sents dans le re´seau. Le deuxie`me exemple conside`re que les e´metteurs forment un
re´seau de capteurs. Les re´cepteurs sont les stations charge´es de collecter l’information
fournie par ces capteurs. Ainsi, on peut de´finir la connectivite´ d’un nœud comme
e´tant la moyenne du nombre de re´cepteurs qu’un nœud peut atteindre par pe´riode de
temps. E´galement, la probabilite´ d’isolement d’un e´metteur correspond a` l’e´ve´nement
que ce nœud ne peut e´tablir une communication avec aucun des nœuds en e´tat de
re´ception.
Formellement, on de´finit le graphe oriente´ de connectivite´ G = (V , E) comme suit :
L’ensemble des sommets V est constitue´ par l’ensemble des nœuds pre´sents dans le
re´seau. Une areˆte e ∈ E existe entre un nœud Xi et un nœud Xj si Xi est un e´metteur,
Xj est un re´cepteur et SINR
j
i > β. L’ensemble des areˆtes sortantes d’un e´metteur
Xi repre´sente les re´cepteurs possibles pour ce nœud (l’ensemble des nœuds en e´tat de
re´ception capables de capturer le signal e´mis par ce nœud). De meˆme, l’ensemble des
areˆtes entrantes d’un nœud Xi est constitue´ par l’ensemble des e´metteurs possibles
de celui-ci. Ainsi, on de´finit les ensembles ale´atoires suivants :
Douti = {Xj ∈ Φrm : (Xi, Xj) ∈ E}, Xi ∈ Φtm
Dini = {Xj ∈ Φtm : (Xj, Xi) ∈ E}, Xi ∈ Φrm (5.9)
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Le nombre Douti = card(Douti ) d’un e´metteur Xi est de´signe´ par le degre´ sortant de Xi.
Le degre´ sortant d’un e´metteur est le nombre de nœuds qui peuvent recevoir le paquet
transmis par ce nœud. De meˆme le degre´ entrant d’un re´cepteur Xi, D
in
i = card(Dini )
est le nombre d’e´metteurs dont les signaux sont capture´s par Xi.
Lemme 5.3.1. le degre´ sortant moyen d’un e´metteur et le degre´ entrant moyen d’un
re´cepteur sont respectivement e´gaux a` :
dout = E[Douti ] =
λr
λt
πL
β2/α∆
din = E[Dini ] =
πL
β2/α∆
(5.10)
De´monstration. Soit un e´metteur typique o place´ a` l’origine. On a :
E[Douto ] = E

 ∑
Xj∈Φrm
1(SINRjo>β)

 (5.11)
En appliquant le the´ore`me de Campbell-Mecke, l’expression (5.11) devient :
E[Douto ] =
∫
R2
PS(λ
t, |x|2, β)λrdx
= 2πλr
∫ ∞
0
PS(λ
t, r2, β)rdr
= 2πλr
∫ ∞
0
L−1∑
i=0
(λtβ2/α∆r2)i
i!
exp (−λtβ2/α∆r2)rdr
=
λr
λt
πL
β2/α∆
On proce`de de la meˆme manie`re pour la de´rivation de E[Dino ]. En effet, on conside`re
un re´cepteur typique o place´ a` l’origine et on a :
E[Dino ] = E

 ∑
Xj∈Φtm
1(SINRoj>β)


=
∫
R2
PS(λ
t, |x|2, β)λtdx
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Corollaire 5.3.2. Le degre´ d’un nœud, entrant ou sortant est :
d =
(1− p)πL
β2/αC
(5.12)
Le re´sultat s’obtient du fait que dout (respectivement din) est le nombre moyen
d’areˆtes dont la source (respectivement la destination) est un e´metteur (respective-
ment un re´cepteur). Sachant que la probabilite´ d’e´mission est p et celle de re´ception
est 1 − p, la moyenne spatiale du nombre d’areˆtes entrantes ou sortantes par nœud
est d = (1− p)din = pdout. Cette quantite´ repre´sente donc le nombre de communica-
tions rec¸ues ou achemine´es par nœud par pe´riode de temps. Le re´sultat du corollaire
5.3.2 indique que cette quantite´ croˆıt line´airement en fonction du nombre d’antennes
re´ceptrices. Le degre´ moyen sortant d’un nœud permet de de´river une borne infe´rieure
sur la probabilite´ d’isolement d’un nœud, ce qui nous etablissons dans le lemme sui-
vant :
Lemme 5.3.3. La probabilite´ d’isolement d’un e´metteur est :
Pi(λ
t, λr, β) ≥ exp (−dout) (5.13)
De´monstration. La de´monstration du lemme 5.3.3 est inspire´e de [102] ou` les auteurs
ont e´tudie´ la connectivite´ des re´seaux hybrides avec le re´cepteur conventionnel. Soit
un e´metteur typique o place´ a` l’origine, la probabilite´ d’isolement d’un e´metteur
correspond a` l’e´ve´nement qu’il ne peut communiquer avec aucun des re´cepteurs. En
d’autres mots, pour tout Xj ∈ Φrm, 1(o∈Dinj ) = 0 ou similairement 1 − 1(o∈Dinj ) = 1.
Ainsi, l’e´ve´nement d’isolement correspond a` :
{o est isole´} = {
∏
Xj∈Φrm
(1− 1(o∈Dinj )) = 1} (5.14)
Ainsi la probabilite´ d’isolement s’exprime :
Pi(λ
t, λr, β) = E

 ∏
Xj∈Φrm
(1− 1(o∈Dinj ))


= EΦtm

EΦrm

 ∏
Xj∈Φrm
(1− 1(o∈Dinj ))



 (5.15)
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La deuxie`me moyenne de l’expression pre´ce´dente a la forme d’une fonctionnelle ge´ne´-
ratrice des moments. Sachant que pour un processus ponctuel de Poisson la fonction-
nelle ge´ne´ratrice des moments Ψ(f) = EΦ[
∏
X∈Φ f(x)] est e´gale a` exp (−λ
∫
(1− f(x))dx)
[103], la probabilite´ d’isolement devient :
Pi(λ
t, λr, β) = EΦtm
[
exp (−λr
∫
R2
1(o∈Dinx )dx)]
]
(5.16)
Finalement, il suffit d’appliquer l’ine´galite´ de Jensen (pour toute fonction convexe f ,
E[f(x)] ≥ f(E[x])) pour aboutir a` :
Pi(λ
t, λr, β) ≥ exp (−λr
∫
R2
EΦtm [1(o∈dinx )]dx)
≥ exp (−λr
∫
R2
PS(λ
t, |x|2, β)dx) (5.17)
d’ou` l’expression (5.13).
La figure 5.3 pre´sente les re´sultats analytiques et expe´rimentaux sur la probabilite´
d’isolement, avec un SIR requis β = 1 et un exposant d’atte´nuation α = 3, en
fonction du rapport de la densite´ de transmission et de re´ception. Bien que le re´sultat
analytique soit une borne infe´rieure, on peut observer que ce n’est pas toujours le cas.
Ceci est duˆ au fait que l’analyse conside`re tout l’espace tandis que les simulations
sont effe´ctue´s sur une re´gion finie. Le fait que la courbe expe´rimentale soit au dessous
de la courbe analytique est un re´sultat de l’effet de bord. Ceci indique que la borne
infe´rieure est tre`s proche des valeurs exactes. Sur la figure on peut observer l’effet du
nombre d’antennes sur la re´duction de la probabilite´ d’isolement.
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Figure 5.3 Probabilite´ d’isolement : re´sultats analytiques et expe´rimentaux, β = 1
et α = 3.
5.4 Analyse du potentiel des communications op-
portunistes
Dans la section pre´ce´dente on a conside´re´ qu’a` chaque pe´riode de temps, un paquet
e´mis a pour destination tous les nœuds du re´seau. Dans cette section, on conside`re
qu’un e´metteur fait un choix parmi les nœuds en e´tat de re´ception. Ainsi, des hy-
pothe`ses supple´mentaires concernant ce choix doivent eˆtre pre´cise´es. Les protocoles
de communication classiques pre´cisent a` l’avance le chemin que doit suivre chaque
paquet d’information de sa source jusqu’a` sa destination et ce en fonction d’une liste
de nœuds. Cette approche est utile dans le cas ou` les liens sont de´terministes. La route
optimale peut donc eˆtre identifie´e a` l’avance. Ainsi, cette approche trouve toute sa
justification dans le contexte des communications filaires. Les communications sans
fil diffe`rent des communications filaires au moins sur deux aspects essentiels, a` savoir
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la nature de diffusion des canaux sans fil et l’aspect non de´terministe des liens. Par
conse´quent, un e´metteur ne peut pas de´terminer a` l’avance qui peut recevoir cor-
rectement ses donne´es. Le principe des communications opportunistes est d’agir en
conse´quence de l’e´tat instantane´ du re´seau au moment meˆme de la transmission, et
ce, suivant la qualite´ des canaux (niveau d’interfe´rence et e´vanouissements a` petite
et a` grande e´chelle) ; en d’autres termes, saisir les meilleures opportunite´s au fur et
a` mesure. Dans la suite, l’e´tude analytique de deux strate´gies de communications
appartenant a` cette famille d’approches est propose´e. Ces strate´gies se basent sur
diffe´rentes hypothe`ses. La premie`re strate´gie est de´finie dans [104] et de´signe´e par le
terme routage a` porte´e maximale (Longest Edge Routing LER). La deuxie`me strate´gie
se base sur le principe de construction de la route d’une source vers une destination
a` la vole´e en maximisant a` chaque e´tape la distance parcourue dans la direction de la
destination. Cette strate´gie est initie´e par [105] et de´signe´e par routage MFR (Maxi-
mum Forward Routing). Plusieurs variantes existent du coˆte´ imple´mentation telles
que le protocole EXOR (Extremely Opportunistic Routing) [106] et le protocole de
routage opportuniste spatio-temporel de [107].
5.4.1 Analyse du routage a` porte´e maximale
Le mode`le de communication conside´re´ dans cette section se base sur le principe
de l’exploitation de la diversite´ de la file d’attente. En effet, chaque nœud du re´seau
est suppose´ disposer d’une file d’attente contenant des paquets de donne´es a` trans-
mettre pour chaque nœud pre´sent dans le re´seau. Ainsi, a` chaque pe´riode de temps,
un e´metteur choisit d’abord strate´giquement un re´cepteur et tente de lui acheminer
un paquet parmi ceux qui lui sont destine´s. Pre´cise´ment, un e´metteur commence
par identifier l’ensemble des nœuds en e´tat de re´ception. Il se´lectionne ensuite un
re´cepteur. Une premie`re strate´gie simple de se´lection consiste a` choisir le plus proche
nœud parmis ceux en e´tat de re´ception (Nearest Receiver, NR). La justification in-
tuitive de cette proce´dure est qu’une courte distance de transmission permet d’avoir
de bonne chance de re´ussir la communication. Une deuxie`me strate´gie, plus e´labore´e,
consiste a` se´lectionner le re´cepteur le plus e´loigne´ parmi l’ensemble des re´cepteurs qui
ve´rifient la qualite´ de service requise (exprime´e en termes du seuil SINR). L’objectif
est alors de maximiser la distance effective traverse´e par chaque transmission. La fi-
gure 5.4 illustre la proce´dure de se´lection pour les deux strate´gies de´crites. En effet,
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Figure 5.4 Illustration des sce´narios NR et RLM.
en appliquant la strate´gie NR, le nœud e´metteur Xo transmet au re´cepteur Y1 qui
lui est le plus proche. Par contre, en appliquant la strate´gie LER, la communication
s’e´tablit avec le re´cepteur Y2 puisque celui-ci conduit au progre`s le plus e´leve´ dans
la pe´riode de temps conside´re´e. E´videmment, la strate´gie LER fournit le maximum
de progre`s. Ne´anmoins, son imple´mentation pratique est beaucoup plus complexe. Ce
point sera discute´ a` la section 5.4.3.
On conside`re un e´metteur typique o place´ a` l’origine. Soient Y ∗NR le nœud en e´tat
de re´ception qui est le plus proche de o et Y ∗LER le re´cepteur le plus loin parmi ceux
qui ve´rifient la contrainte sur la qualite´ de service. Formellement, ces deux re´cepteurs
ve´rifient :
Y ∗NR = arg min
Yi∈Φrm
|Yi|
Y ∗LER = arg max
Yi∈Douto
|Yi| (5.18)
Soit progNR(λ, p) et progLER(λ, p) les distances moyennes parcourues par paquet
en appliquant respectivement les approches NR et LER. Nous e´tablissons les deux
lemmes suivants :
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Lemme 5.4.1. Si l’e´metteur se´lectionne le re´cepteur le plus proche, la distance
moyenne parcourue par paquet est :
progNR(λ, p) =
L−1∑
i=0
π(1− p)(pβ2/α∆)iΓ(i+ 3/2)
i!
√
λ((1− p)π + pβ2/α∆)i+3/2 (5.19)
Lemme 5.4.2. Si l’e´metteur se´lectionne le re´cepteur re´alisable le plus e´loigne´, la
distance moyenne parcourue par paquet ve´rifie :
progLER(λ, p) ≤ 1
β1/α
√
λp∆
H1(p, L, β) (5.20)
avec H1 une fonction inde´pendante de λ et exprime´e par :
H1(p, L, β) =
∫ ∞
0
1− exp
(
−1− p
p
π
β2/α∆
L−1∑
i=0
(L− i)y2i
i!
exp (−y2)
)
dy (5.21)
De´monstration du lemme 5.4.1. La de´monstration du lemme 5.4.1 est relativement
simple. En effet il suffit de voir que la distribution de la distance au re´cepteur le plus
proche de l’e´metteur typique ve´rifie :
P (|Y ∗NR| > r) = P (D(o, r) = 0)
= exp (−λrπr2)
ou` D(o, r) est un disque de centre l’origine et de rayon r. Ainsi le progre`s moyen
s’exprime par :
progNR(λ, p) =
∫ ∞
0
rP (|Y ∗NR| = r)PS(λt, r, β)dr (5.22)
Le de´veloppement de l’inte´grale dans (5.22) conduit au re´sultat du lemme 5.4.1.
De´monstration du lemme 5.4.2. Afin de de´terminer la distribution de la distance
entre l’e´metteur typique et son plus loin re´cepteur re´alisable, on conside`re l’e´ve´nement
|Y ∗LER| ≤ r. Cet e´ve´nement est e´quivalent a` ce qui suit : Tous les nœuds qui peuvent
recevoir correctement le signal de l’e´metteur typique sont situe´s a` l’inte´rieur du disque
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D(o, r). Plus formellement, ∀Yi ∈ Douto , Yi ∈ D(o, r). Par conse´quent, on a :
1(|Y ∗LER|≤r) =
∏
Yi∈Φrm
(1− 1(SINRio>β)1(Yi /∈D(o,r))) (5.23)
En suivant la meˆme de´marche applique´e pour la de´monstration du lemme 5.3.3 on
obtient :
P (|Y ∗LER| ≤ r) ≥ exp
(
−λr
∫
R2
Ps(λ
t, |x|2, β)1(x/∈D(o,r))dx
)
(5.24)
L’inte´grale dans l’expression pre´ce´dente a pour solution :
∫
R2
Ps(λ
t, |x|2, β)1(x/∈D(o,r))dx = 2π
∫ ∞
r
L−1∑
i=0
(λtβ2/α∆a2)i
i!
exp (−λtβ2/α∆a2)ada
(5.25)
Soit Ini =
∫∞
r
(λtβ2/α∆a2)i
i!
exp (−λtβ2/α∆a2)ada. Le terme Ini s’exprime en fonction
de Ini−1 comme suit :
Ini =
(λtβ2/α∆)i−1r2i
2i!
exp (−λtβ2/α∆r2) + Ini−1 (5.26)
Sachant que In0 =
1
2λtβ2/α∆
exp (−λtβ2/α∆r2) et utilisant la relation (5.26) pour
l’e´valuation de (5.25), on obtient :
P (|Y ∗LER| ≤ r) ≥ exp
(
−λrπ
L−1∑
i=0
(L− i)(λtβ2/α∆)i−1r2i
i!
exp (−λtβ2/α∆r2)
)
(5.27)
La moyenne sur le progre`s est simplement progLER(λ, p) =
∫∞
0
P (|Y ∗LER| ≥ r)dr, ce
qui donne le re´sultat du lemme 5.4.2.
Les lemmes 5.4.1 et 5.4.2 montrent que le progre`s moyen, dans les deux cas
conside´re´s, est inversement proportionnel a` la racine carre´ de la densite´ de noeuds.
Ce fait de´coule de la proprie´te´ de l’invariance du SIR par dilatation. On entend par
dilatation la transformation de tout point Xi du processus au point τXi, ou` τ est une
constante. Ainsi, on peut ramener l’e´tude d’un processus de densite´ λ a` un processus
de densite´ 1 en prenant τ e´gal a`
√
λ [108]. La transformation inverse (τ = 1/
√
λ)
permet de retirer les conclusions sur le processus initial.
Les figures 5.5(a) et 5.5(b) pre´sentent les re´sultats de simulations et d’analyse du
progre`s moyen respectivement pour les strate´gies LER et NR avec diffe´rents nombres
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d’antennes re´ceptrices (de 1 a` 3 antennes). Dans les deux cas, l’utilisation d’antennes
multiples permet d’ame´liorer le progre`s moyen. Le progre`s moyen pour l’approche
LER de´croˆıt rapidement avec la probabilite´ de transmission. Ceci s’explique par le
fait que l’augmentation de la probabilite´ de transmission induit une augmentation du
niveau de l’interfe´rence et donc des liens de plus en plus courts. Par contre, le progre`s
moyen pour l’approche NR est moins sensible a` la probabilite´ de transmission, voir
meˆme il augmente pour certaines valeurs de p. En effet, pour des valeurs faibles de p, la
densite´ de nœuds en e´tat de re´ception est e´leve´e. La distance au plus proche re´cepteur
est donc e´galement faible, ce qui induit une probabilite´ de disponibilite´ de lien e´leve´e
avec ce dernier. Lorsque p augmente, d’une part la distance au plus proche re´cepteur
croˆıt et d’autre part la probabilite´ d’un lien de´croˆıt. Ces deux phe´nome`nes peuvent
se compenser, induisant ainsi une augmentation, particulie`rement avec l’utilisation
d’antennes multiples, ou une diminution relativement le´ge`re du progre`s moyen.
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Figure 5.5 Progre`s moyen en fonction de la probabilite´ de transmission avec β = 1,
α = 3 et λ = 1 avec un nombre d’antennes variant de 1 a` 3. (a) LER (b) NR.
La figure 5.6(a) repre´sente la densite´ de progre`s, c’est a` dire la distance moyenne
parcourue par l’ensemble de paquets transmis par pe´riode de temps et par unite´ de
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surface, en fonction de la probabilite´ de transmission. Ces re´sultats montrent claire-
ment que l’approche LER est beaucoup plus performante que celle du NR . La courbe
de la premie`re approche est plus e´troite que celle de la deuxie`me e´tant donne´e sa plus
haute sensibilite´ au choix du parame`tre p. La figure 5.6(b) montre la valeur de la
probabilite´ de transmission optimale, au sens de la maximisation de la densite´ de
progre`s, des deux approches en fonction du nombre d’antennes. Bien que la probabi-
lite´ de transmission optimale obtenue pour l’approche NR soit plus e´leve´e que celle
obtenue pour l’approche LER, cette dernie`re offre une efficacite´ plus e´leve´e car elle
procure un progre`s plus important avec moins de tentatives de transmissions.
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Figure 5.6 (a) Densite´ de progre`s en fonction de la probabilite´ de transmission (b)
Probabilite´ de transmission optimale en fonction du nombre d’antennes avec β = 1,
α = 3 et λ = 1.
5.4.2 Analyse du routage MFR
Dans la section pre´ce´dente, on a conside´re´ qu’un e´metteur proce`de d’abord a` la
se´lection d’un re´cepteur et ensuite du paquet a` transmettre. Ce sce´nario est justifie´
si tous les paquets ont le meˆme niveau de priorite´. Dans le cas ou` la file d’attente
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est ordonne´e, l’e´metteur doit proce´der avec le paquet a` la teˆte de sa file d’attente.
Pre´cise´ment, il doit acheminer un paquet en particulier a` sa destination pre´de´termine´e.
La de´finition du progre`s de transmission, dans ce cas, doit prendre en conside´ration la
direction de la destination finale du paquet traite´. Ainsi, contrairement a` l’approche
LER, la distance parcourue par un paquet est de´finie comme e´tant la distance ef-
fectue´e dans une direction particulie`re. La figure 5.7 illustre ce sce´nario. En effet,         émetteurrécepteurrécepteur faisableoX Y 2rr 1rθcosr Destinationθ
Figure 5.7 Progre`s effectif suivant la direction de la destination
l’e´metteur a` l’origine posse`de un paquet a` acheminer a` une destination, suppose´e
situe´e sur l’axe horizontal. Lorsque le lien entre l’e´metteur et le nœud Y , qui est en
e´tat de re´ception, est bon (dans le sens ou` il ve´rifie la contrainte sur le SINR requis),
ce dernier offre un progre`s e´gal a` r2−r1. Le progre`s peut eˆtre approche´ par z = r cos θ.
D’une fac¸on similaire a` la section pre´ce´dente, deux strate´gies peuvent eˆtre de´finies.
La premie`re consiste a` se´lectionner le re´cepteur qui offre le maximum de progre`s. La
deuxie`me est de conside´rer le re´cepteur le plus proche. Dans ce dernier cas, pour offrir
un progre`s positif, le re´cepteur choisi doit eˆtre dans la direction de la destination. On
peut conside´rer que la recherche s’effectue sur les nœuds dans un coˆne ayant un angle
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pre´de´fini ρ ≤ π. Ainsi, les re´cepteurs associe´s a` ces deux strate´gies ve´rifient :
Y ∗MFR = arg max
Yi∈Douto
ri cos θi (5.28)
Y ∗NRρ = arg min|θi|<ρ/2,Yi∈Φrm
ri (5.29)
Lemme 5.4.3. Le progre`s moyen obtenu par la se´lection du nœud re´cepteur le plus
proche dans un coˆne d’angle ρ est :
progNRρ(λ, p) =
L−1∑
i=0
sin (ρ/2)Γ(i+ 3/2)
i!
(β2/α∆)ipi(1− p)√
λ((1− p)ρ/2 + β2/α∆p)i+3/2 (5.30)
De´monstration. Pour la de´monstration du lemme 5.4.3, il suffit de voir que la dis-
tribution de la distance du voisin le plus proche dans un coˆne est P (|Y ∗NRρ| > r) =
exp (−λrρ/2r2) et que l’angle θ est uniforme´ment distribue´ dans [−ρ/2, ρ/2]. Ainsi,
le progre`s moyen s’obtient comme suit :
progNRρ(λ, p) =
∫ ρ/2
−ρ/2
∫ ∞
0
r cos (θ)P (θ)P (|Y ∗NRρ| = r)PS(λt, r, β)drdθ
= 2λr sin(ρ/2)
∫ ∞
0
r2 exp (−λrρ/2r2)PS(λt, r, β)dr (5.31)
L’e´valuation de l’inte´grale dans (5.31) conduit au re´sultat du lemme 5.30.
L’e´tude du progre`s maximal effectue´ dans la direction de la destination finale a e´te´
pre´ce´demment examine´e notamment dans [105, 109, 110] pour le mode`le Boole´en et
dans [111] pour le mode`le physique (a` seuil SINR). Cependant, ces travaux conside`rent
plutoˆt une approximation de cette quantite´ qui est juge´e complexe a` analyser. En effet,
la simplification consiste a` remplacer la se´lection du re´cepteur optimal par :
Y˜ ∗MFR = arg max
Yi∈Φrm
PS(λ, ri, β)ri cos θi (5.32)
La diffe´rence entre les expressions (5.32) et (5.28) est que l’e´ve´nement Yi ∈ Douto
utilise´ dans (5.28) est substitue´ par la probabilite´ de cet e´ve´nement. Il a e´te´ de´montre´
dans [111] que le progre`s moyen obtenu en se´lectionnant le re´cepteur potentiel suivant
(5.32) est infe´rieur a` celui obtenu en conside´rant la se´lection suivant (5.28). Dans [111],
le lemme suivant est propose´ :
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Lemme 5.4.4. La borne infe´rieure sur le progre`s maximal selon [111] est :
progMFR(λ, p) ≥ ˜progMFR(λ, p)
˜progMFR(λ, p) =
1
β1/α
√
λp2∆ exp (1)
H˜2(p, β) (5.33)
ou` H˜2(p, β) =
∫ 1
0
1−exp
(
−1−p
p
G(z)
2β2/α∆
)
dz avec G(z) = 2
∫
t:
exp (t)√
2 exp (1)t
≤1/z arccos
(
z exp (t)√
2 exp (1)t
)
dt.
Le re´sultat du lemme 5.4.4 est complexe et ne peut pas eˆtre applique´ directement
au cas de re´cepteur avec des antennes multiples. Nous proposons de proce´der autre-
ment en manipulant astucieusement l’expression d’origine (5.28), ce qui nous conduit
au lemme suivant :
Lemme 5.4.5. Le progre`s effectif moyen maximal ve´rifie :
progMFR(λ, p) ≤ 1
β1/α
√
λp∆
H2(p, L, β) (5.34)
avec :
H2(p, L, β) =
∫ ∞
0
1− exp
(
−1− p
p
1
β2/α∆
L−1∑
i=0
i∑
k=0
Γ(1/2 + k)Γinc(1/2 + i− k, z2)
2k!(i− k)!
)
dz
(5.35)
ou` Γinc(k, z) est la fonction gamma incomple`te de´finie par Γinc(k, z) =
∫∞
z
tk−1 exp (−t)dt.
De´monstration. L’e´ve´nement que le progre`s maximal effectue´ par le paquet est infe´rieur
a` z est e´quivalent a` l’e´ve´nement que tous les nœuds appartenant a` Douto sont dans le
demi plan Dz = {(x, y), x < z). On a alors :
1(Z<z) =
∏
Yj∈Φrm
(1− 1(SINR0j>β)1(Yj /∈Dz)) (5.36)
La meˆme me´thodologie applique´e pour la de´monstration des lemmes 5.3.3 et 5.4.2
conduit a` :
P (Z < z) ≥ exp
(
−λr
∫
R2
Ps(λ
t, |Y |2, β)1(Y /∈Dz)dY
)
(5.37)
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L’inte´grale dans l’expression (5.37), de´note´e par In, est e´value´e comme suit :
InL =
L−1∑
i=0
1
λtβ2/α∆i!
∫ ∞
√
λtβ2/α∆z
∫ ∞
−∞
(x2 + y2)i exp (−x2 − y2)dydx
=
L−1∑
i=0
i∑
k=0
1
λtβ2/α∆k!(i− k)!
∫ ∞
√
λtβ2/α∆z
x2(i−k) exp (−x2)
∫ ∞
−∞
y2k exp (−y2)dydx
=
L−1∑
i=0
i∑
k=0
1
λtβ2/α∆k!(i− k)!
∫ ∞
λtβ2/α∆z2
1
2
x(i−k)−1/2 exp (−x)
∫ ∞
0
yk−1/2 exp (−y)dydx
=
L−1∑
i=0
i∑
k=0
Γ(1/2 + k)Γinc(1/2 + i− k, λtβ2/α∆z2)
2λtβ2/α∆k!(i− k)! (5.38)
En remplac¸ant le re´sultat (5.38) dans (5.37) et en prenant la moyenne, on obtient le
re´sultat du lemme 5.4.5.
La figure 5.8 pre´sente les courbes analytiques et expe´rimentales de la densite´ de
progre`s (avec un nombre d’antennes e´gal a` 1), obtenues en appliquant les diffe´rentes
approches de se´lection du re´cepteur : MFR, re´cepteur le plus proche dans un coˆne et
re´cepteur maximisant le produit de la probabilite´ de succe`s et la distance parcourue
dans la direction de la destination finale. Cette dernie`re repre´sente la borne infe´rieure
e´tablie dans [111] sur la strate´gie MFR. La borne supe´rieure donne´e par le lemme 5.4.5
est tre`s proche des valeurs expe´rimentales, tandis que la borne infe´rieure de [111] est
plutoˆt proche de la courbe du re´cepteur le plus proche dans un coˆne pour une valeur
de l’angle ρ e´gale a` 0.75π. Ceci s’explique par le fait que la probabilite´ d’un lien
de´croˆıt exponentiellement avec la distance. Par conse´quent, maximiser le produit de
la probabilite´ de lien et de la distance a plus tendance a` prendre des liens courts. On
peut observer sur la courbe expe´rimentale que la probabilite´ de transmission optimale
est 0.08 ≤ p∗ ≤ 0.09. La valeur donne´e par la borne supe´rieure est p∗ = 0.085 et celle
par la borne infe´rieure de [111] est p∗ = 0.22. Les figures 5.9(a) et 5.9(b) repre´sentent
le gain potentiel de l’utilisation de plusieurs antennes aussi bien sur la densite´ de
progre`s que sur la probabilite´ de transmission optimale.
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Figure 5.8 Re´sultats analytiques et expe´rimentaux : strate´gie MFR et re´cepteur le
plus proche dans un coˆne avec α = 4, β = 1 λ = 1 et ρ = 0.75π
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Figure 5.9 (a) Densite´ de progre`s avec diffe´rents nombres d’antennes (b) Probabilite´
de transmission optimale en fonction du nombre d’antennes avec β = 1, α = 3, λ = 1
et ρ = 0.75π.
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5.4.3 Application et aspect d’imple´mentation
Application : Routage spatio-temporel
Cette section pre´sente une illustration de l’application de l’approche de routage op-
portuniste qui maximise le progre`s dans la direction de la destination finale (MFR)
a` chaque pe´riode de temps. Ainsi, on conside`re une source S et une destination D.
Globalement l’acheminement d’un paquet de S vers D proce`de selon l’algorithme
suivant [107] :
S : Source ; D : Destination ;
Tant que (S 6= D) faire
Tant que (S en e´tat re´ception) faire
de´lai = de´lai+1 ;
Fait
Diffusion du paquet ;
D = {nœuds qui ont rec¸ues le paquet}⋃S ;
R=le nœud le plus proche de D ;
Si (R 6= S) Alors
saut=saut+1 ;
Fin Si
S ← R ;
Fait
La figure 5.10 pre´sente les re´sultats de simulations obtenues en appliquant l’al-
gorithme ?? sur la configuration suivante. On conside`re un re´seau de diame`tre 1km
avec une densite´ de nœuds e´gale a` 10−3. La source et la destination sont place´es
diame´tralement oppose´es sur les extre´mite´s du re´seau, se´pare´es d’une distance e´gale
a` 800m. Le seuil SIR est fixe´ a` β = 10dB et le coefficient d’atte´nuation a` α = 3.
Le de´lai d’acheminement d’un paquet de la source a` la destination est illustre´ sur la
figure 5.10(a). Ce de´lai peut eˆtre estime´ a` partir des re´sultats analytiques de la section
pre´ce´dente. En effet, e´tant donne´ que la distance moyenne parcourue par un paquet
par pe´riode de temps est approximativement e´gale a` progMFR(λ, p), le nombre de
86
pe´riodes de temps ne´cessaires pour traverser une distance de 800m est de l’ordre de
800/progMFR(λ, p). Ce re´sultat est confirme´ par les courbes repre´sente´es sur la figure
5.10(a). De meˆme, on peut observer que le de´lai minimum correspond aux valeurs de
la probabilite´ de transmission qui maximise le progre`s. En effet, analytiquement, les
valeurs de p qui maximisent le progre`s pour des nombres d’antennes variant de 1 a`
3 sont respectivement 0.015, 0.03 et 0.045. Sur la courbe expe´rimentale, les valeurs
optimales ve´rifient respectivement p = 0.015, 0.025 ≤ p ≤ 0.03 et 0.04 ≤ p ≤ 0.045.
Pour le cas d’une seule antenne a` la re´ception, la meˆme valeur optimale est identifie´e
par simulation (avec les meˆme parame`tres) dans [107]. L’augmentation du nombre
d’antennes permet de re´duire conside´rablement le de´lai d’un facteur de l’ordre du
nombre d’antennes. En effet, l’utilisation d’antennes multiples permet d’e´tablir des
liens de longue porte´e se traduisant par la diminution du nombre de sauts (figure
5.10(b)).
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Figure 5.10 (a) De´lai d’acheminement d’un paquet en fonction de la probabilite´ de
transmission avec diffe´rents nombres d’antennes (b) Nombre de sauts en fonction de
la probabilite´ de transmission avec β = 10, α = 3 et λ = 10−3.
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Aspects d’imple´mentation
Dans les sections pre´ce´dentes, l’analyse de performance du routage MFR a e´te´ consi-
de´re´e. Cette section s’inte´resse a` l’aspect pratique de son imple´mentation. En effet, a`
chaque pe´riode de temps, les e´tapes essentielles sont l’identification de l’ensemble des
nœuds ayant correctement rec¸u le paquet d’inte´reˆt et la se´lection du meilleur candidat,
qui va proce´der avec ce paquet. La source ainsi que le restant des nœuds doivent eˆtre
informe´s de cette se´lection pour que la source n’ait pas a` le retransmettre ainsi que
pour e´viter d’avoir plusieurs copies du meˆme paquet sauvegarde´ par l’ensemble des
nœuds qui l’ont rec¸u. Tout d’abord, il faut pre´ciser que la me´trique qui dicte le
choix du meilleur candidat est la distance a` la destination finale. Ainsi, les nœuds
doivent disposer de l’information sur leurs positions ge´ographiques ainsi que celles de
la destination. Ceci implique que le routage MFR appartient a` la classe de routage
ge´ographique [112]. Dans [106], les auteurs proposent un protocole d’imple´mentation
de´nomme´ EXOR. Pour le protocole EXOR, la se´lection du meilleur candidat s’effectue
comme suit. Au de´but du processus, la source est suppose´e disposer de l’information
sur les meilleurs candidats potentiels, c’est a` dire une estimation de l’ensemble de
nœuds qui ont le plus de chances de recevoir le paquet. Elle inclut dans l’enteˆte
du paquet transmis une liste de nœuds ordonne´s suivant le progre`s potentiel qu’ils
peuvent fournir. Un nœud qui rec¸oit le paquet ve´rifie d’abord s’il est pre´sent dans
cette liste. Ensuite, il ve´rifie son rang dans cette liste et doit rester a` l’e´coute du
canal durant une pe´riode de temps proportionnelle a` son rang avant d’envoyer un
aquitement ACK. Si pendant cette pe´riode il entend un autre ACK, ce qui signifie qu’il
existe un candidat meilleur que lui, il arreˆte le processus de son coˆte´. Dans le protocole
EXOR, la source doit avoir une estimation d’une liste de ses meilleurs candidats.
Dans [107], un protocole plus de´centralise´ est propose´. Ce protocole est inspire´ du
protocole de signalisation avec codage logarithmique du standard HIPERLAN [113].
La pe´riode de transmission du ACK est subdivise´e en un nombre n de mini-pe´riodes
de temps. Un nœud qui a rec¸u le paquet proce`de comme suit. Il calcule sa distance a`
la destination et la code en base 2, avec une pre´cision qui de´pend du nombre de mini-
pe´riodes. A` chaque mini-pe´riode, il associe 1 ou 0 suivant le code obtenu. Il proce`de
donc a` l’e´coute si la mini-pe´riode correspond a` 0 ou a` l’envoi dans le cas contraire.
Il continue jusqu’a ce qu’il entende un autre candidat pendant une pe´riode de son
e´coute, qui signifie que ce candidat est meilleur. La figure 5.11 donne un exemple ou`
trois nœuds ont rec¸u le paquet a` des distances de 29m, 25m et 9m de la destination.
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Au de´but de la pe´riode d’aquitement, les trois nœuds demeurent silencieux. A` la
deuxie`me mini-pe´riode, A et B transmettent des signalisations. Le candidat C qui
est a` l’e´coute de´tecte ces signalisations et donc abandonne le processus. De la meˆme
manie`re, le candidat B est e´limine´ a` la cinquie`me mini-pe´riode. Finalement, A est
se´lectionne´ comme meilleur relais.
A
B
C
0  0  1  1  1 0 1
0 0  1  1  0  0 1
0  0  0  1  0  0 1
Figure 5.11 Processus de selection du re´cepteur suivant la strate´gie MFR
5.5 Conclusion
Dans les chapitres 3 et 4, les performances des approches de re´duction de l’in-
terfe´rence ont e´te´ e´tudie´es en conside´rant des communications directes. Le pre´sent
chapitre a constitue´ une application des re´sultats de´veloppe´s pour l’analyse de l’ap-
port de ces approches dans le contexte de communication a` multi-saut. Tout d’abord,
des mesures de performances sont de´finies, notamment la densite´ de liens et la densite´
de progre`s. Ces mesures ont permis de quantifier l’influence de l’approche de re´ception
MMSE sur la connectivite´ et sur les communications appliquant des strate´gies de rou-
tage opportuniste. En effet, l’e´tude analytique a montre´ que cette technique permet
d’ame´liorer la longueur moyenne de liens et le taux de transmissions simultane´es. Ceci
se traduit par une meilleure re´utilisation spatiale et des communications a` longues
porte´es. Des sce´narios de routage opportuniste ont e´te´ e´tudie´s analytiquement et
par simulation. Cette e´tude a montre´ que ce type de communication a le potentiel
d’ame´liorer significativement le de´lai et le nombre de sauts. Les re´sultats analytiques
ont permis de de´river la densite´ de transmission qui optimise ces deux parame`tres.
Les aspects qui n’ont pas e´te´ traite´s dans cette e´tude concernent la quantification du
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de´lai et l’analyse de la stabilite´ et de la convergence des protocoles de routage. Pour
e´laborer une telle analyse, il est ne´cessaire d’inte´grer la dimension temporelle dans
la mode´lisation du re´seau ad hoc. Les processus ponctuels temporels constituent un
outil inte´ressant a` explorer dans les travaux futurs.
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Chapitre 6
Conclusion
Les re´seaux ad hoc offrent une flexibilite´ d’emploi, en particulier la mise en re´seaux
des sites dont l’infrastructure est one´reuse ou difficile a` re´aliser. Les applications de
ce type de re´seaux sont nombreuses. On cite l’exemple classique de leur utilisation
dans le domaine militaire et les applications tactiques comme les ope´rations de se-
cours et les missions d’exploration. L’absence d’infrastructure fixe et de toute admi-
nistration centralise´e, la principale caracte´ristique des re´seaux ad hoc, complique la
gestion de certains proble`mes inhe´rents aux communications sans fil dont le proble`me
de l’interfe´rence. Ce travail de the`se se situe dans le cadre de l’e´tude du potentiel
des techniques de traitement de signal avance´es qui sont oriente´es vers la re´duction
de l’interfe´rence, dans les re´seaux ad hoc. La section introductive de ce travaille
offre une e´tude synthe´tique des travaux de recherche qui ont e´te´ faits ainsi que des
proble´matiques de recherche d’actualite´ qui sont relie´es ou adjacentes a` ce travail.
La premie`re e´tape de ce travail identifie un mode`le repre´sentatif des caracte´risti-
ques des re´seaux ad hoc et principalement les interfe´rences dans ce type de re´seau.
La mode´lisation de l’interfe´rence dans un environnement dynamique et de´centralise´
est complexe. Dans la litte´rature, plusieurs mode`les tentent de simplifier ou meˆme de
ne´gliger les phe´nome`nes de la couche physique. Dans cette the`se, un mode`le relative-
ment re´cent dans la litte´rature et qui de´coule de la the´orie de ge´ome´trie stochastique a
e´te´ conside´re´. En effet, e´tant donne´ que les unite´s formant le re´seau ont des positions
et des trajectoires ale´atoires, les proprie´te´s globales du re´seau peuvent eˆtre analyse´es
au moyen de la ge´ome´trie stochastique. Ce type de mode´lisation permet d’incorporer
les effets de la propagation radio a` petite et a` grande e´chelle et surtout les diffe´rentes
technologies de de´tection et de traitement de signal.
La deuxie`me partie identifie des techniques de traitement de signal qui ont le po-
tentiel de reme´dier au proble`me de l’interfe´rence. Pre´cise´ment, on a conside´re´ l’analyse
de la technique de soustraction de l’interfe´rence avec une seule antenne a` la re´ception
et la technologie de re´ception avec des antennes multiples. Ce travail a abouti a` des
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re´sultats analytiques qui expriment directement la qualite´ des liens entre les paires
e´metteur-re´cepteur en fonction, d’une part, des configurations du re´seau, en termes
du nombre d’unite´s, du type et de la charge du trafic des donne´es ainsi que la qualite´
de service minimale exige´e, et d’autre part, des caracte´ristiques de la couche physique
en termes des parame`tres de l’environnement de propagation et de type du de´tecteur
utilise´. Pre´cise´ment, ces re´sultats analytiques permettent de quantifier l’ame´lioration
du rapport signal a` interfe´rence plus bruit procure´e en fonction d’une part du nombre
d’interfe´rents traite´s et la pre´cision du traitement pour le cas d’une seule antenne, et
d’autre part, en fonction du nombre d’antennes utilise´es a` la re´ception et de l’algo-
rithme de traitement du signal applique´.
La troisie`me partie e´labore une e´tude des performances des strate´gies de commu-
nication multi-saut a` caracte`re opportuniste a` partir des re´sultats de´veloppe´s dans
la deuxie`me partie. Cette e´tude a mene´ a` une quantification de performances des
approches opportunistes, combine´es avec un traitement de l’interfe´rence, en termes
de connectivite´ et longueurs des communications. L’ame´lioration procure´e a` tra-
vers les techniques de traitement de signal conside´re´es se traduise en une meilleure
re´utilisation spatiale, une diminution des longueurs des routes, en termes de nombre
de sauts, ainsi qu’une ame´lioration du de´lai et du de´bit des communications. Les
re´sultats analytiques ont permis, entre autres, d’identifier les valeurs des parame`tres
du re´seau qui aboutissent a` son mode de fonctionnement optimal. Pre´cise´ment, la
densite´ des e´metteurs permettant de minimiser le de´lai moyen et de maximiser le
de´bit global des communications.
Ainsi, cette the`se a apporte´ des contributions inte´ressantes a` un niveau the´orique
et a re´pondu a` ses objectifs de base. Par ailleurs, le travail re´alise´ re´ve`le un nombre
de proble´matiques qui n’ont pas e´te´ traite´es mais qui constituent des directions de
recherche a` explorer dans des travaux futurs :
1. L’e´tude a e´te´ effectue´e suivant la dimension spatiale du re´seau. Plus spe´cifi-
quement, on s’est inte´resse´ a` l’analyse des performances moyennes vues par
l’ensemble des nœuds dans le re´seau. Une analyse plus fine, qui permettra de
suivre l’e´volution temporelle au niveau des paquets, ne´cessite l’inte´gration de
cette dimension dans la mode´lisation du re´seau. Les processus ponctuels spatio-
temporels est un outil prometteur a` conside´rer.
2. Ce travail a conside´re´ un protocole d’acce`s ale´atoire relativement simple. La
justification de ce choix est le de´sir de concentrer l’analyse sur la proble´mati-
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que de base a` savoir l’influence de l’inte´gration des techniques de traitement
de signal avance´es dans le contexte des re´seaux ad hoc. Bien que ce protocole
d’acce`s soit simple, il permet une repre´sentation signifiante de l’interfe´rence.
Une extension de ce travail consiste a` conside´rer des protocoles d’acce`s plus
sophistique´s.
3. L’e´mergence des techniques de traitement de signal avance´es ainsi que des nou-
velles cate´gories de re´seaux cognitifs ont le potentiel de fournir des communi-
cations de plus en plus fiables. Cependant, les protocoles d’acce`s et de routage
doivent suivre ces avance´es technologiques afin de tirer profit de leurs avantages.
Ce travail a montre´ que meˆme avec un protocole d’acce`s simple, les performances
des re´seaux ad hoc peuvent eˆtre ame´liore´es conside´rablement. Ne´anmoins, dans
la conception et l’analyse des protocoles de communication plus sophistique´s
il faut tenir compte de la surcharge additionnelle qui en de´coule. Dans la
litte´rature, il est souvent assume´ que la surcharge qui provient des messages
de controˆle peut eˆtre ne´glige´e dans l’analyse de la capacite´ des re´seaux ad hoc.
Finalement, on peut affirmer que cette the`se a atteint ses objectifs globaux. Un
nombre de re´sultats novateurs dans le domaine on e´te´ pre´sente´s. Les limites releve´es
sont lie´es principalement a` la complexite´ de la proble´matique traite´e et ouvrent des
perspectives inte´ressantes pour des travaux futurs.
93
Bibliographie
[1] A. S. Akki and F. Haber, “A statistical model of mobile to mobile land com-
munication channel,” IEEE Trans. Veh. Technol., vol. 35, no. 1, pp. 2–7, 1986.
[2] A. S. Akki, “Statistical properties of mobile-to-mobile land communication
channels,” IEEE Trans. Veh. Technol., vol. 43, no. 4, pp. 826–831, 1994.
[3] O. Ben-Sik-Ali, B. L. Agba, C. Cardinal, and F. Gagnon, “Performances si-
mulation of flat fading channels in mobile ad hoc networks,” in International
Symposium on Signals, Systems and Electronics ISSSE’07, pp. 189–191.
[4] N. Abramson, “The aloha system another alternative for computer communi-
cations,” in Proc. Fall Joint Computer Conference, (AFIPS’70), 1970.
[5] L. Kleinrock and F. Tobagi, “Packet switching in radio channels : Part I carrier
sense multiple access models and their throughput-delay characteristics,” IEEE
Trans. Commun., vol. 23, no. 12, pp. 1400–1416, 1975.
[6] P. Karn, “MACA : A new channel access method for packet radio,” in Proc.
Computer Network Conference, (ARRL’90), vol. 9, 1990, pp. 134–140.
[7] S. S. V. Bhargavan, A. Demers and L. Zhang, “MACAW : A media access
protocol for wireless lans,” in Proc. ACM SIGCOM’94, vol. 1, 1994, pp. 212–
225.
[8] P. Gupta and P. Kumar, “Critical power for asymptotic connectivity,” in Proc.
IEEE Decision and Control, vol. 1, 1998, pp. 1160–1110.
[9] S. J. Lee and M. Gerla, “Dynamic load-aware routing in ad hoc networks,” in
IEEE International Conference on Communication, 2001, pp. 3206–3210.
[10] L. L. Peterson and B. Davie, Computer Networks : A Systems Approach, 2nd ed.
Morgan Kaufman, 2000.
[11] C. E. Perkins and P. Bhagwat, “Highly dynamic destination-sequenced distan-
cevector routing (DSDV) for mobile computers,” ACM SIGCOMM Computer
Communication Review, vol. 24, no. 4, pp. 234–244, 1994.
[12] C. E. Perkins and E. M. Royer, “Ad hoc on-demand distance vector routing,” in
Proc. IEEE Workshop on Mobile Computing Systems and Applications (WMC-
SA’99), Feb. 1999, pp. 90–100.
94
[13] A. Tsirigos and Z. J. Haas, “Multipath routing in the presence of frequent
topological changes,” IEEE Trans. Commun., vol. 39, no. 11, pp. 132–138, 2001.
[14] S. Mueller and D. Ghosal, Multipath Routing in Mobile Ad Hoc Networks :
Issues and Challenges, invited paper ed., M. Calzarossa and E. Gelenbe, Eds.
Berlin, Germany : Springer-Verlag, 2004.
[15] G. Schaefer, F. Ingelrest, and M. Vetterli, “Potentials of opportunistic routing
in energy-constrained wireless sensor networks,” in Proc. of the 6th European
Conference on Wireless Sensor Networks, (EWSN ’09), vol. 5432. Springer-
Verlag, 2009, pp. 118–133.
[16] C. Shannon, “A mathematical theory of communication,” Bell System Technical
Journal, vol. 27, pp. 379–423, 623–656, 1948.
[17] D. N. C. Tse and S. Hanly, “Multiaccess fading channel, part II : Polyma-
troid structure, optimal ressource allocation and throughput capacities,” IEEE
Trans. Inf. Theory, vol. 44, no. 7, pp. 2796–2815, 1998.
[18] L. Li and A. J. Goldsmith, “Capacity and optimal resource allocation for fading
broadcast channels, part II : Outage capacities,” IEEE Trans. Inf. Theory,
vol. 47, no. 3, pp. 1103–1127, 2001.
[19] R. H. Etkin, D. N. C. Tse, and H. Wang, “Gaussian interference channel capa-
city to within one bit,” IEEE Trans. Inf. Theory, vol. 54, no. 12, pp. 5534–5562,
2008.
[20] S. Toumpis and A. Goldsmith, “Capacity regions for wireless ad hoc networks,”
IEEE Trans. Wireless Commun., vol. 2, no. 4, pp. 736–748, 2003.
[21] P. Gupta and P. Kumar, “The capacity of wireless networks,” IEEE Trans. Inf.
Theory, vol. 46, no. 2, pp. 388–404, 2000.
[22] M. Grossglauser and D. N. C. Tse, “Mobility increases the capacity of ad hoc
wireless networks,” IEEE/ACM Trans. Netw., vol. 10, no. 4, pp. 477–486, 2002.
[23] M. Franceschetti, O. Dousse, D. N. C. Tse, and P. Thiran, “Closing the gap
in the capacity of wireless networks via percolation theory,” IEEE Trans. Inf.
Theory, vol. 53, no. 3, pp. 1009–1018, 2007.
[24] S. R. Kulkarni and P. Viswanath, “A deterministic approach to throughput
scaling in wireless networks,” IEEE Trans. Inf. Theory, vol. 50, no. 11, pp.
1041–1049, 2004.
95
[25] A. Ozgur, O. Le´veˆque, and D. N. C. Tse, “Hierarchical cooperation achieves
optimal capacity scaling in ad hoc networks,” IEEE Trans. Inf. Theory, vol. 53,
no. 10, pp. 3549–3572, 2007.
[26] S. Aeron and V. Saligrama, “Wireless ad hoc networks : Strategies and scaling
laws for the fixed SNR regime,” IEEE Trans. Inf. Theory, vol. 53, no. 6, pp.
2044–2059, 2007.
[27] M. Krunz, A. Muqattash, and S. J. Lee, “Transmission power control in wireless
ad hoc networks : Challenges, solutions and open issues,” IEEE Netw., vol. 18,
no. 5, pp. 8–14, 2004.
[28] R. Ramanathan and R. Rosales-Hain, “Topology control for multihop wireless
networks using transmit power adjustment,” in In Proc. IEEE INFOCOM’2000,
Dec. 6 2000, pp. 404–413.
[29] L. Hu and V. Li, “Topology control for multihop packet radio networks,” IEEE
Trans. Commun., vol. 41, no. 10, pp. 1474–1481, 1993.
[30] M. Burkhart, P. von Rickenbach, R. Wattenhofer, and A. Zollinger, “Does to-
pology control reduce interference ?” in In Proc. IEEE MOBIHOC’04, Tokyo,
Japan, 2004, pp. 9–19.
[31] L. Jia, R. Rajaraman, and R. Suel, “An efficient distributed algorithm for
constructing small dominating sets,” Distributed Computing, vol. 15, no. 4, pp.
193–205, 2002.
[32] L. Bao and J. J. Garcia-Luna-Aceves, “Topology management in ad hoc net-
works,” in ACM Symposium on Mobile Ad Hoc Networking and Computing,
2003, pp. 129–140.
[33] J. Monks, V. Bharghavan, and W. Hwu, “A power controlled multiple access
protocol for wireless packet networks,” in Proc. IEEE INFOCOM’01, 2001.
[34] A. L. Wu, Y. C. Tseng, and J. P. Sheu, “Intelligent meduim access for mobile ad
hoc networks with busy tones and power control,” IEEE J. Sel. Areas Commun.,
vol. 18, no. 9, pp. 1647–1657, 2000.
[35] K. Sheikh, D. Gesbert, D. Gore, and A. Paulraj, “Smart antennas for broadband
wireless access networks,” IEEE Commun. Mag., vol. 37, no. 11, pp. 100–105,
1999.
96
[36] R. Choudhury, X. Yang, R. Ramanathan, and N. H. Vaidya, “Using directio-
nal antennas for meduim access control in ad hoc networks,” in ACM MOBI-
COM’02, September 2002, pp. 59–70.
[37] T. Korakis, G. Jakllari, and L. Tassiulas, “A mac protocol for full exploitation
of directional antennas in ad hoc wireless networks,” in ACM MOBICOM’03,
June 2003, pp. 98–116.
[38] A. Nasipuri, J. Mandava, H. Manchala, and R. Hiromoto, “On demand routing
using directional antennas in mobile ad hoc networks,” in Proc. IEEE Inter-
national Conference On Computer Communications and Networks, 2000, pp.
535–541.
[39] C. D. M. Cordeiro and D. P. Agrawal, Ad Hoc & Sensor Networks : Theory and
Applications. Singapore : World Scientific Publishing, 2006.
[40] A. Carleial, “A case where interference does not reduce capacity,” IEEE Trans.
Inf. Theory, vol. 21, no. 5, pp. 569–570, 1975.
[41] H. Sato, “The capacity of the Gaussian interference channel under strong in-
terference,” IEEE Trans. Inf. Theory, vol. 27, no. 6, pp. 786–788, 1981.
[42] R. Ahlswede, “Multi-way communication channels,” in Proc. IEEE ISIT’71,
1971, pp. 23–52.
[43] T. Cover, Some Advances in Broadcast Channels, ser. Advances in Communi-
cations Systems. New York : Academic, 1975, ch. 4.
[44] S. Verdu`,Multiuser Detection. Cambridge : Cambridge University Press, 1998.
[45] X. Wang and H. V. Poor, Wireless Communication Systems : Advanced Tech-
niques For Signal Reception, ser. Communications Engineering and Emerging
Technologies, T. S. Rappaport, Ed. Prentice Hall, 2004.
[46] O. Ben-Sik-Ali, C. Cardinal, and F. Gagnon, “Outage probability analysis
of interference cancellation receiver in wireless ds-cdma ad hoc networks,” in
PIMRC’08, 2008.
[47] ——, “On the performance of interference cancellation in wireless ad hoc net-
works,” IEEE Trans. Commun.
[48] ——, “Performance of optimum combining in a poisson field of interferers and
rayleigh fading channels,” IEEE Trans. Wireless Commun., 2009, accepte´.
97
[49] ——, “A performance analysis of multi-hop ad hoc networks with adaptive
antenna array systems,” 2010, en pre´paration.
[50] A. Goldsmith, Wireless Communications. Cambridge University Press, 2005.
[51] D. N. C. and P. Viswanath, Fundamentals of Wireless Communication. Cam-
bridge University Press, 2005.
[52] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “Wireless sensor
networks : a survey,” Computer Networks, vol. 38, pp. 393–422, 2002.
[53] J. A. Silvester and L. Kleinrock, “On the capacity multihop slotted Aloha net-
works with regular structure,” IEEE Trans. Commun., vol. 31, no. 8, pp. 974–
982, 1983.
[54] X. Liu and M. Haenggi, “Throughput analysis of fading sensor networks with
regular and random topologies,” EURASIP Journal on Wireless Communica-
tions and Networking, vol. 2005, no. 4, pp. 554–564, 2005.
[55] D. Stoyan, W. Kendall, and J. Mecke, Stochastic Geometry and its Application,
ser. Probability and Mathematical Statistics. Wiley, 1987.
[56] J. Mecke, “Stationa¨re zufa¨llige maße auf lokalkompakten abelschen gruppen,”
Z. Wahrscheinlichkeitstheorie, vol. 9, no. 1, pp. 36–58, 1967.
[57] I. M. Slivnyak, “Some properties of stationary flows of random events,” Theoriya
Veroyatnostei Primeneniya (English Translation in Theory of Probability and
Its Applications), pp. 374–352, 1962.
[58] S. Weber, J. Andrews, X. Yang, and G. D. Veciana, “Transmission capacity
of wireless ad hoc networks with successive interference cancellation,” IEEE
Trans. Inf. Theory, vol. 53, no. 8, pp. 2799–2814, 2007.
[59] W. Schottky, “Uber spontane stromschwankungen in verschiedenen elektrizi-
tatsleitern,” Annalen der physik, vol. 57, pp. 541–567, 1918.
[60] N. Campbell, “The study of discontinuous phenomena,” Cambr. Phil. Soc.,
vol. 15, pp. 117–136, 1909.
[61] S. O. Rice, “Mathematical analysis of random noise,” Bell System Technical
Journal, vol. 23, pp. 1–51, 1944.
[62] E. N. Gilbert and H. O. Pollak, “Amplitude distribution of shot noise,” Bell
System Technical Journal, vol. 39, pp. 333–350, 1960.
98
[63] S. B. Lowen and M. C. Teich, “Power law shot noise,” Bell System Technical
Journal, vol. 36, no. 6, pp. 1302–1318, 1990.
[64] W. Feller, An Introduction to Probability Theory and Its Applications, 3rd ed.
John Wiley & Sons, 1968.
[65] I. Gradshteyn, I. Ryzhik, and A. Jeffrey, Table of Integrals, Series and Products.
New York : Academic, 1994.
[66] G. Samorodnitsky and M. S. Taqqu, Stable Non-Gaussain Random Process :
Stochastic Models with Infinite Variance. Chapman & Hall/CRC, 1994.
[67] P. Le´vy, Calcul des Probabilite´s. Paris : Gauthier-Villard, 1925.
[68] B. Gnedenko and A. Kolmogorov, Limit Distributions for Sums of Random
Variables, 2nd ed. Cambridge : Addison-Wesley, 1968.
[69] J. Venkataraman, M. Haenggi, and O. Collins, “Shot noise models for outage
and throughput analyses in wireless ad hoc networks,” in MILCOM’06, 2006.
[70] V. Chistyakov, “A theorem on sums of independent, positive random variables
and its applications to branching processes,” Probability Theory And Its Appli-
cation, vol. 9, pp. 640–648, 1964.
[71] R. Adler, R. Feldman, and M. Taqqu, A Practical Guide to Heavy Tails : Sta-
tistical Techniques and Applications. Boston : Birkhauser, 1998.
[72] S. Resnick, Heavy Tail Phenomena : Probabilistic and Statistical Modeling.
Springer, 2007.
[73] H. A. . David and H. N. Nagaraja, Order Statistics, 3rd ed. John Wiley &
Sons, 2003.
[74] S. Weber, J. Andrews, and N. Jindal, “The effect of fading, channel inversion
and thershold scheduling on ad hoc networks,” IEEE Trans. Inf. Theory, vol. 53,
no. 11, pp. 4127–2149, 2007.
[75] A. M. Hunter, J. Andrews, and S. Weber, “Transmission capacity of ad hoc
networks with spatial diversity,” IEEE Trans. Wireless Commun., vol. 7, no. 12,
pp. 5058–5071, 2008.
[76] K. Huang, J. Andrews, R. Heath, D. G, and R. Berry, “Spatial interference
cancellation for multi-antenna mobile ad hoc networks : Perfect CSI,” in IEEE
GLOBECOM’08, 2008.
99
[77] C. A. Baird and C. Zham, “Performance criteria for narrowband array proces-
sing,” in IEEE Conference On Decision And Control, vol. 10, 1971, pp. 564–565.
[78] H. Cox, R. M. Zeskind, and M. M. Owen, “Robust adaptive beamforming,”
IEEE Trans. Acoust., Speech, Signal Process., vol. 35, pp. 1365–1375, 1987.
[79] A. Shah and M. Haimovich, “Performance analysis of maximal ratio combining
and comparison with optimum combining for mobile radio communications with
co-channel interference,” IEEE Trans. Veh. Technol., vol. 49, no. 4, pp. 1454–
1463, 2000.
[80] J. W. Silverstein and Z. D. Bai, “On the empirical distribution of eigenvalues of
a class of large dimensional random matrices,” Journal of Multivariate Analysis,
vol. 54, no. 2, pp. 786–795, 1994.
[81] D. Tse and S. Hanly, “Linear multiuser receiver : Effective interference, effective
bandwidth and user capacity,” IEEE Trans. Inf. Theory, vol. 45, no. 2, pp. 641–
657, 1999.
[82] S. verdu and S. Shamai, “Multiuser detection with random spreading and error
correction codes : Fundamental limits,” in Allerton’97, 1997.
[83] C. G. Khatri, “On certain distribution problems based on positive definite qua-
dratic functions in normal vectors,” Annals of Mathematical Statistics, vol. 37,
no. 2, pp. 468–479, 1966.
[84] A. Shah and M. Haimovich, “Performance analysis of optimum combining in wi-
reless communications with rayleigh fading and cochannel interference,” IEEE
Trans. Commun., vol. 46, no. 4, pp. 473–479, 1998.
[85] J. Winters, “Optimum combining in digital mobile radio with cochannel inter-
ference,” IEEE J. Sel. Areas Commun., vol. 2, no. 4, pp. 528–539, 1984.
[86] V. A. Aalo and J. Zhang, “Performance of antenna array systems with optimum
combining in a rayleigh fading environment,” IEEE Commun. Lett., vol. 24,
no. 12, pp. 387–389, 2000.
[87] D. Lao and A. Haimovich, “Exact closed-form performance analysis of opti-
mum combining with multiple cochannel interferers and rayleigh fading,” IEEE
Trans. Commun., vol. 51, no. 6, pp. 995–1003, 2003.
[88] M. Chiani, M. Win, and A. Zanella, “On optimum combining of M-aray PSK si-
gnals with unequal power interferers and noise,” IEEE Trans. Commun., vol. 53,
no. 1, pp. 44–47, 2005.
100
[89] H. Gao and P. J. Smith, “Exact SINR calculations for optimum linear combining
in wireless systems,” Probability in the engineering and Informational Sciences,
vol. 40, no. 1, pp. 261–281, 1998.
[90] H. Gao, P. J. Smith, and M. V. Clark, “Theoretical reliability of mmse linear
diversity combining in rayleigh fading additive interference channels,” IEEE
Trans. Commun., vol. 46, no. 5, pp. 666–672, 1998.
[91] F. Baccelli, B. Blaszczyszyn, and P. Muhlethaler, “An Aloha protocol for mul-
tihop mobile wireless networks,” IEEE Trans. Inf. Theory, vol. 52, no. 2, pp.
421–436, 2006.
[92] W. B. Davenport and W. L. Root, An Introduction to the Theory of Random
Signals and Noise. John Wiley & Sons, 1987.
[93] D. L. Synder and M. I. Miller, Random Point Processes in Time and Space,
2nd ed. Spring Verlag.
[94] J. Ilow and D. Hatzinakos, “Analytic alpha stable noise modeling in a poisson
field of interferers or scatterers,” IEEE Trans. Signal Process., vol. 46, no. 6,
pp. 1601–1611, 1998.
[95] A. P. Petropulu and J. C. Pesquet, “Power law shot noise and its relationship to
long memory α-stable processes,” IEEE Trans. Signal Process., vol. 48, no. 7,
pp. 1883–1892, 2000.
[96] E. Villier, “Performance analysis of optimum combining with multiple interfe-
rers in flat rayleigh fading,” IEEE Trans. Commun., vol. 47, no. 10, pp. 1503–
1510, 1999.
[97] S. Govindasamy, D. W. Bliss, and D. H. Staelin, “Spectral efficiency in single-
hop ad hoc wireless networks interference using adaptive antenna arrays,” IEEE
J. Sel. Areas Commun., vol. 25, no. 7, pp. 1358–1369, 2007.
[98] Arogyaswami, R. Nabar, and D. Gore, Introduction to Space Time Wireless
Communication. Cambridge : University Press, 2003.
[99] S. Weber, X. Yang, J. Andrews, and G. D. Veciana, “Transmission capacity of
wireless ad hoc networks with outage constraints,” IEEE Trans. Inf. Theory,
vol. 51, no. 12, pp. 4091–4101, 2005.
[100] R. Blum, “MIMO capacity with interference,” IEEE J. Sel. Areas Commun.,
vol. 21, no. 5, pp. 793–801, 2003.
101
[101] F. Baccelli and B. Blaszczyszyn, Stochastic Geometry and Wireless Networks :
Volume I Theory. Foundations and Trends in Networking, 2009, vol. 3, no. 3.
[102] R. Ganti and M. Haenggi, “Dynamic connectivity and packet propagation delay
in aloha wireless networks,” in Proc. IEEE Asilomar Conference on Signal,
Systems and Computer, (ACSSC’07), November 2007, pp. 143–147.
[103] M. Westcott, “The probability generating functional,” Journal of the Australian
Mathematical Society, vol. 14, pp. 448–466, 1972.
[104] S. Weber, N. Jindal, R. Ganti, and M.Haenggi, “Longest edge routing on the
spatial Aloha graph,” in IEEE GLOBECOM’08, December 2008.
[105] H. Takagi and L. Kleinrock, “Optimal transmission ranges for randomly distri-
buted packet radio terminals,” IEEE Trans. Wireless Commun., vol. 22, no. 3,
pp. 246–257, 1984.
[106] S. Biswas and R. Morris, “ExOR : opportunistic multi-hop routing for wireless
networks,” ACM SIGCOMM Computer Communication Review, vol. 35, no. 4,
pp. 133–144, 2005.
[107] F. Baccelli, B. Blaszczyszyn, and P. Muhlethaler, “Time-space opportunistic
routing in wireless ad hoc networks : Algorithms and performance optimization
by stochastic, geometry,” the Computer Journal, 2009, to appear.
[108] F. Baccelli and B. Blaszczyszyn, Stochastic Geometry and Wireless Networks :
Volume II Applications. Foundations and Trends in Networking, 2009, vol. 3,
no. 4.
[109] R. Nelson and L. Kleinrock, “The spatial capacity of a slotted ALOHA multihop
packet radio network with capture,” IEEE Trans. Commun., vol. 32, no. 6, pp.
684–694, 1984.
[110] T. Tabet and R. Knopp, “Spatial throughput of multi-hop wireless networks
under different retransmission protocols,” in Allerton 2004, 42nd Annual confe-
rence on Communication, Control and Computing, September 2004.
[111] F. Baccelli, B. Blaszczyszyn, and P. Muhlethaler, “An Aloha protocol for mul-
tihop mobile wireless networks,” IEEE Trans. Inf. Theory, vol. 52, no. 2, pp.
421–436, 2006.
[112] Y. Ko and N. Vaidya, “Location aided routing (LAR) in mobile ad hoc net-
works,” in Proc. ACM/IEEE international conference on Mobile Computing
and Networking, 1998.
102
[113] P. Jacquet, P. Minet, P. Mu¨hlethaler, and N. Rivierre, “Priority and collision
detection with active signaling - the channel access mechanism of HIPERLAN,”
Wireless Personal Communications, vol. 4, no. 1, pp. 11–25, 1997.
103
Annexe A
Exemple de simulation :
soustraction de l’interfe´rence
lam=[ 0.001 0.002 0.003 0.0035 0.004 0.0045 0.005 0.006 0.007];
% densite´ des noeuds
R=10; % distance e´metteur-re´cepteur
al=4; % exposant d’atte´nuation
K=2; % nombre de signaux supprimer
z=0.0001; % pre´cision
SNR=0.1; % snr requis
for la=1:length(lam)
th=1/SNR/R^(al);
th2=1/SNR/R^(al);
lamda=lam(la)
rayon=sqrt(400/lamda/pi)
Tmax=pi*rayon^2
sim1=0;
nc=poissrnd(lamda*Tmax,1,4000); % nombres de noeuds ale´atoires
for c=1:4000
nb=nc(c); N.location=zeros(nb,2); N.dist=zeros(nb,1);
d=random(’unif’,0,rayon^2,1,nb);
teta=random(’unif’,0,2*pi,1,nb);
% ge´neration ale´atoire des positions des e´metteur
for (i=1:nb)
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N.location(i,1)=sqrt(d(i))*cos(teta(i));
N.location(i,2)=sqrt(d(i))*sin(teta(i));
end
clear N.dist
for (i=1:nb)
N.dist(i)=sqrt(N.location(i,1)^2+N.location(i,2)^2);
end
% coefficients de Rayleigh
coef=exprnd(1,nb,1);
for (i=1:nb)
N.dist(i)=N.dist(i)^(-al)*coef(i);
end
% triage des puissances recues
[mi,in]=sort(N.dist,’descend’);
interf=0;
%calcul de l’interfe´rence
for i=K+1:nb
interf=interf+mi(i);
end
for i=1:K
interf=interf+z*mi(i);
end
clear mi in
if interf>exprnd(1)/SNR/R^al
sim1=sim1+1;
end
end
siml1(la)=sim1/c a=2/al;
c=2*pi*gamma(2/al)*gamma(1-2/al)*R^2*(0.1)^(2/al)/al;
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anal(la)=1-exp(-lam(la)*c) end plot(lam,siml1) hold on
plot(lam,anal,’*-r’)
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Annexe B
Exemple de simulation : Syste`mes
d’antennes
lam=[ 0.0005 0.0008 0.0009 0.001 0.002 0.003 0.004 0.005 0.006
0.007 0.008 0.009 ];
%densite´s de noeuds
R=10; %distance e´metteur-re´cepteur
al=3.5; % exposant d’atte´nuation
L=2 % nombre d’antennes
SNR=2; % snr requis
b=10^(-6); % bruit
rand(’state’,sum(100*clock)) for la=1:length(lam)
th=1/SNR/R^(al);
lamda=lam(la)
rayon=sqrt(100/lamda/pi);
Tmax=pi*rayon^2;
sim1=0;
sim2=0;
sim3=0;
for c=1:200
nb=poissrnd(lamda*Tmax);
num=nb;
location=zeros(nb,2);
dist=zeros(nb,1);
d=random(’unif’,0,rayon^2,1,nb);
teta=random(’unif’,0,2*pi,1,nb);
%positions ale´atoires des noeuds
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for (k=1:nb)
location(k,1)=sqrt(d(k))*cos(teta(k));
location(k,2)=sqrt(d(k))*sin(teta(k));
end
for (k=1:nb)
dist(k)=sqrt(location(k,1)^2+location(k,2)^2)^(-al);
end
% coefficients des canaux
coef=1/sqrt(2*L)*(sqrt(-2*log(rand(L,nb+1))). ...
*cos(2*pi*rand(L,nb+1))+j*sqrt(-2*log(rand(L,nb+1))).*cos(2*pi*rand(L,nb+1)));
coefn=b/sqrt(2*L)*(sqrt(-2*log(rand(L,1))). ...
*cos(2*pi*rand(L,1))+j*sqrt(-2*log(rand(L,1))).*cos(2*pi*rand(L,1)));
coef1=coef(:,1:nb);
m=coef(:,nb+1);
select=zeros(L,nb);
[mi,ni]=sort(dist,’descend’);
% filtrage mmse
for k=1:num
select(:,k)=coef1(:,ni(k))*sqrt(dist(ni(k)));
end
su=select;
W=pinv(su*su’+b*diag(ones(L,1)),0);
a=su*su’+b*diag(ones(L,1));
W2=(W*m);
interf=0;
for kk=1:nb
interf=interf+(coef1(:,ni(kk))’*W2)*(W2’*coef1(:,ni(kk)))*dist(ni(kk));
end
interf=interf+(coefn(:,1)’*W2)*(W2’*coefn(:,1));
%SINR re´sultants apres filtrage
SIR=R^(-al)*(m’*W2)*(W2’*m)/interf;
if SIR < SNR
sim1=sim1+1;
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end
end
siml1(la)=sim1/c;
c1=pi*2/al*csc(pi*2/al);
c2=lam(la)*pi*c1*th^(-2/al);
analytic=1;
for oo=1:L-1
analytic=analytic+(c2+b/th)^oo/factorial(oo);
end
anal(la)=1-analytic*exp(-lam(la)*pi*c1*th^(-2/al))*exp(-b*(R^(al)*SNR));
end anal siml1 loglog(lam,anal) hold on loglog(lam,siml1,’-r’)
