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Smooth attractors for weak solutions of the SQG equation with critical
dissipation
Michele Coti Zelati and Piotr Kalita
ABSTRACT. We consider the evolution of weak vanishing viscosity solutions to the critically dissipative sur-
face quasi-geostrophic equation. Due to the possible non-uniqueness of solutions, we rephrase the problem
as a set-valued dynamical system and prove the existence of a global attractor of optimal Sobolev regularity.
To achieve this, we derive a new Sobolev estimate involving Ho¨lder norms, which complement the existing
estimates based on commutator analysis.
1. Introduction
The forced, critically dissipative surface quasi-geostrophic (SQG) equation models the temperature θ
on the 2D boundary of a rapidly rotating half space, with small Rossby and Eckman numbers, and constant
potential vorticity (cf. [11, 30]). As an initial-boundary value problem, it reads
∂tθ + u · ∇θ + (−∆)1/2θ = f,
u = R⊥θ = ∇⊥(−∆)−1/2θ,
θ(0) = θ0,
∫
T2
θ0(x) = 0,
(1.1)
where θ0 is the initial condition and f is a time-independent, mean free force. Since its first appearance in
the mathematical literature in [11], it has attracted tremendous amount of attention, in part due to striking
similarities with the three dimensional Euler and Navier–Stokes equations. We mention, without any aim of
completeness, the references [10, 15, 20–22, 31] concerning various properties of the critical SQG equation,
and the more recent works on the regularity of solutions [3, 14, 27, 28]. In this paper, we analyze the space-
periodic SQG equation (1.1) from the longtime behavior viewpoint, and establish the following result.
THEOREM 1.1. Let f ∈ L∞(T2) ∩ H1/2(T2). The multivalued dynamical system S(t) generated by
(1.1) on L2(T2) possesses a unique global attractor A with the following properties:
(1) S(t)A = A for every t ≥ 0, namely A is invariant.
(2) A is bounded in H1/2(T2), and is thus compact in L2(T2).
(3) For every bounded set B ⊂ L2(T2),
lim
t→∞
distL2(S(t)B,A) = 0,
where distL2 stands for the usual Hausdorff semi-distance between sets given by the L2(T2) norm.
(4) A is minimal in the class of L2(T2)-closed attracting sets and maximal in the class of L2(T2)-
bounded invariant sets.
The dynamical system S(t) is generated by the class of vanishing viscosity weak solutions to (1.1),
defined as subsequential limits of solutions of a suitable family of regularized equations (see Section 2). As
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these are not known to be uniquely determined by their initial condition, {S(t)}t∈R+ is a set-valued family
of solution operators.
Assuming f ∈ Lp, for some p > 2, the existence of the global attractor for weak solutions has been
recently established in [7]. The important observation in that paper is that solutions to (1.1) with L2 initial
data become instantaneously in L∞ and satisfy the energy equality. This is sufficient to deduce the existence
of a global attractor that is strongly compact in L2 and bounded in L∞. In the context of strong solutions
(i.e., with H1 initial data), the asymptotic behavior of (1.1) has been analyzed in detail in [9, 13]. In this
case, the corresponding dynamical system is single-valued, and the main difficulties arise in establishing
proper dissipative estimates.
In this article, we establish the optimal Sobolev regularity of the global attractor for vanishing viscosity
weak solutions, hence improving on the result of [7]. The proof is based on a new Sobolev estimate (see
Appendix B), derived by means of suitable lower bounds on the fractional Laplacian [14], and which com-
plement and to a certain extent improve the existing estimates based on commutator analysis in the spirit of
[25, 26]. This method also requires a uniform Ho¨lder estimate, established in [9]. It turns out that the same
techniques yield an even stronger result, which we state below.
COROLLARY 1.2. Under the assumptions of Theorem 1.1, A is a bounded set of H1(T2).
Hence, we provide a fairly complete answer to the existence and regularity of attractors of the critically
dissipative SQG equation. Indeed, the H1 regularity proven in Corollary 1.2 implies that the restriction of
S(t) toA is a well-defined, single-valued semigroup of solution operators. In other words, this work bridges
the existing works on weak solutions [7] and strong solutions [9, 13], answering in the positive a question
posed in [7]. We state this as a corollary as well.
COROLLARY 1.3. Assume that f ∈ L∞(T2) ∩H1(T2). Then A is a bounded set of H3/2(T2).
In particular, under the assumptions of Corollary 1.3, the attractors of [7], [9, 13] and of Theorem 1.1
coincide.
REMARK 1.4 (On the forcing term f ). While the H1/2 regularity of the attractor is optimal, due to
the order of the dissipation in (1.1), we believe that the assumptions on f could be relaxed. The minimal
requirement would be f ∈ L2. We are skeptical that this could be the case, since even in [7] it is assumed
that f ∈ Lp, for some p > 2. The requirement of f ∈ L∞ is needed in the existence of a Ho¨lder continuous
absorbing set, while f ∈ H1/2 is used in the Sobolev regularity estimate (3.3). Nonetheless, in the process
to obtain the H1 regularity in Corollary 1.2, the assumption that f ∈ H1/2 seems to be quite sharp.
This article is organized as follows. In the next Section 2, we recall a few facts about weak solutions to
the critically dissipative SQG equation, and set up the machinery of multivalued dynamical systems needed
to analyze their asymptotic behavior. Section 3 is devoted to the proof of our main result, Theorem 1.1, and
Corollary 1.2. In particular, we establish the existence of an absorbing set that is bounded in H1/2. To make
the presentation self-contained, the paper is complemented with two appendices. In the first Appendix A
we recall a few properties of multivalued semiflows and their global attractors, while we prove a general
Sobolev estimate in Appendix B.
2. The SQG equation as a set-valued dynamical system
This section is devoted to the construction of the multivalued dynamical system {S(t)}t∈R+ generated
by a class of weak solutions of (1.1). This is in fact a delicate step, that relies on the precise definition of
vanishing viscosity solutions. We establish translation and concatenation properties of vanishing viscosity
solutions, and prove that the multivalued semiflow consists of set-valued operators with closed graph. At
the end, we recall a few known results from [7, 9] on the dissipativity of S(t).
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2.1. Preliminaries. We define the two-dimensional torus as T2 = (−pi, pi)2, and C∞p (T2) as the space
of restrictions to T2 of smooth functions, 2pi-periodic in both variables, such that their mean value on T2 is
zero. In the sequel we will always use the shorthand notation for various function spaces defined on T2, for
example we will write C∞ for C∞p (T2) and likewise Hσ for the closure of C∞ in the Hσ(T2) norm. All
spaces of functions defined on T2 considered in the article are assumed to consist of functions which have
zero mean value on T2 and are 2pi-periodic with respect to both variables.
Given a distribution φ on T2, its Fourier coefficients are given by
φ̂k =
1
(2pi)2
∫
T2
φ(x)e−ik·xdx for k ∈ Z2∗,
where Z2∗ = Z2 \ {0}. Using the Fourier expansion we can define the L2-based Sobolev space Hσ as
Hσ =
φ ∈ D′ : ‖φ‖2Hσ = ∑
k∈Z2
∗
|k|2σ |φ̂k|2 <∞
 where σ ∈ R.
The scalar product in L2 = H0 will be denoted by 〈·, ·〉, and the same symbol is used for the duality between
H−σ and Hσ. The fractional Laplacian is the nonlocal operator defined as
(−∆)σφ(x) =
∑
k∈Z2⋆
|k|2σφ̂keik·x or simply ̂(−∆)σφk = |k|2σφ̂k.
Note that the latter definition is valid also in the case when φ (or (−∆)σφ) is a periodic distribution not
necessarily given by a function. Using the fractional Laplacian we can define equivalently the norm in Hσ
as ‖φ‖Hσ = ‖(−∆)σ/2φ‖L2 . We define the Zygmund operator Λ = (−∆)1/2, a linear and continuous
operator from H1/2 to its dual H−1/2. In general, Λσ is defined as (−∆)σ/2, and for σ ∈ (0, 2) it has the
real variable representation
Λσφ(x) = cσ
∑
k∈Z2
∗
∫
T2
φ(x)− φ(x+ y)
|y − 2pik|2+σ dy = cσ P.V.
∫
R2
φ(x)− φ(x+ y)
|y|2+σ dy,
where cσ > 0 is a suitable normalization constant. Above and throughout the paper, we will not distinguish
between functions on T2 and their periodic extensions on R2.
The relation between u and θ in (1.1) is given by the Riesz transform. We define the j-th Riesz trans-
form, where j = 1, 2, in terms of its Fourier coefficients as
R̂jφk =
ikj
|k| φ̂k for k ∈ Z
2
∗.
We have
Rjφ = ∂xjΛ−1φ.
We define R⊥ = (−R2,R1), whereas we have R⊥φ = (−∂x2Λ−1φ, ∂x1Λ−1φ). If φ ∈ H1/2, then
R⊥φ ∈ H1/2 ×H1/2 is always divergence free.
2.2. Vanishing viscosity solutions. A weak solution to (1.1) is a function
θ ∈ L2loc(0,∞;H1/2) ∩ Cw([0,∞);L2)
such that for any ϕ ∈ C∞0 ([0,∞);C∞) there holds for every T > 0
−
∫ T
0
〈θ(t), ∂tϕ(t)〉dt− 〈θ0, ϕ(0)〉 + 〈θ(T ), ϕ(T )〉
−
∫ T
0
〈θ(t),u(t) · ∇ϕ(t)〉dt+
∫ T
0
〈Λ1/2θ(t),Λ1/2ϕ(t)〉dt =
∫ T
0
〈f, ϕ(t)〉dt. (2.1)
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We will work with a subclass of weak solutions, called vanishing viscosity solutions, defined as limit of the
following auxiliary problem. For ε > 0, consider the family of problems
∂tθ
ε − ε∆θε +R⊥θε · ∇θε + Λθε = f. (2.2)
We define the following class of vanishing viscosity solutions for the problem (1.1).
DEFINITION 2.1. A weak solution (in the sense of (2.1))
θ ∈ L2loc(0,∞;H1/2) ∩ Cw([0,∞);L2)
is a vanishing viscosity solution of (1.1) if there exist a sequence εn ց 0 and corresponding solutions θεn
to (2.2) with ε = εn such that θεn → θ in Cw([0, T ];L2) for every T > 0 and θεn(0) → θ(0) strongly in
L2.
Following the lines of [3, Appendix C], it is standard to prove that given θ0 ∈ L2 and f ∈ L∞, a
(possibly non-unique) vanishing viscosity solution of (1.1) exists. Remarkably, it was shown in [7] that all
vanishing viscosity solutions are instantaneously in L∞ (see [3] for the unforced case) and satisfy the energy
equation
1
2
‖θ(t)‖2L2 +
∫ t
s
‖Λ1/2θ(τ)‖2L2 dτ =
1
2
‖θ(s)‖2L2 +
∫ t
s
〈f, θ(τ)〉dτ, (2.3)
for all 0 ≤ s ≤ t. This is connected to the absence of anomalous dissipation in the critical case, as proven
in [12]. A straightforward yet very important consequence is that vanishing viscosity solutions are strongly
continuous.
LEMMA 2.2. Let θ be a vanishing viscosity solution of (1.1) with θ0 ∈ L2 and f ∈ L∞. Then θ ∈
C([0,∞);L2).
PROOF. We know that θ ∈ Cw([0,∞);L2), whereas for {tn} ⊂ [0,∞) and t ∈ [0,∞) such that
tn → t we have θ(tn)→ θ(t) weakly in L2. The energy equation (2.3) implies that ‖θ(tn)‖L2 → ‖θ(t)‖L2
as n→∞ and it follows that θ(tn)→ θ(t) strongly in L2. The proof is complete. 
REMARK 2.3. In fact, only f ∈ Lp for some p > 2 is needed in the argument of [7]. The assumption
that f ∈ L∞ will be used later, but we decided to impose this condition from the very beginning for the sake
of clarity.
2.3. The SQG equation as an m-semiflow. When studying the long-time dynamics of globally well-
posed differential systems, a widely used approach consists in the analysis of certain invariant sets of the
corresponding semigroup of solution operators S(t) acting on a Banach space X, or, more generally, on a
complete metric space (classical references are [1,6,23,32–34]). When uniqueness of solution is not known,
the above theory is clearly not applicable, and several other approaches have been developed in the past two
decades [2, 5, 8, 29]. We adopt here the approach introduced by Melnik and Valero in [29], which revolves
around the concept of multivalued semiflow (see Appendix A for the main concepts).
The m-semiflow governed by the vanishing viscosity solutions of the surface quasi-geostrophic equation
is defined as the family {S(t)}t∈R+ of set-valued solution operators S(t) : L2 → P(L2) such that
S(t)θ0 = {θ(t) : θ is a solution given by Definition 2.1 with θ(0) = θ0} . (2.4)
As a first step, we prove that {S(t)}t∈R+ is indeed an m-semiflow, in the sense of Definition A.1.
LEMMA 2.4. Let f ∈ L∞. The family {S(t)}t∈R+ given by (2.4) is an m-semiflow.
PROOF. The fact that of S(t)θ0 is a nonempty set follows from the existence of vanishing viscosity
solutions for each θ0 ∈ L2. Moreover, the assertion (i) of Definition A.1 is clear as we can pass with T to
zero in (2.1). We must show that S(s + t)θ0 ⊂ S(s)S(t)θ0 for s, t > 0 and θ0 ∈ L2. To this end, take
ξ ∈ S(s+ t)θ0. There exists a vanishing viscosity solution θ such that θ(0) = θ0 and θ(s+ t) = ξ. Define
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η = θ(t). Then η ∈ S(t)θ0. We must prove that ξ ∈ S(s)η, i.e., that there exists a vanishing viscosity weak
solution θ such that θ(0) = η and θ(s) = ξ. For τ ∈ [0,∞), define
θ(τ) = θ(τ + t).
Subtracting (2.1) written for final times t and T > t, we find that θ satisfies (2.1) with the initial condition η.
It remains to show that θ is the limit in Cw([0, T ];L2), for each T > 0, of solutions of the auxiliary problems
(2.2) with the initial conditions converging strongly in L2. As θ is the vanishing viscosity solution, there
exist sequences ε → 0 and θε → θ in Cw([0, T ];L2) such that (2.2) holds. Naturally, θ is the limit of the
time-translated approximated sequence of θε. Indeed, setting
θ
ε
(τ) = θε(τ + t), τ ∈ [0,∞),
we readily see that θε satisfies (2.2) for a.e. τ > 0 and θε → θ in Cw([0, T − t];L2) we only need to prove
that θε(0) = θε(t)→ θ(t) = θ(0) strongly in L2. Multiplying (2.2) by θε and integrating in T2 we get
1
2
d
dt
‖θε‖2L2 + ε‖θε‖2H1 + ‖θε‖2H1/2 = 〈f, θε〉, for a.e. t ∈ (0, T ). (2.5)
It follows by the Poincare´ inequality that θε is bounded in L2(0, T ;H1/2) independent of ε, and the same
holds for
√
εθε in L2(0, T ;H1). Thus, from the estimate∣∣∣∣∫
T2
θεuε · ∇ϕdx
∣∣∣∣ . ‖θε‖L4‖uε‖L4‖ϕ‖H1 . ‖θε‖2L4‖ϕ‖H1 . ‖θε‖2H1/2‖ϕ‖H1 , (2.6)
and (2.2), we deduce that ∂tθε is uniformly bounded in L1(0, T ;H−1). Hence by the Aubin–Lions theorem
it follows that θε(r) → θ(r) strongly in L2 for a.e. r ∈ (0, T ), possibly passing to a further subsequence.
We take sequences rk ց t and sk ր t such that this strong convergence holds. Define
Vε(r) =
1
2
‖θε(r)‖2L2 −
∫ r
0
〈f, θε(s)〉ds
and
V (r) =
1
2
‖θ(r)‖2L2 −
∫ r
0
〈f, θ(s)〉ds.
By (2.5) we have
Vε(rk) ≥ Vε(t) ≥ Vε(sk).
Passing to the limit as ε→ 0 we get
V (rk) ≥ lim sup
ε→0
Vε(t) ≥ lim inf
ε→0
Vε(t) ≥ V (sk).
Now we can take k to infinity and use the fact that V is a continuous function (cf. Lemma 2.2) so that we
can infer that ‖θε(t)‖L2 → ‖θ(t)‖L2 and the proof is complete. 
In the next result we prove that the m-semiflow is t∗-closed (see Definition A.2).
LEMMA 2.5. Let f ∈ L∞. The m-semiflow given by (2.4) is t∗-closed for all t∗ > 0.
PROOF. Fix any t∗ > 0. Let θn0 → θ0 strongly in L2 and ηn ∈ S(t∗)θn0 be such that ηn → η strongly
in L2. We must show that η ∈ S(t∗)θ0. There exists a sequence θn of vanishing viscosity solutions such
that θn(0) = θn0 and θn(t∗) = ηn. The energy equation (2.3) implies that the sequence θn is bounded in
L2(0, t∗;H
1/2). Taking ϕ ∈ C∞0 ((0, t∗)× T2) in (2.1) we get
−
∫ t∗
0
〈θn(t), ∂tϕ(t)〉dt =
∫ t∗
0
〈θn(t),u(t) · ∇ϕ(t)〉dt−
∫ t∗
0
〈Λ1/2θn(t),Λ1/2ϕ(t)〉dt+
∫ t∗
0
〈f, ϕ(t)〉dt.
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The right-hand side of the above expression can be estimated from above by∫ t∗
0
‖θn(t)‖L4‖u(t)‖L4‖∇ϕ(t)‖L2 dt+
∫ t∗
0
‖θn(t)‖H1/2‖ϕ(t)‖H1/2 dt+
∫ t∗
0
‖f‖L2‖ϕ(t)‖L2 dt
. ‖θn‖2
L2(0,t∗;H1/2)
‖ϕ‖L∞(0,t∗;H1) + ‖θn‖L2(0,t∗;H1/2)‖ϕ‖L2(0,t∗;H1/2) +
√
t∗‖f‖L2‖ϕ‖L2(0,t∗;L2).
It follows that the distributional derivatives ∂tθn belong to L1(0, t∗;H−1) and are uniformly bounded in
that space. Hence, for a subsequence, not renumbered, we have θn → θ weakly in L2(0, t∗;H1/2) and
∂tθ
n → ∂tθ weakly in L1(0, t∗;H−1), for some function θ ∈ L2(0, t∗;H1/2). We can pass to the limit in all
terms in (2.1) written for θn, whereas θ satisfies (2.1) for T = t∗. Moreover, θn → θ in Cw([0, t∗];L2), and,
as θn(t∗) → θ(t∗) weakly in L2, we have η = θ(t∗). We must prove that θ can be obtained by a vanishing
viscosity procedure on (0, t∗). For each fixed n ∈ N, there exist a sequence {θn,k}k∈N of functions satisfying
(2.2) with εk → 0 as k →∞ such that θn,k → θn in Cw([0, t∗];L2) and θn,k(0)→ θn(0) strongly in L2 as
k →∞. The energy relations
1
2
‖θn(t)‖2L2 +
∫ t
0
‖θn(s)‖2
H1/2
ds =
∫ t
0
〈f, θn(s)〉ds + 1
2
‖θn(0)‖2L2 , for all t ∈ [0, t∗],
1
2
‖θn,k(t)‖2L2 +
∫ t
0
‖θn,k(s)‖2
H1/2
ds ≤
∫ t
0
〈f, θn,k(s)〉ds+ 1
2
‖θn,k(0)‖2L2 , for all t ∈ [0, t∗],
imply that for every n there exists k0(n) such that
{θ(t), θn(t), θn,k(t) : t ∈ [0, t∗], n ∈ N, k ≥ k0(n)} ⊂ BR, (2.7)
where R > 0 is big enough and BR denotes the closed ball in L2 centered at 0 with radius R. Notice that the
topology of Cw([0, t∗];BR) is metrizable, we corresponding metric denoted by dw. For every n we choose
k(n) ≥ k0(n) such that
dw(θ
n,k(n), θn) ≤ 1
n
and ‖θn,k(n)(0)− θn(0)‖L2 ≤
1
n
.
Clearly θn,k(n) → θ in Cw([0, t∗];L2) and θn,k(n)(0) → θ(0) strongly in L2. We have proved that θ is a
vanishing viscosity solution on [0, t∗]. Since every θn,k(n) can be elongated to [0, T ] for arbitrary T > t∗
using a diagonal argument it follows that the convergence θn,k(n) → θ holds in Cw([0, T ];L2) for all T > 0,
θ being a vanishing viscosity solution, and the proof is complete. 
Note that the above proof requires the strong convergence of initial conditions in the definition of the
vanishing viscosity solution. Without this strong convergence we could not find the ball BR in (2.7).
As a matter of fact, the m-semiflow turns out to be strict. However, notice that we have to strengthen
the assumptions on the forcing term, as we will have to exploit further parabolic regularization of solutions.
The regularization follows by consecutive application of several bootstrapping results (also see Sections 2.4
and 3 below):
• if the initial condition θ0 belongs to L2 and f ∈ Lp for some p > 2, by [7, Lemma 2.3] θ(t) is
uniformly bounded in L∞ for t > ε;
• if the initial condition θ0 belongs to L∞ and f ∈ L∞, by [9, Theorem 4.2 and Remark 4.8] it
follows that θ(t) is uniformly bounded in Cβ for certain β = β(‖θ0‖L∞ , ‖f‖L∞) ∈ (0, 1/4] for
t > ε;
• if f ∈ H1/2 then the uniform bound on θ(t) in Cβ implies the uniform bound on θ(t) in H1/2 for
t > ε by Theorem B.1 below;
• if θ0 ∈ H1/2 and f ∈ L∞ ∩H1/2 then the argument of [13, Theorem 5.2], up to a slight modifica-
tion of the treatment of the forcing term, implies that θ(t) becomes uniformly bounded in H1 for
t > ε. We discuss this modification in Section 3.2 below.
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Note that from the uniform bounds which hold for the approximate sequence of solutions to (2.2) one can
always obtain the corresponding bounds for the solutions of (2.1). Now, for the initial condition in H1
the vanishing viscosity weak solution is unique (this property follows by the weak–strong uniqueness result
obtained in [13, Theorem 4.4]) and the semiflow becomes single valued. Combining these results we get that
if the initial condition is in L2 then, instantaneously, the trajectory becomes bounded in H1. In particular, if
a trajectory is given on a time interval [0, ε) for some small ε > 0, then its continuation to the whole interval
[0,∞) is defined uniquely. This fact is used in the following lemma.
LEMMA 2.6. Let f ∈ H1/2 ∩ L∞. Then the m-semiflow {S(t)}t∈R+ defined by (2.4) is strict.
PROOF. We must prove that S(s)S(t)θ0 ⊂ S(s+ t)θ0 for any arbitrary initial condition θ0 ∈ L2. Take
ξ ∈ S(s)S(t)θ0. There exists η ∈ S(t)θ0 such that ξ ∈ S(s)η. We denote the corresponding vanishing
viscosity solutions by θ1 and θ2. We have θ1(0) = θ0, θ1(t) = θ2(0) = η and θ2(s) = ξ. Define
θ(r) =
{
θ1(r) if r ∈ [0, t),
θ2(r − t) if r ∈ [t,∞).
As θ(0) = θ0 and θ(s+ t) = ξ we only need to show that θ is a vanishing viscosity solution. The fact that θ
is a weak solution follows from (2.1) written for θ1 and θ2. It remains to prove that θ is a vanishing viscosity
limit. Notice that there exists a sequence θε1, defined on the whole positive semi axis [0,∞), of solutions to
(2.2) with ε ց 0 , such that θε1 → θ1 in Cw([0, t];L2) and θε1(0) → θ1(0) strongly in L2. We aim to show
that the approximation sequence θε1 also converges to θ on [t, T ], for every T > t. Equivalently, defining
θ
ε
1(τ) = θ
ε
1(τ + t), τ ∈ [0,∞),
we need to prove that θε1 → θ2 in Cw([0, T − t];L2). An analogous argument to that of Lemma 2.4 implies
that θε1(0) = θε1(t) → η strongly in L2. As η ∈ S(t)θ0 with t > 0, the regularity of f implies that η ∈ H1
by the discussion above. Now, for the initial condition in H1 the solution given by Definition 2.1 with
f ∈ H1/2 ∩ L∞ is unique. By a diagonal argument, for a not renumbered subsequence, θε1 converges in
Cw([0, T − t];L2), for all T > t, to a certain vanishing viscosity solution with initial condition η. The
weak–strong uniqueness results employed in [13, Theorem 4.4] imply that this vanishing viscosity solution
is equal to θ2, thus completing the proof. 
The requirement that f ∈ H1/2 is used in the proof of Lemma 2.6 to exploit known uniqueness results
for solutions to (1.1) with H1 initial data. Without Lemma 2.6, we would be forced to work with non-strict
multivalued semiflows, hence obtaining an attractor that is only negatively invariant.
2.4. Ho¨lder continuous absorbing sets. The existence of a bounded absorbing set for S(t) is the first
step towards the proof of the global attractor existence. A simple L2 estimate on (1.1) entails
‖θ(t)‖L2 ≤ ‖θ0‖L2e−c0t +
1
c0
‖f‖L2 for all t ≥ 0, (2.8)
where c0 > 0 is an absolute constant related to the Poincare´ inequality. Clearly, this yields the existence of a
bounded absorbing set in L2, which can be taken as a ball centered at zero and radius proportional to ‖f‖L2 .
More importantly, there exists an absorbing set that is bounded in L∞. This was proven in [7], thanks
to an explicit estimate valid for general weak solutions, and therefore vanishing viscosity solutions as well.
To be precise, any vanishing viscosity solution to (1.1) satisfies
‖θ(t)‖L∞ ≤ cp
(‖θ0‖L2
t
+ ‖f‖Lp
)
for all t > 0,
provided that f ∈ Lp, for some p > 2. Thus, the L2 norm controls the L∞ norm for positive times, and
therefore the existence of an L∞-absorbing set is a consequence of the dissipative estimate (2.8). The scale-
invariant nature of the L∞ norm still prevents the bootstrap to higher Sobolev estimates, but it turns out to
be sufficient to prove the energy equation and, in consequence, existence of the global attractor. To control
higher order norms we need the following a priori estimate, from [9].
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PROPOSITION 2.7 ([9, Theorem 4.2]). Assume that θ0 ∈ L∞. There exists β = β(‖θ0‖L∞ , ‖f‖L∞) ∈
(0, 1/4] such that
‖θ(t)‖Cβ ≤ c [‖θ0‖L∞ + ‖f‖L∞ ] for all t ≥ tβ =
3
2(1− β) , (2.9)
for some positive constant c > 0.
Note that by [9, Remark 4.8] we can make the constant tβ in the above result arbitrarily small. The
above proposition holds for vanishing viscosity solutions as well, as long as the initial datum is taken in
L∞, which is possible thanks to the existence of an absorbing set consisting of bounded functions. Since
the ε-regularization of the approximating sequence of regular solutions satisfies (2.9) (which is an estimate
independent of ε), standard compactness arguments imply that (2.9) passes to the limit as ε → 0. We
summarize the above considerations in the following.
PROPOSITION 2.8. Assume that f ∈ L∞. There exists β = β(‖f‖L∞) ∈ (0, 1/4] and a constant c1 ≥ 1
such that the set
Bβ =
{
φ ∈ Cβ : ‖φ‖Cβ ≤ c1(‖f‖L∞ + 1)
}
is an absorbing set for S(t). Moreover,
sup
t≥0
sup
θ0∈Bβ
‖S(t)θ0‖Cβ ≤ 2c1(‖f‖L∞ + 1), (2.10)
holds.
The uniform estimate in (2.10) follows from the propagation of the Ho¨lder regularity proved in [13]
(see also [9, Theorem 4.1]). Now that a Ho¨lder norm is under control, we aim to exploit Theorem B.1 to
bootstrap the regularity of the absorbing sets to Sobolev spaces.
3. The global attractor
As mentioned in the introduction, the existence of the global attractor of S(t) is the main result of [7].
Recall that the global attractor is the unique compact subset of the phase space that is invariant and attracting
(see Appendix A). By its minimality with respect to the attraction property, the global attractor is contained
in every absorbing set, and therefore regularity properties of absorbing sets imply analogous properties for
the global attractor. The aim of this section is to establish Sobolev regularity for the global attractor devised
in [7], and prove that it coincide with the global attractor of strong solutions of [9, 13] whenever the forcing
term is assumed smooth enough. Notice that Proposition 2.8 already establishes the Ho¨lder continuity of
the global attractor.
3.1. H1/2 regularity: proof of Theorem 1.1. The proof of Theorem 1.1 is concluded once we are
able to establish the existence of an H1/2 estimate for vanishing viscosity solutions of (1.1). In light of
Proposition 2.8, we may restrict ourselves to work with initial data θ0 ∈ Bβ , for which, in particular, we
have the bound
sup
t≥0
sup
θ0∈Bβ
‖S(t)θ0‖L2 . ‖f‖L∞ + 1. (3.1)
A trivial application of the energy equation (2.3) (in fact, only inequality is needed here) on the interval
(t, t+ 1), for an arbitrary t > 0, entails∫ t+1
t
‖Λ1/2θ(τ)‖2L2dτ ≤
1
2
‖θ(t)‖2L2 +
∫ t+1
t
〈f, θ(τ)〉dτ.
Consequently, using the Poincare´ inequality and (3.1) we infer that
sup
t≥0
sup
θ0∈Bβ
∫ t+1
t
‖S(τ)θ0‖2H1/2dτ . ‖f‖2L∞ + 1. (3.2)
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We now make use of Theorem B.1, with γ = 1 and α = 1/2. Specifically, (B.2) implies that
d
dt
‖θ‖2
H1/2
+
1
4
‖θ‖2H1 . ‖f‖4/βL∞ + ‖f‖2H1/2 + 1 (3.3)
Hence
d
dt
‖θ‖2
H1/2
. ‖f‖4/βL∞ + ‖f‖2H1/2 + 1,
and (3.2) and the uniform Gronwall lemma implies the bound
‖θ(t)‖2
H1/2
. ‖f‖4/βL∞ + ‖f‖2H1/2 + 1 for all t ≥ 1.
and hence the existence of an H1/2-bounded absorbing set. For later reference, we summarize everything
in the proposition below.
PROPOSITION 3.1. Assume that f ∈ L∞∩H1/2. There exist β = β(‖f‖L∞) ∈ (0, 1/4] and a constant
c2 ≥ 1 such that the set
B1/2 =
{
φ ∈ H1/2 ∩ Cβ : ‖φ‖2
H1/2∩Cβ
≤ c2
[
‖f‖4/βL∞ + ‖f‖2H1/2 + 1
]}
is an absorbing set for S(t).
It is also clear from (3.3) that the following estimate holds true
sup
t≥0
sup
θ0∈B1/2
[
‖S(t)θ0‖2H1/2∩Cβ +
∫ t+1
t
‖S(τ)θ0‖2H1 dτ
]
≤ c
[
‖f‖4/βL∞ + ‖f‖2H1/2 + 1
]
. (3.4)
Note that this concludes the proof of Theorem 1.1, since the invariance, minimality and maximality proper-
ties are standard consequences of the general theory.
3.2. Smoothness of the attractor. The proof of Corollary 1.2 essentially follows from (3.4) and the
estimate
d
dt
‖θ‖2H1 +
1
4
‖θ‖2
H3/2
≤ c (‖f‖L∞∩H1/2) . (3.5)
The estimate above has been established in [13, Theorem 5.2], except there it was assumed that f ∈ H1.
For the sake of completeness, we report here the main steps needed to derive (3.5). As in [13], we apply ∇
to (1.1). After taking the (pointwise in x) inner product with ∇θ we infer that
(∂t + u · ∇+ Λ)|∇θ|2 +D[∇θ] = −2∇u : ∇θ · ∇θ +∇f · ∇θ,
where
D[∇θ](x) = c
∫
R2
∣∣∇θ(x)−∇θ(x+ y)∣∣2
|y|3 dy.
It turns out (see [13, Theorem 5.2]) that
(∂t + u · ∇+ Λ)|∇θ|2 + 1
4
D[∇θ] ≤ c (‖f‖L∞∩H1/2 + 1) +∇f · ∇θ, (3.6)
pointwise in x, where c (‖f‖L∞∩H1/2 + 1) depends on Ho¨lder estimates for θ which ultimately depend only
on the forcing term by (3.4). Using the fact that
1
2
∫
T2
D[∇θ](x)dx = ‖θ‖2
H3/2
,
we integrate (3.6) on T2 and obtain
d
dt
‖θ‖2H1 +
1
2
‖θ‖2
H3/2
≤ c (‖f‖L∞∩H1/2 + 1) + 〈∇f,∇θ〉.
Since, by interpolation,
〈∇f,∇θ〉 ≤ c‖f‖H1/2‖θ‖2H3/2 ≤
1
4
‖θ‖2
H3/2
+ c‖f‖2
H1/2
,
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we finally arrive at (3.5). Notice that a further use of the Gronwall lemma is needed here as well, combined
with (3.4), to establish the existence of a bounded absorbing set in H1.
PROPOSITION 3.2. Assume that f ∈ L∞ ∩H1/2. There exists β = β(‖f‖L∞) ∈ (0, 1/4] such that the
set
B1 =
{
φ ∈ H1 ∩ Cβ : ‖φ‖H1∩Cβ ≤ c(‖f‖L∞∩H1/2 + 1)
}
is an absorbing set for S(t).
At this point, the restriction of S(t) to B1 is a single-valued semigroup, and therefore it coincides with
the strong solution operator studied in [9,13]. In particular, assuming f ∈ H1, the regularity of the attractor
can be further bootstrapped to H3/2 (stated in Corollary 1.3), and in general to higher Sobolev spaces as
long as the forcing term is assumed smooth enough.
Appendix A. Multivalued semiflows
In the following, X is a Banach space and R+ = [0,∞). By P(X) we denote the family of nonempty
subsets of X and by B(X) the family of nonempty and bounded subsets of X.
DEFINITION A.1. A family {S(t)}t∈R+ of multivalued maps S(t) : X → P(X) is a multivalued
semiflow if
(i) for any x ∈ X we have S(0)x = {x};
(ii) for any s, t ∈ R+ and x ∈ X we have S(t+ s)x ⊂ S(t)S(s)x.
If in (ii) we have the equality S(t+ s)x = S(t)S(s)x in place of inclusion then the m-semiflow is said to
be strict.
A set B0 ∈ B(X) is absorbing if for every bounded set B ⊂ X there exists tB > 0 such that⋃
t≥tB
S(t)B ⊂ B0.
For fixed time, we consider the following notion of (extremely weak) continuity on X.
DEFINITION A.2. The m-semiflow {S(t)}t∈R+ is said to be t∗-closed if there exists t∗ > 0 such that
the graph of S(t∗) is a closed set in X ×X, endowed with the strong topology.
As customary, the main object of study is the so-called global attractor, whose attraction property is
defined in terms of the Hausdorff semidistance in X, namely
distX(A,B) = sup
x∈A
inf
y∈B
‖x− y‖X .
DEFINITION A.3. The set A ⊂ X is a global attractor for an m-semiflow {S(t)}t∈R+ if
(i) A is a compact set in X.
(ii) A is negatively semiinvariant, i.e., A ⊂ S(t)A for all t ∈ R+.
(iii) A uniformly attracts all bounded sets in X, i.e.,
lim
t→∞
distX(S(t)B,A) = 0,
for all B ∈ B(X).
For our purposed, the following sufficient condition for the existence of the global attractor is enough.
THEOREM A.4 (cf. [18, Theorem 4.6], [19, Proposition 4.2]). If the multivalued semiflow {S(t)}t∈R+
is t∗-closed and possesses a compact absorbing set, then it has a global attractor A. It is the minimal closed
uniformly attracting set. If the semiflow is strict then the attractor is moreover invariant, i.e. the equality
S(t)A = A holds for all t ≥ 0.
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The compactness requirement for the absorbing set is certainly not needed in general, as more appropri-
ate notions of asymptotic compactness can be shown to be equivalent to the existence of the global attractor.
The reader is referred to [18, 19, 24, 29] for more details.
The notion of t∗-closed dynamical system was introduced in the single-valued setting in [4]. In the
proof of Theorem A.4 this property is needed exclusively to prove negative invariance (or invariance, when
S(t) is strict), while the existence of a compact, minimal, uniformly attracting set is a consequence of the
compactness (or asymptotic compactness) and dissipativity of S(t).
Appendix B. Sobolev estimates
Let γ ∈ (0, 2), and consider the general SQG equation
∂tθ + u · ∇θ + Λγθ = f,
u = R⊥θ = ∇⊥Λ−1θ,
θ(0) = θ0,
∫
T2
θ0(x) = 0.
We aim to prove the following theorem.
THEOREM B.1. Let γ ∈ (0, 2), α ∈ (0, 1) and assume that, for some
β ∈ (max{1− γ, 0}, 1)
we have the a priori control
[θ(t)]Cβ ≤ Kβ for all t ≥ 0. (B.1)
Then the differential inequality
d
dt
‖θ‖2Hα +
1
4
‖θ‖2
Hα+γ/2
≤ cK
4γ
γ+β−1
β + c‖f‖2Hα (B.2)
holds true for every t ≥ 0 with a constant c > 0.
The proof of the above theorem is split in several steps. A version of the above inequality, valid for
γ ∈ (1, 2) and involving solely a bound on the L∞ norm of the solution was recently devised in [16].
B.1. Finite differences and nonlinear estimates. Consider the finite difference
δhθ(x, t) = θ(x+ h, t) − θ(x, t),
which is periodic in both x and h, where x, h ∈ T2. As in [13, 17], it follows that
L(δhθ)
2 +Dγ [δhθ] = δhf, (B.3)
where L denotes the differential operator
L = ∂t + u · ∇x + (δhu) · ∇h + Λγ
and
Dγ [ψ](x) = cγ
∫
R2
[
ψ(x) − ψ(x+ y)]2
|y|2+γ dy.
For an arbitrary α ∈ (0, 1), we study the evolution of the quantity v(x, t;h) defined by
v(x, t;h) =
δhθ(x, t)
|h|1+α .
Notice that
‖θ(t)‖2Hα =
∫
R2
∫
R2
[
v(x, t;h)
]2
dhdx =
∫
R2
∫
R2
[
θ(x+ h, t)− θ(x, t)]2
|h|2+2α dhdx.
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From (B.3) and a calculation analogous to that in [13, 17], we arrive at
Lv2 +
Dγ [δhθ]
|h|2+2α = −4(1 + α)
h
|h|2 · δhu v
2 +
(δhf)(δhθ)
|h|2+2α , (B.4)
with δhu = R⊥δhθ. To estimate the dissipative term Dγ [δhθ] from below and the nonlinear term δhu
from above, we report here two lemmas that were essentially proved in [13, 14, 16, 17]. The first concerns
dissipation.
LEMMA B.2. There exists a positive constant c˜γ such that
Dγ [δhθ](x, t) ≥ c˜γ |δhθ(x, t)|
2+ γ
1−β
|h| γ1−β [θ(t)]
γ
1−β
Cβ
holds for any x, h ∈ T2 and any t ≥ 0.
PROOF. As proven in [13, 14, 17], for r ≥ 4|h| there holds, pointwise in x, h and t
Dγ [δhθ](x) ≥ cγ
rγ
|δhθ(x)|2 − ccγ |δhθ(x)|[θ]Cβ
|h|
r1+γ−β
, (B.5)
where c ≥ 1 is an absolute constant and
[θ]Cβ = sup
x 6=y∈T2
|θ(x)− θ(y)|
|x− y|β .
We choose r > 0 such that
cγ
rγ
|δhθ(x)|2 = 4ccγ |δhθ(x)|[θ]Cβ
|h|
r1+γ−β
,
namely,
r =
[
4c[θ]Cβ |h|
|δhθ(x)|
] 1
1−β
.
Notice that since |δhθ(x)| ≤ [θ]Cβ |h|β , we immediately obtain that r ≥ 4|h|. The result follows by plugging
r back into (B.5). 
Below is the pointwise estimate of the nonlinear term. Again, we only report the proof for the sake of
completeness, since a very similar estimate is found in [13, 14, 16, 17].
LEMMA B.3. Let r ≥ 4|h| be arbitrarily fixed. Then
|δhu(x, t)| ≤ c
[
rγ/2
(
Dγ [δhθ](x, t)
)1/2
+
|h|[θ(t)]Cβ
r1−β
]
,
holds pointwise in x, h ∈ T2 and t ≥ 0.
PROOF. We will mostly use the representation of the Riesz transform as a singular integral, that is
Rjθ(x) = 1
2pi
P.V.
∫
T2
yj
|y|3 θ(x+ y)dy +
∑
k∈Z2
∗
∫
T2
(
yj + 2pikj
|y + 2pik|3 −
2pikj
|2pik|3
)
θ(x+ y)dy
=
1
2pi
P.V.
∫
R2
yj
|y|3 θ(x+ y)dy.
Let us fix r ≥ 4|h|, and write δhu as
δhu(x) =
1
2pi
P.V.
∫
R2
y⊥
|y|3
[
δhθ(x+ y)− δhθ(x)
]
dy = δhuin(x) + δhuout(x),
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where
δhuin(x) =
1
2pi
P.V.
∫
R2
y⊥
|y|3
[
1− χ(|y|/r)][δhθ(x+ y)− δhθ(x)]dy,
and
δhuout(x) =
1
2pi
P.V.
∫
R2
y⊥
|y|3χ(|y|/r)
[
δhθ(x+ y)− δhθ(x)
]
dy
=
1
2pi
P.V.
∫
R2
δ−h
[
y⊥
|y|3χ(|y|/r)
] [
θ(x+ y)− θ(x)]dy.
Above, χ is a smooth radially non-increasing cutoff function, taken to be zero for |x| ≤ 1 and 1 if |x| ≥ 2
and such that |χ′| ≤ 2. For the inner piece, we obtain
|δhuin(x)| ≤ 1
2pi
∫
|y|≤r
1
|y|2 |δhθ(x+ y)− δhθ(x)|dy
≤ 1
2pi
[∫
|y|≤r
1
|y|2−γ
]1/2 [∫
R2
(δhθ(x+ y)− δhθ(x))2
|y|2+γ dy
]1/2
≤ crγ/2(Dγ [δhθ](x))1/2. (B.6)
Regarding the outer part, the mean value theorem entails
|δhuout(x)| ≤ c|h|
∫
|y|≥r/2
|θ(x+ y)− θ(x)|
|y|3 dy ≤ c|h|[θ]Cβ
∫
|y|≥r/2
1
|y|3−β dy ≤ c
|h|[θ]Cβ
r1−β
. (B.7)
The conclusion follows by combining (B.6) and (B.7). 
B.2. Proof of Theorem B.1. Without loss of generality, we may assume that Kβ ≥ 1. Combining
(B.1) and (B.4) with the results of the above two lemmas, we obtain the inequality
Lv2 +
1
2
Dγ [δhθ]
|h|2+2α + c˜γ
|δhθ(x, t)|2+
γ
1−β
|h|2+2α+ γ1−βK
γ
1−β
β
≤ c
[
rγ/2
(
Dγ [δhθ]
)1/2
+
|h|Kβ
r1−β
]
v2
|h| +
(δhf)(δhθ)
|h|2+2α . (B.8)
By the Cauchy-Schwartz inequality,
c
[
rγ/2
(
Dγ [δhθ]
)1/2
+
|h|Kβ
r1−β
]
v2
|h| ≤
1
4
Dγ [δhθ]
|h|2+2α + c
[
|h|2αv4rγ + Kβ
r1−β
v2
]
.
We now choose r > 0 as
r = 4
[
K2β
|h|2αv2
] 1
1+γ−β
,
so that, in particular by (B.1) and the fact that Kβ ≥ 1,
r = 4
[
K2β
|h|2β
|δhθ|2
] 1
1+γ−β
|h| 2−2β1+γ−β ≥ 4|h| 2−2β1+γ−β ≥ 4|h|,
since |h| ≤ 1 and γ + β > 1. In this way,
|h|2αv4rγ + Kβ
r1−β
v2 ≤ 2|h|2αv4rγ ≤ cK
2γ
1+γ−β
β |h|
2α(1−β)
1+γ−β v
2+ 2−2β
1+γ−β ,
and (B.8) becomes
Lv2 +
1
4
Dγ [δhθ]
|h|2+2α + c˜γ
|δhθ(x, t)|2+
γ
1−β
|h|2+2α+ γ1−βK
γ
1−β
β
≤ cK
2γ
1+γ−β
β |h|
2α(1−β)
1+γ−β v2+
2−2β
1+γ−β +
(δhf)(δhθ)
|h|2+2α . (B.9)
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Using Young inequality with
p =
1 + γ − β
2(1− β) , q =
1 + γ − β
γ + β − 1 ,
we infer that
cK
2γ
1+γ−β
β |h|
2α
1+γ−β v2+
2−2β
1+γ−β ≤ c˜γ |δhθ(x, t)|
2+ γ
1−β
|h|2+2α+ γ1−βK
γ
1−β
β
+ c
K
4γ
γ+β−1
∞
|h|2α
Therefore, from (B.9) we deduce that
Lv2 +
1
4
Dγ [δhθ]
|h|2+2α ≤ c
K
4γ
γ+β−1
β
|h|2α +
(δhf)(δhθ)
|h|2+2α .
We integrate the above inequality first in h ∈ T2 (which is allowed, since α < 1) and then x ∈ T2. Using
that
1
2
∫
R2
∫
R2
Dγ [δhθ]
|h|2+2α dhdx =
∫
R2
∫
R2
|δhΛγ/2θ|2
|h|2+2α dhdx = ‖θ‖
2
Hα+γ/2
and the estimate, valid for α ∈ (0, 1),∫
R2
∫
R2
(δhf)(δhθ)
|h|2+2α dhdx ≤
[∫
R2
∫
R2
|δhf |2
|h|2+2α dhdx
]1/2 [∫
R2
∫
R2
|δhθ|2
|h|2+2α dhdx
]1/2
≤ ‖f‖Hα‖θ‖Hα ≤ 1
4
‖θ‖2
Hα+γ/2
+ c‖f‖2Hα ,
we arrive at
d
dt
‖θ‖2Hα +
1
4
‖θ‖2
Hα+γ/2
≤ cK
4γ
γ+β−1
β + c‖f‖2Hα .
This is precisely (B.2), and the proof is concluded.
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