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Abstract
This paper is concerned with the smooth re'nable function on a plane relative with complex scaling
factor ∈Q[i] ⊂ C. Characteristic functions of certain self-a4ne tiles related to a given scaling factor are
the simplest examples of such re'nable function. We study the smooth re'nable functions obtained by a
convolution power of such charactericstic functions. Dahlke, Dahmen, and Latour obtained some explicit
estimates for the smoothness of the resulting convolution products. In the case  = 1 + i, we prove better
results. We introduce -splines in two variables which are the linear combination of shifted basic functions.
We derive basic properties of -splines and proceed with a detailed presentation of re'nement methods. We
illustrate the application of -splines to subdivision with several examples. It turns out that -splines produce
well-known subdivision algorithms which are based on box splines: Doo-Sabin, Catmull-Clark, Loop, Midedge
and some
√
2;
√
3-subdivision schemes with good continuity. The main geometric ingredient in the de'nition
of -splines is the fundamental domain F (a fractal set or a self-a4ne tile). The properties of the fractal F
obtained in number theory are important and necessary in order to determine two basic properties of -splines:
partition of unity and the re'nement equation.
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1. Introduction
Subdivision and re'nement methods have received considerable attention in recent years. The basic
idea behind subdivision in many constructions is to de'ne a spline function which satis'es a certain
re'nement equation. Many re'nement equations encountered in practice have integer scaling factor.
We introduce -splines, which have a re'nement equation with complex scaling factor ∈Q[i] ⊂ C,
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i.e.,
(z) =
∑
k∈Z2
ak(z − k):
This generalization extends the class of subdivision schemes, which can be de'ned on a nonregular
mesh, are simple and have good continuity. The emphasis in this article is on examples of re-
'nement algorithms. Using -splines we obtain the well-known subdivision algorithms: Doo-Sabin,
Catmull-Clark, Loop, Midedge (see [23]) and some
√
2;
√
3-subdivision schemes.
The main ingredient in the de'nition of -splines is the fundamental domain F, which is a fractal
set or self-a4ne tile. The convolution product of characteristic function 	F are the basis function
in the de'nition of -splines. We use known facts about F in order to determine basic properties
of -splines: partition of unity, support, smoothness and re'nement equation. The construction of
re'nable functions relative to some scaling factor (or matrix) was investigated by several authors
[5,12,19,18]. The smoothness of the convolution products was investigated in [5]. We obtained better
smoothness results in the case =1+i (see Theorem 8). Using -splines one can certainly construct
fractal-like subdivision schemes that do not converge to well-de'ned surfaces, in this article, however,
we consider schemes with a certain kind of symmetry, whose rules can be extended to a nonregular
mesh and which converge to a continuous surface.
The paper is organized into sections as follows. In Section 2 we introduce notations and de'nitions
in the form they will be used later on. The de'nition of the fundamental domain is in the next
section. For the convenience of the reader we repeat the relevant material about number systems and
fundamental domains without proofs, thus making our exposition self-contained. In Section 4 we
de'ne and provide some background on -basis splines. If the reader is not interested in details the
author recommends to omit all proofs and hopes that results and examples will be clear. In Section
5 we apply the theory and show explicit examples of re'nement. Finally, in the last section, we
summarize the contribution of the article and list several topics for future work.
2. Notations and denitions
We denote by C;R;Q;Z;N the set of complex numbers, real numbers, rational numbers, integers
and positive integers, respectively. Let X k be the k-fold direct product of X; X k = X × · · · × X . If
X; Y ⊂ C, then X ±Y := {x±y | x∈X; y∈Y}, cX := {cx | x∈X } for any c∈C. It is convenient to
identify a complex number z=R(z)+ i ·I(z)= x+ iy∈C (R(z); I(z) means the real and imaginary
part of a complex number z) with a point (x; y) in the plane R2, i.e. C ≈ R2. If f : C → R is
real, it is customary to write f(z) rather than f(x; y). We denote by 	(F) the area or the Lebesgue
measure of the set F ⊂ R2.
We use the abbreviation JTCS (just touching covering system) (the de'nition is given in
Section 3).
3. Lattices
Denote by M = 〈1; 〉 := {a + b | a; b∈Z; ∈C \ R} two-dimensional lattice in the plane. Let
RM = {∈C | M ⊂ M}. We will say that the lattice M admits complex multiplication if RM = Z.
From the following proposition follows that for the general lattice M we have RM = Z.
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Proposition 1. If RM = Z then = r + is
√
d, for some r; s∈Q; d∈N. Moreover, if = r + is√d,
for some r; s∈Q, d∈N then RM = {a+ b | a; b; 2br; b(r2 + s2d)∈Z} ⊂ M .
Proof. Assume that ∈RM and  = Z, then  = a+ b; = a+ b2 ∈M for some a; b∈Z, i.e.,
=f+h for some f; h∈Z. Therefore, we have b2 =f+(h−a) and  is a root of the quadratic
equation bz2 − ez − f = 0, where e = h− a. Hence
=
e ±
√
e2 + 4bf
2b
= r + is
√
d; where r; s∈Q; d∈N:
Conversely, suppose  = r + is
√
d, r; s∈Q; d∈N and ∈RM then  = a + b; ∈M for some
a; b∈Z, i.e., b2 ∈M . But
2 = r2 − s2d+ i2rs
√
d= 2r− (r2 + ds2) = 2R()− ||2;
hence we see that 2br; (r2 + ds2)b∈Z, because b2 ∈M .
Example 1. If M = 〈1; i〉; M = 〈1; i√2〉 or M = 〈1; (1 + i√3)=2〉 then RM =M . If M = 〈1; i=2〉 then
RM = {a+ i2b | a; b∈Z} ⊂ M .
Remark 1. There is another point of view to M and RM . Consider a lattice isomorphism f :M →
Z2; f(c + d) = (c; d). A multiplication map m : z → z; ∈RM , may be easily described using a
matrix representation as follows. Suppose that the following diagram is commutative:
M  c + d f→ (c; d)∈Z2
m ↓ ↓
M  (c + d) f→ A (c; d)t ∈Z2
where (c; d)t means the transpose of the row (c; d) and A is an integer matrix which can be easily
computed. If = a+ b; =R() + i · I() = r + ik then
A =
(
a −b||2
b a+ 2bR()
)
=
(
a −b(r2 + k2)
b a+ 2br
)
:
Notice that ||2=det(A ) and A has characteristic polynomial (	−)(	− J)=	2−2	(a+br)+||2.
Similarly, any multiplication map m :C → C; z → z,  = e + ih can be considered as a linear
map from R2 → R2 de'ned by the matrix
Ai =
(
e −h
h e
)
;
if we take a standard basis in R2, i.e. {e1 = 1; e2 = i}.
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Moreover, for any integer matrix
X =
(
a A
b B
)
with nonreal eigenvalues exist  and , such that M = 〈1; 〉; ∈RM and X =A . Indeed, one can
easily 'nd that
=
B− a
2b
+ i
√
−4Ab− B2 − a2 + 2aB
4b2
; = a+ b:
The expression under the square root is positive because the matrix X has nonreal eigenvalues.
Remark 2. With any lattice M=〈1; 〉 we can associate an elliptic curve whose Picard group is equal
to M . The ring of endomorphisms for this elliptic curve is RM . We refer the reader for de'nitions
and details to [9, Chapter 4, Section 4].
For M and ∈RM let us de'ne the digit set N such that
N= {n1 = 0; n2; : : : ; n||2 | nk ∈M; nk − nl ∈ M if 16 k = l6 ||2}: (1)
The fundamental domain of the pair (;N) is de'ned by
F=

z | z =
∑
j¿1
−jcj; cj ∈N

 :
Informally speaking, F contains all elements of C ≈ R2, with integer part equal to zero in their
“-adic” representation. For example, if =2; N= {0; 1; i; 1+ i}, then F= {x+ iy | 06 x; y6 1}.
Therefore, F is a generalization of the parallelogram in R2. The analogous set F in the one-
dimensional case is a closed interval. The fundamental domain can be considered as the self-similar
set of an iterated function system (see for details [14]). Therefore, in the literature on fractals the
fundamental domain is called a self-similar set, an attractor or a deterministic fractal. We refer the
reader for details to one of the standard references in fractal geometry [2].
The pair (;N) is called a number system for the lattice M if any m∈M admits a representation
of the form
m= c0 + c1+ · · ·+ ckk ; where cj ∈N; 06 j6 k: (2)
Example 2. If M = 〈1; i〉; =−1± i; N= {0; 1} then the pair (;N) is a number system, but the
pair (1± i;N) is not a number system (see [14, p. 23]).
Denition. We say that a pair (;N) is a JTCS for the lattice M , if 	((F+m1) ∩ (F+m2)) = 0
holds for each m1; m2 ∈M , m1 = m2, where 	 is the Lebesgue measure on R2.
The following facts are known for the fundamental domains (see [14, p. 19], [1,15,20]).
Proposition 2.
(a) F is a bounded and closed (i.e., compact) set.
(b)
⋃
m∈M (F+ m) = C.
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(c) 	((F+ m1) ∩ (F+ m2)) = 0 holds for each m1 = m2; m1 ∈G, where
G := {m∈M |m= c0 + c1+ · · ·+ ckk ; cj ∈N; k ∈N}: (3)
(d) A pair (;N) is JTCS for the lattice M if and only if G − G =M .
(e) If the pair (;N) is a number system for the lattice M, then this pair is JTCS for M (see
[15]).
(f) The pair ( = a + ib; N = {0; 1; : : : ; ||2 − 1}) is a number system if and only if −16 −
2a6 a2 + b2 and a2 + b2¿ 2. [20, Corollary 2.1].
Example 3. It is known that the pair (±1 ± i; {0; 1}) (four diNerent cases) is JTCS for the lattice
〈1; i〉 (see [10]).
Proposition 3. If M = 〈1; =(1=2)(1+ i√3)〉 then the following pairs are JTCS for the lattice M:
A1 = (1 + ; {0; 1; }); A2 = (1 + ; {0; − 1; }); (4)
A3 = (2; {0; 1; ; + 1}); A4 = (2; {0; 1; − 1; }); (5)
A5 = (2; {0; ; − 1; 2− 1}): (6)
Moreover, only the pair A4 is a number system.
Proof. Our proof is similar in spirit to ideas from [14].
We need some de'nitions. For each m∈M there exists a unique n∈N such that m − n∈ M
(uniqueness follows from de'nition (1)). Let m − n = m1, then a function J :M → M is de'ned
by J (m)=m1. An element m∈M is called periodic if J k(m)=m for some k ∈N. It is obvious that
the pair (;N) is not a number system for the lattice M if and only if there is a periodic nonzero
element in M .
There is a nonzero periodic element in M for the pair A1. Indeed,  − 1 = 1 + ( − 1), i.e.,
J (− 1) = − 1. Since (−) = − 1 + (−) we see that − is periodic for the pair A2. If = 2
we have the following equalities − 1 = + 1 + (− 1); −1 = 2− 1 + (−1). The 'rst equality
means that  − 1 is a periodic element for the pair A3. From the second equality follows that −1
is a periodic element for the pair A5. Hence, the pairs A1; A2; A3 and A5 are not number systems for
the lattice M .
Let K =maxn∈N |n|; r = || − 1, L= K=r. Then
|J (m)|6 |(m− n)=|6 1=||(|m|+ K): (7)
Hence we have: (a) |J (m)|¡ |m| if |m|¿L, or (b) |J (m)|6L if |m|6L. Since the disc |m|6L
contains only 'nitely many elements, the sequence m; J (m); J 2(m); : : : is ultimately periodic and
J k(m)6L if k is large enough. Therefore, any element m∈M has a representation of the following
form:
m= a0 + a1+ · · ·+ akk + m1; ai ∈N; |m1|6L: (8)
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Consequently, according to Proposition 2(d) the pair (;N) is JTCS if and only if
m1 = g1 − g2 for any |m1|6L; (9)
where gj = a0j + a1j+ · · ·+ akjk ; aij ∈N; j=1; 2. For the pairs A1 and A2 we have K =1; ||2 =
3; L = 1=(
√
3 − 1) ≈ 1:366. Therefore, it is enough to check that condition (9) holds in the disc
|m1|6 1:366. Since 1 = − 1− (− 1) and − 1 = − , we obtain that the pairs A1 and A2 are
JTCS. For the pairs A3 and A5 we have K =
√
3; L=
√
3 and a similar veri'cation as before show,
that condition (9) holds. Hence, A3 and A5 are JTCS.
It remains to prove that the pair A4 is a number system. According to equality (8) it is enough
to check that in the disc |m1|6L there are no nonzero periodic elements. Since for the pair A4 we
have L=1, it is easy to check that all elements in the disc have the form (2), i.e., are not periodic.
Therefore, the pair A4 is a number system and thus is JTCS, too.
In the next section we will need some basic notations. Let S be the set that “touches” F, de'ned
by
S := {m∈M \ {0} |F ∩ (F+ m) = ∅}:
Then by Proposition 2(b) the boundary of F has the following representation:
@F=
⋃
m∈S
(F ∩ (F+ m)):
Hence, the boundary of F is the set of all elements of F that are contained in F+m for a certain
m∈M; m = 0. The set of vertices of F is de'ned by V =⋃k¿3 Vk , where
Vk+1 :=

z ∈F
∣∣∣∣∣∣ z ∈
k⋂
j=1
(F+ mj) for diNerent m1; : : : ; mk ∈M \ 0

 : (10)
In some cases V contains four, six, an in'nite or even uncountable set (see examples in [1]). @F
may contain points that belong to Vk; k¿ 3.
In the examples later on we will give 'gures of fundamental domains (see Figs. 1, 7 and 10).
4. Renement equations
In this section we de'ne -basis functions B0; * :C → R, which satisfy the following re'nement
equation
B0; *(z) =
||2∑
j=1
B0; *(z − nj) for all z ∈C \ E; (11)
where *= {M; ;N} is a collection of a lattice M , a multiplicator ∈RM and the lattice elements
N={n1; : : : ; n||2} de'ned in (1). The exceptional set E ⊂ C has zero Lebesgue measure on C ≈ R2,
i.e., 	(E)= 0. Here and later we assume that ||2 ∈N. Sometimes we omit * and hope the meaning
of * will be clear (or not important) from the context.
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Fig. 1. The fundamental domains: left F1, right F2.
Assume that the pair (;N) is JTCS. We de'ne B0; * as an “almost” indicator function
B0; *(z) =


1; z ∈F* \ @F*;
0; z ∈F*;
1=k; z ∈Vk \ Vk+1; k¿ 2;
(12)
where F* is the fundamental domain of the pair (;N) and Vk is de'ned by (10). B0; * may
be interpreted as a generalized Haar function. The following theorem, self-a4ne tiles and their
connection with wavelets bases and multi-resolution analysis are discussed in [8,18,12].
Theorem 4. Let *= {M; ;N} be a collection as required above. Then we have∑
m∈M
B0; *(z + m) = 1; for any z ∈C (partition of unity); (13)
B0; *(z) =
||2∑
j=1
B0; *(z − nj) for any z ∈C \ E; (14)
where the set E ⊂F* ⊂ C has zero Lebesgue measure on R2, i.e., 	(E) = 0.
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Remark 3. From the partition of unity property follows that∫
R2
B0; *(z)B0; *(z + 0) dz = 	(F)1(0) ∀0∈M; (15)
where 1(0) = 1 and 1(0) = 0 for all 0∈M \ {0} and 	(F) denotes the Lebesgue measure of F.
Condition (15) means that the lattice translates of the re'nable function B0; *(z) are orthogonal. In
[8] was shown that 	(F) = 1.
Remark 4. The re'nement equation (14) can be written using a dilation matrix A . This matrix
is easy to compute if you know the lattice M = 〈1; 〉 and a multiplicator ∈RM (see Remark 1).
Using the dilation matrix, Eq. (14) can be rewritten in the following form:
B0; *(x; y) =
||2∑
j=1
B0; *(A (x; y)
t − f(nj)) for any (x; y)∈C \ E;
where (x; y)t means the transpose, f :M → Z2 is given by f(c + d) = (c; d), and ||2 = det(A ):
Proof of Theorem 4. This theorem is similar to Theorem 1 [8]. For convenience of the reader and
since it is relatively short we present it here. The 'rst equality in the theorem follows easily from
the de'nition of B0 and Proposition 2(b).
For abbreviation, we write F instead of F* and set
Fj :=
{
nj=+
∑
k¿2
ck−k ; nj; ck ∈N
}
:
Then F=
⋃||2
j=1 Fj. Assume that for z ∈F the right-hand side of Eq. (14) is bigger than one. This
means that z− nj ∈F and z− nk ∈F for some j = k. The condition z− nj ∈F is equivalent to
the requirement z ∈Fj. Therefore, z ∈ (Fj ∩Fk). Hence z ∈ (Fj ∩ Fk) = (F+ nj) ∩ (F+ nk),
i.e.
z ∈E := (1=)
⋃
j =k
((F+ nj) ∩ (F+ nk)):
According to the assumption the pair (;N) is JTCS, therefore the Lebesgue measure of the set
(F+ nj)∩ (F+ nk) is zero. Hence, the Lebesgue measure of the set E is zero, too. This completes
the proof of the theorem.
Consider the convolution of two functions f; g :C ≈ R2 → R as de'ned for z = x + iy by
(f(z)? g(z))(w) :=
∫
R2
f(z)g(w − z) dx dy: (16)
The following properties of the convolution for functions f; g; h
(f(z)? g(z))(w) = (g(z)?f(z))(w); symmetry;
(f(z)? (g(z) + h(z)))(w) = (f(z)? g(z))(w) + (f(z)? h(z))(w); linearity;
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(f(z − m)? g(z − n))(w) = (f(z)? g(z))(w − n− m); shift;
(f(z)? g(z))(w) = 1=||2(f(z)? g(z))(w) scaling;
are well known and easy to check by using the de'nition of convolution and a simple change of
variables in the integration.
Set *j := (M; ;Nj) and de'ne the -spline functions of order k associated with JTCS (;Nj); j=
0; : : : ; k by the formula
Bk;*0 ;:::;*k (w) := (1=bk)(Bk−1; *0 ;:::;*k−1(z)? B0; *k (z))(w); (17)
where bk = 	(F*k ) is the area (the Lebesgue measure) of the fundamental domain F*k . One can
show that bk = bk−1 = · · ·= b0 = 1 (see [8]).
Theorem 5. If the pairs (;Ni) are JTCS then for all w∈C and k¿ 1 we have
Bk;*0 ;:::;*k (w)¿ 0; (18)
∑
m∈M
Bk;*0 ;:::;*k (w + m) = 1; (19)
Bk;*0 ;:::;*k (w) = 1=||2k
∑
n∈N×
Bk;*0 ;:::;*k (w − s(n)); (20)
Bk;*0 ;:::;*k (w) = 0 if w ∈F*0 + · · ·+F*k ; (21)
Bk;*0 ;:::;*k (w)¿ 0 if w∈ int(F*0) + · · ·+ int(F*k ); (22)
where N× =N0 ×N1 × · · · ×Nk is the direct product of the sets Nj; 06 j6 k; s(n) = n0 +
n1 + · · ·+ nk , if n= (n0; n1; : : : ; nk) and int(X ) denotes the set of interior points of the set X.
Proof. The 'rst inequality is obvious from the de'nition. Using the partition of unity (13) for B0
and induction for k¿ 1 we prove the second equality. According to the re'nement equation (14)
for B0, using induction and the properties of convolution, we obtain the re'nement equation (20)
for all k¿ 1.
Inequality (21) may be derived from the following fact using again induction by k¿ 1. For
two positive functions f1; f2¿ 0 we have (f1(z) ? f2(z))(w) = 0, if w ∈ F1 + F2, where Fj :=
suppfj = {z |fj(z) = 0} j = 1; 2. Indeed, assume (f1(z)?f2(z))(w) = 0, then
(f1 ?f2)(w) =
∫
f1(z)f2(w − z) dx dy =
∫
F1
f1(z)f2(w − z) dx dy¿ 0:
Therefore, we have w − z ∈F2, hence w∈F1 + F2.
The last inequality can be proved using the following remark and induction by k¿ 1. For two pos-
itive functions f1; f2¿ 0, consider two points zj ∈ int(suppfj); j=1; 2 then (f1(z)?f2(z))(w)¿ 0,
where w = z1 + z2. Indeed, since zj ∈ int(suppfj); j = 1; 2 we can 'nd a neighborhood (z1) of the
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point z1 in the plane such that f1(z); f2(z1 + z2 − z)¿ 0 for all z ∈ (z1). This clearly implies
(f1 ?f2)(w) =
∫
f1(z)f2(w − z) dx dy¿
∫
(z1)
f1(z)f2(w − z) dx dy¿ 0
and completes the proof.
Remark 5. The re'nement equation (20) can be written in the following form:
B(z) = (1=||2k)
∑
n∈N×
B(z − s(n)) = (1=||2k)
∑
m∈SN
amB(z − m); (23)
where B = Bk;*0 ;:::;*k and SN := {m = s(n) | n∈N×}. The integer coe4cient am ∈N is called the
weight of the element m. The weight am is equal to the number of elements n∈N× such that
m = s(n), i.e., am = #{n∈N× |m = s(n)}. The set {(m; am) |m∈SN} is called the mask of the
function B.
Our next proposition concerns the continuity of the -spline functions of order 1. For the estimation
of continuity we need the notion of box dimension of the boundary @F of the fundamental domain.
For the de'nition and properties of the box dimension we refer to [2]. The box dimension for @F
has been computed in [22,18] and [20].
Proposition 6. LetF1 andF2 be the supports of two -spline functions B0; *1 and B0; *2 . Assume that
the box dimension of @F2 (the boundary of F2) (or @F1) is s, then the convolution B1=B0; *1?B0; *2
satis9es a Lipschitz condition of degree 2− s, i.e., there exists a constant c such that
|B1(z)− B1(w)|6 c|z − w|2−s for any z; w: (24)
In particular, if s¡ 2 the function B1 is continuous.
Proof. For abbreviation we set f=B0; *1 ; g=B0; *2 ; F=F1; G=F2. Since maxz(f)=maxz(g)=1,
we compute
|f? g(w1)− f? g(w2)|6
∫
f(z)|g(w1 − z)− g(w2 − z) | dz d Jz
6max
z
(f)
∫
|g(u)− g(u+ w2 − w1) | du d Ju
6max
z
(g)	(supp(hw2−w1))6 	(supp(hw2−w1)); (25)
where hr(u) = |g(u) − g(u + r)|; supp(hr) = {u | hr(u) = 0} and 	 is the Lebesgue measure. Since,
the function g is “almost” an indicator of the set G, we see that 	(supp(hr(u))) = 	(G \ (G ∩ (G +
r)) ∪ (G + r) \ (G ∩ (G + r))). Now we assume that |w2 − w1| = |r| = 1. It is easy to see that
supp(hr) ⊂ (@G)1, where
E1 := {z ∈C| | z − w |6 1 for some w∈E} (26)
denotes the 1-neighborhood of the set E. Therefore, we have 	(supp(hr))6 	(@G)1. By the de'nition
of the box dimension s for the boundary @G we have
2− s= lim
1→0
(log 	(@G)1)=log(1): (27)
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Hence, log 	(@G)1 ∼ (2−s)log(1), i.e. there exists a constant c such that 	(@G)16 c12−s. According
to (25), this clearly implies
|f? g(w1)− f? g(w2)|6 c|w1 − w2|2−s: (28)
In particular, if 16 s¡ 2, we see that the function B1 is continuous.
Denition. For the positive integers ||2; k and d consider the spline function B=Bk;*0 ;:::;*k of order
k de'ned by formula (17). An element of the space
Sdk; =
{
sp(z) =
∑
m∈M
PmB(dz − m) |Pm ∈RN
}
(29)
is called -spline of order k.
With an element sp(z)∈ Sdk; we associate a regular quadrilateral (or regular triangular) mesh {Pm}.
The vertices of the mesh correspond to the space points Pm; m∈M = 〈1; 〉. The faces of the quadri-
lateral mesh are {Pm; Pm+1; Pm+1+; Pm+} with edges: (Pm; Pm+1); (Pm+1; Pm+1+); (Pm+1+; Pm+),
(Pm+; Pm). The faces of the triangular mesh are {Pm; Pm+1; Pm+} and {Pm; Pm−1; Pm−} with edges:
(Pm; Pm±1), (Pm±1; Pm±), (Pm±; Pm). The re'nement equation for spline functions de'nes re'ne-
ment of the mesh {Pm} in the following way. For simplicity we assume that d = 0. Then it holds
that
sp(z) =
∑
m∈M
PmB(z − m)
=
∑
m∈M
Pm
(
1=||2k
∑
n∈N×
B(z − m− s(n))
)
=
∑
r∈M
PˆrB(z − r):
We say that the new mesh {Pˆr} is obtained by one re'nement step from the mesh {Pm} using the
spline function B(z).
By formula (20) we obtain a relation between the points {Pm} and {Pˆr}
Pˆr = (1=||2k)
∑
n∈N×r
P(r−s(n))=; (30)
where N×r = {n∈N× | r − s(n)∈ M}. Notice that N×k =N×k+m, i.e., N×k depends on the class
k ∈M=M . In the next section we will see explicit examples of re'nement.
We need another useful abbreviation. For the expansion
g= akk + ak−1k−1 + · · ·+ a0 + a−1−1 + a−2−2 · · · ; (31)
we will write g = (akak−1 · · · a0:a−1a−2 · · ·). Sometimes, for simplicity, we ignore the index . If
the string a1 · · · ad occurs j times in a representation then we write (a1 · · · ad)j. If this representation
is ultimately periodic, i.e. a strong a1 · · · ad occurs in'nitely often, we write (a1 · · · ad)∞. Let
Fjh :=
{
h∑
l=1
ajl−l
∣∣∣∣∣ ajl ∈Nj
}
; h¿ 1 (32)
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be the set of fractions of length h associated with the pair (;Nj) and
Ah :=F0h +F1h + · · ·+Fkh; h¿ 1; (33)
A0 := M ∩ (F0 +F1 + · · ·+Fk): (34)
Now we explain how to compute B(w)=Bk;*0 ;:::;*k (w) for w∈Ah; h¿ 1. Note that the set A :=
⋃∞
1 Ah
is everywhere dense in the set F0 +F1 + · · · +Fk . First we compute B(z) for z ∈A0. Using the
re'nement equation (20) we obtain the homogeneous system of linear equations (in the unknowns
B(w); w∈M)
B(w) = 1=||2k
∑
n∈N×
B(w − s(n)) w∈M: (35)
Here we set B(w) = 0 if w∈M \ A0. This system has at least one solution (in the examples below
exactly one solution) up to a constant factor. We compute the value of the constant using the partition
of unity (19). Afterwards, by induction on h, we compute B(w) for w∈Ah, using the re'nement
equation (20) and the values B(w); w∈Ah−1 obtained in the previous step of computation. This is
the standard construction for the computation of wavelets (see [6]). In the next section we look at
explicit examples.
5. Examples
Our main examples of re'nement are for small values ||2. One can prove that if ||2 = 2 then
there are six lattices M = 〈1;±i〉; 〈1;±i√2〉 and 〈1; (1=2)(1 ± i√7)〉, which satisfy the condition
M ⊂ M . (see [9, Exercise 4.12(b)]).
The lattice M = 〈1; i〉: We start from the lattice M = 〈1; i〉 and  = 1 + i. The dilation matrix
corresponding to the multiplications z → z is
A1+ii =
(
1 −1
1 1
)
:
Consider the following JTCS pairs
N1 = (1 + i; {0; 1}); N2 = (1 + i; {0; i});
N3 = (1− i; {0;−1}); N4 = (1− i; {0;−i});
and let F1;F2;F3;F4 be the corresponding fundamental domains which are called twin dragons. It
is easy to see that F2 = iF1; F4 = iF3.
Now we consider the spline functions B0; j := B0; *j ; *j=(M; ;Nj); j=1; 2; 3; 4. Using convolution
we obtain two spline functions Ba := B0;1 ? B0;2; Bb := B0;3 ? B0;4 of order 1. Notice, that Ba; Bb
are continuous functions by Proposition 6, since dimB@Fi ≈ 1:52 : : : (see [20]). Later, we will show
that the functions are continuous diNerentiable (see Theorem 8).
By properties (21) and (22), the set F1 +F2 (resp. F3 +F4) is the support for the function Ba
(resp. Bb). The next proposition shows that the support of the functions Ba and Bb is one and the
same octagon.
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Fig. 2. The support of the function Ba, i.e., the set F1 +F2.
Proposition 7. The set F1 +F2 =F3 +F4 is an octagon with the vertices −1;−1 − i;−2i; 1 −
2i; 2− i; 2; 1 + i; i (see Fig. 2).
Proof. By induction on k we prove that the convex hull Conv(Ah) of the set Ah := F1h +F2h is
an octagon, where Fjh is de'ned by (32). We say that g∈Ah is a vertex of the set Ah if it is a
vertex of the convex hull of Ah. Notice that the de'nition of Ah implies that Ah=Ah−n+ n−hAn for
any h¿n¿ 2. Therefore, we have
A4 = A2 + −2A2; A6 = A2 + −2A2 + −4A2;
A8 = A2 + −2A2 + −4A2 + −6A2:
Since −8 = 116 , we conclude that A16 = A8 + (1=16)A8, hence if g∈A8 is a vertex of A8 then
(1+ (1=16))g is a vertex of A16. By a similar procedure, (1+ (1=16)+ (1+16)2 + · · ·+(1=16)k−1)g
is a vertex of A8k for k¿ 2.
It is easy to check that Conv(A2) is an octagon with vertices
0:aa; 0:ab; 0:bb; 0:bc; 0:cc; 0:cd; 0:dd; 0:da;
where a= 0; b= 1; c= 1+ i; d= i. Now step by step one can check that Conv(A8) is an octagon
with vertices
0:aabbccdd; 0:abbccdda; 0:bbccddaa; 0:bccddaab;
0:ccddaabb; 0:cddaabbc; 0:ddaabbcc; 0:daabbccd:
Hence, A∞ =
⋃∞
h=1 Ah =F1 +F2 is an octagon with the following vertices:
p1 = 0:(aabbccdd)∞; p2 = 0:(abbccdda)∞; p3 = 0:(bbccddaa)∞;
p4 = 0:(bccddaab)∞; p5 = 0:(ccddaabb)∞; p6 = 0:(cddaabbc)∞;
p7 = 0:(ddaabbcc)∞; p8 = 0:(daabbccd)∞:
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The vertex p1 = 0:(aabbccdd)∞ can be computed using the formula of geometric progression.
0:(aabbccdd)∞ = (1 + ( 116) + (
1
16)
2 + · · ·+ ( 116)k + · · ·)u= (16=15)u;
where u = −3 + −4 + (i + 1)−5 + (i + 1)−6 + i−7 + i−8. By direct computation we see that
p1 =−1. It is easy to see that p2 = p1 =−1− i; p3 = p2 =−2i. Similar computation shows that
p4 = 1− 2i; p5 = 2− i; p6 = 2, p7 = 1+ i; p8 = i. The proof for the set F3 +F4 is analogous.
By (20), the spline functions Ba and Bb have the re'nement equations
Ba(z) = (1=2)(Ba(z) + Ba(z − 1) + Ba(z − i) + Ba(z − i− 1)); (36)
Bb(z) = (1=2)(Bb( Jz) + Bb( Jz + i) + Bb( Jz + 1) + Bb( Jz + i + 1)): (37)
Let sp(z) =
∑
PmBa(z − m) =
∑
PˆkBa(z − k) be an -spline. According to the re'nement
rule (30) we see that if k ∈ M then
Pˆk = (1=2)(Pk= + P(k=)−1); Pˆk+1 = (1=2)(Pk= + P(k=)−i): (38)
For example Pˆ0 = (1=2)(P0 + P−1); Pˆ1 = (1=2)(P0 + P−i),
Pˆi = (1=2)(Pi + P0); Pˆi+1 = (1=2)(P1 + P0):
So this mesh re'nement is the midedge re'nement scheme. Midedge subdivision connects every
edge-midpoint to the four midpoints of the edges that share both a vertex and a face with the
current edge. It is known (see [17]) that the midedge subdivision rule on the regular mesh generates
a piecewise quadratic surface and converges to a C1-continuous surface parameterized by shifts of the
4-direction box-spline called the Zwart–Powell element. In fact two steps of midedge subdivision
equal to one step of 4-direction box-spline subdivision. By proposition 7, statements (21), (22)
and from Theorem 5 we obtain that the support of the spline function Ba(z) is an octagon. It is
interesting to note that the support of the 4-direction box-spline is the same as the support of the
function Ba(z − ).
First we explain how to compute Ba(z) for z ∈Ah; h¿ 0, by the scheme explained in the last
paragraph of the previous section. First of all we see that A0 = {0; 1;−i; 1 − i} =M ∩ (F1 +F2).
The system
Ba(z) = 1=||2k
∑
n∈N×
Ba(z − s(n)); z ∈M; Ba(z) = 0 if z ∈M \ A0 (39)
has one solution: Ba(0) = Ba(1) = Ba(−i) = Ba(1− i). From the partition of unity (19) follows that
Ba(0)=Ba(1)=Ba(−i)=Ba(1−i)= 14 . Now step by step, using re'nement equation (20), we compute
the values of the function Ba on the sets A1; A2; : : : . For example the maximum is obtained in the
point 0:1 = (1=2)(1− i) with Ba(0:1) = 12 . One can also check that
Ba(1 + 0:1) = Ba(−1 + 0:1) = Ba(i + 0:1) = Ba(−i + 0:1) = 18 : (40)
Theorem 8. We have Ba(z − ) = Bb(z − ) =M (z), where M (z) =M(1;1;1;1)(z) is the 4-directional
box spline (for the properties and de9nition of M (z) see [4]), i.e., M ∈C1 is piecewise quadratic
function.
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Proof. We begin by proving that Ba = Bb. Let us 'rst prove that Ba(z) = Bb(z) if z ∈A=
⋃∞
j=0 Aj
(Aj=F1j+F2j, for the de'nition of Fjh see (32), A0 de'ned by (34)). We introduce the following
notion of symmetry for the points in the plane: we write p ∼ q if the point p is symmetric to the
point q with respect to the line x+ y=0. For example 0 ∼ 0; 1 ∼ −i; i ∼ −1. It is easy to see that
this symmetry satis'es the following properties:
(a) p ∼ q ⇔ p ∼ Jq; (b) if p ∼ q; u ∼ v then p+ u ∼ q+ v: (41)
Note that a point p∈F1+F2 within the support of the functions Ba and Bb is symmetric to a point
q which also belongs to F1 +F2. One can easily check, using re'nement rules (36) and (37), that
the functions Ba and Bb are identical on the set A0={0; 1;−i;−i+1}, i.e., Ba(x)=Bb(x)= 14 ; x∈A0.
Assume now that the functions are symmetrically equal on the set Ah, i.e. Ba(q) =Bb(p) =Ba(p) =
Bb(q) for q ∼ p; q∈Ah. Let q∈Ah+1 and q ∼ p. By the re'nement equations (36) and (37) we
have
Ba(q) = (1=2)(Ba(q) + Ba(q− 1) + Ba(q− i) + Ba(q− i− 1)); (42)
Bb(p) = (1=2)(Bb( Jp) + Bb( Jp+ i) + Bb( Jp+ 1) + Bb( Jp+ i + 1)): (43)
Since q∈Ah and q ∼ Jp;−1 ∼ i; −i ∼ 1; −i − 1 ∼ i + 1 by the assumption we obtain that
Ba(q) =Bb(p) =Ba(p) =Bb(q). Therefore we have proven that Ba(p) =Bb(p) for any p∈A. Since
the set A is dense in the set F1 +F2 and by Proposition 6 the functions Ba and Bb are continuous,
we conclude that Ba = Bb.
Now we prove that Ba(z − ) = M (z). The 4-directional box spline M satis'es the following
re'nement equation (see [4]):
M (z) = (1=4)(M (2z) + 2M (2z − 1) + 2M (2z − 2) +M (2z − 3)
+M (2z − i) + 2M (2z − 1− i) + 2M (2z − 2− i) +M (2z − 3− i)
+M (2z − 2i− 1) +M (2z − 2i− 2) +M (2z − 1 + i) +M (2z − 2 + i)): (44)
By the re'nement rule (36) we have
Ba(z − ) = (1=2)(Ba(z − 2i) + Ba(z − 2i− 1)
+Ba(z − 3i) + Ba(z − 3i− 1)):
Since Ba=Bb, we use the re'nement rule (37) for each term on the right-hand side of this equation
and obtain the following:
Ba(z − ) = (1=4)(Ba(2z − 2) + Ba(2z − 2+ i) + Ba(2z − 2+ 1)
+Ba(2z − 2+ i + 1) + Ba(2z − 2− 1 + i) + Ba(2z − 2− 1 + 2i)
+Ba(2z − 2+ i) + Ba(2z − 2+ 2i) + Ba(2z − 3) + Ba(2z − 3+ i)
+Ba(2z − 3+ 1) + Ba(2z − 3+ i + 1) + Ba(2z − 2− 2)
+Ba(2z − 2− 2 + i) + Ba(2z − 2− 1) + Ba(2z − 2+ i− 1)):
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One can easily check that the function f(z)=Ba(z−) has the same re'nement rule as the function
M (z) in (44). Since both functions have the same support, the same re'nement rule and M (1) =
Ba(−i) they must coincide on the dense set. Moreover, both functions are continuous, therefore they
are identical.
Now let bmk be such that
sp(z) =
∑
j
cjBa(z − j) =
∑
k
bmk Ba(
mz − k); m¿ 1: (45)
The following proposition shows that the re'nement algorithm produces coe4cients bmk , which are
close to the function if m is large.
Proposition 9. Let sp(z) be as in (45) and w = 1=m+1 + k=m, then for all k ∈M; m∈N we have
|sp(w)− bmk |6 1=2m maxj∈M;e∈A |cj+e − cj|; where A= {1; i}: (46)
Proof. First consider the case m=1. We abbreviate bk := b1k . Using properties (19), (21), (22) and
(40) of Ba we obtain
|sp(w)− bk | =
∣∣∣∣∣
∑
j
(bj − bk)Ba(w − j)
∣∣∣∣∣=
∣∣∣∣∣
∑
j
(bj − bk)Ba((0:1) + k − j)
∣∣∣∣∣
= |(bk+1 − bk)Ba((0:1)− 1) + (bk−1 − bk)Ba((0:1) + 1)
+ (bk−i − bk)Ba((0:1) + i) + (bk+i − bk)Ba((0:1)− i)|
6 (1=2)max
d∈H
|bk+d − bk |; (47)
where H = {1;−1; i;−i}. Assume k ∈ M , then by the re'nement rule (38)
bk = (1=2)(ck= + c(k=)−1); bk+d = (1=2)(c(k+d−1)= + c(k+d−i)=);
where d= 1; i. Hence, if d= 1 we have
|bk+1 − bk |= (1=2)|ck= + c(k+1−i)= − ck= − c(k=)−1|
= (1=2)|c(k=)−i − c(k=)−1|6 max
j∈M;e∈A
|cj+e − cj|:
Similarly, one can check that if d=−1; i;−i then
|bk+d − bk |6 max
j∈M;e∈A
|cj+e − cj|: (48)
Property (48) also holds in the case k ∈ M . Hence, we obtain
|s(w)− bk |6 (1=2) max
j∈M;e∈A
|cj+e − cj|: (49)
Now the proposition follows from (47)–(49) using induction on m¿ 1.
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Fig. 3. The masks for scheme (50).
Consider now a spline function B3 := Ba ? Ba = B0;1 ? B0;1 ? B0;2 ? B0;2 of order 3 with the
following re'nement equation:
B3(z) = (1=8)(B3(z) + 2B3(z − 1) + B3(z − 2)
+2B3(z − i) + 4B3(z − 1− i) + 2B3(z − 2− i)
+B3(z − 2i) + 2B3(z − 1− 2i) + B3(z − 2− 2i)):
Let sp(z) =
∑
PmB3(z − m) =
∑
PˆkB3(z − k) be an -spline. From re'nement rule (30) for the
function B3 and k ∈ M follows
Pˆk+1 = (1=4)(Pk= + P(k=)−i + P(k=)−1 + P(k=)−1−i);
Pˆk = (1=8)(Pk= + P(k=)−1+i + 4P(k=)−1 + P(k=)−1−i + P(k=)−2): (50)
The masks for this scheme are shown in Fig. 3.
So the new vertex for an old face is computed by the formula
vf = (1=4)(v1 + v2 + v3 + v4); (51)
and the new vertex vn replacing the old vo is obtained by the formula
vn = (1=8)(v1 + v2 + v3 + v4) + (1=2)vo: (52)
For extraordinary vertices (nonregular mesh) the only rule that needs modi'cation is the rule used
to compute vn. This modi'cation is easy to guess, namely
vn = 0(v1 + v2 + · · ·+ vk) + (1− k0)vo (53)
for a vertex vo, which has k emanating edges.
Remark 6. This subdivision scheme is called the 4–8 subdivision. It is known that the limit surfaces
for the 4–8 scheme are C4 continuous almost everywhere, except at extraordinary vertices, where
they are C1 continuous (see [23]).
Theorem 10. We have B3(z− 2)=M(2;2;2;2)(z), where M(2;2;2;2)(z) is a 4-directional box spline. In
particular, the function B3 is a piecewise polynomial of degree 6 and B3 ∈C4.
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Fig. 4. The Klein bottle from left to right: an initial mesh, a polyhedron after Catmull–Clark subdivision (4 steps), a
polyhedron after subdivision algorithm (51) and (53) (8 steps).
Fig. 5. Torus with the same initial mesh (from left to right): a polyhedron after Catmull–Clark subdivision (4 steps), a
polyhedron after subdivision algorithm (51) and (53) (8 steps).
Fig. 6. The 'gure with the same initial mesh (from left to right): a polyhedron after Catmull–Clark subdivision (4 steps),
a polyhedron after subdivision algorithm (51) and (53) (8 steps).
Proof. The theorem follows from [4, Theorem 2.20], Theorem 8 and the identities
(B1(z − )? B1(z − ))(w) = (B1(z)? B1(z))(w − 2);
(M(1;1;1;1)(z)?M(1;1;1;1)(z))(w) =M(2;2;2;2)(w):
Remark 7. Figs. 4–6 show the subdivision, iterated from the same mesh by the Catmull–Clark rules
and the rules (51) and (53). It is interesting to note that one step of the Catmull–Clark re'nement
produces the same number of vertices, edges and faces as two steps of algorithm (51) and (53).
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Remark 8. Let f2=B0; *?B0; *?B0; *; f3=f2?B0; *, where *=(M=〈1; i〉; =2; N={0; 1; i; i+1}).
One can show that f2 =M(3;3); f3 =M(4;4), where M(k; k) is the 2-directional box spline. Moreover,
the re'nement equation for the function f2 de'nes the Doo–Sabin subdivision algorithm [7], while
f3 de'nes Catmull–Clark subdivision algorithm [3].
The lattice M = 〈1; i√2〉: Now consider the lattice M = 〈1;  = i√2〉 and the -basis spline
h2 = B0; * ? B0; * ? B0; *, where * = (M;  =  = i
√
2; {0; 1}). The support of the function B0; * is a
rectangle. One can prove that the vertices of this rectangle are
p1 = 0:(0011)∞ = (1=3)(1 + i
√
2); p2 = 0:(1001)∞ = (1=3)(1− 2i
√
2);
p3 = 0:(1100)∞ = (1=3)(−2− 2i
√
2); p4 = 0:(0110)∞ = (1=3)(−2 + i
√
2):
In particular, the pair (; {0; 1}) is JTCS. The function h2 satisfy the following re'nement equation:
h2(z) = (1=4)(h2(z) + 3h2(z − 1) + 3h2(z − 2) + h2(z − 3)): (54)
The corresponding dilation matrix for this re'nement equation is
A =A
√
2i√
2i
=
(
0 −2
1 0
)
:
This gives the following subdivision rules. For k ∈ M we have
Pˆk = (1=4)(Pk= + 3P(k=)+); Pˆk+1+ = (1=4)(3P(k=)+1 + P(k=)+1+);
Pˆk+1 = (1=4)(3Pk= + P(k=)+); Pˆk+ = (1=4)(P(k=)+1 + 3P(k=)+1+):
On a regular mesh one step of this re'nement is known as Chaikin’s algorithm on lines parallel to
the y-axis. A second step of this subdivision equals to Chaikin’s algorithm on lines parallel to the
x-axis. Two steps of this subdivision thus give for k ∈ M
ˆˆPk = (1=4)(Pˆk + 3Pˆk+)
= (1=16)(Pk= + 3P(k=)+ + 3P(k=)+1 + 9P(k=)+1+);
ˆˆPk+1 = (1=4)(3Pˆk + Pˆk+)
= (1=16)(3Pk= + 9P(k=)+ + P(k=)+1 + 3P(k=)+1+):
This is known as the Doo-Sabin re'nement scheme. The limit of this process gives a C1 continuous
surface.
The lattice M = 〈1; (1=2)(1 + i√3)〉: Our last example is the lattice M = 〈1; = (1=2)(1 + i√3)〉.
Consider -basis spline g3 = B0; *1 ? B0; *1 ? B0; *2 ? B0; *2 , where
*1 = (M; = + 1;N1 = {0; 1; }); *2 = (M; = + 1;N2 = {0; − 1; }):
The corresponding dilation matrix for the re'nement equation of g3 is
A =
(
1 −1
1 2
)
; ||2 = det(A ) = 3:
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Fig. 7. The fundamental domains: left F1, right F2.
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Fig. 8. The mask of the function g3.
The supports of the functions B0; *1 and B0; *2 (i.e., the fundamental domains F1;F2) are presented
in Fig. 7. Note that F2 = F1.
The function g3 satis'es the following re'nement equation:
g3(z) = (1=27)
∑
n∈N×
g3(z − s(n)) = (1=27)
∑
m∈SN
amg3(z − m); (55)
where N× =N1 ×N1 ×N2 ×N2; SN := {m = s(n) | n∈N×}. The mask for this function
{(m; am) |m∈SN} is shown in Fig. 8.
The function g3 de'nes a re'nement rule of the triangular mesh with the mask given in Fig. 9.
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Fig. 9. The re'nement mask for the function g3: left a vertex for old face, right a vertex for old vertex.
For extraordinary vertices (a nonregular mesh) the only rule that needs modi'cation is the rule
used to compute a new vertex vn instead of the old v0 (the right mask). This modi'cation is easy
to guess, namely
vn = 0(v1 + v2 + · · ·+ vk) + (1− k0)v0 (56)
for the vertex v0 which has k emanating edges. For experiments we suggest 0 = 4=(9k).
Remark 9. The mask of the scheme in Fig. 9 has been considered in detail in [12]. The mask
satis'es the sum rule of order 4, which is closely related to the order of vanishing moments of a
wavelet system.
For the last example we consider the same lattice and a new  = 2. Consider the -basis spline
b2 = B0; *1 ? B0; *2 ? B0; *3 , where
*1 = (M; = 2;N1 = {0; 1; ; + 1});
*2 = (M; = 2;N2 = {0; ; − 1; 2− 1});
*3 = (M; = 2;N3 = {0; − 1; 1; }):
The corresponding dilation matrix for the re'nement equation of b2 is
A =
(
0 −2
2 2
)
; ||2 = det(A ) = 4:
The fundamental domains F1;F2;F3 are presented in Fig. 10. Note that F2 = F1.
The following proposition shows that the support of the function b2 is a regular hexagon.
Proposition 11. F1+F2+F3 is a regular hexagon with vertices p1=(−2=3)(1+); p2=p1; p3=
p2 + 2; p4 = p1 + 4; p5 = (4=3)(1 + ) = p2 + 4; p6 = p5 − 2.
Proof. The proof is similar to the proof of Proposition 7. By induction on k we prove that the
convex hull Conv(Ah) of the set Ah :=F1h +F2h +F3h is a hexagon with Fjh as de'ned by (32).
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Fig. 10. The fundamental domains: from left to right F1;F2;F3.
We say that g∈Ah is a vertex of the set Ah if it is a vertex of the convex hull of Ah. Notice that
from the de'nition of Ah follows that Ah = Ah−n + n−hAn for any h¿n¿ 1. Therefore, we have
A2 = A1 + −1A1; A3 = A1 + −1A1 + −2A1; A6 = A2 + −2A2 + −4A2:
Since −6 = 164 , we conclude that A12 = A6 + (1=64)A6, hence if g∈A6 is a vertex of A6 then
(1 + (1=64))g is a vertex of A12. By a similar procedure, (1 + (1=64) + (1=64)2 + · · ·+ (1=64)k−1)g
is a vertex of A6k for k¿ 2.
It is easy to check that Conv(A1) is a hexagon with vertices: 0:a; 0:b; 0:c; 0:d; 0:e; 0:f, where
a=0; b=2; c=2+2; d=4; e=4− 2; f=2− 2. Now step by step one can check that Conv(A6)
is a hexagon with vertices
0:abcdef; 0:bcdefa; 0:cdefab; 0:defabc; 0:efabcd; 0:fabcde:
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Fig. 11. The mask of the function b2.
Hence, A∞ =
⋃∞
h=1 Ah =F1 +F2 +F3 is a hexagon with vertices
p1 = 0:(abcdef)∞; p2 = 0:(bcdefa)∞; p3 = 0:(cdefab)∞;
p4 = 0:(defabc)∞; p5 = 0:(efabcd)∞; p6 = 0:(fabcde)∞:
The vertex p1 = 0:(abcdef)∞ can be computed using the formula for geometric progression
0:(abcdef)∞ = (−2=3)(1 + ). Similarly, we see that p2 = p1 = (−4=3)(2 − 1); p3 = p2 +
2; p4 = p1 + 4; p5 = p2 + 4; p6 = p5 − 2.
The function b2 satis'es the following re'nement equation:
b2(z) = (1=16)
∑
n∈N×
b2(z − s(n)) = (1=16)
∑
m∈SN
amb2(z − m); (57)
where N× =N1 ×N2 ×N3; SN := {m= s(n) | n∈N×}. The mask for this function {(m; am) |
m∈SN} is shown in Fig. 11.
The function b2 de'nes a re'nement of the triangular mesh which is known as the Loop re'nement
scheme [14]. This subdivision mask is shown in Fig. 12.
For extraordinary vertices on a nonregular mesh the modi'cation is as in (56). It is known that
0 = 3=(8k) can be used for n¿ 3.
6. Final comments
In this article we de'ned and established basic properties of -splines. We applied this to subdivi-
sion in the two-dimensional case and obtained re'nement algorithms. The example schemes provided
empirical support which suggest that -splines and subdivision schemes would be interesting and
useful in geometric modelling.
Although the above exposition was in dimension 2, one can deal with any dimension using the
following changes. Consider the n-dimensional lattice M ⊂ Rn, instead of  consider a dilation
230 S. Zube / Journal of Computational and Applied Mathematics 172 (2004) 207–231
8
__
1
8
__
1
8
__
3
8
__
3
16
__1
16
__1
16
__1
16
__1
16
__1
16
__1
16
__10
Fig. 12. The re'nement mask of the function b2: left a vertex for an old edge, right a vertex for an old vertex.
matrix A such that Am∈M for any m∈M and de'ne the appropriate fundamental domain and
A-spline functions in the same way as in Section 4.
Here are some important questions for future work:
• How to estimate the continuity of -spline Bk;*0 ;:::;*k ?
• Investigate a relationship between -splines and box splines.
• Investigate the smoothness of subdivision rules for a non-regular mesh.
• Investigate the variation diminishing property for -splines.
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