Abstract-The integration of neural networks and fuzzy logic provides an unique tool to improve the performance of solving ill-defined, nonlinear problems. In this paper, we first show a theoretical result that a class of fuzzy systems is a function approximator. This result extends Wang-Mendel's work which is based on Stone-Weierstrass theorem to a broader class of functions. Then we propose a neural-fuzzy technique for machining process selection (MPS), which usually is a crucial step in semiconductor manufacturing environment and it constitutes a critical link between computer-aided design (CAD) and computer-aided manufacturing (CAM). Given the complexity of M P S process, a direct mathematical formulation and optimization to meet design specifications and cost constraints can be difficult or even formidable. By incorporating artificial neural networks learning and adaptation capability with fuzzy logic's structured knowledge manipulation and reasoning, we are able to reduce the neural network training time and improve its prediction accuracy. Primary experimentation confirms the theoretical analysis and shows that the proposed technique is promising and has potential to be adopted in real manufacturing environment.
I. INTRODUCTION
NE OF THE recent developments in intelligent manu-0 facturing has been the increased applications of artificial neural networks and fuzzy logic to solve ill-defined, nonlinear control and optimization problems. The most exciting advancement in this field is perhaps the integration of neural networks and fuzzy logic, which provides an unique tool to improve the performance which otherwise would not be possible [ 1 11. Neural-fuzzy approach has been proposed for various engineering applications. Lee has investigated the intelligent control based on neural-fuzzy approach [26] , Ishibuchi and Tanaka have proposed using neural network for the identification of real-valued membership functions [27] . By incorporating artificial neural networks learning and adaptation capability with fuzzy logic's structured knowledge manipulation and reasoning, neural network training time can be reduced and its prediction accuracy improved. In addition, Manuscript received December 14, 1994; revised May 30, 1995 . This work is supported in part by the National Science Foundation under grant DDM-9211657, and by the FSI International Inc. under Contract Number 1453-44-9326. the fine tuning of a fuzzy logic controller can be simplified by the utilization of the neural network's adaptation capability.
In this paper, we first present one theoretical result in the field of function approximation. The topic of function approximation based on neural-fuzzy basis functions is one of the latest exciting development in the field of neural networks and fuzzy logic. Wang and Mendel [20] has showed that some fuzzy systems can be a universal function approximator based on Stone-Weierstrass theorem. Recently, Jin et al. [7] investigated neural network and fuzzy basis functions and their applications. The mathematical notion of a universal function approximation bears significant engineering application potential. Many manufacturing processes and equipment control can be described as the problem of finding system characteristic equation based on the collection of input data and the behavior of the system output. Given the complexity of the characterization of the systems, a closed-form mathematical formulation can be extremely difficult or even formidable. Therefore the development and utilization of neural-fuzzy approximation can be very attractive.
We then describe our proposed neural-fuzzy technique for machining process selection (MPS). MPS is one of the important steps in process planning in semiconductor manufacturing environment, which constitutes a critical link between computer-aided design (CAD) and computer-aided manufacturing (CAM). Very often decisions have to be made based on intuition and the understanding of the characteristics of the process in order to achieve design specifications and meet the manufacturing cost constraints. Process planning demands extensive knowledge and experience. For example, a process planning in metal cutting, which is a common practice but is also crucial in terms of product quality and cost, involves identifying the machining processes, tools, fixtures, and machines to produce a desired part. A good process plan should provide enough detail to assist a machinist to achieve uniform level performance, so that the quality of the parts is independent of the human factors and consistent with the requirement set forth by the process engineer in order to carefully control the quality and the productivity [ 151. With this in mind, we have developed a technique to incorporate artificial neural networks learning and adaptation capability with fuzzy logic's structured knowledge manipulation and hybrid neural-fuzzy approach, we are able to provide better matching process selection and reduce the neural network training time and improve the prediction accuracy. Primary experimentation showed that the approach is promising and reasoning for the matching process selection. Utilizing this 10834400/96$05.00 0 1996 IEEE has potential to be adopted in real manufacturing environment.
2) Defuzzification defines a mapping D F : A , + y 11. MATHEMATICAL BACKGROUND where y E R.
We concentrate our discussion on a class of fuzzy systems, namely Takagi-Sugeno system. Let us first define Takagi and Sugeno's fuzzy system: Definition 1: Takagi and Sugeno fuzzy system [18] can be defined as a system Now in Order to develop a fuzzy system for function approximation, we would like to modify the membership functions of the Takagi-Sugeno system.
De$nition 2: The modified Takagi-SWeno system is the system satisfying all the requirements of (1)- (6) 
III. FUNCTION APPROXIMATION
Function approximation can be utilized for approximating a characteristic equation for process or equipment control.
A. Problem Fornulation
It is known that Takagi-Sugeno system can be utilized to define a smooth function transition from given continuous function to another continuous function [18] . To describe this property, let us consider the following illustrative example.
Example 1: Define one particular fuzzy system as follows:
RI: If z is big, then y is big and follows f l ( x ) or y =
R2
: If x is small, then y is small and follows f i ( x ) or
The membership functions for both small, big x and y are given in Fig. 1 , respectively. Using the center-of-gravity technique, we are able to produce the following function approximation which provides a smooth link between f l (x) and f2(x) on the gap interval [4, 71. The experiment result was given in Fig. l(c) and the data of this experiment was given in Appendix B.
Remark 1: Takagi-Sugeno's system provides a gap bridging capability to link function f,(.') to function fz(Z) under heuristic reasoning.
This gap-bridging capability allows smooth function transition from one to the other. However, the behavior of the transition is yet to be well described in the analytical sense in order to perform well-controlled function approximation Consider a given set of data { (G, f 2 ) Ii = 0,1, . ' . N } , which can be taken from a manufacturing process or equip-0.2x f 9, so Pl(Y) = min (pbig(x), Pbig(9));
mapping ment with 5 as input vector or excitation, f 2 as the output or response. The objective is to find a proper continuous function passing through the data set to characterizes the process. Recall, in control, that such function is usually referred to as a characteristic equation. The goal in this study is to show there exists a fuzzy system which can be utilized to approximate this function. Wang-Mendel's work in the universal function approximation opens up a new avenue to achieve this goal. But the limitations of the current work is that the approximation can only be made to a continuous 3) The crisp output is given by using the center-of-gravity
(1) with fuzzy inference in the form of (3)- (5). technique in (6) then, there exists a fuzzy system
for i = 1 , 2 , . . . , N . The proof of this theorem is given in Appendix A.
C. Adaptive Scheme for Function Approximation
Now with Theorem 1, we are able to build a hybrid system with Wang-Mendel's system operating on continuous functions, while Takagi-Sugeno' s system operating on the transition from one system to the other in the sense of function approximation. Because of the generality of the theorem, the transition can be defined with desired characteristics to match the need in process or equipment control. The outline of the adaptive scheme can be given as follows: 
IV. APPLICATION
With the theoretical development described in the previous section, now we are turning our attention to the application for machining process selection.
A. Machining Process Selection
A process plan is usually generated based on the planner's experience which is highly heuristic in nature and is rather difficult to be optimized. Singh and Mohanty [16] also developed a method for the selection of an efficient path in a fuzzy multi-objective network. This method was applied to the process plan selection problem. Although fuzzy logic has been applied to the selection of existed process plans, it has yet to be used for the generation of process plans. Zhang and Huang [24] proposed a fuzzy approach to deal quantitatively with the impreciseness of the process plan selection problem. Each process plan is evaluated and its contribution to shop floor performance is calculated using fuzzy set theory. A progressive refinement approach is used to first identify the set of process plans that maximize the contributions, and then consolidate the set to reduce the manufacturing resources needed.
For the MSP application in this paper, we use the following fuzzy system [17] &: If x; is A; and xl is A " , . . . . . and z ; is A:, then y is l3'.
As for the fuzzy reasoning, the min-max-gravity method is adopted and the inference result is where U stands for max operation. The center of gravity technique is used for defuzzification.
The selection of machining process is based on the matching of design requirements with process capabilities, which includes [2]:
1) The shapes and size that a process can produce.
2) The dimensions and geometric tolerances that can be obtained. 3) The attainable surface finish.
4) The material removal rate.
5) The relative cost.
6) Other cutting characteristics/constraints. To simplify the decision-making procedure, usually only some dominate factors are considered. For hole-making process selection, these factors are tolerance, surface finish (measured in terms of roughness height), and cost. Khoshnevis et al. [ SI conducted a comprehensive study on hole-making process selection. Essentially, hole-making processes can be classified into two types, roughing processes that create the hole surface and finishing processes that enlarge and improve existing holes. The basic roughing process is drilling while finishing processes include boring, reaming, grinding, and honing. The capabilities of each process are illustrated in Figs. 3 and 4 , respectively.
Based on the process capability information, we can construct a set of fuzzy rules for hole-making process selection. For example, consider the grinding process in Fig. 3 , when the roughness height of a hole is between 8 microinches and 63 microinches, then the grinding process is frequently used.
If we define set A as {grinding process should be selected} and denote the roughness height of a hole as x, then we can say that x is a member of set A and its membership is 1 when 8 5 x 5 63. From Fig. 3 , we can also see that if the roughness height of a hole is less than 1 microinch or greater than 250 microinches, then grinding process is not recommended.
Therefore, x is not a member of set A when x < 1 or x > 250. for low, moderate, more than moderate, high, and very high. Therefor the cost of a process, denoted as C ( P ) , can be described as:
is L, where subscript d is for drilling process.
2) C(Pa) is M, for boring process.
3) C ( P T ) is +M, for reaming process.
4) C(P,)
is H, for grinding process.
5) C(Ph)
is +H, for honing process.
The fuzzy membership functions for the cost are constructed as shown in Fig. 6 , which will be verified later.
Let R(a, b, e ) denotes a triangular fuzzy set, adding the cost factor, we have the following refined inference rules:
R1: If the roughness is T(32, 63,250,500) and the tolerance is T(1, 2, 10, 20) then the cost is R (1, 2, 3) .
R2: If the roughness is T(2, 16,250, 1000) and the tolerance is T(0.5, 1, 5, 10) then the cost is R(2, 3, 4). 16, 32, 125, 250 ) and the tolerance is T(0.2, 0.5, 2, 5) then the cost is R(3, 4, 5).
R3: If the roughness is T(
R4: If the roughness is T (l, 8, 63, 250 ) and the tolerance is T(0.05, 0.1, 1,2) then the cost is R(4, 5, 6).
R5: If the roughness is T(1, 2, 16, 63) and the tolerance is T(0, 0.05, 0.2, 1) then the cost is R (5, 6 , 7) . Now, we can use the min-max-gravity method for machining process selection based on these rules. The result obtained using the min-ma-gravity method will be a singleton C, i.e., the cost for producing a given hole. Since our objective is to select a machining process, we use the following function describe the process selection: 
The process selected will be the last process needed to produce the desired hole. For example, if grinding process is selected, it implies that we should first use drilling process to produce the surface of the hole (unless the hole already exists on the workpiece), then use boring process to enlarge the hole, and finally use grinding process to obtain the desired hole.
Before computerizing the fuzzy approach, we should consider the fact that although we do not need to use finishing processes for rough holes, it does not mean that finishing processes is not applicable. For example, if the roughness height of a hole is 100 microinches, we can use only drilling process to produce the hole. We will not use grinding process simply because it is not necessary, not because it is incapable of producing the hole. This should be reflected in the trapezoidal membership function. Therefore, the trapezoidal membership function is slightly modified as shown in the following:
where E is an infinitesimal positive real number. This allows to deal with the beyond-range requirements of roughness andfor tolerance.
B. Experiments
Consider a machining process selection with a processing requirement of a hole with roughness equal to 23 (in microinch) and tolerance equal to h0.18 (in milli-inch). Going through the fuzzy system, we have The calculation give C equal to 5.494 falling in the interval 14.5, 5.51, hence P,, the grinding process is recommended as illustrated in Fig. 7 . Tkty experiments were conducted, and the result is given in Table I . The result was analyzed and verified which proved to be compatible with the human expert experience. Generally speaking, the fuzzy approach is applicable to real manufacturing environment provided more information is considered.
C, Neural-Fuuy Approach
Membership functions for roughness and tolerance were constructed based on process capabilities which are available from manufacturing handbooks. However, the construction of the membership functions for cost was ad hoc in nature. In different manufacturing environments, the membership functions for cost are likely to be different. Since the construction of an accurate membership function for the relevant linguistic value is difficult [21] , it is desirable to have a system which can learn membership functions. In this study, for a decisionmaking purpose, a neural network is incorporated into the fuzzy reasoning system. So the inputs are weighted by the membership functions, and the output of the decision making system is taught through the training process of the neural network.
Several authors [12] , [5] , [21] , have suggested using neural networks for learning andor modifying fuzzy membership functions. Neural networks are "physical cellular systems which can acquire, store, and utilize experiential knowledge [25] ." They are able to learn from experience and generalize to new situations they have never seen before. There are many different types of neural networks. Among them, backpropagation neural networks have been very popular and successfully applied to many manufacturing problems 161.
Back-propagation neural networks are multi-layered feedforward neural networks that apply the error back-propagation procedure [ 141 for learning. The back-propagation procedure uses a gradient descent method which changes the weights by an amount proportional to the partial derivative of the error function with respect to the given weight. The learning procedure of a back-propagation network can be described follows:
1) Initialize the weights of the network by giving small 2) Start the learning cycle by exposing the network to a random values.
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certain input pattern paired with the desired output. Compute the network's output and compare it with the desired output so that the error can be calculated.
Adjust the weights of the network using the error backpropagation algorithm so that a certain amount of the detected error is reduced. The formula used for the adjustment is (19) in which ?/ is a user-selected, positive constant called learning rate and a! is a user-selected positive momentum term.
Repeat steps 2), 3), and 4) with all the input patterns and their correspondent desired outputs (training examples), compute the cumulative error. If the cumulative error is within a tolerable range, terminate the training process; otherwise, go back to step 2).
Sw(t) = -?/VE(t) + aAw(-t -1)
Back-propagation learning is a typical supervised learning procedure. To apply back-propagation learning, we need to have training examples. These examples are usually obtained from domain experts. Each training example consists of an input-output pair. In this machining process selection problem, the inputs will be roughness and tolerance and the output will be the process selected. We have two alternative methods for training a process selection neural network. The first method is a pure neural network approach. The second one utilizes existing fuzzy information and is referred to as neural-fuzzy hybrid approach. These two approaches are studied and the results are compared. These network configurations are shown in Fig. 8 . We will refer the network constructed using pure neural network approach as network 1 and the network constructed using neural-fuzzy hybrid approach as network 2. Since one of the objectives of this study is to find out whether neural networks can be used for fuzzy reasoning, training examples are generated using the fuzzy approach discussed in Section IV. For both networks, outputs are the same. There are five nodes in the output layer, and each of them stands for a process as shown in Fig. 8 . If a process is selected, the output of its corresponding node will be 1. Otherwise, it will be minus 1. The inputs for each network are different. For network 1, there are two input nodes, one for tolerance and the other for roughness. These inputs are normalized to within 0 and 1 (the value of roughness is divided by 1000 and the value of tolerance is divided by 20). For network 2, there are five input nodes. The inputs are obtained through a fuzzy preprocessing procedure that converts roughness and tolerance into fuzzy memberships for cost as in Fig. 8 . For example, take the illustrative example in Section IV-B as a training example. For network 1, the input will be [0.023, 0.0091 (i.e., [23/1000, 0.18/201) and the output will be [-1, -1, -1, 1, -11. While for network 2, the input will be [O, 0, 0, 1, 0.8511, and the output will be [-1, -1, - For the training of the two networks, different network configurations in terms of learning rate, 71, momentum term a , and number of hidden nodes were studied. It was found that both networks performed well with 71 = 0.1, a = 0.8, and 3 hidden nodes. However, the performance of each network differs drastically from one to the other. Thirty training patterns were used (see Table I ). Learning behavior of the two networks is shown in Fig. 9 .
After training, 200 experiments were conducted. The comparison of the two networks is shown in Table 11 .
From this study, we can see that neural networks can be used for fuzzy reasoning through training. We have two alternative network designs. Network 1 does not take advantages of prior knowledge, while network 2 utilizes existing fuzzy information. The result shows that network 2 is superior to network 1 in terms of both learning speed and prediction accuracy. From this study, we can see the importance of utilizing prior fuzzy knowledge in training neural networks. Generally speaking, when utilizing prior knowledge for network design, the training time of the network will be shortened and its prediction accuracy will be improved.
V. CONCLUSION
In this paper, we first showed a theoretical result that a class of fuzzy systems is a function approximator which can be used to bridge the gap between two continuous functions which can be a characteristic equation of a manufacturing process or equipment. This result is based on Weierstrass theorem and it extends Wang-Mendel' s work. Then a neuralfuzzy approach was developed to solve the machining process selection problem. The result was found to be promising"and has potential to be applied in real manufacturing environment. To be able to find and fine tune fuzzy membership functions, back-propagation neural network was applied to the problem. The result indicates that a neural-fuzzy hybrid paradigm results in shorter training time and improved prediction accuracy and thus can be advantageously used in dealing with process planning problems. As for the future research direction, we have showed the existence of a fuzzy system for function approximation, but there is a need to develop a technique for the design and selection of inference rules and fine tuning membership functions. So that the function approximation based on fuzzy basis function can be better utilized.
APPENDIX A
We first review the Weierstrass Theorem, then by introducing the propositions based on the Weierstrass Theorem we prove the theorem given in Section 111-B.
Weierstrass Theorem: Let f ( x ) be continuous on [a, b] (21) In fact, one of such polynomials for approximating fT can be chosen as a Bernstein type polynomial Pn(z) [13] by shifting and scaling f~ ( x ) to an interval [0, 11. That is we take P, (z) as follows: where 2 E RN. There exist polynomials P ( 2 ) and Q ( Z ) , such that f ( Z ) can be approximated by P ( Z ) / Q ( Z ) , where P(Z)/Q(Z) is relatively prime rational function, and P(Z),Q(Z) are of the same order.
Proof: By Proposition 1, each membership function can be approximated by a polynomial, therefore C z l y(')w2 (2) and C z l ~' ( 2 ) can be approximated by polynomials, say P ( 2 ) and Q ( 2 ) . Hence, we can write where y(')), for i = 1,2, . . . , M , is a crisp output, and Clearly, P(Z) and Q(Z) have the same order.
Next, we show that f(Z) = P(Z)/Q(Z) is relatively prime. Without loss of the generality, we assume each y(')w,(Z)/C,M=, w2(2) is relatively prime. If not, we can always cancel them to make ~( ' ) W~( Z ) / E~~ ~' ( 2 ) relatively pnme by slightly redesigning the membership functions. Hence, if f ( Z ) = P ( Z ) / Q ( Z ) is not relatively prime, then each y(')wz(2)/Q(2) must not be relatively prime. This contradicts the assumption we made at the beginning of the proof.
0
We are now ready to prove the theorem given in Section 111-B. Proof: For the given fuzzy system i=l by Proposition 2, there exist polynomials P ( 2 ) and Q(2) of the same order, such that f(2) = P ( 2 ) / Q ( 2 ) is relatively prime rational function. For any given data set { (Zi, fi) li = 1,2, . . . , N } , we can formulate the function approximation problem as the problem of solving a set of linear homogeneous equations for i = 1 , 2 , . . . , N . Since P ( Z ) / Q ( Z ) is a relatively prime rational function, hence we know the above linear homogeneous equations have solution provided the number of data points and the order of the polynomials satisfy the condition N 2 U = -which can be obtained during the design of the fuzzy membership function. Therefore, the existence of a such fuzzy system holds good. 0
APPENDIX B
Given in Table I11 is the list of the experimental result of using Takagi-Sugeno's system for functions gap-bridging.
