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Chapter 1 
Introduction 
Ultrasonic images are important sources of information in medical diagnosis. At this 
moment the worldwide market for ultrasonic equipment is larger than for any other digital 
imaging technique in medicine. The principle of ultrasonic imaging is based on the idea that 
mechanical vibrations applied to the outside of the human body can be used to make images 
of the inner parts of the human body. The term ultrasound refers to vibrations at frequencies 
above the highest audible frequency. The governing physical laws of the mechanical vibra-
tions transmitted into and propagating within the body are described by the acoustic wave 
equations. 
1.1 Ultrasonic imaging method 
Pulse-echo method 
The most widely used technique for obtaining ultrasonic images is the pulse-echo method: 
an acoustic pulse transmitted into the body reflects at an obstacle and the reflected echo pulse 
is recorded. The process of transmitting and receiving acoustic pulses is usually combined 
in a single device, the transducer. Applied as such, the transducer performs the two-way 
conversion between electrical signals and acoustical signals. 
Reflection from tissue structures 
The human body consists of a multitude of reflecting structures. Firstly, the boundaries 
between organs cause the acoustic waves to reflect. The magnitude of the reflection, however, 
is very small. This is caused by the fact that the acoustical properties of soft human tissue are 
almost identical and can be approximated by the acoustical properties of water. That part of 
the acoustic wave which is not reflected propagates further into the body. Apart from reflec-
tions due to the large interfaces between the organs and other macroscopically homogeneous 
structures, there are also reflections which are caused by much smaller, scattering, structures. 
These scatterers are present in the majority of human tissue types and constitute the basic 
source of information from macroscopically homogeneous media in ultrasonic imaging. 
β 
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Figure 1.1: Ultrasonic imago taken from the body of the author. The image shows parts of 
the heart (large dark area to the left), the liver (large gray area in the top) and the galbladder 
(small dark area in the upper right part) . 
Focusing acoust ic pulses 
Most often the transmitted acoustic pulses are concentrated at a desired location in the 
human body. The same holds for the received acoustic pulses: the transducer now is used 
such that it is only sensitive for acoustic signals coming from a certain location in the human 
body. This process is called focusing, both for transmitting and receiving. Hence, a focused 
transducer is able to direct signals to a selected tissue region and to receive signals from the 
same selected tissue region. The received signal can then be interpreted as a measure of the 
scatterer reflectivity of the selected tissue region. 
Imaging t i ssue structures 
The method described above can be performed for various tissue regions of interest. The 
basic assumption used in the imaging process by ultrasonic scanners is that the speed of 
acoustic pulse propagation, the speed of sound, is constant. In view of this identification 
of the distance coordinate with the time coordinate, a proper combination of signals from 
different regions then can lead to a spatial map (image) of the tissue reflectivity. Usually, 
this tissue reflectivity is displayed as the gray scale brightness on a computer screen. In Fig. 
1.1, an example of such an image is given. The image is obtained by combining signals of 
ultrasonic beams steered in different angular directions, which results in the pie-shaped sector 
scan. The differences in scattering reflectivity between the tissues can be seen, as well as the 
larger reflections at the tissue interfaces. 
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(b) Acoustical and electrical pulses 
Figure 1.2: Configuration showing an array of transducer elements driven by electrical pulses 
which are delayed (as indicated, the t denotes time) in order to obtain a narrow beam (focus) 
at the point scatterer. The upper right figure shows the pressure pulse in the focus, i.e., the 
pressure incident on the point scatterer, whereas the lower right figure shows the scan line; 
the demodulated signal (the envelope) is shown as a dashed line. 
Electrical focus 
Focusing of the transducer sound beam can be accomplished in several ways. In this 
thesis only electrical focusing is discussed, which means that an array of small transducer 
elements is driven by appropriately delayed pulses to obtain the desired beam properties. 
A schematic drawing of one of the possible configurations can be found in Fig. 1.2. When 
receiving the acoustic pulses reflected from the point scatterer, the same delays can be used. 
After application of the receive delays a single scan line is obtained by adding the delayed 
signals. In much the same way the beam can be steered in different directions. If the array 
is used in combination with beam steering it is called a phased array. 
Imaging 
In the configuration of Fig. 1.3. subsequent beams are displaced in the lateral direction 
by stepping with the subset of array elements along the array transducer. Each of the beam 
positions corresponds to a single scan line. Because of the linear movement of the beam along 
the transducer, a scan of this type is called a linear scan and the corresponding transducer 
a linear array transducer. An image of the point scatterer made with a linear scan is shown 
in Fig. 1.3. If the single point scatterer is replaced by a large number of randomly posi­
tioned point scatterers then we obtain a so-called speckle image (Fig. 1.4). The speckle is 
characteristic of ultrasonic images, and, at closer inspection, can also be found in Fig. 1.1. 
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(a) Imaging geometry (b) Image 
Figure 1.3: As Fig. 1.2, except that for each scan line a specific group of transducer elements 
is used for transmitting and receiving. The large arrow indicates the groupwise movement 
for creating the different scan lines. The figure to the right is an image of the region in the 
dotted box in the left figure. Each vertical line in the image is obtained by displaying the 
envelope of the corresponding scan line. 
A b s o r p t i o n 
Scattering removes energy from incident waves and results in attenuation as the waves 
propagate through the medium. However, the attenuation in tissue is much larger than 
predicted by the energy removal due to scattering. Hence, there should also be some kind of 
absorption. Absorption is an important aspect of wave propagation in tissue. In ultrasound 
systems the acoustic waves travel several hundreds of wavelengths. Therefore, already a small 
absorption per wavelength can have a substantial effect on the energy of the signal received 
from deeper lying tissues. The attenuation also causes a deformation of the pulse shape, 
because, in general, higher frequencies are more strongly attenuated than lower frequencies. 
In typical ultrasound situations there is a large influence of absorption on the appearance of 
the images. 
Aberrat ion 
An important task of the ultrasonic imaging system is to produce a reliable image of the 
inner parts of the human body. As was mentioned earlier, current ultrasonic equipment is 
based on the assumption that the acoustic properties in the human body are constant. If 
this was the actual case then it would not be possible to make images because, obviously, 
inhomogeneities contribute to the image. More importantly, however: the assumption that 
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Figure 1.4: As Fig. 1.3, except for the medium which consists of a large number of randomly 
positioned point scatterers inside a circular region. 
we are dealing with a homogeneous intervening tissue region between the transducer and 
the region to be imaged is often much too simple. In the abdominal wall there are several 
tissue layers (such as skin and fat) with markedly differing sound speeds. Especially the 
interface between the dermis and subcutaneous fat (see Fig. 1.5) constitutes a large sound 
speed difference. These differing sound speeds in combination with the fairly rough interfaces 
between the tissue layers cause a degradation of the ultrasound beam with a corresponding 
loss in image quality. The distortions in intervening tissue are often so severe that there is 
virtually no information left of the region of interest. This makes the use of subsequent tissue 
characterization and image processing, based on signals from conventional beam formers, a 
questionable activity. An example of the influence of a rough interface between two different 
acoustic media can be found in Fig. 1.6. Especially in the lateral direction, the image 
distortion is large. The image degradation due to the wave distortion in intervening tissue is 
called aberration. 
Aberration correct ion 
The correction of the image distortions caused by aberrating tissue layers has been identi­
fied as a potential major innovation [1.1]. Therefore, considerable industrial interest is found 
in research to arrive at stable and efficient aberration correction methods. As with the devel­
opment of most new methods, it is convenient and often necessary to have a numerical model 
which describes the physical situation. 
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Figure 1.5: Anatomy of human skin. 
1.2 Ultrasonic image simulation 
The major subject of this thesis is the simulation of ultrasonic images. The underlying 
simulation programs can be used to arrive at improved tissue characterization methods, aber­
ration correction schemes and so on. In ultrasound literature one can find many methods 
for the computation of pulses in acoustic media. Most methods are time domain methods 
because the image is based on signals in the time domain. However, this approach has several 
disadvantages. Firstly, the acoustical equations describing a medium with absorption are 
rather different from and considerably more complex than their lossless counterparts. Thus, 
a solution in the time domain might not even be feasible even though the describing equations 
could be found. The modeling of absorption is a very important part in ultrasound because 
many tissue characterization procedures rely heavily on the estimation of tissue absorption. 
Secondly, time domain methods are often based on convolution integrals. This applies to the 
time coordinate but also to the spatial coordinates. If the problem geometry expressed in a 
characteristic wavelength is large then the computation time might be prohibitive. 
Simulat ion m e t h o d s : shortcomings 
The simulation methods known from the ultrasound literature, at the moment this re­
search was started in April 1992, suffered from several shortcomings. Firstly, in none of 
the time domain methods absorption was included rigorously. Secondly, for the frequency 
domain methods only artificial absorption curves were used without a physical explanation. 
The dispersion effect, i.e., the frequency dependent sound speed corresponding to a frequency 
dependent attenuation, was only taken into account in a small frequency range. Efficient 
and reliable methods for computing the sound radiation from large transducer arrays were 
known from the literature as well as the combined effects of transmitting, scattering at small 
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Figure 1.6: As Fig. 1.4, except for the irregular interface between two different media which 
distorts the image. 
structures, and receiving. However, the efficient and reliable implementation of the transmit, 
scattering and receive operations separately was not discussed. The separate implementation 
is necessary because of the desired flexible approach of "composing" the medium. Further­
more, it was also desired to simulate one-way operation, such as the computation of pressure 
pulses in the medium, or transmit and receive operation with different transducers. Thirdly, 
the effect of rough media interfaces was implemented only such that the rough interface was 
assumed to be a simple model based on ray-tracing or a phase screen directly in front of 
the transducer. Ray-tracing assumes a large radius of rough interface curvature compared 
with the wavelength. This case does not apply to the situation in human tissue. The use of 
phase screens implies similar approximations. In addition, the assumption that the aberrating 
structure is immediately in front of the transducer is far too simple: the aberrations occur at 
a distance of several tenths of wavelengths from the transducer, but not necessarily in the far 
field. 
Simulat ion m e t h o d s : modular i ty 
The complete process of ultrasonic imaging covers influences of the transducer, the elec­
tronic equipment, signal and image processing, and of course the patient. The same applies 
to the simulation environment: the complete configuration should be considered before opti­
mizing isolated components. Such an ambitious simulation environment is difficult to realize 
in a single program. Especially the acoustic medium contains many different configurations 
12 Introduction 
which each require very specialized routines. The acoustic medium has to be split up into 
different parts with their own routines. This subdivision was also one of the problems of 
known simulation programs. In particular, the so-called "impulse response method'' could 
not be split up to incorporate an arbitrary number of medium modules. 
1.3 Thesis outline 
Considering the desired capabilities of our simulation program it was decided to use a 
wavefield computation method based on the decomposition into single-frequency plane waves. 
Then the computation time for absorbing and nonabsorbing media is the same. The approach 
is accurate, and leads to efficient methods for acoustic structures that do not deviate too much 
from the piano-parallel geometry. The efficiency is for a large part obtained from the appli-
cation of Fast Fourier Transforms for the computation of convolution integrals. Furthermore, 
it allows for an easy subdivision in different computational modules corresponding to the 
different acoustical components. Although the current implementation of the program is 
two-dimensional (2D), it can easily be extended to the three-dimensional (3D) case. The 
computation of 3D fields in combination with geometries constant in one spatial direction is 
also relatively simple, which leads to so-called 2.5D methods. The choice for 2D has been 
made because the memory requirements for 3D were still too large. Another reason is that 
it is believed that a full 3D implementation gives only a marginal gain in information and 
that the main principles can be tested sufficiently in 2D. The basic method of computation 
is discussed in Chapter 2. A causal absorption model which can be combined with the latter 
methods is described in Chapter 3. The latter chapter shows the influence of absorption 
on ultrasonic pulse-echo images. The topic of rough interface computations constitutes the 
main part of this thesis: Chapters 4 to 7 describe the so-called Conjugate Gradient Rayleigh 
method. Chapter 4 presents the basic form of this method. In Chapter 5 the method is 
verified with experiments. Chapter 6 compares the Conjugate Gradient Rayleigh method 
with an iterative integral equation method. The numerical implementation of the method 
in a computer program in 2D, 2.5D and 3D is discussed in Chapter 7. Finally. Chapter 8 
demonstrates the capabilities of the similation package: an aberration correction method is 
developed and tested to arrive at an improved version of the basic pulse-echo method. The 
aberration correction scheme reduces the time delay distortions occuring in a plane located 
at a certain distance from the transducer. 
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Chapter 2 
Spectral methods in acoustics 
This chapter serves as an introduction into the relevant acoustical variables and their 
notation. In addition, temporal and spatial Fourier transforms are defined for the acousti­
cal field quantities. Discrete versions of extrapolation operators in the spectral domain are 
discussed. 
2.1 Time domain representations 
2.1.1 Lossless medium 
The basic equations describing acoustic wave motion are described by many authors [2.1], 
[2.2]. In this chapter the acoustic equations are presented as two coupled first-order partial 
differential equations. In a lossless, homogeneous, isotropic medium, the general linearized 
time domain acoustic equations can be written as [2.3] 
V-v(x,t) + x ^ ^ =
 9(x,t), (2.1) 
Vp(x)t) + e^^=f(x,i ) , (2.2) 
in which χ — (x, y, z) denote the spatial Cartesian coordinates, t denotes the time coordinate, 
ρ is the pressure, ν the particle velocity, κ the medium compressibility, ρ the medium mass 
density, q a local volume injection source and f a source term representing a local volume 
force. For the moment, it will be assumed that inside the domain T> to be analyzed no sources 
are present. Hence, 
V - v ( x , 0 + x % ^ = 0 ) x e P , (2.3) 
at 
Vp(x,i) + P ^ = 0 . x e P . (2.4) 
Often it is convenient to have a single quantity from which both the pressure p and the particle 
velocity ν can be derived. Such a quantity is the velocity potential φ. Expressions for the 
pressure and the particle velocity which define φ and satisfy Eq. (2.4) are 
p(x,0 =
 e ^ , x € P , (2.5) 
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v(x, t) = -V0(x, f), χ € V. (2.6) 
Substitution of Eqs. (2.5) and (2.6) in Eq. (2.3) leads to a wave equation for the velocity 
potential: 
W ( M ) ^ « = 0 , x e D , (2.7) 
in which с = {ρκ)~χ/2 is the wave speed or sound speed in V and the operator V2 is the 
Laplacian sum of the second derivatives with respect to the three Cartesian coordinates, i.e., 
the divergence of the gradient. 
2.1.2 Medium with losses 
However, if the medium is not lossless then the basic medium parameters κ and ρ can be 
assumed to be functions of time t. Introducing the time-convolution operator * and using a 
description similar to Verweij [2.4], the acoustic equations can be written as 
V-v(x , í ) + x ( í ) * ^ ^ = 9 ( x , í ) , (2-8) 
Vp(x,í) + 0 ( í ) * ^ j ^ = f(x.í). (2.9) 
For a source-free domain V this can be written as 
V · v(x, t) + x(t) * ^ ~ - = 0, χ G 23, (2.10) 
Vp(x, ί) + g{t) * ^ g ^ = 0, χ e V. (2.11) 
The velocity potential in the medium with losses is defined by 
P(x,() = e « ) * 9 ^ , x e D , (2.12) 
v(x, t) = -V0(x, i). xeV. (2.13) 
Substitution of Eqs. (2.12) and (2.13) in Eq. (2.10) leads to a wave equation for the velocity 
potential: 
V2¿(x, t) - ρ(ί) * x(0 * д Ф ^ І ] = 0, χ e Ό. (2.14) 
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2.2 Frequency domain representations 
In order to arrive at the frequency domain representation of the acoustical quantities a 
Fourier transform pair is defined as 
/
oo 
x{t)e,u,tdt, (2.15) 
-OO 
X(, 
ι r°° 
x(t) = — / Х(и>)еГшіач>, (2.16) 
¿Ъ J-ос, 
in which ω is the angular, temporal frequency. Substitution of Eq. (2.16) in Eqs. (2.10) and 
(2.11) leads to expressions between the frequency components P(x, ui) of the pressure and 
the frequency components V(x, ω) of the particle velocity: 
V · V(x, ω) - ιωκ{ω)Ρ(χ, ω) = 0, χ <Ξ V, (2.17) 
\7Ρ(χ.ω) - ίωρ(ω)\{χ,ω) = 0, χ e Ρ, (2.18) 
where p(ui) and κ(α;) are the frequency domain density and compressibility, respectively. 
Using Eqs. (2.12) and (2.13), the frequeny domain velocity potential Φ(χ,ω) is given by 
Ρ{χ,ω) = -ίωρ(ω)Φ(χ,ω), χ € Ρ, (2.19) 
ν(χ,ω) = - ν Φ ( χ , ω ) , χ G V. (2.20) 
Substitution of Eqs. (2.19) and (2.20) in Eq. (2.17) leads to the Helmholtz equation: 
2
Ф(х,ω) + £2(ω)Φ(χ,ω) = 0, хе , (2.21) 
in which к = ω(ρκ)1/2 is the wavenumber. In a lossless medium we have к = ш/с. 
2.3 Spectral domain representations 
In this section, the field for each angular frequency ω will be described with the aid of 
spatial Fourier transforms. We introduce the spectral coefficients Φ of the field Φ at depth ζ 
by defining a Fourier transform pair with respect to the spatial frequencies kT and ky as 
* ( * : .,ky,ζ,ω) = -^ (Γ Φ ( χ , i ^ e - ^ + ^ W y . ζ € V, (2.22) 
Φ ( χ , ω ) = if <¡>(kT,ky.z,u))ei{klT+kyy)dkxdky, χ e P . (2.23) 
Substitution of Eq. (2.23) in Eq. (2.21) leads to 
d2 ~ 
-~-2*(lfx,ky.z,u) + [k2(uj) -k\- k¡] Ф(к
х
,к
у
,г,ш) = 0, zeV. (2.24) 
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A general solution to this equation is given by 
Ф(к
х
, ky, ζ, ω) = Aeik*z + Be~lk:Z, ζ G P, (2.25) 
where we have introduced the spatial frequency in the z-direction as 
kz = (k2-k2x-k2y)^, (2.26) 
and the constants A and В have to be determined from boundary conditions. These constants 
and the corresponding exponentials describe waves travelling in the positive and negative 
z-direction, respectively. For the moment it will be assumed that there exist only waves 
travelling in the positive z-direction, i.e., В = 0. We define 
А = Ф(к
х
,к
у
,0,ш). (2.27) 
Hence, 
Ф{к
х
,ку,г,ш)=еікггФ(к
х
,ку.О,ш), zeV. (2.28) 
Substitution of Eq. (2.28) in Eq. (2.23) yields 
Φ(χ,ω)= Π Ф(к
х
,к
у
,0,
ш
)еікхак
х
ак
у
, xeV, (2.29) 
where к = (k
x
,ky,kz) is the wavevector. Equation (2.29) is a Fourier-type integral of plane 
waves in which each of the plane waves travels in a particular direction in the positive z-
direction. Therefore, we call the application of Eq. (2.22) plane wave decomposition or 
angular spectrum decomposition. See also [2.5]. If the medium is lossless and k2 + ky < k2 
then the square root argument leading towards kz is positive which results in a real kz. The 
corresponding plane waves are constant in amplitude and are called propagating waves. If the 
medium is lossless and k2 + k2 > k2 then the square root argument is negative which leads to 
an imaginary kz. The magnitude of the corresponding plane waves is exponentially decaying 
for increasing z. These waves are called non-propagating or evanescent waves. 
Now we try to relate the spectral coefficients at the depths ζ and ζ + d. We can write 
i{k
x
,ky,z + d,u) = ек>^аЩк
х
,к
у
,и,ы). Thus, 
Ф(к
х
,к
у
, ζ + ά,ω) =eik*d4>{kT,ky,z,uj), ζ,ζ + deV. (2.30) 
Apparently, the spectral coefficients Φ at depth z + d can be obtained from the spectral coeffi­
cients Φ at depth ζ by multiplication with etk*d, see also [2.6], [2.7]. Use of Eqs. (2.22), (2.23), 
(2.26), and (2.30) leads to a method for computing the field at depth ζ + d \{ the field at 
depth ζ is known, provided the waves are travelling in the positive z-direction. The function 
e
 zd
 is bounded for all k
x
, ky if d > 0. However, e'
kzd
 grows exponentially for the evanescent 
waves if d < 0. Therefore the case of d < 0 should be used with care. The integrals in Eqs. 
(2.22) and (2.23) can be computed efficiently with a Fast Fourier Transform algorithm, which 
is discussed in a subsequent section. 
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Using Eqs. (2.19) and (2.20) we can derive expressions for the spectral components Ρ and 
V of the pressure and particle velocity, respectively, in terms of the spectral velocity potential 
Φ. We define 
{ Ρ , ν } ( χ , ω ) = fí {P,V}(kx,ky,0,u>)elk*dkTdky, x€V. (2.31) 
With the use of these definitions and application of Eq. (2.19), the spectral pressure Ρ is 
related to the spectral velocity potential Φ by 
P(k
x
,ky,ζ,ω) = -ішрФ{к
х
,ky,ζ,ω), Z É P . (2.32) 
Similarly, with the use of Eq. (2.20), the spectral particle velocity V is related to the spectral 
velocity potential Φ by 
V(k
x
,ky,z,uj) — —і)іФ(к
х
,ку,г,ім), zeV. (2.33) 
Combination of Eqs. (2.32) and (2.33) leads to a relation between spectral pressure and 
spectral particle velocity: 
V(fcT, fcy, ζ, ω) = кР(кх, ку, ζ. ω)/ρω, z£V. (2.34) 
The scalar ratio between the spectral pressure and the norm of the spectral particle velocity 
is the characteristic medium impedance Z: 
P(k
x
,k
u
,z,uj) / р \ ! / 2 ^ ,
n
_ 
Ζ = ,
v J y
 '— = (-) , ζ € V. (2.35) 
|| (^Л,
г
,ы)|| w 
Thus, the characteristic impedance Ζ is constant, and real if ρ and к are real. In the latter 
case we can write Ζ = pc. The case of complex ρ and κ occurs in a medium with absorption, 
which is discussed in the following chapter. Then, either ρ or к or both are complex valued 
functions of frequency. However, in order to obtain real-valued and causal signals in the time 
domain, the frequency dependence of ρ(ω) and K(UJ) is subjected to some constraints. A 
particular form of those constraints is expressed in the Kramers-Kronig relations [2.8]. 
2.4 Extrapolation of pressure and normal velocity 
In this section it will be shown how the expressions in Eqs. (2.22)-(2.23) can be used 
to compute the pressure field or normal velocity field at depth ζ + d if the pressure field or 
normal velocity field at depth ζ is known. Then, only the 2-direction components Vz and V2 
of V and V, respectively, are required. 
Using methods similar to those for the velocity potential in section 2.3, the following set 
of equations can be found to describe the propagation from depth ζ to depth ζ + d for waves 
propagating in the positive z-direction: 
V,(k
x
,ky,z.uj) = —P(k
x
,ky,z,u), z&V, (2.36) 
pu) 
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{Ρ,ν
ζ
}(χ,ω) = ί Γ {P,Vz}{kx,ky,z^)é^x+k^dkxdky, χ e V, (2.37) 
{P,Vz}(kx,ky,z,w) = ¿ jl°° {Ρ,νζ}(^ω)Ε-^Ι+^άχάν, ζ € Ρ, 
(2.38) 
{P,Vz}(kx,ky,z + ά,ω) = е"'л{Р, х}(кх,ку,г,ш), ζ,ζ + deV. (2.39) 
Equation (2.36) relates the plane-wave decomposition of normal particle velocity to the 
plane-wave decomposition of the pressure at the same depth z. Equations (2.37) and (2.38) 
allow the transformation between plane-wave decomposition and spatial variables, both at 
depth z. Equation (2.39) can be used for the extrapolation from the plane-wave decomposition 
at depth ζ to the plane-wave decomposition at depth ζ + d. 
2.4.1 Spectral Green functions 
Using the results above, we can define functions which operate as a transfer function 
for the extrapolation in the spectral domain. These functions are called spectral Green 
functions because they correspond to Green's functions in the space-frequency domain [2.7]. 
The spectral Green functions G.. are defined by 
P(k
x
,ky,z + ά,ω) = Gpp{k
x
,ky,d,u)P{k
x
,ky,z,w), ζ,ζ + deV, (2.40) 
P(k
x
,ky,z + d,uj) — О р(кх,ку,а,ш) г(кх,ку,г,ш), ζ,ζ + deV. (2.41) 
Vz(kx,ky,z + ά,ω) = GpV(kx,ky,d,u>)P(kx,ky,z,uj), z,z + d G V, (2.42) 
Vz(kx,ky,z + d,w) = С (кх,ку,а,ш) г(кх,ку,г,и), z,z + d£V. (2.43) 
Using Eqs. (2.36) and (2.39), the expressions for the spectral Green functions become 
G
vp(kx. ky, d, ω) = Ç V * d , (2.44) 
Gpp(kx,ky,d,w) = О
т
,(к
т
,ку,а,ш) = eik*d, (2.45) 
Gpv{kx,ky,d,u) = ^elk*d. (2.46) 
pùj 
It can be shown [2.7] that the inverse transformation of Eq. (2.37) applied to Eqs. (2.44)-
(2.46) leads to Green functions in the space-frequency domain. The response of a point source 
(a monopole) is obtained from Eq. (2.44). The transform relationship for the monopole source 
for waves travelling in the positive z-direction, i.e., for the one-way Green function, is given 
by 
І ~ pikzd gtfcr 
—G
vp(kT,ky,d,w) = г—— -f—> — , (2.47) 
püj Kz ¿ITT 
where r is the distance between the source and the receiver. For the two-way. free-space 
Green function the term 2π becomes 4π. 
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2.5 Discrete formulation of extrapolation 
The Fourier integrals in Eqs. (2.37) and (2.38) can be computed efficiently with a fast 
implementation of the Discrete Fourier Transform, the Fast Fourier Transform (FFT). How­
ever, straightforward numerical implementation of the Fourier integrals may lead to severe 
numerical errors. In order to avoid these errors we have to implement the discretization of 
the spatial and spectral integrals carefully. To arrive at the desired results, we will derive 
weak forms for the three different forms of the spectral Green functions. 
2.5.1 Discrete spatial Fourier Transforms 
In the past it was shown [2.9], [2.10] that planar acoustic wave propagation problems 
can be solved very efficiently with FFT's. To avoid spatial aliasing, however, Williams and 
Maynard [2.10] showed that we can not directly sample the k-domain Green function. This 
is especially the case for extrapolation of normal velocity to pressure, which corresponds to 
the evaluation of the field due to monopole sources. In the latter case the branch point for 
kz — 0 causes the solution to diverge if the spectral Green function is directly sampled in 
the k-domain for use with the FFT. More accurate results are obtained if an averaged Green 
function [2.10] is used. The averaged Green function acts as a k-space low-pass filter and 
reduces replicated sources and sampling errors. The averaging process is also beneficial for 
the extrapolation from pressure to pressure and pressure to normal velocity, although in the 
latter case the averaging is not strictly necessary. 
2.5.2 Sector average of spectral Green functions 
As discussed before, the numerical implementation of the formulas of subsection 2.4 re­
quires a discrete formulation of the continuous integrals. In order to reduce sampling errors, 
the integrands of the spectral integrals are multiplied with a weighting function and integrated 
over the /r^-plane. The resulting expressions are weak formulations of the strong integral 
kernels. Use of a particular shifted version of this weighting function for each sampling point 
τη, η in fc^y-space results in the discrete set of coefficients suitable for FFT-transformation 
to the spatial domain. Analytical results can be obtained if wc integrate over a sector in the 
kXiy-pla.ne. Relatively simple averaged k-space Green functions result if we use a piecewise 
constant weighting function. More accurate descriptions are possible if higher-order weighting 
functions are used. Using the piecewise constant weighting function, the average [G] of the 
Green function G can be defined by 
[G](kT, ky,d,ω) = -¡--r¿ ¡f G{kx + k'r,ky + k'y,d,w)dk'xdk'y. (2.48) 
where Ak is the mesh size in the discrete equivalent of the spectral domain kxy used in the 
FFT algorithms and d is the extrapolation distance. The averaging is more easily performed 
in polar coordinates, however. Then the averaging integral for the lattice point (kx, ky) = 
(гпАк,пАк) not coinciding with the spectral origin becomes 
[G]m¡n(d,ω) = / ак
ф
 / G ( f c , , k y , d , w ) k p d k p , m / O U n / 0 , 
¿\kb.KQKpm„ Jk<pm n JkPm^-Ak/2 (2 49) 
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where k2 = k2 + k2 and fc2
mn
 — (m2 + τί2)(ΔΑ·)2. The integrals are easily evaluated by 
making kz = (k2 — /r2)1/2 the integration variable. For the lattice point at the spectral origin 
(k
x
,ky) = (0,0), we use the slightly different form 
4 ρ2π rAk/2 _ 
[G]oß(d,w)= . . , . , ƒ ак
ф
 G{k
x
,ky.w.d)kpdkp. (2.50) 
n{Ak)¿ ./о ./о 
2.5.3 Analytical expressions for averaged spectral Green functions 
Applying Eq. (2.49) to Eq. (2.44) and integrating, results in the weak form [G
vp] of Gvp: 
\Gvp]
m
,n{d,w) = 2ipwe ¡' ~ e a ' ' m / O U r i / 0 , (2.51) 
1Л/И- кр-)й 
where kzl = (к2 - fe2.)1/2, kz2 = (к2 - к2р+у/2, V = kPmn - Ak/2 and kp+ = kPm,n + Ak/2. 
If the limit for d -> 0 is taken. \G
vp] reduces to Eq. (28) of Williams and Maynard [2.10]. 
The spectral zero-frequency component is obtained by applying Eq. (2.50) 
_ £ііА'2да ,,ikd 
[G
vp\0,o(d,w) = 2ίρω iAk/2)2(i , (2-52) 
where fc-д = {k2 - (Ak/2)2)1/2. Applying Eq. (2.49) to Eq. (2.45) and integrating by parts 
results in the weak form [Gpp\ of Gpp 
[G„,]
m
,„(d.w) = 2 L - 2 , . 2 J . 2 ы 2 1 J, m φ 0 U η φ 0. 
{κ
ρ+ κρ_)(ΐ ^ 2 5 3 ^ 
The spectral zero-frequency component is obtained from Eq. (2.50) 
r
r
~ ι
 [A .,ne.^
d[ikzAd-l}-cikd[ikd-l} 
[GMd.*) - 2
 ( z U . / 2 ) 2 d 2 · ( 2 - j 4 ) 
The weak form [(?„„] of G„„ is: 
[G
vv
]
m
,n(d,uj) = [орр]
т
,„(с/,ш). (2.55) 
Applying Eq. (2.49) to Eq. (2.46) and integrating twice by parts results in the weak form 
[Gpv] of Gpv 
[GpvUAd.u) = ,,2 l , 2 , , 3 Uik"d [k2d2 - k2+d2 + 2ikz2d - 2] 
[k2d2 - k2p_.d2 + 2ikzld - 2] V m ^ O U n ^ O . (2.56) ~ik-\d 
The spectral zero-frequency component is obtained from Eq. (2.50) 
2?· [ G p r ] o . o ( ^ ) = {Ah!/2)2(p (¿k*Ad [A-2rf2 - ( Δ λ · / 2 ) ν + 2¿fc5¿d - 2] 
-e
lkd
 [k2d2 + 2ikd - 2] ) . (2.57) 
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2.5.4 Cut-off frequency for spectral Green functions 
As a final result of this section, an expression is derived that gives somewhat more insight 
into the influence of the different parameters on the behaviour of the propagation operators. 
All three spectral Green functions have a very rapidly varying phase at spatial frequencies 
just below the transition from propagating to evanescent waves at k2 + к2 = Ш{к2}. In 
fact, the slope of the phase becomes infinite at the transition point. The weak formulations 
of the spectral propagators remove this wildly oscillating behaviour and cause a magnitude 
reduction where the phase changes rapidly. Here it is tried to calculate an estimate for the 
spatial frequency above which the magnitude of the propagators is reduced. In order to obtain 
the desired results, a cut-off frequency is defined as the spatial frequency where the phase 
difference between two samples becomes larger than π. If we write G(kp, d, ω) = G(kx, ky, d, ω) 
then the spatial cut-off frequency kp = kc can be defined with 
arg{G(fc
c
 - Ak/2, d.u))}- arg{G(k
r
 + Ak/2, d, ω)} = тг. (2.58) 
For all three Green functions given in the previous section this leads to 
(к2 - kl + Akk
c
 - (Ak/2)2)^2 - (к2 - к2 - Аккс - {Ак/2)2)1'2 = ^ . 
о (2.59) 
This equation can be solved numerically. Reasonably good approximations and somewhat 
more insight can be obtained if we use the assumption of small sampling steps, i.e., Ak/k <iC 1. 
If also the assumption of a small cut-off frequency is used, i.e., k
c
/k -C 1, we get: 
к
^ш-
 ( 2
·
6 0 ) 
This formula shows that the cut-off frequency is lower if the extrapolation distance d is larger. 
This seems reasonable since phase differences become larger for larger propagation distances. 
It can also be seen that the cut-off frequency increases with decreasing normalized sampling 
distance Ak/k. 
2.6 Example 
In Figures 2.1 - 2.3 we can see the results for the spectral normal velocity to spectral 
pressure extrapolator [G
vp] of Eqs. (2.51) and (2.52) for the 2D-case (i.e., for η = 0, which is 
equivalent to direct averaging in the 2D spectral domain). The branch point for kz = 0 can 
clearly be seen in the figures. In Figure 2.1 the results are shown for the normal (sampled) 
Green function and the averaged Green function for kd = 10, ρ = IO3 kg m~3 and ƒ = ω/2π = 
5 MHz. In Figure 2.2 the results are shown for kd = 100. It can be seen that the averaged 
function gradually attenuates the part of the Green function where the slope of the phase 
curve becomes large. The differences between sampled and averaged Green functions become 
larger for larger kd. In Figure 2.3 the results are shown for kd = 100 with a four times 
increased sampling rate as compared to Figure 2.2. The transition point of attenuating 
the Green function is moved towards a higher value of k
r
/k, as predicted by Eq. (2.60). 
Therefore, sampling errors can be reduced by increasing the sampling rate. The other two 
types of Green functions [G,)p] and [Gp,.] show similar behaviour. However, the differences 
between the sampled and the averaged versions for the latter two Green functions, which do 
not have a branch point for kz = 0. are not as large as for the Green function [Gvp]. 
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Figure 2.1: Sampled Green functions (small circles) and averaged Green functions (solid line) 
for kd = 10, velocity to pressure extrapolation. 
xHf 
Figure 2.2: Sampled Green functions (small circles) and averaged Green functions (solid line) 
for kd = 100, velocity to pressure extrapolation. 
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Figure 2.3: Sampled Green functions (small circles) and averaged Green functions (solid line) 
for kd = 100 with four times the sampling rate, velocity to pressure extrapolation. 
2.7 Conclusion 
In this chapter, temporal and spatial Fourier transforms were applied to the basic acous­
tic equations for absorbing media. By using the transform domain representations, it was 
shown how acoustic fields can be computed efficiently with the use of FFTs. The numerical 
discretization of the Fourier integrals was discussed and weak forms of the strong integral 
kernels were derived for the extrapolation between pressure fields and normal velocity fields. 
References 
[2.1] P.M. Morse and K.U. Ingard, Theoretical Acoustics, Princeton University Press, Prince­
ton, 1986. 
[2.2] A.D. Pierce, Acoustics, An Introduction to Its Physical Principles and Applications, 
Acoustical Society of America through the American Institute of Physics, New York, 
1989. 
[2.3] Л.Т. Fokkema and P.M. van den Berg, Seismic Applications of Acoustic Reciprocity, 
Elsevier. Amsterdam. 1993. 
[2.4] M.D. Verweij, "Modeling space-time domain acoustic wave-fields in media with attenu­
ation: the symbolic manipulation approach," report Et/EM 1994-10, Delft University 
of Technology. 1994, to appear in J. Acoust. Soc. Am. 
24 Spectral methods in acoustics 
[2.5] P.C. Clemmow, The Plane Wave Spectrum Representation of Electromagnetic Fields, 
Pergamon, Oxford, 19G6. 
[2.6] J.W. Goodman, Introduction to Fourier Optics, McGraw-Hill Book Co., San Francisco, 
1968. 
[2.7] A.J. Berkhout, Applied Seismic Wave Theory, Elsevier, Amsterdam, 1987. 
[2.8] M.L. Goldberger, "Introduction to the theory and applications of dispersion relations," 
in Dispersion relations and elementary particles, eds. C. de Witt and R. Omnes, Wiley, 
New York, 1960. 
[2.9] P.R. Stepanishen and K.C. Benjamin, "Forward and backward projection of acoustic 
fields using FFT methods," J. Acoust. Soc. Am. 71. 803-812, 1982. 
[2.10] E.G. Williams and J.D. Maynard, "Numerical evaluation of the Raylcigh integral for 
planar radiators using the FFT," J. Acoust. Soc. Am. 72, 2020-2030, 1982. 
Chapter 3 
Image simulation in absorptive 
media 
Rigorous and efficient numerical methods are presented for simulation of acoustic prop-
agation in a medium where the absorption is described by relaxation processes. It is shown 
how FFT-based algorithms can be used to simulate ultrasound images in pulse-echo mode. 
General expressions are obtained for the complex wavenumber in a relaxing medium. A fit to 
measurements in biological media shows the appropriateness of the model. The wavenumber 
is applied to three FFT-based extrapolation operators, which are implemented in a weak form 
to reduce spatial aliasing. The influence of the absorptive medium on the quality of images 
obtained with a linear array transducer is demonstrated. It is shown that, for moderately 
absorbing media, the absorption has a large influence on the images, whereas the dispersion 
has a negligible effect on the images. 
3.1 Introduction 
Accurate and efficient numerical methods can be very useful for studying transducer per-
formance in ultrasonic imaging applications. Especially for absorbing media and complex 
transducer geometries, the trade-off between pulse shape, resolution, and penetration can not 
always be predicted by approximate calculation models. 
Surprisingly few papers deal with the rigorous simulation of ultrasonic propagation in 
absorptive media. Christopher and Parker [3.1] employ a power-law absorption model for 
their numerical wave propagation methods. Pulse-echo behaviour is studied in a rigorous way 
by the Finite Element implementation of Lerch and Landes [3.2]. Simulation methods for 
pulse-echo behaviour are also presented by Pederscn and Orofino [3.3], [3.4]. The latter three 
papers have in common that no images are shown. Simulated images are shown by Foster ct 
al. [3.5] and Turnbull et al. [3.6]. but not for absorptive media. Goodsitt et al. [3.7] use 3D 
single-element transducer simulations to obtain speckle images in absorptive media, but the 
paper lacks information on the medium model used. 
Various models have been proposed for the description of absorption in biological media. 
Most of the models are based on a power-law description of the absorption vs. frequency. 
Based oír A.P. BerkhofF. J.M. Thyssen, R..J.F. Horaan. ''Simulation of ultrasonic imaging with linear 
arrays in causal absorptive media," to appear in Ultrasound in Med. Biol. 21 , 1996. 
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However, the physical explanation of these models is not always clear. Noteworthy exceptions 
are the minimum-phase approaches of Kuc [3.8], where the propagation in tissue is described 
by minimum-phase filters, and Gurumurthy and Arthur [3.9], who derived a minimum-phase 
function using the Hilbert transform. General relationships between absorption and phase 
velocity were given by O'Donnell et al. [3.10], [3.11]. A common opinion in the ultrasound 
literature [3.12], [3.13], [3.14] is that the wave propagation in biological media can be described 
by a continuous spectrum of relaxation processes. According to Dunn [3.15], a discrete set 
of relaxation processes is more acceptable in physical terms than the continuous relaxation 
spectrum distribution, even in complex situations as in an aqueous solution of haemoglobin. 
However, Bamber [3.16] states that it is not known whether a discrete number of processes 
is involved or whether the distribution of relaxation frequencies is a continuous function of 
frequency. Our models aim at a description of biological soft tissues in general, where it would 
be convenient to have the attenuation slope as one of the parameters. The attenuation slope 
is one of the few parameters that can be used to differentiate tissues in a stable way. It will be 
seen that the attenuation slope is one of the parameters of our continuous relaxation models. 
We will present a rigorous method based on monochromatic plane waves, where time-
domain results and arbitrary field distributions are obtained by linear superposition. This 
approach has the advantage that the computation time is not proportional to the number of 
transducer elements as is the case for most time-domain based methods [3.5], [3.6]. An outline 
of this chapter is as follows. First, the discrete relaxation model from Nachman et al. [3.17] 
will be reviewed. To reduce the number of parameters and improve the numerical behaviour 
of fitting experimental data, we extend the model to a continuous distribution of relaxation 
processes in the next section. Subsequently, we will combine methods of k-space wave field 
extrapolation with our complex wavenumber for rigorous simulations in absorptive media. 
To arrive at stable and accurate results, we will introduce three weak forms of wavefield 
extrapolation operators. As an example, an analysis of the images obtained with a linear 
array transducer is presented. We will show the influence of absorption and dispersion on the 
image quality. 
3.2 Causal absorption model for media described by relax-
ation processes 
In this chapter it is assumed that the medium consists of a base medium with sound speed 
Co and density pa. Molecules of different material are dissolved in the base medium. The 
dissolved molecules cause a change of the compressibility at higher frequencies. The density 
is assumed to be the same for the base medium and the dissolved molecules. Our starting 
point is a model where a discrete set of relaxation processes contributes to the absorption in 
the medium. The model is very useful for a theoretical description of wave propagation in 
biological media. However, we encountered numerical problems when obtaining a model fit, 
even for only three or four discrete relaxation processes. Methods to circumvent this problem 
are discussed in subsequent sections. Simple analytical results will be given for two cases. 
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3.2.1 General model 
The results from Nachman et al. [3.17] will be briefly reviewed, with emphasis on the 
frequency domain results. The complex wavenumber k(w) can be described by 
/i » • \ 1 / 2 
к(ш) = ш Ι + Ρ 0 ] Γ - ^ , (3.1) 
with Co the sound speed at zero frequency, po the equilibrium density of the medium, and ω the 
angular frequency. Each relaxation process υ is characterized by an effective compressibility /t„ 
and an angular relaxation frequency Í2„. The generalized (frequency domain) compressibility 
can be defined as 
1 N 
κ(ω) = - 5 — + V — -ρ-. 3.2 
The zero-frequency compressibilty KQ is given by 
Ko A K ( 0 ) = _ L (3.3) 
c
oPo 
The high-frequency compressibility /с«, is given by 
1 N 
K
x
 = κ(θθ) = -2 У2 Kv ( 3 · 4 ) 
c
oPo ^ 
This quantity should be positive. In the lossless case, ко and к
ж
 are identical. The generalized 
time-domain compressibility κ(ί) can be obtained explicitly by Fourier transforming κ(ω): 
χ(ί) = ^- [ κ(ω)€~ιω1άω. (3.5) 
2 π
 J-ос 
Using residues we find that the compressibility is identically zero for t < 0. The non-zero 
causal part is given by 
N 
κ{ή = к«Ж0 + Σ ^«^ e " S U . t > О- (3.6) 
ι/=1 
If we write 
fc(w) = - ^ - H a M , (3.7) 
and use the relation for the frequency dependent compressibility, we can determine the fre­
quency dependent (dispersive) velocity α(ω) and the frequency dependent attenuation coeffi­
cient α (ω): 
cM = (P¡ {к», + АИ + [( K o o + ЛИ) 2 + μ2(ω)]1/2JÌ , (3.8) 
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with 
o H = a W - t „ - A M I [(>„ + AH)' + „V)]" !}) , (3.9) 
« ' Σ ΐ ΐ » - ("0) 
and 
Ν
 /η 
As mentioned by Narhman et al. [3.17] these equations satisfy the Kramers-Kronig relations. 
3.3 Continuum of relaxation processes 
3.3.1 Three-parameter model 
In biological media, we often observe a nearly constant slope of the attenuation vs. fre­
quency over a large frequency range. If we assume that the attenuation slope is constant in 
a certain frequency band, then we can reduce the number of parameters considerably. This 
reduction is highly desirable from the parameter estimation point of view. If the relaxation 
frequencies are within half a decade apart, then the individual relaxation processes can not 
be properly distinguished anymore. In that case the sensitivity to one of the relaxation pro­
cesses becomes rather small. An additional problem is the availability of accurate absorption 
curves, which limits the usefulness of a large number of parameters for description of our tis­
sue model. Therefore, we will assume a continuous distribution of relaxation processes with 
analytical descriptions of density and relaxation strength over the frequency range of interest. 
To obtain the desired behaviour, we assume that the relaxation frequencies are distributed 
logarithmically over the frequency band. This can be stated as follows: 
üv = iloe3v, v = \,...,N, (3.12) 
where ÍÍQ is a reference frequency and β is a constant prescribing a fixed log-frequency distance 
between the relaxation processes. Furthermore, we assume that the value of κ„ is a constant 
with value Kre¡. The angular frequency band of interest is defined as ω ι < Ω„ < шц. Finally, 
we assume that the relaxation processes are a continuous distribution over the frequency range 
instead of a discrete sum. In \riew of the continuous form of Eq. (3.12). viz. il(v) = ΩοΡ"'", 
the continuous equivalent of Eq. (3.10) becomes 
which can be evaluated as 
К rei . f üJ IT -f- ίϋ" 
23 ° v A + л 
AM = ^ l o g = Ч ^ . (3.14) 
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We convert the discrete form of μ(ω) to a continuous form in a similar way. Using Eq. 
(3.12), Eq. (3.11) can be written as: 
*>-тСй"Ш^'вм· (ЗЛ5) 
which can be evaluated as 
μ(ω) = -Щ- [arctan(u>/wtf) — arctan(u>/u>i,)]. (3.16) 
Eqs. (3.14) and (3.16) can be used in Eqs. (3.8) and (3.9) to obtain the desired sound speed 
and the attenuation coefficient. The corresponding form of the high-frequency sound speed 
Coo is obtained from Eq. (3.8) as 
C
°°
 =
 ( ? - ^ Г M O > H M J ) ~ 1 / 2 , (3.17) 
and the high-frequency compressibility «со is 
1 І^теі 
¿oPO β 
Ìog^tf/WL). (3.18) 
The model now contains three parameters: the angular frequencies WL and UJH, and the ratio 
Krd/ß. In Appendix 3.A it is shown that this three-parameter relaxation model is causal. If 
we have a measured curve of α(ω) then these three parameters can be obtained from a model 
fit. 
3.3.2 Two-parameter model 
A further simplification results from a high frequency approximation for wjj, i.e. и)ц ~Э> ω. 
Then we get: 
μ(ω) ~ ^- arctan(w/w¿). (3.19) 
г' 
Instead of an approximation for \(u>), we use an approximation for κ
χ
 + λ (ω) which occurs 
in Eqs. (3.8) and (3.9): 
1 «ret . / Uj 
cgpo W 1 0 g U i + WS «oc + Α(ω) « - j - + -£ log -g-^-5 ) . (3.20) 
The equations for c(u) (Eq. (3.8)) and α{ω) (Eq. (3.9)), then consist of only two parameters, 
namely Krei/ß and ω^. 
Using Eqs. (3.19) and (3.20). wc can see that the quantity α{ω)/ω approximates a constant 
value for high frequencies ω » w¿. If we define 
a' = lim - ^ Λ (3.21) 
ω-»ос и) 
and calculate the limit we obtain: 
-ci+ z + Lo \M) 
ι , ^
2
^ Λ
1 / 2 Ί 1 / 2 
,2 V , 1 '
 4 Д 2 
(3.22) 
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From this equation, the ratio nTCi/ß can be solved. However, wo will use the small absorption 
approximation CQCI'^ -C 1. Notice that for nearly all biological media this product indeed is 
very much smaller than unity, with a typical value of 0.001. Applying the approximation, we 
obtain: 
a
co ~ т Р о с о ^ - , cQa^ « 1. (3.23) 
Note that this equation does not impose further approximations to the relaxation model: it 
just gives a simple, approximate, relation between the asymptote of the attenuation and one 
of the model parameters. 
3 . 3 . 3 F i t o f t w o - p a r a m e t e r m o d e l t o m e a s u r e d a t t e n u a t i o n c u r v e 
In this section the two-parameter model will be fitted to the measured attenuation coef­
ficient of Jongen et al. [3.14]. In that paper, the attenuation coefficient of homogenized beef 
liver was measured, using two different transducers. Assuming a normal distribution of the 
measurement errors, the maximum likelihood estimate of the model parameters is obtained 
by minimizing the weighted squared error [3.18] 
2 _ γ ^ / Q , - a(a!t; кте\/β,gjL) 
ι=ι ^
 σ ι 
where a, are the measured data at o>, and α(ω,\ κ
ΓΒ
]/β, ω ι) are the predictions of the model 
at ujt, and ¿г, are the standard deviations of the measuiement errors. The magnitude of at 
is 5 percent of the measured value. The model parameters к
г
?\/0 and ωι are obtained with 
a downhill Simplex method [3.19]. In Figure 3.1 we can see the fit obtained with the two-
parameter model presented in this chapter. The resulting parameters arc / ¿ = ωι/(2π) = 
3.22 MHz and KTCi/ß — 1.033· 10~12 . The latter parameter corresponds with a high frequency 
attenuation slope а
ж
 = 0.68 dB / (cm MHz). The bars indicate the standard deviations of the 
measurement errors. The curve is quite similar to the curve obtained with the model of Jongen 
et al. [3.14), which is also a continuous relaxation model. In fact, the normalized squared error 
is nearly the same for both methods, i.e.. 0.030. However, the advantage of the present model 
is tha t an explicit expression is available for the dispersive sound speed c. For the power-law 
curve the error is 0.042, i.e.. somewhat larger than for our two-parameter model. Λ much 
larger error of 0.16 is obtained with a first-order polynomial. In Figures 3.2 - 3.3 the results 
are shown for other medium properties which are derived from the fitted model parameters. 
The ambient sound speed is CQ = 1540 m/s and the density equals po = M 3 kg m - 3 . 
3.4 Imaging with a linear array transducer 
In this section we show how the complex wavenumber к of the preceding section can 
be used to efficiently calculate images foi transducers operating in pulse-echo mode. We 
employ an FFT-based k-space formulation of the wave propagation problem. After Fourier 
transforming the field at a certain depth, multiplication with a suitable k-space Green function 
and inverse Fourier transformation, the field at another depth can be obtained [3.20]. The 
necessary formulas are summarized in section 2.1. Discrete versions of the pertinent Fourier 
integrals can be computed efficiently with FFT"s. However, the numerical implementation of 
(3.24) 
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Figure 3.1: Comparison of measured data of Jongen to our two-parameter model for ƒ/, 
ωι/2π = 3.22 MHz and к
тсі
/іі = 1.033 • IO" 1 2 , i.e. о ^ = 0.08 dB / (cm MHz). 
χ 10 
9 10 
χ 1 0 6 
Figure 3.2: Real and imaginary part of wavenuinber k(uj) for the measured absorption curve. 
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Figure 3.3: Sound speed c(w) for the measured absorption curve. 
the Fourier integrals is not trivial. If severe numerical errors are to be avoided we have to 
carefully implement the discretization of the spatial and spectral integrals, as in Section 2.5. 
3.4.1 Simulation configuration 
The configuration to be simulated is shown in Figure 3.4. The array transducer consists 
of an array of 132 rectangular elements of infinite extent in the ¡¡/-direction having a width of 
0.3 mm, at a distance (pitch) of 0.35 mm between the elements. We assume that the impulse 
response describing the transduction of element voltage to element surface velocity (and vice 
versa) is given by a modified Gaussian pulse, to be described in the next subsection. The 
image is obtained by stepping a subset of 64 elements of the total of 132 elements along the 
array. Three line scatterers (point scatterers in 2D-space) are used simultaneously. The three 
scatterers are placed at the focal distance, whereas the separation in the lateral direction 
is 0.01 m. The absorptive medium consists of an infinite series of relaxation processes with 
parameters Д = ω^,/(2π) = 3.22 MHz and a high-frequency attenuation slope of a'^ = 0.68 
dB / (cm MHz). In addition, simulations were performed for a medium without absorption 
and for an absorptive, dispersionless medium having the same attenuation a (ω) as before, 
but where the sound speed c(w) was assumed to be a constant с = 1540 m/s. In all cases, 
the image axes were obtained by using the zero-frequency sound speed of CQ = 1540 m/s for 
conversion between time coordinates and spatial coordinates. The present two-dimensional 
configuration can be simulated by putting ky = 0 in section 2.5, whereby the spatial Fourier 
integrals reduce from two-dimensional to one-dimensional. 
3.4 Imaging with a linear array transducer 33 
< 
J» 
:4 
J» 
p,K 
Figure 3.4: Imaging configuration. 
3.4.2 Pulse shape 
Especially for large-bandwidth transducers, the often used Gaussian pulse shape is not 
representative anymore for real transducers. We assume that the impulse response h(t) de-
scribing the transduction of element voltage to element surface velocity (and vice versa) is 
given by a modified Gaussian pulse, see Figure 3.5. This impulse response is obtained from 
the convolution h(t) = h\(t) * /¿г(£) of a Gaussian pulse h\(t) having a center frequency fc 
— 5 MHz and a -6 dB bandwidth of 1.75 fr with a pulse /іг(£) described by Berkhout [3.20]: 
Лг(*) = лАЛ- (θ·5 — {'κSet)2) схр ( -(7τ/
Γ
ί)2). The advantage of this pulse h{t) as compared 
to model-based pulses obtained with, for instance the Krimholtz-Leedom-Matthaei (KLM) 
model [3.24], is that we need only two parameters to describe our pulse shape. In our opin­
ion, the use of this modified Gaussian is a useful starling point and reference for other pulse 
shapes. 
3.4.3 Transducer in transmit m o d e 
The starting point is a pulse voltage of specified amplitude and width. Delayed versions of 
this pulse are applied to each transducer clement in such a way that the prescribed geometrical 
focus is obtained. The voltages of each transducer element are multiplied with the transducer 
characteristics in the frequency domain in order to obtain the normal element velocity. The 
transducer is assumed to have a uniform normal velocity for each element. The conversion 
of transducer velocity to a spatial sampling grid is obtained by linear interpolation, as by 
Orofino and Pedersen [3.3]. In this way we get a normal velocity distribution in the transducer 
plane. This normal velocity distribution is transformed (by spatial FFT) to the wavenumber 
domain. The sound field extrapolation to the scatterer plane results from the use of the 
velocity to pressure extrapolate»' of Eqs. (2.51) and (2.52). To reduce the necessary length of 
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Figure 3.5: Normal surface velocity of the central transducer elements in transmit mode. 
the temporal FFT, we used a phase correction to compensate for the estimated propagation 
time. This correction method has the advantage that the waveforms remain relatively short. 
As a consequence, the number of frequencies at which we have to analyze the complete 
problem is reduced considerably. 
3.4.4 Scattering 
In the scatterer plane we return to spatial coordinates and apply the scatterer charac-
teristics, in this case a filtered spatial and temporal Dirac function. After a spatial Fourier 
transform in the scatterer plane, use of the pressure to normal velocity propagation operator 
of Fqs. (2.56) and (2.57) and an inverse spatial Fourier transform, we obtain the normal 
velocity distribution in the transducer plane. As with the extrapolation from the transducer 
plane to the scattering plane, we applied a phase compensation to reduce the length of the 
signals in time. Notice that the computation time does not, in the first approximation, dopend 
on the number of of scatterers in the scatterer plane. 
3.4.5 Transducer in receive mode 
The normal velocity in the transducer plane is converted to an averaged normal velocity 
of each transducer element, again by linear interpolation. The element receive voltages are 
obtained by multiplication with the transducer characteristics in the frequency-domain. The 
output voltage of the receive beamformer, the RF-signal. is obtained by summing delayed 
versions of the individual transducer element voltages. The same focal distance is used as for 
the transmit mode. For each scan position the above procedure of transmitting and receiving 
is repeated. The final image is constructed by combining the envelope (by using a Hilbert 
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transform) of each of the 69 RF-signals into a gray-scale image. 
3.4.6 Numerical parameters 
The spatial discretization step size Ax was chosen to be Ax — 0.18Λ, with λ the wavelength 
at the central transducer frequency. The number of spatial points was 1024. Due to the use 
of FFT's, the number of discrete plane waves was also 1024. The temporal discretization was 
at a sampling rate of 50 MHz at 256 discrete points in time. Some computation time was 
saved by rejecting the frequency components of the transducer pulse for which the magnitude 
was lower than 0.01 times the maximum value (at 5 MHz). 
3.4.7 Numerical checks 
The calculations were checked for consistency by increasing the number of frequencies from 
256 to 512 and by increasing the number of spatial samples from 1024 to 2048. In both cases 
there was no significant difference in the images. The medium parameters were checked with 
the expected frequency shift of a Gaussian pulse in a medium with linear attenuation [3.25] of 
0.5 dB / (cm MHz). The frequency shift for a central frequency of 3.5 MHz and a bandwidth 
of 1.4 MHz at ζ = 0.12 m (one-way) should be 3.9· 105 Hz in such a medium. The simulations 
predicted a shift of 3.7· 105 Hz. However, it should be noted that our medium model does not 
have an attenuation which is exactly linear with frequency. Especially at very low frequencies 
this is not the case. 
3.4.8 Results 
For the transducer response of Figure 3.5, we can see the pressure waveform in the focus 
at ζ = 0.12 m in Figure 3.6. In Figure 3.7 the corresponding electrical receive beamformer 
RF-signal is shown. The upper figures show the pulse shape, whereas the lower figures show 
the magnitude of the frequency components. The solid lines are obtained by using the full 
dispersive model. The dotted line is obtained by using the non-dispersive attenuation model 
for which the sound speed is not a function of frequency. We can see that the pulse shapes 
differ but that the frequency domain magnitudes are the same for the dispersive and the 
non-dispersive model, i.e., the solid line and the dotted line coincide. 
In Figure 3.8 the image is shown for the three line scatteiers in a non-absorptive medium 
at three different distances. The results for a dispersive absorptive medium are shown in 
Figure 3.9. In Figure 3.10, the effect of dispersion is shown for an imaging distance of 120 
mm. AU nine images have a dynamic range of 40 dB. The image of one line scatterer is defined 
as the Line Spread Function (LSF) of the system. Most of the characteristic parameters were 
evaluated from the -6 dB and -20 dB LSF-contours, which are shown in the images. 
In Tables 3.1 to 3.3. the maxima of the LSF are shown as well as some other image 
characteristics. For the non-absorbing case, we see that the axial LSF size LSF~
x
2 0 d B
 is nearly 
independent of the depth, whereas the lateral LSF size LSF|~ 2 0 d B is roughly proportional to 
the depth. In case of an absorbing medium it can be seen that both the axial and lateral LSF 
size inciease with depth. Furthermore, the axial and lateral LSF size are both larger than in 
the non-absoibing case, which also leads to a significantly larger LSF area L S F ~ ^ d B . Note 
that this area is not just the product of the LSF length and width but is a real area where 
the curvature of the LSF has been taken into account. 
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Figure 3.6: Pressure in the focus at ζ = 0.12 m, for the dispersive model (solid) and the 
non-dispersive model (dotted). 
medium 
abs. 
no abs. 
L S F , ™ 
0.42 mm 
0.36 mm 
L S F , ; ? -
1.2 mm 
0.98 mm 
Lb
r
 a r c a 
0.44 (mm)2 
0.30 (mm)2 
LSF
m a x 
0.14 
1 
Table 3.1: LSF characteristics at ζ = 40 mm for the -20 dB contour. Results are shown for: 
medium with and without absorption. 
The differences in the LSF's for absorbing and non-absorbing media become larger for 
larger depths, as might be expected. From the comparison of Figure 3.9 (dispersive absorptive 
medium) with the result for the non-absorptive medium, shown in Figure 3.8, it can be seen 
that the depth location of the image maxima for absorptive media does not exactly correspond 
with the location of the line scatterers. In the lower image of Figure 3.10, the result for the 
non-dispersive model is shown. The scaltercr locations are exactly at a depth 2=0.12m in 
this case. 
If we compare the images of the non-dispersive and dispersive model in Figure 3.10 we 
can conclude that, apart from the differences in the location of the scatterers in the image, 
the dispersive character of the wavenumber for this moderately absorbing medium has very 
little effect on the images. The same conclusion was arrived at for single element transducers 
by Oosterveld [3.26]. For media with strong absorption however, visible effects might be more 
clear. 
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Figure 3.7: Received RF-signal from beamformer with focus and scatterers at ζ — 0.12 m, for 
the dispersive model (solid) and the non-dispersive model (dotted). 
medium 
abs. 
no abs. 
LSF¿l20dH 
0.50 mm 
0.36 mm 
L S F - -
2.8 mm 
1.8 mm 
7 crr-20dB L b t
 area 
1.2 (mm)2 
0.54 (mm)2 
L b r max 
0.032 
1 
Tabic 3.2: LSF characteristics at л = 80 mm for the -20 dB contour. Results are shown for: 
medium with and without absorption. 
medium 
abs. 
no abs. 
LSF
a x
2 0 d B 
0.60 mm 
0.36 mm 
1 
L S F - " ' " 
4.4 mm 
2.6 mm 
τ
 4 F - 2 0 < I B 
ь о г
а г е а 
2.5 (mm)2 
0.80 (mm)2 
Lbr
 m a x 
0.011 
1 
Table 3.3: LSF characteristics at ζ = 120 mm for the -20 dB contour. Results are shown for: 
medium with and without absorption. 
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Figure 3.8: Image for three line scatterers in a non-absorptive medium, where the numbers 
to the right of the intensity bars denote the image amplitude in dB; the image amplitudes 
are normalized with respect to the maximum of the upper image. Upper image: Scatterers 
and focus at ζ ~ 40 mm; Middle image: Scatterers and focus at ζ = 80 mm: Lower image: 
Scatterers and focus at ζ = 120 mm. 
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Figure 3.9: As Figuro 3.8, except for the medium which has absorption characteristics de­
scribed by the relaxation parameters Д = 3.22 MHz and a = 0.68 dB / (cm MHz). 
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Figure 3.10: Image for three line scatterers in an absorptive medium with scatterers and 
focus at ζ = 120 nun, where the numbers to the right of the intensity bars denote the linage 
amplitude in dB; the image amplitudes are normalized with respect to the maximum of the 
upper image. Upper image: non-absorptive medium; Middle image: absorptive, dispersive 
medium with relaxation parameters Д = 3.22 MHz and a
x
 = 0.68 dB / (cm MHz): Lower 
image: medium with same parameters as in the middle image with constant sound speed с = 
1540 m/s (i.e.. without dispersion). 
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3.5 Conclusion 
Wc have presented rigorous methods for simulating the pulse-echo behaviour of ultrasonic 
devices in a homogeneous absorptive and causal dispersive medium. Our two-parameter re­
laxation model, which is a limiting case of our causal three-parameter model, corresponds well 
to measured attenuation curves. It has been shown how the resulting complex wavenumber 
can be used to numerically evaluate the wave propagation in absorptive media. We have 
used weak forms of k-space Green extrapolation functions, with inherent spatial anti-aliasing 
behaviour. These functions allow extrapolation between arbitrarily mixed spectral pressure 
and spectral velocity variables. 
Examples were given of the imaging of line scatterers irradiated by a linear array trans­
ducer operating in pulse-echo mode. It was shown that the absorption has a large influence on 
the image quality. On the other hand, it was found that the dispersion in moderately absorp­
tive biological media has a negligible effect on the image quality for linear array transducers. 
Therefore, our conclusion is that, for typical linear arrays and typical biological media, the 
image modification due to medium absorption is mainly caused by the magnitude modifi­
cation of the different frequency components, and not by pulse modification due to phase 
velocity differences. 
In the next chapter, we extend our model by introducing a rough interface between two 
different acoustic media. In combination with the sound speed differences occuring in sub­
cutaneous tissue layers, these rough interfaces can be another source of image degradation. 
The next chapter describes a method to solve the numerical problem of simulating the wave 
propagation through such rough interfaces. 
3.A Appendix A: Time-domain compressibility expression 
In this appendix, it will be shown that the three-parameter continuous relaxation model 
is саиьаі (i.e., that effects do not precede their causes). Instead of the usual, implicit, ver­
ification of Kramers-Kronig relationships [3.11], an explicit expression will be given for the 
compressibility in the time-domain which enables a direct verification of causality. The per­
tinent complex frequency-domain compressibility can be shown to be 
κ(ω) 
A representation in the time-domain can be obtained by substituting this result in Eq. (3.5), 
which yields 
*(*) = Τ" Γ «ooe-^du +ЩГ άωω*-*·* f " * dSÌ. 
2тг ./-oc ¿*3 y_oc JWL Ω{-ιω + Ω) ^
 д
 ^ 
It should be noted that x(t) is real-valued because κ(ω) = κ*(—ω). The compressibility can 
be written as a summation containing an instantaneously reacting part according to 
x(i) = Κοοί(ί) +- *r(f). (З.А.З) 
in which 
2π/3 J^ Ω J_K -ιω + η
 ν
 ' 
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Іт(ш) 
Figure 3.A.1: Integration path in the complex ω-plane for t > 0. 
where we have interchanged the order of the integrations. The integral on the right hand side 
can be evaluated by using contour integration in the complex ω-plane, see Fig. З.А.1. The 
integrals converge for t < 0 if Ιπι(ω) > 0 and for ί > 0 if Ιπι(ω) < 0. In Fig. 3.A.1, only 
the contour for Ιπι(ω) < 0 is shown. In the upper half-plane there are no singularities and 
therefore the contour integral yields zero. In the lower half-plane we have a pole at ω = - ιίΐ 
leading to a non-vanishing contribution for t > 0. We can write 
r°° _u 
J—oo 
—αω = hm 
ιω + il г-уоо {/ 
{Je 
ωε 
C1UC2 ~г^ + to 
dw 
Jc2 -ιω + Ω J 
t > 0 . 
(3.Α.5) 
The second integral on the right-hand side vanishes in the limit for infinite contour radius r. 
As a consequence of this, we obtain 
-ιωί 
ικ„ι Г" dÜ j ωβ~^ \ 
ί >o. (3.A.6) 
Evaluation of the residue and the integral, a similar analysis for t < 0, and assignment of the 
mean of the upper and lower limits to the value of /t(i) at t = 0 leads to 
x(t) = KooS(t)+-f-t(e- ULt _ e - 1""') H(t), t e R, (3.A.7) 
in which H(t) = {(). 1/2,1}, t G {t < O.t = O.i > 0} is the step function. A problem seems 
to emerge if шц —• oo because in the latter case ür(f = 0) becomes unbounded. However, for 
им —ï oo, the high-frequency absorption has a unity power dependence leading to the high-
frequency attenuation slope a'^ of Eq. (3.21). For power curves with a power of at least unity, 
it has been shown by Szabo [3.29] that causal absorption models can be obtained by using 
generalized functions, although they are unobtainable from the Kramers-Kionig relations. 
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Chapter 4 
Conjugate Gradient Rayleigh 
method 
The previous chapter was based on a homogeneous medium model. In this chapter, we 
introduce a nonhomogeneous medium model by incorporating an irregular interface between 
two different media. A rigorous iterative technique is described for calculating the acoustic 
wave reflection and transmission at the irregular interface. The method is based upon a plane-
wave expansion technique in which the acoustic field equations and the radiation condition are 
satisfied analytically, while the boundary conditions at the interface are satisfied numerically. 
The latter is accomplished by an iterative minimization of the integrated squared error in the 
boundary conditions using a conjugate gradient technique, which leads to a converging and 
relatively simple scheme. The plane interface result can be used as starting value. Although 
in principle the method is rigorous, numerical examples show that in practice there is a lower 
bound on the error in the boundary conditions which can be achieved. 
4.1 Introduction 
Rigorous techniques for computing acoustic wave reflection and transmission at a rough 
interface often are solved by formulating the integral equation for the unknown pressure and 
particle velocity at the interface [4.1]- [4.4]. Discretizing the interface leads to a system of 
equations from which the pressure and the particle velocity at the interface can be solved [4.5], 
[4.6]. This procedure has the disadvantage that the integral equation is singular, requiring a 
proper treatment for the diagonal matrix elements if severe numerical errors are to be avoided. 
For realistic 3D-simulations the system of equations becomes so large that the solution is 
beyond the reach of even the present-day's largest computers. Approximate techniques arc: 
the Kirchhoff approximation and the physical optics approximation for short wavelengths. In 
general, the approximate methods break down if the size of the interface roughness is of the 
same order as the wavelength. 
The method proposed by Rayleigh uses a plane wave expansion and minimizes the error 
in the approximation of the boundary conditions at the interface [4.7], [4.8]. As weighting 
Based on: A.P. ВсткІюІГ, P.M. van don Berg and J.M. Thijssen. "Iterative calculation of reflected and 
transmitted acoustic waves at a rough interface." IEEE Trans. Ultrason. Ferroel. Preq. Control 42, 663-671. 
1995. 
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Figure 4.1: Definition of the different domains in the configuration. 
functions can be used: Dirac-functions, which results in the pomt-matchmg method, and 
exponential functions, which results in the Rayleigh-Fourier method. Although the plane 
wave expansion is not a valid uniform expansion inside the corrugations of the interface, 
the method can however be used when the convergence in the mean is taken as point of 
consideration [4.7]. 
In this chapter, an exact theory for the reflection and transmission of acoustic waves 
is described where the boundary conditions are satisfied in the mean using an integrated 
squared error criterion. Meecham's method [4.9] is also based on an integrated squared error 
criterion, but his method assumes either rigid periodic surfaces or soft periodic surfaces, i.e., 
only reflected waves are considered. 
The method described in this chapter is similar to the one of the electromagnetic wave 
reflection and transmission problem [4.10]. The minimization of the integrated squared error 
is carried out with a conjugate gradient iterative technique. The iterative technique results 
in minimal storage requirements. The method is valid for media with absorption. However, 
the complex wavenumber should obey the Kramers-Kronig relations (see Chapter 3). 
4.2 Formulation of the problem 
The configuration for the acoustic reflection and transmission problem is shown in Fig. 4.1. 
A point in space is specified by its right-handed, orthogonal coordinates x,,(/, z. It is assumed 
that the roughness of the interface is a local deformation of an otherwise plane boundary at 
ζ — 0. The analysis is carried out in the temporal frequency domain. We omit the explicit 
notation of the ω-dependence of the various field quantities. The two fluid-like media occupy 
the domains V\ and T>2. respectively, and arc assumed to be linear, homogeneous and isotropic 
with respective mass densities p\ and p2 and compressibilities «i and κ·2· Furthermore both 
media exhibit some losses and the real and imaginary parts of ρ and к satisfy the Kramers-
Kronig causality relations. The interface is denoted by S and the pressure and the particle 
velocity vector by Ρ and V. respectively. 
In 2?i, a source of finite extent generates a wave incident upon S. The incident wave is 
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denoted by {P¡, V,}. The total field in V\ is written as the superposition of the incident field 
and the reflected field {Pr, V r } . The reflected field satisfies the source-free acoustic equations 
Eqs. (2.17) and (2.18). Hence, 
VPr-iuPlVr = 0, X € î ) l · ( 4 Л ) 
In these equations χ = (χ, у, ζ) denotes the position vector. The field in V2 is denoted as the 
transmitted field {Pt, V (}. It satisfies the source-free acoustic equations 
VPt - iu>p2\t = 0, 
The fields satisfy the boundary conditions on S. At infinity. {P
r
.V,} and {Pt,Vt} should 
consist of waves traveling away from 5. Across S the pressure and the normal components 
of the particle velocity must be continuous, i.e., 
л/1Р\г = \ x e 5 · (4-3) 
и • V, 4- ν • V
r
 — ν • V(, ч ' 
in which ν is the unit vector in the direction of the normal to <S. pointing into T>\. 
In the subdomain ζ > 2
m a x
 of 2?i, where z
m a x
 denotes the maximum value of ζ on S, the 
reflected field can be written as 
{P
r
, V
r
} - J Ρ {P
r
. V
r
ykt xdk
x
dky. (z > r m a x ) , (4.4) 
kt = (kt,ky,+kt<l). (4.5) 
in which 
where 
к
аЛ
 = (w2p,K, - k2
x
 - k'l)1/2 , Щк
зЛ
), Щ
зЛ
) > 0. (4.6) 
Equation (4.4) is an outgoing plane-wave representation for the reflected field in ζ > ζ
ιηΆΧ
. 
In the subdomain ζ < z
mm
 of V2. where z m m is the minimum value of ζ on <S, the 
transmitted field admits the repiesentation 
{Pt.Vt} = ƒ ƒ * {Pt,Vt}clk* *dkxdky. (z < Z m m ) , (4.7) 
in which 
srhcre 
k 2 = {kx, ky, -кг,2), (4.8) 
kz.2 = {ω2Ρ2Κ2 - kl - kl)1/2. Щкг,2), 3(fe2i2) > 0. (4.9) 
Equation (4.7) is an outgoing plane-wave representation for the transmitted field in ζ < z
m i n . 
It should be noted that the expressions (4.4) and (4.7) can in general not be continued 
analytically into the domain z
mm
 < ζ < z
m a x
. Therefore, they can not directly be used 
to satisfy pointwise the boundary conditions at S. In the next section it is shown that the 
outgoing plane-wave representations are valid if we use an integrated squared error in the 
boundary conditions. 
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4.3 The integrated squared error criterion 
The strategy for solving the reflection/transmission problem is to approximate computa­
tionally the reflected fleld in T>\ and the transmitted field in £>2 by plane-wave representations 
that satisfy the corresponding source-free acoustic field equations. The plane waves are trav­
elling in the direction of increasing ζ in T>\ and in the direction of decreasing ζ in T>2- If 
approximations are denoted by adding angled brackets, the plane-wave representations be­
come 
{(p
r
), <v
r
)} = ƒƒO Ü {(Pr), (V,.)}r lk ' xdkxdky. χ e D b (4.10) 
and 
{(Pt), <Vt>} = [Η {(Pt), (Vt)Wk> *dkTdky, χ G 2>2, (4.U) 
where 
{(Я).(
 г
) } = г { ^
ь
к + } ( Ф
г
) , (4.12) 
and 
{m>,(V f »=i{- ;p 2 .kJ} ($ i >. (4.13) 
In view of (4.12), (4.10) satisfies (4.1), and in view of (4.13), (4.11) satisfies (4.2), provided 
that the right hand sides of (4.10) and (4.11) converge in a certain sense. The scalar functions 
(Фт-,ί) = ($r,t)(kjr, ky) are approximations of the plane-wave components Φ
Γ
,((λ'
Γ
. ktJ) of the 
velocity potential Ф
г
г. 
The plane-wave components i>
rt(kx,ky) are obtained by minimizing the error in the 
boundary conditions at the interface. The question is whether we can also use (4.10) and 
(4.11) on the interface between the two media. This question arises because the plane-wave 
representations can not directly be used inside the grooves of the irregular interface. Ac­
cording to Millar [4.12], the use of outgoing plane-wave representations on the interface can 
yield valid results if we meet two requirements. The first requirement is that we should use 
an integrated squared error criterion for the approximation in the boundary conditions. The 
second requirement is that the interface should not contain sharp edges. If we meet these two 
requirements and drive the error in the boundary conditions towards zero, then the solution 
in the exterior domain should converge in the mean towards the exact solution. The use of 
outgoing waves is sufficient for convergence in the mean sense, although possibly at the cost 
of worse numerical convergence. The sufficieny of the mean-square error minimization in the 
boundary conditions is shown in Appendices 4.A. 4.В and 4.C. There we show that the fields 
in domains Ό\ and Z>2 converge in the mean if we drive the integrated squared error in the 
boundary conditions towards zero. 
In other words, if we drive the integrated squared error ERR to zero (the right arrow 
denotes convergence in the mean): 
ERR = [ ( |Fp| 2 + !/-V| 2)rfx^0. (4.14) 
Jxes 
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where 
A/2 
FP = Y0í/¿ (Pi + (PT) - (P,)), , * 
FV = Zl0/2v(Vl + (VT)-(Vt)), 
then we have convergence for the reflected field: 
{<Pr)(x), (Vr)(x)} -> {P r(x). V r(x)}. χ € ©χ, (4.16) 
as well as convergence for the transmitted field: 
{(P,)(x), (V t)(x)} -* {P t(x), V,(x)}, χ e TV (4.17) 
The factor Vo — («o/po)1^2 is the acoustic wave adinittance in a reference medium and 
ZQ = (ро/кю)1'2 is the wave impedance in the same medium. These values act as normalization 
constants. In the next section, we shall show how, in an iterative way, we can minimize ERR 
in (4.14). 
4.4 Iterative minimization of the integrated squared error 
The solution of the reflection/transmission problem can be found by an iterative mini­
mization of the integrated squared error. The angled brackets enclosing the different symbols 
to denote the approximation procedure will be omitted. We assume the existence of an itera­
tive procedure, in which η steps have boon carried out. The iterative procedure has led to the 
values <V
r
n
' and Φ; which can be used in (4.12) and (4.13). The corresponding approximate 
field values are 
{p}n)Mn)} = Jj00{pfin\v^y1<-xdk
x
dky,xeOl, 
{Р,Ы,
 V H } = JJ°° {p(n)^(n)yii, *dkxdky, x б p 2 i 
(4.18) 
where 
{Р("\ <П)} = і{и
Р і
,к+}Ф<п ). 
{/f\v<n>} = гЬ,2,к2-}ф|п). 
The integrated squared error ERR^ after η steps of iteration is 
(4.19) 
ERRW = [ (\Fp"]\2 + IF*."'!2) rfx, (4.20) 
(4.21) 
in which the deviations Fp = FJ," (x), Fy — Fy(x.) are given by 
Fp
rl)
 = У 0
1 / 2 (р, + Р
г
< п >-Р/ п >). 
4») = ^«/.(v. + v^-v^). 
In going from the (и —l)st stop to the nth. we take 
*
($ = *%-1) + 1{п)9У, (4-22) 
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where ηΜ is a variational parameter and g^\ — gl" (k
x
,ky) arc suitably chosen directions. 
The construction of these directions will be discussed in Section 4.5. Upon using (4.22), the 
deviations become 
rfl^F^-riiT,if£l, (4.23) 
in which 
fP = -iuPlY¿'2 (Π g^e^ xdkxdky + ιωρ2Υ^2 [Π g¡n)e^ *dkxdky, 
J J—σο JJ—oo (л <2A\ 
ƒ£·> = -izl12 (Π k+ · ZA^nW xdkTdky + iZl12 f Г k2- · vgfê^ *dkxdky. 
JJ—oo JJ—oo (4 25Ì 
The expression for ERRM can be written as 
ERRW = ERR^-V - 24 (r/nU(">) + \η^\2Β^ 
- ERR^-1) - ^ ( n ) i ! + |„(») _ Ä 2 ß ( n ) (4·26) 
A(n)= Í (Fp-V'fW , Fp-^ftydx, (4.27) 
BM = j ( l / H p + l / ^ l 2 ) ^ . (4.28) 
where the asterisk denotes the complex conjugate. The right-hand side of (4.26) has, as a 
function of η("\ a minimum at 
(П)
 = Д Й -
 ( 4
-
2 9 ) 
Substituting this value of r/™' in (4.26) yields 
I ¿ ( r t ) |2 
ERR{n) = ERR{n~l) - ' ' , (4.30) 
from which it follows that ERRM < ERR^n~1\ provided А^ φ 0. This latter condition puts 
some restriction on the choice of the variational functions g"¡ . If A^ φ 0, an improvement 
in the satisfaction of the boundary conditions is arrived at, although it is in a "mean'" sense. 
Substitution of (4.29) in (4.23) leads to 
,,(n) _
 F(n 1) A " * („) 
r
r,V - ГР, β(
η
) JPV (.-*"iJJ 
From this, it follows that 
[ (F^]*fpn) + F<"}*ƒ<,">) dx = 0. (4.32) 
in which 
and 
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This orthogonality property on S will be used later. For the definition of the search directions 
in the next section we also want to make the dependence of A^ on grnt' explicit. This can 
be accomplished by interchanging the integrations in (4.27) and by writing 
A™ = ƒ ƒ °° (sf-VgW + «íB-1)*ífc(n)) dkzdky, (4.33) 
where 
,(n)* 
«3 — -ίω
Ρι
Υ0
1/2
 f F ^ V ^ d x - ίζψ [ k+ · vF^e^dx, 
Ле5 Jxes (4-34) 
sf]* = ίωρ2Υ^'2 f 4 n ) *e i k 2"-dx + iZ1/2 [ k j · i / F ^ V ^ d x . 
J*es Л е 5 (435) 
The symbols sf1 and s\n' denote the steepest-descent directions for the reflected and trans­
mitted fields respectively. 
With this, substitution of Eqs. (4.24) and (4.25) in Eq. (4.32) leads to 
HZ ^n)*^n)+s^g^dkxdky=°' (4'36) 
showing that {s\• , s[ } is orthogonal to {gl ,g¿ } ш the spectral domain. 
In the next section we discuss a particular choice of g;''t', which up to now have been 
completely arbitrary. 
4.5 The conjugate gradient directions 
As it follows from Section 4.4, an iterative improvement in the satisfaction of the boundary 
conditions at the interface is only achieved if, in each iteration, А^ φ 0. This condition is 
fulfilled when we take the conjugate gradient directions. The conjugate gradient directions 
for solving a discrete system of linear equations can be found in [4.14], [4.15]. In the present 
case however, we use a continuous form of the conjugate gradient method [4.10], [4.16]. The 
continuous conjugate gradient directions are given by 
$ } - *£гц + ^ S - l ) . » *2- (4·37) 
while 
9Ì1] = e (4.38) 
and where .?$."' are the steepest-descent directions. These steepest-descent directions are 
orthogonal in the A\r. fcy-space [4.10]. However, the directions .g'n, are not orthogonal in the 
kx,ky-space, but the functions fPn\- are orthogonal in the conjugate ж, «/-space. Therefore we 
call the directions g¡"' the conjugate gradient directions. 
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Substituting these expressions in the spectral domain equivalent of (4.27), viz. (4.33), and 
using the orthogonality relation (4.36) we obtain 
A^ = J J" ( |4 n - 1 } | 2 + к ( п _ 1 ) І 2 ) dk
x
dky, (4.39) 
which shows that A^ is real and positive, unless sj.™ vanishes. However, in the latter case, 
we have arrived at the exact solution in the iteration n — 1. 
At this point, the iteration scheme is fully defined. The complete iteration scheme is 
shown in Appendix 4.D. The method will be called the Conjugate Gradient Rayleigh (CGR) 
method because of its close relationship with the modified Rayleigh method using direct 
matrix inversion [4.7]. 
4.6 Numerical results 
4.6.1 General 
All the integrations of the algorithm in Appendix 4.D were calculated as simple summa­
tions of the discrete function values. The convergence properties of the algorithm depend 
strongly on the maximum value of the interface slope. In general, the larger the value for 
the maximum slope, the slower the convergence. The convergence properties for sinusoidal 
interfaces can be compared to those of the modified Rayleigh method discussed in [4.7]. The 
convergence is virtually independent of the period of the sinusoidal interface, although the 
spatial integrations are less accurate for sinusoidal interfaces with large periods. 
After a certain number of iteration steps the integrated squared error decreases very slowly 
and the error asymptotically reaches a steady value. The convergence rate docs not depend 
on the contrast in the medium parameters, although the final error is lower if the contrast is 
lower. Experiments with the step size showed that the calculations gave consistent results for 
a spatial integration step size Ax < 0.2Л, where λ is the smallest wavelength in both media. 
For the numerical implementation described in this chapter, the convergence becomes 
worse if evanescent waves are included. Therefore the evanescent waves are neglected. Evanes­
cent waves would be required for approximating fields with arbitrarily small error. Note that 
the error in the boundary conditions is readily available in our iteration scheme. In this 
respect the error we make due to the absence of evanescent waves is checked in the iteration 
scheme, which is not the case in other known approximate methods. In Chapter 6, a precon­
ditioned conjugate gradient scheme is introduced. This allows the use of evanescent waves 
while maintaining good numerical convergence of the iterative scheme. 
It is possible that the use of incoming waves in the grooves, in addition to outgoing waves, 
can improve the numerical convergence. However, the use of incoming waves is not necessary 
for the completeness of the solution. 
4.6.2 Comparison with other methods 
The plane-wave coefficients Ф
г
.< were also calculated by minimization of the integrated 
squared error in the boundary conditions using direct matrix inversion, see Appendix 4.E. The 
matrix inversion method has the disadvantage that the calculation of the matrix elements is 
relatively expensive. Typical cylindrical interfaces analyzed with the matrix inversion method 
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required total computation times that were some orders of magnitude longer than with the 
iterative method. 
In Chapter 6, the method described in this chapter is compared with a rigorous integral 
equation method. The latter method is based on surface integral equations and free-space 
Green's functions, where the solution is obtained iteratively or by direct matrix inversion. 
From the results presented there it can be seen that the numerical efficiency of the present 
conjugate gradient plane-wave method is high compared with the numerical efficiency of the 
conjugate gradient integral equation method. However, if accurate results are required in the 
case of high contrast between the media and/or very rough surfaces, possibly with re-entrant 
corners, then the integral equation method may be necessary. 
4.6.3 Examples 
Convergence for a sinusoidal interface 
The iterative scheme of Appendix 4.D was applied to the lossless 2D-case for an interface 
with a sinusoidal profile ζ = Q.bham(2irx/D), where D is the length of one period of the 
interface. The incident wave was a plane wave at normal incidence. The convergence prop­
erties of the algorithm arc shown in Fig. 4.2, with h/D as parameter. The quantity shown 
• — — - ( » ) is ERR , which is the root-mean-square error normalized to the case of vanishing reflected 
and transmitted fields, i.e., 
-—-{'>) ( ERR(n) \ 
E R R =\Lbs(\Yo\\PA2 + \Zo\\vV*\2)d*) ( 4 - 4 0 ) 
The spatial integrations ovci χ were replaced by integrations over the path length / along 
the surface. The number of plane waves, i.e., the number of discrete k
x
 values, was 512. 
The maximum value of \k
s
\ was chosen to be the largest value for which all the plane waves 
in both media are non-evanescent, i.e, max{|Aj|} — min{A-i,A'2}. The medium parameters 
were chosen to be Р2ІР1 = 1 and кг/«і = 1-108. which is equivalent to a sound speed 
contrast of 5 percent. The number of points on the surface S was 512 with a spacing of 
Ax — 0.2Л, with λ = 2π/ω</ρ~2Κ2. the wavelength in medium 2. The values for the reference 
admittance YQ and the reference impedance ZQ were the geometric means of the admittances 
and impedances of both media. The results of the convergence for D = 2.3Λ is shown in 
Fig. 4.2 for various values of h/D. In Fig. 4.3 the results are shown for D = 25.5λ. It can 
be seen from Figs. 4.2 and 4.3 that the convergence is better for lower values of h/D. A 
stable error value is obtained approximately after 3 to 10 iterations. The calculation time for 
these configurations, programmed in Matlab on a 40 MHz Sun ELC workstation, is about 2 
minutes for each iteration. 
Beam distortion of an ultrasonic array transducer 
This subsection shows the influence of an irregular interface on the beam profile of an 
ultrasonic array transducer. The array is positioned at a depth г — 10 mm and the mean of 
the interface is at ζ = 0. The array radiates into a medium consisting of two layers. The layer 
distant from the transducer has a sound speed which is 5 percent lower than the sound speed 
in the medium close to the transducer. The transducer consists of 128 radiating elements, 
each having a width of 0.15 mm, positioned at a grid distance of 0.2 mm. The electronic focus 
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Figure 4.2: Convergence properties for plane-wave incidence and a sinusoidal interface with 
a period of D = 2.3A. 
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Figure 4.3: Convergence properties for plane-wave incidence and a sinusoidal interface with 
a period of D — 25.5λ. 
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Figure 4.4: Beam profile of array transducer for a plane interface separating two media. The 
array transducer is positioned at ζ = 0.01 m and radiates into a medium with parameters 
d = 1550 m/s. pi = 103kg/m' at a frequency of of 5 MHz. The parameters of the second 
medium are: €2 — 1473 m/s. p% = 103kg/m'. The focus is at ζ — -0.04 m. 
is at ζ — —40 mm (that is, at a distance of 50 mm from the array), in a medium with the 
parameters p\ and K\. The array elements radiate with equal magnitudes of normal surface 
velocity. The frequency is 5MHz and the sound speeds are: c\ — 1550m/s and С4 = 1473m/s. 
The densities are p\ = p-¿ = Ю3 kg/m3. The other simulation parameters are described in the 
preceding subsection. 
In Fig. 4.4. the beam profile for a perfectly flat interface is shown, whereas in Fig. 4.5 the 
beam profile for an irregular interface is shown. 
The irregular interface has a sinusoidal profile windowed by a Hamming function, with a 
peak-to-peak height of /¡ = 2.3 mm, i.e.. about 8 wavelengths. The period of the interface 
irregularity is D = 7.7 mm, i.e., about 25.5 wavelengths. The geometry of the interface is 
shown as a dark line in Figs. 4.4 and 4.5. The degradation of the focus due to the irregular 
interface is clear. 
4.7 Concluding remarks 
A scheme has been developed by which the acoustic field, that is reflected and transmit-
ted at a rough interface between two different media, can be computed in an iterative way. 
The method is based on a wave-function expansion technique, where the acoustic field equa-
tions are satisfied analytically, while the boundary conditions at the interface are satisfied 
numerically. The integrated squared error in the boundary conditions is minimized with an 
iterative conjugate gradient technique. The convergence of the iterative scheme is proved. 
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Figure 4.5: Beam profile of array transducer for an irregular interface separating two media 
with parameters as in Fig. 1, initial guess: plane interface starting values, no. of iterations: 
η = 10, resulting error: ( І ? Я Д Н / E R R Q ) 1 ' 2 = 0.018. 
The numerical implementation shows that the algorithm converges rapidly, but that there is 
a lower bound on the final error which can be achieved. If a sinusoidal interface is employed, 
lower values of height-to-period-ratio result in better convergence and lower final errors. The 
numerical implementation of the integrals was based on simple summations of the integrands 
at discrete positions. In the next chapter, Chapter 5, the method of the present chapter is 
experimentally verified. In Chapter 6, the method is compared with other numerical methods. 
The accuracy of the integrations can be improved by assuming a polynomial description for 
the interface and using analytical calculations for the resulting subintegrals. The latter topics 
are discussed in Chapter 7. 
4.A Appendix A: Reciprocity relation 
Two nonidentical. admissible acoustic states "A" and "B" of the same angular frequency 
ω, that are present in the same bounded domain 'D (Fig. 4.A.1) are related via the frequency-
domain reciprocity relation. 
The local form of the reciprocity relation can be obtained by using the acoustic equations 
with source distributions Q and F 
- -ішкР ss Q. 
VP-iwoV = F, (4.A.1) 
4.В Appendix В: Green's state of the two-media problem 57 
Figure 4.A.1: States "A" and "B" in the bounded domain V. 
which results in 
V-(PAVB-PBVA) = FA-VB + QBPA-VB-VA-QAPB. 
(4.A.2) 
Integration of the local reciprocity relation (4.A.2) over T> and application of Gauss' 
divergence theorem yield the global reciprocity relation 
Í v(PAVB-PBVA)dx 
Jxedv 
= f (FA · V f l + QBPA -FB-VA- QAPB) dx. (4A.3) 
In (4.A.3), 0Ό denotes the boundary surface of V and ν denotes the unit vector in the 
direction of the outward normal to dV. 
4.В Appendix B: Green's s tate of the two-media problem 
Surface source-integral representations for the reflected and transmitted fields in the two-
media problem of Fig. 4.B.1 can be derived by using the reciprocity relation of Appendix 
I.A. 
It is assumed that sources located in Ό\ excite an incident field {Р,,
 г
}. The reflected 
and transmitted field satisfy the homogeneous acoustic equations in T>\ and T>2 
V · V - ιωκΡ 
VP iajpV 
0. 
0. (4.B.1) 
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Figure 4.B.1: The configuration of the two-media problem. 
where in T>\\ ρ = p\, к = K\ and in ΐ>2: ρ = P2, к — «2· The reflected field, in T>\, is denoted 
by {P,V} = {P
r
,V
r
}. The transmitted field, in V2, is denoted by {P.V} = {P<,V,}. 
The reflected field satisfies the radiation condition at infinity. We define, in M3, the volume 
injection Green state as the field {Pq,\q} that satisfies the conditions [4.11] 
V · V, - гшкР
д 
qS (x - x ' ) , 
x e P i U P 2 . x ' e VPq - iuipVq - 0, 
where ρ = p\, к — к\ in V\ and in ρ = p 2, к = к2 in Т>2, while 
Pq — continuous across S, 
vWa continuous across <S, 
(4.B.2) 
(4.B.3) 
and in which ν is the unit vector along the outward normal to 5. The field {Р
Ч
,У
Ч
} 
satisfies the radiation condition at infinity. Application of (4.A.3) to the domain V\ and to 
the fields {PA.VA} = {Д-
 г
} and { P ß , V B } = {Pq,Vq} yields 
JxGS 
f(PrVq - PqVr)dx = {<jPr(x').0}, x' G {
 Ъ 2}. (4.B.4) 
Application of (4.A.3) to the domain P 2 and to the fields {Рл,У A) = {ñ-Уі} and 
{Рв.
 в
} = {Р,, ,} yields 
Jxes 
»/•(P t V,-P,V f )dx={0, qPt(x')h х ' е { Р ь Р 2 } . (l.B. 
Subtraction of (l.B.5) from (4.B.4). and use of (4.B.3) leads to the expression 
v[{P
r
-Pt)Vq-(Vr-Vt)P4]dx Jy.es 
{qP
r
(x'),qPt(x')}. x ' e { P i . D 2 } . (4.B.6) 
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The field {Pg.Vq} is just the acoustic field excited by a point source with volume injection 
Q = qS(x — x') and depends linearly on q. 
Similarly, when the volume force Green state {Pf,Vf} that is generated by the source 
distribution 
F = Щ х - χ '), (4.B.7) 
is introduced, we arrive at the expression 
/ v[{P
r
-Pt)Vf-(Vr-Vt)Pf]dx 
Jx.<?S 
= -{f-V
r
(x'),f-V t (x')}, x ' e { P b D 2 } . (4.B.8) 
The field {Pj, V/} depends linearly on f. 
Since 
,., .
+
+ ;- : ο, « * <
4
·
Β
·
9 > 
we arrive at the result 
-{qP
r
(x'),qPt(x')} = ί ι/· (P,V,-V,P, )±c, x' G {2>ь2?2}. 
JxCS 
{ f-V
r
(x ' ) , f-V t (x ' )}= / vftVf-VWdx, x ' €{P i , l ?2} . 
(4.B.10) 
(4.B.11) 
These are the desired surface-source representations for the reflected and the transmitted 
fields. If {P,, V J were known, (4.B.10) would lead to Prt at any x' G Ί)
λΆ
, while if {Pf.Vf} 
were known, (4.B.11) would lead to V
r
,( at any x' € V\¿-
4.С Appendix C: Sufficiency of an error criterion in the bound­
ary conditions 
In this appendix it is shown that a certain approximation in the boundary conditions leads 
to a certain degree of approximation in the reflected and transmitted fields. The existence 
is assumed of some field {(P
r
), (V
r
)} in V\ and some field {(P<), (Vt)} m ^ 2
 f which satisfy 
the acoustic equations (4.B.1) and the radiation condition at infinity. It is also assumed that 
they violate the boundary conditions at ¿>, i.e., 
^ к м І
 {Pâ\ *ZS. (4.C.1) 
Since the acoustic equations and the radiation condition arc satisfied, relations of the type 
(4.B.6) and (4.B.8) also hold for {(Pr), (Vr)} in Vx and {(P,), (V,)} in V¿: 
{(/(P,)(x').r/(Pf)(x')} 
= / і/-[((Р
г
)-<Р,)) , - ( ( , ) - ( ,»Р,](іх, x'e{2?!.2>2}. (4.C.2) 
./xëS 
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- { f .V r (x ' ) , f - (V, ) (x ' ) } 
= / «"[((ft) - (Pt))Vf - ((Vr) - (Vt))Pj]dx, x' € {VUV2}. (4.C.3) 
Jxes 
Combining (4.C.2) with (4.B.10), and (4.C.3) with (4.B.11), and applying Cauchy- Schwarz 's 
inequality, we obtain the following inequalities 
\qPr(x')-q{Pr)(x')\2< 
{ERRp + ERRV) [ (\Z0\\v • V, |2 + |Y0||Pg|2) dx, x' £ 2>i, (4.C.4) 
| f - V r ( x ' ) - f - ( V r ) ( x ' ) | 2 < 
(ERRp + ERRV) [ (\Zo\\v • Vf\2 + \Y0\\Pf\2) dx. x' G 2>i, (4.C.5) 
Jxes 
\qPt(x')-q(Pt)(x')\2< 
(ERRp + ERRV) ¡ (\ZQ\\u • V, | 2 + |У 0 | |Р, | 2) dx, x' e Z>2, (4.C.6) 
AeS 
| f . V , ( x ' ) - f - ( V # ) ( x ' ) | 2 < 
( Ь 7 ? І ? Р + ERRv) [ (\Z0\\u • V/l2 + |Yb||P/|2) dx, x' e P 2 , (4.C.7) 
where the integrated squared errors in the pressure field and the particle velocity field at S 
have been introduced as 
ERRP= [ | y 0 | | P , + (P I .>-(P,) | 2 dx, (4.C.8) 
JxCS 
ERRV = f І-гоІ I«' - (V, + <Vr) - <Vt>)|2 rfx. (4.C.9) 
A e s 
The factor YQ = (ко/А)) i s the wave admittance in a reference medium, while ZQ = 
(PO/KQ)1'2 is the wave impedance in the saine reference medium. They have been intro­
duced for dimensional convenience. From the foregoing results it can be concluded that, 
if 
(ERRp + ERRV) ->• 0. (4.C.10) 
then 
q{P
r
)(x') -> qPr(x'), , ,
 ш 
f-(V
r
)(x') -+ f-V,.(x'), x e i l ' (4.C.11] 
and 
q(Pt)(x') > qPttf), . , r . 
f-(V,)(x') -• f-V,(x'). X G P 2 · ( 4 - C l 2 ) 
because the surface integrals in ( l.C.4-4.C.7) containing Green's states are bounded (x' Э S). 
The arbitrariness of ς and f in (4.C.11) and (4.C.12) leads to 
{(P
r
),(V
r
)} ->• {P
r
.V
r
}. X ' G D L (4.C.13) 
{(P,).(V,)} -> {P,.V,}. x ' e Z V (4.C.14) 
The derivation of the iterative scheme in the main text is based on the error criterion ( 1.C.10). 
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4.D Appendix D: Iterat ion scheme 
The iteration scheme has to be started with the estimates ФЦ. The solutions for a plane 
interface [4.13] can be used as starting values. If the surface is very rough, then it may be 
computationally more efficient to skip the calculation of the guess for Φ J. ( and simply use 
• Plane interface starting values 
• Initialization 
• Begin loop 
-i"' = 
Ф, = ¿ g IГ фг{х,У,г = tye-^+^dxdy 
Ρ
τ
 = ιωρι i I Ф
г
е
г к
' '*dk
x
dky 
V, = г (Г к^Ф
г
е
гк
Г
х
с ОЛ/Д^СХПл-у 
ф(о)
 =
 Ргк
г
л - Pikza~^ ~ ( 0 ) = 2PlfcZ|1 ^ 
т
 P2kz,l + P\kZl2 " ' P2kz,l + PlkZì2 
PW = ішрі f Γ Í ( ° W xdkxdky 
J J —00 
V<°> = i (Г к/ $(<Vkí *dkxdky 
P¡0) = ίωρ2 fi Ф((0)егк2 -xdkxdky 
V[0) - i f Г к^Ц0)ег^ *dk
x
dky 
J J —сю 
FP = Y¿/2(pl + pW-pM) 
40 )_Z0 1 / 2 i /-(v, + V(°)-VÍ0)) 
ЕЛЛ<°> = f ( |4 0 ) | 2 H^v0)|2)rfx 
n = 0 
-ιωρ,Υ^'
1
 f F £ ° V k ? x dx - iZl12 f k+ · vF™*e*Î-*-dx 
J-K.es Jxes 
+іи;р 2і ' 0
1 / 2
 / F™ *е,к*~ x d x + »Z¿/2 /" k2~ · vF^e^ xrfx 
η — η + 1 
л(») = ƒ ƒ " (|4»-i)|2 + i.sl"-1'!2) dkxdk„ 
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9r 
(") _ ƒ Ar?f n ~ l 
r.t - \ (n-1) »<") (n-1)
 1 
ƒ£» = -ίω
Ρι
Υ0
1/2
 [Γ g^etkt *dk
r
dk
v
 + іш^'2 ¡Г g\n)e^ *dk,dky 
J J — oo J J CO 
ƒ(") = -¿Z¿ / 2 /У°° кГ · ug^elk*-xdk
x
dky + iZl12 f Г Щ • ид[п) elkï\lkœdky 
J J — oo ·/ ·/— oo 
я
( г г )
=/ ( l / ^ + l / ^ W 
, w = " W 
ф(") _ ф("-1) , „ H J " ) 
c-(n) _ p ( n - l )
 T1(7l) f ( n ) 
ЕЛЯ<П> = ERR(n~l) - η{η)Α{η) 
• End loop 
If, after η = N iterations, ERR^ is small enough or does not deereasc anymore, the re­
flected field {P,('V), VJ.'V)} and the transmitted field {P}N\v\N)} can be found by substituting 
Ф ^ in (4.19) and using (4.18). 
4.E Appendix E: Direct minimization of the integrated squared 
error 
The solution of the reflection/transmission problem can be found by minimization of 
the integrated squared error in the boundary conditions. The angled brackets enclosing the 
different symbols to denote the approximation procedure will be omitted. We try to minimize 
the integrated squared error by calculating the least-squares solution for Ф
г
 and Ф; which can 
be used in (4.12) and (4.13). The corresponding '"approximate" field values are 
{P
r
,V
r
} = J Γ {Pr,V,}elkÎ*dksdkv. χ e £>ь 
{Pf,V(} = Jp {Pt.Vt}e'k^dkrdky. xeì?2, 
(4.E.1) 
where 
{P r .V r} = ¿{и.'
Р1.к+}Фг, 
{P,,Vf} -- /{о,у;2.к2-}Ф,. 
(4.E.2) 
The integrated squared error ERR is 
ERR= f (\Fp\2 + \F
v
\2)dx. (1.E.3) 
Jx.es 
4.E A p p e n d i x E: Direct minimizat ion of the integrated squared error 63 
in which the deviations Fp = Fp(x), Fy — .FV(x) are given by 
rl/2 
Fp = ¥0Ч'(РІ + РГ-РІ), 
FV = Z^vÇVi + Vr-Vt). 
The least-squares solution for Ф
г
 and Ф І is found by setting 
dERR dERR „ 
- ^ ^ = — = r - = 0, 
дФ
г
 дФ1 
which results in 
with 
/ / : 
АФ dk
x
dky = b . 
A = A n Ai2 
A21 A22 
Ф = 
Φ/ 
b = h 
b2 
and 
An -= - J L 2 pi |Yo |e î k ; - Ue'^'A* + \Ζ0\*Ϊ · i V k + x (kf • і/елМ* 
(4.E.4) 
(4.E.5) 
(4.E.6) 
(4.E.7) 
dx, 
(4.E.8) 
A12 - ί ω2ρ2\Υ0\^'
χ
 (pxe^'A + \Zo\iq • i/e i k ^" x (kf • ut&t'A dx, 
(4.E.9) 
A21 = - I L 2 p i | * O | c < k i x Uzc^'A + | Z „ | k f · і/с*Г-* Uq' • „
e
* a ' A dx, 
(4.E.10) 
A 2 2 = / 
JxipS 
,2„ I v Uík„ χ ƒ . Ak.., χ гк^ -χ / i_—' ,,„гк 0 ·χ 
р 2 | о|вгК2 х ρ 2 ^ х + |Zo|k2- · i / e ^ x k j • vé** dx, 
(4.E.11) 
6l = _í
 / 9 h r ° ' P ¿ ( Р і е ' к " ' Х ) + |Zo|l/ ' V¿ (k*' ' VC&Î''X) dx. (4.E.12) 
^2 = -І 
•lx.es . 
ц ; | З Д Ргс** x + |Zo|i/ · V,- k.J · i/e' dx, 
(4.E.13) 
where к/ belongs to the same vector space а.ч k\ and k 2 belongs to the same vector space 
as k.J. The numerical solution for Ф
тЛ
 in equation (l.E.C) can be obtained by discretizing the 
spectral integrals and subsequently solving the system of linear equations. 
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Chapter 5 
Experimental verification of the 
Conjugate Gradient Rayleigh 
method 
The Conjugate Gradient Rayleigh method for the calculation of acoustic reflection and 
transmission at a rough interface between two media was experimentally verified. We mea-
sured the beam profiles of a non-focused linear array transducer distorted by propagation 
through an aberrating, rough interface. Sinusoidal, cylindrical abcrrators were made of a 
waterbased gelatine material. The measurements were compared with 2D and 3D simula-
tions. The measured and simulated beam profiles are in good agreement, as shown by the 
root-mean-square difference. 
5.1 Introduction 
In echographic imaging, an important distortion of the ultrasonic beams is caused by 
aberrations. Aberrations are phase and amplitude errors, which are often caused by irregular 
interfaces between tissue layers with a different propagation speed. In some cases, these 
aberrations can be compensated for by use of an array transducer. The elements of such a 
transducer can be excited following a certain correction algorithm [5.1] - [5.4]. 
In order to investigate the applicability and limits of aberration correction methods, it is at 
least interesting to have an accurate and efficient numerical model for the propagation of sound 
passing through these rough interfaces. A rigorous method is the acoustic Conjugate Gradient 
Rayleigh (CGR) method of Chapter 4, which is an iterative method for the calculation of 
acoustic reflection and transmission at a rough interface between two media. The iterative 
method is based on a continuous version of the conjugate gradient technique, where the field 
variables are expanded in a Fourier integral of outgoing plane waves. 
A comparison of the method with a rigorous integral equation method is presented in 
Chapter 6. Although the CGR-mcthod is not as accurate as the integral equation method, 
it is accurate enough for the application we are interested in. For the present application, 
Based on: L.A.F. Ledoux. A.P. Berkhoff and J.M. Thijssen, ''Ultrasonic wave propagation through aber-
rating layers: experimental verification of the Conjugate Gradient Rayleigh method," IEEE lYans. Ultrason. 
Ferroel. Freq. Control 43, 158-166. 1996. 
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the method is much more efficient than integral equation methods or methods using direct 
matrix inversion. Our application deals with surfaces of moderate roughness and low sound 
speed contrast between the media. Then the error of the algorithm is sufficiently small. It 
should be noted that the error of the algorithm (on the rough interface) is available in the 
iteration scheme. The error in the pressure field away from the interface is of comparable 
size, but smaller, than the error on the rough interface. Therefore, we have always available 
an upper bound of the CGR-simulation error. 
In this chapter, the CGR-method is experimentally verified. The simulations based on 
the CGR-method are compared with measurements in which artificial aberrators have been 
used. 
5.2 Theory 
5.2.1 Summary of the Conjugate Gradient Rayleigh method 
As explained in Chapter 4, the solution of the reflection/transmission problem can be 
found by expanding the field in a sum (or integral) of plane waves. The plane wave coefficients 
are obtained by an iterative minimization of the integrated squared error in the boundary 
conditions at the rough interface. The iterative procedure leads to approximations Φ}. 
~~ (л) 
and Ф, of the plane-wave components of the reflected and transmitted velocity potentials, 
respectively. These approximations can be constructed in such a way that the error in the 
approximation of the boundary conditions is reduced at each iteration step. Using a Cauchy-
Schwarz inequality, it was shown in Chapter 4 that the use of an integrated squared criterion 
in combination with the outgoing plane wave representations of Eqs. (4.4) and (4.7) leads to 
a valid solution of the reflection/transmission problem. 
5.2.2 2.5D C G R method 
If the interface of the aberrator is constant in one direction, here the ¡/-direction, then 
some computational savings can be made. The method is as follows: first the incident wave 
field is Fourier-transformed in the ¡/-direction. The result is that the sound field is expressed 
as a sum of cylindrical wave-fields, each with a corresponding value of ky. The 2D-version 
of the iterative algorithm is applied to each of the cylindrical wave fields. For each of these 
cylindrical wave fields, the ¡/-position only induces a multiplicative term representing a phase-
shift, so we can take у = 0 without loss of generality. After applying the complete 2D iterative 
algorithm for each value of ky, the desired 3D reflected and transmitted fields are obtained by 
an inverse Fourier transform in the ¡/-direction. Note that the terms kyy and к
ч ч
 disappear 
(Eqs. (4.24), (4.25), (4.34), and (4.35)), but the terms with k~.\ and kz$ still contain a ky-
componcnt. We will call this version of the algorithm the 2.5D CGR method. A derivation 
of this method is given in section 7.3. 
5.2.3 Transducer model 
For reasons to be explained later, we decided to model the transducer. The transducer 
model is based on the following methods. The multi-element tiansducer is assumed to haw a 
uniform normal surface velocity for each clement. Cross-coupling between elements has been 
neglected, because the level was less than -40dB relative lo the main pulse. The conversion of 
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transducer velocity to a spatial sampling grid is obtained by linear interpolation, as in [5.7]. 
The resulting normal velocity distribution in the transducer plane is transformed (by FFT) 
to the wave number domain. The sound field extrapolation from the transducer plane to 
the mean of the rough interface results from the use of a weak form of a k-space Green's 
function as explained in section 2.5. From the plane-wave decomposition of the field incident 
on the rough surface, we can apply equations similar to Eq. (4.4) to calculate the incident 
field {Р
г
,
 г
}. Time-domain results can be obtained by analyzing the problem at several 
frequencies and from subsequent application of an inverse (temporal) Fourier transform. 
5.3 Experimental methods 
5.3.1 Experimental arrangement 
The overall experimental arrangement for the measurement of the ultrasonic fields is 
shown in Fig. 5.1. The acoustical pressure Iransmitted by an electrically non-focused linear 
array transducer with 128 elements (pitch: 0.76 mm, height: 18 mm) and a center frequency 
of 3.5 MHz was sensed by a needle hydrophone. The hydrophone was manufactured at the 
Delft University of Technology. The hydrophone has a built-in amplifier with a gain of 21.5 
dB. The hydrophone signal was digitized by a Tektronix DSA601 digitizing signal analyzer. 
To get an improvement of the signal-to-noise ratio, the signal was bandlimited with a first 
order high-pass filter having a cut-off frequency of approximately 500 kHz, and a fourth-order 
Bessel low-pass filtei having a cut-off frequency of 15 MHz. The signal-to-noisc ratio was 
further improved by averaging every signal sixteen times. 
A Märzhauser XZ-table. which was controlled by an AFZ-steppermotor controller, was 
employed for positioning the hydrophone in the region of interest. The ArZ-table was able 
to make steps of 1 μιη. A Tulip 3865X microcomputer was the heart of the data acqui­
sition for storage of the data as well as for control of the hydrophone positioning during 
the measurement. The data stored on the microcomputer's hard disk were transmitted to a 
SUN-workstation on which the data were processed using Matlab ÏAi version 4.2. 
The transducer was fixed in one side of a perspex water tank, in such a way that the 
XZ-plane of the transducer was parallel to the bottom of the water tank. (This has been 
verified by performing some measurements in the A"Z-plane of the transducer at two opposite 
positions of the Y'-axis. The profiles of these two XZ-scans were almost the same, which is 
the case when the XZ-plane of the transducer is parallel to the scanning plane and thus to 
the bottom of the water tank.) To avoid interference due to echoes reflected from the walls 
of the water tank, the dimensions of the tank were taken much larger than the dimensions 
of the acoustic fields to be measured. Furthermore, the rate of the pulser was kept low. 
The hydrophone was placed in the water tank via a construction that was connected to the 
XZ-table. The arm moment between the A'Z-table and the hydrophone was not critical, 
because the measurements were performed in so-called "start-stop" mode. In this way the 
hydrophone vibration during the data-acquisition process was minimized. 
The array transducer was driven by a short electronic pulse (80 ns duration) with a 140 V 
peak voltage. This pulse was generated by a Panametrics 5052PR pulser-receiver that was 
used as transmit tei only. An expander was interfaced between the transducer and the puiser 
to disconnect the puiser from the circuit during the receive period to eliminate noise from the 
puiser electionics [5.10]. 
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Figure 5.1: Schematic diagram of the equipment. 
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We found that the accuracy of the measurements depended for a great part on the align­
ment of the array transducer with respect to the scanning-plane of the hydrophone. There­
fore, we added a single-element transducer to our measurement system. This transducer was 
mounted on the arm connected to the hydrophone. The transducer was directed perpen­
dicular to the bottom of the water tank, which was parallel to the іг-plane of the array 
transducer. The transducer was excited by an Avtech AVG-3-C puiser. During the transmit 
part, the oscilloscope was protected from the high source voltage by means of a limiter. The 
transducer was moved, successively, to the four corners of the zz-scan region. The maximum 
of the reflected echo waveform sensed by the transducer had to be located at the same instant 
of time for all the four corners. If this was not the case, then the height of the water tank 
had to be altered. 
The measurements were performed at room temperature, typically 21°C. Care was taken 
that during the measurement the temperature fluctuations of the water were within reasonable 
margins. 
5.3.2 Compensation for the hydrophone directivity 
Hydrophones are typically used to measure the local pressure within ultrasonic fields. The 
active element of our needle hydrophone was located in the end of a small cylindrical housing, 
resulting in minimal perturbation of the ultrasonic field. The hydrophone was made of a 
PVDF polymer, with a sensitive surface of 0.25 (mm)2. 
To reduce the influence of the hydrophone, we compensated for its directivity. The direc­
tivity was measured at a frequency of 3.5 MHz, where the hydrophone was placed in the focus 
of a single-element transducer operating in single-frequency mode. The angle θ between the 
normal on the transducer surface and the normal on the hydrophone surface was changed (0° 
corresponds to the transducer position in line with the hydrophone). The maximum of the 
absolute RF-signal was determined for each of the positions. 
The directivity measurement was performed for two perpendicular planes. The graph of 
the mean directivity ά{θ) with its standard deviation is shown in Fig. 5.2. The standard 
deviation is a measure of the degree of rotational symmetry of the hydrophone directivity. 
Based on this graph, we assumed the directivity to be rotationally symmetric and to be equal 
to the mean value of the measured data. The directivity could only be measured for angles 
θ between —60° and 60°. For larger absolute angles we took the value at 60°. This has the 
advantage that side lobes with low signal-to-noise ratios get limited compensation. 
The directivity function can be transformed to the spatial frequency domain using the 
following relation 
θ = arcsin Í . — , (5.1) 
where 
fc=(fc2 + fc2 + A-2)1/2. (5.2) 
The influence of the hydrophone directivity was removed by means of a spatial deconvolution 
process. This can be formulated as 
PtÁkt. ky) = Tr\kx, ky)Pm{kx, kg), (5.3) 
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Figure 5.2: The average directivity of the hydrophone. 
where Pt,(k
x
.ky) is the spatial Fourier transform of the true field, Pm(kT,ky) is the spatial 
Fourier transform of the measured field, and D(k
x
, ky) is the spatial Fourier transform corre­
sponding to the hydrophone directivity. Taking the inverse Fourier transform of Pfr should 
then result in the desired spatial field. 
An example of the result of the compensation method is shown in Fig. 5.3. This figure 
shows the amplitude of the 3.5 MHz frequency component of the RF-signals of an rr-scan 
(step-size 0.38 mm) made at a ¿-distance of 30 nun for the case that 14 elements were excited. 
The dashed line corresponds to the measured signal without compensation and the solid line 
corresponds to the measured signal with compensation. 
5.3.3 Aberrators 
The aberrators were constructed such that the surface roughness and medium properties 
found in human tissue were approximated to a reasonable extent. The sound speed contrast 
across the rough, aberrating interface directly determines the aberration magnitude. Ideally, 
the material should havo a sound speed between 1450 ms"1 and 1700 ms"1 to be a close 
approximation of human tissue. To get the desired sound speed, we used gelatine as tissue 
mimicking material and water as the reference medium. The sound speed of water at 2 1 T 
is 1482 m/s. Gelatine solutions were made by dissolving a presciibed mass concentration of 
gelatine powder in water (at 70°C). 
The aberrators were made with a flat surface on one side and on the opposite side a 
2D irregular surface, i.e., the surface was constant in one direction. We used two different 
moulds for the construction of the aberrators. Roth moulds had a sinusoidal surface. This 
sinusoidal surface made it easier to determine the exact position of the aberratoi in front 
of the transducer because of the periodic behavior of the sinusoidal surface. The sinusoidal 
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Figure 5.3: Beam profiles showing the effect of the compensation for the hydrophone direc­
tivity. Dashed: without compensation; Solid: with compensation. 
aben: 
no. 
1 
2 
3 
pere, 
gelatine 
20% 
25% 
25% 
period 
[mm] 
3 
3 
4 
amplitude 
[mm] 
0.5 
0.5 
0.5 
height 
[mm] 
35 
28 
10 
[m/s] 
1550 
1600 
1600 
atten. 
[<lB/(cm 
MHz)] 
0.12 
0.20 
0.20 
Ρ 
[kg/m3] 
1.20 
1.25 
1.25 
Table 5.1: Characteristics of the gelatine aberrators. 
surface is characterized by its amplitude and period (see Fig. 5.4). 
Wo used an amplitude of 0.5 mm (peak-to-pcak 1 mm), which is a realistic representation 
of the very irregularly and wavy border between the dermis and the subcutaneous fat layer 
[5.11]. The smallest period that practically could be manufactured having this amplitude was 
a period of 3 mm. We made one mould with a period of 3 mm and one with a period of 4 
mm. The length and the width of the moulds were not critical as long as they covered the 
complete region of the transducer surface corresponding to the excited elements. We made 
three different gelatine aberrators. aberrator 1, aberrator 2, and aberrator 3, respectively. The 
characteristics of these aberrators are listed in Table 5.1. 
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Figure 5.4: Configuration defining the dimensions of the gelatine aberrator. 
5.4 Results 
5.4.1 2 D versus 3 D and 2.5D simulations 
The simulations were performed in 2D and in 3D. In the 2D-simulalions, the height of 
the elements was considered to be infinite. Simulations in 2D, where only the ky = 0 term is 
used, are not as accurate as the 3D simulations. The reason for this can be seen in Fig. 5.5, 
where the waveforms are shown as a function of χ for y = 0 at a depth of ζ — 30mm for a 
14 element array in a homogeneous medium. We can see that the 3D simulations include the 
edge waves caused by the finite transducer size in the y-direction (see the region between 21 
fis and 21.5 fis). 
Fig. 5.6 compares the single-frequency (3.5 MHz) beam profiles of 2D and 2.5D rough 
interface CGR simulations with measurements. These beam profiles correspond to an rr-scan 
of 8 excited elements at a depth of 80 mm. The solid line represents the measurement, the 
dashed line represents the 2.5D CGR simulation and the dashed-dotted line corresponds to 
the 2D CGR simulation. Aberrator 3 was placed in front of the transducer (the flat side of 
the aberrator was placed against the surface of the transducer). In the following, we used 
2.5D simulations instead of the much faster 2D simulations. 
5.4.2 Verification of the transducer model 
The CGR algorithm requires the field {Р
г
,
 г
} incident at the interface as input, as can 
be seen in Eq. (4.21). There are several possibilities for obtaining this incident field. One 
method is to measure the field at the location of the aberrator surface, whore the aberrator is 
removed. This method is not very attractive because the hydrophone has to follow exactly the 
aberrating surface. Another possibility is to measure the field in a plane near the aberrator 
followed by calculation of {Р
г
,
 г
} at the rough surface. This method was not feasible because 
of the large amount of time needed to scan such a plane properly. A third method of obtaining 
the incident field [P,, V,} is to model the transducer, which is the method we have used. 
To verify the correctness of the transducer model, some scans were made with only water 
in the measurement tank. Scans were made in the x-dircction at y = 0. The measurements 
were performed for several combinations of the number of excited elements and the distance 
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2D simulation 3D simulation 
19.5 19.5i 
Figure 5.5: Pressure waveforms in a homogeneous medium obtained with 2D plane-wave sim­
ulation method (left) and 3D plane-wave simulation method (right) for 14 excited transducer 
elements and a hydrophone distance of 30mm from the transducer. The waveforms are plotted 
on a linear grayscale. 
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Figure 5.6: Beam profile for 8 excited transducer elements obtained at a distance of 80 mm 
from the transducer with aberrator 3 in front of the transducer: solid line: measurement: 
dashed line: 2.5D CGR simulation: dash-dotted line: 2D CGR simulation. 
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Measurement Impulse Response Plane Wave 
Figure 5.7: Pressure waveforms for 18 excited transducer elements with the hydrophone at a 
distance of 100mm from the transducer. The left figure shows the measured waveforms, while 
the middle and right figures show simulated waveforms. 
between the transducer and the hydrophone. The combinations were selected more or less 
randomly, but in such a way that they would be representative for scan conditions that could 
occur during the measurements with the aberrators. 
The measured and simulated .τί-plots showed good agreement. The simulations were 
performed with two methods, the plane wave decomposition method of section 2.5 and a time-
domain method [5.13]. This time-domain method is often called "impulse response method" 
in ultrasound literature. The transducer pulse was in both simulation methods assumed to 
be a Gaussian pulse with a central frequency of 3.5 MHz and a -6 dB bandwidth of 2.0 MHz. 
An example of these :ri-plots is shown in Fig. 5.7. The plots correspond to x-scans using 8 
excited elements at a measuerement distance of 70 mm. 
To get a better comparison between the simulations and the measurements, we determined 
the frequency component of the RF-signals corresponding to the central frequency of the 
array transducer, i.e. 3.5 MHz. An example of the results of this method is shown in Fig. 5.8. 
This graph corresponds to the xi-plots shown in Fig. 5.7. The solid line represents the 
measurement, the dashed line represents the plane wave decomposition simulation and the 
dashed-dotted line corresponds to the impulse response method. 
The following equation has been used as a quantitative measure for the comparison of the 
simulations and the measurements. The equation is based on the root-mean-square difference 
compRMs between the measured and the simulated j í -scan using the values corresponding 
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Figure 5.8: Comparison of beam profiles corresponding to the .τ-scans using 18 excited trans­
ducer elements at a measurement distance of 100mm from the transducer (solid line: mea­
surement, dashed line: simulation). 
to the 3.5 MHz frequency component. The resulting equation is 
/ N \ >/2 
[ V I., Í , \ _ . , („ \ |2 
comp RMS = 
7 , Ι V
m
(X
n
) <,
гт
(Т
п
) 
n=l 
V Σ I Vmi-En) I
2 
n=l 
(5.4) 
/ 
where N is the number of scan-points in the j-direction, v
m
(x) is the absolute normalized 
voltage of the measurement at position χ for the 3.5 MHz frequency component, and v
slm(x) 
is the same as v
m
(x). but in this case the normalized pressure values of the simulation must 
be used (either the plane wave decomposition method or the impulse response method). 
Some of the results of this comparison method are listed in Table 5.2 (an asterisk means 
that the measurement has not been performed). These results show that both simulation 
methods give a realistic representation of the wavefront transmitted by the array transducer. 
5.4.3 Comparison of measured and simulated aberrations 
For the verification of the Conjugate Gradient Raylcigh method, several z-scans were 
made with abcrrators in front of the transducer. The (cylindrical) surface of the aberrator 
was constant in the y-direction. The flat side of the aberrator was placed against the surface 
of the transducer. The hydrophone was positioned in the middle of the ¡/-direction of the 
elements during the measurements. We varied the number of elements and the distance 
between the transducer and the hydrophone. Furthermore, we used three types of aberrators. 
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number of 
elements 
8 
14 
simulation 
method 
plane wave decomposition 
impulse response 
plane wave decomposition 
impulse response 
compRMs 
z=30mm 
0.183 
0.221 
0.134 
0.141 
z=50nirn 
0.137 
0.148 
0.108 
0.115 
z=70mm 
0.083 
0.090 
* 
* 
Table 5.2: Comparison of measurement and simulation for a homogeneous medium. 
Fig. 5.9 compares the effects of homogeneous media and aberrating media. The upper 
graphs correspond to an x-scan with 8 excited elements at a z-distance of 80 mm and the 
graphs underneath correspond to an x-scan with 32 excited elements at a z-distance of 70 mm. 
In both cases, the left graph corresponds to an x-scan in a homogeneous medium, i.e water, 
while the right graph corresponds to an x-scan with aberrator 2 in front of the transducer. 
Several x-scans (step-size 0.38 mm, i.e. half of the pitch) were made for different con-
figurations. All these x-scans have been simulated. The CGR simulations made use of the 
following settings. We used 512 interface points, in the x-direction and in the ¡/-direction. The 
total number of propagating and evanescent waves equals the number of spatial points, that is 
512 χ 512. The evanescent waves were omitted. The simulation step sizes in the x-direction 
and in the ^-direction were equal to 0.4A where λ = min (λ,
υθ
(
εΓ
, \,ЬеттШог)· Because of the 
rapid convergence of the algorithm, only one iteration was required. Alore iterations did not 
lead to significantly better results. 
The simulation error is defined as the root-mean-square error normalized to the case of 
vanishing reflected and transmitted fields, i.e., 
ERRM=(ERRin) 
1/2 
^ ERRQ 
(5.5) 
where ERR^1 is the integrated squared error in the boundary conditions after η steps of 
iteration (see Eq. (4.20)). The value of ERRQ is the initial value ERR^ where the plane wave 
components Φ}· and Ф\ are zero. The simulation error ERR for η = 1 was approximately 
0.13. 
The position of the aberrator in front of the transducer was determined by altering the 
position of the aberrator (steps as small as 0.01 mm were necessary) in the simulation until 
the resemblance between the measurement and the simulation was as close as possible. For 
these position determining simulations, the much faster 2D algorithm was used, but the final 
simulations were performed in 2.5D. 
Fig. 5.10 gives an overview of several single-frequency (3.5 MHz) beam profiles of two 
different x-scans that were performed for the three aberrators. The solid line corresponds to 
the measurement and the dashed line corresponds to the 2.5D simulation. The left graphs 
correspond to 8 excited elements at a z-distance of 80 mm and the right graphs correspond 
to 18 excited elements at a г-distance of 80 mm. The upper part corresponds to aberrator 
1, the middle part to aberrator 2, and the lower part to aberrator 3. Remarkable is that the 
graphs of the measurements have sharper dips than the graphs of the simulations. Again. 
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aberrated: 8 elements, z=80mm 
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Figure 5.9: Effects of aberrator 2 on measured waveforms in x-scans. Top: j-scans of 8 
excited transducer elements at a measurement distance 2=80mm from the transducer. Bot­
tom: .r-scans of 32 excited transducer elements at a measurement distance 2=70m m from the 
transducer. Left: measurements performed in water. Right: measurements with aberrator 2 
in front of the transducer. 
78 Exper imenta l verif ication of t h e Conjugate Gradient Rayle igh m e t h o d 
m 
αϊ 
и • 
Ρ 
га 
m 
ω 
ft . 
a b e r r a t o r 1, 8 e l e m e n t s , ζ = 80πυτι 
Or 
-20 -10 0 10 
χ [mm] 
20 
aberrator 1, 18 elements, z=80mm 
0 
aberrator 2, 8 elements, г=80тлі 
0 
aberrator 2, 18 elements, z-80mm 
aberrator 3, 8 elements, z = 80irm 
0 
¡a 
χι 
U 
a . 
a b e r r a t o r 3, 18 e l e m e n t s , z-80mm 
Or 
Figure 5.10: Comparison between single-frequency (3.5MHz) beam profiles in measurement 
(solid line) and 2.5D CGR simulation (dashed line). Left: 8 excited transducer elements 
and a measurement distance of 2=80mm from the transducer. Right: 18 excited transducer 
elements and a measurement distance of г = 8 ( ) т т from the transducer. Top: aberrator 1. 
Middle: aberrator 2. Bottom: aberrator 3. 
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type of 
aberrator 
aberrator 1 
aberrator 2 
aberrator 3 
number of 
elements 
8 
18 
8 
14 
18 
32 
8 
18 
compRMS 
z=30mm 
* 
* 
* 
0.227 
0.247 
0.268 
* 
* 
z=50mm 
0.234 
0.282 
0.183 
0.230 
0.199 
* 
0.115 
0.132 
ζ=70mm 
* 
* 
* 
0.264 
0.314 
0.288 
* 
* 
Table 5.3: Comparison of measurement and simulation for the three aberralors. 
Eq. (5.4) is used to compare the results of the simulations and of the measurements. Some 
of the results are listed in Table 5.3 (an asterisk means that the measurement has not been 
performed). 
Comparison of the data in Table 5.3 with those in Table 5.2 reveals that the results of the 
aberrator simulations are only slightly worse than the simulations for the homogeneous media. 
This is an indication that the CGR-niethod actually might be more accurate than the results 
of Table 5.3 suggest. The difference between Table 5.2 and Table 5.3 can be explained as 
follows. Firstly, the simulation method introduces an error because of the non-zero residual 
error ERR(NÏ if we truncate the calculation in iteration N. Secondly, we found that the 
position of the aberrator relative to the transducer was very critical. Finally, the acoustic 
properties of the aberrators. which were made of gelatine, slightly change as time progresses. 
In view of the relatively small differences between Table 5.2 and Table 5.3, and the large 
impact of the aberrators on the beam cross sections (compare, for instance, the location and 
magnitude of the peaks and dips of Fig. 5.6 and Fig. 5.8), we can state that the measurements 
confirm the simulations with the Conjugate Gradient Rayleigh method. 
5.5 Conclusion 
The experimental verification showed that the simulations of the Conjugate Gradient 
Rayleigh method accurately predict the beam distortion due to an aberrating interface be-
tween two media. The simulations were performed in 2.5D to include the edge waves due 
to the finite height of the transducer elements. In the next chapter the method is compared 
with other numerical methods. 
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Chapter 6 
Comparison of iterative methods 
In this chapter, the CGR method of Chapter 4 is compared with a conjugate gradient 
method based on boundary integral equations and free-space Green functions. In addition, a 
preconditioner is presented for the CGR scheme which improves the convergence for spectra 
that include evanescent modes. The discretization of the CGR scheme is discussed in some de-
tail. The methods are compared with regard to computational efficiency, rate of convergence, 
and residual error. The sound field differences arc determined for a focused ultrasound beam 
distorted by surfaces having a Gaussian roughness spectrum. The differences are evaluated 
from the root-mean-square differences on the rough surface and in the focal plane. 
6.1 Introduction 
In echographic imaging with large array transducers, wave distortions in intervening tissue 
layers often are the major cause for image distortions. Various correction methods have been 
proposed to obtain better images for these cases [6.1]- [6.4]. In order to test the applicability 
and limits of the correction methods, there has been considerable interest in accurate and 
efficient computational models describing the propagation through these distorting tissue 
layers. The sound propagation through tissue is often modeled as the propagation through 
a layer consisting of a cascade of thin sublayers, where each sublayer acts upon the incident 
wave as a random time-shift operator [6.5]. Various papers [6.5]- [6.7], however, report that 
the wave modification can not be described sufficiently with these models and that refraction 
effects also should be taken into account. In particular, ultrasound propagation through 
female breast [6.5.6.7] suffers from severe refractive errors. In abdominal animal tissue [6.6] 
strong multi-path components were noticed, with refraction as a possible cause. In Chapter 4 
an efficient numerical method method was presented for the combined analysis of refraction 
and rough interface effects, by solving the numerical problem of wave propagation through 
an irregular interface between two uniform media. Of course, the present model should 
be extended with distributed wave aberrations to get a more complete description of wave 
propagation through human tissue. 
If the medium parameters within each layer are assumed to be constant, then the com-
putational problem can be reduced to the problem of finding the acoustic variables on the 
Based on: A.R Dorkhoff. P.M. van den Berg and J.M. Thijssen. '"Ultrasound wave propagation through 
rough interfaces: iterative methods," J. Acoust. Soc. Am., accepted for publication: November 1995. 
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interfaces of the layered configuration. The discretization of the problem often leads to a 
large number of unknowns. Due to the size of the numerical problem, iterative methods are 
essential. Iterative methods can lead to dramatically reduced storage requirements and total 
computation time, especially for 3D calculations. Also for large 2D problems the requirements 
on computation time and memory resources can be prohibitive. 
In this chapter, two iterative methods arc described for the calculation of reflection and 
transmission at a rough interface between two media. Both methods are based on a continuous 
version of the conjugate gradient technique [6.8]. One method is based on the plane-wave 
expansions of Chapter 4 while the other method is based on boundary integral equations and 
free-space Green functions [6.9]. Although the application deals with pulse-echo ultrasound, 
the domain of analysis is the frequency domain. An analysis in the frequency domain has 
the advantage that the strongly frequency-dependent absorption and dispersive sound speed 
can be incorporated quite easily. Time-domain results are obtained by analyzing the problem 
at several frequencies and subsequently calculating the inverse (temporal) Fourier transform. 
Wave propagation through random interfaces can be analyzed by evaluating a large number 
of interfaces [6.10]. According to Altmeyer [6.11], typical acoustic interfaces in human tissue 
have a surface height of at least 0.5 mm. Characteristic length scales of these surfaces are 
not given by Altmeyer. The soft tissues show low contrast between the different tissue layers, 
with a difference in sound speed typically lying between zero and five percent. 
The extensions presented in this chapter are: the preconditioning scheme for the iterative 
plane-wave method of Chapter 4, an efficient prcconditioner for this scheme, the compari­
son of the iterative methods, and the application of rigorous computational techniques to 
propagation through refractive rough interfaces similar to those occuring in human skin and 
subcutaneous layers. 
6.2 Formulation of the problem 
The rough interface is assumed to be a local deformation of an otherwise plane boundary 
at ζ = 0, where a point in space is specified by its orthogonal coordinates χ = (χ, y, ζ). A 
2D configuration is shown in Fig. 6.1. The analysis is carried out in the temporal frequency 
domain. We omit the explicit notation of the ω-dependence of the various field quantities. The 
two fluid-like media occupy the domains Όχ and T>2, respectively, and arc assumed to be linear, 
homogeneous and isotropic with respective mass densities p\ and p^ and compressibilities κ\ 
and «2- Furthermore, both media exhibit sonic losses and the real and imaginary parts of ρ 
and к satisfy the Kramers-Kronig causality relations. The interface is denoted by S. Pressure 
and the particle velocity variables are denoted by Ρ and V. respectively. In l ' i , a source of 
finite extent generates a wave incident upon S. The incident wave is denoted by {P,,V,}. 
The total field in T>\ is written as the superposition of the incident field and the reflected field 
{P
r
, V,}. The total field in V<¿ is the transmitted field {P<, V ( }. In two subsequent sections, 
one direct and two iterative methods are described for the numerical solution of the problem. 
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Figure 6.1 : Configuration and a realization of a rough surface having a Gaussian roughness 
spectrum with a correlation length L = 1 mm and an rms surface height h = 0.5 mm. 
6.3 Integral equation methods 
6.3.1 Direct solution method 
Assuming that the contribution from the parts of the contour integrals at infinity vanish, 
leads, at the interface <S, to the simultaneous integral equations [6.9] 
\p(x) - [ [Г!(х|х') (х') + A!(x|x')P(x')] · f(x')dx' - Я,(х), * e S, 
¿ J
**
s
 (6.1) 
^P(x) + / [Г2(х|х') (х') + Л2(х|х')Р(х')] · i/(x')dx' - 0, χ € S, (6.2) 
¿
 Jx'es 
where Γι,2(χ|χ') = -ιρωϋ\j2(x - х ' ) , Λι ι 2 (χ |χ ') = - V x G i , 2 ( x - x ' ) , ^ ¿ ( х —х') the volume 
injection Green function, and V
x
 the spatial derivative evaluated at x. For 2D we have 
Gi,2(x - x') = ІЩ (fci,2|x — x'|)/4. with í/¿ the zero-order Hankel function representing 
outgoing waves and A'i = ω{ρ\Κ\)λΙ2 and A;2 = IJJ{P2K'¿)1 the (complex) wavenumbers in V\ 
and T>2. respectively. Expressions for the Green functions and the derived functions Γι,2(χ|χ') 
and Лі
і 2(х|х') in 2D and 3D are given in Appendix 6.A. 
The integral equations relate the pressure Ρ at a point χ on the interface 5 to surface 
integrals along <S involving pressure and the normal component of the particle velocity. The 
outward normal of the surface S at x. pointing into T>\. is denoted by f(x). Equations (6.1) 
and (6.2) constitute a system of two integral equations with two unknown quantities, viz.. 
P(x) and t/(x) · V(x) on S. It is noted that the integrals in the left-hand sides of (6.1) and 
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(6.2) have to be interpreted as their principle values, i.e., the integrals are, when necessary, 
calculated by a limiting procedure that excludes the singularity at χ = x' in a symmetrical 
manner. Once the solution to -P(x) and i/(x) · V(x) has been found, the transmitted field Pt 
follows from an integral over S [6.9] 
P,(x) = - [ [Г2(х|х') (х') + Л2(х|х')Р(х')1 · i/(x')rfx', x € V2. (6.3) 
•/x'e-S 
The numerical solution to (6.1) and (6.2) can be obtained by discretizing the integral equa-
tions, evaluating the singular parts of the integrals, and solving the resulting system of linear 
equations by matrix inversion. This method will be called the Direct Integral Equation 
method (DIE). 
6.3.2 Iterative solution method 
The technique described in [6.8] is used to arrive at an iterative method for the solution of 
the two coupled integral equations. The iterations are obtained from a continuous version of 
the conjugate gradient technique. The method will be called the Conjugate Gradient Integral 
Equation method (CGIE). Normalizing the unknowns P(x) and V(x) — V(x)-i/(x) according 
to 
P(x) = Z^Xpix), (6.4) 
V(x)--Y0l/2Xv(x), (6.5) 
with Zo and YQ a reference impedance and admittance, respectively, the integral equations 
(6.1) and (6.2) can be written as (see Appendix 6.B) 
Yi(x)= / tep(x,x')Xp(x') + Jf iK (x .x ' ) Iv(x ' ) l «ix', x e 5, (6.6) 
Λ'€5 
У2(х) = ί [K2P(x,x')XP(x') + AV(x,x')Xv(x')] dx', χ e 5. (6.7) 
Jx'es 
We assume the existence of an iterative procedure, in which η steps have been carried out. 
The iterative procedure has led to the values Xp '(x) and Xy (x). The integrated squared 
error after η steps of iteration is 
FREW-= [ ( |F, ( n ) (x) | 2 + | F 2 ( n ) ( x ) | 2 W (6.8) 
in which 
F $ ( x ) = У 1 і 2 (х)-
Í [ tf i ,2Hx.x')*P V ) + KU2V{x^x')X^\x')]dx\ x e S. (6.9) 
JK'ÇS 
In going from the (n - l)st step to the nth, we use 
Xpnl = Xrn-.l)+nMg^v, (6.10) 
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where 77'"' is a variational parameter to minimize ERR^ and gpV = gpy(x) are the search 
directions. Using Eq. (6.10), it can be shown that 
in which 
p(") _ p ( « - l ) „(n) /·(") 
M,2 — r l , 2 7 ' J 1,2 ' 
№(*) = f [ t f , , 2 p ( x , x ' ) 4 n V ) + ^l ,2v(x,x ' )4 n ) ( X ' ) ]dx ' , X 6 «S. 
Jx'es 
For the search directions the conjugate gradient directions are taken [6.12]: 
(n) _ ( n - l ) ¿ ( n ) („_!) 
УР.
 — SP,V + д (
п
_ і ) У Р , ' n ^ A 
„(1) _ , ( 0 ) 
where the symbols SpV = SpV(x) denote the steepest-descent directions 
4 ( * ) = Í f [Kipytf, *)F[n)'(x') + K2P.v(x', x)K<n)*(x')]dx' 
Ux'es 
(the asterisk denotes complex conjugate) and 
л<">= / (|
β
£ ^ + i.s-lr^W 
Л е 5 v у 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
χ € 5 , 
(6.15) 
(6.16) 
Note that the positions of the arguments χ and x' occuring in Κ χ and A'2 in Eq. (6.15) are 
interchanged as compared to Eq. (6.12). 
The variational parameter resulting from the choice for the conjugate gradient directions 
is given by 
η 
( η ) AW 
with 
д(»)=/ (|/ín)|2 + | / in ) |2W 
Jx.es v ' 
The error decreases at each iteration step according to 
14Ы12 
ERRM = ERR^-V - ¡-H-. 
(6.17) 
(6.18) 
(6.19) 
As a result, a decrease of the error is obtained if A^ φ 0. From Eq. (6.16) it can be seen 
that this is the case if SpV φ 0. However, if SpV vanishes, the exact solution is arrived 
at in the iteration τι—1. Once the iteration process has been stopped, the transmitted field is 
found from evaluation of Eq. (6.3). The complete iteration scheme can be found in Appendix 
6.D. 
86 Comparison of iterative methods 
6.4 Numerical implementation 
6.4.1 Weighting functions 
Some issues concerning the 2D implementation are presented. To be able to make a 
fair comparison between the integral equation methods arid the CGR method, the same 
spatial weighting function was used. For the comparison described in this papaer, Dirac-
impulse functions were used. This results in the so-called point-matching technique, where the 
integrations are performed as simple summations of the discrete function values. If piecewise 
polynomials are used for both the weighting functions and the description of the surface, then 
the subintcgrals of the CGR method can be evaluated analytically (see Chapter 7). The CGR 
scheme was implemented for two different weighting functions: the Dirac-impulse function 
and the piecewise constant function. The implementation for different weighting functions 
also provides a convenient check for the required spatial integration step size. If the root-
mean-square difference in the solution for Dirac-weighting and piecewise constant weighting 
was larger than, say, one percent, then the step size was rejected as being too large. 
6.4.2 Integrals of Green's functions 
The Hankel functions of the integral equation methods were calculated by using the poly­
nomial descriptions in [6.14, pp. 3G9-370]. Although the latter expressions are intended for 
real-valued arguments, complex arguments with relatively small imaginary parts also may 
be used. For the absorption typically found in soft human tissue, these expressions are ac­
curate to about 7 significant digits, where recursion relations [6.14, pp. 385-386] were used 
as reference. When applying the Dirac-weighting functions, exceptions have to be made for 
the integrable singularities of the integral equation kernels, which were evaluated by using a 
piecewise constant weighting function. These singular parts of the integrals were evaluated 
analytically [6.15]. The singular subintegral of the normal derivative of the Hankel function 
was assumed to be zero. Expressions for the integrable singularities are given in Appendix 
6.C. 
6.4.3 Spatial discretization 
Experiments with the spatial step size showed that, for small to moderate surface slopes, 
the calculations gave consistent results for a spatial integration step size Ax < 0.2A. where 
A is the smallest wavelength in both media. For larger surface slopes the discretization in 
the .Ε-direction should be smaller. As an alternative, the discretization can be carried out 
with constant step size along the surface. To study the behaviour of the methods for varying 
surface characteristics, surfaces with different correlation lengths L and different root-mean-
square surface heights h were generated. The irregular interface has a surface height with 
a Gaussian roughness spectrum, as described by Thorsos [6.15]. A surface realization with 
correlation length L = 1 mm and mis surface height h = 0.5 nun is shown in Fig. 6.1. The 
convergence of the CGR method is primarily governed by the maximum surface slope, see 
Chapter 4. Therefore the ratio h/L was used as one of the independent parameters. The 
other independent parameter was the correlation length L. For h/L < 0.5. 512 surface points 
at a step size Δ.Γ = 0.2A were used, with A — 2πj'(л^/'р2н^) the wavelength in medium 2. For 
h/L — 1, 1024 surface points with Δ.Γ — 0.1A were used. 
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6.4.4 Spectral discretization 
The CGIE method uses the same function spaces for the residuals as for the search direc­
tions. For the CGR method however, residuals are calculated in the spatial domain, whereas 
the search directions are calculated in the spectral domain. This leads to an additional degree 
of freedom with respect to the discrete implementation. However, it will be seen that the 
discretization in the spatial domain prescribes the choice for the (optimum) discretization in 
the spectral domain. This is illustrated in Fig. 6.2, where the convergence properties of the 
CGR method are shown. The plot shows the residual error as a function of the number of 
—-—• (Ό iterations. The residual error ERR at the iteration η is defined by 
where ERRQ is the initial error ERR^ for a zero initial guess, i.e., Xpy = 0 (CGIE) or 
Φ;.0, = 0 (CGR). The ratio r is introduced as the total number of modes taken into account 
divided the number of propagating modes. In fact, the graph of Fig. 6.2 shows the convergence 
properties for a fixed spectral step size with the number of modes as parameter. It can be seen 
that the error reaches a certain minimum value after some iteration steps, where the minimum 
is lower if more modes are included. However, it can also be seen that the convergence 
rate strongly decreases if г becomes larger than unity, i.e., if more evanescent modes are 
included. In the next subsection it will be shown how a preconditioning operator can improve 
the convergence considerably for this case. However, in almost every case occuring in our 
application, we found that the use of propagating modes only, leads to a sufficiently small 
residual error. If we omit the evanescent modes altogether, the question remains what the 
desired number of propagating modes is. To this end, all modes up to the evanescent mode 
limit were used where the mesh size in the discretized spectral domain was varied. This is 
equivalent to varying the number of propagating modes, which is shown in Fig. 6.3. The 
dashed line indicates the number of propagating modes corresponding to the discrete Fourier 
transform, for a given spatial stepsizc/wavelength-ratio. Fig. 6.3 shows that the residual 
error is not improved anymore if the number of modes is larger than the number of modes for 
the discrete Fourier transform. Taking the spectral mesh size corresponding to the discrete 
Fourier transform turns out to be very convenient in practice. It allows a direct coupling of 
the rough surface calculation method to FFT-based extrapolation methods for piano-parallel 
geometries. Following the above, the number of plane waves for the CGR-method was taken 
to be equal to the number of surface points NT. The spectral mesh size Akx was taken to 
be the value for the discrete Fourier transform, i.e., AkT = 2π/(ΝχΑτ). The number of 
unknowns then becomes 27V, if all modes are used and 4І , Δ.Γ/Α if only the propagating 
modes are used. 
6.4.5 C G R Precondit ioning 
In the previous subsection, the inadequate convergence of the CGR method was men­
tioned in the case that evanescent modes were included. If the problem would have been 
solved with direct matrix inversion, then the matrix would have been found to be very ill-
conditioned [6.16]. Ill-conditioned matrices often lead to badly converging conjugate gradient 
schemes [6.17]. Therefore, a modification of the scheme was searched for by employing well-
behaved matrix elements. The modification was implemented along the lines of [6.9] by using 
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Figure 6.2: Residual error ERR of the CGR method as a function of the iteration number 
η with parameter the ratio r, the total number of plane waves taken into account divided by 
the number of propagating waves; L = X = 0.294 mm, h = A/2 = 0.147 mm. 
100 150 200 
Number of propagating modes 
. . ( J V ) 
Figure 6.3: Final residual error ERR of the CGR method as a function of the number 
of propagating modes. Evanescent modes are omitted. The dashed line corresponds to the 
number of propagating modes for the discrete Fourier transform: 2 N
x
Ax/X. with NT = 512, 
Δ.τ/λ = 0.2, L = 1 mm, h = 0.5 mm. 
6.4 Numerical implementation 89 
(η) 
Figuro 6.4: Residual error ERR of the CGR method with preconditioning (indicated by 
P) and no preconditioning (indicated by NP) as a function of the iteration number n, with 
parameter the ratio r, the total number of plane waves taken into account divided by the 
number of propagating waves; L — λ — 0.294 mm, h = A/2 = 0.147 mm, N
x
 = 256. 
a preconditioning operator Ρ that approximates the inverse operator of the problem at hand. 
The conjugate gradient directions for the preconditioned scheme become 
_(") _ p.p„(»-i) , Л{П) > - i ) „ > о 
J l ) _ p*p„(0) 
flr,t — r rST,t ) 
where P* is the adjoint of Ρ and where 
A™ = (Γ (\Psin-^\2 + \Ps[n-1]\2)dk
x
dky. 
(6.21) 
(6.22) 
(6.23) 
The choice for the preconditioncr was inspired by [6.17]. Useful results were obtained from the 
inverse of the matrix diagonal of our direct least-squares minimization procedure in section 
4.E. Then, the preconditioncr is defined by 
P 4 " > = [ / ( |Го1к
Р 1 | 2 + \Zo\\u • k/ | 2 ) |e i k"-*|2 (bc 
L/xcs 
1-1/2 
» 
P.S. 
(n) [ (IVblluW2 
1-1/2 
+ |Zü! |^-k . j | 2 ) | c ' k 2 x | 2 ( /x .(") 
(6.24) 
(6.25) 
In Fig. 6.4, the convergence of the preconditioned CGR scheme is compared to the conver-
gence of the standard CGR scheme. From this figure it can be seen that the preconditioning 
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indeed has a positive effeet on the convergence rate. It can also be seen, however, that there 
is little difference in convergence if evanescent modes are omitted. Schemes which are already 
well-behaved, such as the CGR method with omitted evanescent modes, apparently are not 
substantially improved by using the preconditioncr. However, the very ill-conditioned CGR 
method with evanescent modes benefits from the preconditioncr. It should be noted that the 
use of this diagonal preconditioner results in only a small increase in computation time. 
6.5 Results 
6.5.1 Configuration 
The methods were applied to surfaces described by Gaussian statistical averages, in this 
case a correlation length L and a root-mean-square surface height h. The mean of the surface 
is at ζ = 0. The rough surface is irradiated by an array transducer at depth 2 = 1 0 mm. 
The ID linear-array transducer consists of 128 radiating elements, each having a width of 
0.15 mm, positioned at a grid distance ("pitch'') of 0.2 mm. The electronic focus is at depth 
2 = —40mm (that is, at a distance of 50mm from the array), in a medium with the parameters 
p\ and n\. The array elements radiate with equal magnitudes of normal surface velocity. The 
frequency is 5 MHz and the sound speeds arc: c\ = 1550 m/s and c^ = 1473 m/s, i.e. a sound 
speed contrast of 5 percent. The densities are p\ — pi = 103 kg/mJ. The attenuation is 0.5 
dB/(cm MHz). Note that due to the attenuation the compressibilities are complex valued. 
The values for the reference admittance YQ and the reference impedance ZQ were taken to be 
the geometric means of the admittances and impedances of both media. 
6.5.2 Performance 
The sound propagation through the irregular interface was analyzed with the two iterative 
methods and a phase-screen approximation, where the results of the direct integral equation 
method (DIE) were used as a reference. The evanescent components of the CGR method were 
not taken into account, which results in a relatively high efficiency from a computational point 
of view. The calculations were run on a 10 MHz Sun-Sparc LX in Matlab 4.2. Within a finite 
number of iterations the CG1E method always converged to the results obtained with the 
DIE method. Therefore the CGIE method will be used as the reference from now on. 
A beam pressure plot for the plane interface is shown in Fig. 6.5. The beam pressure 
plots show the incident pressure field Р
г
(х) and the transmitted pressure field P((x). The 
interface is shown as a dark line in the figures. The beam pressure plots for the irregular 
interface obtained with CGIE (Fig. 6.6) and CGR (Fig. 6.7) agree closely. 
In Tables 6.1 - 6.4 the results are shown for the different surface characteristics. It can 
— ~ — (,V) 
be seen that the residual error ERRCCR of the CGR-method becomes larger for larger h/L 
ratios, as was also shown in Chapter 4 for sinusoidal interfaces. On the surface, the normalized 
root-mean-square difference Î'CGIR-CXÎR between the CGR method and the integral equation 
methods has a similar behaviour. The CGR residual is roughly a factor two smaller than the 
difference between the two methods. If we assume that the integral equation gives the moie 
accurate result then we can say that the residual of the CGR method is a good indication 
of the absolute accuracy on the surface. The performance in the focal plane has a somewhat 
different behavioui. At first sight, the difference -EC'GIE- CGR between the CGR method and 
the integral equation methods does not seem to depend on the surface irregulaiity for small 
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Figure 6.5: Pressure magnitude field of array transducer for a plane interface separating two 
media. The array transducer is positioned at ζ = 10 mm and radiates into a medium with 
parameters c\ — 1550 m/s, p\ = 103kg/m' at a frequency of 5 MHz. The parameters of the 
second medium are: ci = 1473 m/s, рг = 103kg/m . The attenuation in both media is 0.5 
dB/(cm MHz). The focus is at ζ — -40 mm. 
Figure 6.6: Pressure magnitude field of array transducer for an irregular interface separating 
two media with L = 2 mm. h = 1 mm, CGIE method. 
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Figure 6.7: Pressure magnitude field of array transducer for an irregular interface separating 
two media with L = 2 mm, h = 1 mm, CGR method. 
surface irregularities. As a matter of fact, the rms difference for a completely flat interface is 
0.054. This difference is caused by the finite support of the spatial integrals. At a distance 
halfway the focal plane, the differences between the iterative methods are smaller. In Tables 
6.1 - 6.4 also the results for a phase-screen approximation are shown. The tables show the 
normalized root-mean-square difference £cGlE-phasescreen between the phase-screen method 
and the integral equation methods. The phase-screen approximation acts as a local time-
shift operator based on travel time differences in the two media. Refraction is not taken 
into account in the phase-screen approximation, which leads to relatively large errors at large 
ft/L-ratios. The beam magnitude cross sections for the iterative methods are very close, also 
in the focal plane. Examples of two beam cross-sections in the focal plane are shown in Figs. 
6.8-6.9. Fig. 6.8 shows the beam cross section for a perfectly flat interface, whereas Fig. 6.9 
shows the beam cross section for a rough interface. It should be noted that the CGR method 
can be made more accurate than the results of Tables 6.1 - 6.4 by using all propagating and 
evanescent waves, in combination with the preconditioned scheme. 
As far as the computational efficiency can be evaluated from a single numerical imple-
mentation, it can be said that for the accuracy we desire, the total computation time of the 
CGIE method is much larger than the computation time of CGR (Fig. 6.10). There are 
two reasons for this. Firstly, for the first few iteration steps, the convergence of CGIE is not 
as fast as the convergence of CGR. Secondly, the computation of the Hankel functions for 
CGIE requires much more time than the computation of the exponentials in CGR. However, 
the error obtained with the (non-preconditioned) CGR-method reaches a steady value after 
a number of iterations, wheras the error obtained with CGIE can be driven to an arbitrarily 
small value. Our interest is in simulation of interfaces of moderate surface slopes separating 
media with low contrast. Then, the final error value which can be obtained with CGR is 
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L[mm] 
0.2 
0.5 
1 
2 
ERRCGR 
0.0040 
0.0013 
0.0010 
0.0024 
£CGIE-CGR 
(rough interface) 
0.0090 
0.0042 
0.0030 
0.0055 
EcGIE-CGR 
(focal plane) 
0.048 
0.048 
0.047 
0.047 
^CGIE—phascbcreen 
(focal plane) 
0.062 
0.061 
0.060 
0.061 
Table 6.1: Residual error ERRCGR of the CGR method, the normalized root-mean-square 
difference between the integral equation methods and the CGR method £cGlE-CGR (on the 
rough surface) and i?cGiE-CGR 0 n the focal plane), and the normalized root-mean-square dif-
ference between the integral equation methods and the phase-screen method ^CGlE-phasescreem 
for h/L = 0.1. 
L[mm] 
0.2 
0.5 
1 
2 
-(N) 
ERRCGR 
0.0089 
0.0048 
0.0095 
0.0049 
í 'CGIE-CGR 
(rough interface) 
0.022 
0.012 
0.018 
0.0086 
£CGIE-CGR 
(focal plane) 
0.049 
0.047 
0.047 
0.046 
^CGIE—phasescreen 
(focal plane) 
0.065 
0.060 
0.062 
0.063 
Table 6.2: As Table 6.1, except h/L = 0.2. 
L[mm] 
0.2 
0.5 
1 
2 
-W 
ERRCGR 
0.036 
0.035 
0.040 
0.051 
-ECGIE-CGR 
(rough interface) 
0.070 
0.065 
0.080 
0.085 
•ECGIE-CGR 
(focal plane) 
0.065 
0.050 
0.047 
0.047 
•^CGIE — phasescreen 
(focal plane) 
0.092 
0.071 
0.078 
0.12 
Table 6.3: As Table 6.1, except h/L =- 0.5. 
L[rnm] 
0.2 
0.5 
1 
2 
ΛΜ) 
ERRCGR 
0.090 
0.086 
0.076 
0.058 
•EcGIE-CGR 
(rough interface) 
0.13 
0.17 
0.22 
0.16 
^CGIE-CGR 
(focal plane) 
0.078 
0.070 
0.092 
0.072 
-^CGIE—phasescreen 
(focal plane) 
0.13 
0.14 
0.15 
0.39 
Table 6.4: As Table 6.1. except h/L - 1. 
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Figuro 6.8: Magnitudo beam cross section of the pressure field in the focus of a linear array 
transducer for the CGIE method (solid line) and the CGK method (dotted line); plane surface 
S, i.e., /i=0. 
Figure 6.9: Magnitude beam cross section of the pressure Held in the focus of a linear array 
transducer for the CGIE method (solid line) and the CGR method (dotted line): surface S 
with Gaussian roughness spectrum having parameters L = 2 mm. /( = 1 mm. 
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Figure 6.10: Residual error ERR versus computation time on a 40 MHz Sun-Sparc for the 
CGIE method and the CGR method. 
sufficiently small. 
6.6 Concluding remarks 
Two iterative methods for the 2D simulation of wave propagation through aberrating in-
terfaces weie compared. The iterative plane-wave (CGR) method has a number of attractive 
features that makes it very suitable for simulation through aberrating media in human tissue. 
A clear advantage is the very rapid conveigence for media with relatively low contrast and 
moderate surface roughness. The advantage is for a large part obtained from the observation 
that, under the latter conditions, evanescent modes can safely be neglected. Also if evanes-
cent modes are neglected, the method is more accurate than a phase-screen approximation. 
If the residual error should be lower then evanescent modes should be included. For the cases 
that evanescent modes are required, an efficient preconditioning scheme has been presented. 
A further advantage of the CGR method is that it can be directly coupled to FFT-based 
extrapolation methods. In addition, the implementation is relatively simple (also for 3D) 
because of the lack of singular integrands. Foi improved accuracy and stability the spatial 
subintegrals can be evaluated analytically for a common class of surfaces and weighting func-
tions. However, if extremely rough surfaces have to be evaluated, possibly with re-entrant 
points, then the integral equation method should be used. 
Before we apply the numerical methods of the present chapter to the design of an aber-
ration correction scheme in Chapter 8. we first discuss the numerical implementation of the 
Conjugate Gradient Rayleigh method in more detail in the next chapter. 
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6.A Appendix A: Green's functions 
In two-dimensional situations the Green function Go,(x — x') in domain VQ, Ω = {1.2} is 
given by the outgoing-wave function [6.18] 
G i 2(x - x') = ^ ( f c f i l x - x' |), (6.A.1) 
where Яд is the Hankel function of order μ and fco. equals the wavcnumber W(PQKQ)1/2. with 
density ρςι and compressibility KQ. In three-dimensional situations GQ(X - x') is given by the 
outgoing-wave Green function [6.18] 
_ifcn|x-x'| 
σ
Ω
( χ - χ ' ) = — — . (6.A.2) 
4 π ] χ - χ ' | 
The 2D monopole function Γο.(χ|χ') is given by 
Γ
Ω
(χ |χ ') = ^ / # > ( А п | х - x' |). (6.A.3) 
The derivative operator V
x
 leading to the functions Ao.(x|x') is for spherical and cylindrical 
symmetry defined as 
V
x
{-} = i
r
^ l , (6.A.4) 
where г is the radius coordinate and i
r
 is the unit vector in radial direction. Hence, the 2D 
dipole function Ao,(x|x') can be evaluated as 
A
n
(x |x ') = i ^ t f p ' t M x - x'l), (6.A.5) 
where i
r
 is the unit radial vector pointing from x' to x, i.e., 
x — x ' , . ч 
Similarly, the 3D monopole function Γο.(χ|χ') and the 3D dipole function Л^(х|х') can be 
evaluated as 
„!fc
n
|x-x'l 
Γ
Ω
(χ |χ ') = - ^ ^ - - ^ , (6.Λ.7) 
ASÎ(x|x') = -lp -¿^
χΤ
 К (6.Α.8) 
6.Β Appendix Β: Integral equation kernels 
The integral equation kernels Λ'ιρ,ν in Eq. (6.6) and K2p,v in Eq. (6.7) are obtained by 
introducing a delta function in the following way: 
A' 1 P(x.x') = Z 0 1 / 2 ^ ( x - x ' ) - « / ( x ' ) - A , ( x | x ' ) (6.B.1) 
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À''2P(X. x') = Z0 
1/2 
- 5 ( Χ - Χ ' ) + ^ Χ ' ) · Λ 2 ( Χ | Χ ' ) (6.B.2) 
Л ^ ( х , х ' ) = -Г0 1 / 2Гі(х|х') 
А-2 '(х,х') = ; ) , / 2Г 2(х|х'). 
The left hand sides of Eqs. (G.6), (6.7) are given by 
Уі(х) = Р,(х). 
(6.B.3) 
(6.B.4) 
(6.B.5) 
ВД = 0. (6.B.6) 
6.С Appendix С: Evaluation of the matr ix diagonal 
This appendix gives approximations for the snhintegrals involving the integrable singular­
ity of the Hankel functions (2D) and exponentials (3D). The 2D derivations lead to the same 
result as in [6.15]. The 2D interface is denoted by the coordinates χ = (.г.ζ). 
6 . C l 2D integrable singularities 
Monopole term 
Application of a weighting procedure by mull ¡plying the integral equations with a piece-
wise constant weighting function, which is non-vanishing only at subsurface clement <Sm, and 
by subsequent integration over <S, leads for the matrix diagonal with the zero-order Hankel 
function to integrals of the type 
/ H
(
0
x)(k\xm-x\)dx, (6.C.1) 
which can be evaluated by integrating over χ and assuming that the path length variable 
(1 +C'( ' r )) 1 ^ 2 (the prime denotes differentation with respect to x) can be approximated by 
the constant f
m
. Then one obtains 
«™ + Δχ/2 
7 m / H{0
l)(k\x„,-X\)dx. 
Jx,„-Ax/2 
The evaluation results from an approximation for small arguments [6.14]: 
2? Я ^ ( 2 ) « - I n 2, | г | « 1 . 
and from the substitution of 
•r - J·'« + 1 
1/2 
•Φ« 
(6.C.2) 
(6.C.3) 
(6.C.4) 
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which leads to 
rx
m
 + Ax/2 2 
1; , 
lr
m
-bx/2 π 
/ — \n{k\x
m
 -x\f
m
)dx 
Λ „ - Δ ι / 2 π 
^ гк-)
ш
Лт/2 
- Ü f 
кп J0 
In xdx 
= ~[xhix-xÙ'"Ax/2. (6.C.5) 
K l 
The final result is obtained by using the small-argument approximation of the Haiikel function 
again: 
/ H^\k\xm - x|)tix « д . ^ я « f^pm\ ,
 A.|Xm _ X| « L 
•
/xeS
"' \ 2 p / (6.C.6) 
Dipole term 
An approximation of the integral of the normal derivative of the Hankcl function can be 
found by using 
/ і /- і 7 .Я} 1 ) (/г | х т -х | ) ( іх«7 т ƒ i/-irHY'(k\xm-x\)dx, 
JxCSm J im—Δχ/2 (Q ç η 
fTm+Ax/2 
v-i
r
H\l'(k\x
m
 
(6.C.7) 
where 
1 
|Xm X 
and the inner product is obtained from 
•(.Cm Χ.ζπ,-ζ), (6 .C.8) 
« / « — ( - U . 1 ) . (6.C.9) 
Additionally, by assuming k\x
m
 — x| <g; 1, we can use the small argument expansion of the 
first order Hankel function [6.14] 
H[1)(Z) « - — , \z\ « 1, (6.C.10) 2i 
and expand the surface in a Taylor series up to second order: 
ζ(χ) « С(^) + С'(^)1х=,,Л.с-^) + С ' Ч ^ ) 1 ^ Л ^ — · 
^ (6.C.11) 
Hence, the zero-order and first-order terms vanish and the integrand becomes a constant. 
The resulting approximation is 
f ν • i
r
H{1}(fr|x - x
m
|)rfx « ^ f . k\x - x
m
| « 1. (6.C.12) 
Jx.cs,,, ™">m 
If the surface consists of piecewice linear functions then the above expression vanishes. 
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6.С.2 3D integrable singularity 
Assuming the same weighting procedure as for the 2D-case in subsection 6.С.1. the 
monopole terms lead to singular integrals of the form 
L лкЫ- x'l — -dx'. (6.C.13) x'65„, 4тг |х-х' | 
We assume that S
m
 is a circular surface element with radius r — a and origin at x. If we 
introduce polar coordinates then the integral is easily evaluated. In case of rectangular surface 
elements with area АЛ we can use the equivalent radius of such a rectangular clement, which 
yields the approximate result 
J _ ^ку/КЩ _ ή (6.C.14) 
The integral of the singularity of the normal derivative of the Green function, the dipole term, 
often can be assumed to vanish for small surface elements. 
6.D Appendix D: Iterat ion Scheme 
The iteration scheme can be started with an arbitrary guess for the pressure P(x) and 
the normal velocity V(x). In the present case the initial values are set to zero. 
• Initialization 
n = 0 
X^
v
 = 0 
fi0) = pt 
F f = 0 
ERRW=[ \F¡Q)\2dx 
JxeS 
• Begin loop 
.s(p
n)(x) = [ [к 1 Р (х ' ,х)^ ' 1 ) *(х ' ) + К 2 И х ' , х ) ^ ( п ) * ( х ' ) Г * с ' Jx'es L J 
4 n ) (x) = / [ A n ^ . x ^ V ) + Λ' 2ν·(χ'.χ)^ ( η )*(χ')1*^χ' J χ'es L " J 
η = τι + 1 
A^-í (\sP\2 + \aP\2)dx 
Jx.es ν ' 
An) _ ί ЯРЛ- η = г 
Ур. - ) (n-1) , Д<") (η-1) ^ , 
Ι *ρ,ν +лпгту5р. - η > 1 
/{η)(χ) = / [A'1P(x.x')í/£V) + KMx^gPtf)] <**' J χ' es L J 
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/<n)(x) = / ГА-2Р(Х,Х')# ) + A-2r(x.x')<7Ín)(x')l d*' 
Jx'eS L J 
вы=[ (іл(п)і2-н/<я)і2)лс 
» -
Д(") 
γ ( » ) _ γ ( η - 1 ) , (η) M 
F(r.) _ F(n-1) _ (n)f(n) f
 1,2 — r l , 2 V /l,2 
• End loop 
In the two-dimensional сане we have: 
A-1 P(x.x') = Z 0 1 / 2 1., ,. , „ x - x ' ^irrWf, ±Ä(x - x') - vtf) · ¿ ^ - i l i Л "(Mx - x'| 
Δ X — X 4 
A- 2p(x,x') = ^ 0 1 / 2 -*(x-x')
 + , (x ') 4 χ - χ ' ^ № - χ ' | 
Α-1,(χ.χ') = -7η,/4,,α·ι|χ-χ'Ι) 
АЫх,хО = ^ о
1 / 2
я № 2 | х - х ' І ) 
In the three-dimensional case we have: 
A ' 1 p(x,x , ) = Z ( 1 / 2 
1 » /x / /4 / , , е ! * і | х - х , | № | х - х ' | - 1 ) 
2 0 ( X - X > + "<*> • ( X - X } Дс-хФ 
A'2p(x,x') = Z0 
1/2 1 » ,, / , w , , ^ '
χ
-
χ ,
' ( ^ 2 | χ - χ ' | - 1 ) 
ΑΊν(χ,χ') = ίωρχΥ^2 — 
ι*·ι |χ-χ' | 
A 2 y / ( x . x ) = -lLJp2Í0' — 
4тг|х - x'l 
Д-2ІХ -x'l 
4 π | χ - x'l 
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Chapter 7 
Implementation of the Conjugate 
Gradient Rayleigh method 
Throe issues concerning the implementation of the preconditioned Conjugate Gradient 
Rayleigh (CGR) method for the computation of reflection and transmission at a rough sur­
face are discussed. The method determines the plane-wave amplitudes of the reflected and 
transmitted field by minimizing the integrated squared error in the boundary conditions with 
a conjugate gradient technique. The spatial integrals can be treated analytically if a piecewise 
polynomial describes the rough surface. In order to arrive at stable numerical results, the 
strong form of the error criterion is replaced by a weak form. After a derivation involving 
a generalized weighting function, the spatial sub-integrals are evaluated explicitly for three 
special cases. The simplest weighting function is the Dirac-impulse, which results in the 
point-matching technique. More reliable weighting functions are the pulse-shaped and the 
rooftop-shaped weighting function. A computationally efficient form of the 3D CGR-method 
is presented for cylindrical surfaces, which is called the 2.5D CGR-method. Finally, a calcu­
lation scheme is presented for a reverberating layer that consists of one flat and one rough 
interface. 
7.1 Weak form of the iteration scheme 
The implementation of the Conjugate Gradient Rayleigh algorithm in a computer program 
requires a discrete version of the continuous representations. This chapter will present discrete 
versions based on the standard CGR scheme of Chapter 4 and the preconditioning extension 
of subsection 6.4.5. A discrete version of the error criterion in the boundary conditions is 
obtained by adding a finite set of locally averaged residuals. The averages result from the 
multiplication with a suitable weighting function and subsequent integration over the rough 
surface. If the weighting function has limited spatial support, then the spatial weighting 
procedure acts as a local averaging operator for the residual error variables. 
Following the narrative above, wo multiply the local boundary condition enors Fp (x) 
and Fy'(x) of Eq. (1.21) with a weighting function И'(х) and integrate over the rough 
surface S to obtain the weak forms [Fp ] and [F
v
 ], respectively: 
{ [ 4 П ) М 4 П ) ] } = / H-(x){F<")(x).F
v
(
"
)(x)Wx. (7.1) 
•/xes 
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A discrete version of the error criterion ERR^ of Eq. (4.20) can be obtained if we add the 
contributions due to Λ/ shifted versions W
m
(x) of this weighting function: 
м 
ЕШ&* = £ (\[F{pn)U2 + | [ 4 n ) ] m | 2 ) , (7.2) 
m=.\ = l 
where 
where 
(7.4) 
{[4n)]«· [ 4 n ) U = / W
m
{x){F^\x),F^\x)}dx. (7.3) 
Jx.eS 
Substitution of the local boundary condition errors 
F£° = Y0
1/2
 (p, + ΡΪη) - p/n)), 
4n> = ^ . ( v . + vW-v'" ' ) , 
into Eq. (7.3) results in 
[ 4 n ) ] m = Y¿/2 I Wm(x) (p,(x) + P("»(x) - P¿(n)(x)) «bc, (7.5) 
[ 4 n ) ] m = Ζψ f Wm{x)u{x) - (V,(x) + v W ( x ) - V{n )(x)) rfx. (7.6) 
Using the plane-wave field representations 
{P„V,}(x) = [Г{Р
г
.
 г
}(к
х
,к
у
)ег^хак
х
ак
у
, х е Р ь 
J J — oo 
{ P j ( " ) V ( n ) } ( x ) = j p {p(n)^n)]{kjkyyV.txdkxdk^ x e p b ( 7 7 ^ 
{Pt(n),Vt(n)}(x) = [Г {P^Mn)}{kT,ky)e^xdkxdky, xG2?2, 
jP„V,}(fr
r
,fcy) - ifwpi.k! | Ф , ( ^ , ^ ) , 
{ ^ , ν ί " ' } ^ , * » ) = ^ P b k î } # f e i 9 ) , (7.8) 
{Pf(n),V<n) }(**,*„) = г{а;р2,к2-}ф[п)(^.^), 
the weak forms of the local errors can be written as 
[p("»]
m
 = Y^lm ([P,]m + [Pr(»)]m - [p/")] ro) , (7.9) 
[ 4 n ) ]
m
 = Z ( ;
/ 2
7 m ([V,]m + \V^]n - [v f>] m ) , (7.10) 
where 
{[PiW [V,]m) = — f Г ак
х
ак
у
Ф
г
 f Wm(x){wpi.kï • v(x)}e'^ xrfx , 
"ïmJJ-io . 'xe5 f7 111 
104 Implementat ion of the Conjugate Gradient Rayleigh method 
{[Pr(n)]m, [V™]m} = — ¡ Γ dkx dkyi\.^ [ Wm{*){wpu k+ · i/(x)}e*í-"dx , 
7m J J-oo Jx.eS (γ 12) 
{{P¡n)]m, [Vt{n)}m} = — [ Γ dkx сікуф[п) [ Wm{*){u>p2, k2- · i/(x)}e*2"*dx , 
Tm J J—oc Í/XG(S (7.13) 
with normalization factor 
7m = / Wm(x)dx. 
•/xe-S 
(7.14) 
It is noted that in practice the expression for the incident field {Pi, V¿}(x) in Eq. (7.7) should 
be replaced by an expression in which only forward propagation is used. Thus, the incident 
field should be computed from plane-wave coefficients defined at a depth ζ > z
m a x
, where 
z
max
 is the maximum height of the rough surface (see Chapter 4). The use of this modifi­
cation introduces not a difference from a theoretical point of view but it prevents undesired 
amplification due to backpropagatcd evanescent waves in numerical implementations. This 
modification is incorporated in the iteration scheme in subsection 7.2.4. 
We can now derive the weak versions of the iterates. We start by using the updates for 
the spectral amplitudes: 
Upon substituting the latter expression in Eqs. (7.12) and (7.13), we can write 
where 
[fP)
m
 = ιωΥ0
1/2
 [ Г \-р19Ы f Wm(x)e*ï-*dx 
J J— co L ./xSS 
(7.15) 
(7.16) 
(7.17) 
/xes 
+P29¡n) I Wm(xKk^x<ixl dkxdky, 
Jx€S J 
[fln)]m = iZl0/2 f Г í-s(»> f Wm(x)k+ · V(x)e*f-"rfx 
+9{tn) Í V^m(x)k2- • і/(х)ел2"^ах 
JxGS 
(7.18) 
ί ί Π / ^ ΐ ί Π ί Τ / · 
Like the strong form of ERRSn\ the weak form of ERfft1' can be written as 
2 
ERR{n) = ERR{ n-i) И
( п ) 
β(") + 
(η) _ A
(n)* 
Ж») вы 
in which the discrete version of A^ becomes 
A(n) = Σ{№~1)'ы№и + [4" l)tUf(v]]m), 
(7.19) 
(7.20) 
777 = 1 
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and the discrete version of B^n>: 
M 
ß ( , l ) = E ( i [ Ä « i 2 + i^ n ) ] - i 2 ) · (7·21) 
m —I 
The minimum of Eq. (7.19), as a function of ψη\ is obtained at 
The orthogonality property in the spatial domain becomes 
м 
Σ {iWUUPU + [F^Uf^U) = 0. (7.23) 
rn=\ 
The steepest-descent directions s
r
"t result from interchanging the summation and integrations 
in Eq. (7.20) according to 
Л(7,) =
 S Г i*^*9™ + 8tn~l)*9ln)) àkxdky, (7.24) 
where 
4 η ) * ( * χ . ky) = - T (uPiY^iFp^m Í Wm{x)eAt-*dx (7.25) 
+Z01/2[4n)*]m ƒ Wm(x)kr · í/(x)e*kí-xdxN 
Jxes J 
<">*(*„ fc„) = i ¿ f ^ y 0 1 / 2 [ 4 n ) 1 - / Wm(x)e,k»"-Xdx (7. 
m--l \ J**S 
26) 
+Z^[Fi " b ]m / Wm(x)kJ · i/(x)e ,k*"-xdx 
Л е й 
As before, the spectral orthogonality between the search directions g^t and the steepest-
descent directions sj.™ holds: 
ƒ ƒ °° ( 4 n ) * 4 n ) + *{n)*A (n)) d*xd*» = 0. (7.27) 
The conjugate gradient directions are given by 
Jn) _ (η-i) Λ ( η ) J n - D _ > о ,- ,Q\ 
while 
¿'J = -ÏÏ· (7-29) 
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(n) 
This choice for g^.
 t gives 
A(n)=III (''^"1) |2+ |e*n ~ 1 ) | 2 ) d k x d k y - (7.30) 
If we use the preconditioned based on the least-squares matrix diagonal (see Appendix 4.E 
and subsection 6.4.5), then the conjugate gradient directions become 
> ) _ |p ,|2,(»-i) , A ( n ) -(n-i) _ > о 
9r,t — \rr,t\ S
r
,t + 4(
п
_!)Уг,і η Ζ. ¿ι (7.31) 
„(1) _ lp |2
o
(0) 
9r,t - Vr,t\ sr,t > 
with 
Λ™ = j p (\Р^Г1)? + |Pte{n_1)|2) dkxdky. 
where the preconditioners Pr)¿ are given by 
*r\^Xì Ky) 
(7.32) 
(7.33) 
Σ / W
m
(x) (\Υο\\ω
Ρι
\2 + |Z 0 | |k+ · i/(x)|2) |e*í x |2dx 
.m=l ' / x e 5 
η-1/2 
(7.34) 
Γ ( ( » I , fcy) — ¿ / Wm(x) (ІГоІкргІ2 + ІЯоЦЦ- · ^(х) | 2 ) |β*> f dx 
-1/2 
(7.35) 
7.2 Evaluation of the spatial integrals 
In this section we assume a piecewise linear form of the surface <S. This allows for an 
analytic evaluation of the spatial integrals. We will discuss three weighting functions. The 
simplest weighting function is the Dirac-impulse function, which results in the point-matching 
technique. The other weighting functions are the pulse-shaped function and the rooftop-
shaped function. The 2D results will be presented. 
7.2.1 Dirac weighting functions 
The simplest form of the algorithm is obtained by using Dirac impulses as weighting 
functions (see Fig. 7.1). This weighting function has been used for the numerical examples of 
Chapter 4. The surface height is given by z(x) = z
m
 + (x — x
m
)p
m
, with slope p
m
 = Az
m
/Ax, 
Az
m
 = z
m+ - zm-, with z m f = z(xm + Δχ/2) and zm_ = z(rm - Δ.τ/2) . We assume a 
constant sampling distance Ax = x
m
+i — x
m
. The surface normal at x
m
 is denoted by u
m
. 
If we make the identification ІУ(х) = δ(χ) we can write for 2D: 
[4n)]m = n 1 / 2 Í M O (β(χ) + Pr(î,)(x) - Р(И(х)) dL, (7.36) 
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Figure 7.1: Definition of surface and Dirac weighting functions. 
[4 n ) W = zo/2 ƒ Ы х М х ) · (V,(x) + V<">(x) - V<n)(x)) dL. (7.37) 
Evaluation of the integrals results in: 
[F{pn)}m = Yo'2lm ([Рг]
т
 + [Р$п)]
т
 ~ [P^U) , (7-38) 
[ 4 n ) ]
m
 = Zl'2lm {\V,]m + [V^U - [Vt{%n) , (7.39) 
with normalized path length 7
m
 = [1 + (p
m
)2]1 / / 2 and 
{[P,U, ¡V,]m} = » Г WPUK · vm}ì>S^Xmdkx, (7.40) 
. / -oo 
/
00 
{wPl.kt-u^^e^^dkr, (7.41) 
-OO 
/
OO 
{a;p2,k2- · ^ Ф ^ ^ * ™ ^ . (7.42) 
-OO 
The discrete equivalents of fpy are obtained by substituting the Dirac weighting function in 
Eqs. (7.18) and (7.19) and by subsequent evaluation of the spatial integrals: 
/
oo
 r 
-P i f f , ( n , e , k i - X "+P2. 9 (
( n ) 
-oc L 
ÍK2 'Xn (IKχ , (7.43) 
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[fin)]
m
 = iZll2lm Γ f-k+ · тЯ^е^ *"· + k2- · vmg^e^ 4 
J—oc L J 
dk.T. 
(7.44) 
The discrete equivalents of the steepest-descent directions result from the substitution of the 
Dirac weighting function in Eqs. (7.26) and (7.27) and by subsequent evaluation of the spatial 
integrals: 
ι
 M 
,(»)*(*,) = i Σ 7m ("
Л
У 0
1 / 2[4">*]
т
 + Z0
1/2k+ • ЫКП)*)т) e ïKj Xm 
m=l (7.45) 
M 
^
]\к
х
) = г Σ Im (u;p 2 y 0 1 / 2 [ i t>*] m + Z01/2k2 · vm[F^)m) е^ *«. 
πι—\ 
The diagonal preconditioners of Eqs. (7.34) and (7.35) can be evaluated as 
Pr (**) = 
л/ 
X ; 7 m ( | l í . | | ü ; p 1 | 2 - H Z o | | k í . i / m | 2 ) e - ^ 
,m = l 
-1/2 
(7.46) 
(7.47) 
м 
Pi(fcx) = 
with /?
χ
+
 = +3{/c2,i} and /З^ = -3{fcz>2}. 
Σ 7m ( |1οΐμρ 2 | 2 + IZollkJ · ΐΛη|2) e " 2 ^ 
.m=l 
-1/2 
(7.48) 
7.2.2 Pulse weighting functions 
In this subsection we assume pulse-shaped weighting functions (see Fig. 7.2). The surface 
height is given by z(x) = z
m
 + {x - x
m
)Pm* with slope p
m
 = Az
m
/Ax. Az
m
 = z
m
+ - z
m
_, 
with z
m+ = z(xm + Ax/2) and zm_ — z(xm — Ax/2) . We assume a constant sampling 
distance Ax — x
m
+i x
m
. The surface normal for x
m
 — Ax/2 < χ < x
m
 + Δ.τ/2 is denoted 
by ν
m
. If we make the identification W(x) = Π(χ) we can write for 2D: 
[F<n )]
m
 = У0
1/2
 / П
т
( х ) (р
г
(х) + P(">(x) - Р / 7 І ) ( Х ) ) d l , (7.49) 
[F<Jl)]
m
 = Zi12 f П
т
(х)і/(х) · (v,(x) + V("»(x) - V t ( n )(x)) dL. (7.50) 
which yields 
[ 4 n ) ]
m
 = У 0
1 / а
7 т / (P,(x) + P r ( n )(x) - P/ n )(x)) dr, 
- Δ Λ / 2 
(7.51) 
/••Γ,,,+ΔΧ/2 
(4n)]m = ^ S » , Γ " X i/(x) · (V,(x) + V<">(x) - Vf(,l)(x)) ω . (7.52) 
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Figure 7.2: Definition of surface and pulse weighting functions. 
Evaluation of the integrals results in: 
[FPU = „ 1 / 2 Д х 7 т ([Pi\m + [PÏn)im ~ [Р^}т) , (7.53) 
[4 n ) ]m = Zll2bxlm {[Vi[m + [Vr^]m - [ v f } ] 7 n ) , (7.54) 
with normalized path length j
m
 = [1 + {p
m
)2Y and 
{[Pi\m, \Vi}m} = ij°° {ωριΛΓ · "musine f * Χ ^ π Λ e^^dk
x
, (7.55) 
{[P™]
m
, [vW]
m
] = ij°° {wPl,k+ · i/m}$Weinc ( k J " ' 2 A X m ) елГ' х" CÍfcj-
{ [ Λ , №(η)Μ = » ƒ J^p2,k2- . *т}Ф<п)8іпс ( l · ^ ) 
k 2
 ·
 A X m
 1 e ^ * - ^ , 
(7.56) 
(7.57) 
where sine(2) = (eíz — e~")/(2iz) = sin(z)/z. The discrete equivalents of fpy are obtained 
by substituting the pulse weighting function in Eqs. (7.18) and (7.19) and by subsequent 
evaluation of the spatial integrals: 
[fP)m = ιωΥ^Αχ^ [-ρ, J~ ¿Osine ( j ^ ^ j e^^dkx 
j . Γ (») · 
+P2 / ft sine 
· / — OC 
к ^ Д х „ , \ j k - X m d k (7.58) 
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[ ^ n ) ]
m
 = ίΖΪ/2Αχ
Ίπι
 [- | ° ° k+ - „
mff(">sinc ( k l K 2 A X m ) e*t-*"dkx 
+ / k 2 · i / m $ 'sir 
»/— OO 
k 2 - Д Х т ^ , ^ - . ^ (7.59) 
The discrete equivalents of the steepest-descent directions result from the substitution of the 
pulse weighting function in Eqs. (7.26) and (7.27) and from subsequent evaluation of the 
spatial integrals: 
4-)*(fe) = — Σ lm Urt,2[FP*)
m
 + Zl'\t • v
m
[F^]
m
) sine pLi^jA
 e
*f •«-, 
1
 m=l ' \ ¿ / ( 7 6 0 ) 
í ín ) t(*x) - ¿Δ* ^
 7 m ( w p 2 y 0 1 / 2 [ F ^ * ] m + Z01/2k2- · i / m [ 4 n ) * ] m ) si ine | k ' 2 , Δ χ π 1 ^ · 4 
7 7 1 = 1 (7.61) 
The diagonal preconditioned Eqs. (7.34) and (7.35) can be evaluated as 
Pr(fcx) 
Λ/ 
Δ* J]
 l m (\Υ0\\ωΡι\2 + |Zo||k+ · um\2) sinch(/3+A2 m)e-2 d 1 z" 
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-1/2 
(7.62) 
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Δχ Σ
 7 m (ІУоІкргІ2 + IZollkJ · i/m |2) sinch(/?2-A2m)e-2^ ; 
m = l 
-1/2 
(7.63) 
where sinch(a;) = (e1 — e T)/(2a;) is the hyperbolic sine function. 
7.2.3 Rooftop weighting functions 
In this subsection we assume rooftop-shaped weighting functions (see Fig. 7.3). The 
surface height is given by z(x) = z
m
 + (x - x
m
)p
m
+, with p
m+ = (zm+i - zm)/Ax, . Further, 
we define p
m
_ = (z
m
 — z
m
-i)/Ax. We assume a constant sampling distance Ax = x
m
+i —x
m
· 
The surface normal for x
m
_i < χ < x
m
 is denoted by u
m
- and the surface normal for 
x
m
 < χ < x
m
+\ is denoted by u
m+. If we make the identification И-^х) = Л(х) we can write 
for 2D: 
\F{p]]m = Y0l/2 [ Л т (х) ( В Д + Pr(»)(x) - p/ n ) (x)) dL, (7.64) 
[ 4 n ) ]
m
 = Zl'2 J Л
т
(х)^(х) • (v,(x) + V ^ ( x ) - V, ( n )(x)) dL. (7.65) 
[ 4 " ) ]
m
 =
 7 m _ j H ^ L ^ i z i ( P i ( x ) + P(»)(X) - P ^ ( x ) ) Ar 
Г "
+ 1
 £
=
î g f £ ( Ρ , ( Χ ) + P
r
( n ,(x) - rç(n)(x)) dx- (7-66) 
which yields 
+7m+ 
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Figure 7.3: Definition of surface and rooftop weighting functions. 
[*PU - 7m- Γ ^ ^ " ( * ) • (V,(x) + V(")(x) - V<n)(x)) dx 
+7m+ Γ
+ί
 ^ " ^ ( x ) · (V,(x) + V(")(x) - V<n)(x)) dx, (7.67) 
where 7
m
_ is the normalized patii length for for x
m
_] < .τ < :r
m
 and 7
m
+ is the normalized 
path length for for x
m
 < χ < x
m
+\ . Evaluation of the integrals results in: 
[4'°]m = Y¿'2&*lm ({KU + [Pr(n)]m - [Pt(n)]m) , (7.68) 
[F<n)]m = zl'2Axlm ([V,]m + [VrW]m - [Vf(n)]m) 
with -ym = (7m_ + 7m+)/2 and 
/
oo __ 
{n-_ + n-+)<btdkT, 
-oo 
(7.69) 
(7.70) 
/
OO ^ 
k¡" · (і/
т
_Л ~_ + i/
m +Л~+) Φ,Λ^, (7.71) 
TC and 
Л " = 
7,
n
_ (l - гк1 · Д х т _ ) е г к і Х т - t > , k i Х т - ' 
7т (k¡~ · Δχ,„_) (7.72) 
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and 
and 
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т
- ) and Д х
т
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т
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т
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m
 — z
m
_ i and Д г
т
+ = 
г
т + і — 2 т . The discrete equivalents of fpy are obtained by substituting the rooftop weighting 
function in Eqs. (7.18) and (7.19) and by subsequent evaluation of the spatial integrals: 
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 К - / 2 - _ + * т Л + ) · к2Ч dkr. (7.83) 
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The discrete equivalents of the steepest-descent directions result from the substitution of the 
rooftop weighting function in Eqs. (7.26) and (7.27) and from subsequent evaluation of the 
spatial integrals: 
л
 M 
«<»>'(*,) = ^Y,lm {ωρχΥ^ (Ili. + Ut») l4n)*]m 
m—1 
+ Z ¿ / a ( n + _ ^ m + J l + + i , m + ) - k + [ 4 n ) * ] m } , (7-84) 
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m
_ + I2-+vm+) • k2-[F^n)*]m} . (7.85) 
The diagonal preconditioners Eqs. (7.34) and (7.35) can be evaluated as 
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7.2.4 2D iteration scheme 
An example of a preconditioned CGR scheme is given where pulse weighting functions of 
subsection 7.2.2 are used for weighting the spatial integrals. The preconditioner is based on 
the matrix diagonal of the equivalent least-squares minimization procedure. 
Preconditioners 
Pr = 
Λί 
Αχ Σ
 Ίτη
 (ІУсІкН2 + |Zo||k+ ·
 т
\г) апсЬ(5+Д2 г а)е-а д** 
m=l 
Λί 
η-1/2 
-1/2 
Ρ, = Δχ Σ 7m (ІУоІРйГ + |Z0||k¿- · ι/,,,Ι2) sinch(^-Aî,„)e-2fl= г" 
m = \ 
• Plane interface starting values 
*'t = 7¡- Γ 9,(x,z-zmax)e-,k''dx 
2π
 J-oc 
[Pt]m =ιωΡί Γ $;e*Ä-'I»»sinc(k1 · Дхт/2)еік> *-<№, 
V — ОС 
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V n ) = 
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End loop 
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7.2.5 Example 
In this subsection, an example is given for a two-media problem in which the contrast 
between the media is markedly larger than in previous chapters. Instead of a sound speed 
contrast of about 5 percent, the sound speed contrast now is 50 percent. The sound speed 
contrast and the used surface roughness are such that the evanescent waves can not be ne­
glected anymore. It has already been shown in Chapter 6 that the preconditioned scheme 
should be used if evanescent waves are taken into account. 
The 2D configuration consists of a rough interface irradiated by a focused array transducer 
consisting of 24 elements each having a width of 0.15 mm at a center distance of 0.20 mm. 
The transducer is positioned at an average distance of 10 mm from the rough surface S and 
the focus is at a distance of 50 mm from the transducer (based on the sound speed of the 
medium in which the transducer radiates). The medium near the transducer has a sound 
speed of 775 m/s, whereas the distant medium has a sound speed of 1550 m/s. The density in 
both media is assumed to be 103 kg/m3. The frequency is 5 MHz. A spatial sampling distance 
of 0.031 mm is used at 256 discrete spatial points. The surface is described by a Gaussian 
roughness spectrum with a correlation length of 0.15 mm and an rms height of 0.0775 mm. 
The implementation of the preceding subsection will be used. 
In Fig. 7.4, the convergence properties of the iterative scheme arc shown. The parameter 
r indicates the ratio of total number of plane waves taken into account divided by the number 
of propagating plane waves. For both cases a preconditioning scheme is used, although in 
the case the evanescent waves are absent, i.e., in the case of г = 1, there is virtually no 
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Figure 7.4: Convergence properties of the preconditioned COR scheine in case of large sound 
speed contrast between two media, where r indicates the ratio of the total number of plane 
waves taken into account divided by the number of propagating plane waves. The quantity 
on the vertical axis is the normalized rms error (ERR^^/ERRo)1^2, with ERR^ the value of 
ERRM for Ф<°} = 0. 
difference between the preconditioned scheme and the normal scheme. The residual error of 
approximately 70 percent for the case of neglected evanescent waves is unacceptable. The 
residual error is much lower for r = 5, which corresponds to the use of all propagating and 
evanescent waves. It should be noted that the inclusion of evanescent waves often leads to 
severe computational difficulties if the system of linear equations is solved by direct inversion 
methods [7.1]. Therefore, it is remarkable that already in the first iteration (n=l) г = 5 leads 
to a lower residual than г = 1, even though the underlying system of equations for г = 5 is 
extremely badly conditioned, whereas r — 1 leads to a very well behaved system of equations. 
It should also be noted that the preconditioned scheme differs from standard preconditioned 
schemes [7.2] in that the operators apply to the same local errors as in the original scheme [7.3] 
and as such the resulting residual remains valid as a measure of the accuracy of the method. 
7.3 Efficient method for cylindrical interfaces in 3D fields: 
2.5D method 
In this section, it will be shown that an efficient version of the algorithm can be derived in 
the case of 3D sound fields in combination with cylindrical interfaces, i.e., in the case where 
the surface height ζ is constant in the ^/-direction. The analysis will lead to the result that the 
total integrated squared error in 3D can be expressed as an integral of contributions from an 
essentially 2D version of the algorithm, where the integrations in one spatial direction vanish. 
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This means that this particular 3D problem can be solved by repeated application of the 2D 
algorithm, thereby reducing the computational dimensionality of the problem by one. 
7.3.1 Derivation 
In the analysis, we use a single integrand in the spatial integral leading to our error 
criterion. Extension to the double version of the error criterion (i.e., for both Fp and Fy) is 
straightforward. If the superscript ' n ' indicating the iteration step is omitted, wc can write 
7 ñ ñ = [ |F(x) |2dx, (7.88) 
JxCS 
yherc 
F(x) = F(x, у) = И f(x, y, k
x
, ky) dk
x
 dky. (7.89) 
Introduction of -γ(χ, у), the Jacobian resulting from the coordinate transformation to integra­
tion over i , y, yields 
ERR= dxdyy(x,y) dk
x
dky f*(x,y,kx,ky) dkxdky f{x,y,kx,ky), 
J J J J -OO J J— OO (*7 ПГІ\ 
Interchanging the order of the integrations in Eq. (7.90) leads to 
ERR= / / / / dk
x
idkyidkx2dky2 dxdyf{x,y)f*(x,y,kxl,kyi)f(x,y,kx2,ky2). 
JJJJ — OO J J (J Q1\ 
Because of the vanishing y-component of f, we have expressions of the form 
f(x, y, k
x
, ky) = <p{x, kx, Λ9)β<(*«*+*»»+*«(*-*»)*(*)), (7.92) 
where φ(χ, k
x
,ky) possibly contains inner products between vectorial quantities. We also have 
7(1, y) = 7(2;). Therefore, our particular version of the integrated squared error is of the form 
ERR= / / / / dk
x
\ dkyi dk
x2 dky2 / ахі(х)<р*(х,кх\,куі)ч>(х, кх2,ку2) χ 
e- i(t,„t4(,„.„„„.»ei№...+M»...v,*„/e*<v-,,.,»d9. (7.93) 
If the extent of the surface in the y-direction is large compared with the characteristic wave­
length of our problem, then the pertinent spatial integral leads to 
f
 e
i(ky2-kyl)y dy _^ ¿(A.y2 _ fcyl ). ( 7 9 4 ) 
Using this result, we can simplify the expression for the error criterion to 
dky / / dkx\dkx2 / η{χ)φ*{χ. kxl, ку)<р(х,кХ2.ку) x 
• 00 J J — oc J 
e-t(fcJ.u+^(frJ.i,fry):(j-))eî(<:X2J+fc î(*-I2.fcii)z(î·)) dx (7.95) 
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Therefore, the total error can be expressed as an integral of error contributions according to: 
/
oc 
ERR2D{ky)dky, (7.96) 
-oo 
where 
ERR2D(ky) = // dkx\dkX2 -/{^'(х^к^ткуМх^^.ку) χ 
e
 t(fr Iii+fc*(ír J .bfcy)í(i))eí(*: I .2i+':z(fci2, '£1 ,)i(i)) ¿
χ
 ( 7 9 7 ) 
Changing the order of the integrations, the latter expression becomes 
/
roo /·οο 
άχη(χ) I dk
x
f2D{x,kx,ky) \ dkx f2D{x,kx,kv), 
J—ОС J — OO /γ QQ\ 
where 
f2D(x.k
x
,ky) = ^ ι , ^ . Α , ν ί * * * 1 *'<**·*»)*<*». (7.99) 
Because of this we can write 
ERR2D(ky)= ij(x)\F2D{x,ky)\2dx, (7.100) 
with 
/
oo 
f2D(x-kx,ky)dkx. (7.101) 
-oo 
Prom Eqs. (7.96), (7.99), (7.100) and (7.101) we can see that the total error in 3D for the 
pertinent cylindrical interfaces can be written as an integral over ky of the errors of simple 2D 
calculations. Therefore, the minimization in 3D is equivalent to repeated 2D minimizations 
for all values of ky that occur in our problem. As a result, the analysis of cylindrical interfaces 
in 3D fields can be computed without the integration in the ¡¡/-direction, thereby reducing the 
computational dimensionality of the problem by one. The 2.5D scheme is nearly the same as 
the normal 2D scheine, except that it should be run for each of the ky values of interest for 
the 3D problem. The variables differing from the regular 2D scheme of subsection 7.2.4 are: 
Φι = ¿ ƒ ƒ " *t{x.y,z = zm^)e-'^T+h^dxdy, (7.102) 
кГ = {k
x
. -к
хЛ
), (7.103) 
kf = (**·** ι). (7-104) 
k j = (fc
r
,-fc i i2), (7.105) 
к
гЛ
 = (ш2р
хК1-к
2
т
-к
2
ч
)1/\ (7.106) 
A - , , 2 = ( u ; 2 P 2 « 2 - ^ - ^ ) 1 / 2 . (7.107) 
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7.3.2 Results 
In this subsection, results are presented for a transducer beam which is distorted by a 
cylindrical rough interface that is constant in the y-direction. The results for calculations 
with 2D. 2.5D and 3D schemes are compared. The geometry of the problem is as follows. A 
flat 2D array transducer of 64 χ 64 elements is used at a frequency of 5 MHz. The transducer 
elements are driven such that a geometrical focus is obtained at a distance of 15 mm from 
the array. The size of the elements is in both directions 0.15 mm. No free space between the 
transducer elements is assumed, i.e., the pitch equals the element size. Thus, the size of the 
transducer is 9.6 mm χ 9.6 mm. The number of spatial points is 256 x 256 at a sampling 
distance of 0.2 wavelength. Hence, the total size of the spatial yy-planes is 15 mm χ 15 
mm. An aberrating cylindrical rough interface constant in the y-direction is positioned at a 
distance of 5 mm from the transducer. The function describing the rough surface is a sinusoid 
multiplied by a Hamming window, as in Chapter 4. The medium near to the transducer has 
a sound speed of 1550 m/s, while the distant medium has a sound speed of 1473 m/s, i.e., a 
sound speed contrast of 5 percent. The density in both media is 103kg/m3. 
2.5D versus 3D 
The 2.5D results were compared with the 3D results by computing the pressure in the 
xy-p\ane at a distance of 15 mm from the array. This plane would be the focal plane if the 
medium were homogeneous with a sound speed of 1550 m/s. Because of the small sound 
speed diffrence between the two media, this distance of 15 mm is a fairly good approximation 
of the real focal distance. Hence, the plane at 15 mm will be referrred to in the following 
as the focal plane. A rough interface was generated by using the parameters h/D — 0.5 and 
D = 25.5λ (see Chapter 4). Both the 2.5D method and the 3D method were implemented 
by using spatial Dirac weighting functions. The evanescent waves were neglected. For the 
3D method, this results in a reduction of the number of spatial frequencies of 65536 to 7425. 
Thus, the number of unknowns becomes 14850, which is still a large number. For double 
precision (16 Byte) complex numbers it would require a memory of at least 3.5 GByte if a 
direct solution procedure had been used. The full 3D iterative method requires approximately 
5 MByte. Furthermore, the present iteration scheme requires far less computation lime than 
the direct method. The requirements for 2.5D arc even less. 
In Fig. 7.5 the pressure in the focal plane is shown for a flat interface. The image shows 
the familiar Fraunhofer diffraction pattern. In Fig. 7.6, the results are shown for the rough 
interface interposed. The images show that there is excellent agreement between the 2.5D 
result and the full 3D result. It should be noted that only one iteration was used for both 
the 3D method and the 2.5D method. This resulted in a normalized error ERR of 0.15 for 
the 3D method. The error for the 2.5D method was about 0.1 for the ky = 0 component 
and somewhat larger fot laiger values of k
v
. A further reduction in computation time was 
obtained by exploiting the fact that only a limited number of A*
v
 values is needed for the 
2.5D method. For the present configuiation. only those ky values were used for which the 
maximum value of the incident spectrum evaluated over kT was larger than 10 percent of the 
absolute maximum in the complete kT, A^-plane. 
The maximum value of the pressure difference (the complex valued difference was used) 
between the 2.5D result and 3D result is -21.4 dB. where the maximum of the pressure is 0 
dB. The root-mean-square difference evaluated in the focal plane has the much lower value 
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Figure 7.5: Pressure in the focal plane of a 2D array transducer for a flat interface between two 
media. The numbers to the right of the image intensity bar denote the pressure magnitude 
in dB. 
of-106 dB. It is noted that the beam distortion due to the rough interface is substantial; the 
maximum value of the pressure difference between the flat interface result and the 2.5D result 
or 3D result is 0.6 dB relative to the maximum, i.e., the maximum difference is larger than 
the maximum. 
2.5D v e r s u s 2 D 
The modification of the /c2-terms in the 2.5D algorithm as compared to the 2D algorithm 
is that a term ky is subtracted in the square root argument. For a given k
x
 this has the 
effect of an increasing к and hence an effectively increasing temporal frequency. In order to 
deviate significantly from the 2D result there should be a substantial amount of energy in the 
incident field for higher values of ky. Figure 7.7 illustrates the latter point, where the results 
are shown for the pressure in the focal region for 2D and 2.5D computations. For the 2.5D 
computations, the pressure at a height у = 0 is shown. The 2.5D curves have been computed 
for a transducer having small and large dimension in the ¿/-direction, with sizes of 0.4 mm and 
12.8 mm, respectively. The transducer with a large dimension in the y-direction is exactly 
the same as described in the preceding subsection. It can be seen that the pressure curve 
for the transducer with small height differs significantly from the 2D case. The curve for the 
transducer with large height deviates much less from the 2D case, especially for χ between -1 
mm and 1 mm. 
Some remarks should be made concerning the difference between 2D and 2.5D results. 
Firstly, the conclusion that there is a difference between 2D and 3D only if there is a significant 
amount of energy in the incident field for relatively large values of ky raised questions as to 
the reliability of the results of Chapter 5. In that chapter, results were presented for an array 
transducer with a size of about 35 wavelengths in the .(/-direction. This relatively large size 
should result in only a very limited content of energy at higher values of ky. In fact, repeated 
calculations showed that the beam pressure profiles presented in that chapter are not reliable 
for levels below -20 dB because of the spatial sampling step which was chosen too large. 
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(a) 2.5D method (b) 3D method 
Figure 7.6: As figure 7.5, except that the interface has a roughness in the .r-dircction described 
by the parameters h/D = 0.5 and D = 25.5λ. 
Figure 7.7: Pressure in the focal plane of an array transducer for an interface roughness 
in the .r-diiection described by the parameters h/D — 0.5 and D = 25.5λ. Solid line: 2D 
simulation: Dotted line: 2.5D simulation with transducer height of 12.8 mm; Dash-dotted 
line: 2.5D simulation with transducer height of 0.4 mm. 
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Figure 7.8: Realization of a rough interface having a Gaussian roughness spectrum with an 
rms height h = 1 mm and a correlation length L — 2 mm. 
Therefore, decisive conclusions about the superiority of the 2.5D method as compared to the 
2D method can not be made based on those results. 
Another important point is that the reflected field is much more sensitive to surface 
irregularities than the transmitted field if the medium contrast is low. This was supported by 
calculation results. It might have been more easy, therefore, to show the difference between 
2D and 2.5D if reflected fields were compared. The reflected field, however, is not of primary 
interest for the present application. 
7.4 Full 3D method applied to a 2D rough interface 
Results are shown here for a 2D irregular interface described by a Gaussian roughness 
spectrum. The configuration is the same as in the preceding section except that the transducer 
element size is increased from 0.15 mm to 0.2 mm. The 2D Gaussian rough surface is generated 
in much the same way as the ID Gaussian rough surface in Chapter 6. The generation of 
the rough surfaces can be checked by calculating the root-mean-square surface height h and 
the root-mean-square surface slope s. Then the correlation length L follows from L = y/2h/S 
(2D) or L =я 2h/s (3D). An rms surface height of h = 1 mm was used and a correlation length 
L — 2 mm. The true values of the particular realization were h = 1.0 mm and L = 2.2 mm. 
Fig. 7.8 the surface realization is shown. In Fig. 7.9 the pressure is shown in the focal plane 
for a flat medium interface. In Fig. 7.10 the result is shown for the rough interface. Two 
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Figure 7.9: Prossure in the focal plane of a 2D focused array transducer for a flat interface 
between two different media. 
iterations were used for the CGR scheme. This resulted in a computation time of 26 hours 
using a single processor of a Sun Sparc 20 (43 MFlops per processor) in Matlab 4.2. The 
normalized residual error after two iterations was 0.13. The convergence properties of the 
3D scheme are almost the same as for the 2D scheme applied to ID rough surfaces having 
characteristics comparable to the 2D rough surface. 
7.5 Reverberating layer 
In this section, we assume that the medium consists of a layered configuration having 
three distinct homogeneous domains, where the interface between the first domain T>\ and 
the second domain Τ>·ι is flat, whereas the interface <S between T>2 and the third domain T>¿ 
is rough (See Fig. 7.11). 
Domains V\ and 2?з have infinite extent in the positive and negative z-direction. respec­
tively. The distance between the flat interface and the mean of the rough interface is denoted 
by d. The incident and reflected wave arc assumed to be in T>\ and the transmitted wave 
is assumed to be in V3. We try to solve1 the problem by using an integrated squared error 
criterion in the boundary conditions at the rough interface <S in combination with analytical 
solutions for the k-spacc reflection and transmission coefficients at the flat interface. The 
reverberations between the Hat interface and the rough interface are taken into account. 
The numerical problem is solved by expressing the total reflected field (including reverber-
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Figure 7.10: As Fig. 7.9, except that the rough interface1 of Fig. 7.8 is used. 
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Figure 7.11: Definition of the geometry. 
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ations) and the total transmitted field at the rough interface 5 as a Fourier-integral of plane 
waves, where the plane wave components {Ф^я, Щ'а) O I t n c pertinent velocity potentials are 
obtained by an iterative minimization of the error in the boundary conditions at the rough 
interface. It should be noted that the incident field at the rough interface now also depends 
on estimates of these reflected and transmitted spectral velocity potentials, and consequently 
are adjusted at each iteration n. We denote this total incident field at the rough interface S 
°У {^23- і(2з}- The incident field at the rough interface 5 without taking into account the 
reverberated field is denoted by {Pt',V'J. Note that this incident field is constant, as in the 
standard rough interface algorithm. 
In order to express the spectral components of the velocity potentials at the rough in­
terface, we define the reflection coefficients R12. R21, which give the complex amplitude of 
each reflected spectral pressure component for unity incident spectral pressure component, 
where the incident wave is in T>-[ and V2, respectively. Similarly, we define the transmission 
coefficient T\2, which gives the complex amplitude of each transmitted spectral pressure com­
ponent for a unity incident spectral pressure component, where the incident wave is in T>\ and 
the transmitted wave in T>2- Likewise, we define the transmission coefficient Γ21, which gives 
the complex amplitude of each transmitted spectral pressure component for a unity incident 
spectral pressure component, where the incident wave is in T>2 and the transmitted wave in 
P i . 
For the starting values of the algorithm, we use analytical solutions for the reflection and 
transmission problem where the interface S is assumed to be flat. Using the same notational 
conventions as above, we define the reflection and transmission coefficients for a flat interface 
S between V2 and 2?з as Д23 and '123. respectively, where the incident wave is assumed to be 
in T>2- The derivation of the total iteration scheme, including the preconditioners. is similar 
to the simpler two-media problem. The complete iteration scheme can be found below. This 
iteration scheme has been applied successfully to the analysis of wave propagation through 
acoustic lenses [7.4]. 
• Preconditioners 
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Figure 7.12: Configuration showing a lens on a ID array transducer for beam narrowing in 
the elevation direction. 
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• End loop 
• Constants 
*2 = V^x >*·«' — "г,2) 
^2 = \ * ί ' fcyi ™ζ,2) 
,Ί = \kkt, Kyj — ft'23 ) 
7.5.1 Example 
An example is given for a convex lens on a ID linear array transducer. The configuration 
is shown in Fig. 7.12. The sound field in the lens and after propagation through the lens 
are given in Fig. 7.13. The transducer is assumed to have an impedance of 10 kg m - 2 s _ 1 , 
the lens has an impedance of 0.5 kg m~2 s _ 1 . The impedance of water is 1.5 kg m - 2 s _ 1 . 
The impedance of the lens is badly matched to the impedances of the transducer and the 
water. A common way to be less sensitive for impedance matching errors is to incorporate 
absorption in the lens material. The attenuation of the lens is taken as 5 dB / (cm MHz) 
and the frequency is 5 MHz. The attenuation in the lens causes a strong reduction of the 
reverberation effects, but some reverberation effects can still be identified near the center of 
the lens. 
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Figure 7.13: Spatial pressure distribution for an attenuating lens placed on a uniformly vi-
brating surface. The displayed pressure in the lens is only the forward propagating part. 
7.6 Conclusion 
Weak versions of the preconditioned Conjugate Gradient Rayleigh scheme were derived. 
The spatial subintegrals occuring in the weak formulations were evaluated analytically for 
three different weighting functions by assuming a piecewise linear rough surface. An efficient 
version of the 3D CGR scheme was derived for the case of a cylindrical interface in 3D fields: 
the 2.5D scheme. Finally, an iterative scheme has been developed for a layered, reverberating 
configuration having one flat interface and one rough interface. 
Following the derivation of accurate and efficient numerical methods for the simulation 
of acoustic wave propagation through aberrating rough interfaces, we can use these methods 
for the design of aberration correction schemes. A particular correction scheme and the 
development of such a scheme are the subjects of the next chapter. 
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Chapter 8 
Correction of concentrated and 
distributed aberrations 
An iterative method is presented for correction of wave fields aberrated in a plane lo­
cated at an arbitrary distance from an array transducer. The signals received from the array 
transducer are modified by an inverse extrapolator in such a way that the output yields the 
transducer signals as if the transducer had been located directly at the position of the aber-
rator. For subsequent transmission cycles, the same inverse extrapolator is applied to delta 
pulses at time instants incorporating the time-reversed estimated aberration profile. The 
major computational task is concerned with the evaluation of temporal Fourier transforms 
and η-dimensional spatial Fourier transforms, where η is the array dimensionality. The com­
pensation of distributed aberration is also discussed. It is shown that correction algorithms 
intended for concentrated aberrations can be used to reduce effects due to distributed aber­
rations; our conclusions with respect to the position of the equivalent concentrated aberrator 
differ from results reported in the literature. 
8.1 Introduction 
In medical ultrasonic imaging the interest is often found in tissue structures several hun­
dreds of wavelengths away from the transducer. Distortions in intervening tissue lead to 
reduced image quality for the deeper lying structures in the region of interest. The distor­
tions in intervening tissue are often so severe that there is virtually no information left of the 
region of interest. This makes subsequent tisbue characterization procedures and video pro­
cessing techniques based on signals from conventional beam formers a questionable activity. 
Studies in ultrasonic beam degradation have led to a variety of correction and analysis 
methods. An early approach is the estimation of the arrival time in the receive aperture 
by cross-con elation techniques [8.1]. [8.2]. Another approach is based on maximization of 
speckle brightness by adjusting the focusing delays [8.3]. A compromise between the full array 
optimization technique [8.3] and the adjacent element technique [8.1] was described by Ng et 
al. [8.4] as a partial array correction method or speckle look-back method. In the same paper 
[8.1] also a derivation was given for the equivalence of the adjacent element technique and 
the full array optimization technique. Gambetti and Foster [8.5] applied previous correction 
methods to annular array transducers. The aberrator profile can also be found by a least-
squares fit of arrival times [8.6] and computationally efficient correction methods were also 
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given [8.7]. 
In all of the previous investigations, the implicit assumption was used that the aberrations 
occur directly in front of the transducer aperture. Considerable progress was obtained by Liu 
et al. [8.8], who showed that backpropagation methods in the temporal and spatial Fourier 
domain can be used to compensate time delay errors occuring at an arbitrary distance from the 
transducer. Results were given for the correction of wave distortion due to tissue interposed 
between a point-like transmitter and a 2D linear array operating as a receiver. Quantitative 
measures defining waveform similarity and energy level fluctuations were used to determine 
the optimum location of a phase screen representing the distortion due to the tissue sample. 
In the present chapter, the latter backpropagation techniques are improved in several 
ways. Firstly, it is shown that, also in pulse echo imaging situations, a proper backpropa-
gation method in combination with an iterative scheme converges to the extraction of the 
desired aberration profile. Secondly, we use backpropagation before geometric correction in 
receive mode and backpropagation after geometric correction in transmit mode, instead of 
the reversed sequences to ensure that the methods obey the governing acoustic equations, 
such as the Helmholtz equation. Aftwerwards, approximations can be introduced by leaving 
out less important partial wave solutions. However, the remaining partial wave solutions still 
satisfy the governing acoustic equations. Third, the backpropagation method described in 
this chapter can also be used for media with absorption. Fourth, it is shown that the opti-
mum location of an effective phase screen which represents an extended, distributed, random 
medium in a two-way point scattcrer imaging configuation, is located more near to the trans-
ducer than to the region of interest, with the center of the abcrrator as reference. This is in 
contrast with previously reported results [8.8]. Finally, the devised method can be used in 
digital echo scanners in which signals of the individual transducer elements are available for 
further processing. 
8.2 Formulation of the problem 
The basic geometry of the problem is shown in Fig. 8.1. The figure shows an array 
transducer geometrically focused at the region of interest (ROI) which contains a number of 
randomly positioned point scatterers. For each line contributing to the image, a subset of 
the total available transducer elements is used. An irregular acoustic interface between two 
media is located at a distance d from the transducer. Due to the presence of the refractive 
interface, conventional beam forming for transmitting and receiving can lead to distorted 
beams [8.11], [8.12] and unsatisfactory images. 
Considerable effort has been spent to reduce the image artifacts due to phase screens. A 
disadvantage of most existing methods, however, is that the phase screen is assumed to be 
directly in front of the transducer. Although some improvement still is possible if we assume 
a phase screen at d = 0 where actually d > 0, the solution is not optimal. Rather, we should 
try to compensate for the phase screen effects by making an educated guess for the distance 
d. This distance d can be obtained in various ways, for instance from a clear reflecting surface 
in the image, a priori knowledge of subcutaneous tissue geometry, iterative search methods 
leading to a reduced image-based error criterion, etc. 
Recently, a number of successive phase screens was used for describing wave propagation 
through human tissue [8.15]. [8.16]. This leads to a distributed medium model where the 
distance between each of the phase screens should be on the order of the lateral correla-
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Figure 8.1: Geometry showing an array transducer which employs a subset of the total number 
of elements for each scan line and where reflections from randomly positioned point scatterers 
contribute to the image. The wave fields are distorted by a refractive interface between two 
different acoustic media at an average distance d from the transducer. 
tion length [8.14]. However, there are several anatomical structures where a clear boundary 
between homogeneous (on a macroscopic level) tissue structures can be identified. For the 
latter cases a distributed model should be unnecessary. Furthermore, in this chapter it will be 
shown that the image distortion due to a medium having distributed phase aberrations can 
be reduced effectively by assuming a single, more or less centered, phase screen. Optimum 
positions of the concentrated phase screen will be given. In addition, a relatively small num-
ber of these concentrated phase screens can be used to reduce distributed phase aberrations 
extending over a large thickness range. 
8.3 Method 
8.3.1 Simulation methods 
Three methods for the simulation of wave propagation through rough media interfaces 
were discussed in Chapter 6. Two of these methods, the Conjugate Gradient methods, are 
rigorous, while the third, the phase screen method, is an approximation. 
For the low contrasting acoustic media found in human tissue with rough interfaces having 
small maximum surface slopes, the full refractive problem can be approximated with relatively 
small error by a simple phase screen, see Chapter 6. A phase screen is defined as a two-way 
local time-shift operator in a plane in an otherwise homogeneous medium. Other researchers 
[8.14] have used the phase screen also as a model for a medium with circular inclusions 
having low contrast with the background medium. It is noted that phase screen becomes a 
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bad approximation if the contrast is large and/or the maximum surface slope becomes large. 
The approach we have followed is to apply the phase screen method in the initial devel­
opment of the correction schemes. As a check of the phase screen simulations, the Conjugate 
Gradient Rayleigh was used for providing more accurate simulations for a small number of 
image lines. 
8.3.2 Correlation method for aberration correction 
In this subsection, an implementation of an aberration correction method is described 
based on the correlation method of Flax and O'Donnell [8.1], [8.2]. In typical ultrasound 
systems, there is a high correlation between received signals at adjacent elements, even in the 
case of a medium consisting of a multitude of reflecting elements. This result was described 
in the van Cittert-Zernike theorem applied to ultrasound signals [8.17]. Because of the large 
similarity of adjacent element signals if phase distortion occurs directly at the transducer 
aperture, the location of the peak of the time-domain cross-correlation between these signals 
should lead to an accurate estimate of the relative time delay between the signals. In general, 
the cross-correlation riy(t) of signals x(f) and y(t), where t denotes the time coordinate, is ef­
ficiently calculated via the inverse Fourier transform of the frequency domain cross-correlation 
ηχν(ω) 
Rxrivi) = Χ(ω)Υ·(ω), (8.1) 
where Χ (ω) and Υ (ω) are the Fourier transforms of x(i) and y(t), respectively, and the 
asterisk denotes the complex conjugate. One way to obtain the time delay from the cross-
correlation is to calculate the least-mean-square approximation of wg{Rxy(uj)} by a straight 
line through the origin [8.18]. To avoid phase unwrapping problems, however, we have simply 
used the inverse Fourier transform of Eq. (8.1). In our application, we are interested in the 
relative time-delay between the signals of two adjacent transducer elements. Then we use 
the location t — r,_i., of the maximum amplitude of the correlation function as the relative 
time delay between signals of transducer elements г — 1 and г. Note that the location of the 
maximum of the correlation function corresponds to the relative time shift between the two 
signals which yields the minimum of the mean squared difference. The absolute time-delay T, 
of element signal τ,(ί), г = 1, ...I is given by the sum Τ, = Σ\
=
ι Ό-ι,,τ where, by definition, 
т о д - 0 . 
The aberration correction is applied after the conventional beamforming with geometrical 
focus at distance F. To ensure that the aberration correction piocess does not try to steer a 
beam to a different direction and depth than intended, the planar and constant component 
in the estimated time delays T, are removed by a least-squares detrending procedure. The 
resulting time delays T[ can be used to align the signals from the receive beam former to 
create a single scan line. The same delays T[ can be used to create time-reversed pulses in 
order to anticipate the aberrating profile when tiansmitting in the following iteration. It was 
shown [8.1] that the iterative process of determining time delavs from cross-correlation and 
re-emission of time-reversed signals converges and leads to the true aberrai or profile1. 
8.3.3 Correction for a distant phase screen 
In the previous subsection a method was discussed for the determination of an aberralor 
profile immediately in front of the transducer. In this subsection a method is given foi the 
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correction of a phase screen at a certain distance from the transducer. In order to get the 
desired results we calculate what the received signals would have been if the transducer were 
placed at the location of the aberrator. This allows us to align the signals with conventional 
phase aberration correction techniques which require the phase screen to be directly in front 
of the transducer for proper correction. In order to be able to perform the inversion we should 
know some medium properties and the distance d to the aberrator. However, the guess for 
the aberrator distance d is not critical, as are the medium properties which are also fairly 
constant in human tissue. Therefore, any reasonable guess for these parameters should lead 
to an improved result. 
Forward extrapolat ion 
We start with the source-free frequency domain acoustic equations 
ν · ν ( χ , ω ) - ί ω κ ( ω ) Ρ ( χ , ω ) = 0, . . 
VP(x,a;)-zwp(w)V(x,w) = 0, ^ ' 
where χ = (χ, у, г) denote the Cartesian spatial coordinates, Ρ denotes the acoustic pressure, 
V the particle velocity vector, ω the angular frequency, к the compressibility and ρ the density. 
A set of equations satisfying Eq. (8.2) for planar geometries can be given by 
V{k
x
, ky, ζ, ω) — kP(k
x
, ky, ζ, ω)/ρω, (8.3) 
kz{kx,ky^) = \ω2ρ{ω)κ(ω) -kl- k2y]l/2, (8.4) 
{Ρ, V}(x,w) = [Π {P,V}{k
x
,ky,z,uy(k*x+ky^dk
x
dky, (8.5) 
{P,V}(fcx,fcy.*,w) = ¿ jj°° {Ρ,ν}(χ,ω)ε-^χ+^άχά
ν
, (8.6) 
{P,VUk
x
,ky,Z2,bj) = егк^-^{Р, }(к
х
,к
у
,г
иШ
), (8.7) 
where a spectral decomposition with the transform coordinates k
x
 and ky has been used and 
where a tilde denotes a transformed variable. Eq. (8.3) relates the plane-wave decomposition 
of particle velocity to the plane-wave decomposition of the pressure at the same depth z. Eqs. 
(8.5)-(8.6) allow the transformation between plane-wave decomposition and spatial variables, 
both at depth z. Eq. (8.7) extrapolates the plane-wave decomposition at depth z\ to the 
plane-wave decomposition at depth 22- The waves are travelling in the positive z-dircctioii. 
If we have Z2 < z\ we are dealing with inverse extrapolation, which is the desired operation: 
assuming that the field at depth z\ is known by probing with the array transducer, we calculate 
the field at depth 22 inside the medium. Using d — 22 — z\, we can see from Eq. (8.7) that 
the spectral Green function for spectral pressure to spectral pressure extrapolation is of the 
form G = e,kzd. This function contains a phase factor corresponding to the approximate 
propagation time d/co- where со = (poKo) - 1^ 2 ' s the zero-frequency sound speed. If we 
remove this phase factor we obtain the time delay compensated propagator 
G'(k
x
, ky, d, ω) = е''(**-<"/п))<і. (8.8) 
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Weak formulations 
In practice the spectral propagators should be used with care in order to avoid spatial 
aliasing. The topic of spatial aliasing is not only of academic interest. This is due to the 
fact that the transducer pitch, which determines the used discretization, can not be chosen 
arbitrarily small. Limiting factors for the choice of the transducer pitch include mechanical 
considerations as well as the complexity of the associated electronic circuits for driving the 
transducer elements. At least for the forward problem, a more reliable way to do the extrap­
olation process is to apply weak forms of the extrapolators, see also Chapter 2. Using square 
brackets to indicate the weak forms, which are evaluated as averages in a sector centered at 
the lattice point (m, n) in fc^y-spacc, we arrive at 
law*.,) - г.-^-^щ- 'i -fff*--'- ч,
 т
 ¿ 0 U n ? i ( , 
(Ло+ ко-)а (go) 
where А;
г
і = (ω2ρκ - к%_)1/2 and kz2 = (ω2ρκ - fcg, ) 1 / 2 , к0- = ко - Ак/2, к0+ = к0 + Ак/2 
and fco = (m2 + п2)(Ак)2, with ΔΑ; the mesh size in the discretized spectral domain. The 
spectral zero-frequency component is given by 
[G]o,o(d,u;)-2e Щ/ψά2 ' ( 8 Л 0 ) 
where kzA - (ω2ρκ - (Ak/2)2)1'2. 
Using the formulas based on Eq. (8.8) for — d instead of d, we can calculate the wave field 
at the aberrator and align the signals at the aberrator location according to subsection 8.3.2. 
The time delays used in the alignment procedure at the aberrator location can be used to 
generate new transmit signals. The delays used in the beam former now should correspond 
to a focusing distance F — d, i.e.. the distance from the aberrator to the region of interest. 
The evanescent field 
The evanescent waves require special attention, at least from a theoretical point of view. 
Evanescent waves, for which k2 + k2 > Sî{fc2}, should be taken into account in order to ob-
tain a complete description. However, in the case of backpropagation, the reciprocal of the 
evanescent terms leads to large amplification and unstable results. Several approaches have 
been suggested to prevent this undesircd amplification [8.19]. Suggested methods include: 
band-limited inversion, least-squares inversion, matched filtering, and other approaches. The 
simplest method would be to neglect all the evanescent waves. This simple approach leads to 
the same result as obtained by Schneider [8.20] from a derivation in the time domain. The 
latter derivation is based on the exact Kirchhoff integral for forward extrapolation, where in-
verse extrapolation is introduced bv essentially changing the direction of the Green function. 
The resulting backpropagating Green function exploits the time-symmetry of the acoustic 
wave equation. However, as Wapenaar [8.21] points out, the derivation is not exact because 
Schneider starts right away with an open surface integral instead of the exact dosed surface 
integral. For forward extrapolation this leads to the exact result, but for inverse extrapo-
lation this leads to an incomplete representation. Foi our purpose it will be seen, howevei. 
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that excellent results aro obtained even if the evanescent wave1 field is simply neglected in the 
baokpropagation process. 
Method 
The method can now be summarized as follows: 
• The signals received from the transducer are transformed to the wavenumber-frequency 
frequency domain by the use of temporal and spatial Fourier transforms, 
• The transformed representation is inversely extrapolated by multiplication with cxtrap-
olators based on Eq. (8.8) using — d instead of d where the evanescent terms are set to 
zero, 
• A geometrical focus corresponding to a distance of F - d'is applied. 
• A cross-correlation and detrending procedure extracts the aberrator profile, 
• A single scan line results from a summation in the time domain where the signals have 
been aligned according to the estimated aberrator profile, 
• New transmit pulses are generated by applying the same inverse extrapolator to delta 
pulses at time instants according to the time-reversed estimated aberrator profile and 
shifts in time according to the geometrical focus at a distance F — d. 
The complete sequence of operations is repeated until the estimated aberrator profile does not 
change anymore. The major computational task is concerned with the evaluation of temporal 
Fourier transforms and «-dimensional spatial Fourier transforms (n being the array dimen-
sionality), which can be combined in more efficient (n + l)-dimensional Fourier transforms. It 
is shown in subsequent sections that the above procedure leads to the extraction of the true 
aberrator profile. 
Removal of steering terms 
As was mentioned earlier, our procedure removes the planar component in the estimated 
aberration profile, which is equivalent to the removal of a steering term. This steering term 
should removed: otherwise every scan line would immediately "lock" on the strongest reflector. 
It is only necessary that the mean steering direction is kept the same as the intended direction. 
Therefore, removal of terms of order higher than one possibly leads to incomplete aberration 
correction. 
Imaging of relative positions 
By using the proposed correction procedure it is impossible to know both the location of 
the scatterers and the shape of the aberrator. An absolute estimation of the scatterei' position 
is possible if the aberrator is also measured in an absolute way. for instance by incorporating 
measured reflections from the aberrator. It is hardly needed in practice to know both, because 
the only effect is that the scatterers sometimes are shifted somewhat in the lateral direction. 
This applies in the same extent to all scan lines, so the scattering region is properly imaged 
by using our procedure. 
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8.4 Aberration measurements 
In order to got an impression of the aberrations occuring in subcutaneous tissue layers 
we measured the acoustical properties of several samples of pig skin [8.23]. The skin sam­
ples were approximately 5-10 mm thick and included both the dermis and the subcutaneous 
fat. Before measurement, the samples were prepared with formalin, which has been shown 
to be of negligible influence on the acoustical parameters [8.24]. The local sound speed, the 
local attenuation and the local thickness of the samples were determined with a substitution 
method [8.25]. The basic measurement procedure consists of measuring arrival times for a tis­
sue sample positioned just above a perspex plate. Λ reference measurement without a sample, 
i.e., with only water in the measurement tank, was also performed. From these measurements 
it is possible to determine the three parameters described above. The measurements were 
repeated for different spatial positions with a 5 MHz focused single-element transducer. The 
resulting data consists of three matrices: a sound speed matrix, a thickness matrix, and an 
attenuation matrix. The attenuation was found to be substantial: however, it has only a very 
small influence on the aberration effect. 
The measured local sound speed and the measured local thickness include the effects of 
two tissue types: dermis and fat. Our interest is only in the local propagation time differ­
ence of the combined effect of dermis and fat. Therefore, the average sound speed for the 
sound speed matrix was determined and the local aberration time was defined as the dif­
ference between the measured local propagation time minus the time expected if the local 
sound speed had been equal to the mean value of the sound speed. Because the planar and 
the constant components are of no interest for aberration correction they were removed by a 
least-squares detrending procedure. This resulted in a local aberration time as in Fig. 8.2. 
The rms aberration time evaluated from the data of Fig. 8.2 is 52 ns. The autocorrelation 
function is rotationally symmetric which indicates the isotropy of the sample. The correla­
tion length, defined as position where the value of the autocorrelation function equals 1/e 
times the maximum, is about 1 mm. Other samples of skin tissue gave similar results, with 
correlation lengths of 1-3 mm and rms aberration times of 24 - 114 ns. This corresponds to 
values found in the literature measured with 2D arrays ( [8.26]: 43 ns to 52.4 ns). The cor­
relation length is somewhat smaller than found in the literature ( [8.26]: 4.28 mm to 6.05 mm). 
Special care was taken that the measurements resulted in the aberration time due to the 
tissue sample itself and not due to the rough interfaces between the tissue and the water. 
The fat surface was quite rough with a peak-to-peak roughness of about 0.5 mm. Luckily, the 
sound speed of fat at room temperature is nearly equal to the sound speed of water so there 
is no influence of the rough interface between fat and water. The sound speed of the dermis 
differs much more from the sound speed of water. However, the surface of the dermis was very 
smooth and flat because of the treatment with formalin. In view of the precautions described 
here, the only conclusion can be that there is a substantial arrival time error, in this case 52 ns 
rms. duo to the propagation time in the tissue. In the measured signals a very clear reflection 
could be identified at a certain depth within the tissue sample which has to be attributed to 
the interface between dermis and fat. However, a few minor reflections could also be identified. 
Measurements on the same tissue samples wore also performed with a ID linear array 
transducer [8.23]. The array transducer was used in a focused pulse-echo mode where a thin 
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Figure 8.2: Measured local aberration time (in ns) of' pig skin 
line reflector was used. The results are of limited applicability because the elevation direction 
was too large to give detailed results. An error analysis [8.2,4] showed that the elevation 
direction caused a severe underestimation of the aberration times. Taking into account this 
error analysis, the values that we measured were not in contradiction with the single-element 
measurements described above. 
It has been noted that aberration time measurements with ID linear array transducers 
can lead to severe estimation errors if the maximum dimension of a transducer clement is 
larger than the characteristic length of the aberrations. The averaging over the transducer 
element surface can lead to severe underestimation. On the other hand, ID linear arrays are 
less sensitive for aberrations in the imaging process, because in the latter case the averaging 
also works in our advantage. We tend to agree with Liu and Waag [8.26] on this. It is just a 
matter of what the desired resolution in the elevation direction is. If the elevation direction 
is of less importance then we take a simple ID array with moderate size in the elevation 
direction and we "only" have to do aberration correction in the lateral direction. If we would 
like to have more resolution in the elevation direction we should use a 2D array, but also 
full aberration correction in both elevation direction and lateral direction. As Liu and Waag 
state: one-dimensional compensation performs just as well as two-dimensional compensation 
in apertures with elevations like those in current imaging systems. Therefore, the correction 
methods suggested in the present chapter are of general applicability and can be used for 
both ID and 2D linear arrays. 
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8.5 Distributed aberrations 
When dealing with a medium which contains a distributed aberrator, it would be con­
venient to be able to use a lumped, concentrated, phase screen in the correction process. 
Assuming that it is possible to use such a concentrated phase screen, the question remains 
what the optimum location of the assumed phase screen should be. Λη error criterion is 
introduced to determine the optimum position. 
8.5.1 Desired properties of the concentrated phase screen 
If we know the extent and location of the distributed aberrator and assume the statistics 
of aberrator properties to be constant over the aberrator, then we can identify two desired 
properties of the assumed concentrated aberrator location. Firstly, if the concentrated aberra­
tor location d is further away from a slice dz at depth ζ of the distributed aberrator, then the 
approximation of the effects of that slice will be worse. Secondly, aberrators which are close 
to the transducer at depth ζ = 0 have a much larger impact than aberrators which are near 
the region of interest at depth ζ — F. As a consequence, the correction algorithm should give 
priority to aberrations occuring in the near field. Note that this is consistent with previous 
results [8.14], where it was shown that a phase screen produces a halo of constant angular 
width θ rad around the main lobe. Then, the clutter integrated in the image is proportional 
to (F — ζ)θ. These two considerations lead to an optimum concentrated phase screen position 
approximately at the center of the distributed aberrator. 
8.5.2 Waveform similarity and focusing criterion 
To obtain the optimum concentrated phase screen position, a criterion is needed that 
expresses the quality of the aberration correction. A suitable criterion for the focusing quality 
is in terms of the waveform similarity r [8.8] 
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where the definition of the symbols can be found in subsection 8.3.2. Mallart, who indepen­
dently arrived at a similar expression [8.9], called it the focusing criterion C, where С — r 2. 
It was shown that С has a maximum value of 1 in case of a single point scatterer. In the case 
of a random distribution of point scatterers, however, the maximum value of С is 2/3. This 
value was confirmed by our simulations. 
8.6 Results 
In this section the results of the proposed correction method will be applied to simulated 
signals. The forward simulation problem of the homogeneous medium model with causal ab­
sorption has been described previously [8.22]. First the results will be given for the correction 
of a single phase screen. Thereafter, results for imaging through a succession of phase screens 
are given. 
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Figure 8.3: Block diagram showing the process of pulse generation, beam forming, transducer 
simulation, aberrating acoustic medium simulation (upper row), and aberration correction 
(second row and third row). The aberration correction is used in an iterative scheme in which 
a new transmsit sequence is generated in order to anticipate the estimated aberration profile. 
The lower row of the scheme performs the scan line storage, demodulation, interpolation and 
image display. 
8.6,1 General 
The backgound medium has a zero frequency sound speed CQ — 1540 m/s and density ρ 
= IO3 kg / m3. The absorption in the medium is 0.5 dB / (cm MHz). The transducer is 
assumed to have a Gaussian function describing the transfer from voltage to surface velocity. 
The central frequency is 3.5 MHz with a -6 dB bandwidth of 2.25 MHz. The total number of 
transducer elements is 128 at an element pitch of 0.4 mm and an element width of 0.3 mm. 
The aperture for each scan line consists of a group of 64 transducer elements, which results 
in a maximum of 65 scan lines. In the images only 36 scan lines are shown, however. All the 
targets to be imaged are located or centered at a distance of 50 mm from the array. As targets 
are used: a single point scatterer, a circular region with point scatterers, and a circular void 
without point scatterers. The sampling frequency is 50 MHz, which is used throughout the 
scheme. In the images the transducer is positioned to the left. The images have a size of 14.4 
mm (lateral) χ 10 mm (depth) and are displayed with a gamma compression factor 2. In 
Fig. 8.3 a block diagram of the iterative sequence of beamformers, transducer and wavefield 
simulations, aberration correction and imaging functions is shown. 
Contrary to what was expected, it was found that the weak formulation of the backpropa-
gation function behaves worse than the normal form. For small backpropagation distances the 
differences were small. For backpropagation distances larger than 15 mm, however, the results 
for the weak form became virtually useless because of the large ripple in the time-domain. 
The waveform similarity r was used to determine to optimum position of the concentrated 
phase screen. The maximum value of r was found to be at a distance somewhat smaller 
than the real phase screen distance in case a single phase screen was used. However, at the 
distance of maximum r the signal amplitude was not maximal. Furthermore, at that distance 
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there was a significant amplitude variation in the received element signals. This variation 
can be quantified in the Energy Fluctuation Level [8.8]. If the backpropagation distance ex-
actly equals the aberrator distance, then there is virtually no amplitude variation between 
the different transducer element signals. 
8.6.2 Imaging through a concentrated aberrator 
In this subsection results are shown for the aberration correction method in case the 
aberrator consists of a single, concentrated, phase screen. The distance of the phase screen 
to the transducer is 10 mm. The phase screen has an rrns time-shift of 100 ns. The lateral 
characteristics of the phase screen are described by a Gaussian correlation function with a 
correlation distance of 2 mm. 
Point reflector 
In Fig. 8.4 the images of a point scatterer are shown using the concentrated aberrator 
compensated by the inverse extrapolation process. The left image shows the result if we use 
the modified beamformer (geometrical focus at 40 mm) with backpropagation (10 mm) for 
transmitting and receiving, but without aberration correction. The result is nearly the same 
as for a conventional beamformer (geometrical focus at 50 mm) without backpropagation. 
The middle image is obtained if we apply aberration correction only to the received signals. 
The image to the right is obtained if we re-emit transmit pulses based on a time-reversed 
aberrator profile obtained from the previous receive aberration estimation. It can clearly 
be seen that the images improve in the iteration process. The iterative process leads to 
an image that would have been obtained by conventional beam forming in a homogeneous 
medium. Closer inspection of the images reveals that, as a consequence of the aberration 
correction, also image errors are compensated which are caused by the dispersive character 
of the medium. The effect on the images is the restoration of depth symmetry in case of a 
point scatterer. 
Randomly positioned point scatterers 
The case of a collection of randomly positioned point scatterers constitutes a more in-
teresting problem. A circular region is used with a diameter of 6 mm containing randomly 
positioned point scatterers in an otherwise reflection-free medium. In the left image of Fig. 
8.5 the result without aberration correction is shown. The middle image shows the result if 
aberrations are corrected for only the received signals. In the right image we have re-emitted 
transmit pulses based on a time-reversed aberrator profile obtained from the previous receive 
aberration estimation. 
Void 
Here it is shown that the iterative aberration correction also works for a void, which, in 
this case, is defined as a circular region of diameter 6 mm in which scatterers are absent. The 
background medium contains randomly positioned point scatterers. In the left image of Fig. 
8.6 the result without aberration correction is shown. In the middle figure the image is shown 
if we apply an aberration correction only to the received signals. The right figure shows the 
image if we re-emit transmit pulses based on a time-reversed aberrator profile obtained from 
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(a) No correction (b) Receive correction (c) Receive and transmit cor-
rection 
Figure 8.4: Image of point scatterei· with aberrator at 2=10 mm; backpropagation over 10 
mm. 
(a) No correction (b) Receive correction (c) Receive and transmit cor-
rection 
Figure 8.5: Image of a circular region of randomly positioned point scatterers with aberrator 
at z=10 mm: backpropagation over 10 mm. 
142 Correct ion of concentrated and d istr ibuted aberrat ions 
(c) Receive and transmit cor­
rection 
Figure 8.6: linage of a void in a background medium containing randomly positioned point 
scatterers with aberrator at z=H) mm; backpropagation over 10 mm. 
the previous receive aberration estimation. It can clearly be seen that also in this case the 
images improve in the iteration process. 
8.6 .3 I m a g i n g t h r o u g h a d i s t r i b u t e d a b e r r a t o r 
The case of imaging through distributed aberrations constitutes a more difficult problem. 
The correction method described previously is able to exactly compensate for the concentrated 
aberrator if the distance d is known. In practice we either do not know exactly the position 
of a (possibly) concentrated aberrator or we arc dealing with a truly distributed aberrator. 
To show the performance of the correction algorithm for more or less realistic situations as 
in the latter two cases we will use a distributed aberrator. The distributed aberrator consists 
of a sequence of five phase screens of thickness 2 mm. extending over depth zi < Ζ < ζ-ι in 
which z\ = 5 mm and 22 = 1<5 mm. Each individual phase screen has a lateral correlation 
length of 2 mm with Gaussian characteristics and an rms time shift of 40 ns. In Fig. 8.7 the 
resulting image is shown if no correction is applied. 
In Fig. 8.8, images are shown for three backpropagation distances. Only the results 
after one re-emission arc given. If the concentrated aberrator position is taken to be the 
center of the distributed aberrator. we get d=\0 mm. The images in Fig. 8.8 show the 
results for: no backpropagation, 10 mm backpropagation, and 15 mm backpropagation, from 
left to right, respectively. Results are shown for the normal backpropagator instead of the 
weak backpropagator. The target to clutter ratio T C R [8.27] is 1!) dB. 25 dB and 23 dB. 
respectively. Thus the backpropagation to the center of' the distributed aberrator gives the 
best result. The result for 15 mm backpropagation is also quite good. The conclusion is that 
the assumed effective phase screen distance is not critical, because all three distances. 0 mm. 
10 mm and 15 mm. lead to considerably improved images as compared to Fig. 8.7. For a 
(a) No correction (b) Receive correction 
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Figure 8.7: linage of circulai' region containing randomly positioned point scatterers for a 
distributed aberrator between z\ = 5 mm and ζ·ι = 15 mm; no aberration correction. 
backpropagation distance of 15 nun. bad results were obtained with the weak form of the 
backpropagation operator, with a TCR as low as 10 dB. 
The results of Liu and Waag [8.8] indicate that the optimum concentrated aberrator po­
sition is more near to his point-like source than to the receiving array. This conflicts with 
the results reported here. It is believed that the difference has to be attributed to the use 
of the fourth-order polynomial in the aberration correction procedure by Liu. The subtrac­
tion of a fourth-order term leads to insufficient removal of important lower-order aberration 
components. 
8.7 Conclusion 
It has been shown how to eliminate time delay errors occuring at an arbitrary distance 
from an array transducer in an iterative way. Contrary to what might be expected from 
results of forward extrapolation, the weak forms of angular spectrum decomposition methods 
were found to be less effective for backpropagation over larger distances than the normal, 
much simpler forms. It has been shown that a concentrated phase screen can be assumed 
for reducing phase errors caused by a distributed random medium containing a sequence of 
phase screens. The optimum location for this concentrated phase screen has been shown to 
be approximately in the center of the distributed aberrator. as opposed to results reported 
previously in the literature. 
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Summary 
This thesis describes numerical methods for the simulation of ultrasound imaging in med­
ical applications. In current ultrasound imaging practice, the assumption is that intervening 
tissue has a negligible influence on the image quality. Two important exceptions are dis­
cussed in this thesis: the influence of absorption in the acoustic medium and the influence 
of rough interfaces between otherwise macroscopically homogeneous media. To arrive at ef­
ficient numerical methods for the simulation of these effects, the sound field is decomposed 
with temporal and spatial Fourier transforms. Results in the spatial-time domain, which are 
required for the simulation of the ultrasound imaging process, are obtained by inverse for­
mulation of the decomposition. The same descriptions are used as the starting point for the 
numerical analysis of wave propagation through rough media interfaces. Iterative techniques 
are used because of the computational size of the problem. Lastly, a method is presented for 
the reduction of wave distortions caused by tissue layers with a different propagation speed. 
Chapter 1 gives an introduction into the principles of ultrasound imaging and formu­
lates the problem definition. Following a concise presentation of the basic acoustic equations, 
Chapter 2 discusses the decomposition of the wavefield into the frequency domain and the 
wavenumber domain constituents. It is shown how Fast Fourier Transforms can be used to 
efficiently compute the propagation of wavefields in homogeneous, absorptive media. The 
discretization of the Fourier integrals is performed with weak formulations of the continu­
ous extrapolation operators. This leads to a numerically converging and robust method for 
propagation of wavefields. The latter results are combined with a causal absorption model 
in Chapter 3. It is shown how the acoustic absorption in a typical tissue influences the ap­
pearance of ultrasound images. The conclusion is that the modification of the images due 
to the magnitude change of the frequency components by the frequency dependent medium 
absorption has a significant influence on image quality. On the other hand, dispersion effects 
are found to be small. 
The wave distortion caused by rough interfaces between media with different acoustical 
properties can be numerically calculated with the method in Chapter 4. The plane wave 
formulations of Chapter 2 are combined with an iterative technique to solve the numerical 
problem of reflection and transmission at the rough interface. The convergence of the iterative 
technique is proved. However, the evanescent plane waves are neglected in order to obtain 
reasonable convergence properties. Also for fairly rough interfaces this simple approach often 
leads to sufficiently accurate descriptions. Chapter 5 compares the numerical results with 
measurements. Aberrating structures were made with a rough surface constant in one spa­
tial direction, which enables the use of more efficient numerical methods. In chapter б, a 
comparison is presented between two iterative schemes for the numerical e\'aluation of wave 
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propagation through rough interfaces. One method is based on plane wave representations 
while the other method is based on integral equations and the free-space Green function. It 
is shown that the iterative plane wave method is the more efficient method, although it is 
not as accurate as the integral equation method. To improve the accuracy of the iterative 
plane wave method a preconditioning scheme is presented which allows the incorporation of 
evanescent waves. 
Implementation of the methods in a computer program requires discrete versions of the 
continuous formulations. The latter topic is discussed in Chapter 7. Weak formulations of the 
preconditioned iterative plane wave method are derived for an arbitrary weighting function, 
which leads to analytical expressions for the spatial subintegrals if a piccewise polynomial de-
scribes the rough surface. In addition, an efficient method is presented for cylindrical rough 
interfaces in 3D sound fields. This method is called the 2.5D method. By using the 2.5D 
method, the computational dimensionality of the problem is reduced with one. Examples are 
given for a full 3D rough interface problem and an acoustic lens configuration. 
A method for the reduction of image distortions due to tissue layers with a different 
propagation speed is presented in Chapter 8. It is shown how inverse wave extrapolation 
techniques and time shift analysis, applied to received signals of an array transducer, can be 
used to improve the image quality. The image improvement is arrived at by re-transmitting 
ultrasound pulses based on measured and time-reversed aberration profiles. The receive- and 
transmit signals are processed by an appropriate backpropagation operator to adjust the time 
delay distortions at the proper location in the medium. 
Samenvatting 
Dit proefschrift beschrijft numerieke methoden voor de simulatie van beeldvorming met 
ultrageluid in medische toepassingen. In de huidige praktijk van beeldvorming met ultra-
geluid wordt verondersteld dat tussenliggend weefsel een te verwaarlozen effect heeft op de 
beeldkwaliteit. Twee belangrijke uitzonderingen worden in dit proefschrift behandeld: de 
invloed van absorptie in het akoestische medium en de invloed van ruwe grensvlakken tussen 
macroscopisch homogene media. Om te komen tot efficiënte numerieke methoden voor de 
simulatie van deze effecten wordt het geluidsveld ontbonden (decompositie) met temporele en 
spatiele Fourier transformaties. Resultaten in het het spatiële-tijd domein, die nodig zijn voor 
de simulatie van het afbeeldingsproces, worden verkregen door een inverse formulering van de 
decompositie. Dezelfde beschrijvingen worden als uitgangspunt gebruikt voor de numerieke 
analyse van golfpropagatie door ruwe grensvlakken tussen media. Door de rekenkundige 
grootte van het probleem zijn iteratieve technieken noodzakelijk. Tot slot wordt een methode 
gepresenteerd voor de reductie van golfvervorming veroorzaakt door weefsellagen met een 
verschillende geluidssnelheid. 
Hoofdstuk 1 geeft een inleiding in de principes van de beeldvorming met ultrageluid 
en formuleert de probleemstelling. Na een introductie van de relevante akoestische basis-
vergelijkingen, behandelt Hoofdstuk 2 de decompositie van het golfveld in het frekwentie-
domein en het golfgetal-domein. Er wordt aangetoond hoe de Fast Fourier Transform ge-
bruikt kan worden voor het efficiënt berekenen van de propagatie van golfvelden in homo-
gene media met absorptie. De discretisatie van de Fourier-integralen wordt uitgevoerd met 
zwakke formuleringen van de continue extrapolatie-operatoren. Dit leidt tot een numeriek 
convergente en robuuste methode voor de propagatie van golfvelden. Deze resultaten wor-
den in Hoofdstuk 3 gecombineerd met een causaal absorptiemodel. Er wordt aangetoond 
hoe de akoestische absorptie in weefsel de vorm van ultrageluidsbeelden beïnvloedt. De con-
clusie is dat de sterktewijziging van de verschillende frekwentieeoinponenten als gevolg van de 
frekwentie-afliankelijke mediumabsorptie een significante invloed heeft op de beeldkwaliteit. 
Daarentegen is de invloed van dispersie klein. 
De golfvervorming veroorzaakt door ruwe grensvlakken tussen media met verschillende 
akoestische eigenschappen wordt berekend in Hoofdstuk 4. De vlakke-golf formuleringen van 
Hoofdstuk 2 worden gecombineerd met een iteratieve techniek voor de oplossing van het 
numerieke probleem van reflectie en transmissie aan een ruw grensvlak. De convergentie 
van de iteratieve techniek wordt bewezen. Vervolgens worden de niet-homogene vlakke gol-
ven verwaarloosd om redelijke convergentie-eigenschappen te verkrijgen. Ook voor tamelijk 
ruwe grensvlakken leidt deze simpele aanpak vaak tot voldoende nauwkeurige beschrijvin-
gen. Hoofdstuk íí vergelijkt de numerieke resultaten met metingen. Aberrerende structuren 
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werden gemaakt met een ruw oppervlak dat constant is in een spatiele richting, hetgeen het 
gebruik van meer efficiënte methoden mogelijk maakt. In Hoofdstuk 6 wordt een vergelijking 
gegeven tussen twee iteratieve rekenschema's voor de numerieke evaluatie van golfpropagatie 
door ruwe grensvlakken. Een methode is gebaseerd op vlakke-golf-representatios terwijl de 
andere methode іь gebaseerd op integraalvergelijkingen en Green's functie in de vrije ruimte. 
Er wordt aangetoond dat de iteratieve vlakke-golf methode het meest efficiënt is. Daarente-
gen is de methode niet zo nauwkeurig als de integraalvergclijkings-methode. Om te komen 
tot een verbetering van de nauwkeurigheid van de iteratieve vlakke-golf methode wordt een 
voorgeconditioneerd rekenschema gepresenteerd hetgeen het gebiuik van inhomogene vlakke 
golven mogelijk maakt. 
De implementatie van de methoden in een computerprogramma vereist discrete versies 
van de continue formuleringen. Dit onderwerp wordt besproken in Hoofdstuk 7. Zwakke for-
muleringen van de voorgeconditioneerde iteratieve vlakke-golf-methodc worden afgeleid voor 
een willekeurige weegfunctie, hetgeen leidt tot analytische uitdrukkingen voor de spatiele deel-
integralen als een stuksgewijs polynoom het ruwe grensvlak beschrijft. Daarnaast wordt een 
efficiënte methode gepresenteerd voor een cylindrisch ruw grensvlak in een 3D geluidsveld. 
Deze methode wordt de 2.5D-mcthode genoemd. Door het gebruik van de 2.5D-mcthode 
neemt de rekenkundige dimensionaliteit van het probleem af met een. Dit hoofdstuk geeft 
tevens voorbeelden van een volledig 3D ruw-grensvlak probleem en een akoestische-lens con-
figuratie. 
Een methode voor de reductie van beeldvervorming veroorzaakt door weefsellagcn met 
een verschillende geluidssnelheid wordt gegeven in Hoofdstuk 8. Er wordt aangetoond hoe 
inverse golfextrapolatie-techniekcn en tijdverschuivingsanalyse, toegepast op de ontvangen 
signalen van een moer-olcmcnts transducent, gebruikt kunnen worden om de beeldkwaliteit te 
vergroten. De beeldverbetering wordt bereikt door het heihaald zenden van ultrageluidpulsen 
gebaseerd op tijd-omgekeerde aberratieprofielen. De ontvangstsignalon on zendsignalen wor-
den bewerkt met een geschikte inverse extrapolator om de tijdvertragingsverstoringen op te 
heffen op de juiste plaats in het akoestische medium. 
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