There are several methods for approximating the multiple zeros of a nonlinear function when the multiplicity is known. The methods are classified by the order, informational efficiency and efficiency index. Here we consider other criteria, namely the basin of attraction of the method and its dependence on the order. We discuss all known methods of orders two to four and present the basin of attraction for several examples.
Introduction
In [1] , the authors investigated the basin of attraction for several well-known algorithms for the simple roots of a nonlinear equation. The purpose was to propose using the basin of attraction as another method for comparing the algorithms along with such items as order of convergence and efficiency. The authors found that some algorithms have a smooth convergence pattern and others have a rather chaotic pattern, which leads the algorithm to convergence to an unwanted root. In this paper we intend to extend that investigation to algorithms for solving nonlinear equations whose solutions contain roots with multiplicity greater than one.
There is a vast literature on the solution of nonlinear equations and nonlinear systems, see for example Ostrowski [2] , Traub [3] , Neta [4] and references therein. Here we compare several high order fixed point type methods to approximate a multiple root. Newton's method is only of first order unless it is modified to gain the second order of convergence, see Rall [5] or Schröder [6] . This modification requires a knowledge of the multiplicity. Traub [3] has suggested to use any method for f (mÀ1) (x) or f 1/m or gðxÞ ¼ f ðxÞ f 0 ðxÞ .
Any such method will require higher derivatives than the corresponding one for simple zeros. Also the first two of those methods require the knowledge of the multiplicity m. In such a case, there are several other methods developed by Hansen and Patrick [7] , Victory and Neta [8] , Dong [9, 10] , Neta and Johnson [11] , Neta [12] , Li et al. [13] , Werner [14] and Neta [15] . Since in general one does not know the multiplicity, Traub [3] suggested a way to approximate it during the iteration. Here we discuss the following methods listed in increasing order of convergence:
Werner: A method of order 1.5 for double roots given by Werner [14] . Newton's method (left) and Neta's N2 method (right) for the polynomial whose roots are both double: À1, 1. Fig. 3 . Third order method due to Halley (left) and Neta's NC scheme (right) for the polynomial whose roots are both double: À1, 1. D2:
D3:
D4: Osada: The third order method due to Osada [20] 
The six fourth order methods developed by Li et al. [13] and based on the results of Neta and Johnson [11] and Neta [12] . LCN1:
where we always use 
where
The Basin of Attraction is a method to visually comprehend how an algorithm behaves as a function of the various starting points. Natural questions then are: How does the Basin of Attraction differ for algorithms with the same order of convergence? How does the Basin of Attraction differ for algorithms with different order of convergence? Can the differences be used to compare various algorithms?
In this paper we will discuss some qualitative issues using the basin of attraction as a criterion for comparison. This idea has been used by the authors to compare methods for approximating simple zeros (see [1] .)
Numerical experiments
We have used the above methods for 5 different polynomials having multiple roots with multiplicity m = 2, 3, 4, 5. Clearly Werner's method is only for double roots and it is used only in the first two examples for which m = 2.
In our first example, we have taken the polynomial
whose roots z = ± 1 are both real and of multiplicity m = 2. Based on Figs. 1-9 we can see that Newton's method (Fig. 2 left) , Halley's method (Fig. 3 left) and Dong's D3 and D4 schemes (Fig. 5) are best, followed by Neta's N2 (Fig. 2 right) and Osada's method (Fig. 6 left) . All other methods are not competitive, some will converge to z = À1 even in the neighborhood of the other root z = 1. See, for example, Dong's D2 (Fig. 4 right) and Victory-Neta (Fig. 6 right) where we see many blue dots on the red side. This means that there are many points on the right that converge to the root on the left. The worst method is Werner's scheme (Fig. 1) . Our next example is also having double roots. The polynomial have the three roots of unity,
The results are presented in Figs. 10-18 . Again Newton's method (Fig. 11 left) performs very well. Halley's method (Fig. 12  left) performed better than Newton's. Neta's N2 scheme (Fig. 11 right) shows similar results to Newton's. Two of Dong's schemes, D2 (Figs. 13 right) and D4 (Fig. 14 right) and LCN1 (Fig. 16 left) , LCN2 (Fig. 16 right) , LCN4 (Fig. 17 right) , LCN5 (Fig. 18 left) and LCN6 methods (Fig. 18 right) show good results. The rest are not as good. In fact the method NC (Fig. 12 right), Dong's D1 (Fig. 13 left) and Victory-Neta scheme (Fig. 15 right) show convergence to the wrong root, see the neighborhoods of the complex root in the third quadrant.
The third example is a polynomial whose roots are all of multiplicity three. The roots are the five roots of unity, i.e.
The results are presented in Figs. 19-26. The following methods performed very well: Halley's method (Fig. 20 left) , Dong's D2 (Figs. 21 right) and LCN2 (Fig. 24 right) . Newton's scheme (Fig. 19 left) and LCN5 (Fig. 26 left) did not perform as well as the previously listed ones.The others show chaotic behavior. The fourth example is a polynomial whose roots are all of multiplicity four. The roots are the seven roots of unity, i.e. The results are presented in Figs. 27-34. Halley's method (Fig. 28 left) and the fourth order method LCN2 (Fig. 32 right) performed well, followed by LCN1 (Fig. 32 left) and LCN5 (Fig. 34 left) . All the other schemes exhibit chaotic behavior.
In our next example we took the polynomial
where the roots are symmetrically located on the axes. In some sense this is similar to the first example,since in both cases we have an even number of roots. The results are shown in Figs. 35-42. The best methods are Dong's D2 (Fig. 37 right) and the fourth-order methods LCN1 and LCN2 (Fig. 39) . All the other schemes exhibit chaotic behavior. In order to summarize these results, we have attached a weight to the quality of the results obtained by each method. The weight of 1 is for the smallest Julia set and a weight of 4 for scheme with chaotic behavior. We then averaged those results to come up with the smallest value for the best method overall and the highest for the worst. These data is presented in Table 1 
The case n = 3 was considered earlier (example 3). We plot the results in Figs. 47-51 and as before, Halley's method on the left and LCN2 on the right. These figures demonstrate the superiority of Halley's method over LCN2.
Conclusions
In this article, we have compared 17 methods of various orders (p = 1.5 to p = 4) for the approximation of multiple roots of different multiplicity (2 6 m 6 6). We have seen that the best methods are Halley's third order scheme and the fourth order method LCN2. The worst are Dong's D1, NC and Victory-Neta. We have then experimented with the top two schemes for polynomials having three roots with increasing multiplicity and polynomials of increasing degree and same multiplicity (m = 3). In the first case both methods performed well, but Halley's scheme was superior when the order of the polynomial has increased from n = 3 to n = 7. 
