Injective DG-modules over non-positive DG-rings by Shaul, Liran
ar
X
iv
:1
70
9.
01
47
9v
2 
 [m
ath
.R
A]
  4
 Se
p 2
01
8
INJECTIVE DG-MODULES OVER NON-POSITIVE DG-RINGS
LIRAN SHAUL
ABSTRACT. LetA be an associative non-positive differential graded ring. In this paper we
make a detailed study of a category Inj(A) of left DG-modules over A which generalizes
the category of injective modules over a ring. We give many characterizations of this
category, generalizing the theory of injective modules, and prove a derived version of the
Bass-Papp theorem: the category Inj(A) is closed in the derived category D(A) under
arbitrary direct sums if and only if the ring H0(A) is left noetherian and for every i < 0
the left H0(A)-module Hi(A) is finitely generated. Specializing further to the case of
commutative noetherian DG-rings, we generalize the Matlis structure theory of injectives
to this context. As an application, we obtain a concrete version of Grothendieck’s local
duality theorem over commutative noetherian local DG-rings.
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0. INTRODUCTION
The notion of an injective module is one of the most fundamental notions in homolog-
ical algebra. In the theory of noetherian rings it became particularly important ever since
Matlis foundational paper [15], which completely classified the injective modules in the
noetherian case. The aim of this paper is to study this notion in higher algebra.
Our model for higher rings is given by non-positive DG-rings A =
⊕0
n=−∞A
n, with
differentials of degree+1. This is a model for higher rings because by [27, Theorem 1.1],
the category of non-positive DG-rings is Quillen equivalent to the category of simplicial
rings. Given a such non-positive DG-ring A, attached to it is its derived category D(A) of
left DG-modules overA. This is a triangulated category, and the basic philosophy of study
in the theory of DG-rings is that one should study them by studying D(A).
Mathematics Subject Classification 2010: 13C11, 13D45, 16E45, 16D50
Keywords: Injective modules, DG-algebras, Bass-Papp Theorem, Local duality.
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The first task of this paper is to identify the class of left DG-modules in D(A) which
generalizes the class of left injective modules over an ordinary ring. Over rings there are
many different characterizations of injective modules, all of which are equivalent.
That the same equivalence holds over non-positive DG-rings is the first main result of
this paper. Thus, for various characterizations of injectivity, we explain how to restate them
in the language of triangulated categories, and show that they are in fact equivalent over a
non-positive DG-ring. The result states:
Theorem 0.1. Let A be a non-positive DG-ring. Then the following are equivalent for a
DG-module I ∈ D(A):
(1) Either I = 0 or inf{i | Hi(I) 6= 0} = 0, and
inf{n ∈ Z | ExtiA(N, I) = 0 for anyN ∈ D
b(A) and any i > n− inf N} = 0.
That is, the injective dimension of I with respect to bounded DG-modules is 0.
(2) Either I = 0 or inf{i | Hi(I) 6= 0} = 0, and
inf{n ∈ Z | ExtiA(N, I) = 0 for any N ∈ D
+(A) and any i > n− inf N} = 0.
That is, the injective dimension of I with respect to unbounded DG-modules is 0.
(3) I ∈ D+(A), and for any ringB and any map of DG-ringsA→ B, there is an injective
B-module J and an isomorphism
RHomA(B, I) ∼= J
in D(B).
(4) For any n ∈ Z and anyM ∈ D(A) there is an isomorphism
Hn (RHomA(M, I)) ∼= HomH0(A)(H
−n(M),H0(I))
inMod
(
H0(Z(A))
)
which is functorial inM . Here, Z(A) is the center of A.
(5) For any morphism f : M → N in D(A) such that H0(f) : H0(M) → H0(N) is an
injective map, the map
HomD(A)(f, I) : HomD(A)(N, I)→ HomD(A)(M, I)
is surjective.
(6) For any morphism f : I → M in D(A) such that H0(f) : H0(I) → H0(M) is an
injective map, the morphism f is a split monomorphism.
We prove this result at the end of Section 5.
For a non-positive DG-ring A, we denote by Inj(A) the full subcategory of D(A) con-
sisting of DG-modules satisfying the equivalent conditions of Theorem 0.1. Note that if A
is an ordinary ring then Inj(A) is equivalent to the full subcategory of Mod(A) of injec-
tive left A-modules. Our second main result shows that Inj(A) is always equivalent to the
category of injective modules over some ring. Precisely, we show:
Theorem 0.2. Let A be a non-positive DG-ring. For any I ∈ Inj(A), the left H0(A)-
module H0(I) is injective, and the functor
H0(−) : Inj(A)→ Inj(H0(A))
is an equivalence of categories.
This is repeated as Theorem 5.7 in the body of the paper.
Having established a category of DG-modules analogues to the category of injective
modules over an ordinary ring, we wish to follow Matlis and study it in the noetherian
case. There are various noetherian conditions imposed in the literature on non-positive
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DG-rings. Instead of choosing one of these conditions, we have a better alternative: recall
that the Bass-Papp Theorem states that a ringA is left-noetherian if and only if the category
of injective left A-modules is closed under arbitrary direct sums. Analogously, we prove
in Theorem 6.6:
Theorem 0.3. Let A be a non-positive DG-ring. Then the category Inj(A) is closed under
arbitrary direct sums if and only if the ring H0(A) is a left noetherian ring and for each
i < 0, the left H0(A)-module Hi(A) is finitely generated.
As far as we know, this is the first non-trivial characterization of noetherianity in higher
algebra. In view of this result, we say that a non-positive DG-ring is left noetherian if it
satisfies the equivalent conditions of Theorem 0.3.
As a corollary of Theorem 0.3, we construct in Corollary 6.13 over a non-positive left
noetherian DG-ring, a DG-module generalizing the minimal injective cogenerator over a
left noetherian ring. We show that it cogenerates D(A).
In the final Section 7 we specialize our study further to the category of non-positive
commutative noetherian DG-rings. Our first main result of that section states:
Theorem 0.4. Let A be a commutative noetherian DG-ring.
(1) There is a bijection between the indecomposable elements of Inj(A) and elements
p¯ ∈ Spec(H0(A)). We denote by E(A, p¯) the indecomposable element of Inj(A)
corresponding to p¯ ∈ Spec(H0(A)).
(2) Every element of Inj(A) is a direct sum of DG-modules of the form E(A, p¯) for
p¯ ∈ Spec(H0(A)).
(3) Given p¯ ∈ Spec(H0(A)), denoting by Ap¯ the localized DG-ring of A at p¯, the
DG-module E(A, p¯) has a structure of a DG-module over Ap¯.
(4) Given p¯ ∈ Spec(H0(A)), denoting by Âp¯ the derived p¯-adic completion of Ap¯,
the DG-module E(A, p¯) has a structure of a DG-module over Âp¯.
(5) There is an isomorphism RHomA(E(A, p¯), E(A, p¯)) ∼= Âp¯ in the homotopy cat-
egory of DG-rings.
The last main result of this paper specializes further to local DG-rings. A commutative
noetherian DG-ring A is called local if H0(A) is a local ring. In that case, if m¯ is the
maximal ideal of H0(A) and k is the residue field of H0(A), one says that (A, m¯, k) is a
local noetherian DG-ring. We denote byHnm¯(−) the n-th local cohomology overA functor
with respect to m¯.
Our final result generalizes Grothendieck’s local duality to the commutative noether-
ian local DG-setting. Its statement does not mention the category Inj(A), but the theory
explained above is used in its proof. The result states:
Theorem 0.5. Let (A, m¯, k) be a local noetherian DG-ring, and let R be a normalized
dualizing DG-module over A. Let E¯ := E(H0(A), m¯) ∈ Mod(H0(A)) be the injective
H0(A)-module which is the injective hull of the residue field k. Then for every M ∈
D+f (A), and any n ∈ Z, there is an isomorphism
Hnm¯(M)
∼= HomH0(A)
(
Ext−nA (M,R), E¯
)
inMod(H0(A)) which is functorial inM .
This is repeated as Theorem 7.26 in the body of the paper.
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1. PRELIMINARIES
In this section we recall some basics about DG-rings that will be used throughout this
paper. A good reference for DG-rings and their derived categories is the book [32]. More
preliminaries specifically about commutative DG-rings will be given in Section 7.1.
By default all rings in this paper are associative and unital (but not commutative), and
all modules are left modules. Given a ringA, the category of left A-modules is denoted by
Mod(A).
An associative differential graded-ring (abbreviated DG-ring) A is a Z-graded ring
A =
∞⊕
n=−∞
An
equipped with a Z-linear map d : A→ A of degree+1 such that d ◦ d = 0, and such that
d(a · b) = d(a) · b + (−1)i · a · d(b)
for all a ∈ Ai and b ∈ Aj .
A DG-ring A is called non-positive if Ai = 0 for all i > 0. In this case, H0(A) is a
ring, and there is a canonical map of DG-rings A→ H0(A).
Associated to any DG-ring A is its center DG-ring Z(A), The center Z(A) is a DG
subring of A which is commutative. See [31, Definition 1.6] for the precise definition. If
A is a non-positive DG-ring then Z(A) is a commutative non-positive DG-ring.
We denote by DGMod(A) the category of left DG-modules over A. It is an abelian
category. The category obtained from DGMod(A) by identifying homotopic morphisms
is called the homotopy category of left DG-modules over A, and is denoted by K(A). The
category obtained from DGMod(A) by formally inverting quasi-isomorphisms is called
the derived category of left DG-modules over A, and is denoted by D(A). Both K(A) and
D(A) are are triangulated categories. For any M ∈ D(A) and any n ∈ Z, cohomology
defines a functor Hn : D(A) → Mod(H0(A)). A left DG-module M is called bounded
above if Hn(M) = 0 for all n >> 0, bounded below if Hn(M) = 0 for all n << 0, and
bounded if it both bounded above and bounded below. The full triangulated subcategories
consisting of bounded-above, bounded below and bounded DG-modules are denoted by
D−(A),D+(A) and Db(A). ForM ∈ D(A), we set
inf(M) := inf{n ∈ Z | Hn(M) 6= 0}, sup(M) := sup{n ∈ Z | Hn(M) 6= 0},
and amp(M) := sup(M) − inf(M). We say that H(M) ⊆ [a, b] if a ≤ inf(M) and
b ≥ sup(M). A DG-module M is called acyclic if Hn(M) = 0 for all n ∈ Z. A DG-
moduleM is called K-injective (respectively K-projective) if for every acyclic DG-module
X , the complex of abelian groups HomA(X,M) (respectivelyHomA(M,X)) is acyclic.
A DG-module I is called semi-injective if it is K-injective and the functorHomA(−, I)
transforms injective maps to surjective maps. Every DG-module has semi-injective and
K-projective resolutions.
Given a non-positive DG-ring A and n ∈ Z, there are two functors
smt≤n, smt>n : D(A)→ D(A),
such that for anyM ∈ D(A)
Hi(smt≤n(M)) =
{
Hi(M) if i ≤ n
0 otherwise.
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and
Hi(smt>n(M)) =
{
Hi(M) if i > n
0 otherwise.
Moreover, there are natural transformations
smt≤n → 1D(A), 1D(A) → smt
>n
which induce a distinguished triangle
smt≤n(M)→M → smt>n(M)→ smt≤n(M)[1]
in D(A).
2. DEFINITIONS OF INJECTIVE DIMENSION OVER DG-RINGS
The purpose of this section is to discuss the definition of the injective dimension of a
left DG-module over a DG-ring. Specifically, we would like to point out the following
delicate point. Following [1, Section 2.I], there are at least two sensible definitions for the
injective dimension:
Definition A. Let A be a DG-ring, and letM ∈ D(A). We define the injective dimension
ofM to be the number
inf{n ∈ Z | ExtiA(N,M) = 0 for anyN ∈ D
b(A) and any i > n− infN}
Definition B. Let A be a DG-ring, and letM ∈ D(A). We define the injective dimension
ofM to be the number
inf{n ∈ Z | ExtiA(N,M) = 0 for anyN ∈ D
+(A) and any i > n− inf N}
In both definitions, we have set
ExtiA(N,M) := H
i (RHomA(N,M)) .
The difference between the two definitions is that in Definition A we test injective di-
mension on bounded DG-modules N , while in Definition B, we test injective dimension
on bounded below DG-modules. Note that there is no need to test on DG-modules which
are not bounded below, as in that case inf(N) = −∞, so the vanishing of Ext condition
is always satisfied.
If A is a ring, it is well known that both definitions coincide. Most papers in the liter-
ature that impose injective dimension conditions over DG-rings use Definition A (see for
example [7, 8, 25]). For a general DG-ring A, we do not know if the two definitions agree.
However, assuming A is non-positive, we have:
Theorem 2.1. Let A be a non-positive DG-ring, and let M ∈ D(A). Then the injective
dimensions ofM as defined in Definition A and Definition B coincide.
Proof. Denote the number
inf{n ∈ Z | ExtiA(N,M) = 0 for anyN ∈ D
b(A) and any i > n− infN}
by m. We may assume that −∞ < m < ∞, as otherwise there is nothing to prove. Let
N ∈ D+(A). We must show that ExtiA(N,M) = 0 for all i > m − infN . For each
n ≥ inf(N), let Nn := smt≤n(N). Because A is non-positive, Nn is a DG-module, and
is moreover a sub DG-module of N . We obtain a directed system of DG-modules
Nn ⊆ Nn+1 ⊆ Nn+2 ⊆ . . .
such that lim
−→
Nn = N , and such that Nn ∈ D
b(A).
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LetM ∼= I be a semi-injective resolution. Then we have
RHomA(N,M) = HomA(N, I) = HomA(lim−→
Nn, I) = lim←−
HomA(Nn, I).
For each n, since the map Nn → Nn+1 is injective (being an inclusion map), semi-
injectivity of I implies that the map
HomA(Nn+1, I)→ HomA(Nn, I)
is surjective. Hence, the inverse system of complexes of abelian groups
(HomA(Nn, I))n∈Z
satisfies the Mittag-Leffler condition (in the sense of [28, Definition 3.5.6]). It follows by
[28, Theorem 3.5.8] that for each i ∈ Z, there is a short exact sequence
(2.2)
0→ lim
←−
1Hi−1 (HomA(Nn, I))→ H
i (HomA(N, I))→ lim←−
Hi (HomA(Nn, I))→ 0
Since each Nn ∈ D
b(A) and moreover inf(Nn) = inf(N), by assumption we have that
for each n,
Hi (HomA(Nn, I)) = 0
for all i > m− inf(Nn) = m− inf(N). It now follows from (2.2) that
Hi (HomA(N, I)) = 0
for all i > (m+ 1)− inf(N). It is thus remains to prove that
Hi (HomA(N, I)) = 0
for i = (m+ 1)− inf(N).
To show this, let N ′ := smt≤inf(N)(N) and N ′′ := smt>inf(N)(N). Consider the
distinguished triangle
N ′ → N → N ′′ → N ′[1]
in D(A). Applying the triangulated functor RHomA(−,M) we obtain a distinguished
triangle
RHomA(N
′′,M)→ RHomA(N,M)→ RHomA(N
′,M)→ RHomA(N
′′,M)[1]
in D(Z). Hence, for each i there is an exact sequence
(2.3) ExtiA(N
′′,M)→ ExtiA(N,M)→ Ext
i
A(N
′,M)
Since N ′ is a bounded DG-module with inf(N) = inf(N ′), we have by assumption
H(m+1)−inf(N) (RHomA(N
′,M)) = 0
On the other hand, applying the first part of this proof to N ′′, we deduce that
Hi (RHomA(N
′′,M)) = 0
for all i > (m+ 1)− inf(N ′′). But inf(N ′′) > inf(N), so we deduce that
H(m+1)−inf(N) (RHomA(N
′′,M)) = 0
Hence, we deduce from (2.3) that
H(m+1)−inf(N) (RHomA(N,M)) = 0,
and this completes the proof. 
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Notation 2.4. In view of this result, we have one single definition of the injective dimen-
sion of a left DG-module over a non-positive DG-ring. Given a non-positive DG-ring A,
andM ∈ D(A), we denote by inj dimA(M) the injective dimension ofM over A. Thus,
inj dimA(M) is the number (or ±∞)
inf{n ∈ Z | ExtiA(N,M) = 0 for any N ∈ D
b(A) and any i > n− inf N},
which is equal to the number
inf{n ∈ Z | ExtiA(N,M) = 0 for any N ∈ D
+(A) and any i > n− inf N}.
We finish this section with the next result which is a useful tool for computing the
injective dimension of a DG-module over a non-positive DG-ring.
Theorem 2.5. Let A be a non-positive DG-ring, and let M ∈ D(A). Then there is an
equality
inj dimA(M) = inj dimH0(A)
(
RHomA(H
0(A),M)
)
Proof. This was shown in [25, Theorem 3.2]. In that paper we assumed in addition that A
is commutative, but this assumption was not used in the proof of this result. 
3. THE CATEGORY Inj(A)
In this section we begin investigating the main hero of this paper, the category Inj(A).
Definition 3.1. Let A be a non-positive DG-ring. We define the category Inj(A) to be the
full subcategory of D(A) consisting of objectsM such that eitherM ∼= 0 or
(1) inf(M) = 0, and
(2) inj dimA(M) = 0.
Example 3.2. If A is a ring, then M ∈ Inj(A) if and only if there is an injective left A-
module I such that M ∼= I in D(A). Thus, in this case, Inj(A) is equivalent to the full
subcategory ofMod(A) consisting of injective left A-modules.
For any non-positive DG-ring A, there is a DG-ring homomorphism A → H0(A). It
induces a functor
RHomA(H
0(A),−) : D(A)→ D(H0(A)),
which will be extremely useful in the study of Inj(A). One reason for its effectiveness is
the following fact:
Proposition 3.3. Let A be a non-positive DG-ring. Then for any M ∈ D+(A), we have
that
inf(RHomA(H
0(A),M)) = inf(M),
and
Hinf(M)(RHomA(H
0(A),M)) ∼= Hinf(M)(M).
Proof. By shifting if necessary, we may assume without loss of generality that inf(M) =
0. LetM → I be a K-injective resolution such that Ij = 0 for j < 0. By definition,
RHomA(H
0(A),M) = HomA(H
0(A), I)
is concentrated in degrees≥ 0. It is thus enough to calculateH0(HomA(H0(A), I)). Since
I is K-injective, we have
H0(HomA(H
0(A), I)) = HomK(A)(H
0(A), I).
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But H0(A) is concentrated in degree 0, and I in degrees≥ 0, so we see that no two degree
0 maps f, g : H0(A)→ I can be homotopic. We deduce that
HomK(A)(H
0(A), I) = HomDGMod(A)(H
0(A), I).
The latter is by definition the collection of A0-linear maps f : H0(A) → I0 making the
diagram
0 //

H0(A) //
f

0 //

0 //

. . .
0 // I0
d0 // I1
d1 // I2 // . . .
commutative. Commutativity of this diagram is equivalent to
Im(f) ⊆ ker(d0) = H0(I).
Hence, we see that
HomDGMod(A)(H
0(A), I) = HomA0(H
0(A),H0(I)) = HomH0(A)(H
0(A),H0(I))
which is equal to H0(I), as claimed. 
Proposition 3.4. Let A be a non-positive DG-ring, letM,N ∈ D+(A), and let f : M →
N be a morphism in D(A). If the morphism
RHomA(H
0(A), f) : RHomA(H
0(A),M)→ RHomA(H
0(A), N)
in D(H0(A)) is an isomorphism, then f is an isomorphism.
Proof. Complete f to a distinguished triangle
M
f
−→ N → K →M [1]
in D+(A). Applying the triangulated functor RHomA(H0(A),−), we obtain a distin-
guished triangle
RHomA(H
0(A),M)
RHomA(H
0(A),f)
−−−−−−−−−−−→ RHomA(H
0(A), N)→
RHomA(H
0(A),K)→ RHomA(H
0(A),M)[1]
in D(H0(A)). Since we assumed that RHomA(H0(A), f) is an isomorphism, we deduce
that
RHomA(H
0(A),K) ∼= 0,
so by Proposition 3.3 we deduce that K ∼= 0, which implies that f is an isomorphism
becauseK is the cone of f . 
Corollary 3.5. Let A be a non-positive DG-ring. Then H0(A) generates D+(A).
Proof. Given M ∈ D+(A) such that M ≇ 0, let n = inf(M). Then Hn(M) 6= 0. By
Proposition 3.3, we have that
HomD(A)(H
0(A),M [n]) = Hn(RHomA(H
0(A),M)) ∼= Hn(M) 6= 0,
which proves the claim. 
Using Proposition 3.3, we deduce the following characterization of Inj(A):
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Proposition 3.6. LetA be a non-positive DG-ring, and letM ∈ D+(A). ThenM ∈ Inj(A)
if and only if
RHomA(H
0(A),M) ∈ Inj(H0(A)).
In other words, M ∈ Inj(A) if and only if there is an injective left H0(A)-module J¯ and
an isomorphism
RHomA(H
0(A),M) ∼= J¯
in D(H0(A)).
Proof. Suppose first 0 ≇ M ∈ Inj(A). Since the DG A-module H0(A) is concentrated in
degree 0, the injective dimension condition onM implies that
Hi
(
RHomA(H
0(A),M)
)
= 0
for all i > 0. This implies that there is an H0(A)-module J¯ and an isomorphism
RHomA(H
0(A),M) ∼= J¯
in D(H0(A)). Moreover, by Theorem 2.5, we have that
inj dimH0(A)(J¯) = inj dimA(M) = 0,
which implies that J¯ is an injective module.
Conversely, let 0 ≇ M ∈ D+(A), and assume there is an injective H0(A)-module J¯
and an isomorphism
RHomA(H
0(A),M) ∼= J¯
in D(H0(A)). By Proposition 3.3, we deduce that inf(M) = 0, and by Theorem 2.5, we
see that inj dimA(M) = 0. Hence,M ∈ Inj(A). 
Proposition 3.7. Let A be a non-positive DG-ring, and let M ∈ Inj(A). Then the left
H0(A)-module H0(M) is injective.
Proof. By Proposition 3.3, we have that
H0(M) = H0
(
RHomA(H
0(A),M)
)
,
so the claim follows from Proposition 3.6. 
Propositions 3.6 and 3.7 imply that both RHomA(H0(A),−) and H0(−) define func-
tors Inj(A) → Inj(H0(A)). We finish this section with the observation that these two
functors coincide.
Proposition 3.8. Let A be a non-positive DG-ring. Then the functors
RHomA(H
0(A),−) : Inj(A)→ Inj
(
H0(A)
)
and
H0(−) : Inj(A)→ Inj
(
H0(A)
)
are naturally isomorphic.
Proof. GivenM ∈ Inj(A), Proposition 3.6 implies that the natural morphisms
RHomA(H
0(A),M)→ smt≥0
(
RHomA(H
0(A),M)
)
and
smt≤0
(
smt≥0
(
RHomA(H
0(A),M)
))
→ smt≥0
(
RHomA(H
0(A),M)
)
are isomorphisms. Since
smt≤0
(
smt≥0
(
RHomA(H
0(A),M)
))
= H0
(
RHomA(H
0(A),M)
)
,
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the result follows from Proposition 3.3. 
We will later show that these two isomorphic functors are natural equivalences.
4. CONTRAVARIANT FUNCTORS OF COHOMOLOGICAL DIMENSIONAL ZERO
If A is a ring, I is an injective left A-module, M is a complex of left A-modules and
n ∈ Z, then it is known that there is an isomorphism
Hn (HomA(M, I)) ∼= HomA
(
H−n(M), I
)
which is functorial inM, I . See for example [18, Corollary 2.12] for a proof of this clas-
sical fact. In this section we will show that the same holds for Inj(A). To do this, it would
be convenient to slightly generalize:
Definition 4.1. Given two non-positive DG-rings A,B, a contravariant triangulated func-
tor F : D(A) → D(B) is said to have cohomological dimension 0 if for any DG-module
M ∈ D(A) such that H(M) ⊆ [a, b], where −∞ ≤ a ≤ b ≤ ∞, we have that
H(F (M)) ⊆ [−b,−a].
This notion is related to Inj(A) via the following result:
Proposition 4.2. Let A be a non-positive DG-ring, and let 0 ≇ M ∈ D+(A). Then
M ∈ Inj(A) if and only if the functor
F (−) := RHomA(−,M) : D(A)→ D(Z)
has cohomological dimension 0.
Proof. If 0 ≇ M ∈ Inj(A), then inf(M) = 0, which implies that if N ∈ D−(A) has
sup(N) = b, then the definition of the HomA functor implies that
inf (RHomA(N,M)) ≥ −b.
On the other hand, since inj dimA(M) = 0, we know that ifN ∈ D
+(A) has inf(N) = a,
then
sup (RHomA(N,M)) ≤ −a.
Hence, F has cohomological dimension 0. Conversely, if 0 ≇ M ∈ D+(A) is a DG-
module such that RHomA(−,M) has cohomological dimension 0, then
RHomA(H
0(A),M)
is concentrated in degree 0. In particular, by Proposition 3.3, we have that inf(M) = 0.
Also, the cohomological dimension 0 assumption clearly implies that inj dimA(M) = 0.
Hence,M ∈ Inj(A), as claimed. 
For a non-positive DG-ring A, we denote by D≤0(A) the full subcategory of DG-
modulesM with Hi(M) = 0 for all i > 0.
Lemma 4.3. Let A be a non-positive DG-ring. Then there is a natural morphism
α : 1D≤0(A) → H
0(−)
in D(A) such that for anyM ∈ D≤0(A), the map H0(αM ) is an isomorphism. Moreover,
givenM ∈ D≤0(A), if one completes the map αM into a distinguished triangle
N →M
αM−−→ H0(M)→ N [1]
in D(A), then sup(N) ≤ −1.
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Proof. For anyM ∈ D≤0(A), let PM ∼=M be a K-projective resolution such that P iM = 0
for all i > 0. Such exists since sup(M) ≤ 0. K-projectivity of PM implies that this
isomorphism is natural. Let αPM be the natural surjection
. . . // P−2M
//

P−1M
//

P 0M
//

0 //

. . .
. . . // 0 // 0 // H0(PM ) // 0 // . . .
and define αM :M → H0(M) to be the composition
M ∼= PM
αPM−−−→ H0(PM ) = H
0(M).
It is clear from this definition that H0(αM ) is an isomorphism. Finally, letting
N →M
αM−−→ H0(M)→ N [1]
be a distinguished triangle in D(A), there is an exact sequence
H0(N)→ H0(M)
H0(αM )
−−−−−→ H0(M)→ H1(N)→ 0→ 0→ H2(N)→ 0→ . . .
It is immediate from this sequence that Hi(N) = 0 for i ≥ 2, and the fact that H0(αM ) is
an isomorphism implies that H0(N) = H1(N) = 0. Hence, sup(N) ≤ −1, as claimed.

Theorem 4.4. Let A,B be non-positive DG-rings, and let F : D(A) → D(B) be a
contravariant triangulated functor of cohomological dimension 0.
(1) There is an isomorphism
ΦF : H
0(F (−))→ H0
(
F (H0(−))
)
of functors D(A)→ Mod(H0(B)).
(2) If G : D(A) → D(B) is another contravariant triangulated functor of cohomo-
logical dimension 0, and Ψ : F → G is a morphism of triangulated functors, for
anyM ∈ D(A) the diagram
H0(F (M))
ΦF (M) //
H0(ΨM)

H0
(
F (H0(M))
)
H0(ΨH0(M))

H0(G(M))
ΦG(M)
// H0
(
G(H0(M))
)
is commutative.
Proof. We will prove these two statements simultaneously in three steps.
Step 1: LetM ∈ D(A), and setM ′ = smt≤0(M) andM ′′ = smt>0(M). Then there
is a distinguished triangle
M ′ →M →M ′′ →M ′[1]
in D(A), and hence a distinguished triangle
F (M ′′)→ F (M)→ F (M ′)→ F (M ′′)[1]
in D(B). This triangle induces an exact sequence of H0(B)-modules:
(4.5) H0(F (M ′′))→ H0(F (M))→ H0(F (M ′))→ H1(F (M ′′)).
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Since inf(M ′′) ≥ 1, the fact that F has cohomological dimension 0 implies that
sup(F (M ′′)) ≤ −1,
so in particular
H0(F (M ′′)) = H1(F (M ′′)) = 0.
Hence, the exact sequence (4.5) implies that the map H0 (F (M)) → H0 (F (M ′)) is an
isomorphism. Since the morphism M ′ = smt≤0(M) → M is natural in M , we deduce
that the isomorphism
βFM : H
0 (F (M))→ H0
(
F (smt≤0(M))
)
is also natural inM . Note that we have denoted this natural isomorphism by βFM . Natural-
ity of Ψ and the mapM ′ →M imply that the diagram
F (M) //
ΨM

F (M ′)
Ψ
M′

G(M) // G(M ′)
is commutative, so applying the functorH0 to it, we deduce that the diagram
(4.6) H0(F (M))
βF
M //
H0(ΨM )

H0(F (M ′))
H0(ΨM′ )

H0(G(M))
βG
M
// H0(G(M ′))
is commutative.
Step 2: LetM ∈ D≤0(M), and consider the distinguished triangle
N →M
αM−−→ H0(M)→ N [1]
in D(A) constructed in Lemma 4.3. Applying F , we obtain a distinguished triangle
F
(
H0(M)
) F (αM )
−−−−→ F (M)→ F (N)→ F
(
H0(M)
)
[1]
in D(B). We obtain an exact sequence of H0(B)-modules:
(4.7) H−1 (F (N))→ H0
(
F (H0(M))
) H0(F (αM ))
−−−−−−−→ H0 (F (M))→ H0 (F (N)) .
Since sup(N) ≤ −1, the fact that F has cohomological dimension 0 implies that
inf (F (N)) ≥ 1.
Hence,
H−1 (F (N)) = H0 (F (N)) = 0,
so exactness of (4.7) implies that
H0
(
F (H0(M))
) H0(F (αM ))
−−−−−−−→ H0 (F (M))
is an isomorphism. For such anM ∈ D≤0(M), let us set
γFM := H
0 (F (αM )) .
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Since αM was natural in M , we see that γF is a natural isomorphism. Applying the
naturality of Ψ to the map αM implies that the diagram
F (H0(M))
F (αM ) //
ΨH0(M)

F (M)
ΨM

G(H0(M))
G(αM)
// G(M)
is commutative, so applyingH0 to this diagram, we see that the diagram
(4.8) H0
(
F (H0(M)
)
H0(ΨH0(M))

γF
M // H0(F (M))
H0(ΨM )

H0
(
G(H0(M)
)
γG
M
// H0(G(M))
is also commutative.
Step 3: GivenM ∈ D(A), let
ΦF (M) := (γ
F
smt≤0(M))
−1 ◦ βFM : H
0(F (M))→ H0
(
F (H0(smt≤0(M)))
)
Being the composition of two natural isomorphisms, we see that ΦF is a natural isomor-
phism. Since by definition
H0
(
smt≤0(M)
)
= H0(M),
we see that ΦF is a natural isomorphism from H0(F (−)) to H0(F (H0(−))), proving the
first claim of the theorem. Combining the two commutative diagrams (4.6) and (4.8), we
obtain a commutative diagram
H0 (F (M))
βF
M //
H0(ΨM )

H0
(
F (smt≤0(M))
)(γFsmt≤0(M))−1 //
H0
(
Ψ
smt≤0(M)
)

H0
(
F (H0(M))
)
H0(ΨH0(M))

H0 (G(M))
βG
M
// H0
(
G(smt≤0(M))
)
(γG
smt≤0(M)
)−1
// H0
(
G(H0(M))
)
where in the last column we have used the identification
H0 (M) = H0
(
smt≤0(M)
)
.
By the definition of Φ, the composition of the two maps in the top row is equal to ΦF (M),
and the composition of the two maps in the bottom row is equal to ΦG(M), so commuta-
tivity of this diagram proves the second claim of the theorem. 
The converse of the above result is also true:
Proposition 4.9. Let A,B be non-positive DG-rings, and let F : D(A) → D(B) be a
contravariant triangulated functor. If there is an isomorphism
H0(F (−))→ H0
(
F (H0(−))
)
of functors D(A)→ Mod(H0(B)), then F is of cohomological dimension 0.
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Proof. LetM ∈ D(A) such thatH(M) ⊆ [a, b]. For any n ∈ Z, we have by assumption:
Hn(F (M)) = H0(F (M)[n]) = H0(F (M [−n])) ∼=
H0(F (H0(M [−n]))) = H0(F (H−n(M)).
Hence, if n /∈ [−b,−a], so that −n /∈ [a, b], we have that H−n(M) = 0, so
Hn(F (M)) = 0,
proving the claim. 
Given a DG-ring A, recall that we denote by Z(A) the center of A.
Theorem 4.10. Let A be a non-positive DG-ring, and let n ∈ Z.
(1) For anyM ∈ D(A) and any I ∈ Inj(A) there is an isomorphism
Hn (RHomA(M, I)) ∼= HomH0(A)(H
−n(M),H0(I))
inMod
(
H0(Z(A))
)
which is functorial in bothM and I .
(2) For anyM ∈ D(A⊗Z A
op) and any I ∈ Inj(A) there is an isomorphism
Hn (RHomA(M, I)) ∼= HomH0(A)(H
−n(M),H0(I))
inMod
(
H0(A)
)
which is functorial in bothM and I .
Proof. For M ∈ D(A), let us consider RHomA(−, I) as a functor D(A) → D(Z(A)),
while forM ∈ D(A ⊗Z Aop) we consider RHomA(−, I) as a functor D(A ⊗Z Aop) →
D(A).
By Proposition 4.2, the functor RHomA(−, I) has cohomological dimension 0. Since
it is a contravariant triangulated functor, we have
Hn (RHomA(M, I)) = H
0 (RHomA(M [−n], I)) .
Hence, by Theorem 4.4(1), there is an isomorphism
H0 (RHomA(M [−n], I)) ∼=(4.11)
H0
(
RHomA(H
0(M [−n]), I)
)
=
H0
(
RHomA(H
−n(M), I)
)
which is functorial inM . By the theorem, forM ∈ D(A), this isomorphism is H0(Z(A))-
linear, while ifM ∈ D(A⊗Z Aop), it is H0(A)-linear.
If I → J is a morphism in Inj(A), it induces a morphism of functors
RHomA(−, I)→ RHomA(−, J),
and hence by Theorem 4.4(2), the diagram
H0 (RHomA(M [−n], I))
∼= //

H0 (RHomA(H
−n(M), I))

H0 (RHomA(M [−n], J))
∼= // H0 (RHomA(H−n(M), J))
is commutative. In other words, (4.11) is functorial also in I . By adjunction there is an
isomorphism
H0
(
RHomA(H
−n(M), I)
)
∼= H0
(
RHomH0(A)(H
−n(M),RHomA(H
0(A), I)
)
,
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functorial inM, I , and by Proposition 3.8,
H0
(
RHomH0(A)(H
−n(M),RHomA(H
0(A), I))
)
∼=
H0
(
RHomH0(A)(H
−n(M),H0(I))
)
=
HomH0(A)(H
−n(M),H0(I))
proving the claim. 
As an immediate corollary of this result, we may compute the cohomologies of elements
of Inj(A):
Corollary 4.12. LetA be a non-positive DG-ring, and let I ∈ Inj(A). Then for any n ∈ N,
there is an isomorphism
Hn(I) ∼= HomH0(A)
(
H−n(A),H0(I)
)
.
inMod(H0(A)) which is functorial in I .
Proof. Apply Theorem 4.10(2) toM = A ∈ D(A⊗Z Aop). 
We finish this section with the following categorical characterization of Inj(A):
Corollary 4.13. Let A be a non-positive DG-ring, and let I ∈ D(A). Then the following
are equivalent:
(1) I ∈ Inj(A).
(2) For any morphism f : M → N in D(A) such that H0(f) : H0(M) → H0(N) is
an injective map, the map
HomD(A)(f, I) : HomD(A)(N, I)→ HomD(A)(M, I)
is surjective.
Proof. (1) =⇒ (2): Let f : M → N be a morphism in D(A) such that H0(f) is an
injective map. By Theorem 4.10 there is a commutative diagram
H0 (RHomA(N, I)) //

HomH0(A)
(
H0(N),H0(I)
)

H0 (RHomA(M, I)) // HomH0(A)
(
H0(M),H0(I)
)
such that the horizontal maps are isomorphisms. The leftmost vertical map is exactly
HomD(A)(f, I) : HomD(A)(N, I)→ HomD(A)(M, I)
so it is enough to show that
HomH0(A)
(
H0(N),H0(I)
)
→ HomH0(A)
(
H0(M),H0(I)
)
is surjective, and this is true because by Proposition 3.7, the H0(A)-module H0(I) is an
injective module.
(2) =⇒ (1): Let I ∈ D(A) be a DG-module that satisfies (2). For any n > 0, non-
positivity of A implies that H0(A[n]) = 0. Hence, the zero map f : A[n] → 0 satisfies
that H0(f) is injective. Hence, by assumption, the map
0 = HomD(A)(0, I)→ HomD(A)(A[n], I) = H
−n(I)
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is surjective, so that inf(I) ≥ 0. In particular, I ∈ D+(A). Given N ∈ D+(A), let
i < inf(N). Then H0(N [i]) = 0, so the zero map g : N [i] → 0 satisfies that H0(g) is
injective, and hence by assumption,
0 = HomD(A)(0, I)→ HomD(A)(N [i], I)
is surjective, so that
(4.14) H−i (RHomA(N, I)) = 0.
Applying this toN = H0(A) and using the fact that inf(I) ≥ 0 implies by Proposition 3.3
that the cohomology ofRHomA(H0(A), I) is concentrated in degree 0. Since I ∈ D
+(A),
if H0(I) = 0 then by Proposition 3.3
H0
(
RHomA(H
0(A), I)
)
= 0
so that RHomA(H0(A), I) = 0, and hence by Corollary 3.5, I ∼= 0, so that I ∈ Inj(A).
We may hence assume that H0(I) 6= 0, and then inf(I) = 0, and (4.14) implies that
inj dimA(I) = 0, so again I ∈ Inj(A). 
Remark 4.15. Let A be a non-positive DG-ring, and let I be the collection of morphisms
f : M → N in D(A) such that H0(f) is an injective map. Then the above corollary may
be stated as: the elements of Inj(A) are exactly the I-injective objects of D(A).
5. AN EQUIVALENCE OF CATEGORIES OF INJECTIVES
In this section we will show that for a non-positive DG-ring A, the functor
H0(−) : Inj(A)→ Inj(H0(A))
is an equivalence of categories.
Proposition 5.1. Let A be a non-positive DG-ring. Then the functor
H0(−) : Inj(A)→ Inj(H0(A))
is fully faithful.
Proof. Given I, J ∈ Inj(A), we have by definition:
HomInj(A)(I, J) = HomD(A)(I, J) = H
0 (RHomA(I, J)) .
By Theorem 4.10, there is an isomorphism
H0 (RHomA(I, J)) ∼= HomH0(A)
(
H0(I),H0(J)
)
= HomInj(H0(A))
(
H0(I),H0(J)
)
,
and by the proof of that theorem, this isomorphism is induced by H0(−), proving the
claim. 
Proposition 5.2. Let A be a non-positive DG-ring. Then Inj(A) is closed under direct
summands.
Proof. Suppose J = I1 ⊕ I2, and that J ∈ Inj(A). For each n ∈ Z, this implies that
Hn(J) = Hn(I1)⊕H
n(I2), so that I1 ∈ D
+(A). Moreover, for each n ∈ Z,
ExtnA(H
0(A), I) = ExtnA(H
0(A), I1)⊕ Ext
n
A(H
0(A), I2),
so by Proposition 3.6 one hasExtnA(H
0(A), I1) = 0 for all n 6= 0, andExt
0
A(H
0(A), I1) is
a direct summand of an injective H0(A)-module, so it is also an injective H0(A)-module.
Hence, by Proposition 3.6, I1 ∈ Inj(A). 
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Recall that if C is a category, a morphism e :M →M in C is an idempotent if e◦e = e.
An idempotent e is called a split idempotent if there is an objectN ∈ C and C-morphisms
r : M → N and s : N →M such that s ◦ r = e and r ◦ s = 1N . In this case one says that
r, s splits e. Moreover, in this case the morphism s is a monomorphism, and one says that
s is a split monomorphism.
The following is well known:
Proposition 5.3. Let C be a category, and let e : M → M be an idempotent morphism.
Then any two splittings of e are isomorphic. Explicitly, if r : M → N , s : N → M and
r′ :M → N ′, s′ : N ′ →M both split e thenN andN ′ are isomorphic.
Proof. Let f = r′ ◦ s : N → N ′ and g = r ◦ s′ : N ′ → N . Then
f ◦ g = r′ ◦ s ◦ r ◦ s′ = r′ ◦ e ◦ s′ = r′ ◦ s′ ◦ r′ ◦ s′ = 1N ′ ◦ 1N ′ = 1N ′ ,
and similarly
g ◦ f = r ◦ s′ ◦ r′ ◦ s = r ◦ e ◦ s = r ◦ s ◦ r ◦ s = 1N ◦ 1N = 1N ,
proving the claim. 
Lemma 5.4. Let A be non-positive DG-ring, and let I¯ be an injective H0(A)-module.
Suppose that there is an injective H0(A)-module J¯ , such that I¯ ⊆ J¯ , and such that there
is some J ∈ Inj(A) with H0(J) = J¯ . Then there exists I ∈ Inj(A) such that H0(I) ∼= I¯ .
Proof. Since I¯ is an injective module, the inclusion map I¯ →֒ J¯ must split. Hence, there is
an H0(A)-linear idempotent map e¯ : J¯ → J¯ and H0(A)-linear maps r¯ : J¯ → I¯ , s¯ : I¯ → J¯
such that s¯ ◦ r¯ = e¯ and r¯ ◦ s¯ = 1I¯ .
By Proposition 5.1, there is a morphism e : J → J in D(A) such that H0(e) = e¯.
Moreover, the fact that e¯ is idempotent and that H0 is fully faithful implies that e is also
idempotent. Hence, by [6, Proposition 3.2], e splits. Explicitly, there is some I ∈ D(A)
and maps r : J → I and s : I → J such that
(5.5) s ◦ r = e, r ◦ s = 1I .
In particular, I is a direct summand of J , so by Proposition 5.2, I ∈ Inj(A). Applying the
functorH0(−) to (5.5), we see that
H0(s) ◦H0(r) = e¯, H0(r) ◦H0(s) = 1H0(I).
Hence, (H0(r),H0(s)) and (r¯, s¯) are both splittings of e¯, so by Proposition 5.3, there is an
H0(A)-linear isomorphism H0(I) ∼= I¯ , proving the claim. 
IfA→ B is a ring map and I is an injectiveA-module thenHomA(B, I) is an injective
B-module. More generally:
Proposition 5.6. LetA→ B be a map of non-positive DG-rings, and let I ∈ Inj(A). Then
RHomA(B, I) ∈ Inj(B).
Proof. Since sup(B) = 0 and I ∈ Inj(A), we know that RHomA(B, I) ∈ D
+(B).
Moreover, by adjunction
RHomB
(
H0(B),RHomA(B, I)
)
∼= RHomH0(A)
(
H0(B),RHomA(H
0(A), I)
)
.
By Proposition 3.6, we know thatRHomA(H0(A), I) is isomorphic to an injectiveH0(A)-
module, so by the above isomorphism
RHomB
(
H0(B),RHomA(B, I)
)
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is an injective H0(B)-module. Hence, by Proposition 3.6, RHomA(B, I) ∈ Inj(B).

Here is the main result of this section.
Theorem 5.7. Let A be a non-positive DG-ring. Then the functor
H0(−) : Inj(A)→ Inj(H0(A))
is an equivalence of categories.
Proof. By Proposition 5.1 the functor
H0(−) : Inj(A)→ Inj(H0(A))
is fully faithful, so it remains to show that it is essentially surjective. Let us give two
proofs of this important fact. First proof: Let I¯ be an injective H0(A)-module. Since
HomZ(H
0(A),Q/Z) is an injective cogenerator of Mod(H0(A)), there is some cardinal
number µ and an injective H0(A)-linear map
(5.8) I¯ →֒
∏
µ
(
HomZ(H
0(A),Q/Z)
)
= HomZ
(
H0(A),
(∏
µ
Q/Z
))
Let
J := HomZ
(
A,
(∏
µ
Q/Z
))
∈ D(A).
By Proposition 5.6, J ∈ Inj(A). Hence, by Proposition 3.3 there is an isomorphism
(5.9) H0(J) ∼= H0
(
RHomA(H
0(A), J)
)
By definition of J and adjunction, we have
RHomA(H
0(A), J) = RHomA
(
H0(A),HomZ
(
A,
(∏
µ
Q/Z
)))
∼=
HomZ
(
H0(A),
(∏
µ
Q/Z
))
.
As the latter is an H0(A)-module which is concentrated in degree zero, we deduce from
(5.9) that
H0(J) ∼= HomZ
(
H0(A),
(∏
µ
Q/Z
))
.
It follows by Lemma 5.4 and (5.8) that there exists I ∈ Inj(A) such thatH0(I) ∼= I¯ . Hence,
H0(−) : Inj(A)→ Inj(H0(A))
is essentially surjective, so it is an equivalence of categories.
Second proof: Let 0 6= I¯ be an injective H0(A)-module, and let F : D(A) → Mod(Z)
be the functor
F (M) := HomH0(A)(H
0(M), I¯).
Then F is a homological functor. Hence, by Neeman’s Brown representability theorem
([16, Theorem3.1]),F is representable. Thus, there is some I ∈ D(A) and an isomorphism
HomD(A)(−, I) ∼= F (−)
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of functorsD(A)→ Mod(Z). In other words, we have an isomorphism
H0 (RHomA(M, I)) ∼= HomH0(A)(H
0(M), I¯)
for all M ∈ D(A). Using this isomorphism for M = A[n] with n ≥ 0, we see that
H−n(I) = 0, for n > 0, while H0(I) 6= 0, so that inf(I) = 0. On the other hand, this iso-
morphism clearly implies that inj dimA(I) = 0, so that I ∈ Inj(A). Combining the above
isomorphism with Theorem 4.10, and using the fact that H0 : D(A) → Mod(H0(A))
is essentially surjective we deduce that the functors Mod(H0(A)) → Mod(Z) given by
HomH0(A)(−, I¯) andHomH0(A)(−,H
0(I)) are isomorphic. Hence, by the Yoneda lemma,
H0(I) ∼= I¯ , proving the claim. 
Remark 5.10. In [14, Corollary 7.2.2.19], Lurie proved a result dual to the above theorem
about projective modules over E1 rings.
Corollary 5.11. Let A be a non-positive DG-ring, and let I ∈ Inj(A). Then I is an
indecomposable object of D(A) if and only if its endomorphism ring
HomD(A)(I, I)
is a local ring.
Proof. In any additive category an object whose endomorphism ring is local is indecom-
posable. Conversely, suppose I is an indecomposable object of D(A). Then it is also an
indecomposable object of Inj(A). By Theorem 5.7, H0(I) is an indecomposable object
of Inj(H0(A)). Thus, H0(I) is an indecomposable injective H0(A)-module, so by [15,
Proposition 2.6] its endomorphism ring is a local ring. Hence, the equality
HomD(A)(I, I) = HomInj(A)(I, I) = HomH0(A)(H
0(I),H0(I))
implies that HomD(A)(I, I) is also a local ring. 
Here is another categorical characterization of Inj(A):
Proposition 5.12. Let A be a non-positive DG-ring, and let I ∈ D(A). Then I ∈ Inj(A)
if and only if for any morphism f : I → M in D(A) such that H0(f) : H0(I) → H0(M)
is an injective map, the morphism f is a split monomorphism.
Proof. Suppose I ∈ Inj(A), and let f : I →M be a morphism in D(A) such that H0(f) :
H0(I) → H0(M) is an injective map. By Proposition 3.7, the H0(A)-module H0(I) is
injective. Hence, the injective mapH0(f) : H0(I)→ H0(M) is a split monomorphism, so
there is a map g¯ : H0(M)→ H0(I) such that
g¯ ◦H0(f) = 1H0(I).
It follows by Theorem 4.10 that there is a map g : M → I in D(A) such that H0(g) = g¯.
Hence,
H0(g ◦ f) = H0(g) ◦H0(f) = g¯ ◦H0(f) = 1H0(I).
Hence, by Proposition 5.1 we deduce that g ◦ f = 1I , so that f is a split monomorphism.
Conversely, let I ∈ D(A), and suppose that for any morphism f : I →M inD(A) such
that H0(f) : H0(I) → H0(M) is an injective map, the morphism f is a split monomor-
phism.
Let J¯ be an injective H0(A)-module such that there is an embedding f¯ : H0(I) →֒ J¯ .
By Theorem 5.7, there exists J ∈ Inj(A) such that H0(J) = J¯ . Since J ∈ Inj(A) and
f¯ ∈ HomH0(A)(H
0(I),H0(J)),
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we deduce by Theorem 4.10 that there exists some
f ∈ HomD(A)(I, J)
such that H0(f) = f¯ . But f¯ is an injective map, so by our assumption on I we deduce that
f is a split monomorphism. Hence, I is a direct summand of J , so by Proposition 5.2 we
deduce that I ∈ Inj(A). 
Remark 5.13. The paper [10] makes a detailed study of injective objects in a triangulated
category. The definition of an injective object given there ([10, Definition 3.1]) is an object
such that any injective map (in a suitable sense) into it splits. This is similar to the above
proposition. However, the family of injective maps in their setup has the property that it is
closed under shifts. Hence, the results of this paper do not fall under their framework.
We are now ready to prove Theorem 0.1 from the introduction:
Proof. (1) ⇐⇒ (2) follows from Theorem 2.1. (2) ⇐⇒ (3) follows from Proposition
3.6 and Proposition 5.6. (2) ⇐⇒ (4) follows from Theorem 4.10 and Proposition 4.9. (2)
⇐⇒ (5) is Corollary 4.13, and (2) ⇐⇒ (6) is Proposition 5.12. 
6. THE DERIVED BASS-PAPP THEOREM
Given a ring A, recall that the Bass-Papp Theorem says that A is left noetherian if and
only if the category of left injective A-modules is closed under arbitrary direct sums. It
was proved by Papp in [17, Theorem 1] and independently by Bass in [3, Theorem 1.1].
The purpose of this section is to generalize this theorem to the category of non-positive
DG-rings.
Thus, given a non-positive DG-ring A, we ask: when is Inj(A) closed under arbitrary
direct sums? At first glance it might seem that Theorem 5.7 already gives an answer, but
this is not the case. The equivalence of categories between Inj(A) and Inj(H0(A))will only
give us information about coproducts relative to Inj(A), and these might be different from
the coproducts in DGMod(A). Indeed, the main result of this section shows that it can
happen that H0(A) is left noetherian (so that Inj(H0(A)) is closed under arbitrary direct
sums), but Inj(A) is not closed under arbitrary direct sums.
Given a DG-ring A, a DG-moduleM and a collection {Nα}α∈J of DG-modules over
A, the canonical inclusionsNα →֒
⊕
α∈J Nα induce for each α ∈ J maps
ϕα : HomA(M,Nα)→ HomA
(
M,
⊕
α∈J
Nα
)
.
By the universal property of direct sums, there is a uniqueA-linear map
(6.1) ϕ :
⊕
α∈J
HomA(M,Nα)→ HomA
(
M,
⊕
α∈J
Nα
)
such that for each α ∈ J , the diagram⊕
α∈J HomA(M,Nα)
ϕ // HomA
(
M,
⊕
α∈J Nα
)
HomA(M,Nα)
?
OO
ϕα
44
❥❥
❥❥❥
❥❥
❥❥❥
❥❥
❥❥
❥❥
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is commutative. It is clear that (6.1) is functorial in M . It is also functorial in {Nα}α∈J
in the sense that if for each α ∈ J there is a map of DG-modules Nα → Kα, then the
diagram
(6.2)
⊕
α∈J HomA(M,Nα)
//

HomA
(
M,
⊕
α∈J Nα
)
⊕
α∈J HomA(M,Kα)
// HomA
(
M,
⊕
α∈J Kα
)
is commutative. Recall that if A is a ring andM is a left A-module thenM is called com-
pact if for every collection {Nα}α∈J of left A-modules, the map (6.1) is an isomorphism.
If A is left noetherian thenM is compact if and only if it is finitely generated.
One can derive (6.1) as follows: there is a map
(6.3)
⊕
α∈J
RHomA (M,Nα)→ RHomA
(
M,
⊕
α∈J
Nα
)
defined by choosing a K-projective resolutionP →M , and letting (6.3) be the composition⊕
α∈J
RHomA (M,Nα) ∼=
⊕
α∈J
HomA (P,Nα)
α
−→ HomA
(
P,
⊕
α∈J
Nα
)
∼= RHomA
(
M,
⊕
α∈J
Nα
)
where α is the map (6.1). Functoriality of (6.1) implies that (6.3) is also natural both inM
and in {Nα}α∈J .
Lemma 6.4. Let A be a left noetherian ring, and let M be a left A-module. Assume that
for each collection {Iα}α∈J of injective left A-modules, the canonical map⊕
α∈J
HomA(M, Iα)→ HomA(M,
⊕
α∈J
Iα)
is an isomorphism. ThenM is finitely generated.
Proof. Since over a left noetherian ring the finitely generated modules are exactly the com-
pact modules, it is enough to show thatM is a compact object ofMod(A). Let {Nα}α∈J
be a collection of left A-modules. For each α ∈ J , choose an exact sequence
0→ Nα → Iα → Jα
such that Iα and Jα are injective left A-modules. We obtain a commutative diagram with
exact rows
0 //
⊕
α∈J HomA(M,Nα)
//

⊕
α∈J HomA(M, Iα)
//

⊕
α∈J HomA(M,Jα)

0 // HomA
(
M,
⊕
α∈J Nα
)
// HomA
(
M,
⊕
α∈J Iα
)
// HomA
(
M,
⊕
α∈J Jα
)
Since by assumption the two rightmost vertical maps are isomorphisms, we deduce that
the natural map ⊕
α∈J
HomA(M,Nα)→ HomA(M,
⊕
α∈J
Nα)
is also an isomorphism. Hence,M is a compact object ofMod(A), so it is finitely gener-
ated. 
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Lemma 6.5. Let A,B be non-positive DG-rings, and let {Fα}α∈J be a collection of con-
travariant triangulated functors of cohomological dimension 0 from D(A) to D(B). Then
the contravariant triangulated functor⊕
α∈J
Fα : D(A)→ D(B)
is also of cohomological dimension 0.
Proof. This is clear because cohomology commutes with arbitrary direct sums. 
Theorem 6.6. Let A be a non-positive DG-ring. Then the category Inj(A) is closed under
arbitrary direct sums if and only if the ring H0(A) is a left noetherian ring and for each
i < 0, the left H0(A)-module Hi(A) is finitely generated.
Proof. Assume first that Inj(A) is closed under arbitrary direct sums. Given an arbitrary
collection {I¯α}α∈J of injective left H0(A)-modules, for each α ∈ J there exists by Theo-
rem 5.7 an element Iα ∈ Inj(A) such that
H0(Iα) = I¯α.
By assumption,
⊕
α∈J Iα ∈ Inj(A). Hence, by Proposition 3.7
H0
(⊕
α∈J
Iα
)
=
⊕
α∈J
H0(Iα) =
⊕
α∈J
I¯α
is an injective left H0(A)-module. The Bass-Papp Theorem now implies that the ring
H0(A) is left noetherian. Let n > 0. Since
⊕
α∈J Iα ∈ Inj(A), by Proposition 4.2 the
functorRHomA(−,
⊕
α∈J Iα) is of cohomological dimension 0, while by Lemma 6.5, the
functor
⊕
α∈J RHomA(−, Iα) is also of cohomological dimension 0. Hence, by Theorem
4.4, the natural morphism⊕
α∈J
RHomA(−, Iα)→ RHomA(−,
⊕
α∈J
Iα)
from (6.3) induces a commutative diagram
H0
(⊕
α∈J RHomA(M, Iα)
)
//

H0
(⊕
α∈J RHomA(H
0(M), Iα)
)

H0
(
RHomA(M,
⊕
α∈J Iα)
)
// H0
(
RHomA(H
0(M),
⊕
α∈J Iα)
)
for everyM ∈ D(A), such that the horizontal maps are isomorphisms. Using (6.3) twice
and adjunction, there is a commutative diagram⊕
α∈J RHomA(H
0(M), Iα)

//⊕
α∈J RHomH0(A)(H
0(M),RHomA(H
0(A), Iα))

RHomH0(A)(H
0(M),
⊕
α∈J RHomA(H
0(A), Iα))

RHomA(H
0(M),
⊕
α∈J Iα)
// RHomH0(A)(H
0(M),RHomA(H
0(A),
⊕
α∈J Iα))
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in which the horizontal maps are isomorphisms. By Proposition 3.8 and (6.2) there is a
commutative diagram⊕
α∈J RHomH0(A)(H
0(M),RHomA(H
0(A), Iα))

//⊕
α∈J RHomH0(A)(H
0(M),H0(Iα))

RHomH0(A)(H
0(M),
⊕
α∈J RHomA(H
0(A), Iα))

// RHomH0(A)(H
0(M),
⊕
α∈J H
0(Iα))

RHomH0(A)(H
0(M),RHomA(H
0(A),
⊕
α∈J Iα))
// RHomH0(A)(H
0(M),H0(
⊕
α∈J Iα))
in which the horizontal maps are isomorphisms. Combining the last three commutative
diagrams, we see that for any M ∈ D(A) there is a commutative diagram in which the
horizontal maps are isomorphisms:
H0
(⊕
α∈J RHomA(M, Iα)
)
//

⊕
α∈J RHomH0(A)(H
0(M),H0(Iα))

H0
(
RHomA(M,
⊕
α∈J Iα)
)
// RHomH0(A)(H
0(M),H0(
⊕
α∈J Iα))
TakingM = A[−n], we see that the leftmost vertical map is an isomorphism. Hence, the
natural map ⊕
α∈J
HomH0(A)(H
−n(A), I¯α)→ HomH0(A)(H
−n(A),
⊕
α∈J
I¯α)
is an isomorphism. It follows from Lemma 6.4 the left H0(A)-module H−n(A) is finitely
generated.
Conversely, assume that H0(A) is a left noetherian ring and for each i < 0, the left
H0(A)-module Hi(A) is finitely generated. Let {Iα}α∈J be a collection of elements of
Inj(A). Let hα : Iα →֒
⊕
α∈J Iα be the canonical inclusion. By Proposition 3.7, each
H0(Iα) is an injective H0(A)-module. By the Bass-Papp Theorem⊕
α∈J
H0(Iα)
is also an injective H0(A)-module. Hence, by Theorem 5.7 there is a (unique up to iso-
morphism) DG-moduleK ∈ Inj(A) such that
H0(K) =
⊕
α∈J
H0(Iα).
Since for each α ∈ J we have an inclusion map
f¯α : H
0(Iα)→ H
0(K),
by Theorem 5.7 it lifts to a map fα : Iα → K such that H0(fα) = f¯α. It follows by the
universal property of direct sums that there is a unique map
f :
⊕
α∈J
Iα → K
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such that for any α ∈ J the diagram
(6.7)
⊕
α∈J Iα
f // K
Iα
hα
OO
fα
77
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
is commutative. Since K ∈ Inj(A) and Inj(A) is closed under isomorphisms, it is thus
enough to show that f is an isomorphism, and to show this it is enough to show that for
every n ∈ Z, the map
Hn(f) : Hn
(⊕
α∈J
Iα
)
→ Hn(K)
is an isomorphism. For n < 0 both sides are 0 so this map is an isomorphism, while for
n = 0 this map is an isomorphism by the definitions of K and f . Let n > 0. For every
α ∈ J , by Corollary 4.12 there is a commutative diagram
Hn(Iα)
Hn(fα) //
∼ =

Hn(K)
∼ =

HomH0(A)
(
H−n(A),H0(Iα)
)
// HomH0(A)
(
H−n(A),H0(K)
)
such that the vertical maps are isomorphisms. Combining all these maps we obtain a
commutative diagram
(6.8)
⊕
α∈J H
n(Iα)
ψ //
∼ =

Hn(K)
∼ =
⊕
α∈J HomH0(A)
(
H−n(A),H0(Iα)
)
// HomH0(A)
(
H−n(A),H0(K)
)
Since by definition the map H0(Iα) → H0(K) =
⊕
α∈J H
0(Iα) is the inclusion map f¯α,
we see that the bottom horizontal map of (6.8) is of the form of (6.1). Since H0(A) is left
noetherian and H−n(A) is finitely generated, we deduce that it is an isomorphism. Hence,
the top horizontal map of (6.8) (which we denoted by ψ) is also an isomorphism. The map
ψ fits into the following diagram
(6.9)
⊕
α∈J H
n(Iα)
ψ //
ǫ

Hn(K)
Hn(
⊕
α∈J Iα)
Hn(f)
99
s
s
s
s
s
s
s
s
s
s
s
s
s
s
s
Here, the map denoted by ǫ is the canonical isomorphism induced from the maps
Hn(hα) : H
n(Iα)→ H
n
(⊕
α∈J
Iα
)
.
We claim that (6.9) commutes. To see this, for each α ∈ J , let
gα : H
n(Iα) →֒
⊕
α∈J
Hn(Iα)
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be the canonical inclusion. Then by the universal property of direct sums, it is enough to
show that
(6.10) Hn(f) ◦ ǫ ◦ gα = ψ ◦ gα.
On the one hand, by the definition of ψ we have ψ ◦ gα = Hn(fα). On the other hand, by
the definition of ǫ we have ǫ ◦ gα = Hn(hα). By commutativity of (6.7) we see that
Hn(f) ◦Hn(hα) = H
n(f ◦ hα) = H
n(fα),
so that (6.10) holds. We have thus seen that (6.9) commutes. Since ǫ and ψ are isomor-
phisms, we deduce thatHn(f) is an isomorphism, which implies that f is an isomorphism,
so that ⊕
α∈J
Iα ∈ Inj(A),
as claimed. 
In view of this result, it makes sense to define:
Definition 6.11. Let A be a non-positive DG-ring. We say that A is left noetherian if the
ring H0(A) is a left noetherian ring and for each i < 0, the left H0(A)-module Hi(A) is
finitely generated.
Corollary 6.12. LetA be a left noetherian non-positiveDG-ring. Then for anyDG-module
I ∈ Inj(A) there is an isomorphism
I ∼=
⊕
α∈J
Iα
such that for each α ∈ J , we have that Iα ∈ Inj(A) and that Iα is an indecomposable
element of D(A).
Proof. By [15, Theorem 2.5], we may write
H0(I) =
⊕
α∈J
I¯α
such that each I¯α is an indecomposable injective H0(A)-module. By Theorem 5.7, for
each α ∈ J there exists Iα ∈ Inj(A) such that H0(Iα) = I¯α, and moreover Iα is an
indecomposable element of D(A). Let
K :=
⊕
α∈J
Iα ∈ D(A).
By Theorem 6.6, K ∈ Inj(A). Since
H0(K) = H0
(⊕
α∈J
Iα
)
=
⊕
α∈J
(
H0(Iα)
)
∼= H0(I)
we deduce from Theorem 5.7 that there is an isomorphism I ∼= K , proving the claim. 
If A is a left noetherian ring, then by [12, Theorem 19.10], the left injective module
E :=
⊕
Vi is a simple leftA-module
E(Vi)
is a cogenerator of A. Here E(Vi) is the injective hull of Vi. This means that for any
non-zero left A-module M , one has HomA(M,E) 6= 0. The A-module E is called the
minimal injective cogenerator of A.
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Recall that an elementX of a triangulated category T is called a cogenerator if for any
0 6= M ∈ T there is some n ∈ Z, such that
HomT (M,X [n]) 6= 0.
Corollary 6.13. Let A be a left noetherian non-positive DG-ring. Let E ∈ Inj(A) be the
DG-module such that H0(E) is the minimal injective cogenerator of H0(A). Then E is a
cogenerator of D(A).
Proof. Let 0 6= M ∈ D(A). Then there is some n ∈ Z such that Hn(M) 6= 0. By
Theorem 4.10 we have that
H−n (RHomA(M,E)) ∼= HomH0(A)(H
n(M),H0(E)),
and the latter is non-zero because H0(E) is a cogenerator. 
7. INJECTIVES OVER COMMUTATIVE NOETHERIAN DG-RINGS
7.1. Some preliminaries about commutative noetherian DG-rings. A DG-ring A is
called commutative if for all a ∈ Ai and b ∈ Aj , one has b · a = (−1)i·j · a · b, and a2 = 0
if i is odd. If A is a commutative non-positive DG-ring which is left noetherian in the
sense of Definition 6.11 we will say thatA is a commutative noetherian DG-ring. Thus, by
definition, a commutative noetherian DG-ring will be assumed non-positive. In that case,
H0(A) is a commutative noetherian ring. Under this assumption, we denote by Df(A) the
full triangulated subcategory of D(A) consisting of DG-modulesM such that Hn(M) is a
finitely generated over H0(A) for all n ∈ Z. Similarly, we set D−f (A) = D
−(A) ∩Df(A).
Note that the noetherian condition implies that A ∈ D−f (A).
7.1.1. Localization of commutative DG-rings. Let A be a commutative non-positive DG-
ring. Given a multiplicatively closed set S¯ ⊆ H0(A), recall that the localization S¯−1A
is defined as follows: let S ⊆ A0 be the inverse image of S¯ along the surjection A0 →
H0(A), and define
S¯−1A := A⊗A0 S
−1A0.
The localization map A0 → S−1A0 induces a localization map A → S¯−1A. For p¯ ∈
Spec(H0(A)), we will write as usual Ap¯ instead of (H0(A) − p¯)−1A. If M is a DG-
module over A, then we define
S¯−1(M) :=M ⊗A0 S
−1A0 ∈ D(S¯−1A).
Again, if p¯ ∈ Spec(H0(A)), we will writeMp¯ instead of (H0(A)− p¯)−1M .
A commutative noetherian DG-ring A is called a local noetherian DG-ring if the com-
mutative noetherian ring H0(A) is a local ring. If m¯ ⊆ H0(A) is its maximal ideal, one
says that (A, m¯) is a commutative noetherian local DG-ring. Letting k = (H0(A)/m¯) be
the residue field, we will sometimes say that (A, m¯, k) is a commutative noetherian local
DG-ring.
7.1.2. Local cohomology and local homology over commutative DG-rings. We now re-
view the notions of local cohomology and local homology over commutative DG-rings. A
reference for this is material is [23, Section 2]. See also [5].
Let A be a commutative non-positive DG-ring, and let a¯ ⊆ H0(A) be a finitely gener-
ated ideal. The category of derived a¯-torsion DG-modules over A, denoted by Da¯−tor(A),
is the full triangulated subcategory of D(A) consisting of DG-modules M such that the
H0(A)-module Hn(M) is a¯-torsion for all n ∈ Z. The inclusion functor
F : Da¯−tor(A) →֒ D(A)
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has a right adjoint
G : D(A)→ Da¯−tor(A).
One defined the local cohomology functor of A with respect to a¯ to be the composition
RΓa¯(−) := F ◦G(−) : D(A)→ D(A).
This coincides with the usual local cohomology functor if A is a commutative noetherian
ring.
For anyM ∈ D(A), there is a natural map
(7.1) σM : RΓa¯(M)→M,
and it holds thatM ∈ Da¯−tor(A) if and only if σM is an isomorphism.
The functor RΓa¯ has a right adjoint which we denote by
LΛa¯(−) : D(A)→ D(A).
This functor is called the local homology or derived completion functor with respect to a¯.
IfA is a commutative noetherian ring it coincides with the left derived functor of the a¯-adic
completion functor.
The Greenlees-May duality, which originated in [9], states that for any commutative
DG-ring A, and any finitely generated ideal a¯ ⊆ H0(A), there are bifunctorial isomor-
phisms
RHomA(RΓa¯(M), N) ∼= RHomA(RΓa¯(M),RΓa¯(N)) ∼=
RHomA(LΛa¯(M),LΛa¯(N)) ∼= RHomA(M,LΛa¯(N))
for any M,N ∈ D(A). The Matlis-Greenlees-May (MGM) equivalence states that there
are isomorphisms
RΓa¯ ◦ LΛa¯(−) ∼= RΓa¯(−)
and
LΛa¯ ◦ RΓa¯(−) ∼= LΛa¯(−)
of functorsD(A)→ D(A).
Remark 7.2. If A is a commutative non-positive DG-ring, and a¯ ⊆ H0(A) is a finitely
generated ideal, the one can consider the local cohomology functor of H0(A) with respect
to a¯, and the local cohomology functor of A with respect to a¯. The former is a functor
D(H0(A)) → D(H0(A)), and the latter is a functor D(A) → D(A). According to the
notation introduced above, both of these functors are denoted by RΓa¯. In some cases we
will need to use both functors. To resolve the ambiguity in notation in these cases, we will
sometimes denote the former by
RΓ
H0(A)
a¯ : D(H
0(A))→ D(H0(A)),
and the latter by
RΓAa¯ : D(A)→ D(A).
A similar remark applies to the functor LΛa¯.
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7.1.3. The telescope complex and the telescope DG-module. A reference for the facts of
this subsection is [18, Section 5]. Given a commutative ring A and an element a ∈ A, we
define the telescope complex Tel(A; a) ∈ D(A) to be the complex
0→
∞⊕
i=0
A
d
−→
∞⊕
i=0
A→ 0
with non-zero components in degrees 0, 1. Its differential d is defined as follows: Let
{δi | i ≥ 0} be the basis of the countably generated free A-module
⊕∞
i=0 A. Then
d(δi) =
{
δ0 if i = 0
δi−1 − a · δi if i ≥ 1
For a finite sequence a = (a1, . . . , an) of elements of A, one defines:
Tel(A; a) := Tel(A; a1)⊗A Tel(A; a2)⊗A Tel(A; a3)⊗A · · · ⊗A Tel(A; an).
This is a bounded complex of countably generated free A-modules. In particular, it is
K-projective.
LetA be a commutative ring, let a¯ ⊆ A be a finitely generated ideal, and let a be a finite
sequence of elements of A that generates a¯. According to [18, Section 5], there is a map
(7.3) ua : Tel(A; a)→ A
and a morphism of functors
RΓa¯(M)→ Tel(A; a)⊗AM
If A is noetherian, then there is a commutative diagram
(7.4) RΓa¯(M)
σM //

M
Tel(A; a)⊗AM
ua⊗A1M
88
q
q
q
q
q
q
q
q
q
q
q
in D(A), such that the vertical map is an isomorphism.
Let A be a commutative ring, let a¯ ⊆ A be a finitely generated ideal, and let a be a
finite sequence of elements of A that generates a¯. Let B be another commutative ring, let
f : A → B be a ring homomorphism, and let b = f(a). Then the telescope complex
satisfies the base change property: there is an isomorphism of complexes of B-modules:
Tel(A; a)⊗A B ∼= Tel(B;b).
In view of this fact, given a commutative non-positive DG-ringA, and a finite sequence
of elements a of A0, it makes sense to set
Tel(A; a) := Tel(A0; a)⊗A0 A.
Tensoring (7.3) with A over A0, we obtain a morphism
(7.5) Tel(A; a)→ A
Given a commutative non-positive DG-ring A, a finitely generated ideal a¯ ⊆ H0(A),
and a finite sequence a of elements of A0 whose image in H0(A) generate a¯, it is shown
in [23, Section 2] that there is an isomorphism
(7.6) RΓa¯(−) ∼= Tel(A; a) ⊗A −
of functorsD(A)→ D(A).
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7.1.4. Derived completion of commutative DG-rings. Given a commutative non-positive
DG-ring A and a finitely generated ideal a¯ ⊆ H0(A), according to [23, Section 3], there
is a commutative non-positive DG-ring denoted by LΛ(A, a¯) which is called the derived
a¯-adic completion of A. The construction is functorial in a suitable homotopy category.
There is a natural map A→ LΛ(A, a¯), but it is only defined in that homotopy category. It
induces a forgetful functor
Q : D(LΛ(A, a¯))→ D(A).
It can be describedmore explicitly as follows: there is a commutative non-positiveDG-ring
P , and a diagram of DG-ring homomorphisms
(7.7) A
φ
←− P
ψ
−→ LΛ(A, a¯)
such that the map φ is a quasi-isomorphism. Hence, there is an equivalence of triangulated
categories D(A) ∼= D(P ), and Q is the composition
D(LΛ(A, a¯))→ D(P ) ∼= D(A)
where the first functor is the ordinary forgetful functor along the DG-ring homomorphism
ψ. By [23, Proposition 3.58], one has Q(Â) = LΛa¯(A). If ψ is also quasi-isomorphisms,
one says that A is cohomologically a¯-adically complete. If A is noetherian then LΛ(A, a¯)
is also noetherian. In that case
H0(LΛ(A, a¯)) = Λa¯(H
0(A)),
where we have denoted by Λa¯(−) the classical a¯-adic completion functor. In particular, if
(A, m¯) is a commutative noetherian local DG-ring then LΛ(A, m¯) is also a commutative
noetherian local DG-ring.
According to [23, Section 5], the functors RΓa¯,LΛa¯ lift to D(LΛ(A, a¯)). Precisely,
there are triangulated functors
RΓ̂a¯(−),LΛ̂a¯(−) : D(A)→ D(LΛ(A, a¯))
such that there are isomorphisms
(7.8) Q ◦ RΓ̂a¯(−) ∼= RΓa¯(−)
and
(7.9) Q ◦ LΛ̂a¯(−) ∼= LΛa¯(−)
of functors D(A)→ D(A). See [21] and [22, Section 3] for a study of these functors over
commutative rings.
7.1.5. The tensor-evaluation isomorphism. We now wish to discuss a DG version of the
tensor evaluation morphism. Before that, we must discuss the notion of flat dimension of
a DG-module. Similarly to the discussion in Section 2, given a commutative non-positive
DG-ring A and M ∈ D(A), let us define the bounded flat dimension of M over A to be
the number
inf{n ∈ Z | ToriA(N,M) = 0 for any N ∈ D
b(A) and any i > n− inf N}
where ToriA(N,M) := H
−i(N ⊗LA M). Let us denote it by bfl dimA(M). Note that in
[25], we simply called it the flat dimension of M . The unbounded flat dimension of M
overA is the number
inf{n ∈ Z | ToriA(N,M) = 0 for anyN ∈ D
+(A) and any i > n− inf N}
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which we denote by ufl dimA(M). Similarly to Theorem 2.1, we expect that the equality
bfl dimA(M) = ufl dimA(M) will always hold. Since we will not need this equality in
this paper, we will not study this question here.
Here is a version of the tensor-evaluation morphism:
Proposition 7.10. Let A be a commutative noetherian DG-ring. Then for any M ∈
D−f (A), N ∈ D
+(A) and K ∈ D(A) such that ufl dimA(K) < ∞, there is an iso-
morphism
(7.11) RHomA(M,N)⊗
L
A K → RHomA(M,N ⊗
L
A K)
in D(A) which is functorial inM,N,K .
Proof. This was shown in [25, Proposition 2.2(1)] (see also [26, Proposition 6.7]). There,
we assumed the stronger condition N ∈ Db(A) and the (possible) weaker condition that
bfl dimA(K) <∞. Under the stronger assumption that we make here that ufl dimA(K) <
∞, the same proof works for N ∈ D+(A). 
7.2. Injectives over commutative noetherian rings. Let A be a commutative noetherian
DG-ring. In this case,H0(A) is a commutative noetherian ring. Hence, by [15, Proposition
3.1], there is a bijection between indecomposable injective H0(A)-modules and elements
of Spec(H0(A)). It follows by Theorem 5.7 that there is a similar bijection between inde-
composable elements of Inj(A) and elements of Spec(H0(A)). Given p¯ ∈ Spec(H0(A)),
we will denote by E(A, p¯) the element of Inj(A) corresponding to p¯. Thus, E(A, p¯) is
defined to be the unique (up to isomorphism) element of Inj(A) such that
H0 (E(A, p¯)) = E(H0(A), p¯)
is the injective hull (over H0(A)) of the residue field
k(p¯) = (H0(A)p¯)/(p¯ · (H
0(A)p¯)).
By Corollary 6.12, every element of Inj(A) is isomorphic to a direct sum of DG-modules
of the form E(A, p¯) where p¯ ∈ Spec(H0(A)). The aim of this section is to make a study
of the DG-moduleE(A, p¯).
Proposition 7.12. LetA be a commutative noetherianDG-ring, and let p¯ ∈ Spec(H0(A)).
Then the localization map
E(A, p¯)→ (E(A, p¯))
p¯
is an isomorphism. Hence, denoting byQp¯ : D(Ap¯)→ D(A) the forgetful functor, one has
Qp¯(E(Ap¯, p¯)) ∼= E(A, p¯).
Proof. The localization morphism A → Ap¯ and naturality of (7.11) imply that there is a
commutative diagram
RHomA
(
H0(A), E(A, p¯)
)
⊗A A //

RHomA
(
H0(A), E(A, p¯)⊗A A
)

RHomA
(
H0(A), E(A, p¯)
)
⊗A Ap¯ // RHomA
(
H0(A), E(A, p¯)⊗A Ap¯
)
The top horizontal map is clearly an isomorphism. Since ufl dimA(Ap¯) <∞, by Proposi-
tion 7.10 the bottom horizontal map is also an isomorphism. By definition of E(A, p¯), we
have that
RHomA
(
H0(A), E(A, p¯)
)
∼= E
(
H0(A), p¯
)
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and as is known, the latter is an H0(A)p¯-module. Hence, the leftmost vertical map is an
isomorphism. We deduce that the map
RHomA
(
H0(A), E(A, p¯)⊗A A
)
→ RHomA
(
H0(A), E(A, p¯)⊗A Ap¯
)
is an isomorphism, so by Proposition 3.4, the localization map
E(A, p¯)→ (E(A, p¯))
p¯
is an isomorphism. Letting E = (E(A, p¯))
p¯
∈ D+(Ap¯), it is thus enough to show that
E ∈ Inj(Ap¯), and this follows from the adjunction
RHomAp¯(H
0(Ap¯), E) ∼= RHomA(H
0(A), E) ∼= RHomA(H
0(A), E(A, p¯))
and Proposition 3.6. 
Proposition 7.13. Let A be a commutative noetherian DG-ring, let p¯ ∈ Spec(H0(A)),
and let a¯ ⊆ H0(A) be an ideal. Then one has
RΓa¯ (E(A, p¯)) =
{
E(A, p¯) if a¯ ⊆ p¯
0 otherwise.
Proof. To shorten notation, let us set E := E(A, p¯). Let a be a finite sequence of elements
of A0 such that their images in H0(A) generate the ideal a¯. Denote this image by a¯. The
map Tel(A; a) → A of (7.5) and naturality of (7.11) imply that there is a commutative
diagram
(7.14) RHomA(H0(A), E) ⊗A Tel(A; a) //

RHomA(H
0(A), E)

RHomA(H
0(A), E ⊗A Tel(A; a)) // RHomA(H0(A), E)
in D(A). Since ufl dimA(Tel(A; a) <∞, by Proposition 7.10 the leftmost vertical map is
an isomorphism. The rightmost vertical map is the identity so it is also an isomorphism. By
adjunction and the base change property of the telescope DG-module, the top horizontal
map of (7.14) is the same as the map
RHomA(H
0(A), E) ⊗H0(A) Tel(H
0(A); a¯)→ RHomA(H
0(A), E)
induced from the map Tel(H0(A); a¯)→ H0(A) of (7.3). Hence, by (7.4), if the map
RΓa¯
(
RHomA(H
0(A), E)
)
→ RHomA(H
0(A), E)
is an isomorphism then all maps in (7.14) are isomorphisms. In particular, if a¯ ⊆ p¯,
this is the case since by definition RHomA(H0(A), E) = E(H0(A), p¯). We deduce by
Proposition 3.4 that if a¯ ⊆ p¯ then the map E ⊗A Tel(A; a) → E is an isomorphism, and
hence by (7.6), the map RΓa¯(E)→ E is an isomorphism.
On the other hand, if a¯ * p¯, then since RΓa¯(E(H0(A), p¯)) = 0, we see that
RHomA(H
0(A), E ⊗A Tel(A; a)) ∼= 0.
Hence, by Proposition 3.3 we deduce that
0 ∼= E ⊗A Tel(A; a) ∼= RΓa¯(E),
proving the result. 
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Proposition 7.15. Let A be a commutative DG-ring, and let a¯ ⊆ H0(A) be a finitely
generated ideal. Then the local cohomology functor
RΓa¯ : D(A)→ D(A)
commutes with arbitrary direct sums.
Proof. This is because RΓa¯ is left adjoint to LΛa¯, so it preserves all colimits, and in par-
ticular, direct sums. 
Corollary 7.16. Let A be a commutative noetherian DG-ring, and let a¯ ⊆ H0(A) be an
ideal. Given I ∈ Inj(A), one has RΓa¯(I) ∈ Inj(A).
Proof. Given I ∈ Inj(A), by Corollary 6.12 there is an isomorphism
I ∼=
⊕
α∈J
Iα,
such that each Iα is an indecomposable element of Inj(A). Hence, by Proposition 7.15, we
have
RΓa¯(I) ∼= RΓa¯
(⊕
α∈J
Iα
)
=
⊕
α∈J
(RΓa¯(Iα))
By Theorem 6.6, it is thus enough to show that
RΓa¯(Iα) ∈ Inj(A)
for each α ∈ J , and this follows from Proposition 7.13. 
Remark 7.17. This corollary is essentially a particular case of [25, Theorem 3.5]. That
theorem states more generally that the inequality
inj dimA(RΓa¯(M)) ≤ inj dimA(M)
always holds. The proof given here is much more conceptual. A search for such a concep-
tual proof lead to the results of this paper.
Recall that the homotopy category of non-positive DG-rings, which we will denote by
Ho(DGR) is obtained from the category of non-positive DG-rings by formally inverting
quasi-isomorphisms. This is the homotopy category of a Quillen model category, but we
will not need the model structure in this paper.
Given a DG-ringA andM ∈ D(A), the derived endomorphismDG-ring ofM , denoted
by RHomA(M,M) is the DG-ring defined as follows: let P → M be a K-projective
resolution ofM , and define
RHomA(M,M) := HomA(P, P ).
The latter has naturally the structure of a DG-ring, where multiplication is given by com-
position. According to [20, Proposition 3.3], this DG-ring is independent of the chosen
resolution up to isomorphism in Ho(DGR).
Proposition 7.18. Let (A, m¯) be a commutative noetherian local DG-ring, and let Â :=
LΛ(A, m¯) be its derived m¯-adic completion. Denote by ̂¯m the maximal ideal of H0(Â),
and by Q : D(Â)→ D(A) the forgetful functor.
(1) There is an isomorphism
Q(E(Â, ̂¯m)) ∼= E(A, m¯).
in D(A).
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(2) There is an isomorphism in Ho(DGR) between the following derived endomor-
phism DG-rings:
RHomA(E(A, m¯), E(A, m¯)) ∼= RHomÂ(E(Â,
̂¯m), E(Â, ̂¯m)).
We will prove this proposition here under the additional assumption thatA has bounded
cohomology. A proof without this assumption will be given in Appendix A. The reason for
this is that only in the bounded case we are able to give the morally correct proof of this
fact, and the proof of the more general result is quite technical.
Proof. (1): Replacing A by a quasi-isomorphic DG-ring if necessary as in (7.7), we may
assume that A → Â is a map of DG-rings (and not only in the homotopy category of
DG-rings). Let E := RΓ̂m¯(E(A, m¯)) ∈ D
+(Â). Note that
Q(E) = RΓm¯(E(A, m¯)) ∼= E(A, m¯)
where the isomorphism is by Proposition 7.13. It remains to show that E ∼= E(Â, ̂¯m).
Under the assumption thatA has bounded cohomology, it follows by [25, Corollary 4.6]
that bfl dimA(Â) = 0. Hence, by [26, Lemma 6.3], we have that
H0(Â) ∼= H0(A) ⊗LA Â.
Hence, by adjunction:
(7.19) RHom
Â
(H0(Â), E) ∼= RHomA(H
0(A), E) = RHomA(H
0(A), E(A, m¯)).
The latter is isomorphic by definition to E(H0(A), m¯), so in particular it is concentrated
in degree 0. Hence, RHom
Â
(H0(Â), E) is also concentrated in degree 0. ApplyingH0 to
(7.19) and using the fact that
E(H0(A), m¯) = E(H0(Â), ̂¯m)
is aH0(Â)-module, we obtain a sequence ofH0(Â)-linear isomorphisms, which imply that
H0
(
RHom
Â
(H0(Â), E)
)
∼= E(H0(Â), ̂¯m).
Since this is an injectiveH0(Â)-module, we deduce from Proposition 3.6 that E ∈ Inj(Â),
and hence E ∼= E(Â, ̂¯m).
(2): By Proposition 7.13 we know that E(A, m¯) ∼= RΓm¯(E(A, m¯)). Hence, by [23,
Lemma 5.3], we have an isomorphism
E(A, m¯)⊗LA Â
∼= E(Â, ̂¯m)
in D(Â). Hence, the DG-ring map
RHomA(E(A, m¯), E(A, m¯))→ RHomÂ(E(A, m¯)⊗
L
A Â, E(A, m¯)⊗
L
A Â)
given by f 7→ f ⊗LA Â is a quasi-isomorphism, and as the latter is quasi-isomorphic to the
DG-ring
RHom
Â
(E(Â, ̂¯m), E(Â, ̂¯m)),
we are done. 
Recall that given a commutative noetherian DG-ringA, a dualizing DG-moduleR over
A is an element R ∈ D+(A) such that inj dimA(R) < ∞, and such that the natural map
A → RHomA(R,R) is an isomorphism in D(A). If A is a ring, this coincides with
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Grothendieck’s definition of a dualizing complex. If R is a dualizing DG-module over A
then the natural map
M → RHomA(RHomA(M,R), R)
is an isomorphism for allM ∈ Df(A).
The next result is a DG-version of [13, Proposition 4.3.8]:
Proposition 7.20. Let A be a commutative noetherian DG-ring, and let R ∈ D+(A). If
RHomA(H
0(A), R) is a dualizing complex overH0(A), thenR is a dualizing DG-module
over A.
Proof. Theorem 2.5 implies that inj dimA(R) < ∞. Given M ∈ Df(A) such that
amp(M) = 0, there is a finitely generatedH0(A)-moduleN and an isomorphismM ∼= N
in D(A). But then, by adjunction, the morphism
N → RHomA(RHomA(N,R), R)
is an isomorphism if and only if the morphism
N → RHomH0(A)(RHomH0(A)(N,RHomA(H
0(A), R)),RHomA(H
0(A), R))
is an isomorphism, and that is true because by assumption RHomA(H0(A), R) is a dual-
izing complex over H0(A). Hence, the morphism
M → RHomA(RHomA(M,R), R)
is also an isomorphism. Since both of the functors 1D(A) and
RHomA(RHomA(−, R), R)
have finite cohomological dimension, we deduce by the lemma on way-out functors that
the map
M → RHomA(RHomA(M,R), R)
is an isomorphism for allM ∈ Df(A), so that R is a dualizing DG-module over A. 
Before the next result, we must recall the theory of t-dualizing complexes. Let (A,m)
be a complete noetherian local ring. A complex M ∈ D(A) is called cohomologically
m-adically cofinite if M ∼= RΓm(N) for some N ∈ D
b
f (A). See [19, Section 3] for
details about this concept. Given a cohomologically m-adically cofinite complexM over
A, one says that M is a t-dualizing complex if inj dimA(M) < ∞, and the canonical
map A → RHomA(M,M) is an isomorphism in D(A). This terminology is from [2,
Section 2.5]. This concept was first defined and studied in [29, Section 5]. If M is a t-
dualizing complex over A, then LΛm(M) is a dualizing complex over A. Conversely, if
N is a dualizing complex overA then RΓm(N) is a t-dualizing complex overA. With this
terminology in hand, it is an immediate corollary of Grothendieck’s local duality theorem
([11, Theorem V.6.2]) that if (A,m) is a complete noetherian local ring then E(A,m) is a
t-dualizing complex overA.
It is a corollary of the Cohen Structure theorem that every complete noetherian local
ring has dualizing complexes. Similarly, we have:
Proposition 7.21. Let (A, m¯) be a commutative noetherian local DG-ring, and assume
that A is cohomologically m¯-adically complete. Let E = E(A, m¯) ∈ Inj(A). Then the
DG-moduleR := LΛm¯(E) is a dualizing DG-module over A.
The point is that E is a t-dualizing DG-module over A, and hence R is a dualizing
DG-module over A. As the concept of a t-dualizing DG-module over a commutative adic
DG-ring was not yet defined and studied, let us prove this directly.
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Proof. By [23, Proposition 2.17], we have that
RHomA(H
0(A), R) = RHomA
(
H0(A),LΛAm¯(E)
)
∼= LΛ
H0(A)
m¯
(
RHomA(H
0(A), E)
)
SinceRHomA(H0(A), E) ∼= E(H0(A), m¯), by the discussion preceding this proof we see
that RHomA(H0(A), R) is a dualizing complex over H0(A). Hence, the result follows
from Proposition 7.20. 
Theorem 7.22. Let A be a commutative noetherian DG-ring, and let p¯ ∈ Spec(H0(A)).
Then there is an isomorphism in Ho(DGR):
RHomA(E(A, p¯), E(A, p¯)) ∼= Âp¯,
where the right hand side is defined to be the derived p¯-adic completion of the local DG-
ring Ap¯.
Proof. By Proposition 7.12, the map
RHomA(E(A, p¯), E(A, p¯))→ RHomAp¯(E(A, p¯)p¯, E(A, p¯)p¯)
induced by the localization morphismE(A, p¯)→ E(A, p¯)p¯ is a quasi-isomorphism. Let us
denote by ̂¯p the ideal of definition of Âp¯. By Proposition 7.18(2), there is an isomorphism
in Ho(DGR):
RHomAp¯(E(A, p¯)p¯, E(A, p¯)p¯)
∼= RHomÂp¯(E(Âp¯,
̂¯p), E(Âp¯, ̂¯p)).
By Proposition 7.13, we know that
E(Âp¯, ̂¯p) ∼= RΓ̂¯p(E(Âp¯, ̂¯p)),
so by the Greenlees-May duality, there is an isomorphism in Ho(DGR):
RHom
Âp¯
(E(Âp¯, ̂¯p), E(Âp¯, ̂¯p)) ∼= RHomÂp¯(LΛ̂¯p(E(Âp¯, ̂¯p)),LΛ̂¯p(E(Âp¯, ̂¯p)))
But by Proposition 7.21, the DG-module LΛ̂¯p(E(Âp¯, ̂¯p)) is a dualizing DG-module over
Âp¯, which implies that the canonical map
Âp¯ → RHomÂp¯(LΛ̂¯p(E(Âp¯, ̂¯p)),LΛ̂¯p(E(Âp¯, ̂¯p)))
is an isomorphism. Combining all these isomorphisms (which do not all go in the same
direction, hence the need for the homotopy category), we obtain the required isomorphism
in Ho(DGR), proving the result. 
Let (A, m¯, k) be a noetherian local DG-ring, and assume that A has a dualizing DG-
module R. By [30, Proposition 7.5], this implies that RHomA(H0(A), R) is a dualizing
complex over the local noetherian ring H0(A). Hence, by [11, Proposition V.3.4], there is
exactly one integer d such that
ExtdH0(A)(k,RHomA(H
0(A), R)) ∼= k.
Following [11, Section V.6], we say that R is a normalized dualizing DG-module if
d = 0. Of course even if R is not normalized, there is always some shift of R which is
normalized.
The above discussion also essentially follows from [7, Theorem 3.2], but the authors of
that paper make the additional assumption that A0 is a noetherian ring.
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Proposition 7.23. Let A be a commutative noetherian DG-ring, and let a¯ ⊆ H0(A) be an
ideal. Then for anyM ∈ D+(A), there is a natural isomorphism
RΓ
H0(A)
a¯
(
RHomA(H
0(A),M)
)
∼= RHomA
(
H0(A),RΓAa¯ (M)
)
in D(H0(A)).
Proof. This was shown in [25, Lemma 3.4]. There we also assumed thatM ∈ Db(A), but
using Proposition 7.10 the same proof works under this weaker assumption. 
Proposition 7.24. Let A be a commutative noetherian DG-ring, and let a¯ ⊆ H0(A) be an
ideal. Then for any M ∈ D−f (A), and any N ∈ D
+(A), there is a bifunctorial isomor-
phism
RHomA(M,RΓa¯(N)) ∼= RΓa¯ (RHomA(M,N))
in D(A).
Proof. Let a be a finite sequence of elements of A0 whose image in H0(A) generates a¯.
Then by (7.4), we have that
RHomA(M,RΓa¯(N)) ∼= RHomA(M,N ⊗A Tel(A; a)).
By Proposition 7.10, we have a natural isomorphism
RHomA(M,N ⊗A Tel(A; a)) ∼= RHomA(M,N)⊗A Tel(A; a),
so the result follows from applying (7.4) again. 
Proposition 7.25. Let (A, m¯, k) be a noetherian local DG-ring, and letR be a normalized
dualizing DG-module over A. Then
RΓm¯(R) ∼= E(A, m¯).
Proof. By Proposition 7.23,
RHomA(H
0(A),RΓAm¯(R))
∼= RΓ
H0(A)
m¯ (RHomA(H
0(A), R)),
and by the normalization assumption and [11, Proposition V.6.1], the latter is isomorphic
to E(H0(A), m¯), so Proposition 3.6 implies the result. 
The next result is a DG-generalization of Grothendieck’s local duality:
Theorem 7.26. Let (A, m¯, k) be a local noetherian DG-ring, and let R be a normalized
dualizing DG-module over A. Let E := E(A, m¯) ∈ Inj(A).
(1) For everyM ∈ D+f (A), there is an isomorphism
RΓm¯(M) ∼= RHomA(RHomA(M,R), E)
in D(A) which is functorial inM .
(2) For everyM ∈ D+f (A), and any n ∈ Z, there is an isomorphism
Hnm¯(M) := H
n (RΓm¯(M)) ∼= HomH0(A)
(
Ext−nA (M,R),H
0(E)
)
inMod(H0(A)) which is functorial inM .
Proof. By Proposition 7.25, we have that
RHomA(RHomA(M,R), E) ∼= RHomA(RHomA(M,R),RΓm¯(R)).
Since M ∈ D+f (A), by [30, Proposition 7.2], we have that RHomA(M,R) ∈ D
−
f (A).
Hence, by Proposition 7.24, we obtain:
RHomA(RHomA(M,R),RΓm¯(R)) ∼= RΓm¯ (RHomA(RHomA(M,R), R)) .
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Since R is a dualizing DG-module, the latter is naturally isomorphic to RΓm¯(M), proving
(1). To obtain (2), simply apply the functor Hn to (1), and use Theorem 4.10 which holds
because E ∈ Inj(A). 
Remark 7.27. The recent paper [4] made a detailed study of local duality in an abstract
framework. It is not clear to us if the above result which is a concrete result in a rather
abstract setup can be deduced from the results of that paper.
Corollary 7.28. Let (A, m¯, k) be a local noetherian DG-ring which has a dualizing DG-
module. Then for every M ∈ D+f (A) and any n ∈ Z, the H
0(A)-module Hnm¯(M) is
artinian.
Corollary 7.29. Let (A, m¯, k) be a local noetherian DG-ring with bounded cohomology,
and let R be a dualizing DG-module over A. Then
amp (RΓm¯(A)) = amp(R).
Proof. Since the amplitude of a DG-module does not change under the translation functor,
we may assume without loss of generality that R is a normalized dualizing DG-module.
The assumption that A has bounded cohomology implies that A ∈ D+f (A). Hence, by the
local duality theorem, for each n ∈ Z we have that
Hn (RΓm¯(A)) ∼= HomH0(A)(H
−n(R),H0(E)).
Since H0(E) is a cogenerator of Mod(H0(A)), we deduce that Hn (RΓm¯(A)) = 0 if and
only if H−n(R) = 0, hence the equality. 
APPENDIX A. PROPOSITION 7.18 IN THE UNBOUNDED CASE
The purpose of this appendix is to prove Proposition 7.18 without the assumption that
H(A) is bounded. Let us recall the statement:
Proposition A.1. Let (A, m¯) be a commutative noetherian local DG-ring, and let Â :=
LΛ(A, m¯) be its derived m¯-adic completion. Denote by ̂¯m the maximal ideal of H0(Â),
and by Q : D(Â)→ D(A) the forgetful functor.
(1) There is an isomorphism
Q(E(Â, ̂¯m)) ∼= E(A, m¯).
in D(A).
(2) There is an isomorphism in Ho(DGR) between the following derived endomor-
phism DG-rings:
RHomA(E(A, m¯), E(A, m¯)) ∼= RHomÂ(E(Â,
̂¯m), E(Â, ̂¯m)).
We shall need the following lemma.
Lemma A.2. LetA be a commutative noetherian DG-ring, and let a¯ ⊆ H0(A) be an ideal.
Let Â := LΛ(A, a¯), and let ̂¯a := a¯ · H0(Â). Denoting by Q : D(Â)→ D(A) the forgetful
functor, there is an isomorphism
Q ◦ RΓ̂¯a(−) ∼= RΓa¯ ◦Q(−)
of functors D(Â)→ D(A).
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Proof. ReplacingA by a quasi-isomorphicDG-ring if needed, we may assume thatA→ Â
is a DG-ring map. Let us denote it by τ . Let a be a finite sequence of elements ofA0 whose
image in H0(A) generates a¯. Then the commutative diagram
A0
τ0 //

Â0

H0(A) // H0(Â)
implies that the image of τ0(a) in H0(Â) generates ̂¯a. Hence, givenM ∈ D(Â), by (7.6)
we have:
Q(RΓ̂¯a(M)) ∼= Q(Tel(A; a) ⊗A Â⊗ÂM) ∼= Tel(A; a) ⊗A Q(M),
so using (7.6) we obtain the result. 
We are now ready to prove Proposition 7.18(1):
Proof. As in our first proof of Proposition 7.18, we may assume that A → Â is a map of
DG-rings. Let
E := RΓÂ̂¯m
(
LΛ̂m¯(E(A, m¯))
)
∈ D+(Â).
By Lemma A.2, we have:
Q(E) ∼= RΓAm¯(Q((LΛ̂m¯(E(A, m¯))))).
From this and (7.9) we obtain an isomorphism:
Q(E) ∼= RΓAm¯LΛ
A
m¯(E(A, m¯)),
and by the MGM equivalence, we have Q(E) ∼= RΓAm¯(E(A, m¯)), so Proposition 7.13
implies thatQ(E) ∼= E(A, m¯). It remains to show that E ∼= E(Â, ̂¯m). To do this, we wish
to calculate RHom
Â
(H0(Â), E). By Proposition 7.23 we have:
RHom
Â
(H0(Â), E) ∼= RΓ
H0(Â)̂¯m
(
RHom
Â
(H0(Â),LΛ̂m¯(E(A, m¯)))
)
.
By [23, Proposition 5.8], there is an isomorphism
RHom
Â
(H0(Â),LΛ̂m¯(E(A, m¯))) ∼= RHomA(H
0(Â),LΛm¯(E(A, m¯)))
in D(H0(Â)). Let Q0 : D(H0(Â)) → D(H0(A)) be the forgetful functor. Then using
Lemma A.2 and the fact that because A is noetherian it holds that H0(Â) is the m¯-adic
completion of H0(A), we have:
Q0
(
RHom
Â
(H0(Â), E)
)
∼= RΓ
H0(A)
m¯
(
RHomA(H
0(Â),LΛm¯(E(A, m¯)))
)
Since there is an isomorphism LΛm¯(H0(A)) ∼= H0(Â), we deduce by the Greenlees-May
duality that
RΓ
H0(A)
m¯
(
RHomA(H
0(Â),LΛm¯(E(A, m¯)))
)
∼=
RΓ
H0(A)
m¯
(
RHomA(H
0(A),LΛm¯(E(A, m¯)))
)
By [23, Proposition 2.17], there is an isomorphism
RΓ
H0(A)
m¯
(
RHomA(H
0(A),LΛm¯(E(A, m¯)))
)
∼=
RΓ
H0(A)
m¯ LΛ
H0(A)
m¯
(
RHomA(H
0(A), E(A, m¯))
)
,
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and by the MGM equivalence, the latter is isomorphic to
RΓ
H0(A)
m¯
(
RHomA(H
0(A), E(A, m¯))
)
= E(H0(A), m¯).
We have thus shown that
Q0
(
RHom
Â
(H0(Â), E)
)
∼= E(H0(A), m¯).
Hence, for all i 6= 0, we have that
Hi
(
RHom
Â
(H0(Â), E)
)
= 0,
while for i = 0 we have
Q0(H0
(
RHom
Â
(H0(Â), E)
)
) = E(H0(A), m¯) = E(H0(Â), ̂¯m).
A-priori, we only know that the isomorphism we have between the H0(Â)-modules
H0
(
RHom
Â
(H0(Â), E)
)
andE(H0(Â), ̂¯m) isH0(A)-linear, but since these are m¯-torsion modules, the isomorphism
is automaticallyH0(Â)-linear. Hence, we see that
RHom
Â
(H0(Â), E) ∼= E(H0(Â), ̂¯m),
which implies that E ∼= E(A, ̂¯m), as claimed. 
Remark A.3. Let A be a commutative noetherian ring, let a ⊆ A be an ideal, and let
Â := Λa(A). Denote by â := a · Â the ideal of definition of Â. By [24, Theorem 2.4],
there is an isomorphism
RΓâLΛ̂a(−) ∼= RΓ̂a(−)
of functorsD(A)→ D(Â).
If this result generalizes to commutative noetherian DG-rings, then in the above proof
we will simply get
E ∼= RΓ̂m¯(E(A, m¯)),
as in our original proof of Proposition 7.18.
The next lemma is a DG-version of [21, Theorem 4.3].
Lemma A.4. LetA be a commutative noetherian DG-ring, and let a¯ ⊆ H0(A) be an ideal.
Let ̂¯a be the ideal of definition of Â. Then there is an isomorphism
LΛ̂¯a ◦ LΛ̂a¯(−) ∼= LΛ̂a¯(−).
of functors D(A)→ D(Â).
Proof. Replacing A by a quasi-isomorphic DG-ring if necessary, we may assume that
A→ Â is a map of DG-rings. Proceeding as in the proof of Lemma A.2, givenM ∈ D(A),
by [23, Lemma 5.3], we have:
LΛ̂¯a ◦ LΛ̂a¯(M) ∼= RHomÂ(Tel(Â; τ0(a)),RHomA(Â,LΛa¯(M))).
By adjunction and the base change property of the telescope DG-module, this is isomorphic
to
RHomA(Â,RHomA(Tel(A; a),LΛa¯(M))),
so the result follows from using [23, Lemma 5.3] again and the fact that
Tel(A; a) ∼= Tel(A; a) ⊗A Tel(A; a).
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
We now prove Proposition 7.18(2).
Proof. By our proof of (1), we have that
RHom
Â
(E(Â, ̂¯m), E(Â, ̂¯m)) =
RHom
Â
(RΓÂ̂¯m
(
LΛ̂m¯(E(A, m¯))
)
,RΓÂ̂¯m
(
LΛ̂m¯(E(A, m¯))
)
).
By the Greenlees-May duality, this is isomorphic to
RHom
Â
(LΛÂ̂¯m
(
LΛ̂m¯(E(A, m¯))
)
,LΛÂ̂¯m
(
LΛ̂m¯(E(A, m¯))
)
).
Lemma A.4 implies that the latter is isomorphic to
RHom
Â
(LΛ̂m¯(E(A, m¯)),LΛ̂m¯(E(A, m¯))).
According to [23, Lemma 5.3], there is an Â-linear isomorphism
RHom
Â
(LΛ̂m¯(E(A, m¯)),LΛ̂m¯(E(A, m¯))) ∼=
RHom
Â
(LΛ̂m¯(E(A, m¯)),RHomA(Â,LΛm¯(E(A, m¯)))).
Hence, by adjunction, we obtain
RHomA(Q(LΛ̂m¯(E(A, m¯))),LΛm¯(E(A, m¯))) ∼=
RHomA(LΛm¯(E(A, m¯)),LΛm¯(E(A, m¯))),
so the result follows from the Greenlees-May duality and the fact that by Proposition 7.13
we have that
E(A, m¯) ∼= RΓa¯(E(A, m¯)).

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