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Abstract
Conformational dynamics is essential to biomolecular processes. Markov
State Models (MSM) are widely used to elucidate dynamic properties of
molecular systems from unbiased Molecular Dynamics (MD). However, the
implementation of reweighting schemes for MSMs to analyze biased simula-
tions is still at an early stage of development. Several dynamical reweighing
approaches have been proposed, which can be classified as approaches based
on (i) Kramers rate theory, (ii) rescaling of the probability density flux,
(iii) reweighting by formulating a likelihood function, (iv) path reweighting.
We present the state-of-the-art and discuss the methodological differences of
these methods, their limitations and recent applications.
Keywords: molecular simulation, Markov state models, dynamical
reweighting, enhanced sampling, path reweighting, likelihood maximization,
flux reweighting
1. Introduction
Biomolecular processes, such as ligand binding, protein-protein binding,
protein folding, or allosteric changes, are brought about by conformational
transitions. Within a single protein, different conformational transitions can
occur on timescales ranging from picoseconds to seconds, and the exact bal-
ance between the stability of various conformational states, and the hierarchy
of transition timescales is essential for protein function [1, 2, 3, 4]. This enor-
mous complexity arises, because the range of possible conformations (i.e. the
molecular state space Ω) is vast, and the potential energy function, which de-
termines the relative stability of the conformations has many minima which
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are separated by barriers of vastly different heights. Transitions between
long-lived conformations often occur via a non-trivial series of short-lived
conformations. Thus, an accurate model of the conformational dynamics
from which the stability of conformations, transition rates and transition
paths between conformations can be deduced is crucial for understanding
biomolecular systems and processes.
Markov State Models (MSMs) [5, 6, 7, 8, 9, 10] constructed from molecular
dynamics simulations are a powerful tool to obtain dynamic information, such
as long-lived conformations, the barriers separating them, and relaxation
timescales for the equilibration across the barriers. However, it is precisely
these barriers that pose a limitation to an MSM analysis. Many molecules are
characterized by high free energy barriers, and transitions across these bar-
riers are rare events which are difficult to sample in an unbiased simulation.
Enhanced sampling techniques, such as umbrella sampling [11, 12] and meta-
dynamics [13, 14, 15], facilitate the exploration of the state space by adding a
bias U(x) to the potential energy function V˜ (x), such that the simulation is
carried out with the potential V (x) = V˜ (x) +U(x). A variety of reweighting
methods exists that recover stationary properties like ensemble averages or
free energies from the biased simulations. But because transition rates and
transition probabilities depend in a non-trivial way on the potential energy
function, methods to recover dynamic information from biased simulations
are much more difficult to develop. Nonetheless, in recent years a number
of dynamical reweighting approaches to tackle this problem have been pro-
posed. These methods are derived from different formulations of molecular
transitions, where each formulation gives rise to a different set of assumptions
for the resulting dynamical reweighting method. Starting with methods that
are based on Kramers rate theory and proceeding to methods that reweight
multi-state MSMs, we will discuss the assumptions of each approach and
how they are mirrored by the applications that have been reported so far.
Throughout the article, we will denote properties that correspond to the un-
biased potential energy function V˜ (x) by super-scripting them with a tilde,
e.g. k˜AB, whereas properties that correspond to the potential energy function
V (x) at which the simulation is carried out are denoted without decoration,
e.g. kAB.
To keep this contribution concise, we will limit the discussion to dynam-
ical reweighting methods for simulations with biased potentials. This means
that we will have to omit methods that recover dynamic information from
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simulations at elevated temperatures [16, 17, 18], which are however closely
related to dynamical reweighting methods for biased potentials. Likewise,
we will not cover path sampling strategies in which the enhanced sampling is
achieved by respawning the simulations at certain checkpoints. For this topic
we would like to point the reader to two excellent recent reviews [19, 20].
2. Reweighting Kramers rate theory
We denote the high-dimensional molecular state space by Ω. x is a specific
point in this space (i.e. a specific conformation), and xt denotes time-series
of conformations (e.g. a MD trajectory). If the dynamics xt ∈ Ω of a system
is well characterized by two long-lived conformations A and B along a single
reaction coordinate q(x), separated by a transition state q∗(x), the transition
rate kAB from state A to state B can be modelled by Kramers rate theory
[21, 22]
kAB = ωAκA · Z
∗
ZA
. (1)
Here, ωA is a characteristic frequency of the system in conformation A, κA
is the transmission coefficient, which models the possibility that the system
will revert back to A, ZA =
1
Z
∫
A
exp(−βV (x)) dx is the partition function of
conformation A, Z∗ = 1
Z
∫
q(x)=q∗(x) exp(−βV (x)) dx is the partition function
of the transition state, and Z is the partition function over the entire state
space Ω. Thus, reweighting kAB to k˜AB requires reweighting factors for ωA,
κA, ZA, and Z
∗.
Several methods to derive reweighting factors for eq. 1 have been pro-
posed, e.g. by reweighting the diffusion constant [23] of the diffusive dy-
namics along q, or by reformulating eq. 1 for a scaled potential [24]. An
enhanced sampling scheme which is particular suited for systems with two-
state dynamics is metadynamics [13, 14], and a corresponding reweighting
scheme has been proposed by P. Tiwary and M. Parrinello [25]. The method
uses an infrequent metadynamics protocol, in which the Gaussian biasing po-
tentials are only deposited within states A and B, but not in the transition
region. This has the advantage that, in the transition region, V (x) ≈ V˜ (x),
and thus Z∗ ≈ Z˜∗. Since no reweighting factor for the transition region is
needed, the reweighting factor is proportional to the ratio of the partition
functions of state A
k˜AB
kAB
=
ZA
Z˜A
∝
∫
A
exp(−βV (x)) dx∫
A
exp(−β(V (x)− U(x))) dx =
1
〈exp(βU(x))〉V (2)
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where the subscript V indicates that the ensemble average has been calcu-
lated for the ensemble at V (x). This reweighting scheme has been used to
investigate several protein-ligand unbinding processes. Estimates of koff of
an inhibitor from human p38 MAP kinase were in good agreement with the
experimental value [26]. The reliability of the method was evaluated in a
study of the dissociation process of two small different fragments from the
protein FKBP by direct comparison to unbiased simulations [27]. The un-
binding process of a ligand from the L99A cavity mutant of T4 lysozyme has
been studied using an improved infrequent metadynamics protocol [28]. Ad-
ditionally, the combination of this reweighting scheme with the variationally
enhanced sampling [29, 30] has been demonstrated on alanine dipeptide in
vacuum and benzophenone in water [31].
3. Markov state models
The dynamics of most molecular systems is much more complex than a
simple two-state dynamics, exhibiting a multitude of metastable states sepa-
rated by free energy barriers of various heights. Dynamics of this complexity
are well captured by Markov state models (MSMs) [5, 6, 7, 8, 9, 10]. These
models are built on the assumption that the time series of the molecular
dynamics xt ∈ Ω is Markovian, ergodic, and fulfills detailed balance. The
high-dimensional state space Ω is discretized into a set of n disjoint states
S = {S1, S2, . . . Sn}, and the time series xt is projected onto these states
yielding a Markov jump process st ∈ S. Often, the discretization is defined
in terms of a lower-dimensional space of reaction coordinates. Note that the
states do not necessarily correspond to biologically relevant conformations.
They are a partitioning of Ω into small cells. The transition probability pij(τ)
from Si to Sj within a lag time τ can be estimated by counting the observed
transitions cij(τ) in a trajectory of length T , and normalizing with respect
to the number of outgoing transitions from Si,
pij(τ) =
cij(τ)∑n
j=1 cij(τ)
. (3)
The eigenvectors of the n × n-transition matrix P(τ), whose elements are
pij(τ), contain a wealth of information on the dynamics of the system, long-
lived conformations and the hierarchy of the barriers between them.
Eq. 3 can be derived by maximizing the likelihood of transition probabil-
ities pij(τ) given the observed time series st. Alternatively, one can derive
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it by projecting the underlying dynamic operator onto the discretized state
space. In this case, the transition counts can be understood as a path en-
semble average
cij(τ) =
1
Nτ
Nτ−1∑
t=0
χi(xt)χj(xt+τ ) (4)
with
χi(x) =
{
1 if x ∈ Si
0 otherwise .
(5)
The intuition for eqs. 4 and 5 is: Split up the trajectory xt into Nτ paths of
length τ . The starting time of each path is denoted by t, and also serves as a
path index. The argument in the sum evaluates to one, if the path represents
a transition from Si to Sj and to zero otherwise. Thus, the sum counts the
paths that represent transitions from Si to Sj.
MSMs can also be derived using transition rates kij rather than transition
probabilities pij(τ). The corresponding rate matrix K is related to the transi-
tion matrix P(τ) by exp(Kτ) = P(τ). To derive an estimator for kij consider
the transition probability density p(x, y; τ)dy, i.e. the conditional probabil-
ity density of finding the system in ydy (i.e. an infinitesimally small region
around conformation y) at time t + τ , given that it started in conformation
x at time t. Assume that the starting point x is located in Si. For τ = 0,
p(x, y; τ)dy is a delta-function centered at x. As τ increases, p(x, y; τ)dy
spreads out over the neighboring cells, thus creating a density flux across the
boundaries of Si. Using Gauss’s divergence theorem on this flux, one obtains
the following approximation for the rate constant at potential V (x)
kij = Φˆ ·
√
pij
pii
, (6)
where pii and pij are the Boltzmann weights of the states Si and Sj. Φˆ
represents the flux through the intersecting surface between the states Si
and Sj in the absence of any potential energy function, which is scaled by√
pij/pii.
This derivation of eq. 6 via the transition probability density corresponds
to discretizing the underlying dynamic operator (square-root approximation
of the infinitesimal generator) [32, 33, 34]. Eq. 6 has originally been derived
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by D. J. Bicout and A. Szabo by discretizing a one-dimensional Smoluchowski
equation [35]. It can also be obtained by exploiting the maximum caliber
(maximum path entropy) approach [36, 37, 38, 39, 40].
Eqs. 3 to 6 show that there are three distinct ways to visualize a transition
from Si to Sj. The square-root approximation of the infinitesimal generator
describes it in terms of a density flux through the boundaries of Si (Fig. 1.a).
The likelihood approach to MSMs visualizes the transition as a jump pro-
cess, in which all information on what the system does between t and t + τ
is disregarded (Fig. 1.b). Finally, in the path ensemble approach one imag-
ines that a transition consists of a set of paths of length τ , each of which
starts in Si and ends in Sj. But some paths are more probable than others
(Fig. 1.c). Each of these images and the associated equations have given rise
to a different dynamical reweighting approach. In the following, we will dis-
cuss these approaches and their technical difficulties, starting with methods
with multiple assumptions and going to methods with fewer assumptions.
ji
Tij(⌧) = P(xt+⌧ 2 Aj |xt 2 Ai)
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y = xn
<latexit sha1_base64="ZnF4xzNcCTMTquNMRo5rh/XU1RM=">AAACJ3icbVDLSsNAFJ3UV61WW126GSyCq5KIoC6UghuXF YwttKFMJpN26MwkzEzEEPoNbvUX/BpXokv/xEmahW29MHA499455x4/ZlRp2/62KmvrG5tb1e3azm59b7/RPHhUUSIxcXHEItn3kSKMCuJqqhnpx5Ig7jPS86e3eb/3RKSikXjQaUw8jsaChhQjbSg3vX4eiVGjZbftouAqcErQAmV1R02rPgwinHAiNGZIqYF jx9rLkNQUMzKrDRNFYoSnaEwGBgrEifKywu0MnhgmgGEkzRMaFuzfjQxxpVLum0mO9EQt93Lyv94g0eGll1ERJ5oIPBcKEwZ1BPPTYUAlwZqlBiAsqfEK8QRJhLUJaEHFl2hK9MIdWaByu+ZXmCsX/kXC/XzVBOgsx7UK3LP2Vdu5P291bsokq+AIHINT4IAL0 AF3oAtcgAEFL+AVvFnv1of1aX3NRytWuXMIFsr6+QUCK6Vn</latexit><latexit sha1_base64="ZnF4xzNcCTMTquNMRo5rh/XU1RM=">AAACJ3icbVDLSsNAFJ3UV61WW126GSyCq5KIoC6UghuXF YwttKFMJpN26MwkzEzEEPoNbvUX/BpXokv/xEmahW29MHA499455x4/ZlRp2/62KmvrG5tb1e3azm59b7/RPHhUUSIxcXHEItn3kSKMCuJqqhnpx5Ig7jPS86e3eb/3RKSikXjQaUw8jsaChhQjbSg3vX4eiVGjZbftouAqcErQAmV1R02rPgwinHAiNGZIqYF jx9rLkNQUMzKrDRNFYoSnaEwGBgrEifKywu0MnhgmgGEkzRMaFuzfjQxxpVLum0mO9EQt93Lyv94g0eGll1ERJ5oIPBcKEwZ1BPPTYUAlwZqlBiAsqfEK8QRJhLUJaEHFl2hK9MIdWaByu+ZXmCsX/kXC/XzVBOgsx7UK3LP2Vdu5P291bsokq+AIHINT4IAL0 AF3oAtcgAEFL+AVvFnv1of1aX3NRytWuXMIFsr6+QUCK6Vn</latexit><latexit sha1_base64="ZnF4xzNcCTMTquNMRo5rh/XU1RM=">AAACJ3icbVDLSsNAFJ3UV61WW126GSyCq5KIoC6UghuXF YwttKFMJpN26MwkzEzEEPoNbvUX/BpXokv/xEmahW29MHA499455x4/ZlRp2/62KmvrG5tb1e3azm59b7/RPHhUUSIxcXHEItn3kSKMCuJqqhnpx5Ig7jPS86e3eb/3RKSikXjQaUw8jsaChhQjbSg3vX4eiVGjZbftouAqcErQAmV1R02rPgwinHAiNGZIqYF jx9rLkNQUMzKrDRNFYoSnaEwGBgrEifKywu0MnhgmgGEkzRMaFuzfjQxxpVLum0mO9EQt93Lyv94g0eGll1ERJ5oIPBcKEwZ1BPPTYUAlwZqlBiAsqfEK8QRJhLUJaEHFl2hK9MIdWaByu+ZXmCsX/kXC/XzVBOgsx7UK3LP2Vdu5P291bsokq+AIHINT4IAL0 AF3oAtcgAEFL+AVvFnv1of1aX3NRytWuXMIFsr6+QUCK6Vn</latexit><latexit sha1_base64="ZnF4xzNcCTMTquNMRo5rh/XU1RM=">AAACJ3icbVDLSsNAFJ3UV61WW126GSyCq5KIoC6UghuXF YwttKFMJpN26MwkzEzEEPoNbvUX/BpXokv/xEmahW29MHA499455x4/ZlRp2/62KmvrG5tb1e3azm59b7/RPHhUUSIxcXHEItn3kSKMCuJqqhnpx5Ig7jPS86e3eb/3RKSikXjQaUw8jsaChhQjbSg3vX4eiVGjZbftouAqcErQAmV1R02rPgwinHAiNGZIqYF jx9rLkNQUMzKrDRNFYoSnaEwGBgrEifKywu0MnhgmgGEkzRMaFuzfjQxxpVLum0mO9EQt93Lyv94g0eGll1ERJ5oIPBcKEwZ1BPPTYUAlwZqlBiAsqfEK8QRJhLUJaEHFl2hK9MIdWaByu+ZXmCsX/kXC/XzVBOgsx7UK3LP2Vdu5P291bsokq+AIHINT4IAL0 AF3oAtcgAEFL+AVvFnv1of1aX3NRytWuXMIFsr6+QUCK6Vn</latexit>
x = x0
<latexit sha1_base64="SIocDgZnut59pLF8SUQa7QtVANE=">AAACJ3icbVDLSgMxFE181mq11aWbYBFclRkR1IVScOOyg mML7VAymbQNTTJDkpGWod/gVn/Br3EluvRPzExnYVsvBA7n3ptz7glizrRxnG+4tr6xubVd2inv7lX2D6q1wycdJYpQj0Q8Up0Aa8qZpJ5hhtNOrCgWAaftYHyX9dvPVGkWyUczjakv8FCyASPYWMqb3Ez6Tr9adxpOXmgVuAWog6Ja/Rqs9MKIJIJKQzjWuus 6sfFTrAwjnM7KvUTTGJMxHtKuhRILqv00dztDp5YJ0SBS9kmDcvbvRoqF1lMR2EmBzUgv9zLyv143MYMrP2UyTgyVZC40SDgyEcpORyFTlBg+tQATxaxXREZYYWJsQAsqgcJjahbuSEOd2bW/okw59y8TEWSrNkB3Oa5V4J03rhvuw0W9eVskWQLH4AScARdcg ia4By3gAQIYeAGv4A2+ww/4Cb/mo2uw2DkCCwV/fgGUF6Uo</latexit><latexit sha1_base64="SIocDgZnut59pLF8SUQa7QtVANE=">AAACJ3icbVDLSgMxFE181mq11aWbYBFclRkR1IVScOOyg mML7VAymbQNTTJDkpGWod/gVn/Br3EluvRPzExnYVsvBA7n3ptz7glizrRxnG+4tr6xubVd2inv7lX2D6q1wycdJYpQj0Q8Up0Aa8qZpJ5hhtNOrCgWAaftYHyX9dvPVGkWyUczjakv8FCyASPYWMqb3Ez6Tr9adxpOXmgVuAWog6Ja/Rqs9MKIJIJKQzjWuus 6sfFTrAwjnM7KvUTTGJMxHtKuhRILqv00dztDp5YJ0SBS9kmDcvbvRoqF1lMR2EmBzUgv9zLyv143MYMrP2UyTgyVZC40SDgyEcpORyFTlBg+tQATxaxXREZYYWJsQAsqgcJjahbuSEOd2bW/okw59y8TEWSrNkB3Oa5V4J03rhvuw0W9eVskWQLH4AScARdcg ia4By3gAQIYeAGv4A2+ww/4Cb/mo2uw2DkCCwV/fgGUF6Uo</latexit><latexit sha1_base64="SIocDgZnut59pLF8SUQa7QtVANE=">AAACJ3icbVDLSgMxFE181mq11aWbYBFclRkR1IVScOOyg mML7VAymbQNTTJDkpGWod/gVn/Br3EluvRPzExnYVsvBA7n3ptz7glizrRxnG+4tr6xubVd2inv7lX2D6q1wycdJYpQj0Q8Up0Aa8qZpJ5hhtNOrCgWAaftYHyX9dvPVGkWyUczjakv8FCyASPYWMqb3Ez6Tr9adxpOXmgVuAWog6Ja/Rqs9MKIJIJKQzjWuus 6sfFTrAwjnM7KvUTTGJMxHtKuhRILqv00dztDp5YJ0SBS9kmDcvbvRoqF1lMR2EmBzUgv9zLyv143MYMrP2UyTgyVZC40SDgyEcpORyFTlBg+tQATxaxXREZYYWJsQAsqgcJjahbuSEOd2bW/okw59y8TEWSrNkB3Oa5V4J03rhvuw0W9eVskWQLH4AScARdcg ia4By3gAQIYeAGv4A2+ww/4Cb/mo2uw2DkCCwV/fgGUF6Uo</latexit><latexit sha1_base64="SIocDgZnut59pLF8SUQa7QtVANE=">AAACJ3icbVDLSgMxFE181mq11aWbYBFclRkR1IVScOOyg mML7VAymbQNTTJDkpGWod/gVn/Br3EluvRPzExnYVsvBA7n3ptz7glizrRxnG+4tr6xubVd2inv7lX2D6q1wycdJYpQj0Q8Up0Aa8qZpJ5hhtNOrCgWAaftYHyX9dvPVGkWyUczjakv8FCyASPYWMqb3Ez6Tr9adxpOXmgVuAWog6Ja/Rqs9MKIJIJKQzjWuus 6sfFTrAwjnM7KvUTTGJMxHtKuhRILqv00dztDp5YJ0SBS9kmDcvbvRoqF1lMR2EmBzUgv9zLyv143MYMrP2UyTgyVZC40SDgyEcpORyFTlBg+tQATxaxXREZYYWJsQAsqgcJjahbuSEOd2bW/okw59y8TEWSrNkB3Oa5V4J03rhvuw0W9eVskWQLH4AScARdcg ia4By3gAQIYeAGv4A2+ww/4Cb/mo2uw2DkCCwV/fgGUF6Uo</latexit>
 
y = xn
<latexit sha1_base64="ZnF4xzNcCTMTquNMRo5rh/XU1RM=">AAACJ3icbVDLSsNAFJ3UV61WW126GSyCq5KIoC6UghuXF YwttKFMJpN26MwkzEzEEPoNbvUX/BpXokv/xEmahW29MHA499455x4/ZlRp2/62KmvrG5tb1e3azm59b7/RPHhUUSIxcXHEItn3kSKMCuJqqhnpx5Ig7jPS86e3eb/3RKSikXjQaUw8jsaChhQjbSg3vX4eiVGjZbftouAqcErQAmV1R02rPgwinHAiNGZIqYF jx9rLkNQUMzKrDRNFYoSnaEwGBgrEifKywu0MnhgmgGEkzRMaFuzfjQxxpVLum0mO9EQt93Lyv94g0eGll1ERJ5oIPBcKEwZ1BPPTYUAlwZqlBiAsqfEK8QRJhLUJaEHFl2hK9MIdWaByu+ZXmCsX/kXC/XzVBOgsx7UK3LP2Vdu5P291bsokq+AIHINT4IAL0 AF3oAtcgAEFL+AVvFnv1of1aX3NRytWuXMIFsr6+QUCK6Vn</latexit><latexit sha1_base64="ZnF4xzNcCTMTquNMRo5rh/XU1RM=">AAACJ3icbVDLSsNAFJ3UV61WW126GSyCq5KIoC6UghuXF YwttKFMJpN26MwkzEzEEPoNbvUX/BpXokv/xEmahW29MHA499455x4/ZlRp2/62KmvrG5tb1e3azm59b7/RPHhUUSIxcXHEItn3kSKMCuJqqhnpx5Ig7jPS86e3eb/3RKSikXjQaUw8jsaChhQjbSg3vX4eiVGjZbftouAqcErQAmV1R02rPgwinHAiNGZIqYF jx9rLkNQUMzKrDRNFYoSnaEwGBgrEifKywu0MnhgmgGEkzRMaFuzfjQxxpVLum0mO9EQt93Lyv94g0eGll1ERJ5oIPBcKEwZ1BPPTYUAlwZqlBiAsqfEK8QRJhLUJaEHFl2hK9MIdWaByu+ZXmCsX/kXC/XzVBOgsx7UK3LP2Vdu5P291bsokq+AIHINT4IAL0 AF3oAtcgAEFL+AVvFnv1of1aX3NRytWuXMIFsr6+QUCK6Vn</latexit><latexit sha1_base64="ZnF4xzNcCTMTquNMRo5rh/XU1RM=">AAACJ3icbVDLSsNAFJ3UV61WW126GSyCq5KIoC6UghuXF YwttKFMJpN26MwkzEzEEPoNbvUX/BpXokv/xEmahW29MHA499455x4/ZlRp2/62KmvrG5tb1e3azm59b7/RPHhUUSIxcXHEItn3kSKMCuJqqhnpx5Ig7jPS86e3eb/3RKSikXjQaUw8jsaChhQjbSg3vX4eiVGjZbftouAqcErQAmV1R02rPgwinHAiNGZIqYF jx9rLkNQUMzKrDRNFYoSnaEwGBgrEifKywu0MnhgmgGEkzRMaFuzfjQxxpVLum0mO9EQt93Lyv94g0eGll1ERJ5oIPBcKEwZ1BPPTYUAlwZqlBiAsqfEK8QRJhLUJaEHFl2hK9MIdWaByu+ZXmCsX/kXC/XzVBOgsx7UK3LP2Vdu5P291bsokq+AIHINT4IAL0 AF3oAtcgAEFL+AVvFnv1of1aX3NRytWuXMIFsr6+QUCK6Vn</latexit><latexit sha1_base64="ZnF4xzNcCTMTquNMRo5rh/XU1RM=">AAACJ3icbVDLSsNAFJ3UV61WW126GSyCq5KIoC6UghuXF YwttKFMJpN26MwkzEzEEPoNbvUX/BpXokv/xEmahW29MHA499455x4/ZlRp2/62KmvrG5tb1e3azm59b7/RPHhUUSIxcXHEItn3kSKMCuJqqhnpx5Ig7jPS86e3eb/3RKSikXjQaUw8jsaChhQjbSg3vX4eiVGjZbftouAqcErQAmV1R02rPgwinHAiNGZIqYF jx9rLkNQUMzKrDRNFYoSnaEwGBgrEifKywu0MnhgmgGEkzRMaFuzfjQxxpVLum0mO9EQt93Lyv94g0eGll1ERJ5oIPBcKEwZ1BPPTYUAlwZqlBiAsqfEK8QRJhLUJaEHFl2hK9MIdWaByu+ZXmCsX/kXC/XzVBOgsx7UK3LP2Vdu5P291bsokq+AIHINT4IAL0 AF3oAtcgAEFL+AVvFnv1of1aX3NRytWuXMIFsr6+QUCK6Vn</latexit>
x = x0
<latexit sha1_base64="SIocDgZnut59pLF8SUQa7QtVANE=">AAACJ3icbVDLSgMxFE181mq11aWbYBFclRkR1IVScOOyg mML7VAymbQNTTJDkpGWod/gVn/Br3EluvRPzExnYVsvBA7n3ptz7glizrRxnG+4tr6xubVd2inv7lX2D6q1wycdJYpQj0Q8Up0Aa8qZpJ5hhtNOrCgWAaftYHyX9dvPVGkWyUczjakv8FCyASPYWMqb3Ez6Tr9adxpOXmgVuAWog6Ja/Rqs9MKIJIJKQzjWuus 6sfFTrAwjnM7KvUTTGJMxHtKuhRILqv00dztDp5YJ0SBS9kmDcvbvRoqF1lMR2EmBzUgv9zLyv143MYMrP2UyTgyVZC40SDgyEcpORyFTlBg+tQATxaxXREZYYWJsQAsqgcJjahbuSEOd2bW/okw59y8TEWSrNkB3Oa5V4J03rhvuw0W9eVskWQLH4AScARdcg ia4By3gAQIYeAGv4A2+ww/4Cb/mo2uw2DkCCwV/fgGUF6Uo</latexit><latexit sha1_base64="SIocDgZnut59pLF8SUQa7QtVANE=">AAACJ3icbVDLSgMxFE181mq11aWbYBFclRkR1IVScOOyg mML7VAymbQNTTJDkpGWod/gVn/Br3EluvRPzExnYVsvBA7n3ptz7glizrRxnG+4tr6xubVd2inv7lX2D6q1wycdJYpQj0Q8Up0Aa8qZpJ5hhtNOrCgWAaftYHyX9dvPVGkWyUczjakv8FCyASPYWMqb3Ez6Tr9adxpOXmgVuAWog6Ja/Rqs9MKIJIJKQzjWuus 6sfFTrAwjnM7KvUTTGJMxHtKuhRILqv00dztDp5YJ0SBS9kmDcvbvRoqF1lMR2EmBzUgv9zLyv143MYMrP2UyTgyVZC40SDgyEcpORyFTlBg+tQATxaxXREZYYWJsQAsqgcJjahbuSEOd2bW/okw59y8TEWSrNkB3Oa5V4J03rhvuw0W9eVskWQLH4AScARdcg ia4By3gAQIYeAGv4A2+ww/4Cb/mo2uw2DkCCwV/fgGUF6Uo</latexit><latexit sha1_base64="SIocDgZnut59pLF8SUQa7QtVANE=">AAACJ3icbVDLSgMxFE181mq11aWbYBFclRkR1IVScOOyg mML7VAymbQNTTJDkpGWod/gVn/Br3EluvRPzExnYVsvBA7n3ptz7glizrRxnG+4tr6xubVd2inv7lX2D6q1wycdJYpQj0Q8Up0Aa8qZpJ5hhtNOrCgWAaftYHyX9dvPVGkWyUczjakv8FCyASPYWMqb3Ez6Tr9adxpOXmgVuAWog6Ja/Rqs9MKIJIJKQzjWuus 6sfFTrAwjnM7KvUTTGJMxHtKuhRILqv00dztDp5YJ0SBS9kmDcvbvRoqF1lMR2EmBzUgv9zLyv143MYMrP2UyTgyVZC40SDgyEcpORyFTlBg+tQATxaxXREZYYWJsQAsqgcJjahbuSEOd2bW/okw59y8TEWSrNkB3Oa5V4J03rhvuw0W9eVskWQLH4AScARdcg ia4By3gAQIYeAGv4A2+ww/4Cb/mo2uw2DkCCwV/fgGUF6Uo</latexit><latexit sha1_base64="SIocDgZnut59pLF8SUQa7QtVANE=">AAACJ3icbVDLSgMxFE181mq11aWbYBFclRkR1IVScOOyg mML7VAymbQNTTJDkpGWod/gVn/Br3EluvRPzExnYVsvBA7n3ptz7glizrRxnG+4tr6xubVd2inv7lX2D6q1wycdJYpQj0Q8Up0Aa8qZpJ5hhtNOrCgWAaftYHyX9dvPVGkWyUczjakv8FCyASPYWMqb3Ez6Tr9adxpOXmgVuAWog6Ja/Rqs9MKIJIJKQzjWuus 6sfFTrAwjnM7KvUTTGJMxHtKuhRILqv00dztDp5YJ0SBS9kmDcvbvRoqF1lMR2EmBzUgv9zLyv143MYMrP2UyTgyVZC40SDgyEcpORyFTlBg+tQATxaxXREZYYWJsQAsqgcJjahbuSEOd2bW/okw59y8TEWSrNkB3Oa5V4J03rhvuw0W9eVskWQLH4AScARdcg ia4By3gAQIYeAGv4A2+ww/4Cb/mo2uw2DkCCwV/fgGUF6Uo</latexit>
Target potential: Ṽ(x)
ji
i
<latexit sha1_base64="/2wDBDo9p9aWOT6z2xdPK6US80M =">AAACanicdVHLSgMxFE3Hd321dSVuglVwIUNmbNVuRHDjUtG2Qi2Sydza0ExmSDJCKf0Ct/px/oMfYWas4oheCBzOyX2dGy SCa0PIW8mZm19YXFpeKa+urW9sVqq1jo5TxaDNYhGru4BqEFxC23Aj4C5RQKNAQDcYXWR69wmU5rG8NeME+hF9lHzAGTWWuuY PlTpxiX/abPiYuH6TtLyWBU3itY4b2HNJHnU0i6uHaunmPoxZGoE0TFCtex5JTH9CleFMwLR8n2pIKBvRR+hZKGkEuj/JJ53i fcuEeBAr+6TBOVve/yvlEIdPPPnOLH7KpULln20nNNJ6HAW2XUTNUP/WMvIvrZeawWl/wmWSGpDsc9pBKrCJceYdDrkCZsTY AsoUtwtjNqSKMmMdLnQJFB2BKU4V6mxnWxVnnXMTZBoFWWrZnuHLa/w/6Piud+T61436+dnsIMtoB+2iA+ShE3SOLtEVaiOGA D2jF/Raendqzraz8/nVKc1ytlAhnL0PX+68yg==</latexit>
i
<latexit sha1_base64="yehayO7KxQqZvr/I/piusxOtbSk =">AAACanicdVHLSgMxFE3HV63P1pW4CVbBhZRMa18bKbhxadHaQlskk7nV0ExmSDJCKf0Ct/px/oMfYaat4oheCBzOzbmPc7 1IcG0Iec84K6tr6xvZzdzW9s7u3n6+cK/DWDHosFCEqudRDYJL6BhuBPQiBTTwBHS98VWS7z6D0jyUd2YSwTCgj5KPOKPGUm3 +sF8kJVKrNisEk1KVuPVm0wJCao1KGbsWJFFEy7h5yGduB37I4gCkYYJq3XdJZIZTqgxnAma5QawhomxMH6FvoaQB6OF0PukM n1rGx6NQ2ScNnrO5078k59h/5tG3Mv1pnkpV/tl2SgOtJ4Fn2wXUPOnfuYT8K9ePzagxnHIZxQYkW0w7igU2IU68wz5XwIyY WECZ4nZhzJ6oosxYh1NdPEXHYNJT+TrZ2VbFSee5CTIOvESas2f48hr/D+7LJbdSKrcviq3L5UGy6AgdozPkojpqoWt0gzqII UAv6BW9ZT6cgnPoHC2+Opml5gClwjn5BGIpvMs=</latexit>
i
<latexit sha1_base64="mHJ7JVa0oGwELqjxGtEsTl4WmX4 =">AAACanicbVHLagIxFI3Tl7UvtaviJtQKXRSZsYV2VYRuulRaH6AimcxVg5nMkGQEEb+g2/bj+g/9iGZGKR31QuBwbs59nO uGnClt298Za2//4PAoe5w7OT07v8gXim0VRJJCiwY8kF2XKOBMQEszzaEbSiC+y6HjTl/ifGcGUrFAvOt5CAOfjAUbMUq0oZp smC/bVTsJvA2cNSijdTSGhcxb3wto5IPQlBOleo4d6sGCSM0oh2WuHykICZ2SMfQMFMQHNVgkky5xxTAeHgXSPKFxwuYquyR3 2Jux8E+Z/pSkUpX/t10QX6m575p2PtETtZmLyV25XqRHT4MFE2GkQdDVtKOIYx3g2DvsMQlU87kBhEpmFsZ0QiSh2jic6uJK MgWdnspT8c6mKo47JyaIyHdjac6cwdk0fRu0a1XnvlprPpTrz+uDZFEJXaNb5KBHVEevqIFaiCJAH+gTfWV+rKJ1ZZVWX63MW nOJUmHd/ALTYLyC</latexit>
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Potential at which the simulation is conducted: V(x)
Figure 1: Schematic representation of three different dynamical reweighting approaches
to go from a biased dynamics (blue) to an unbiased dynamics (green). (a) Reweighting
by rescaling the flux affects the flux through the intersecting surface between Si and Sj
created by the transition probability density p(x, y; τ). (b) Reweighting by formulating a
likelihood function affects the transition probability pij(τ) from Si to Sj within a lag time
τ . (c) In path reweighting, each path that starts in state i and terminates in state j has to
be reweighted. Different probability values are represented by the thickness of the arrows
and lines which connect two states.
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4. Reweighting by rescaling the flux
The starting point for this reweighting approach is eq. 6. In the derivation
of this equation one has to make certain assumptions. The most important
assumption is that the flux Φˆ does not depend on the potential energy func-
tion. Furthermore, the discretization S of the state space into disjoint states
has to satisfy the following requirements:
1. The volumes of all states Si need to be approximately equal.
2. The states Si need to be very small, such that the potential energy
function in state Si can be approximated by a constant: V (x|x ∈ Si) ≈
Vi.
Thus, eq. 6 and any reweighting method that is derived from it, requires an
extremely fine discretization of the molecular state space. In practice, this
means that the method can only be applied to systems whose dynamics can
be described with only a few reaction coordinates that are dynamically well
separated from the other degrees of freedom of the system. If this is the case,
one can devise an appealingly simple reweighting strategy
k˜ij = Φˆ
√
pij
pii
∝ kij ·
√
exp(βUj)
exp(βUi)
= kij · 1
exp
(
−Uj−Ui
2kBT
) , (7)
where we used that pii ∝ exp(−β(Vi − Ui)). The rates k˜ij at the target
potential V˜ are obtained from the rates kij at the potential V (x), at which
the simulation has been conducted, by rescaling them with a factor that,
besides temperature T , only depends on the potential in states Si and Sj.
Note however that eq. 7 implicitly introduces two more conditions for this
reweighting method:
3. The simulation needs to be in local equilibrium within each state Si to
yield a valid estimate of kij.
4. The discretization S needs to be chosen such that the discretization
error of the MSM is small at both potentials, V (x) and V˜ (x).
In most cases the last requirement will not be critical, because conditions 1
and 2 already require a very fine discretization.
The reweighting factor in eq. 7 is used in the dynamic histogram analysis
method (DHAM) [41, 42] to reweight transition probabilities
p˜ij(τ) = pij(τ) · 1
exp
(
−Uj−Ui
2kBT
) . (8)
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Applying the reweighting factor to transition probabilities rather than rates
introduces a fifth condition:
5. The lag time τ needs to be small.
Note that DHAM has been derived using an MSM likelihood function. How-
ever the critical assumption in ref. [41] is that eq. 6 holds.
DHAM has been used to study membrane permeabilities of a series of
drug molecules [42] using umbrella sampling simulations. The dynamics was
modeled along two reaction coordinates: the distance of the drug molecule
to the center of the membrane, corresponding to the Cartesian z-coordinate
of the system, and the projection of the orientation of the drug molecule
onto this z-coordinate. The DHAM analysis revealed complex free-energy
landscapes with multiple minima and non-trivial pathways across the mem-
brane. From the DHAM-reweighted MSM, the authors calculated transition
rates to enter, cross and exit the membrane, which were in close agreement
with experiments and with results from long unbiased simulations. The sys-
tem seems to be well suited for reweighting based on eq. 7 or eq. 8, because
membrane transition is slow compared to all other degrees of freedom in the
system and can be described using only two reaction coordinates, which then
have been discretized using an extremely fine grid with 1000 states.
A similar reweighting scheme for MSMs has been derived from the prin-
ciple of maximum caliber relative entropy, and has been successfully used to
predict the effects of mutations on the folding kinetics of proteins [43]. Here,
the first two time-independent components were used as reaction coordinates
[44, 45], and this two-dimensional space was discretized into 1000 states.
5. Reweighting by formulating a likelihood function
This reweighting approach considers simulations at a series of K biasing
potentials V (k)(x) = V˜ (x) + U (k)(x), where k denotes an index, as well as
simulations at the unbiased potential U (1)(x) = 0. The likelihood of an MSM
for the kth biasing potential is
L(k)MSM =
n∏
i=1
n∏
j=1
(
p
(k)
ij
)c(k)ij
(9)
where c
(k)
ij are the transition counts observed at potential V
(k)(x). L(k)MSM can
be maximized by varying p
(k)
ij to obtain a stastically optimal MSM at poten-
tial V (k)(x), where constraints such as detailed balance or row-normalization
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of the transition matrix are incorporated by using Lagrange multipliers. To
reweight such a data set, one needs to combine the K likelihood functions
into an overall likelihood function, such that data from all potentials can be
used to optimize the MSM at a specific V (k)(x). Except for the very spe-
cific conditions discussed in section 4, the transition probabilities at different
potentials cannot be related to each other by closed-form reweighting fac-
tors. In general the MSMs are only linked via their equilibrium probabilities:
pi(k+1)(x)/pi(k)(x) ∝ exp (−βU (k+1)(x)) / exp (−βU (k)(x)). The transition-
based reweighting analysis method (TRAM) extends eq. 9 by a term that
represents this connection between the K different potentials [46, 47]. The
benefit of this approach is that the reweighted model only needs to fulfill the
usual requirements of an MSM. Conditions 1, 2 and 5 in section 4 can be
dropped. This benefit comes at a prize: To calculate the reweighted transi-
tion probabilities p˜ij(τ), one needs to numerically solve a system of coupled
nonlinear equations which arises from the maximization of the likelihood
function. Stelzl et. al. [48] derived a similar likelihood function starting from
a rate matrix and incorporating the detailed balance conditions directly into
the likelihood function. This yields the dynamic histogram analysis method
extended to detailed balance (DHAMed). Ref. [48] additionally contains a
very detailed comparison of the TRAM and DHAMed equations. Note that
both methods require that the simulations at the target potential V˜ (x) are
included in the data set.
TRAM has been used to study the complete binding equilibrium of a
small inhibitor molecule, benzamidine, to the serine protease trypsin [47].
The biased simulations were umbrella sampling simulations with umbrella
potentials located along a one-dimensional reaction coordinate between the
binding pose and a prebinding pose. The MSM was constructed on a two-
dimensional space consisting of the umbrella sampling reaction coordinate
and the second time-independent component [44, 45] of the system. This
space was discretized into 100 states which highlights the fact that require-
ments 1 and 2 from section 4 do not need to be fulfilled with this approach.
The reweighted MSM revealed a complex binding mechanism including sev-
eral secondary binding sites which acted as kinetic traps along the binding
pathway.
TRAMMBAR [49] is a variant of TRAM which allows for the construction
of reweighted MSMs from Hamilton-replica exchange simulations [50]. The
method has been used to elucidate the full binding equilibrium of the 12-
residue peptide inhibitor PMI to a large fragment of the oncoprotein Mdm2.
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The reweighted MSM showed a multivalent binding equilibrium in which the
peptide binds in multiple different poses and contact surfaces to the protein,
and the overall stability of the complex is generated by the fact that these
binding poses interconvert on various timescales without dissociation of the
peptide from the protein.
6. Path reweighting
The starting point for the path-reweighting approach is eq. 4, which inter-
prets the counts as a sum over Nτ paths of length τ . A path is the time series
of positions in Ω generated by the MD simulation program (xt, xt+∆t, . . . , xt+m∆t),
where ∆t is the time step of the MD integrator, and m∆t = τ . Each path
is generated with a certain frequency by the MD program that corresponds
to its path probability pi(xt) · p(xt+∆t, . . . , xt+m∆t|xt) at the conditions of the
simulations. Thus, if the simulation is conducted at V (x), each path enters
the count estimate for cij(τ) with a weight of one, and the weighting factor
does not need to be stated explicitly in eq. 4.
However, a given path has a different probability pi(xt)·p˜(xt+∆t,...,xt+m∆t|xt)
at V˜ (x) than at V (x). Therefore, when estimating the counts c˜ij(τ) at a
potential V˜ (x) from a set of paths simulated at V (x), the weight with which
each path enters the count estimate needs to be modified
c˜ij(τ) =
1
Nτ
Nτ−1∑
t=0
w(xt, xt+∆t, . . . , xt+m∆t)χi(xt)χj(xt+τ ) . (10)
where w(xt, . . . , xt+m∆t) = (pi(xt)·p˜(xt+∆t,...,xt+m∆t|xt))/(pi(xt)·p(xt+∆t, . . . , xt+m∆t|xt))
is the ratio of the path probabilities. The explicit expression of w can be de-
rived from the MD integrator. Usually, one uses an integrator for stochastic
dynamics in which case the existence of w is guaranteed by the Girsanov
theorem [51]. For overdamped Langevin dynamics, the expression for w has
been derived by L. Onsager and M. Machlup [52].
The path reweighting factor w contains the gradient of the bias, ∇U(x),
and is simple to calculate. However, it requires the knowledge of the molecu-
lar state at every integration time step. This is likely the reason that demon-
strations of this reweighting approach have been limited to diffusion in low-
dimensional energy landscapes [53, 54, 55, 56] or short trajectories of alanine
dipeptide [57], in which writing the trajectory to a disc at every integration
time step is still a viable option. The problem can be solved by calculating
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the reweighting factor on-the-fly during the simulation [58]. This requires
a modification of the MD program such that ∇U(x) is added to an inter-
nal variable at each integration time, and the variable is written to a file at
the same frequency as the positions. Since in biased simulations, ∇U(x) is
anyway calculated at each integration time step, this comes at a negligible
computational cost. Ref. [58] reports an implementation for calculating the
path reweighting on-the-fly in OpenMM [59]. It has been tested on reweight-
ing MSM transition probabilities [58], as well as mean first hitting times [60]
in alanine dipeptide.
Similarly to the likelihood reweighting approach, requirements 1, 2 and
5 in section 4 do not need to be fulfilled, and the path reweighting method
can thus be applied to MSMs constructed on high-dimensional reaction co-
ordinate spaces. Additionally, since individual paths rather than transition
probabilities are reweighted, condition 4 in section 4 can be dropped. This
can be a decisive advantage in systems with rugged potential energy surfaces,
because the validity of an MSM critically depends on the discretization, which
in turn is strongly influenced by the position and the height of the potential
barriers. Thus, with path reweighting one can treat biases that alter the
hierarchy of potential energy surface and even shift the position of barriers
and optimize the discretization for the target potential V˜ (x). We are left
with the requirement of local equilibrium (condition 3) which is still in place,
because the relative probability for the initial position of each path enters
the path reweighting factor w.
Path reweighting on-the-fly has been applied to reweight the folding equi-
librium of a β-hairpin peptide from metadynamics simulations [61]. The
metadynamics bias potential has been constructed along three reaction co-
ordinates, which lead to a complete unfolding of the peptide. The path
reweighting corrected for these fully unfolded structures, and revealed a dy-
namic equilibrium of partially unfolded structures.
7. Conclusion
A wide collection of dynamical reweighting techniques has been compared,
emphasizing the advancements and the limitations. Tab. 1 summarizes the
key points from the discussion. The MD community has now a wide choice of
methods which can be adapted to tackle different problems. We believe that
in the next decade, dynamical reweighting methods for MSMs will become
fundamental to make new progresses on the knowledge of biomolecules, per-
11
mitting a further development in drug design and in comprehension of human
diseases.
Kramers
rate theory flux likelihood paths
number of long-lived
conformations 2 many many many
dimension of reaction
coordinate space 1 low high high
MSM discretization extremely
S - fine normal normal
optimizing S for
V˜ (x) possible - no no yes
technical difficulties system of non- reweighting
of reweighting no no linear equations on-the-fly
software implement implement pyEMMA [62] OpenMM [59]
eq. 2 eq. 7 for ref. [46, 47], protocols in
pyDHAMed for supplement of
ref. [48] refs. [58, 61]
Table 1: Requirements for successful dynamical reweighting via four different approaches,
and available implementations
.
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