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マルコフ決定過程
一その解説的展望一
小　山　昭　雄
1　は　じ　め　に
　系の状態が時の経過とともに変化し，しか
もその変化が偶然の作用によっておこるよう
な現象は，確率論の分野で，確率過程の名の
もとに古くから研究されている。このような
現象は，自然科学の研究対象となるような系
についてのみならず，社会科学の分野でもし
ばしば見られる。そして，社会科学の対象と
なる確率過程の多くは，マルコフ過程であ
る。
　社会科学における問題を自然科学における
それと区別する重要な点は，前者においては
人間の意思決定が関わってくるということ
と，結果に対して何らかの利得が付随すると
いうことをあげることができる。これらをマ
ルコフ過程に結びつけたものが，標題に掲げ
たマルコフ決定過程にほかならない。
　マルコフ決定過程は1950年代に，R．　Be11－
manによって初めて採り上げられた。しか
し，それが広く人々の関心を引くようになっ
たのは，1960年に出版されたR．A．　Howard
の名著　‘‘Dynamic　Programming　and
Markov　Process”によるといってよいだろ
う。この書物でHowardは，マルコフ決定
問題に対する完全な解答を与えたが，彼の方
法はいかにもエンジニア的であって，論理の
エレガンシーを要求する数学者の目から見る
と，いささか気持の悪い面も少なくない。そ
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のような面は，しかし，1962年，1965年の
D．Blackwellの論文によって，完全に取り
除かれた。一方，A．　S．　Manne，　F．　D’Epe－
noux等によって，マルコフ決定過程の問題
が線型計画の問題に結びつけられ，線型計画
問題を解くことによって，マルコフ決定問題
を解くことができるようになった。
　R．A．Howardは前記の書物の中で，時間
をあらわすパラメータが離散的な場合のみな
らず，連続的な場合についても完全な解を与
えている。後に，同じHowardによって，さ
らに一般のセミ・マルコフ決定過程が考察さ
れた。この場合の線型計画的定式化は，尾崎
・三根両氏によって試みられている。
　以下において，上述の線に沿った理論の解
説的展望を試みることにしたい。
2　マルコフ過程
　系のとりうる状態は1，2，……，Nとし，
時点tlこおいて系の状態がiであったときに
次の時点彦＋1において状態ブになる確率を
Pi」とかく。飼はiとブのみに依存し，　tに
は無関係に定まるものとする。ρσをiから
」への推移確率（transition　probability）とよ
ぶ。むろん
　　0≦ρ乞ゴ≦1
　　ΣPw＝1　　i＝1，2，…，　N
　　J＝1
である。
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　系の状態の推移確率がPi」　i，ブ＝1，2，……，
2＞で与えられるような確率過程をマルコフ過
程（Markov　process）という。正確には有限マ
ルコフ連鎖（finite　Markov　chain）というが，
われわれはより一般のマルコフ過程はここで
は考えないから，マルコフ過程というよび名
で通すことにする。Pi」をi行」列の元と
する正方行列Pを推移確率行列（transition
probability　matrix）という。
???＝?? P、、P、2……P、π
P2、P22……P2N
加、加2……ρw
…… i1）
　マルコフ過程はPによって完全に記述さ
れる。
　時点tにおいて，系の状態がiである確率
をωt（t）とし，初期状態確率ベクトルを
ω（の＝（ω1（t），ω2（の，……，ωN（t））……（2）
とする。そのとき，t＋1時点における系の
状態確率ベクトル（o　（t＋1）は
　　ω（t十1）＝ω（t）P　　　t＝0，1，2，……（3）
で与えられる。この関係を繰り返し適用する
?
　　ω（彦）＝ω（0）P‘　t＝0，1，2，・・一　　　（4）
が得られる。
　P‘はt→。。のときにある極限行列に収束
する場合としない場合とがある。収束する場
合に極限行列をP。とする。
　　lim　P，＝Po　　　　　　　　　　（5）
　　t→ee
このとき（4）の両辺でt→。。とすると右辺
は収束するから左辺も収束し
　　li皿a（の＝ω　　　　　　　　　　　　（6）
　　tウeo
が存在する。そして（4），（5）から
　　ω＝ω（0）Po　　　　　　　　　　　　（7）
である。ところで（3）式の両辺でt→。。と
すると
　　ω＝ωP
が得られる。これとω＝（ω、，
の成分和が1であること，すなわち
（8）
ω，，……，ωπ）
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　　ω1十ω2十……十ω遅＝1　　　　　　　　（9）
とから，ω、，ω、，…，ωNの値が決まる。一方
　　P，＋1＝P‘P
の両辺でt→。。とすると（5）から
　　Po＝P。　P　　　　　　　　　　　　　（10）
が得られ，これから，P。の任意の行ベクト
ルは，たとえば第i行ベクトルaiは
　　ai＝ai　P　　　　　　　　　　　　（11）
をみたし，しかもaiの成分和は1である。
（8）式と（11）式は同じものだから，ベクトル
ωとaii＝1，2，…，1＞は同じものである。
すなわち，（5）から定まるP。の行ベクトル
は，すべて同じであって，それはωと等し
い。aiはω（0）とは無関係だから，当然，
ωも，ω（0）には依存しない。P‘が収束し
ない場合については，ここでは触れない。
　〔例〕　オモチャ・メーカーの問題
　Howardの書物にある有名な例である。
オモチャ・メーカーの売り出す製品が，評判
が良い場合と悪い場合とがある。良い方を状
態1とし，悪い方を状態2とする。そして今
期に状態1にあるとき，次の期にふたたび状
態1にある確率は1／2，状態2に移る確率が
1／2とする。また，今期に状態2にあれば，
メーカーは新製品の開発等の努力をする。そ
の結果次の期に状態1になる確率は2／5，依
然として状態2のままである確率は3／5であ
るとする。この場合は
　　p11＝1／2，　pi2＝1／2，　p21＝2／5，　p22＝3／5
となるから，推移確率行列は
P－
i1／21／22／53／5）
である。そしてlim　P‘は存在する。いま
　　　　　　　t→eo
状態の確率分布ベクトルの極限を
　　ω＝（ω1，ω2）
とすれば，（8）と（9）の関係から
（tU・・　w・）
i；儲：）＝　（to1，　W2）
　　ω1十ω2＝1
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である。これを解いて
　　ω1＝4／9　ω2＝5／9
が得られる。したがって
悔撫（1／21／22／53／5）L（ll：：1：）
である。
3　利得の導入
　状態幼）らブへの推移に伴ってridだけの
利得が得られるものとする。ri」をi行ノ列
の元とする行列Rを利得行列という。利得
は必ずしも金額である必要はなく，問題によ
っていろいろな形をとりうる。たとえば生産
量であることも可能である。
　マルコフ過程に利得を導入することによっ
て利得の系列が生ずる。現在の状態がiであ
るとき，n期後までの間の利得の期待値を
Vi（n）とすれば，　Vi（n）について次の漸化式
が成り立つ。
　　Vi（n）＝Σ餌〔γ¢ゴ十vゴ＠－1）〕　　（12）
　　　　　」＝1
なぜなら，現在状態iで次の期に」になれ
ば，この推移に伴って場だけの利得が得ら
れ，その後のn－1期間にV」（n－1）だけの　’
期待利得が得られる。したがってiからブ
に移行した場合の向うn期間の期待利得は
ri」＋V」（n＝1）であり，これが得られる確率
はPi」だからである。いま
γ乞＝ΣPtゴriゴ
　」＝1
（13）
とおき，riを直接期待利得とよぶことにすれ
ば，（12）は
Vi（n）＝r，十Σ　Piゴvゴ＠－1）
　　　　　ゴニ1
（14）
とかくことができる。ベクトル，行列記号を
用いてまとめてかくと
　　v（n）：＝r十Pv（n－1）　　　　　　　　　　　　　（15）
ここで
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ある。
　オモチャ・メーカーの例で利得行列を
R＝
i：－1）
とすれば
　　r1：＝9×0．5十3×0．5＝：6
　　r2＝3×0．4－7×0，6＝－3
となるから
・一
??）
である。
4　さまざまな手段の導入
　オモチャ・メーカーの問題で，メーカーは
状態1（評判が良い）の場合に，つぎの2つ
の手段のうちのいずれかをとることができ
る。
　手段1　特別には何の手もうたない。この
ときは，前述のように，p、、＝0．5，　p、2＝0．5，
r、、＝9，r、2＝・3であるとする。
　手段2　評判が下らないように広告宣伝を
する。このときは，P、、＝0．8，　P、2＝0．2とな
って，次の期も引きつづいて良い評判を保つ
確率は上昇するが，しかし利得は，r、、＝4，
r、2＝4と変化するものとする。
　つぎに，状態2（評判が悪い）の場合もメ
ーカーは次の2つの手段のうちのいずれかを
とることができる。
　手段1　特別には何の手もうたない。この
ときは前述のようにp、、＝0．4，p，，＝0．6，
r2、＝3，　r22＝－7であるとする。
　手段2　評判を回復するために，研究開発
に努力する。この場合はp21＝0．7，　p22＝0．3
となって，評判をとりもどす確率は上昇する
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が，研究開発費の影響で利得は減って　r、、＝
1，r22＝－19となる。
　この考え方を一・－i般化しよう。
　利得を伴ったマルコフ過程で，状態ゴのと
きにとることのできる手段がいくつか（有限
個）あり，それらの手段の集合を2（のとか
く。とりうる手段のうちの1つ，たとえば
kc　9（Z），をとれば，次の期にブに移行する確率
はPi」kとなり，そのときの利得はri」kとな
る。すなわち，とる手段によって推移確率が
変り，また推移に伴う利得も変るのである。
　ここまできて，マルコフ決定過程が定まっ
たわけである。
5　最適政策の決定・
　有限期間の場合
　前節で述べたマルコフ決定過程において，
第n期までの利得の期待値を最大にするに
は，毎期どのような手段をえらんだらよい
か，という問題を考える。
　系の状態力siのときに，とりうる手段の集
合2（ののなかの1つの手段々をえらぶわけ
であるが，ここで，各臼こ対して2（のの中
の1つのんを対応させる関数を考え，これを
決定関数（decision　function）とよび，　fで
あらわす。すなわち，各iに対してノ（i）cS？（i）
である。決定関数の系列を政策（policy）と　・
よぶ。とくに，同一の決定関数のみからなる
政策を定常政策（stationary　policy）とよぶ。
n期間にわたる総期待利得を最大にするよう
な政策を最適政策（oPtimal　Policy）という。
　さて，
　　Vi（n）＝状態疹からスタートしてn期間
にわたる最適政策のもとでの総期待利得
とおく。そのときダイナミック・プログラミ
ングの考え方を（12）式に適用すると
Vi（n）＝maxΣρ琶ノ〔γ琶ノ＋vゴ（n－1）〕
　　　iCEΩ（i）ゴ＝1
　　　　　　　　　　　　　　　　（16）
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が成立する。n＝1のときは
Vi（1）＝maxΣρ乞ノγ盛ノ
　　k∈Ω（i）　ゴ＝1
（17）
である。（17）から始めて，（16）の漸化式
をつぎつぎに解けばVi　（n）が求まり，それ
ぞれの段階での最適な決定関数が決まる。
6　最適政策の決定・
　無限期間の場合
　計画期間が無限になると，毎期の期待利得
の無限の期間にわたる総計は，一般に無限大
になる。このような場合に普通採用される処
理方法としては，将来の利得は割引いて考え，
その上で，割引現在価値の総計を考察の対象
にするやり方と，総期待利得の代りに1期当
りの平均期待利得を考察の対象とするやり方
とがある。しかし，後者の平均期待利得を考
える場合は，実は，無限の期間を考慮した場
合の1期当りの平均利得というものが，そも
そも，定義できない，といった場合も生じてき
て，その取り扱いはかなり数学的にも面倒な
面が多い。そこで，ここでは前者の，将来利得
は割引いて考えるという立場を採用し，無限
の将来にわたる利得の割引現在価値を考察の
対象とする。割引率をβ（0＜β＜1）としよう。
そうすると（16）式はつぎのようになる。
v、＠）＝maxΣPi，κ隔κ＋βv，（n－1）］
　　κξΩ（i）ゴ＝1
あるいは
??????????
＝
??
とおけば
（18）
　　v、（n）＝max［が＋βΣρ♂び，（n－1）］
　　　　　　　　　　ゴ＝1　　 iCEΩ（i）
　　　　　　　　　　　　　　　　　　（20）
となる。割引率を考慮に入れているわれわれ
の場合には，1im　Vi（n）＝Vzが存在すること
　　　　　　n一ウpo
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が示される。したがって（20）の両辺でn→。・
とすると
　　Vi＝max［r、k＋βΣρ乞ノVゴ］
　　　iCEΩ（t）　　　　　」＝1
が得られる。
（21）
一方，次の定理の成り立つことが示され
る。
　定理1　定常政策で最適なものが存在す
る。
　この定理によれば，われわれは考察する政
策の範囲を定常政策に限定し，その中から最
適なものを求めればよい。定常政策であるか
ら，期の如何を問わず，状ma　iのみに依存し
てkE9（のが決まることになる。最適政策は
次の定理で示されるアルゴリズムによって求
められる。
　定理2　最適政策決定のアルゴリズム
　（a）数値決定演算（value　determination
operation）
　与えられた決定関数∫。に対して，次の連
立方程式をViについて解く
Vi＝γ詐＋ieΣ　Piゴ㌔ゴ
　　　　∫≡エ
ただし，々＝fn（の
（b）　政策改良ルーチン
i＝1，2，…，N
　　　　（22）
　上で求められたVl，　v2，……，VNを使って，
各iに対して
　　ri　iC十βΣPijk　Vj　　　　　　　　（23）
　　　　ゴ＝1
を最大ならしめるようなkを対応させる決定
ma数f。＋iをつくる。f。　SE　．fn　＋1なら，いま求
めたf。＋、に対して（a）の演算から繰り返
す。fn＝fn＋、なら，つねにfnを採用すると
いう政策が最適政策になる。
　最初の決定関数f、は，各iに対してrik
を最大にする々を対応させるものをとればよ
い。
　この定理の証明はしないけれども，（21）式
がアルゴリズムの妥当性を示唆していること
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は見てとれる。
　例。まえにあげたオモチャ・メーカーの問
題をβ＝0．9として解いてみよう。データを
改めて整理してかいておく。
　状態1のとき手段1をとれば
　　pn1＝0．5，　plzl＝0．5，　γ111＝9，　r121＝3
　手段2をとれば
　　」ク112ニ0．8，　p122＝O．2，　rl12＝4，　rt22：＝4
　状態2のとき手段1をとれば
　　p211＝0．4，　p221＝0．6，　r211＝3，　r221＝－7
　手段2をとれば
　　1）2、2＝＝0．7，　p222＝0．3，　r2、2＝1，　r222＝－19
したがって
　　r、1：＝6，　r12＝4，　r21＝－3，　r22：＝－5
である。
　まず，fiとして，各iに対して摩を最
大にするんを対応させるものをえらぶと，上
のデータから
　　fi（1）＝1，　fi（2）＝1
である。このfiに対してつくられた連立方
程式（22）はつぎのようになる。
　　v1＝6十〇．9（0．5v1十〇．5v2）
??｛
　　v2＝－3→－O．9（O．4v，十〇。6v，）
これを解いてv、＝15．5，v2＝5．6が得られ
る。
　つぎに，このv、，v2を使って（b）の政
策改良ルーチンをおこなう。各臼こ対して
（23）式の値を計算すると下のようになる。
・圃　　「・’C＋β；．］Pt」icvj
　1　6十〇．9（0．5×15．5十〇．5×5．6）＝15．5
1
　2　4→－0．9（0．8×15．5十〇．2×5．6）＝：l撃U．　21
　1　　－3十〇．9（0．4×15，5十〇．6×5．6）＝5．6
2
　2－5→－0．9（0．7×15．5十〇．3×5．6＝［亘13］，
　ここで摩＋βΣρ、ノVjの値の大きい方が
　　　　　　　ゴ
［コで囲んである。この結果，政策改良ルー
チンによって得られるア2は
　　f2（1）＝2，　ノ『2（2）＝2
マルコフ決定過程（小山）
となる。
　このf2に対して（a）による（22）の連
立方程式をつくれば
　　Vl＝4十〇．9（0．8v，十〇．2v2）
??｛?
　　v2＝－5十〇．9（0．7v、十〇．3v2）
となり，これを解いてv、＝22．2，v2＝12．3
が得られる。そこで，このv、，v，を用いて政
策改良ルーチンの計算を実行すると，結果と
して得られるf3はf、と同じものであるこ
とが確かめられる。よって，つねにf2を採
用するということ，すなわち，評判の良いと
きでも広告宣伝をし，評判の悪いときは研究
開発をするというのが最適政策なのである。
7　線型計画法による定式化
　マルコフ決定過程における最適政策を，定
理2のアルゴリズムではなく，線型計画法に
よって解くことも可能である。それをここで
説明する。ただし線型計画法についての解説
は省略し，それについての知識は仮定した上
で話を進めてゆく。
　線型計画法で問題を定式化するためには，
決定関数の概念を拡張しなくてはならない。
　いままでは，各状態iに対して手段の集合
9（のの中から1つの手段んをえらんで対応
させる関数を決定関数とよんだが，ここで
は，それを，つぎのように拡張する。
　状態∫のときに9（i）の中から手段kをえ
らぶ確率を考え，これをqikとして，各i
に対して2（の上の確率分布｛4潟を対応させ
る関数を定義するのである。この関数を混合
決定関数とよぶことにし，それをあらわすの
に，いままでと同じ記号／を用いることにす
る。混合決定関数に対して，従来の意味での
決定関数を純粋決定関数という。純粋決定関
数が混合決定関数の特殊の場合であることは
いうまでもない。混合決定関数の系列を混合
政策という。同一の混合決定関数だけから成
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る政策を定常混合政策という。
　純粋政策のみを考察の対象とする場合1こ
は，定理1で述べたように，定常な最適政策
が存在する。しかし，混合政策にまで概念を
拡張した場合であっても，やはり定常な最適
政策が存在することが示される。この事実を
定理としてあげておく。
　定理3　混合政策まで考慮した場合でも，
最適な定常政策が存在する。
　この定理により，最適政策を求めるに当っ
て定常政策だけに考察の範囲をしぼってよ
い。そこで以後は定常政策だけを考えること
にし，決定関数と政策は特に記号上の区別は
せず，ノとかいたら，これは決定関数でもあ
り，また同時に（f，f，……）という定常政策
をもあらわすものとする。
　なお，ここでは，考察期間は無限であると
する。
　ここでつぎのような記号を導入する。
　　Vi　（f）＝定常政策fのもとで，状態2か
　らスタ・一・一トした場合の，無限の将来にわた
　る全期待利得の割引現在価値
　　毎ω（f）＝定常政策！のもとで，状態
　iからスタートしてn期後に状態ブになる
　確率
　　γゴ（∫）＝定常政策！のもとで状態ゴから
　スタートしたときの直接期待利得
　混合決定関数∫が各iに対して2（の上の
確率分布｛g潟で定義されているとき
　　f＝　｛qiκ；feE9（の，i＝1，2，……，N｝
　　　　　　　　　　　　　　　　　　（24）
とかくことにする。このfに対して
ri（∫）＝Σ　qikriiC
　　　梶Ωω
Pi」（∫）＝Σ4乞匙ρ♂
　　　　碇Ωω
一般に
P乞ゴ（”）（！）＝Σ】P包，（n’1’（∫）P・」（！）
　　　　　ワ＝1
となり，そして
（25）
（26）
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v・（f）卸（ゑ酬！）r・（／））
　　　　　　　　　　　　　　　　　　（27）
である。
　われわれの目的は，各ゴに対してV・i（f）
を最大にするようなfを求めることにある。
　線型計画法によって問題を定式化するため
に，つぎの線型計画問題を考える。
　主問題
　　v、≧r、iC十βΣP、jiC　V」k∈9（1）
　　　　　　J＝1
　　v2≧r2k十βΣP2yk　V」le，9（2）
　　　　　　ゴ＝1
　　VN≧rNk十βΣPNJkvゴkc9（N）
　　　　　　　ゴ＝1
のもとで
　　mm　alv1十a2V2十…十aNVN
　ここで目的関数の係数at，　a、，…
28
　　　　　　　　　　　　 　　 　aN
いずれも正であって，和が1になるように与
えられている。（a、，a2，…，aN）は，系の初期の
状態確率分布と考えてよい。9（のの元の個
数を瓦とすれば，制約式は全部でK、十K2
十……十KN個ある。なお，変数の非負条件
がないことに注意。
　この問題の双対問題は次の形になる。
　双対問題
　　ΣΣ（δ，」一βP，」iC）Wik＝αゴ
　　　　teEΩ（oi；1
　　　　ブ＝1，2，…，N
　　ω詐≧0，i＝1，2，…，瓦kE9（の
のもとで
　　max蚤Σ吻詐
　　　　i・＝1　kEΩ（i）
（29）
　は
（30）
（31）
（32）
　まず双対問題の方から考える。双対問題に
対して，その実行可能解と混合決定関数の間
に1対1の対応がつけられることを示すつぎ
の定理が成立する。
　定理4　任意の混合決定関数！を
　　　f＝｛σ詐；le∈S2（の，　i＝1，2，一・，1＞｝
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とする。そのとき
iE，　ic＝V鮒（ノ））q・　ic（33）
　　　　kE9（i），　ics
によって定義される｛Wik］は双対問題の実行
可能解を与える。
　逆に，双対問題の任意の実行可能解｛ω潟
に対して
‘・q・k＝ｦ贔ω躍　　（34）
とおけば，この｛qi；々69（i）｝は9（の上の
確率分布を与え，したがって，各iに対し
て｛婦々翻（i）｝を対応させることによっ
て1つの混合決定関数！が定義される。しか
も，このようにして定義されたアを用いて
（33）式によってWtkを定義すれば，　WiiC＝
Wikとなる。すなわち，変換（34）は双対問
題の実行可能解と混合決定関数の間の1対1
の対応を与える。
　つぎに，双対問題の最適解とマルコフ決定
過程の最適政策の間には，つぎの定理が成立
する。
　定理5　双対問題の最適解を｛ω＊謂とす
れば，
　　q“1’C＝繊ソ譲ゆ鵡・
によって定まる混合決定関数！＊は最適政策
を与える。
　最適政策を与えるような決定関数は，実は
純粋決定関数の中からえらぶことが可能であ
る。すなわち
　定理6　最適な純粋定常政策が存在し，そ
れは，双対問題をシンプレクス法で解くこと
によって得られる。
　以上の諸定理は双対問題にかかわるもので
あったが，主問題に関してつぎの定理が成立
する。
　定理7　主問題の最適解をVl＊，　v2＊，…，
VN＊とすれば，これに対して
?ー???㌃?? 、???????ー?? ??＝????
???
す立成が
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（35）
　ところで定理2のアルゴリズムで示したこ
とからわかるように，（35）の関係が成立す
るようなV、＊，…VN＊は，実は最適政策が採用
された場合のViの値にほかならない。した
がって，双対問題の最適解から最適政策が得
られ，主問題の最適解として，最適政策に対
応する最適なVi（f）の値が得られるのであ
る。
　なお，主問題の最適解V、＊，…，VN＊が得ら
れれば，それから最適政策を求めることがで
きる。すなわち
　定理8主問題の最適解をv、＊，v、＊，…，VN＊
としたとき，各iに対して
Vi＊＝rik十βΣPi。kv。＊
　　　　　v＝＝1
を成立せしめるような々を対応させる決定関
数をfとすれば，fは最適な決定関数であ
る。
　以上の一連の定理により，マルコフ決定過
程と線型計画法との間の関係は完全に明らか
になった。
　例。オモチャ・メーカーの問題を線型計画
法で定式化してみよう。データは
1）、11＝0．5，1）、21＝0．5
P、、2＝0．8，P、22＝0．2
f）211＝0．4，　p22i＝O．6
p212＝0．7，　p222＝0．3
rll＝6
γ12＝4
γ21＝－3
r22＝－5
であるから，主問題および双対問題はつぎの
ようになる。ただし，β＝0．9，al＝a2＝0．5
とする。
　主問題
　　Vl≧6→－0．9（0．5v，十〇．5v2）
　　v1≧4十〇．9（O．8v，十〇．2v2）
　　v2≧－3十〇．9（0．4v，十〇．6v2）
　　v2≧－5－←0．9（0．7v，－1－0．3v2）
のもとで
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　　min　O．5v，十〇．5v2
　制約式の変数を左辺にまとめると
　　0．55v1－0．45v2≧6
　　0．28v1－0．18v2≧4
　－0．36v，十〇．46v2≧－3
　－O．63Vl－｝－0．73v2≧－5
のもとで
　　min　O．5v1十〇．5v2
という形になる。したがって双対問題はつぎ
の形をとる。
　双対問題
　　0．55w、1－←0．28w，2－O．36w，i－0．63w22
　　　　≦0．5
　－O．45w、1－O．18w、2→－0．46w2’→－0．73w22
　　　　≦0．5　Wik≧0
のもとで
　　max6wi十4w、2－3w2i－5w22
　これらをシンプレクス法で解けば，数値決
定演算，政策改良ルーチンで求めたのと同じ
結論が得られる。
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