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Gravitational waveforms from numerical simulations are a critical tool to test and analytically calibrate
the waveform models used to study the properties of merging compact objects. In this paper, we present a
series of high-accuracy waveforms produced with the spectral Einstein code (SpEC) for systems involving
at least one neutron star. We provide for the first time waveforms with subradian accuracy over more than
twenty cycles for low-mass black hole-neutron star binaries, including binaries with nonspinning objects,
and binaries with rapidly spinning neutron stars that maximize the impact on the gravitational wave signal
of the near-resonant growth of the fundamental excitation mode of the neutron star (f-mode). We also
provide for the first time with SpEC a high-accuracy neutron star-neutron star waveform. These waveforms
are made publicly available as part of the SxS catalogue. We compare our results to analytical waveform
models currently implemented in data analysis pipelines. For most simulations, the models lie outside of
the predicted numerical errors in the last few orbits before merger, but do not show systematic deviations
from the numerical results: comparing different models appears to provide reasonable estimates of the
modeling errors. The sole exception is the equal-mass simulation using a rapidly counterrotating neutron
star to maximize the impact of the excitation of the f-mode, for which all models perform poorly. This is
however expected, as even the single model that takes f-mode excitation into account ignores the significant
impact of the neutron star spin on the f-mode excitation frequency.
DOI: 10.1103/PhysRevD.99.044008
I. INTRODUCTION
Numerical simulations of neutron star-neutron star
(NSNS) and black hole-neutron star (BHNS) binaries play
a critical role in current efforts to model the gravitational
wave (GW) and electromagnetic (EM) signals powered by
these systems. The recent observation of gravitational
waves likely powered by a NSNS merger (GW170817),
followed by signals across the entire EM spectrum, con-
firmed that NSNS merger events have a non-negligible
event rate [1–5]. GW170817 also allowed us to begin using
NSNS mergers to study the internal structure of neutron
stars [6–10], the production of short-hard gamma-ray bursts
[2,3,11–14], and the synthesis of r-process elements
[15–33]. BHNS mergers, once detected, will allow us to
study similar processes.
Placing constraints on the internal structure of neutron
stars through GW observations requires us to model with
sufficient accuracy the dependence of the GW signal on the
parameters of the binary. To first order, the effect of the finite
size of neutron stars on the GW signal is set by the tidal
deformability of the neutron stars, Λ ¼ 2=3k2ðRNSc2=
½GMNSÞ5—or, more accurately, by the effective tidal
deformability Λ˜ of the binary, a linear combination of the
Λ of the merging compact objects [6,8,34]. Here, k2 is the
PHYSICAL REVIEW D 99, 044008 (2019)
2470-0010=2019=99(4)=044008(16) 044008-1 © 2019 American Physical Society
Love number of the neutron star, RNS its radius, andMNS its
mass. G is the gravitational constant and c is the speed of
light. Λ is thus mainly sensitive to the compaction of the
neutron star, CNS ¼ GMNS=ðRNSc2Þ. GW170817 alone
provided interesting constraints on Λ [10], and better results
are expected once information from multiple merger events
can be combined.
An important role of numerical simulations in the era
of GW astrophysics is to provide reliable templates for
the GWs produced by a given binary merger. General-
relativistic hydrodynamics simulations of NSNS and
BHNS mergers have steadily improved the accuracy of
their GW predictions since the first general relativistic
simulations of these systems [35,36]. Due to the need to
evolve the neutron star matter, NSNS and BHNS simu-
lations are typically orders of magnitude less accurate than
binary black hole (BBH) simulations, and until recently
simulations were unable to more than marginally resolve
finite-size effects in the GW signal. An important advance
towards high-accuracy waveforms was the implementation
of high-order numerical methods for merger simulations
[37,38]. A combination of high-order methods and/or
improved mesh refinement algorithm has allowed multiple
groups to provide numerical GW templates with subradian
accuracy over more than 10 orbits for NSNS binaries
[39,40], an important threshold considering that finite-size
effects typically lead to the accumulation of a few radians
of dephasing between a NSNS/BHNS system and an
equivalent BBH system. For BHNS binaries, modern
studies have focused mostly on the characterization of
the merger signal [41,42]. No long, high-accuracy tem-
plates have been made available so far—although some
of the long BHNS simulations presented in this work
were already used to test analytical models [43], and to
study the impact of model uncertainties on our ability to
measure Λ [44].
Numerical simulations of NSNS/BHNS mergers cannot
be used directly for parameter estimation (PE) in the
analysis of GW signals. PE studies require the production
of thousands of simulated GW signals, while a single
merger simulation takes weeks to months to complete.
Additionally, numerical simulations of compact binaries
are relatively short (≲0.1 s), while PE studies require
minutes-long templates. Accordingly, analytical and phe-
nomenological models have been developed to capture
both the inspiral phase (using analytical methods) and the
merger phase (using either effective-one-body methods
calibrated to BBH simulations, or phenomenological fits).
Numerical simulations play a dual role in the study of GW
signals from NSNS/BHNS binaries: they allow us to test
the accuracy of existing models, and they give us the data
necessary to calibrate improved models when these errors
are found to be unacceptably large—either due to improve-
ments in the sensitivity of the detectors, or because we need
models in a so-far unexplored part of parameter space.
The simulations presented in this paper are part of this
community-wide effort to produce reliable numerical
waveforms, and to use them to test and improve analytical
models. We present a set of GW signals generated using the
SpEC code [45]. All of our simulations have in common the
use of high-order methods and very simple equations of
state for the evolution of the neutron star matter, and most
are meant for high-accuracy comparisons between analyti-
cal and numerical waveforms. They are also all performed
at 3 distinct numerical resolutions. The numerical wave-
forms are made publicly available as part of the SxS
catalogue of waveforms [46], or through their respective
DOIs [47–54]. We present 2 high-accuracy, 12–13 orbits
long BHNS simulations with low-mass, nonspinning black
holes (mass ratios q ¼ MBH=MNS ¼ f1; 2g), as well as a
longer (and consequently less accurate) simulation of a
mass ratio q ¼ 1.5 BHNS system. At more that 16.5 orbits
of evolution, this is the longest BHNS simulation produced
to date. We also present the first high-accuracy simulations
of BHNS binaries with spinning neutron stars: two sim-
ulations with mass ratios q ¼ f1; 2g, nonspinning black
holes, and neutron stars with dimensionless spin χNS ¼ 0.2
anti-aligned with the orbital angular momentum. For
spinning neutron stars, the equal-mass system is particu-
larly interesting because the orbital frequency at which the
f-mode of the neutron star comes into resonance with the
orbital motion is low enough that dynamical tides are
enhanced, and the binary inspiral is strongly accelerated.
Finally, we also include 2 waveforms for NSNS binary
mergers, which complement a number of high-accuracy
NSNS waveforms already available in the literature.
The available configurations and our numerical methods
are presented in Sec. II, and conservative error estimates for
each simulation are discussed in Sec. III. We put these
errors into context by comparing NSNS, BHNS, and BBH
waveforms, thus estimating the magnitude of finite size
effects in the chosen binary systems, in Sec. IV. Finally, we
provide direct comparisons between our waveforms and a
sample of the most advanced models for NSNS and BHNS
waveforms existing today in Sec. V.
II. METHODS
A. Initial data
For the majority of the systems evolved in this study, we
generate constraint satisfying initial data using our in-house
solver, SPELLS [55,56]. Initially developed to generate
initial data for black hole binaries, SPELLS was later adapted
to BHNS binaries [57], NSNS binaries [58], and the
production of initial data for neutron stars of arbitrary
spins [59,60]. The iterative algorithm used to generate
initial data for BHNS and NSNS binaries is strongly
inspired from the earlier work of Gourgoulhon et al.
[61] and Taniguchi et al. [62]. All binaries generated with
SPELLS have their orbital eccentricity reduced to e≲ 0.002
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using the iterative method developed by Pfeiffer et al. [63],
with the exception of the shorter BHNS simulation with
mass ratio 3, which has e ∼ 0.008 (eccentricity reduction is
more difficult for binaries with small initial separation). A
list of all initial configurations is presented in Table I.
Most of these initial conditions are chosen to maximize
finite size and spin effects and minimize numerical errors,
thus allowing the use of our waveforms for finer testing of
analytical models. This is why we choose systems that are
physically unlikely: an equal mass BHNS systems or a
neutron star with χ ¼ 0.2 are not expected to be observed.
These considerations also drive our choice of equation of
state: we choose an ideal gas equation of state with
polytropic index Γ ¼ 2. The pressure is P ¼ 101.45ρΓ
and the internal energy u ¼ ðΓ − 1ÞP. With these param-
eters, a 1.4M⊙ neutron star has a large dimensionless tidal
deformability Λ ¼ 791, at the upper end of what is
currently allowed by constraints from gravitational wave
observations [1]. The properties of the neutron stars
evolved for the studies in this manuscript are summarized
in Table II. Equations of state providing better agreement
with nuclear theory are of course available, and would
certainly lead to different evolution of the post-merger
remnant. However, nuclear-theory based equations of state
cannot be evolved with as much accuracy. Most of the tidal
models currently used to produce gravitational wave
templates parametrize neutron stars solely through Λ,
and the waveforms presented here allow for tests of these
single-parameter models.1 While studies have shown that Λ
is the most important parameter to model tidal effects
[64–66], it is likely that higher-accuracy numerical wave-
forms will eventually begin to capture corrections to the
waveforms that do not solely depend on Λ. Dedicated
studies comparing systems with the same Λ but different
equations of state will be necessary to determine the
importance of these corrections.
We also present one NSNS and one BHNS waveform
using a piecewise polytropic equation of state calibrated to
a nuclear-theory model for cold dense matter (MS1b and H1
[6]). These equations of state are complementedwith aΓ-law
thermal component. For the NSNS binary, we consider an
equal mass, nonspinning system and the MS1b equation of
state. This waveform was generated as part of a code-
comparison project, and to guarantee exactly identical initial
data we use initial conditions produced using the LORENE
code [67,68]. The MS1b equation of state models unrealis-
tically large stars (ruled out by GW observations). This
simulation has larger constraint violations at t ¼ 0 than the
TABLE I. Initial parameters of the binaries studied in this paper. M1;2 are the masses of the objects, either the
Christodoulou mass of the black hole or the ADM mass of an isolated non-spinning neutron star with the same
equation of state and baryon mass as the neutron star under considerationa. By convention,M1 ≥ M2, andM1 is the
black hole for equal mass BHNS systems. χ1;2 are the dimensionless spins of the objects, Ncycles is the number of
cycles up to the maximum amplitude of the gravitational wave signal, Ω0 is the initial angular velocity, and
M ¼ M1 þM2 the total mass. Binary neutron star systems have names starting with NSNS, and black hole-neutron
star systems have names starting with BHNS. EoS is the equation of state of the neutron star(s), described in more
detail in the text.
Model M1 (M⊙) M2 (M⊙) χ1 χ2 Ncycles Ω0M EoS
BHNSq1s0 1.4 1.4 0 0 24.5 0.0175 Γ2
BHNSq1s2m 1.4 1.4 0 −0.2 21.6 0.0175 Γ2
BHNSq1.5s0 2.1 1.4 0 0 33.2 0.0158 Γ2
BHNSq2s0 2.8 1.4 0 0 26.1 0.0187 Γ2
BHNSq2s2m 2.8 1.4 0 −0.2 24.7 0.0187 Γ2
BHNSq3s0 1.35 4.05 0 0 12.3 0.0285 H1
NSNSq1Γ2 1.4 1.4 0 0 25.2 0.0165 Γ2
NSNSq1MS1b 1.35 1.35 0 0 16.4 0.0192 MS1b
aFor spinning neutron stars, we also considered definingM2 as the mass of an isolated neutron star with the same
baryon mass and spin as the simulated neutron star, leading toM2 ¼ 1.40176 for the spinning neutron stars in this
paper. The phase difference with analytical model changes by less than 0.1 rad at merger between these two
definitions, well below our numerical error for spinning neutron stars.
TABLE II. Properties of the neutron stars used in this study.
EoS is the name of the equation of state,MADM the ADMmass of
the star in isolation, Mb its baryonic mass, C ¼ GM=Rc2 its
compaction, and Λ its dimensionless tidal deformability.
EoS MADM (M⊙) Mb (M⊙) C Λ
Γ2 1.40 1.51 0.144 791
MS1b 1.35 1.47 0.142 1540
H 1.35 1.48 0.162 624
1Some effective-one-body models include the impact of the
octupole, f-mode frequencies for quadrupole and octupole, and
the spin-induced quadrupole, and thus in principle depend on
multiple parameters. In current practical data analysis applica-
tions, quasiuniversal relations are however used to reduce every-
thing to the single Λ parameter, and this was also done for the
model waveforms used in this paper.
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polytropes, and the evolutions themselves are significantly
less accurate—in part because the MS1b equation of state is
not as smooth as the Γ-law equation of state, and also
possibly because of the necessity to use a wider grid spacing
for such large neutron stars. The BHNS binary uses a mass
ratio q ¼ 3 and the H1 equation of state, with initial data
generated with SPELLS. It is a shorter simulation generated
for the purpose of comparison with a similar configuration
studied with the SACRA code [69]. Error estimates for all of
these binaries are discussed in Sec. III.
B. Evolution algorithm
The initial conditions presented in Sec. II A are evolved
with the SpEC code [45]. SpEC evolves Einstein’s equa-
tions of general relativity on a pseudospectral grid in the
generalized harmonic formulation [70], with damped har-
monic gauge conditions [71]. The general relativistic
equations of hydrodynamics are evolved on a separate
grid [72] using fifth-order finite difference methods (MP5
reconstruction), as proposed by Radice et al. [37]. Both
systems of equations are evolved in time using third-order
Runge-Kutta time stepping and identical time steps chosen
adaptively to reach a target time discretization error. Source
terms are communicated between the two grids at the end of
each full Runge-Kutta step. Values of the source terms at
intermediate times are obtained through linear extrapola-
tion from the values stored at the end of the last two time
steps. We refer the interested reader to [72,73] for a more
detailed description of our algorithm. This mixture of
numerical methods has both advantages and disadvantages.
On the one hand, SpEC is generally capable to obtain high-
accuracy waveforms at a fairly low computational cost: the
longest q ¼ 1.5 simulation cost (18,38,90)kCPU-hrs from
the beginning of the simulation to the peak of the gravita-
tional waveform, at our 3 chosen resolutions on the zwicky
cluster at Caltech.2 On the other hand, as different parts of the
code have different orders of convergence, errors of different
signs, and may dominate the error budget at different times,
measuring errors is a complex task. In Sec. III, we present
different sources of errors and a conservative method to
estimate the phase error in SpEC. In practice, we find that this
estimate is often overly pessimistic, but prefer a cautious
approach when presenting waveforms aimed mainly at
calibrating analytical models.
C. Numerical setup
Each of the cases discussed here is evolved at three
different resolutions. The older simulations, for nonspin-
ning BHNS binaries, use initial resolutions on the finite
difference grid of Δx ¼ ð329; 263; 220; 188Þ m (the q ¼ 2
case was not run at the highest resolution, the other cases
were not run at the coarsest resolution), within a cubic box
of initial length L ¼ 26.3 km.3 In SpEC, the numerical grid
moves with the compact objects, and is in particular rotated
and rescaled as they orbit and spiral in. This slowly
increases the resolution of the grid in the lab frame, but
also causes the size of the neutron star on the grid to grow.
To counteract this effect, we regularly rescale the finite
difference grid, interpolating the evolved variables onto a
new, coarser grid when the binary inspirals. This approx-
imately maintains a constant resolution in the inertial
frame.
The BHNS binaries with spinning neutron stars use
Δx ¼ ð294; 235; 196Þ m. They also use a more efficient
grid construction algorithm: only regions in which matter is
present are covered by the grid, and the code adaptively
adds/removes small cubic blocks to the grid as needed to
follow the fluid. As the grid still contracts when the binary
inspirals, we interpolate onto a new grid matching the initial
grid spacing in the inertial frame every time the resolution
increases by 20%. The Γ2 NSNS binary uses the same
adaptive grid as the BHNS simulations with spinning NSs.
For theMS1bNSNS binary, tomatch the prescriptions of the
code comparison project, we use the coarser grid resolu-
tion Δx ¼ ð368; 294; 235Þ m.
The spectral grid uses adaptive refinement to automati-
cally add/remove basis functions in each patch of the grid in
order to obtain a target relative accuracy in the spectral
expansion of the metric variables and of their spatial
derivative. At the middle resolution, that target is 10−4
in the wave zone, and 10−8 close to the compact objects.
The target accuracy is varied as ðΔxÞ5, with Δx the
resolution of the finite difference grid. The same method
is used to choose the target accuracy of the adaptive time
stepping algorithm, but with the middle resolution targeting
a relative error of 10−4 and an absolute error of 10−6 in each
of the evolved variable (see [73] for details).
The merger and postmerger evolution methods are
largely unchanged from our previous simulations [73],
except for the use of the new adaptive finite difference grid.
Once we have evolved the simulation for a few millisec-
onds past merger (defined as the time at which the
amplitude of the GW signal peaks), we rapidly extract the
gravitational waves by evolving Einstein’s equations with no
matter source terms. This clearly creates large errors where
the compact objects were located (especially for NSNS
binaries), but these errors do not propagate faster than the
speed of light, and thus do not affect the gravitational wave
2Simulations involving spinning neutron stars, piecewise
polytropic equations of state, or with a tighter control of the
amount of matter remaining on the grid can be up to 3–4 times
more expensive, while the shorter BHNS simulations with
nonspinning neutron stars presented here are cheaper.
3Our initial data for the neutron stars uses a conformally flat
metric, leading to a coordinate radius significantly smaller than
the circular radius quoted in Sec. II A, e.g., the Γ2 neutron
stars have a circular radius R ¼ 14.4 km but a coordinate radius
R ¼ 11.5 km.
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produced earlier in the simulation. This significantly reduces
the cost of our simulations. For more realistic equations of
state, following the postmerger evolution is of course
interesting in itself. But when using idealized Γ2 equations
of state, no magnetic fields, and no neutrinos, as in the
simulations presented here, it would be rather pointless to
spend computational resources on a postmerger evolution
that is largely unphysical.
III. ERROR ESTIMATES
The main intended use of the waveforms presented in
this manuscript is to help calibrate semianalytical wave-
form models. To avoid overfitting these models to numeri-
cal noise, we make the choice to construct conservative
error estimates which likely overestimate numerical errors.
We consider three main sources of errors. The most
important is the error due to the spatial and time discre-
tization of the problem. With the methods used in SpEC,
we expect better than second order convergence from all
sources of discretization errors (and we indeed observe
such convergence on simpler problems when the numerical
grids are static). However, multiple sources of errors enter
our error budget: time discretization error, spatial discre-
tization error on the spectral grid used to evolve Einstein’s
equations, spatial discretization error on the finite differ-
ence grid used to evolve the equations of hydrodynamics,
interpolation error in the communication of source terms
between the two grids, and extrapolation error for the
determination of the source terms at intermediate time
steps. These errors may be of the same order of magnitude,
especially as the simulation parameters are chosen to avoid
wasting resources by, e.g., taking extremely small time
steps or pursuing significantly smaller errors on the spectral
grid than on the finite volume grid. Additionally, the
adaptive mesh refinement algorithm used on the spectral
grid is a powerful tool to efficiently allocate computational
resources, but it also modifies the grid at different times for
different simulations, making standard convergence tests
difficult. As a consequence, the phase difference between
the waveforms generated at different resolutions can occa-
sionally be very small despite non-negligible discretization
errors. To obtain reliable error estimates, we perform each
simulations with three different grid resolutions. Some
simulations (BHNSq2s0, BHNSq1.5s0, BHNSq1s0) were
additionally performed with multiple numerical algorithms
(gauge choices, second-order accurate fluid evolution
instead of fifth-order accurate fluid evolution) to verify
that error estimates obtained with one algorithm are
consistent with the results obtained for the same simulation
but using a different algorithm.
We compute the discretization errors as follow. Given a
pair of simulations at different resolutions, we estimate the
difference between the highest of the two resolutions and a
theoretical infinite-resolution simulation using Richardson
extrapolation of the error, assuming (pessimistically)
second order convergence.4 We compute two error esti-
mates in this manner, by comparing the highest resolution
available to us with each of the other two resolutions
separately. To avoid small error estimates due to cancella-
tion of phase errors of opposite signs (typically due to
different sign for the phase errors in the early and late
inspiral), we then define our discretization error, Δϕdis, as
the worst of these two estimates.
We also include in our error calculations two effects that
are generally smaller than the discretization error: the effect
of mass loss at the boundary of the finite difference grid,
and the error due to extrapolation of the gravitational wave
signal to infinity from measurements made at finite radii.
For the former, we estimate ΔϕdM ¼ ðδMNS=MbNSÞω22t,
following [74]. Here δMNS is the baryon mass lost by the
NS(s) during inspiral, and MbNS the total mass of the NSs.
We note that this conservatively assumes that all mass
losses happen around t ¼ 0, causing maximal impact on
the waveform, even though the observed mass losses are
distributed over the entire simulation (and are in fact
slightly larger at later times). For the latter, we compute
the phase difference between waveforms extrapolated to
infinity by fitting second and third order polynomials in
ð1=RÞ to measurements at 20 radii equally spaced in (1=R)
between 100M and 450M, with M the total mass of the
system. The extrapolation error Δϕext is taken to be the
maximum value of that phase difference for t ∈ ½0; tmerger.
Typically, Δϕext ∼ ð0.01–0.05Þ rad is the dominant source
of error at early times but becomes negligible as we
approach merger. The mass loss error tends to be much
smaller than the discretization error, except for the equal
mass, nonspinning BHNS binary.5 We estimate the total
simulation error as
ΔϕT ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Δϕ2dis þ Δϕ2ext þ Δϕ2dM
q
: ð1Þ
The resulting error estimates for the dominant (2,2)
mode of the gravitational waveforms are shown in Fig. 1.
Numerical errors are larger for q ¼ 2 than q ¼ 1, and larger
for spinning binaries than for nonspinning binaries. The
largest error is observed in the q ¼ 1.5 BHNS simulation,
but this is simply a result of a significantly longer
evolution time.
Most of the error is due to small time offsets between
resolutions incurred during the early evolution. That time
offset is irrelevant when comparing numerical waveforms
4We use the resolution of the finite difference grid for this
calculation, as the tolerances of the spectral adaptive mesh
refinement and of the adaptive time stepper are both tied to
the resolution of the finite difference grid.
5Simulation BHNSq1s0 allowed more mass to leave the grid
before requesting an expansion of the finite difference grid than
other simulations, and additionally is the simulation with the
smallest discretization error.
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to analytical models, as the waveforms have to be matched
through an arbitrary time and phase shift. When com-
paring numerical waveforms to analytical models, we
compute errors in the same way, except that we allow
for a time and phase shift of the waveform minimizing the
root-mean-square phase difference in an interval ½tmin; tmax.
The result of this procedure for the q ¼ 1.5 simulation is
shown in Fig. 2. For that figure, we choose the end of the
matching interval so that the time between tmax and the
peak of the GW signal is comparable to the evolution time
FIG. 1. Numerical error in the phase of the (2,2) mode of the GW signal for the 6 simulations using a Γ-law equation of state. For each
simulation, we show estimates of the discretization error (dashed blue), mass loss error (dashed red) and extrapolation error (dashed
green), as well as the total numerical error (solid black line) defined by Eq. (1). The vertical dashed line shows the time of maximum
amplitude of the waveform.
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of the q ¼ 1, 2 BHNS simulations. The phase error at
merger is then reduced by more than a factor of 2, and
comparable to the q ¼ 2 results.
In the following sections, when matching simulations
with different initial conditions or when matching simu-
lations and analytical models, we will use this last method
to compute numerical errors. However, the reader interested
in the “raw” numerical errors, estimated without any time
or phase shift, can refer back to Fig. 1.
Figure 3 shows error estimates for the q ¼ 3 BHNS
simulation with piecewise-polytropic (H) equation of state.
The phase error at merger is small (Δϕ ∼ 0.3 rad), though
this is in part due to the shorter evolution time.
Finally, Fig. 4 shows error estimates for the NSNS
simulation with MS1b equation of state. The effect of less
accurate initial data and/or initial data interpolation error is
obvious here: at early times, numerical errors are much
larger here than in any other simulation, and so is the error
at merger, despite the fact that the simulation itself is
shorter. A time and phase shift may help reduce that error,
but given the length of the simulation, this would leave only
a small number of usable orbits. We should note that this is
not an indication that LORENE data is less accurate than
initial data generated with our own SPELLS solver. Instead,
we argue that this is a general issue with initial data solvers
using spectral methods—as both SPELLS and LORENE do.
The MS1b equation of state is not smooth, and this leads to
larger errors in the spectral representation of the initial data.
We have performed short simulations of neutron star
mergers using piecewise-polytropic equations of state from
SPELLS initial data, and find early time errors comparable to
what is shown in Fig. 4.
IV. NUMERICAL WAVEFORMS
Numerical waveforms for all the configurations with
mass ratio q ¼ 1 are shown in Fig. 5, and those for q ¼ 2 in
Fig. 6. These figures clearly show the main differences
between the three types of binaries. Black hole binaries,
lacking tidal dissipation, evolve slower towards merger, and
the merger signal itself is followed by the usual exponen-
tially decaying ringdown. Mixed binaries evolve faster,
accumulating (1–2)rad of dephasing with the black hole
binary by the time the neutron star is disrupted by the tidal
forces due to the black hole. Tidal disruption cuts off the
last ∼2 gravitational wave cycles of the signal for the q ¼ 2
binary, and as much as ∼5 gravitational wave cycles for the
equal-mass system. After disruption, as matter falls into the
black hole or forms an accretion disk, there is nearly no
gravitational wave emission. Finally, the q ¼ 1 neutron star
binary has, unsurprisingly, tidal effects twice as strong as
the q ¼ 1 mixed binary. The peak of the waveform, as the
two neutron stars collide, occurs only slightly earlier than
the disruption of the neutron star in the mixed binary
system. However, after merger the signal is very different,
FIG. 2. Same as Fig 1, but after allowing for an arbitrary time
and phase shift in the low-resolution results of case BHNSq1.5s0,
minimizing phase errors in the time interval [1000, 1700].
FIG. 3. Same as Fig. 1, but the BHNS binary using the H1
equation of state.
FIG. 4. Same as Fig. 1, but for the NSNS simulation using the
MS1b equation of state. In this case, the numerical error is nearly
entirely due to the effect of unresolved transients at early times.
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showing the expected high-frequency oscillations of the
remnant. In simulations using more realistic equations of
state, these oscillations contain information that can also
help constraint the properties of neutron stars [75–79].
From these figures, we can also see that tidal effects are
dwarfed by the impact of a high neutron star spin (χ ¼ 0.2,
antialigned) on the waveforms. The dephasing of the
waveform for the spinning mixed binary is 4–10 times
the dephasing of the nonspinning mixed binary. This is
consistent with existing results for neutron star binaries
indicating that somewhat lower NS spins (χ ∼ 0.05–0.1)
can have an important impact on gravitational wave
signals [80].
The waveforms presented in Figs. 5–6 are aligned by
adding small time and phase shifts chosen to minimize
phasing errors in the interval 100 < t=M < 1100 (more
precisely, the root-mean-square of the phasing error
sampled every Δt ¼ 1M). To determine how well we
resolve differences between black hole, neutron star, and
mixed binaries, it is useful to construct error estimates that
take into account this matching procedure. We thus repeat
the procedure from Sec. III after aligning waveforms at
different resolution / using different order of extrapolation
in the same time interval 100 < t=M < 1100. The resulting
error estimates are shown in Fig. 7 (q ¼ 1) and Fig. 8
(q ¼ 2). This alignment procedure nearly uniformly reduces
our estimate of the discretization error, but can significantly
increase our estimate of the extrapolation error (we do not
modify the estimate of the mass loss error). Larger extrapo-
lation errors can occur after the matching procedure because
small extrapolation errors in the matching interval lead us to
choose a nonzero time-shift between waveforms computed
using different orders of extrapolation, which translates into
more significant phase errors close to merger. From a
numerical point of view, this is not a “real” error. We know
that we should not apply any time shift between waveforms
computed using different extrapolation orders. However, this
extrapolation error ismeaningful forwaveformcomparisons,
FIG. 6. Same as Fig. 5, but for the q ¼ 2 configurations. The
errors in the bottom panel are from Fig. 8.
FIG. 5. Dominant (2,2) mode of the gravitational wave signal
for all q ¼ 1 cases using the Γ2 equation of state. The shaded
regions in the zoom-in around merger time (bottom panel) lie in
between waveforms dephased by the estimated errors from Fig. 7.
The waveform for the binary black hole simulation is assumed to
be exact, as errors are significantly smaller for vacuum simu-
lations than for simulations involving neutron stars. All wave-
forms are aligned through a time and phase shift minimizing the
phase difference in the time interval 100 < t=M < 1100.
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because it corresponds to a very real uncertainty in the
matching procedure. Another way to see this is that slightly
different phase evolution for waveforms extrapolated using
different methods lead to an uncertainty in the frequency
of the gravitational wave in the matching interval, thus
complicating the alignment of waveforms that do not start
from the same initial data.
From Figs. 7–8, we gather that our simulations have
errors of the order of (5–10)% [resp. ∼25%] of the
accumulated phase difference due to finite-size effects
for q ¼ 1 [resp. q ¼ 2] binaries. These results are an
important indication of how far our current numerical
waveforms can go in constraining analytical waveform
models including tidal effects.
V. COMPARISON WITH ANALYTICAL MODELS
With error estimates at hand, we can now compare our
waveforms with publicly available waveform models. We
consider five differentmodels that (aside fromone exception)
are implemented in the publicly available Ligo Algorithms
Library (LAL). They differ in the description of relativistic
spinning point masses and/or of matter effects, and are
available in LAL under the following names:
(i) SEOBNRv4T is a time-domain effective one body
(EOB) model that uses the BBH baseline
SEOBNRv4 [81], which is based on the structural
inputs developed in Refs. [82–85] and earlier ideas
from Refs. [86–91], among others. The naming
convention is the following: “S” means that spin
effects with fully relativistic test-spin limit are
incorporated, “EOB” refers to the modeling ap-
proach, “v4” refers to the NR calibration version
of the nonprecessing model. Matter effects are
modeled analytically and dynamically by including
f-mode excitations from the quadrupole and octu-
pole [43,92], but f-mode excitations neglect the
effect of the NS spin, which we find important.
The spin-induced quadrupole effects are included at
leading order.6 The SEOBNRv4T model describes
both NSNS and BHNS inspirals. Once the inspiral
evolution meets a stopping criterion (e.g., reaches a
peak in orbital frequency or the merger frequency of
a NSNS binary as determined from a fit to NR data
[93], or the frequency of the f-mode resonance) the
waveform is tapered to zero.7 For the comparisons
below, we used quasiuniversal relations between
NS parameters [94–96] to encapsulate the
EOS-dependence in a single parameter Λ.
(ii) SEOBNRv4NRTidal is a frequency-domain
reduced-order-model (ROM) version of the BBH
baseline of SEOBNRv4 augmented with tidal effects
described by the fit to NR from Ref. [97], assuming
that the EOS-dependence is characterized only by Λ,
FIG. 7. Phase difference between the (2,2) modes of the
gravitational wave signals of the q ¼ 1 systems with Γ-law
equation of state, and an equal mass, nonspinning binary black
hole waveform. The waveforms are aligned by applying a time
and phase shifts minimizing the phase error in the time interval
100M < t < 1100M of the nonspinning BHNS system. Dashed
curves show our conservative estimate of the phasing error,
aligned over the same time interval, and the vertical lines
correspond to the time of peak gravitational wave amplitude
for each system. We see that both tidal effects and spin effects are
resolved in the simulations, conservatively within a few percents
at the peak of the gravitational wave signal (∼10% if using raw
numerical error without alignment).
FIG. 8. Same as Fig. 7, but for the asymmetric q ¼ 2 BHNS
systems, both compared to a nonspinning q ¼ 2 binary black hole
system. As finite-size effects are smaller, and errors larger, we can
only guarantee that tidal and spin effects are resolved at the ∼25%
level at the peak of the gravitational wave signal (with or without
alignment of the waveforms).
6As described in the internal LIGO Technical Document
T1800028.
7Although Ref. [43] developed a nonspinning merger-ring-
down model for BHNS binaries, we do not employ it here, but use
instead the version of SEOBNRv4T available in LAL, which
simply tapers the waveform at the peak of the amplitude.
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and spin-induced quadrupole effects. The model
terminates smoothly beyond the NSNS merger
frequency from [93]. Although the NRTidal model
and stopping criteria are tuned to NSNS binaries,
waveforms can also be generated for BHNS binaries.
(iii) PhenomDNRTidal also describes matter effects
through the fit to NR from Ref. [97]. The tidal part
is added to a frequency-domain phenomenological
(Phenom) BBH baseline model with NR calibra-
tion version “D” for nonprecessing objects from
Refs. [98,99], and also earlier work in Refs. [100–
103]. The model describes the inspiral phase
up to the NS-NS merger frequency [93], and as
SEOBNRv4NRTidal, can also be generated for
BHNS binaries.
(iv) TEOBResumS is not yet available in LAL but
instead through a public git repository; see Appen-
dix E of Ref. [104] for details. The model is
constructed using the EOB formalism with the
BBH baseline built from Refs. [105–109], thus it
differs from the one used in the SEOBNRv4 model
described above (seeRef. [110] for a descriptionof the
differences). Tidal terms are included adiabatically
and are enhanced toward merger through a modified
gravitational self-force description [104,111–114].
We use here the version of this model that has been
ported to interface with the LAL code infrastructure
[115], which is restricted to NSNS binaries and
includes only the leading-order spin-induced quadru-
pole effect. We note that recent improvements to the
model have removed this restriction [104], and
include higher-order spin effects for the quadrupole
and octopole in a resummed form [116].
(v) LEA is an approximate inspiral-merger-ringdown
model for matter effects in BHNS binaries including
tidal disruption that was developed by Lackey et al.
[117], also assuming that Λ suffices to model the
EOS-dependence, and is based on numerical simu-
lations. This matter model is implemented on top
of the SEOBNRv2 [84] BBH baseline using the
frequency-domain ROM version described in
Ref. [118]. Waveforms can only be generated for
q ≥ 2, nonspinning NSs, and BHs with moderate
aligned spins. The overlapwith our simulations is thus
limited to the single case BHNSq2s0.
For all configurations, we compare numerical results
with model waveforms after aligning the waveforms in time
and phase by minimizing the phase difference in the time
interval t=M ∈ ½100; 1100 of our highest resolution
numerical waveform. Numerical errors are estimated taking
that matching procedure into account, as in the previous
section. Results of these comparisons are shown in Fig. 9
for nonspinning BHNS systems, and in Fig. 10 for BHNS
systems with spinning neutron stars and for the one NSNS
system where simulations are sufficiently accurate to place
meaningful constraints on the models. We do not use the
q ¼ 3 BHNS configuration for this comparison, because of
the relatively short length of the simulation (the simulation
is shorter than our standard alignment window).
We first discuss results excluding the case of an equal
mass BHNS merger with a spinning neutron star, as that
simulation is a clear outlier in our study. For the other
systems, we find that SEOBNRv4T has phase errors small
compared with the numerical errors, except occasionally
right close to the time of merger. SEOBNRv4NRTidal is
outside of our estimated error bars for the most accurate
simulations over the last ∼500M of evolution for the
q ¼ f1; 2g nonspinning BHNS systems, and for about half
of the simulation length for the equal-mass NSNS
system. The PhenomDNRTidal most often falls in between
the two EOB models. Both PhenomDNRTidal and
SEOBNRv4NRTidal tend to overestimate the strength of
tidal effects. The SEOBNRv4T, SEOBNRv4NRTidal, and
PhenomDNRTidal do not attempt to model the disruption
of the neutron star, and thus disagreements in the amplitude
of the GW signal after it reaches its peak are unsurprising.
TheLEAmodel,whose phase and amplitudewere directly
calibrated to numerical simulations, is very close to the
numerical results for the one case where a comparison is
possible: it shows high phase accuracy, and a much better
qualitative agreement with the amplitude of the numerical
waveform than other models. The TEOBResumS shows
reasonable agreement for the amplitude of the NSNS wave-
form, with phase errors that only become large compared to
NR results about 4 cycles before merger (and then it
underestimates the strength of tidal effects).
It is also useful to compare our results with Dietrich et al.
[119]. In that manuscript, the authors find that for NSNS
mergers with stiff equations of state and/or spinning neutron
stars, SEOBNRv4NRTidal and PhenomDNRTidal perform
much better that waveformmodels based on post-Newtonian
theory (which we do not consider here). For waveforms
matched ∼3000M before merger, Dietrich et al. find phase
differences of Δϕ ∼ ð1–2Þ rad at merger between these two
models and numerical results, with the analytical models
merging before the numerical simulations and numerical
errors estimated at 0.5–1.5 rad. This appears consistent with
the results presented here.
BHNS binaries with spinning neutron stars, particularly
the equal-mass system, are generally more poorly modeled
than their non-spinning counterparts. While phase accuracy
remains good for the q ¼ 2 system, the amplitude of the
waveform at disruption is not well-captured. This is
particularly true for SEOBNRv4T: the shutdown of the
gravitational wave signal occurs about one cycle too late for
that model. For the equal mass system, both phase and
amplitude have large errors, and all models miss the
shutdown of the gravitational wave signal by 3–4 cycles.
This is most likely due to the impact of f-mode excitation
close to merger [120]: the f-mode is excited at lower orbital
F. FOUCART et al. PHYS. REV. D 99, 044008 (2019)
044008-10
FIG. 9. Comparison between numerical waveforms and analytical models for nonspinning BHNS binaries. For each configuration, the
left panel shows the amplitude of the “þ” polarization of the dominant (2,2) mode of the gravitational wave signal, zooming in on the
region where models and simulations diverge (the gray curves are numerical results, while other curves are model predictions). The right
panel shows phase differences between analytical models and the highest resolution numerical waveform at our disposal. In that panel,
solid lines denote regions where the analytical model is ahead of the simulation, and dashed lines regions where the simulation is ahead
of the model. The dashed vertical line in the right panel corresponds to the peak of the GW signal. LEA is the only model used here that
attempts to capture the waveform past that peak.
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frequencies for counter-rotating neutron stars, and that
effect is expected to lead to large errors in the phase of
the gravitational wave signal. However, none of the
publicly available models include the effect of the spin-
induced shift of the f-mode resonance. Our simulations
with spinning neutron stars were in fact chosen to maxi-
mize the effect of f-mode resonances, and should allow
for meaningful tests of analytical models once spin effects
are included in the calculation of these resonances.
Considering the improved agreement between numerical
simulations and SEOBNRv4T observed in [120] when
accounting for f-mode excitations, it is likely that taking
into account the shift of the f-mode frequency for spinning
neutron stars will greatly reduce the disagreement between
models and simulations.
Whether current model accuracy is “sufficient” for param-
eter estimation purposes is a more complex question, that we
do not directly attempt to address here. The acceptable level
FIG. 10. Same as Fig. 9, but for BHNS systems with spinning neutron stars, and for the equal mass NSNS system with Γ2 equation of
state. As before, dashed and solid curves denote phase errors of different signs.
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of systematic errors in waveform models depends on the
signal-to-noise ratio of the source(s), the noise curve of the
detectors, and the properties of the merging objects them-
selves. For GW170817, the tidal deformability still has
∼70% relative uncertainty [10], and so all models tested
in this paper are likely accurate enough to obtain reasonable
bounds on that parameter—a determination that was already
reached by the LVC through comparisons of binary param-
eters recovered using different models [10]. One possibly
important difference to note between the numerical and
analytical waveforms, however, is that with the exception of
the equal mass system with a rapidly rotating neutron star,
analytical models deviate from numerical results by inspiral-
ing faster than the simulations. This would lead us to
underestimate the tidal parameter Λ˜whenusing thesemodels
for parameter estimation. Neglecting the shift in the excita-
tion frequency of the f-mode for spinning neutron stars has
the opposite effect.
VI. CONCLUSIONS
We present a first SpEC catalogue of NSNS and BHNS
binaries. All configurations are simulated at 3 different
resolutions, and we provide conservative error estimates for
each binary system. The catalogue contains a series of
nonspinning BHNS binary mergers of low mass ratios
(q ¼ 1–3), as well as the first numerical waveforms for
low-eccentricity BHNS mergers with spinning neutron
stars, and 2 equal mass NSNS binary mergers. The majority
of these systems (including all of our most accurate
simulations) use a simple ideal gas equation of state to
represent the neutron star, in order to minimize numerical
errors. Those simulations provide 21–33 GW cycles, and
resolve the dephasing due to tidal effects with ∼ð10–25Þ%
relative errors at merger.
Our numerical results are compared to a number of
publicly available waveform models. All models show
≲1 rad accuracy for the phase of the gravitational wave-
form when models and simulated waveforms are aligned
over the first ∼1000M of the simulation. While this
qualitative agreement is very encouraging, some of the
modeled waveforms lie noticeably outside of the simulation
errors, leaving room for model improvements. Another
important result of our study is that using the difference
between analytical models as an estimate of the waveform
modeling error appears to provide error bars consistent with
our simulation results: we do not observe any systematic
deviations between the models and the simulations. This is
reassuring, as comparing parameter estimate results using
different waveform models is one of the methods currently
used to assess errors in the measurement of the tidal
deformability of neutron stars.
Over the last few orbits, the amplitude of the gravita-
tional wave signal is more poorly modeled than its phase.
The merger portion of the waveform does not capture very
well (or does not attempt to model) the complex dynamics
of a BHNS/NSNS merger. Yet, as for the phase error, the
amplitude differences between models appear to provide a
good proxy for the modeling error.
The exception to these rules is the equal mass BHNS
binary with a rapidly spinning (retrograde) neutron star. For
that configuration, systematic differences between models
and simulations are clearly measured. More precisely, the
numerical simulation predicts a faster inspiral and earlier
shut-down of the GW signal than the waveform models.
This is expected if, as recently predicted [120], resonant
excitation of the f-mode of the neutron star plays a
significant role in the phase evolution of the system close
to merger. For counter-rotating neutron stars, the resonance
between the f-mode and the orbital motion of the binary
shifts to lower frequencies, and more strongly affect
the evolution of the system. For nonspinning system, the
f-mode frequency is above the merger frequency, and
resonant excitation of the neutron star is strongly sup-
pressed. As the only model that explicitly takes into
account f-mode excitation in the evolution of the system
ignores that frequency shift for spinning neutron stars, it is
not surprising that none of the models used in this paper can
capture that effect.
All of the simulations presented in this manuscript are
now publicly available. We expect that their main use in the
future will be for the calibration of improved analytical
models, and possibly additional cross-code comparisons.
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