It is shown that almost every language in ESPACE is very hard to approximate with circuits. It follows that P 6 = BPP implies that E is a measure 0 subset of ESPACE.
1 Introduction Hartmanis and Yesha HY84] proved that P is a proper subset of P/Poly \ PSPACE if and only if E is a proper subset of ESPACE. (See section 2 for notation and terminology used in this introduction.) This re ned the downward separation result E 6 = ESPACE =) P 6 = PSPACE of Book Boo74] and also led immediately to the upward separation result P 6 = BPP =) E 6 = ESPACE (1. It is reasonable to conjecture that BPP is in fact a proper subset of P/Poly \ PSPACE, and hence that the P 6 = BPP hypothesis might yield a stronger conclusion than the separation of E from ESPACE. This paper supports this intuition by proving the following.
Main Theorem. If P 6 = BPP, then (E j ESPACE) = 0.
The conclusion here states that E is a measure 0, i.e., negligibly small, subset of ESPACE in the resource-bounded measure theory of Lutz Lut89, Lut90] In section 4, Theorem 2 is used to prove Theorem 3, which states that almost every problem in ESPACE \has hardness greater than 2 n for every 0 < < 1 3
," i.e., is very hard to approximate with circuits. The Main Theorem follows immediately from Theorems 1 and 3.
Preliminaries
All results in this paper are robust with respect to reasonable choices of the underlying model of computation. Our machines can thus be interpreted as Turing machines, pointer machines, random access machines, etc.
All languages here are sets L f0; 1g . We write L =n for L \ f0; 1g n . The characteristic string of L =n is the 2 n -bit string L=n whose i th bit is 1 i w i 2 L, where w i is the i th string in the lexicographic enumeration of f0; 1g n . We write jxj for the length of a string x 2 f0; 1g . The symmetric di erence of sets A and B is denoted by A 4 B = (A n B) (B n A). The cardinality of a nite set A is denoted by jAj.
Our circuits are Boolean, combinational (acyclic) circuits with bounded fanin, unbounded fan-out, and a single output gate. An n-input circuit computes the set L( ) of all strings w 2 f0; 1g n for which (w), the Boolean value of the output gate on input w, is 1. The size of a circuit , written size( ), is the number of gates in . The circuit-size complexity of a language L is the function CS L : N ! N de ned by
Further details (which are standard and can be varied in minor ways) may be found in Balc azar, Di az, and Gabarr o BDG88], Lutz Lut89], or any standard reference on circuit complexity.
We are interested in the polynomial complexity classes P and PSPACE, the exponential complexity classes E = DTIME(2 linear ) and ESPACE = DSPACE(2 linear ), the bounded-error probabilistic time complexity class BPP de ned by Gill Gil77] , and the nonuniform complexity class
consisting of all languages which have polynomial-size circuits.
A property '(n) of natural numbers n holds in nitely often (i.o.) if it holds for in nitely many n 2 N, and almost everywhere (a.e.) if it holds for all but nitely many n 2 N.
In section 4 we use (a special case of) De nition. Given a machine M, a resource bound t : N ! N, a language L f0; 1g , and a natural number n, the t-space-bounded program-size complexity of L =n relative to M is KS t M (L =n ) = minfj j j M( ; n) = L=n in t(2 n ) spaceg;
i.e., the length of the shortest program such that M, on input ( ; n), outputs the characteristic string of L =n and halts without using more than t(2 n ) workspace.
Well-known simulation techniques show that there exists a machine U which is optimal in the sense that for each machine M there is a constant c such that for all t, L, and n we have KS ct+c U (L =n ) KS t M (L =n ) + c: As usual, we x an optimal machine U and omit it from the notation.
It can easily be seen that, if x 2 f0; 1g 1 is the characteristic sequence of L f0; 1g , then KS t (L =n ) is precisely KS t (x^^ j 2 n+1 ? 1), the t-space bounded^ -selective program-size complexity of x, as de ned in Lutz Lut89].
We thus have the following result.
Theorem 2 (Lutz Lut89] ). For any polynomial q and any real a > 1, if X = fL f0; 1g j KS q (L =n ) > 2 n ? an a.e.g; then (X j ESPACE) = 1.
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The conclusion of Theorem 2 says that almost every language in ESPACE is in X, i.e., has high q-space bounded program-size complexity almost everywhere. A precise de nition of the condition (X j ESPACE) = 1 may be found in Lutz Lut89, Lut90], but is not needed here because Theorem 2 gives us the means to prove a variety of measure-theoretic results without explicitly discussing measure.
The only other properties of measure which we use are the following trivial facts. Beyond this, we hope that the reader will accept (or acquire from Lutz Lut89, Lut90]) the intuition that (X j ESPACE) = 0 means that X \ ESPACE is a very small subset of ESPACE.
Upward Measure Separation
The following result is the technical content of this section. This result is interesting in and of itself, since it says that almost every language in ESPACE is very hard to approximate with circuits. In this paper we are especially interested in the following application.
Main Theorem. If P 6 = BPP, then (E j ESPACE) = 0. Proof. Let H be as in Theorem 3. If P 6 = BPP, then E \ H = ; by Theorem 1. Since (H j ESPACE) = 1, it follows that (E j ESPACE) = 0.
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Thus any separation of P from BPP implies a measure separation of E from ESPACE.
The rest of this section is devoted to the proof of Theorem 3. We use the following lemmas. Lemma 5. There exist a polynomial q and a constant c > 0 with the following property. For every two reals 0 < < < 1, for all su ciently large n, for every language L f0; 1g , if H L (n) 2 n , then KS q (L =n ) < 2 n ? c2
(1?2 )n + 2 n :
Proof of Theorem 3. Choose q and c as in Lemma 5 and de ne X as in Theorem 2, using a = 2. We will show that X H, whence Theorem 3 follows from Theorem 2. Assume that L 6 2 H, i.e., that L 6 2 H for some 0 < < 1 3
. Fix such that < < 1 ? 2 . Then H L (n) 2 n i.o., so the inequality in the conclusion of Lemma 5 holds for in nitely many n. Since < 1 ? 2 , the right-hand side of this inequality is less than 2 n ? 2n for all su ciently large n, so it follows that L 6 2 X. for all su ciently small ". 2
Proof of Lemma 5. Call an n-input circuit novel if no n-input circuit which precedes (in a standard enumeration of all circuits; no circuit precedes a smaller one in this enumeration) computes the same set as . The predicate \ is a novel n-input circuit" can clearly be tested in space which is polynomial in n+size( ). Let 1 ; : : :; J(n) be the enumeration of all novel n-input circuits (in their order of appearance in the standard enumeration).
Also, let N = 2 n and let 1 ; : : :; J(n) be the enumeration of f0; 1g N which is lexicographic, except that no string precedes a string which has fewer 1's. This paper re nes the picture P 6 = BPP =) P 6 = P/Poly \ PSPACE () E 6 = ESPACE to the form P 6 = BPP =) (E j ESPACE) = 0 + + P 6 = P/Poly \ PSPACE () E 6 = ESPACE:
It will be interesting to see the situation clari ed further.
