Fermions from the gauge models ground state by Stoilov, M. N.
ar
X
iv
:1
01
2.
02
83
v1
  [
he
p-
th]
  1
 D
ec
 20
10
Fermions from the gauge models ground state
M.N. Stoilov
Bulgarian Academy of Sciences,
Institute of Nuclear Research and Nuclear Energy,
Blvd. Tzarigradsko Chaussee´ 72, Sofia 1784, Bulgaria
e-mail: mstoilov@inrne.bas.bg
November 1, 2018
Abstract
We investigate the quantization of pure U(1) and U(2) gauge the-
ories in the vicinity of non-trivial ground state in four-dimensional
Euclidean space-time. The main goal is to make the simultaneous con-
sideration of many vacuums possible. It is shown that Fueter (quater-
nion) analytic and anti analytic functions can be used as vacuum’s
collective coordinates. As a result the ground state describes not a
single quasi particle, or finite number of such particles, but a field.
This field satisfies the massless Dirac equation. This is not a contra-
diction because it is known that massless spinors can be quantized
either as fermions or as bosons. We choose to quantize the vacuum
anomalously (Fermi–Dirac). The anomalous quantization of the gauge
fields ground state allows non-trivial (anti) self-dual configurations to
exist. The possible connection to the lepton sector of the Standard
Model is discussed.
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PACS (2010): 11.15.Kc, 14.80.Hv
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1 Introduction
Quantization of a model in the vicinity of a solution of its equations of mo-
tion is a common technique in Quantum Field Theory. The field configu-
ration around which we quantize represents the vacuum and the deviation
of the field from this vacuum is the quantum field. The consideration is
very straightforward when the vacuum is unique. But it is possible that the
ground state is not unique, e.g., it may depend on some parameters. In this
case, first, a new gauge symmetry emerges in the model [1, 2, 3] and second,
an alternation of the standard path integral over all fields is required — the
functional integral is now over the quantum field (with measure which takes
into account the new gauge symmetry) plus additional ordinary integrals over
all parameters (collective coordinates) on which the vacuum depends. Start-
ing with the pioneer works [4],[5],[6], the collective coordinate are widely used
in the estimation of some non-perturbative effects in different gauge models.
Here we follow an approach which diverts from the canonical collective
coordinates prescription. The reason is that we do not know the explicit
functional form of the vacuum for the model we consider. Instead of this we
know that the ground state satisfies some well defined condition which does
not coincide with the equation of motion. The approach is suitable for ground
state which is so degenerate that it depends on infinite many parameters, i.e.
it is a field — the vacuum field. The question is how the functional integral
looks like in this case? The answer, we shall argue for, is that the functional
integral is on both quantum and vacuum fields. In other words we quantize
the vacuum as well.
Our basic example is the pure U(1) gauge model in four-dimensional Eu-
clidean space-time E4 and the classical solution around which we decompose
the gauge potential is (anti) self-dual. This seems rather trivial because it is
known that for simple topological reasons there are no instanton configura-
tions in Electrodynamics. However, we find a way out to bypass the problem.
Let us forget for a moment what we know about U(1) instantons and consider
the conditions for (anti) self-duality. Using quaternions these conditions can
be rewritten as conditions for Fueter quaternion (anti) analyticity which, on
the other hand, coincide with the chiral parts of the Dirac massless equation
in E4. It is shown in Ref.[7] that massless spinors can be quantized either
as fermions or as bosons. We use this result to quantize anomalously the
U(1) ground state. This is the key moment in the work — we use fermions
to describe instantons. The change of the statistics ‘stabilizes’ the instan-
tons allowing non-trivial (anti) self-dual configurations to exist. The idea
that instantons change the statistics of some fields is not new — see, e.g.,
Refs.[8, 9, 10] for the SU(2) case. The topological reason for the existence
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of these ‘anomalous’ U(1) instantons is that using fermions we effectively
change the base of the U(1) bundle from E4 to its double covering space
which has non-trivial fundamental group.
Our second example is the pure U(2) gauge model in E4. We use the same
strategy as in the U(1) case. The aim is to construct the largest possible
vacuum and to quantize this vacuum (anomalously). The resulting theory
describes the U(1) ⊗ SU(2) gauge interaction of the vacuum field and the
obtained model looks very much like the lepton sector of the Standard Model.
2 Quantization around multiple vacuums
In order to explain the specificity of the quantization procedure in the vicinity
of non-unique vacuum we consider a (most general) model for a field ϕ with
Lagrangean L. Let φ is a classical solution, i.e.,
∂L
∂ϕ
|ϕ=φ = 0. (1)
Let us expand the field ϕ in the vicinity of φ
ϕ = φ+ η. (2)
Here η is a (small) fluctuation around the classical solution usually called
‘quantum field’. Substituting eq.(2) into the Lagrangean L and keeping terms
up to second order with respect to η we obtain L ≈ L′ where
L′(φ, η) = L(φ) +
1
2
η
(
∂2L
∂ϕ∂ϕ
|ϕ=φ
)
η. (3)
The operator T = 1
2
(∂2L/∂ϕ∂ϕ)|ϕ=φ determines the propagator of the quan-
tum field. This is the ‘quantum evolution operator’.
If the vacuum is unique then eq.(2) is a simple change of variables and
the path integral measures over ϕ and η coincide. However, an extra care is
needed if the ground state is non-unique. In this case the quantum evolution
operator has zero modes. Their existence is rather easy to demonstrate.
Suppose φ depends on some parameter, say α. Then the α-derivative of the
equation of motion (1) is
0 =
∂
∂α
(
∂L
∂ϕ
|ϕ=φ
)
= T
∂φ
∂α
. (4)
Therefore, ∂φ/∂α is a zero mode of the quantum evolution operator or in
other words, there is a gauge symmetry in the Lagrangean L′ with zero
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mode describing Goldstone boson. The symmetry reflects the possibility η
field to be of the form ∂φ/∂α which corresponds to a vacuum to vacuum
transformation and has to be excluded by proper redefinition of the path
integral measure for the model with the Lagrangean (3). The models with
the Lagrangean L(ϕ) and L′(φ, η) are equivalent, and therefore
∫
Dϕ e−
∫
L =
∫
D˜η D˜φ e−
∫
L′. (5)
Eq.(5) just says that the transformation {ϕ} → {φ, η} is a kind of change of
variables. Here D˜η is the standard measure in a gauge theory. It incorporates
the gauge fixing term χ (needed to ensure that the quantum fluctuations
are independent of the vacuum ones) and the corresponding Faddeev-Popov
determinant ∆
D˜η = δ(χ)∆Dη (6)
The integration over the measure D˜φ effectively sums different vacuums.
For instance, when α is a single parameter
D˜φ = dα/n(α) (7)
where n(α) is the norm of the zero mode. Eq.(7) is the expression proposed in
Refs.[1, 3] and then used in the estimation of some non perturbative effects.
Eq.(7) is in agreement with the more general redefinition of the functional
integral [11] as a sum over eigenvalues.
When the vacuum is not known explicitly but is defined implicitly as a
solution of some differential operator L (which is not δL/δϕ)
Lφ = 0 (8)
then, in order to take into account all possible vacuums, the path integral
measure D˜φ is
D˜φ = δ(Lφ)Dφ. (9)
Using Lagrange multipliers the delta function in eq.(9) can be represented
as a part of the Lagrangean. Finally we obtain the following Lagrangean for
our model in the vicinity of the vacuum φ which satisfies the eq.(8):
L′′ = φ¯Lφ+ L(φ, η) + gauge fixing + ghosts. (10)
Now, η, φ and φ¯ are independent fields.
We want to stress that it does not follow automatically from the above
considerations that when the Lagrangean L possesses ad initium gauge sym-
metry then L′ has bigger gauge symmetry. The Lagrangean (3) can have the
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same symmetry as L if ∂φ/∂α coincides with some of the zero modes due to
the initial gauge freedom. The gauge symmetry of L′ could be even smaller
than the symmetry of L if φ is gauge non-invariant. In any case one has to
determine exactly the symmetry of the quantum evolution operator and to
use adequate gauge conditions.
3 Quaternions and Quaternion analyticity
Hereafter we shall use intensively quaternions in our calculations. In this
section we just fix our notations. Let us remind the definition of quaternion
number H ∈ H
H = hµeµ (11)
where hµ, µ = 0, .., 3 are four real numbers and eµ are four non-commutative
quaternion units such that:
e0e0 = e0
eie0 = e0ei = ei i = 1, 2, 3
eiej = −δije0 + ǫijkek. (12)
Here ǫijk is the totally anti symmetric third rank tensor. As a consequence of
eqs.(12) we can aways set the quaternion unit e0 to 1, so that H = h0+ hiei.
There is a natural operation of conjugation in H. We denote by H¯ the
quaternion conjugated to H
H¯ = h0 − hiei. (13)
The so called Fueter analyticity is the quaternion analog to the complex
analyticity. To define it we need two first order differential operators D and
D¯
D = ∂0 + ei∂i (14)
D¯ = ∂0 − ei∂i. (15)
The function F is called Fueter analytic if it satisfies the following equation
DF = 0. (16)
If the function satisfies the equation
D¯F = 0 (17)
then the function is Fueter anti analytic.
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Mainly we use the following representation of the quaternion units
e0 = 1 , ek = −iσk, k = 1, 2, 3. (18)
In eqs.(18) 1 is the 2 × 2 identity matrix and σk are the Pauli matrices. In
a moment we shall need a representation of H ⊗ H as well. Two sets of
commuting quaternion units {eµ} and {ξµ} are used in this case. The units
eµ are realized as in eqs.(18) and for ξµ we use another (real) representation
with 4× 4 (2× 2 block) matrices
ξ0 =
(
1 0
0 1
)
, ξ1 =
(
0 −I
−I 0
)
, ξ2 =
(
0 −1
1 0
)
, ξ3 =
(
−I 0
0 I
)
.
(19)
Here I = −iσ2. Together eqs.(18,19) guarantee that we have a well defined
representation of H2.
4 The pure U(1) gauge model
The quantization of the U(1) (Electromagnetic) vacuum [12] is in the very
heart of our discussion and we shall try to explain it in all possible details. We
consider the pure Electrodynamics in four-dimensional Euclidean space-time
E4. The model is defined by the following action
A = −
∫
1
4
FµνFµν . (20)
Here Fµν is the field strength tensor for the electromagnetic potential Aµ;
Fµν = ∂νAµ − ∂µAν . Having the electromagnetic potential Aµ we can asso-
ciate to it two (conjugated) quaternion functions A and A¯
A = A0 + Aiei (21)
A¯ = A0 − Aiei. (22)
The Fueter operators (14,15) on the functions A and A¯ give the following
expressions:
DA¯ = ∂µAµ + (−∂0Ai + ∂iA0 − ǫijk∂jAk)ei (23)
D¯A = ∂µAµ + (∂0Ai − ∂iA0 − ǫijk∂jAk)ei (24)
Therefore, if the electromagnetic potential is Fueter anti analytic, i.e., if
D¯A = 0, (25)
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then we have self-dual configuration which in addition satisfies the Lorentz
gauge condition. On the other hand if the potential is Fueter analytic
DA¯ = 0 (26)
then the field is anti self-dual plus again the Lorentz condition.
It is known that in the pure gauge theories the (anti) self dual field con-
figurations are solutions of the equations of motion. So, the idea is to use
operators D and D¯ at the place of the operator L in eq.(8). We know that
there are not nontrivial (anti) self dual U(1) fields in E4 but we just want
to see what happens when we fairly apply the procedure outlined in section
2. So, we formally consider a fixed self-dual electromagnetic potential A+
and an anti self-dual one A−. Both A+ and A− are solutions of the classical
equations of motion and (because Maxwell’s equations are linear) so is their
sum. Thus the most general vacuum we can construct is φ = A+ + A− and
we expand the Electromagnetic potential around it
Aµ = A
+
µ + A
−
µ + A
′
µ. (27)
Let us denote by F+, F− and F ′ the field strengths which correspond to the
potentials A+, A− and A′ respectively. The following well known relations
are fulfilled for these quantities
F+µνF
−
µν = 0
F+µνF
+
µν = 2∂λ
(
ǫλµνρA
+
µ ∂νA
+
ρ
)
F−µνF
−
µν = −2∂λ
(
ǫλµνρA
−
µ ∂νA
−
ρ
)
. (28)
It is easy to show using eqs.(28) that the electromagnetic action (20) in the
vicinity of the ground state A+ + A− takes the form
A = −
∫
1
4
F ′µνF
′
µν . (29)
As a consequence the quantum evolution operator coincides with the Maxwell
operator. There are no extra zero modes and the gauge symmetry group is
U(1). Certainly, in order to obtain a well-defined transition amplitude, we
have to choose a gauge fixing function. Once again, because of eq.(29) the
gauge fixing function can be each of the standard ones used in Electrodynam-
ics (now written for the field A′). Therefore we can view A′ as the standard
electromagnetic potential and eq.(29) as the standard pure electromagnetic
action.
Another consequence of eq.(29) is that because the action A does not
depend on A+ and A− the contribution of the vacuum modes to the tran-
sition amplitude will be a multiplicative constant which gives the number
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of different (anti) self-dual configurations. In order to find this number we
have to clarify what ‘different (anti) self-dual configurations’ means, which is
the question for the gauge freedom in A+ and A−. Writing eq.(27) we have
assumed that A′ is a connection as the field A. The difference of two con-
nections is a tensor (invariant in our U(1) case), and so the proper handling
of the expansion (27) requires the vacuum to be gauge invariant, i.e.
δǫ(A
+
µ + A
−
µ ) = 0. (30)
Here δǫ denotes the usual U(1) gauge variation with parameter ǫ. However,
even if A++A− satisfies eq.(30) there is still room for a new gauge freedom.
In general, if a field Bµ is represented as a sum of two independent fields
Bµ = B
+
µ + B
−
µ , then a very large Stuckelberg symmetry emerges δB
±
µ =
±Cµ, where Cµ is an arbitrary vector field. In our case, because of duality
properties of A+ and A−, only the following remnant of the Stuckelberg
symmetry is allowed
δ′ζ(A
±
µ ) = ±∂µζ (31)
(ζ is an arbitrary function). Thus the decomposition (27) introduces a new
gauge freedom in the model which is independent from the initial one. But
we do not want it, so we have to fix it ensuring that
δ′ζ(A
+
µ − A
−
µ ) = 0. (32)
So, we have to impose two conditions (30) and (32) on two independent
combinations of the potentials A+ and A− which is equivalent to fixing the
gauge separately in both the self-dual and anti self-dual potentials. We choose
as gauge conditions
∂µA
±
µ = 0.
Up to now the result of our a little long considerations is that the require-
ments for Fueter anti-analyticity for A+ and Fueter analyticity for A¯− specify
the possible U(1) vacuums. According to eq.(8) the integration measure over
self-dual configurations must be something like
δ(D¯A+) DA+ (33)
with an analogous expression for the measure over the anti self-dual poten-
tials.
Here is the moment to use a concrete representation of the quaternion
units1. The explicit form of the quaternion H in representation (18) is
H =
(
a −b¯
b a¯
)
(34)
1 The use of representation (18) can be viewed as a change of variables such that the
vector is described by bispinor.
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where a = h0 − ih3, b = h2 − ih1 and a¯, b¯ denoting the complex conjugates
of a and b.
An important consequence of eq.(34) is that if for some normalized Weyl
spinor v, say v =
(
1
0
)
, we know H · v, then we know H itself. This fact
has to be taken into account when we write the integration measure. Using
the representation (18) we obtain in eq.(33) a delta function of a matrix
which has to be understood as a product of delta functions of each matrix
entry. This gives four complex conditions for A+ which exceeds the correct
number. In order to get two complex conditions for A+ we have to pick up
a constant spinor v which to multiply DA+ on the right and to use DA+ · v
as an argument of the delta function in eq.(33). Let us define the spinors ψ+
and ψ− as follows
ψ+ = A+ · v
ψ− = A¯− · u. (35)
Then the transition amplitude for the pure Electrodynamics plus vacuum
contributions and without gauge freedom of the quantum field to be fixed
takes the form
S =
∫
Dψ+Dψ−DA′ δ(D¯ψ+)δ(Dψ−) exp
{
−
1
4
∫
F ′µνF
′
µν
}
. (36)
The two delta functions in eq.(36) can be represented as one. In order to do
this we introduce a four-dimensional Dirac spinor ψ as direct sum of the two
Weil spinors ψ+ and ψ−
ψ =
(
ψ−
ψ+
)
(37)
We also use the diagonal γ5 representation of the four-dimensional Euclidian
gamma matrices
γ0 =
(
0 1
1 0
)
, γi =
(
0 iσi
−iσi 0
)
, γ5 =
(
−1 0
0 1
)
. (38)
In this representation the Dirac operator has the form
∂µγµ =
(
0 ∂0 + i∂kσk
∂0 − i∂kσk 0
)
=
(
0 D¯
D 0
)
. (39)
The operators D¯ and D which appear in eq.(39) are those defined by eqs.(14,
15) taken in the representation (18). Using eqs.(37, 39) we get:
δ(D¯ψ+)δ(Dψ−) = δ(∂µγµψ). (40)
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We use Lagrange multipliers to present the delta function (40) as part of the
action. Because of the hermiticity of the action, the Lagrange multipliers
have to form a spinor, conjugated to the spinor ψ [7]. Thus we get the
following expression for the transition amplitude:
S =
∫
Dψ¯DψDA′ exp
{
−
∫
iψ¯∂µγµψ +
1
4
F ′µνF
′
µν
}
. (41)
Here is the moment to apply further the results of Ref.[7] and to quantize
anomalously (as fermions) the field ψ. This is the most important step in our
work. By using fermions to describe (anti) self dual U(1) field configurations
we actually take into account new field modes. This was not our initial
intention but the form of eq.(41) suggests very strongly the use of Fermi–
Dirac statistics. The anomalous quantization effectively changes the trivial
U(1) bundle over E4 to a one whose base B is a double cover of E4 and thus
is with nontrivial fundamental group.
There is a little flow in our recipe to pass from quaternions to spinors.
Unfortunately, following this recipe we face a problem which is due to the
gauge non-invariance of constant spinor v we use: the quantity DA+ · v is
neither gauge invariant, nor gauge covariant. So, the price we have to pay in
order to have the correct number of constraints is gauge non-invariance of the
obtained expression. As a result the action in eq.(41) is gauge non-invariant
as well. However, we have started with gauge invariant action, and we have
to restore this invariance in eq.(41). We do this in the standard way, namely
prolonging the derivatives with A′ thus obtaining
S =
∫
Dψ¯DψDA′ exp
{
−
∫
ψ¯(i∂µ + A
′
µ)γµψ +
1
4
F ′µνF
′
µν
}
. (42)
It is possible to get eq.(42) directly without passing through eq.(41). For this
purpose we have to use in eq.(35) a gauge invariant spinor w instead of the
constant but gauge non-invariant spinor v. Let us define w as follows:
w = e−iφ[Γ]v. (43)
Here φ [Γ] is a phase which compensates the gauge transformation of v. The
phase φ [Γ] is non-integrable [13], i.e. it is not a function with definite value in
each space-time point x, but instead it is a multi-valued functional depending
on the path Γ along which we reach the point x. However, the phase φ [Γ]
possesses well defined derivatives
∂µφ [Γ] = A
′
µ. (44)
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Formally, φ [Γ] can be written as an integral over path Γ to the point x
φ =
∫
Γ
dl.A′. (45)
When we use w to reduce the number of constraints on A+ we get
D¯A+ · w = D¯(e−iφ[Γ]A+ · v)
= e−iφ[Γ](D¯ − iA′)ψ+ (46)
and this gauge invariant expression we have to put into the delta function
which defines the measure over self-dual field configurations. Representing
the delta function as an exponent, the phase e−iφ[Γ] in eq.(46) will be com-
pensated by the (conjugated to it) phase of the Lagrange multipliers. Thus
the phase φ [Γ] does not appear at all in the Lagrangean. Applying the same
procedure to the measure which counts anti self-dual fields, we get for the
transition amplitude directly the gauge invariant expression (42).
5 The pure U(2) gauge model
The action for the pure U(2) gauge model in E4 is
A = −
1
4
∫
F αµνF
α
µν . (47)
Here α = 0, 1, 2, 3 are the U(2) indexes (α = 0 is the U(1) index and α =
1, 2, 3 are the SU(2) ones in the decomposition U(2) = U(1) × SU(2)). In
our notations the U(1) charge is 1 and the SU(2) charge is g, so that the
corresponding field strengths are
F 0µν = ∂µA
0
ν − ∂νA
0
µ. (48)
F aµν = ∂µA
a
ν − ∂νA
a
µ + g [Aµ, Aν ]
a , a = 1, 2, 3. (49)
The idea again is to find a classical solution of the action (47) which to
use as a vacuum. Again we use (anti) self-dual fields to build the vacuum.
We shall need two types of mutually commuting (e- and ξ-) quaternions. We
connect the e-quaternions to the space-time while the ξ-quaternions are con-
nected to the internal U(2) space. Thus, having a potential Aαµ we construct
out of it four e−quaternion functions Aα, four ξ−quaternion functions Aµ
and one bi-quaternion function A :
Aα = eµA
α
µ (50)
Aµ = ξ
αAαµ (51)
A = ξαeµA
α
µ. (52)
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We shall use also the e−conjugated to A and A functions which we denote
A¯α and A¯ respectively
A¯α = e¯µA
α
µ
A¯ = ξαe¯µA
α
µ.
Note, that there is no ξ−quaternion conjugation in the definition of A¯.
After some algebra, we get that the equation
(D¯ +
g
2
A¯)A = 0 (53)
describes a self-dual field configuration in the following gauge
∂µA
0
µ +
g
2
(
(A0)2 − (Aa)2
)
= 0
∂µA
a
µ + gA
0 · Aa = 0. (54)
The equation
(D +
g
2
A)A¯ = 0 (55)
describes an anti self-dual field also in the gauge (54). The operators D
and D¯ in eqs.(53,55) should be understood as those defined by eqs.(14,15)
multiplied by ξ0 (as it is usual for the definition of the covariant derivative).
We want to emphasize that the gauge (54) is not unique or preferred — any
gauge condition can be obtained adding an arbitrary ξ−quaternion function
to eqs.(53,55). We shall use this freedom below.
Using Fueter anti analytic functions we can construct a rather general
solution of eqs.(53). Let Aˆ be a ξ-valued Fueter anti analytic function (four
solutions of the eq.(15) combined into a single bi-quaternion). Consider the
function
A(x) = e−
g
2
∫
Γ
Aˆ·dl
Aˆ(x) (56)
where Γ is some path to the point x and the notation A is introduced in
eq.(51). It is easy to show that A thus defined is a solution of eq.(53).
An analogous solution of the eq.(55) can be constructed out of four Fueter
analytic functions.
Eq.(56) gives a rather formal solution which is hard to use explicitly.
However it encodes a very important information, namely that four Fueter
anti analytic functions parameterize a U(2) self dual field2. We know from the
previous section how to deal with Fueter analytic and anti analytic functions
2Here we shall not discuss the question whether eq.(56) gives one-to-one correspondence
between U(2) instantons and Fueter anti analytic function. For a moment we simply
assume that this is a parameterization of (some of) the solutions of eq.(55).
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and what is their particle interpretation. All we have to do now is to find
the maximal classical solution of the problem. But the things are not so
simple because there are two very important differences between the Abelian
and non Abelian gauge models. First, contrary to the U(1) case, the Yang–
Mills equations are non liner and so, in general, the sum of two solutions
is not a solution. An obvious exception of this rule is if we add a solution
which belongs to the center of the gauge algebra. In our case this center is
u(1). As a consequence we can add to the U(2) instanton (56) only an U(1)
anti instanton (26) or to add to the U(2) anti instanton an U(1) instanton.
Second, the Yang–Mills vacuum is not gauge invariant as the Electromagnetic
one, it is gauge covariant. So, our arguments concerning eqs.(30–32) have
to be changed. Now it is absolutely necessary the vacuum to be a difference
of two connections in order to transform correctly. But the SU(2) part of
the eq.(56) can not be superposed with other instanton or anti instanton
solution. Therefore we can not use eq.(56) as a part of the vacuum.
In order to illuminate the situation we consider a simpler then eq.(56) so-
lution of the self duality equations. A suitable candidate is a field for which
the nonlinear term in eq.(53) (or eq.(55)) vanishes. This effectively reduces
the non-Abelian (anti) self-dual conditions to Abelian ones which, in their
turn, are the Fueter (anti) analyticity conditions. Two such solutions are
easy to find3. Solution (a): Let A0 6= 0 and Aa = 0 for a = 1, 2, 3. In
addition we require that either A0 satisfies eq.(25) or A¯0 satisfies eq.(26).
This is the U(1) solution we have discussed in the previous section. Solu-
tion (b): Fix a su(2) index, say a and let Aα = 0 ∀α 6= a while Aa is
a non zero solution of eq.(25), or A¯a is a solution of eq.(26). This solution,
as the previous one, describes an U(1) vacuum. However, there are two im-
portant differences between solutions (a) and (b). First, they are associated
with two different u(1) algebras — solution (a) is related to the proper u(1)
subalgebra of u(2), while solution (b) is related to the Cartan subalgebra of
su(2). Therefore, these solutions have different charges. Second, there is a
global SO(3) covariance for solution (b), which resembles the situation with
solution (56). If Aa is a solution, so is the field
A′a = UabAb (57)
where Uab is a SO(3) matrix.
Solutions (a) and (b) can be freely combined with each other and their
superposition still will be a solution of the equation of motion. (We want
to recall that the situation was different when we use eq.(56) to construct
the vacuum.) Therefore, the largest U(2) vacuum, we can construct out of
3 A change of the gauge condition (54) is required for both solutions.
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solutions (a) and (b) describes two left and two right massless spinor fields.
There is no left–right asymmetry in this case. We can speculate a little
with the SO(3) symmetry (57). It indicates that this vacuum is not unique
and the space of the vacuums can be span by three basic vectors. We can
numerate them simply by v1, v2, v3 or, if you prefer, e, µ, τ . Note that only
one of these vacuums can be used as an asymptotic state, or in other words
there is only one stable particle.
6 Conclusions
It is known that the difference between two connections transforms as a
matter field under the action of the gauge group. What we argue here is that
the matter is a difference of two gauge connections.
We show that the (anomalous) quantization of the non trivial vacuums
of the pure Electromagnetic model leads to full fledged QED in which the
spinor field is not put ‘by hands’ but emerges ‘naturally’. We apply the same
approach to the pure U(2) Yang–Mills theory. It is tempting to associate the
constructed vacuums with the lepton sector of the Standard model. However
a lot of additional work is needed in order to do this. It has to be clarified
the physical model behind the vacuum based on eq.(56). This solution seems
the most general one but the vacuum constructed from simpler field con-
figurations are qualitatively different from those based on eq.(56). Another
important problem we have to solve is to find a selection rule for the vacuum
charges. If the matter is a non trivial gauge vacuum its interaction constants
can not be arbitrary. However, at the moment the vacuum charges are not
determined. We have to find some additional explanation of these features if
we want to use the anomalous quantized vacuum as the origin of the leptons.
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