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Abstract
The biogeochemical processes that lead to the production of N2O in arable
soils are controlled by temporally and spatially varying drivers. The need for
prediction of soil N2O emissions across scales means that agroecosystem bio-
geochemistry models are widely used to simulate N2O emissions. Due to the
parameter-dense nature of agroecosystem models their parameters have to be
calibrated according to the soil and climatic conditions of the intended area
of application. Bayesian calibration is considered one of the most advanced
ways to complete this task. In this study, we calibrate nine parameters of
the Landscape-DNDC process-based agroecosystem model, which are key to
its N2O prediction. The Metropolis-Hastings algorithm is used at four sepa-
rate implementations in order to estimate parameter posterior distributions
at four arable sites in the UK. The results of this process are visualised,
summarised and assessed against measured N2O data from ten independent
arable sites. The study shows that, in many cases, soil N2O emission peaks
that were not predicted with the default model parameters were predicted
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after calibration. Overall, the prediction of soil N2O fluxes across all the
sites that were considered was improved by 33% when using the calibrated
parameters.
Keywords: N2O, modelling, Landscape-DNDC, UK croplands, Bayesian
calibration, Metropolis-Hastings
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Highlights
• Nine key parameters of the Landscape-DNDC model were adjusted to UK
conditions using a Bayesian algorithm and measured soil N2O data
• The posterior parameter distributions led to a 56% improvement in the
level-of-fit between measured and simulated soil N2O data at the four cal-
ibration sites
• A 26% improvement in N2O prediction was observed at 10 independent
evaluation sites
• Calibration caused significant change in the suggested value for one pa-
rameter, a medium change for five parameters and a small change for the
remaining three parameters
1. Introduction
The emission of nitrous oxide (N2O) from agricultural soils is a partic-
ularly important side effect of modern agriculture because it is both a very
powerful greenhouse gas (GHG) and a major contributor to ozone depletion.
Nitrous oxide is produced in soils through the microbe-mediated processes of
nitrification and denitrification. These processes are driven by the addition
of nitrogenous fertiliser to the soil and controlled by micro-scale environmen-
tal and soil conditions (Butterbach-Bahl and Dannenmann, 2011). Conse-
quently, field measurements of soil N2O emissions include large uncertainties,
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which are caused by the spatial and temporal variability of the fluxes (Rees
et al., 2013; Cowan et al., 2014). Field measured N2O data are used in var-
ious kinds of studies among which are those that focus on the development
and evaluation of agroecosystem biogeochemistry (BGC) models.
Agroecosystem BGC models are scientific tools that mathematically rep-
resent the structure and underpinning biogeochemical processes in agroe-
cosystems (Wainwright and Mulligan, 2005). They are used to simulate,
among other things, N2O emissions from soils at various spatial and tempo-
ral scales. Due to the high cost (time, labour, money) of field measurements
of soil N2O emissions and the large variability of emissions agroecosystem
BGC models are widely used to quantify the N2O footprint of agricultural
ecosystems and to explore different methods to reduce it. The outputs of
model simulations are affected by uncertainties around the model’s input
data, its structure and its parameters (Wang and Chen, 2012). The impact
of model input uncertainties on model outputs is often quantified in relative
studies but the impact of model parametric uncertainty is less studied while
the role of structural uncertainty is rarely examined (van Oijen et al., 2011;
Rafique et al., 2015; Van Oijen et al., 2005; Lehuger et al., 2009; van Oijen
et al., 2013).
Model parameters control various mathematically-represented processes
and they can vary between locations (Li et al., 2015). This fact creates the
need to adapt a model’s parameters to the edaphoclimatic conditions of its
area of application. Through calibration the distributions of the parameters
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of a model are updated based on information contained in measured data
from locations which are representative of the area of interest (i.e. simulated
area). In this way, the robustness of the model and the quality of its predic-
tions is improved (Wainwright and Mulligan, 2005). Calibration is a process
that includes iteration (i.e. repeated model evaluations) using parameter
vectors (i.e. combinations of parameter values) that are sampled from the
possible parameter space. Calibration algorithms are used to perform the
necessary tasks by completing a set of steps that typically includes: (1) sam-
pling for values from user-defined parameter-specific distributions; (2) exe-
cuting the model code; (3) collecting the output of interest; (4) estimating the
level-of-fit between simulated and measured data and (5) identifying the joint
parameter distribution that produces an acceptable level-of-fit. Through this
process, at each model iteration a new piece of information about the model
(i.e. an estimate of model fit) is created.
It is the repetitive production of new knowledge on model behaviour that
makes the Bayes theorem particularly useful in relation to model calibration.
The Bayes theorem uses likelihood to relate any prior knowledge on an event
to the posterior knowledge about it (Lehuger et al., 2009; van Oijen et al.,
2013). In calibration terms, the Bayes formula is used to update the distri-
bution of model parameters (posterior) by combining existing knowledge on
the distribution of those parameters (prior) with a measure of how good the
simulated and measured data fit with each other (likelihood) (Liepe et al.,
2014; Lenormand et al., 2013; Gelman et al., 2014). This relationship can be
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formally written as:
p(θ|D) ∝ l(θ|D)p(θ)
where θ is the vector of parameters, D the measured data and l the likelihood
function. Various studies have used Bayesian methods with ecosystem BGC
models and some of them have considered soil N2O fluxes (Li et al., 2015;
Rahn et al., 2012).
In this study we use a Bayesian calibration algorithm (i.e. Metropolis-
Hastings) together with measured data for soil N2O in order to update the
distribution of selected parameters of the Landscape-DNDC model so that
they better reflect UK edaphoclimatic conditions (Wang and Chen, 2012;
Haas et al., 2012). Landscape-DNDC is a process-based ecosystem BGC
model that uses inputs on soil, climate and management to predict flows of
nutrient, energy and water in agricultural, forest and grassland ecosystems
(Haas et al., 2012).
Two factors play an important role in model calibration especially with
regards to soil N2O emissions. Firstly, commonly used measures of goodness-
of-fit (e.g. correlation coefficient, mean squared error) do not consider the role
of uncertainty in measured data and time lags between measured and simu-
lated data, which the nature of soil N2O fluxes can amplify. In this context,
Myrgiotis et al. (2016) presented an algorithmic model evaluation method
that considers the role of uncertainty in data and possible time lags. This
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algorithm is used is in study to quantify the goodness-of-fit between mea-
sured and simulated N2O at each iteration. Secondly, process-based models,
like Landscape-DNDC, depend on a large set of parameters. This fact can
greatly increase the number of iterations that are needed to complete model
calibration. For this reason, the use of sensitivity analysis to filter out the
most important model parameters before proceeding to calibration is recom-
mended. In the context of Landscape-DNDC, Myrgiotis et al. (Submitted)
have performed extensive analysis of the sensitivity of various model outputs
(including N2O) to the model’s parameters and found that 9 parameters play
key role to soil N2O prediction.
In addition to how this study dealt with the afforementioned key issues
it should be noted that our calibration is based on the separate execution
of the Metropolis-Hastings algorithm at four different UK arable sites. This
approach is used in order to ensure that no single site can affect the resulting
parameter distribution disproportionately. Also, the climatic and soil-related
variation that exists across the four sites is better integrated in the calibra-
tion process and their impacts are more strongly imprinted in the calibrated
parameter distributions.
2. Materials and methods
The Metropolis-Hastings Bayesian calibration algorithm is used in this
study to estimate the joint probability distribution for the most important
soil biogeochemistry parameters of the Landscape-DNDC model that are
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relevant to the prediction of soil N2O fluxes. A sequence of processes was
followed to estimate the joint probability distributions (Fig. 1). At a first
stage, the prior values for 9 soil BGC parameters (key to N2O prediction) are
used to implement the algorithm separately at four UK arable sites (S1,S2,S3
and S4). Through the consideration of "evidence", which is represented by
the degree of fit between measured and simulated data, the algorithm creates
"informed" posterior distributions for the examined parameters. After the
completion of this first stage the four sets of posterior distributions that were
produced were merged into a single data set (i.e. parameters posterior). We
then sampled for parameters from the posterior distributions and simulate
soil N2O fluxes at 10 independent UK arable sites (S5-S14). Based on the
level-of-fit between measured and simulated N2O we assess the success of the
Bayesian calibration process in adapting the model’s soil BGC parameters
to UK edaphoclimatic conditions.
The tasks involved in the application of the Bayesian algorithm (i.e. cre-
ation of a Markov Chain, sampling etc) were performed using the Python
PyMC library (Patil et al., 2010). As a preliminary step we completed test-
ing evaluations of the calibration algorithm in order to define the number of
iterations (i.e Markov Chain Monte Carlo steps) that are needed to achieve
satisfactory chain convergence at each site. Based on these tests we chose to
use 130000 iterations in total, of which 70000 were used for the burn-in phase
(i.e. simulations intended to identify starting point for the Markov Chain).
In order to evaluate the results of the Bayesian calibration, we run the model
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500 times while sampling for parameters from the posterior distributions and
we visualise the resulting simulated soil N2O time series (mean and 95% con-
fidence intervals) at 10 independent model evaluation arable sites (all located
in the UK) as well as the four calibration sites.
2.1. Model performance metric
Model performance metrics such as the correlation coefficient (r), the
mean squared error (MSE) and the root mean squared error (RMSE) are
commonly used to describe the level-of-fit between measured and simulated
values (i.e. summary statistics) during the calibration of ecosystem BGC
models. However, the use of these stastical metrics with soil N2O data can
have unwanted side effects as a result of (1) time lags between measured
and simulated data points and the (2) lack of consideration for the role of
uncertainty in the measured data. In order to consider these aspects, we use
the accuracy measure that is calculated by the model evaluation algorithm
presented by Myrgiotis et al. (2016), as the summary statistic. The accuracy
measure quantifies the percentage of simulated data points that are within
the corresponding measured ranges during a user-defined time period (e.g. 2
weeks, 1 year etc). At the same time the algorithm can consider how much a
user-defined time lag can affect (i.e. increase) the estimated accuracy. In this
study the impact of a 3-day time lag was considered by the model evaluation
algorithm.
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Figure 1: Graphic description of the calibration process. S1-S4 represent the four cal-
ibration sites and S5-S14 represent the 10 evaluation sites. Arrows represent flows of
data/information. Leaning rectangles represent the distributions of the 9 parameters ex-
amined. The parameters posterior distributions that are derived from the calibration
simulations for sites S1-S4 (calibration sites) are merged into a single "parameters poste-
rior", which is then used to simulate sites S5-S14 (evaluation sites) and evaluate the model
prediction of soil N2O fluxes.
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2.2. Convergence checking
The stabilisation of the distribution (i.e. convergence of the MCMC
chain) for each model parameter examined was assessed visually (Sarrazin
et al., 2016). This assessment was done by (1) extracting subsets of the esti-
mated parameters at sets of 500 steps (i.e. model evaluations); (2) plotting
their mean and median and (3) checking these plots for asymptotic behaviour
(i.e. stability of mean and median value during a certain period).
2.3. Evaluation of posterior distributions
In order to assess the improvement in model soil N2O prediction that
is achieved when using the posterior distributions we ran the model at the
four UK arable sites (i.e. calibration sites) and visualise the resulting N2O
time series. As a way to provide a quantitative evaluation of the fit between
measured and simulated soil N2O we also calculate the fraction of measured
daily N2O value ranges that overlap with the corresponding simulated daily
N2O ranges (defined by 95% confidence intervals) at each site. Because the
posterior distributions are created based on the application of the Metropolis-
Hastings algorithm at the four calibration sites it is important to examine
whether the posterior distributions improve model performace at indepen-
dent arable sites. For this reason, we also ran the model at 10 independent
UK arable sites (i.e. evaluation sites) while sampling for parameter values
from the posterior distribution. The model performance at these evaluation
sites was assessed visually (i.e. ploting measured and simulated time series)
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and quantitatively (i.e. using the afforementioned percentage-of-overlap ap-
proach).
2.4. Landscape-DNDC
Landscape-DNDC is a process-based ecosystem BGC model that can
simulate nutrient, energy and water flows in arable, grassland and forest
ecosytems (Haas et al., 2012). It belongs to a group of models that are
based on the DeNitrification-DeComposition (DNDC) model (Gilhespy et al.,
2014). The model has a modular structure with five different modules sim-
ulating certain parts of the ecosystem: (1) management, (2) plant growth,
(3) water cycling, (4) soil microclimate and (5) soil biogeochemistry. Nitrous
oxide is modelled as being the result of the processes of nitrification and
denitrification using the hole-in-the-pipe approach (Davidson et al., 2000).
The activation of each process (nitrification/denitrification) is controlled by
(1) the oxygen content (i.e. anaerobic conditions), (2) the soil’s pH and tem-
perature and (3) the soil’s N substrate. The soil BGC module of the model
depends on 123 parameters; excluding parameters whose value is set to 0 by
default. The sensitity of simulated N2O to these parameters has been quan-
tified by (Myrgiotis et al., Submitted). For this study, we used 9 parameters
that were found to be the most important for the prediction of N2O as well
as of the precursing NO and NO−2 (Table 1). The lower and upper boundary
for each parameter are predefined by the model’s developers and cannot be
exceeded while their distribution is uniform.
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2.5. Datasets
Field-scale data on model inputs (i.e. climate, soil texture, pH, bulk
density, C and clay content) and soil N2O fluxes (kgNha−1) are used in or-
der to run and calibrate the model (from Sylvester-Bradley et al. 2015 and
the Agricultural and Environmental Data Archive). Separate data sets were
used in model calibration (Table 2) and model evaluation (Table 3). These
ancillary soil data come from analyses of soil samples that were collected
at Gleadthorpe (Nottinghamshire), Edinburgh (Scotland), Boxworth (Cam-
bridgeshire) and Terrington (Norfolk) while the correposnding climate data
come from on-field weather stations. Nitrous oxide samples were collected
using static flux chambers that were regularly positioned in the measurement
area (Hensen et al., 2013; Saggar et al., 2010).
Table 1: Landscape-DNDC parameters that were selected for calibration
Description Name Lower Boundary Upper Boundary
Microbial death rate AMAXX 0.9817 1.6362
Microbial denitrifier fraction DENIFRAC 0.5250 0.8750
Fraction of decomposed carbon that goes to the dissolved organic carbon pool EFFAC 0.5250 0.8750
Reduction constant for N2O diffusion D N2O 0.0465 0.0775
Reduction constant for NO diffusion D NO 0.0547 0.0912
Microbial efficiency for NO2 denitrification EFF NO2 0.3210 0.5350
Reaction rate for nitrification KNIT 0.7500 1.2500
Microbial growth rate MUEMAX 3.6547 6.0913
Microbial growth rate for denitrification on NO2 MUE NO2 0.5025 0.8375
Table 2: Information on sites used in model calibration
Crop type Code Reference Location Simulated years Soil texture BD Clay content pH Soil C Maximum WFPS Minimum WFPS Total precipitation Fertiliser
(g/cm3) (%) (%) (%) (%) (mm) (kgN/ha)
Spring oilseed rape S1 Sylvester-Bradley et al. (2015) Edinburgh 2007-2010 SNCL 1.27 36 6.2 5 49 11 807 96
Winter wheat S2 Sylvester-Bradley et al. (2015) Boxworth 2007-2010 CLLO 1.43 34 7.6 1.97 92 25 502 200
Winter wheat S3 Smith et al. (2012) Boxworth 2002-2005 CLAY 1.2 50 8.2 2.4 56 34 543 160
Winter wheat S4 Thorman et al. (2017) Terrington 2001-2004 SLCL 1.38 32 8.1 1.67 65 34 759 220
Notes: Year of experiment is the last simulated year; Total precipitation refers to year of experiment only; SALO: Sandy Loam; SNCL: Sandy Clay Loam; CLLO: Clay Loam
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Table 3: Information on sites used in model evaluation
Crop type Code Reference Location Simulated years Soil texture BD Clay content pH Soil C Maximum WFPS Minimum WFPS Total precipitation Fertiliser
(g/cm3) (%) (%) (%) (%) (mm) (kgN/ha)
Winter wheat S5 Sylvester-Bradley et al. (2015) Terrington 2008-2011 SALO 1.35 11 8.27 1.84 52 16 472 180
Winter wheat S6 Sylvester-Bradley et al. (2015) Boxworth 2008-2011 CLLO 1.43 32 7.5 1.5 85 21 378 200
Winter wheat S7 Sylvester-Bradley et al. (2015) Boxworth 2009-2012 CLAY 1.08 49 8.2 2.7 66 32 730 200
Winter barley S8 Sylvester-Bradley et al. (2015) Gleadthorpe 2008-2011 SALO 1.33 9.7 6.3 1.5 49 10 379 160
Spring barley S9 Sylvester-Bradley et al. (2015) Gleadthorpe 2009-2012 SALO 1.33 11 6.0 1.6 56 18 888 140
Winter barley S10 Sylvester-Bradley et al. (2015) Edinburgh 2007-2010 SNCL 1.23 36 6.2 4 49 11 807 140
Spring barley S11 Sylvester-Bradley et al. (2015) Edinburgh 2008-2011 CLLO 1.22 34 6.7 4.9 51 33 1312 144
Winter oilseed rape S12 Sylvester-Bradley et al. (2015) Edinburgh 2008-2011 CLLO 1.26 34 6.7 4.9 62 33 1312 160
Winter wheat S13 Sylvester-Bradley et al. (2015) Edinburgh 2007-2010 SNCL 1.26 36 6.2 4 55 29 807 148
Winter wheat S14 Sylvester-Bradley et al. (2015) Edinburgh 2008-2011 CLLO 1.26 34 6.7 4.9 58 31 1312 180
Notes: Year of experiment is the last simulated year; Total precipitation refers to year of experiment only; SALO: Sandy Loam; SNCL: Sandy Clay Loam; CLLO: Clay Loam
3. Results
3.1. Estimated posterior distribution
The visual assessment of the convergence of the MCMC chain showed
that, in most cases, the distribution stabilised after 30000 to 40000 post
burn-in steps (i.e. model runs). However, the distribution for the EFFAC,
MUEMAX and AMAXX parameters, at the S1 site, stabilised after 50000
simulations. By merging the results of the Bayesian calibration for each of
the four sites we produced Figure 2, which presents the posterior distribution
for the 9 parameters. Table 4 summarises the results of the calibration and
presents the suggested, lower and upper value (i.e range) of the prior distri-
bution next to the respective values from the posterior distribution. For the
posterior distribution the suggested value is either the mode or median of
the distribution, depending to the shape of the respective posterior distribu-
tion, while for the prior it is the default value. For the posterior distribution
the presented range is 95% confidence interval (CI) of the data while for the
prior distribution they are the default min/max limits as set by the model’s
developers (i.e. uniform distributions).
The improvement in the parameter ranges for the 9 examined model
parameters appears to be rather small (Table 4). This is explained by the
fact that the posterior parameter ranges presented are in essence the 95%
CIs of mainly skewed distributions (positively and negatively). Because of
that the CI is not adequate to describe the knowledge that was gained by the
Bayesian calibration processes. In this respect, it is the shape of the posterior
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Figure 2: Kernel density estimations for the posterior distributions of the nine model
parameters
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distribution (Figure 2) for each parameter that can be more informative. In
order to make this more clear we added the prior and posterior suggested
values in Table 4 along with a reference to the central tendency measure
(i.e. mean, median, mode) that appears as best suited to describe the shape
of the posterior distribution. We also estimated the level of change in the
suggested value for each parameter pre and post calibration. The level of
change is expressed as a percentage and shows how much did calibration
alter the suggested value relative to its default value. It should be noted that
for most of the parameters the posterior distribution appears to be abruptly
cut at the edge (left or right) of the range of possible values. This happens
because the parameters of Lanscape-DNDC are allowed to have values that
are within certain limits. In this context, the results presented in Figure 2
suggest that the predefined parameter limits might be too narrow for some
of the parameters examined (i.e. KNIT, MUEMAX, AMAXX).
The mean level of change (%) that was achieved for all nine parameters
was 29%. Calibration has led to a small level of change (< 10%) of the
suggested value for three parameters (i.e. DENIFRAC, EFFAC, D NO).
A medium level of change (between 10% and 40%) was achieved for the
majority of parameters (i.e. AMAXX, EFF NO2, D N2O, MUEMAX, MUE
NO2) while one parameter was strongly (changed by 125%) affected by the
calibration (i.e. KNIT). KNIT is a key parameter that controls the reaction
rate for nitrification and has a strong impact not only on the simulated
soil N2O fluxes but also on the production and emission of N2 and NO. The
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reduction constant for N2O diffusion (D N2O) is another gas diffusion-related
parameter which affects how much N2O is diffused through the soil. The
remaining four parameters for which a medium level of change was estimated
(i.e. AMAXX, EFF NO2, MUEMAX, MUE NO2) are parameters related to
the dynamics of the soil’s microbial population.
Table 4: Summary of prior and posterior parameter values (suggested values and respective
ranges) for the examined model parameters
Parameter Prior Posterior Level of change (%)
range suggested range suggested central tendency
AMAXX 0.6000 - 1.9600 1.3090 0.7100 - 1.9500 1.7200 median 31
DENIFRAC 0.4000 - 0.9000 0.7000 0.4600 - 0.8800 0.7300 mode 4
EFFAC 0.3500 - 0.9500 0.7000 0.4000 - 0.9300 0.7100 mode 1
EFF NO2 0.2140 - 0.6420 0.4280 0.2200 - 0.5900 0.3400 mode -21
D NO 0.0365 - 0.1095 0.0730 0.0460 - 0.1050 0.0709 median/mean -3
D N2O 0.0310 - 0.0930 0.0620 0.0380 - 0.0910 0.0730 mode 18
KNIT 0.5000 - 10.000 1.0000 0.6000 - 9.0000 2.2500 mode 125
MUEMAX 2.4360 - 7.0390 4.8730 2.4700 - 6.0000 3.0700 median -37
MUE NO2 0.3350 - 1.0050 0.6700 0.3950 - 1.0000 0.7900 median 18
The posterior parameter distributions presented in Figure 2 are based on
four sets of data (one for each calibration site) that were merged into a single
dataset. However, we did not observe any stratification in the data (Fig 2)
because the posterior distributions for the 9 parameters were very similar
across the four sites and, therefore, the results of no single site dominate
the final posterior distributions. Also, the amount of samples used in the
calibration process combined with the small number of parameters examined
meant that the chances of correlation between sampled parameters was low;
this was confirmed by our analysis on the correlation between parameters.
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3.2. Evaluation of the posterior distribution
The Bayesian calibration process improved the fit between measured and
simulated data at the four calibration sites. In order to evaluate the poste-
rior distributions we ran the model at a set of independent sites while using
500 random parameter vectors drawn from the posterior distributions. This
number of simulations/samples was enough to achieve a stabilised distribu-
tion for the simulated soil N2O. Figure 3 presents the simulated (with default
parameters) and measured soil N2O fluxes at a subset of four sites (out of 10
in total) that were used in model evaluation. Figure 4 presents the measured
and simulated soil N2O (including 95% CIs) at the same four sites (i.e. S5,
S6, S8, S13) when the model was run using parameters sampled from the
posterior distributions. The plots of simulated and measured soil N2O un-
der default and calibrated parameters for all 14 sites (4 calibration and 10
evaluation sites) that were used in this study are presented in the appendix.
A visual assessment of the results of the simulations (Figs 3 and 4) before
and after calibration shows that the improvement in the level-of-fit between
measured and simulated N2O has been significant. This improvement if fit
can be seen for all 14 sites used in this study. Interestingly, N2O emission
peaks that did not exist in the results of the model when using default pa-
rameters appear under the calibrated model simulations. However, there are
sites for which the calibrated model, just like the default model, was unable
to capture peaks in soil N2O emissions (e.g. S9, S14). This might suggest
that the processes, which caused the emission peaks at those sites, are not
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well represented in the model. It should be added at this point that the
patterns of N2O emissions at some evaluation sites (e.g. S10, S11, S13) are
difficult to explain, and simulate, due to large delays between fertiliser ap-
plication (i.e. happened between julian day 70 and 150 in our sites) and
emission peaks.
In order to add a quantitive aspect to the assessment of the model’s pre-
dictive accuracy for the simulations with the calibrated model we quantified
the percentage of measured data points (including their standard error) that
lie within the 95% CIs of the corresponding simulated data (i.e. Observed-
vs-Simulated fit). Our results (Table 5) show that, on average across all 14
sites, 70% of measured data lied within the respective simulated CIs. For the
majority of the simulated sites, the use of calibrated parameters led to notice-
able improvements in the prediction of patterns and magnitudes in measured
soil N2O data (Figs 4 and 3). Overall, model calibration led to a 33% im-
provement in the level-of-fit between measured and simulated soil N2O data
across all sites with the improvement being 56% at the four calibration sites
(S1-S4) and 26% at the 10 evaluation sites (S5-S14).
The 95% CI represents the limits within which the simulated N2O lies
(with a 95% possiblity) when considering the uncertainty around the "true"
value of 9 key model parameters. In order to quantify the level of uncertainty
over predicted N2O, as it is imprinted in the daily 95% CIs, we estimated the
relative margin of error (for each day and site). The mean relative margin
of error across all 14 sites considered in this study was 125%. Put in other
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Figure 3: Plots of simulated (- -) and measured () soil N2O based on simulations with
the default model parameters at four evaluation sites (S5, S6, S8, S13). The black dashed
line (- -) represents the mean simulated N2O, the grey bandwidths represent the 95% CI,
the square points () represent the mean measured N2O and the error bars (in black)
represent the corresponding standard error of the N2O measurements.
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Figure 4: Plots of simulated (- -) and measured () soil N2O based on simulations with the
posterior model parameters at four evaluation sites (S5, S6, S8, S13). The black dashed
line (- -) represents the mean simulated N2O, the grey bandwidths represent the 95% CI,
the square points () represent the mean measured N2O and the error bars (in black)
represent the corresponding standard error of the N2O measurements.
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Table 5: Level of fit between observed and simulated soil N2O data.
Site code Obs-vs-Sim fit
default calibrated
1 0.60 0.64
2 0.61 0.76
3 0.38 0.74
4 0.16 0.59
5 0.79 0.95
6 0.67 0.81
7 0.30 0.63
8 0.33 0.78
9 0.62 0.62
10 0.55 0.65
11 0.60 0.64
12 0.66 0.76
13 0.70 0.73
14 0.62 0.76
Mean 0.54 0.72
words, the 95% CI for a daily simulated N2O has a radius that is, on average,
equal to 125% of the simulated mean daily N2O.
4. Discussion
This study showed that the Bayesian approach to model calibration (through
the Metropolis-Hastings algorithm) can be applied in order to calibrate the
soil BGC module of a process-based agroecosystem model. We focused on a
key agricultural greenhouse gas (i.e. N2O) for which model-based prediction
remains a rather difficult task due to measurement variability and knowledge
gaps on the underlying processes.
The gross nitrification rate parameter in Landscape-DNDC (i.e. KNIT)
was the parameter that was changed the most due to the calibration pro-
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cess. Nitrification rate in soils can be measured but it is well known that
various soil variables affect this rate (e.g. temperature, moisture, ph) and
KNIT can therefore vary considerably between agricultural soils (Stange and
Neue, 2009). Even though the simulated nitrification is adapted according
to soil conditions it is proven by our study that this parameter needs special
attention by users of Landscape-DNDC since it can greatly alter the way
the model predicts patterns and magnitudes in soil N2O emissions. In addi-
tion to that, among the parameters for which the estimated level of change
(due to calibration) was between 10 and 30% (medium level of change) there
were parameters that directly control the soil’s microbial population, which
is known to also affect the soil’s nitrification rate (Stange and Neue, 2009).
The implementation of the Bayesian-based methodology that we decided
to follow was straightforward and some of the problems that are common to
Bayesian calibration have not affected this study. Such problems include (1)
high correlations between sampled parameters, which is usually a result of
including a large number of model paremeters in the calibration process; (2)
considerable number of simulations/steps needed to achieve stabilisation of
the shape of the posterior distribution and (3) failure of the posterior distri-
bution to provide parameter vectors that lead to good model performance at
sites other than the calibration sites.
One important reason for having avoided these problems was the inclusion
of a small set of parameters to the calibration process (i.e. 9 parameters).
We based our decision on which parameters to select on a detailed global
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parametric sensitivity analysis of the model’s most important outputs. This
fact together with the improvement in the model’s accuracy at all the eval-
uation sites is a confirmation that we have included parameters key for N2O
prediction to the calibration. This does not mean that we have not excluded
important parameters from the calibration but the high estimated mean rel-
ative margin or error is a proof of the importance of the parameters that
were examined. Interestingly, only three of the soil BGC pameters used in
this study were included in the only study (to our knowledge) that calibrated
Landscape-DNDC against N2O; even though this was a forest-focused study
(Rahn et al., 2012).
Another important aspect of this study is the implementation of the cali-
bration algorithm, and all the associated tasks, separately at four UK arable
sites (i.e. calibration sites), which is not a common practice. This setup as-
sured that the posterior distribution is not influenced by the conditions (i.e.
soil, climate) of a single site and is more representative of UK edaphoclimatic
conditions as they are reflected in the ancillary data from the four calibration
sites. In this respect, the larger the number of sites used in the calibration
and evaluation process the better for the overall quality of the study.
In addition to the individual application of the calibration algorithm at
the four calibration sites this study has used a novel model performance
metric. We believe that the accuracy metric, provides a robust assessment of
how well a model fits the measured data. The present study shows that the
inclusion of the accuracy metric to a Bayesian calibration framework does
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not affect the process negativelly and we can reasonably assume that it can
be used in the place of commonly used metrics like RMSE and r. This is
particularly so in the case of calibration studies that use measured data with
the characteristics of those on soil N2O fluxes (i.e. sporadic measurements,
high measurement uncertainty) for which the caveats of the use of RMSE
and/or r are important (Myrgiotis et al., 2016).
5. Conclusions
Nitrous oxide is produced in soils through a complex sequence of biogeo-
chemical processes and this leads to uncertainty in measurements and com-
plications in the modelling of N2O emissions. Agroecosystem BGC models
are diagnostic tools that allow us to predict emissions under various edapho-
climatic and management conditions. Deliberate model application requires
that their parameters are adjusted to the prevailing conditions at the area
of application. In this study, we showed that this objective can be achieved
through Bayesian calibration. We believe that the success of Bayesian cal-
ibration against soil N2O depends strongly on how well the goodness-of-fit
between measured and simulated data is incorporated in the calibration pro-
cess. Also, the use of sensitivity analysis to identify which parameters are
most important for the prediction of soil N2O helps to reduce the number
of parameters considerably and improves the robustness of the calibration
process. Our calibration was successful in visibly improving predictions of
N2O at 14 UK sites. However, the mean relative margin or error around
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the daily simulated N2O was rather high. This fact suggests that even with
updated parameter distributions the parametric sensitivity of the predicted
N2O is high. Also, the calibration process appeared to be limited by the fact
that parameter values in Landscape-DNDC cannot exceed certain bound-
aries. Our results form an arguement for the readjustment of parameter
limits in Landscape-DNDC. It is important to note that the quality of cali-
bration is strongly dependent on the size and quality of the field measured
data use. We suggest that studies on model calibration should always try to
use data from as many sites (within an edaphoclimatic area) as possible.
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7. Appendix
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Figure 5: Plots of simulated (- -) and measured () soil N2O based on simulations with the
default and calibrated model parameters. The black dashed line (- -) represents the mean
simulated N2O, the grey bandwidths represent the 95% CI, the square points () represent
the mean measured N2O and the error bars (in black) represent the corresponding standard
error of the N2O measurements.
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