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In many branches of mathematical physics and modern engineering 
analysis, we encounter integro-differential equations with convolution 
integral terms. Such equations usually model a physical system where past 
information is used in determining the present dynamic behavior. The inner 
structure of the system is contained in the behavior of the displacement 
kernel which is obtained analytically from theoretical considerations. 
Generally, this inner structure is assumed to be known completely, leaving 
the analyst the task of obtaining a solution to the equation. 
In this paper, we consider an inverse problem [ 1 ] in which we assume 
the behavior of a system, governed by an integro-differential equation con- 
taining a displacement kernel, is observed over the finite time interval 
[O, T]. We seek to determine the kernel such that the solution of the equa- 
tion best fits the data in the least squares sense. 
The kernel will be defined as a solution of a nonlinear differential equa- 
tion with unknown initial conditions and system parameters. The form of 
the differential equation is established from the particular problem under 
study and defines the internal structure of the system. Using quasilineariza- 
tion [2], a sequence of quasilinear integro-differential equations is defined 
which forms a set of function which under general conditions will converge 
to the desired solution. The unknown initial conditions and system 
parameters are determined at each iteration in a way as to best fit the data 
in the least squares sense. 
THE MATHEMATICAL MODEL 
Let us consider the nonlinear integro-differential equation 
ic(r)=f(t)+j’g(‘-s)F(u(.r))ds, 
0 
40) = %I, 
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where 
u(t) is the unknown function of time t, 
f(t) is the forcing function, 
g(r) > 0 is the influence function, 
F(U) is a nonlinear weighting function of u(t), 
t=O is defined as the time when the data begin. 
The model defined in ( 1) is a continuous model of a physical or 
engineering problem. In the model f(t) is assumed known over the range 
of interest, [0, T]. If both g(t) and F(U) are known, then (1) becomes a 
conventional model which can be solved numerically. If the solution u(t) 
agrees with the observed data over the same time interval, [0, 7J, then the 
model is considered satisfactory. 
In this paper, however, we will assume that g(t) is not known and we 
seek to determine g(t) such that the solution to (1) best fits the observed 
data. This inverse problem, therefore, uses the observations directly to 
determine the intrastructure of the model. 
THE INTRASTRUCTURE OF THE MODEL 
Within model (l), g(t) serves as a displacement kernel [3] of the 
integro-differential equation. As such it relates U(S) at s < t with the current 
rate of change of that solution. 
The representation of g(t) as an analytic function is very straightforward, 
yet a more interesting approach is to define g(t) by a differential equation. 
This has several advantages. A far greater family of functions can be 
defined in this manner and the differential equation gives the clear 
intrastructure of the system. 
Therefore we let 
it(t) = Gk, a,), 
g(O) = a,> 
where G(g, a,) is assumed known but may be nonlinear while both the 
initial condition a, and the system parameter a, are unknown. 
It is convenient, at this point, to consider both constants a, and a, as 
initial conditions. To this end we define a system of equations equivalent 
to (2) in the following way. 
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t!(f) = G(g, b); g(O)=ao, 
6=0; 
(3) 
b(0) = a,. 
Since b is a constant, it is the solution of the second trivial differential 
equation. 
QUASILINEARIZATION I 
The system of differential equations (3) represents a nonlinear set which 
can be solved conveniently using quasilinearization. This technique, 
developed by Bellman et. al. [4], seeks to replace the nonlinear system (3) 
with a sequence of linear equations whose solutions converge to the solu- 
tion of (3). The convergence properties of the quasilinear technique have 
been studied by Kalaba [S]. 
Let g” + ‘(t) be defined by the quasilinear set of equations 
g ” + ’ = G( g”, b”) + 
(4) 
b ‘n+l_ - 0. 
The initial solution go(t) can be found by solving (2) using approximate 
values for a, and a,. 
But (4) is a linear system and can be expressed as the sum of a particular 
and two homogeneous solutions. Therefore, 
g”+‘(t)=pnf1(t)+dlh;+yt)+d2h~+‘(t), (5) 
where these solutions are defined having the initial conditions 
P 
n+l h;+l(o)= y . 
I I 
(6) 
With these initial conditions, the particular and two homogeneous solu- 
tions of (4) can be computed numerically and stored for future use. 
Because of the choice of initial condition, we see that 
d, = a,, 
&=a,, 
where d, and d, are, as yet, unknown, 
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QUASILINEARIZATION II 
From (5), we see that 
g”+‘(t)=p”+‘(t)+d,h;+1(t)+d2h;+‘(t) (7) 
and from (l), 
ti(l)=f(t)+S’(p(t-s)+d,h;+1(t-s)+d,h;+1(t-s))F(u(s))ds 
0 
(8) 
u( 0) = u”. 
If we apply the same quasilinearization technique to (8), we obtain a 
sequence of quasilinear integro-differential equations for u(r) and again we 
can find a particular and two homogeneous solutions of the form 
z4n+1(t)=Pn+1(t)+dlH;+1(t)+d2H;+1(t). (9) 
Let G(t) be the observed data over an interval [0, T]. We require that the 
quasilinear solution to (8) fit the data in the least squares sense, therefore, 
I 
~(a(t)-[~“+1(t)+d;+‘H;+‘(t)+d;+‘H;+’(t)])2d~ (10) 
0 
is a minimum. 
The requirement that (10) be a minimum allows us to determine d;+’ 
and d:” at the (n + 1)st iteration. The entire procedure is then repeated 
until convergence is achieved. 
DISCUSSION 
The procedure outlined above has several interesting features. If con- 
vergence is achieved, then we can demonstrate how accurately the data are 
lit for we know both the data and the (n + 1)st approximation over the 
interval [O, 7’1. This is important for (10) fits the data only in the least 
squares sense. 
As a by-product of the computation, we also know g” + l(t). This infor- 
mation allows us to surmise how past performance affects the current rate 
of change of u(t). Precise knowledge of the differential equation of the 
kernel defines how memory is propagated through the system. 
After the model has been precisely established, it is possible to see how 
it can predict future behavior. If the kernel has been correctly identified, 
then the same kernel can be used to lit new data having different initial 
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conditions. The measurement of the data fit then becomes an indication of 
the correctness of the form of the kernel. If, under new data, the accuracy 
of the data lit degenerates, a modification of the kernel function is 
indicated. 
Different differential equations for the kernel g(t) and the form of 
the weighting function F(u) can be easily incorporated into the model 
including nonlinearities to improve accuracy. 
In the consideration of data, if data are lit during a short period of time, 
it is necessary to define it very precisely. If the data are read for a long 
period, this requirement may be relaxed. 
A NUMERICAL EXAMPLE 
As a numerical example to illustrate the procedure we consider the 
model 
C(t)= -j+s+a, j)? -Cu2(r--Y)+~3(r--)zIU(S) ds 
(11) 
u(0) = ug. 
In this model the forcing function f( t) is assumed to be a slowly increasing 
function of time. The kernel, however, is defined only to within three 
arbitrary and unknown constants a,, u2, and u3. The weighting function is 
chosen to be linear, F(U) = u. For this example the quasilinear technique is 
asked to distinguish between the linear and quadratic terms in the 
exponential of the kernel. 
While in this model the kernel has been written as an explicit function, 
g(f)=u,e +21+w21, (12) 
it is the solution of the differential equation 
l?(t) = - (4 + %t) g(t) 
g(O)=a,. 
The augmented system corresponding to (3) is 
g(t) = - (b + 26,t) g(t); g(O) = a1 
b(i) = 0; b(0) = a,. 
(13) 
(14) 
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The quasilinear equations are 
g”+‘(t)= -[(&+2&t) g”(t)+(b:+2b;t)(g”+‘(t)-g”(t)) 
+ k”w)(~;+’ - b’l) + 2rg”(t)(b;+ ’ -&)I, 
6;+‘(t)=o, 
6;+‘(t)=o. (15) 
The initial solution is defined by the function 
(16) 
where a:, ai, and ai are selected as the first approximation. 
The numerical results of the test case are shown in Table I, where the 
“observed” data are generated by solving (11) numerically with a, = 1.000, 
a, = 1.2, a3 =0.8, and u. = 1. After the eighth iteration, we obtain the 
results in Table I. 
TABLE I 
Results of a Numerical Test Case 
Time Data 
o.oooe+o 
0.5OOOe - 1 
o.1OOOc+o 
0.15OOe +o 
0.2OOOe + 0 
0.25OOe + 0 
0.3OOoe + 0 
0.35OOe + 0 
0.4oooe + 0 
0.45OOe + 0 
0.5OOOe + 0 
0.55OOe + 0 
0.6OOOe + 0 
0.65OOe + 0 
0.7OOOe + 0 
0.75OOe + 0 
0.8OOOe + 0 
0.85OOe + 0 
0.9OOOe + 0 
0.95OOe + 0 
O.lOOOe + 1 
o.1oooe+o 
o.1OOOe+o 
0.9999e + 0 
0.9998e + 0 
0.9995e + 0 
0.9991e + 0 
0.9985e + 0 
0.9976e + 0 
0.9964e + 0 
0.9948e + 0 
0.9929e + 0 
0.9905e + 0 
0.9877E + 0 
0.9844e + 0 
0.9805e + 0 
0.9761e+O 
0.9711e+O 
0.9655e + 0 
0.9592e + 0 
0.9523e + 0 
0.9447e + 0 
0.1oooe+ 1 
O.lOOOef 1 
0.9999e + 0 
0.9998e + 0 
0.9995e + 0 
0.9991e + 0 
0.9985e + 0 
0.9976e + 0 
0.9964e + 0 
0.9948e + 0 
0.9929e + 0 
0.9905e + 0 
0.9877e + 0 
0.9844e + 0 
0.9805e + 0 
0.9761e + 0 
0.9711e+O 
0.9655e + 0 
0.9592e + 0 
0.9523e + 0 
0.9447e + 0 
0.1002e + 1 
0.9407e + 0 
0.88OOe + 0 
0.82OOe + 0 
0.7612e + 0 
0.7039e + 0 
0.6485e + 0 
0.5951e + 0 
0.544Oe + 0 
0.4953e + 0 
0.4493e + 0 
0.406Oe + 0 
0.3655e + 0 
0.3277e + 0 
0.2928e + 0 
0.2605e + 0 
0.2309e + 0 
0.2039e + 0 
0.1794e +o 
O.l572e+O 
0.1372efO 
0.ooooe+0 
- 0.4878e - 1 
-0.9518e - 1 
--0.1393e +0 
-O.l813e+O 
-0.2212efO 
-0.2592e + 0 
- 0.2954e + 0 
-0.3297e + 0 
- 0.3624e + 0 
-0.3936e + 0 
-0.4231efO 
--0.4513e + 0 
-0.4781e + 0 
-0.5035e + 0 
--0.5277e + 0 
-0.5508e + 0 
--0.5727e + 0 
-0.5936e + 0 
--0.6134e + 0 
-0.6323e + 0 
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TABLE II 
Results of the Parameter Convergence 
0.90OOe + 0 
0.1004e + 1 
0.1002e + I 
0.1002e + 1 
0.1002e + 1 
0.1002e +O 
0.1002e + 1 
0.1002e + 1 
0.14OOe + 1 
0.1231e + I 
0.1220e + 1 
0.1220e + 1 
0.1217e + !  
0.1219e + I 
0.1220e + 1 
0.1219e + 1 
0.60OOe + 0 
0.6748e + 0 
0.7622e + 0 
0.7670e + 0 
0.7714e + 0 
0.7697e + 0 
0.7681e + 0 
0.7694e + 0 
The parameter convergence is shown in Table II. If the results of the 
eighth iteration are used, we get 
(17) 
A simple desk calculation shows that the analytic solution (17) agrees very 
well with the quasilinear solution over the range [0, 11. 
The results were obtained using the IBM-XT personal computer and the 
program was written in IBM-FORTRAN. 
OBSERVATION TIMES 
Richard Bellman once noted that in using data for system identification 
we have two choices: we can observe the system very precisely for a short 
time, or we can look at the system with less precision for a longer period 
of time. The present numerical example (11) illustrates this point. If this 
system is observed for a short period of time, the parameters a, and a2 
dominate the results and only after a long time will a3 come into play. One 
would expect a, and a2 to be identified easily while a3 would be more 
difficult to find. 
The results of such a study are found in Table III. In this case the same 
observed data were used, the initial approximations for a,, u2, and u3 were 
the same for each computer run, and the observation times were chosen to 
be 1, 2, and 3 units of time. The results are shown in Table III. 
While the parameters a, and u2 converge quickly, u3 shows a marked 
improvement in accurate convergence as the observation time increases. 
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TABLE III 
Convergence vs Time of Observation 
0.900 
1.004 
1.002 
1.002 
1.002 
1.002 
1.002 
1.002 
Observation time = 1 
1.400 
1.231 
1.220 
1.220 
1.217 
1.219 
1.220 
1.219 
0.6000 
0.6758 
0.7622 
0.7670 
0.7714 
0.7697 
0.7681 
0.7694 
0.900 
1.028 
1.005 
1.000 
0.9997 
Observation time = 2 
1.400 
1.450 
1.257 
1.203 
1.197 
0.6000 
0.4058 
0.7191 
0.7960 
0.8029 
0.900 
1.003 
1.ooo 
0.9988 
1.000 
0.9998 
Observation time = 3 
1.400 
1.210 
1.201 
1.193 
1.201 
1.199 
0.6000 
0.7836 
0.7987 
0.8054 
0.7984 
0.8012 
CONCLUSIONS 
Integro-differential equations describe one of the basic ideas in mathe- 
matical physics were past performance influences present behavior. We cite 
the work of Volterra in his study of the influence of heredity on the growth 
of populations [6]. Also in the theory of plasticity, the nonlinear material 
behavior depends on the loading history, which may be quite complex [7]. 
The theoretical developments of mathematical models depend on 
experimentally determined coefficients. These constants are usually 
evaluated in the laboratory and the assumption is made that such values 
do not change in a new environment. The quasilinear technique allows us 
to estimate these values within the operating environment when only the 
general behavior of the system is defined. In an era of precise modelling, 
this can be important. 
In the area of design, the inverse problem can play a key role. In this 
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case the observed data are replaced by design data and we seek those 
system parameters best fitting the system specifications. 
The integro-differential equation is but one system to which the 
quasilinearization technique has been successfully applied. Nonlinear 
differential equations represent another area where important advances 
have been made. 
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