Weakly electric fish use electroreception for both active and passive electrolocation and for electrocommunication. While both active and passive electrolocation systems are prominent in weakly electric Mormyriform fishes, knowledge of their passive electrolocation ability is still scarce. To better estimate the contribution of passive electric sensing to the orientation toward electric stimuli in weakly electric fishes, we investigated frequency tuning applying classical input-output characterization and stimulus reconstruction methods to reveal the encoding capabilities of ampullary receptor afferents. Ampullary receptor afferents were most sensitive (threshold: 40 V/cm) at low frequencies (Ͻ10 Hz) and appear to be tuned to a mix of amplitude and slope of the input signals. The low-frequency tuning was corroborated by behavioral experiments, but behavioral thresholds were one order of magnitude higher. The integration of simultaneously recorded afferents of similar frequencytuning resulted in strongly enhanced signal-to-noise ratios and increased mutual information rates but did not increase the range of frequencies detectable by the system. Theoretically the neuronal integration of input from receptors experiencing opposite polarities of a stimulus (left and right side of the fish) was shown to enhance encoding of such stimuli, including an increase of bandwidth. Covariance and coherence analysis showed that spiking of ampullary afferents is sufficiently explained by the spike-triggered average, i.e., receptors respond to a single linear feature of the stimulus. Our data support the notion of a division of labor of the active and passive electrosensory systems in weakly electric fishes based on frequency tuning. Future experiments will address the role of central convergence of ampullary input that we expect to lead to higher sensitivity and encoding power of the system.
I N T R O D U C T I O N
The natural habitat of weakly electric Mormyrid fishes are turbid tropical rivers (e.g. Moller 1995) . Mormyrids are active predators of worms and insects, foraging mainly at night (Moller 1995) . Under these conditions, unfavorable for visual orientation, Mormyrids have developed an electric sense that allows them to detect, analyze, and identify nearby objects or organisms (Lissmann 1958; von der Emde 2006) . The fish use both active and passive electrolocation, i.e., they perceive their self-generated electric signals (active) and electric signals emanating from their environment (passive).
Mormyrids possess three types of electroreceptor organs that are tuned to different aspects of the sensory world. These subsystems project to three distinct somatotopic maps in the brain. Behavioral data show that the three systems can be used independently from each other as well as in a multimodal manner (Moller 2002; Pluta and Kawasaki 2008; Rojas and Moller 2002; von der Emde and Bleckmann 1998) . In the following, we give a brief summary of the three receptor systems involved.
Electric fields originating from the environment are detected by aid of the ampullary system ( Fig. 1 ) the receptors of which are sensitive to low frequency and, if relative movement is considered, also DC electric fields of low amplitudes (passive electrolocation). Such fields are for example generated by living organisms in the water (Kalmijn 1974) . The primary afferents innervating the ampullary system convey their information in a somatotopic manner to the ventrolateral zone of the electrosensory lateral line lobe (ELL) of the brain (Bell et al. 1976) .
The detection of the alterations of the self-generated electric field depends on another type of receptor organ, the mormyromasts, which are used for active electrolocation. In adult mormyrids, the mormyromasts are composed of A-and Bsensory cells, which occur together in each mormyromast electroreceptive organ (Bell and Russell 1978) . The afferents of both types of receptor cells terminate in separate somatotopic areas in the ELL of the brain.
The third type of electroreceptors, knollenorgans, is primarily sensitive to the EODs of conspecifics, whereas responses to self-generates EODs are inhibited by an efference-copy mechanism (Bell and Grant 1989) .
While the active electric sense has been studied in greater detail in Gnathonemus, we were interested in the role and capability of the lesser studied passive electric sense. Ampullary receptors are also referred to as tonic-receptors (Bennett 1971; Szabo 1962) and in contrast to knollenorgans and mormyromsts these ampullary receptors are found in electric and nonelectric teleosts. In general, these receptors are described as having their highest sensitivity to weak electric fields of low frequencies. However, a study by Bell and Russell (1978) showed that in Gnathonemus, ampullary receptor activity is modulated by the high-frequency self-generated EOD. That this high-frequency sensitivity is likely to be of no behavioral relevance is demonstrated by the central cancellation of this response by means of a corollary discharge input to the ventrolateral zone of the ELL (Bell 1982) . Given these findings, we examined the frequency tuning of the ampullary receptors in more detail than has been done in previous studies to come to a conclusion to which frequencies the ampullary receptors are most sensitive.
Further motivation of this study is based on preliminary behavioral observations of foraging G. petersii. These studies suggest that especially the protuberance on their chin, the so-called Schnauzenorgan, which is particularly rich in mormyromast and ampullary electroreceptor organ density (Hollmann and von der Emde 2004; von der Emde 2004 von der Emde , 2006 , is very mobile and is used in a finger-like manner to dig between stones and mud or to explore the surface of the substrate or objects. Strikingly, this chin appendix can be moved in a saccadic manner when searching for food (von der Emde 2006) . Given its high density of ampullary receptors, we wanted to investigate the coding capabilities of the ampullary system in general and with regard to the idea of "foveation" within the electric sense as put forward by several authors (Caputi and Budelli 2006; Migliaro et al. 2005 ; von der Emde and Schwarz 2002).
M E T H O D S
The data described are based on a total of 12 specimens of G. petersii, ranging in length from 8 to 12 cm. Fish were obtained from a registered dealer (Aquaristik Glaser, Frankfurt, Germany) and housed in registered facilities conforming to European and international standards of animal care. All experimental procedures were carried out in accordance with the recommendations of the Guide for the Care and Use of Laboratory Animals, Institute of Laboratory Animal Resources (National Institutes of Health), the European Directive 86/609/EEC concerning the protection of animals used for experimental and scientific purposes, and the Treaty of Amsterdam Protocol on Animal Welfare (1997) .
Preparation
The fish (n ϭ 12) were first anesthetized in water containing 0.2% MS222, followed by intramuscular injection of pancuronium bromide (0.3 g). After relaxation, animals were transferred to the recording aquarium (conductivity: 100 S) where they were artificially respirated with fresh water. Within 20 h following the relaxation, fish recovered from the relaxation. Once they were fully recovered, artificial respiration was disconnected and fish were transferred back to their housing aquaria.
Stimulus generation and quantification
Stimuli were delivered via two chlorinated silver ball electrodes located rostral and caudal to the midline of the fish at the walls of the experimental tank so the current of the field ran parallel to the fish axis. Stimuli were generated using Elphy (G. Sadoc, UNIC, France), DA-converted (Digidata 1322a, 16-Bit data acquisition system), filtered (CyberAmp 380, Axon Instruments) and finally delivered through a stimulus isolator (Linear Stimulus Isolator A395, WPI) driving the electrodes as a constant current source. Both sine-wave (0.1-60 Hz) stimuli and white noise stimuli (8 -100 Hz) were used. The relation between input signal amplitude and the locally generated electric fields was linear, as confirmed by calibration of the signals using a two-point chlorided silver electrode whose two poles (distance: 4 mm) were oriented perpendicular to the animals' skin to record local fields differentially (Probe AI401, Axon Instruments, 10 times differential amplifier, 0 -1 kHz).
Low-pass filtering (4-pole Bessel filter, 80 db/octave; Cyberamp 380, Axon Instruments) was applied to adjust the frequency range of the noise stimuli. Stimuli were delivered at four different cut-off frequencies (f c ) and with four different amplitudes. Stimuli of differing f c had equal power spectral densities for all amplitudes used. Keeping the power spectral density constant for differing f c resulted in stimuli of equal contrast with varying mean intensities (0.3-0.6 mV/cm as measured at the skin of the animal). The order in which frequencies and amplitudes were presented was randomized both for the noise and the pure sine wave stimuli.
Recording
Extracellular recordings were made with glass electrodes (1 M NaCl) or tungsten electrodes (resistance between 3.5 and 7.5 M⍀). Both, tungsten electrodes and glass micropipettes gave similar results. Electrodes were placed close to the opening of the receptor pores. Signals were amplified (10,000 gain, 300 Hz to 3 kHz, DAM 80, WPI), digitized (10 kHz, Digidata1440A, 16-bit), and stored for off-line analysis. As a consequence of touching the skin/outer pore, afferents usually gave a burst of spikes that settled to a steady baseline within Ͻ10 s. If discharge rate was variable after this time, recordings were not further investigated. Data in this paper are based on recordings from 134 ampullary receptor organs in 12 fish.
General analysis
For the construction of sine-wave based tuning functions, period histograms were obtained (1°resolution) and circular statistics applied. Based on phase coupling strength (Rayleigh coefficient r and Z values) (Batschelet 1981) , significance of coupling (P Ͻ 0.05) was determined. Threshold was determined as the minimal stimulus amplitude needed to evoke significant coupling for a given frequency. Phase at threshold is expressed with respect to the maximum amplitude of the stimulus. Responses to DC steps of varying duration and constant amplitude (150 or 300 V/cm) were analyzed for their adaption by fitting a two-parameter exponential of the form f(x) ϭ A exp(Ϫt/) to the peristimulus time histograms (PSTHs). All PSTHs were binned such that 30 bins/period were obtained (Lundstrom et al. 2008) .
Cross-correlations and cross-intensity functions
Cross-correlation (CC) and square rooted cross-intensity (CI) functions were computed for paired recordings of 100 -120 s durations, using a bin width of 1 ms. CI computation allows the computation of a 95% confidence interval for the hypothesis of uncorrelated firing (Brillinger et al. 1976) . Based on the CC, a conditional mean intensity function can be computed
with the binwidth b, number of spikes recorded in cell 0 N 0 over duration R. 
Variability
The variability in the spiking between paired recordings or intertrial variability of individual cells was computed as the ISI distance (Kreutz et al. 2007 ). This measure is based in the ISIl distances and, in contrast to more common distance related measures (e.g.: van Rossum 2001), parameter free. This was evaluated based on the spike-train synchrony (Kreutz et al. 2007 ) between four repetitions of the frozen noise, i.e., by computing the mean ISI distance for all six pairs of spike trains. To do so, we have to take the discrete series of spikes (each spike being a ␦ function) S͑t͒ ϭ ͚iϭ1 M ␦͑t Ϫ t i ͒, with t l to t M being the series of spike times with the number of spikes as M. This leads to a string of zeros and ones with zero indicating absence of spikes. To obtain a time-resolved measure of the firing rate of the spike train {t i x }, the value of the current ISI is assigned to each time instant
where min(t i x |t i x Ͼ t) is the time to the next spike and max(t i x |t i x Ͻ t) is the time before the previous spike. This was calculated for all pairs of spike trains and the ratio between x ISI (t) and y ISI (t) was computed and normalized
The measure becomes zero in the case of two identical spike trains and approaches 1 and Ϫ1, respectively, if the firing rate of the first (or 2nd) train is high and the other low. I(t) is calculated for every spike and spike train. The ISI distance between two spike trains is then evaluated as
To obtain the overall variability, we averaged D l s over all six combinations.
Wiener-filter analysis and stimulus reconstruction
The activity of a neuron at time t typically depends on the stimulus starting a few hundred milliseconds prior to t and ending a few milliseconds before t. The stimulus reconstruction based on the linear filter h(t) can be used to obtain a linear estimation of the reconstruction s est (t) for the stimulus s(t). To perform the linear analysis, we used the algorithm previously established by Bialek and others (Bialek et al. 1991; Gabbiani et al. 1996; Wessel et al. 1996) . First we defined the spike train as
with t i being the spike occurrence times recorded in response to the stimulus. With the mean firing rate x 0 subtracted. The first term of the Wiener expansion (De Ruyter van Steveninck and Bialek 1988; Wessel et al. 1996) gives a linear estimate s est (t) of the stimulus s(t) by convolving x(t) with a filter h(t)
The optimal Wiener-filter h(t) that minimizes the mean square error is defined as the cross-spectrum of the spike train and the stimulus divided by the power spectrum of the spike train. An explicit formula for h(t) is given by (Wessel et al. 1996) h͑t͒ ϭ ͐ where f c is the cut-off frequency of the stimulus and S sx (f) and S xx (f) are the Fourier transforms of the CC and the autocorrelation functions of the stimulus and spike trains, respectively. All Fourier-transforms are obtained using Bartlett windowing (512 ms window). This filter accounts for both the statistics of the stimulus and of the neurons firing.
The quality of the reconstruction obtained by convolving the spike train with this filter was assessed based on the signal-to-noise measure (Machens et al. 2001) . Once the best linear estimate s est (t) is determined the noise containing the reconstruction is defined as n(t) ϭ s est (t) Ϫ s(t). Let S nn (f) be the power spectrum of the noise and S SS (f) the power spectrum of the stimulus. The signal-to-noise ratio (SNR) then is defined as
Thus the SNR is a measure of the amount of signal power present at a given frequency relative to the noise containing the reconstructions such that absence of correlation between the stimulus and the reconstruction results in SNR ϭ 1 for all frequencies, while correlations result in SNR(f) Ͼ 1. It can be shown Wessel et al. 1996) that the least square error in the reconstruction is
It takes its maximal value for 2 ϭ 2 when SNR(f) ϭ 1, with as the SD in the stimulus. The coding fraction is then defined as ␥ ϭ 1 Ϫ
with 2 being the mean square error of the reconstruction. The coding fraction thus is a normalized measure ranging from 0 (when the reconstruction is not better than chance) to 1 (when all the SD of the stimulus has been reconstructed). The mutual information rate measures the information about the stimulus s(t) carried by a spike train per second. A lower bound of this information bandwidth is calculated as defined by (Rieke et al. 1997 )
The analysis was performed using a modified Matlab-code based on the work of Gabbiani and Koch (1998) . When comparing coding capability for double recordings, similar methods as described in the preceding text were employed. As it is the phase relationship between spikes and stimulus that is responsible for the shape of the spike-triggered average (STA), the STA itself can be used to derive information on phase-response properties of a neuron. To do so, the STA was analyzed with respect to the amplitude and phase of its Fourier frequency components following procedures of Theunissen (Theunissen et al. 1996) . The power spectrum of the STA was band-pass filtered with a series of Gaussian filters (width of 21 Hz) centered on increasing frequencies and the decomposed filter was obtained by reverse Fourier transformation. If the response of a neuron is linked to the amplitude of the stimulus only, all obtained filters should align with each other at their maximum. Similarly if the response was to be solely dependent on the velocity in the stimulus, then filters should ally at the maximum slope because irrespective of frequency, spikes will be evoked in phase with the velocity content of the stimulus. Similarly, acceleration sensitivity can be deduced if the decomposed filters align at the minimum.
To analyze the activity of a population of two receptor neurons reconstruction filters for both neurons were computed (Machens et al. 2001 )
Such reconstructions were limited to dual recordings where both afferents had comparable threshold levels to reduce artificial introduction of nonlinearity.
Covariance analysis
To determine to which part of the stimulus the ampullary receptors are responsive, we used a method based on the Eigenvectors and values of the covariant matrix of the spike response (Brenner et al. 2000; De Ruyter van Steveninck and Bialek 1988) .
The occurrence time of every spike t i was determined and the stimulus histories preceding every spike, S() ϭ S(t i Ϫ ) were selected to construct the STA by averaging all stimulus histories S() for 250 ms. The covariance matrix of the fluctuations around the average was obtained as defined by Brenner et al. (2000) 
where C PRIOR (, =) ϭ ͗s(t Ϫ )͗͘s(t Ϫ =)͘ is the covariance matrix of the stimulus itself.
To resolve which features of the stimulus relates to the spiking, the distribution of stimuli not related to spiking (the prior) was subtracted from the covariance matrix ⌬C(, =) ϭ C SPIKE Ϫ C PRIOR (Brenner et al. 2000) . This reveals stimulus features where the variance is altered in comparison to the prior.
Following diagonalization of ⌬C, the eigenvalues were used to estimate the relevance of the 500 eigenvectors obtained. Eigenvalues of zero correspond to an eigenvector for which the variance is not different from the total stimulus variance. Such eigenvectors (we use the term "feature" synonymously) are not contributing to the stimulus driven spiking.
Analysis of f-I relationship
The STA and eigenvectors were used to determine the input-output relation of the afferents based on the noise stimulus. In a system that shows adaptation, this approach is preferable over stationary stimuli. The probability of spiking, P(spike) related to the similarity of the stimulus to a given feature (STA, eigenvector) was measured. Similarity was measured by the linear projection of feature and stimulus vector. The probabilities P(spike|stimulus) were derived from the spike-triggered ensemble projected onto the STA [P(STA | stimulus)] and for the joint projection of the first two leading Eigenvectors [P(Evector {1,2} | stimulus)].
With these measures, Baye's law can be used to estimate the f-I relationship for the different features (Brenner et al. 2000; Gussin et al. 2007; Slee et al. 2005 )
Relative contribution of eigenvectors were expressed as the contribution of a given eigenvector to the total variance of the eigenvectors as
Linearity of encoding
The preceding approach of reconstruction is based on the assumption that stimulus-spike relationship can be linearly explained; we thus addressed the issue of linearity. To quantify if a single feature of the stimulus is sufficient to explain the neuronal response, we employed a method introduced by Roddey et al. (2000) that measures the performance of the optimal linear model with respect to the best performance theoretically achievable. Ideally a stimulus encoding can be described as the sum of a linear reconstruction, a nonlinear contribution, and noise. Here the nonlinear contribution term is the additional aspect of a stimulus that can be explained by the best nonlinear model, whereas the noise is the remaining aspect that cannot be explained at all (e.g., intrinsic noise). Quantifying the suitability of a linear reconstruction thus aims to measure how much of the theoretically achievable reconstruction is related to the linear reconstruction Linearity ϭ linear reconstruction linear reconstruction ϩ non-linear reconstruction (17) Signal-response coherence can be used to quantify the performance of the best linear model, while the response-response coherence gives an upper bound on the performance of the best nonlinear model. Signalresponse (SR) coherence in our case was calculated over four stimulus repetitions and is given by (Chacron 2006; Roddey et al. 2000 )
and the response-response (RR) coherences by
where R ij is the cross-spectrum between the spike trains i and j. A comparison between the SR coherence and the square root of the RR coherence will thus quantify the performance of the best linear model with respect to the optimum performance theoretically achievable. Under the assumption that the first term of the Volterra series, and thus the first Wiener kernel, does describe the stimulus-response transformation sufficiently well, we expected that the SR and the square root of the RR should closely resemble each other. This resemblance was quantified by the performance index 100 * [C RS(f) / ͌C RS(f) ] (see Chacron 2006) .
Behavioral tests
A fish that was trained to successfully distinguish between two sides of an aquarium, depending on the presence of a weak sinusoidal signal. Two pairs of carbon electrodes were placed behind two gates that separated the aquarium in two. Carbon electrodes had a diameter of 0.4 cm and were separated from one another by 1 cm. These electrodes were placed 2 cm behind the gates (see Fig. 9 ). On opening these gates, a weak sine-wave signal was delivered via one of these two electrode pairs, and the choice of the gate behind which the signal was delivered was rewarded with food. After the animal successfully had learned this task, unrewarded tests were conducted to determine the threshold amplitudes for different frequencies. The amplitudes were delivered in a randomized scheme, while frequencies were tested sequentially, i.e., the fish was tested at 3 Hz first and later at 10, 50, and 20 Hz. For each frequency and amplitude, 25-155 trials were analyzed. Sigmoid fits through the data were obtained (MatLab), and a criterion for a detection threshold was defined at 75% correct choice probability.
Data analysis
Data were analyzed using customized routines in Elphy (G. Sadoc, UNIC, CNRS, Gif-sur-Yvette, France) and Matlab (Version 7.0, The MathWorks). Statistical analysis (SPSS version 12 and Matlab) is based on paired or unpaired tests (t-test, Mann-Whitney U test and Kruskal-Wallis test), depending on the distribution of the data.
R E S U L T S

Spontaneous activity
All recorded receptors had ongoing discharge rates (73 Ϯ 23.8, n ϭ 60). Based on the coefficient of variation (CV) computed from a random sample of 60 recordings [0.21 Ϯ 0.15 (SD); 0.03-0.90], the majority of spike trains had narrow ISI distributions. We found a weakly negative dependence of the CV on ongoing discharge rates (Pearson-test R ϭ Ϫ0,346; P ϭ 0,007; n ϭ 60).
In response to pure DC step stimuli, receptors increased their rate to anodal (positive) stimuli (Fig. 2B) , whereas cathodal (negative) stimulation decreased the ongoing discharge rates. If DC stimuli were long-lasting (Ͼ10 s), however, the discharge rates returned to prestimulus levels during the stimulus.
Response to DC steps
This adaptation in response to DC steps was explored in more detail for eight cells stimulated with periodic DC steps (30 to 1 s period). The binned response (30 bins/period) of a single cell is shown in Fig. 2A for six different stimulus durations and eight stimulus repetitions each. With increasing stimulus duration the initial response is weaker than for shorter durations. Fitting an exponential of the form f(x) ϭ A exp(Ϫt/) to the neuronal response based on the PSTHs reveals that increasing stimulus duration results in proportionally longer adaptation (see Fig. 2A, inset) . This stimulus dependent adaptation is a feature of fractional differentiation where no single exponential decay function can fit the data for all period durations. Rather the adaptation to DC steps is best fitted by power-law dynamics f(t) ϭ at k with t indicating the time after a step, a being a constant, and k representing the fractional exponent (see French and Torkkeli 2008) . We obtained a mean fractional exponent of 0.4 Ϯ 0.04.
To further test if ampullary receptors respond to a mix of slope and amplitude in the signal, simple nonsinusoidal stimuli were applied (Fig. 2B) . The responses to stimuli of constant amplitude or constant slope were not tonic but showed phasictonic properties. Thus neither amplitude nor slope sensitivity alone can explain the stimulus transfer. Stimulation with a low-pass filtered (time constant: 100 ms) version of the constant amplitude stimulus resulted in almost tonic responses to the now exponentially in-and decreasing amplitudes. This stimulus is equivalent to a low-pass filtered version of the inverse of the fractional derivative of order 0.5 of the constant amplitude stimulus. A sensory system parsing the input by a fractional derivative of the same order is expected to reproduce the constant amplitude stimulus. Indeed the almost tonic response to this stimulus shows that the receptors are sensitive to both, the slope of the amplitude change and the amplitude itself, responding to a fractional derivative of the stimulus.
Tuning determined by sine wave stimuli
Tuning and threshold functions of the ampullary receptors (n ϭ 64) based on pure sine-wave stimuli were investigated. The average discharge rate of the afferents was not altered compared with the ongoing level at the stimulus amplitudes used in this study. Accordingly, phase-coupling strength was used to investigate tuning properties. Based on this measure, tuning curves were created for frequencies between 0.1 and 60 Hz (n ϭ 64). Because threshold determination (Fig. 2C , n ϭ 12) proved to be difficult at the lowfrequency end (see DISCUSSION) , we rely on the phase relation for characterizing the tuning properties. In the range between 0.1 and 5 Hz, the phase-frequency relationship (Fig. 2D , n ϭ 20) shows an almost constant phase advance of 30 -40°with respect to the maximum amplitude of the stimulus and a strong retardation of the phase toward higher frequencies.
A mixed slope and amplitude sensitivity can be inferred from the STA (Fig. 3) . The STA is weakly biphasic and resembles two low-pass filtered delta functions of opposing sign with the negative function being lower in amplitude. Such a filter will transform a stimulus such that the result represents a mix between amplitude and slope (velocity) of the original stimulus as a function of time. A phase analysis of the STA (Theunissen et al. 1996) shows (Fig. 3, inset) that the amplitude sensitivity prevails over slope sensitivity because the phase decomposition of the STA shows no phase shift. Furthermore, the decreasing kernel amplitude with increasing frequency shows that low frequency stimuli drive the receptors best.
In summary, both classical sinusoidal and pulse-like stimuli as well as reverse correlation approaches show that the frequency response of ampullary receptors is a combination of a low-and a high-pass filter. The response of the high-pass filter is characterized by a fractional derivative, i.e., the response amplitude increases with frequency with an exponent of 0.4. Frequencies Ͼ5 Hz are subjected to a slow pass filter attenuating responses at the high-frequency side.
Tuning determined by white noise stimuli
To obtain tuning curves over a wider range of frequencies, we next applied white noise stimuli with varying cut-off frequencies and determined the SNR for each frequency range. A typical result of the stimulus reconstruction and SNRs obtained for noise with three different cut-off frequency (f C ϭ 8, 18, and 60 Hz) is shown in Fig. 4 . Cut-off frequencies Ͻ60 Hz resulted in good reconstruction of the stimuli (coding fractions between 0.51 and 0.41), while at the highest cut-off frequency tested (60 Hz), reconstruction was less good (coding fraction ϭ 0.26). This decrease reflects the tuning of the ampullary receptors that are less responsive to the higher frequencies, and thus overall encoding is reduced. Note that power spectral density was maintained constant for all cut-off frequencies. Extending the frequency range from 30 to 60 Hz did not lead to significant increase of the SNR Ͼ30 Hz (Fig.  4C) . Likewise, increasing the frequency range did not influence encoding at lower frequencies, an evidence for linearity of encoding in this system.
Mean SN functions, coding fractions and mutual information rates are shown in Fig. 5 . Increasing f C Ͼ30 Hz resulted in a significant reduction of coding fraction with no influence on the SNR (encoding, Fig. 5B ) at lower frequencies. Accordingly, the mutual information rate increased with the cut-off frequency of the stimulus Յ30 Hz (Fig. 5B) . On average, increasing the bandwidth of stimulation did not lead to a change in the peak of the SNR function (Fig. 5C ), nor did it influence encoding at frequencies Ͼ30 -40 Hz (Fig. 5D) . The latter is evident from the lack of statistical differences in the optimal frequencies for f C beyond 30 Hz (Fig. 5D) .
In summary, these SNR data show that encoding is limited to frequencies between 1 and 30 Hz (based on the halfmaximal width of the SNR-function) with a peak at 5 Hz (again, based on SNR data). No impact of higher frequencies on encoding at low frequencies was found.
SNR and stimulus amplitude
To investigate how the SNR depended on stimulus amplitude (or contrast), we tested several amplitudes of white noise stimuli using cut-off frequencies of 8 and 60 Hz with the latter covering the complete range of frequencies that the ampullary receptors respond to (see preceding text).
Increasing the amplitude with a constant f C resulted in a linear increase of the SNR. Hence increasing the stimulus contrast resulted in better coding at any given frequency (data not shown).
These results indicate linear encoding of the afferents. This was further investigated using frozen noise stimuli (f C ϭ 60 Hz) to obtain an estimation of the RR coherence and of the SR coherence. The ratio of these two measures can be used to estimate the validity of the assumption of linear encoding by comparing the maximal achievable encoding to the actual encoding of the chosen linear model (Fig. 6A ). Ideally they should match up. Within the bandwidth of the stimulus used (0 -60 Hz), the obtained performance index was 88 Ϯ 6% (n ϭ 18), indicating that the assumption of a linear model is reasonable.
Precision of spike timing
To address the issue of whether the afferents transmit information based on a rate code or a temporal code, in which at least part of the information contained in a spike train is carried by the timing of the spikes, we compared the coding fraction obtained using the original spike trains at 30 Hz cut-off frequency stimulation to those obtained after introducing spike-timing jitter (Fig. 6B) (Jones et al. 2004; Sadeghi et al. 2007) . Increasing the amount of jitter decreased the stimulus reconstruction quality (Fig. 6B) . The introduction of 18 ms (55 Hz) jitter reduced the stimulus reconstruction by roughly 80% and even jitter on a time scale of 8 ms (125 Hz) reduced the encoding by 60%.
Coding fraction and SNRs of double recordings
To investigate whether integration of the input from several afferents or receptors alters the overall sensitivity, especially at higher stimulus frequencies, we compared SNRs, coding fractions, and mutual information rates of individual cells recorded in pairs to those obtained when the spike trains of paired recordings were taken together. The analysis is based on the computation of individual kernels for each spike train and the comparison of individual reconstruction quality to the reconstruction based on the averaged kernel of both spike trains. Only cells of comparable amplitude sensitivity are included here, and recordings were always taken from neighboring receptors (pairs of receptors were 5-12 mm apart).
In no case did we find significant correlations in ongoing activity of paired recordings, which was investigated based on CC and CI functions. Likewise, the spontaneous synchrony between pairs of spike-trains was low (synchrony index: 0.40 Ϯ 0.01, n ϭ 29 pairs) and did not increase during stimulation (f C ϭ 60 Hz, synchrony index: 0.40 Ϯ 0.03; n ϭ 21 pairs, t-test: t Ϫ1.3; P ϭ 0.89) (Kreutz et al. 2007 ). The stimulus amplitude used did only result in phase-coupling of spikes without a change in the mean discharge rate. Figure 7 compares the performance of integrating the activity of two afferents to the individual reconstructions. Both mutual information and coding fraction increased significantly for the paired analysis (Fig. 7A) . The width of the SNR functions remained unchanged as judged by the half-width (Fig. 7B) , thus a combination of two afferents will not enhance the frequency range encoded.
Global stimulation of ampullary afferents with fields' perpendicular to the fish results in opposing polarities on the left and right side of an animal. Thus integration of information from both sides can be expected to enhance encoding under such conditions. We conducted a set of experiments where a single receptor was repeatedly stimulated with frozen noise that was phase-shifted by 180°in alteration (Fig. 7, C and D) . Reconstructing the stimulus with the mean of the two kernels obtained resulted in higher coding fractions, effectively removing the stimulus rectification seen for single responses, and additionally increased the bandwidth of the neuronal tuning (data not shown).
Feature selectivity of ampullary afferents
The preceding data assume that a single feature of the stimulus (the STA) is sufficient to describe the firing of a neuron. We used reverse covariance analysis (Brenner et al. 2000; Slee et al. 2005; Fairhall et al. 2006; Gussin et al. 2007) to analyze if this assumption is valid for a sample of 10 cells (cut-off frequency: 30 Hz). In this sample, stimulus amplitude Vertical lines indicate cut-off frequencies. C: signal-to-noise ratios for the neuronal responses shown in A. Higher cut-off frequencies resulted in no significant change of the SNR amplitudes, but tuning width increased up to a cut-off frequency of 30 Hz, which is the cut-off frequency used mainly here. Stimulus intensity was set to 300 V/cm. was set higher than in the previous data (0.5 mV/cm) to ensure stable responses needed to obtain robust eigenvalues for the covariance analysis. The variability in response to frozen noise under these conditions was low (0.16 for the example shown in Fig. 8 ) and the coding fraction with such high intensities was improved but without changing the frequency tuning.
The covariance analysis always resulted in a singularly strong eigenvector that was similar to the STA in all cases (n ϭ 10). The single feature of the stimulus that was identified to contribute to the firing of the cells is the STA. As shown in the preceding text, this is best described as an amplitude selective filter. The relative contribution of the two strongest eigenvectors to the generation of spikes is shown by the projection of the spike-triggered ensemble (STE, the stimuli prior to all spikes) onto the first two eigenvectors as well as onto the STA (Fig. 8, A and B) . The projection with the first feature clearly is skewed to the right side of the prior distributions, while the projection on the second strongest feature is symmetrical to the prior distribution. Thus this second feature is ineffective in driving the receptor.
Similar results were obtained in all recordings. As detailed in METHODS, high negative eigenvalues indicate that the stimulus distribution inducing spiking had significantly reduced variance compared with the distribution of stimuli uncorrelated with spiking (the prior distribution). The first eigenvector on average accounted for 79% of the total variance and was very similar to the mean STA of all afferents investigated (88% as judged by the dot product between the 1st eigenvector and the mean STA), while the other eigenvectors contributed only negligibly. The second largest eigenvalue sometimes, especially at higher stimulus intensities than those analyzed in this paper, resembled the first derivative of the STA. However, at moderate intensities, the second eigenvector never deviated significantly from the prior distribution (Fig. 8C) . Thus the transformation form the stimulus to the spikes in the ampullary afferents is sufficiently described by a single, linear feature, which is the STA. 6 . A: mean signal-response (stippled line, SR) and response-response (solid line, ͌ RR) coherence functions (n ϭ 18) for stimulation with frozen noise (f C ϭ 60 Hz). SR coherence was high for a frequency range between 1 and 30 Hz and decreases steeply at higher frequencies. RR coherence measures the internal noise of the encoding and showed the same frequency dependency as the SR. Gray shaded areas indicate SE. The area in-between both functions indicates the amount of information not recovered by an optimal linear model. B: mean effect (n ϭ 10) of the introduction of spike-time jitter on the stimulus reconstruction. Data are normalized with respect to the reconstruction quality obtained using the original (unjittered) spike-train. Stimuli had a cut-off frequency of 30 Hz and a medium intensity (300 V/cm).
As the afferents quickly adapt to tonic stimuli, we used the method of Brenner et al. (2000) to construct frequencyintensity characteristic (FI) functions based on the covariance analysis. In line with the preceding results, this showed a linear dependency between the discharge rate and the stimulus intensity (Fig. 8D) . The variance of the slope of individual FI functions was comparatively low, although a more detailed analysis is needed to determine if this indicates a lack of sensitivity fractioning between receptors. In contrast to conventional FI functions, the x axis is scaled in units of the SD of the prior, which is equivalent to the SD of the stimulus. Thus assuming that the response scales linearly with the stimulus amplitude, as is the case in our data, the x axis could also be scaled in units of the stimulus amplitude.
Behavioral data
The preceding data show that single ampullary receptors are capable to convey information in a frequency range between 1 and 30 Hz. To investigate to what extent the animal can make use of this information behaviorally, we conducted a two-alternative forced-choice experiment. As shown for the 50 Hz stimulus in Fig. 8A , typical sigmoid fits yielded a reasonable fit to the measured data. We then determined the signal strength at which a fish was able to choose the correct dipole with 75% certainty for the different frequencies (Fig. 9B) . Signal strength at threshold is determined roughly at the same distance of 5 cm from the dipoles to estimate the actual amplitude perceived by the fish when it made a decision.
Lowest thresholds (400 V/cm) were obtained for the lowest frequency tested (3 Hz) and increased with frequency. Our data thus are in accordance with the tuning of single receptors. However, the threshold is an order of magnitude above what we have determined based on phase-coupling on the single cell level. We also attempted to investigate the behavioral tuning by quantifying spontaneous orienting behaviors toward low frequency dipole stimuli in unrestrained freely moving fishes (Wojtenek et al. 2001) . However, fish quickly adapted to such stimuli and rarely made direct approaches toward dipoles even if stimuli were presented at intervals of 1 h. In these experiments, above chance orientation was only observed for frequencies Ͻ5 Hz (data not shown).
D I S C U S S I O N
The aim of the current study was to gain detailed information about the passive electric sense in Gnathonemus petersii and the encoding capabilities of the ampullary receptors involved. Frequency tuning was investigated with help of sine wave and white noise stimulation. Data on tuning and sensitivity were supplemented by behavioral data.
By use of different types of stimuli, we show that ampullary receptors linearly encode stimulus information by modulation of their ongoing discharge rates. This was found for low to medium stimulus intensities within the range of intensities likely to be encountered by the animals (Peters and Bretschneider 1972) . Under such conditions, the discharge rate of the receptors usually was not changed (ratio discharge rate/ongoing rate ϳ1) while phase-locking occurred. 
Tuning
Ampullary afferents show high-pass filter characteristics at frequencies Յ5 Hz and low-pass filter characteristics for higher frequencies. The phase relation and the responses to artificial stimuli show that the receptors respond to a fractional derivative. From the response to DC stimuli we predicted a fractional derivative of order 0.4. This was verified by comparing the phase response in the same cells in response to sine-wave stimuli to the phase that can be predicted for such a fractional derivative order. From the fractional exponent, one can calculate the predicted phase relationship in response to sine wave stimuli as the phase: ⌬(f) ϭ k · 90 (French and Torkkeli 2008) . The predicted phase advance and the actually determined phase in response to 0.1 Hz sine wave stimuli are almost identical (predicted: 35°, measured: 38 Ϯ 3°, n ϭ 8). We conclude that ampullary receptors respond in a way best captured by the fractional derivative of the input for stimuli Ͻ10 Hz. This makes them sensitive to a time-weighted mix of amplitude and slope of the input. The finding that the introduction of artificial spike-timing jitter on the time scale of the stimuli severely reduced the encoding capability hints that optimal decoding of such stimuli requires concise spike timing. It should be noted that our approach to determine sensitivity and tuning based on phase coupling to sine wave stimuli probably underestimates the sensitivity at the low-frequency side of the tuning function because the afferents have a very high ongoing rate. Thus comparatively stronger stimuli are required to obtain phase-coupling. From our data, it seems that the sensory system is tuned to tracking the instantaneous changes in the momentary discharge rate, which does not A: 2-dimensional projection of the spike-triggered ensemble (STE) onto the 2 dominant features revealed by covariance analysis exemplified in a single exemplary afferent. The projection of stimulus segments not inducing spikes (prior) onto the eigenvectors is shown in gray; the black dots represent the projection between the spike-triggering stimuli with the eigenvalue 1 (x axis) and 2 (y axis). The projection of the STA onto these features is shown by the white circle. B: 1-dimensional distribution of the projections shown in A. Note that the STA (black) and eigenvector 1 (gray line) have a similar and positive deviation form the prior (light gray) distribution, while eigenvector 2 (stippled black line) is similar to the prior distribution. C: STA and the 1st 2 eigenvectors of the data shown in A and B. Note the resemblance between STA (solid black line) and eigenvector 1 (gray line). In this example, the 2nd most dominant stimulus feature (stippled black line) only contributed 3.5% of variance. D: mean frequency-intensity characteristic function of the discharge rate of the afferents (n ϭ 13) in relation between the similarity of a stimulus evoking spiking to the STA. Error bars indicate positive SE. Stimulus intensity was 0.5 mV/cm for all data in this figure. require long integration times and thus is in accordance to the quick orienting response reported to in the literature (Hofmann et al. 2004; Peters et al. 1988) .
Jitter
As stated in the preceding text, the data on the decrease of encoding in presence of artificial jitter indicate that optimal decoding may rely on both temporal and rate coding. As the time scale of the jitter was smaller than the shortest time scale within the stimulus, this indicates that a temporal code is needed to optimally extract the information contained in the spike train (Dayan and Abbott 2001) . This ability of the afferents to precisely couple to a given stimulus is reflected in the low variability of the spike train in response to frozen noise stimuli (relative mean ISI difference: 0.21 Ϯ 0.05, n ϭ 18, f C ϭ 18 Hz).
Our results are in agreement to several studies on peripheral sensory systems [e.g.: auditory afferents: (Rokem et al. 2006) ; somatosensory system: (Jones et al. 2004; Montemurro et al. 2007 ); vestibular system: (Sadeghi et al. 2007) ]. In a study on P receptors of weakly electric fish (Kreiman et al. 2000) , the time scale of jitter needed to reduce coding fractions by 50% was always below the shortest time scale of the stimulus. While the effect on encoding was less pronounced compared with our study, it seems that sensitivity to jitter is a ubiquitous theme common in peripheral encoding. The interpretation of the above mentioned studies must be that the exact pattern (timing) of spikes is essential for conveying the most amount of information available. This, however, does not directly imply that temporal coding is used by these systems.
Furthermore, the question of whether a temporal or a rate code is present in a sensory system will largely depend on the nature of the natural stimulus. If the natural signals are varying slowly, it becomes feasible to divide spike trains into time windows because then the mean number of spikes/window will sufficiently convey the information on the static stimulus properties per window. If, however, the natural stimulus varies on a time scale smaller than the ISI of the neurons, only few spikes per time window are available because the time window now needs to be shortened to the length of the autocorrelation time of the stimulus. In this case a rate-coding scheme will fail-or-rate must be considered in small windows thus making the transition from rate to time coding. With regard to the fractional order filtering found in our study, it may well be that fractional order sensitivity can be seen as an adaptation to enhance sensitivity at the low-frequency range of natural stimuli such that low-frequency changes can be better detected by a rate-coding strategy.
Apart from the preceding considerations, our data show conclusively that spike timing must be considered to derive the most information available from the spike trains. It will be interesting to investigate how much intrinsic noise there is in the afferents because our data show that responses to frozen noise stimuli are very synchronous and that jitter reduces encoding. Thus it will be interesting to quantify how much/if encoding would improve if the intrinsic jitter of spiking were accounted for (e.g., methods by Aldworth et al. 2005) .
Sensitivity
Absolute sensitivities of 1 V/cm have been found for ampullary receptors of the paddlefish (Polyodon spathula), which supposedly is the most sensitive freshwater fish with the highest amount of ampullary receptors (Wilkens et al. 2002) . Absolute sensitivities reported for ampullary receptors in freshwater species are between 1 mV/cm and 1 V/cm with much lower levels (1 nV/cm) found in marine elasmobranchs ( Peters et al. 2007 ). Even within a given species, reported values vary over a wide range [e.g.: Ameiurus nebulosus thresholds vary between 0.8 and 150 V/cm (Peters et al. 2007)] .
Although care was taken to ensure constant field strengths from experiment to experiment, it is not possible to exclude that the stimulus intensity might have varied locally. Also because our recordings were obtained extra corporally, the presence of the recording electrode close to the pore of the electroreceptor recorded from might have changed the current passing through the receptors. Despite these potential errors in the estimation of the absolute sensitivity of the receptors, the relative selectivity is not influenced by these aspects. Neither sensitivity nor frequency tuning were found to differ for the different body regions from which we recorded. Nonetheless 9 . A: measured probability of correct choices versus the attenuation of the 50 Hz signal () and the fitted data used to determine the behavioral threshold (-). Inset: the configuration of the set-up in the 2-alternative forced-choice experiments. Two dipoles were placed 2 cm behind the partition separating the left part of the aquarium (home and shelter region) from the decision-region. Order of active dipoles and signal attenuations was randomized. B: thresholds obtained at 4 different frequencies. Note that threshold increased with frequency. Thresholds are based on signal-strength measured 5 cm from the dipoles, i.e., the mean distance between the dipoles and the head of the animal when it hovered in front of the gates that separated home and decision region.
we expect that centrally differences might emerge because the head and the chin appendage of the animal have been found to constitute fovea-like regions based on the density of electroreceptors, the animals' behavior and the central representation of these areas (Bacelo et al. 2008) . It is plausible that convergence will enhance sensitivity to weak low-frequency fields at these regions.
The behaviorally determined thresholds are roughly one order of magnitude higher than the thresholds of single ampullary receptors. Importantly however, the shape of the frequency tuning curves of single receptors and the behavioral sensitivity function are comparable. Future works are needed to establish behavioral thresholds and the nature of natural stimuli in more detail to settle the current discrepancy.
Sensitivity to DC fields and fractional order filtering
A parameter not touched in our work is the responsiveness to DC fields. On the single cell level, it is apparent that receptors adapt quickly to DC fields. As efferent innervations are absent in ampullary receptors (Szabo 1974) , this adaptation reflects receptor intrinsic properties. However, paddlefish and catfish are known to respond to such fields given that angular and linear relative motion occur (Peters et al. 2007 ). Such motion cues modulate DC fields depending on the speed of relative movement between receptors and source. Recently it was shown that electrosensory neurons in the medulla of paddlefish compute the first derivative of the peripheral input (H. M. Hofmann et al. 2004; M. H. Hofmann et al. 2009 ). The gain over frequency is constant for the first derivative, and therefore source distance localization might rely on the computation of this first derivative (Hofmann and Wilkens 2005) .
Our data indicate that in G. petersii, the initial step for this computational task is achieved at the level of the afferents because their responsiveness to low frequencies is best described as a fractional derivative filter of order 0.4. Comparable data can be inferred from published responses of paddlefish ampullary receptors (Fig. 2 in Hofmann et al. 2004 ) and has been reported for catfish electroreceptors (Bretschneider et al. 1985) .
In contrast to a full first derivative, fractional derivation has several physiologically important aspects. A system that follows a fractional derivative law will show a frequency-dependent gain of the response proportional to f ␣ , where ␣ is the fractional order. Fractional derivatives thus have a gain that depends on alpha. For alpha below unity, the magnitude is frequency dependent in a nonlinear manner, such that the gain is enhanced at low frequencies. Fractional derivatives above unity will result in the opposite effect, thus enhancing the gain at higher frequencies. Thus the sensitivity is enhanced at the low frequency side of the behaviorally relevant spectrum.
It can be expected that neurons in the ELL will be sensitive to the first derivative by a mere duplication of the peripheral transfer properties. Neurons in ELL then would respond to the slope of a signal alone, irrespective of the frequency up to the band-pass limit. Slowly changing stimuli (low frequency sine waves or movement-modulated DC fields) will lead to weaker neuronal responses because the slope of a signal is proportional to its frequency. However, weak slopes lead to sustained changes in firing rates (see Fig. 2 ), which seem to be essential in triggering behavioral responses. Finally, the first derivative of the input could enhance the sensitivity of the animals to depth cues. A cue for depth (distance) could be the speed at which the signal at the receptors changes due to motion of the animal, the source, or both. Because the amplitude of the first derivative of this signal falls off steeper than the original signal, more contrast is added to these motion-related depth cues.
Covariance analysis and stimulus reconstruction
In general, nonlinearity in encoding has been shown to occur in several sensory system when stimulus intensities increased to a level where burst were observed in the spike trains (Chacron 2006; Haag and Borst 1997; Marsat and Pollack 2004) . In our data, no bursting occurred, and both the coherence analysis and the covariance analysis showed that linear coding sufficiently explains encoding of stimuli in ampullary receptors. However, preliminary results based on inter spike interval distributions show that at even higher stimulus amplitudes bursting can occur. Future studies thus should address the question if such bursts occur in the ampullary system of mormyrid fishes under natural stimulus conditions and if so, whether bursting spike-trains will convey additional information of behavioral relevance.
The finding that a single (STA-like) feature suffices to describe the spiking is identical to data obtained in catfish (De Weille 1983) but contrasts with data obtained from electrosensory P-units of Apteronotus leptorhynchus (Gussin et al. 2007) as well as studies conducted on coding at low levels in other sensory systems (Brenner et al. 2000; Slee et al. 2005) . In the latter studies, a second eigenvector that resembled the first derivative of the first eigenvector was recovered, although this was not always judged to be of significance for the spiking. The benefit of responding to two features of a stimulus would be the gain in sensitivity to both amplitude and velocity of the signal. This, as noted by Brenner et al. (2000) , could allow downstream neurons to reduce the variance of their response to a given stimulus provided they were able to perform eigenvector decomposition of the input conveyed by primary afferents. Gnathonemus, at the stimulus amplitudes analyzed in this work, would not benefit from the preceding scenario as the second eigenvector always was of low contribution to the spiking. It remains to be investigated what happens at stronger stimulus intensities, e.g., prey items like Daphnia are known to produce fields of Յ0.1 to 1 mV (Freund et al. 2001; Wilkens et al. 2002) . In fact, nonlinear encoding has been suggested to be required for the optimal decoding of strong or spatially diffuse stimuli (Chacron 2006; Marsat and Pollack 2004) . Further experiments are needed to place our results in reference to stimulus statistics encountered under natural conditions.
It should be noted that the assignment of meaning to the features recovered with the covariance analysis is not trivial. For example the eigenvector with the second highest eigenvalue recovered in Apteronotus leptorhynchus is the first derivative of the STA and therefore been assigned to represent neuronal sensitivity to the slope of the input (Gussin et al. 2007 ). However, already the STA and the first eigenvector in these animals are biphasic with both phases being of almost equal amplitudes. Such biphasic kernels should parse the input such that the output is proportional to the slope of the input (Brenner et al. 2000; Theunissen et al. 1996) . Conse-quently the meaning of the second eigenvector in Apteronotus remains to be determined. In the same way, our own data show some discrepancy between the interpretation of the covariance approach and the more classical analysis based on sinusoidal stimulation. The latter revealed that at frequencies Ͻ10 Hz receptors respond to a time-weighted mix of amplitude and slope. In the covariance analysis, this should be reflected by two eigenvectors: an amplitude filter and a velocity or slope filter. However, we only found a single eigenvector that, based on the phase decomposition, is best explained as an amplitude filter. The discrepancy is due to the high discharge rate of ampullary afferents and their sensitivity to low frequencies, which leads to multiple spikes per timescale of the stimulus. Thus neither the STA nor the covariance approaches can reveal the expected filters. Rather on this time scale, the feature selectivity can only be determined based on rate-code based methods, showing that rate coding will be most efficient in the low frequency range.
Convergence of peripheral input
Our data on the integration of two simultaneously recorded spike-trains indicate that animals could benefit from convergence of several afferents at the brain stem level (ELL). Indeed our results show significantly increased mutual information rates and coding fractions when spike trains of two receptors are considered even if the half-width of SNR functions was unchanged. The data addressing the convergence of afferents innervating receptors situated on opposite sides of the animal showed that also in this case signal reconstruction is significantly enhanced. A possible substrate for the integration of the inputs of both sides of an animal are interzonal projections within the ELL, which provide a homotopic connection between the left and right ventrolateral zone of the ELL (Bell et al. 1981) . Importantly, correlation between individual afferents was low both for spontaneous recordings and under stimulus conditions. Improved decoding by integrating multiple inputs can only occur if synchrony in converging spike trains is low.
A second potential form of integration of several afferents would be convergent innervation of ampullary receptors by several fibers; this was shown to sharpen and enhance the tuning and sensitivity in a nonelectrogenic catfish (Peters et al. 1997) . However, neither anatomical (Bacelo et al. 2008 ) nor physiological (e.g., the low synchronization of paired recordings) proof for such innervations was found in Gnathonemus.
Based on the mean coding fraction (33%) determined at a cut-off frequency of 30 Hz for single afferents, we estimated that to extract the stimulus at 90% precision, integration of roughly 50 afferents {n ϭ [(1 Ϫ 0.33)/0.1] 2 ϭ 45} will suffice. For this assumption, however, the spike trains need to be independent. At the stimulus intensities used in our study, the high degree of variability between simultaneously recorded spike trains indicates that this assumption can be made. To which degree convergence, especially between the two sides of the animals' body, is actually exploited within the ELL remains to be investigated.
