Supplementary Methods
1.1 DNA preparation. The concentration of each DNA strand was determined by measuring the optical density using a Cary 300 Bio UV-Vis spectrophotometer, with extinction coefficients of 171700, 152500, 176600 and 162500 M −1 cm −1 at 260 nm for unlabeled upper, unlabeled lower, Cy3-labeled upper, and Cy5-labeled lower strands, respectively, as provided by IDT. To determine the fraction of labeled DNA, Cy3 and Cy5 concentrations were also determined in the labeled single-stranded samples by measuring the absorbance of Cy3 (extinction coefficient of 136000 M −1 cm −1 at 550 nm) and Cy5 (extinction coefficient of 250000 M −1 cm −1 at 648 nm), respectively. These concentrations were then compared with the concentrations of each strand obtained from measurements at 260 nm. The extent of labeling determined in this way was 94% and 96% for Cy3-and Cy5-labeled strands, respectively. Equimolar concentrations of the upper and lower strands (500 µM each) were mixed together in an annealing buffer (20 mM Tris-HCl, pH 8.0, 500 mM NaCl) to form duplex DNA with final NaCl concentration of 100mM in the solution.
Protein preparation.
The protein samples, prepared at high concentrations (>200 µM) in storage buffer (20 mM HEPES pH 7.5, 100 mM KCl, 1 mM EDTA, 1 mM TCEP, and 5% glycerol), were separated into small aliquots and stored at −80 °C until further use. As needed, a frozen protein aliquot was subject to the following refolding protocol. An aliquot was thawed at room temperature, then placed at 70 ˚C for 5 min, followed by a room temperature incubation for 55 min. The refolded protein was then placed on ice for same day use.
Analysis of electrophoretic gel mobility shift assays.
For a given equilibrium dissociation constant KD and total concentrations of protein and duplex DNA, P0 and D0, respectively, the concentration of complex (assuming 1:1 binding) is given by:
Therefore, the fraction of duplex DNA that is in complex is given by = 0 and the fraction of DNA free in solution is given by = 1 − . Estimation of both the dissociation constant, KD, and unknown active concentration of yNhp6A was accomplished by fitting the experimental values of as a function of known DNA concentration D0 to Eq. S1. Gel images were inspected to determine conditions where 1:1 protein:DNA complexes predominated relative to higher-order complexes (Supplementary Figure S3 ).
Biolayer interferometry.
Equilibrium dissociation constants for yNhp6A binding to biotinylated (B) annealed complementary DNA oligonucleotides 5'-TG2CGACG2CAGCGAG2C, and 5'-GC2TCGCTGC2GTCGC2A-B were most accurately estimated as a function of monovalent salt concentration by measuring protein concentration-dependent secondorder on-rates and protein concentration-independent first-order off-rate kinetics determined by biolayer interferometry (FortéBIO Octet RED96 instrument; Supplementary Figure S4 ). Binding experiments were performed in black 96-well plates (Nunc) at 25 ˚C in buffer containing 10 mM HEPES pH 7.5, 1 mM MgCl2, 7.5% glycerol, 1 mM DTT, 0.24 mg/mL BSA, 0.02% Tween, and the indicated concentration of NaCl. Total working volume was 200 uL with constant agitation at 600 rpm. The same 18-bp duplex used for electrophoretic gel mobility shift assay and other studies was used for BLI analysis, with the addition of a 3' biotin on the bottom strand of the duplex. Biotinylated duplex DNA (200 nM), was captured on pre-immobilized streptavidin Dip-and-Read sensor tips (18-0009, ForteBio). Immobilized duplex DNA sensor tips were then incubated in solutions containing different [yNhp6A] and the yNhp6A association rate was measured over 400 s. Sensor tips were then transferred to an initial buffer solution lacking yNhp6A and complex dissociation was monitored over an additional 400 s. Data sets were normalized and analyzed using both global 1:1 fit and steady-state fit models over all concentrations using Octet software (Version 6.4, ForteBio) to determine KD.
Circular dichroism measurements.
The thermal stability of the yNhp6A protein was measured in the absence and presence of DNA, using far-UV circular dichroism (CD) measurements at 222 nm, in the temperature range 15−80 °C. Measurements were performed on a Jasco J-810 CD spectrometer. First, CD measurements were carried out for 10 µM yNhp6A alone, at 100 mM, 200 mM, and 300 mM NaCl. The thermal unfolding profiles were analyzed in terms of a two-state van't Hoff transition with linear upper and lower baselines using the following equation:
where ( ) is the measured CD signal, ( ) and ( ) are the lower and upper baselines, respectively, parameterized as straight lines, and is the fraction of unfolded molecules, written in terms of the van't Hoff parameters as:
In Eq. S3, Δ is the van't Hoff enthalpy change for the unfolding transition, and the corresponding melting temperature. The fraction of unfolded molecules as a function of temperature obtained from the van't Hoff analysis are shown in Supplementary Figure S6 .
Next, the CD measurements were performed in the presence of unlabeled 18-mer DNA used in this study. The DNA concentration was chosen to be in excess of the protein concentration, to ensure that every protein molecule had a DNA bound. Measurements were done with 10 µM yNhp6A and DNA concentrations 12.5 µM, 15 µM, and 25 µM at 100 mM NaCl, 25 µM and 30 µM at 200 mM NaCl, and 30 µM and 35 µM at 300 mM NaCl. The DNA contribution to the measured CD signal was negligible (e.g. the CD signal for 12.5 µM DNA at 222 nm was 0.97 mdeg at 20 °C compared with −14 mdeg for the yNhp6A-DNA complex and was weakly dependent on temperature, decreasing to 0.17 mdeg at 80 °C).
The melting profiles obtained from the CD measurements for the protein and the complex were found to be reversible after heating up to at least 80 °C, as shown in Supplementary Figure S7. 1.6 Equilibrium FRET and acceptor ratio measurements. Steady-state fluorescence experiments were performed on a Fluoromax4 spectrofluorimeter (HORIBA Scientific). Most fluorescence measurements were performed with samples loaded in a 12-µL quartz cuvette (Hellma Analytics), with pathlengths of 1.5 mm in both the excitation and the emission directions. The temperature of the sample chamber was controlled by a Newport model 350B temperature controller unit, and a minimum of 4 min equilibration time was allowed before any measurement. For each sample with Cy3-Cy5 labeled DNA, the donor (Cy3) fluorophore was excited at 510 nm, and the emission spectra were collected from 530 nm to 800 nm. Cy3 was intentionally excited at the blue end (510 nm) with respect to its absorption maximum at 550 nm, to reduce the Cy5 absorption. On the same sample, the acceptor (Cy5) emission spectrum was also collected from 650 nm to 800 nm with direct excitation of Cy5 at 645 nm. For FRET efficiency measurements, a donor-only (Cy3-labeled) sample was prepared at the same concentration as the Cy3-Cy5 labeled sample, and the emission spectra with excitation at 510 nm were collected under identical spectrometer settings as for the Cy3-Cy5 labeled samples. The FRET efficiency (E) between Cy3 and Cy5 labels for a given sample was computed using the donor method: E = 1 − , where ( ) is the donor intensity of that sample in the absence (presence) of the acceptor, and was obtained by computing the area under the donor emission spectra, from 550 nm to 570 nm.
The acceptor ratio (ϒ) for each sample and at each condition was determined from the measured spectra as follows. A normalized emission spectrum of a Cy3-only labeled duplex prepared under identical experimental conditions, and excited at 510 nm, was subtracted from the Cy3-Cy5 double labeled emission spectrum, also excited at 510 nm, to isolate the acceptor (Cy5) emission in the double-labeled samples that results from FRET. The area under this corrected acceptor emission spectrum, from 660 nm to 800 nm (denoted as , ) was divided by the area under the directly excited emission spectrum, excited at 645 nm, also integrated from 660 nm to 800 nm (denoted as , ) to obtain the experimentally measured acceptor ratio, ϒ = , / , .
We note here that the acceptor ratio as obtained above appears to depend on the concentration of the labeled-DNA in our samples. This apparent concentration dependence arises as a result of the so-called inner-filter effect (1,2), and is due to the absorption of some of the incident light before it reaches the point in the sample from which the bulk of the fluorescence is collected, and because the extent of absorption is different at the wavelength where the donor is excited ( = 510 nm) and the wavelength at which the acceptor is excited ( = 645 nm) because of the difference in optical densities (OD) at the two wavelengths in the direction of the excitation. Here, we corrected for this effect, to first order, by multiplying the measured emission intensities , ( , ) after excitation at ( ) by a scale factor 10 OD( )/2 (10 OD( )/2 ), where the OD was divided by 2 in the exponent of the scale factor because we made a simple assumption that most of the fluorescence is collected from a location in the cuvette that is half-way along the path of the excitation beam through the sample. With this correction, the acceptor ratio ϒ was computed from ϒ as follows:
where ΔOD = OD( ) − OD( ). The optical densities at the two wavelengths at any given temperature were computed using the expected concentrations in each of the samples, from the sample preparation protocol, and extinction coefficients computed at the two wavelengths at a given temperature T: ( , ) at the donor excitation wavelength and ( , ) at the acceptor excitation wavelength , as follows:
where OD( , , ) is the measured optical density of the sample from absorbance experiments, , is the known extinction coefficient at the maximum of the absorbance spectrum (136,000 M −1 cm −1 at = 550 nm for donor Cy3 and 250,000 M −1 cm −1 at = 648 nm for acceptor Cy5, both measured at 20 °C, as provided by IDT (Integrated DNA Technologies, Inc.). The absorbance measurements were done using Cary 300 Bio (Agilent) UV-Vis spectrophotometer. From Eq. S5, the extinction coefficients were estimated to be 71,084 M −1 cm −1 at 510 nm and 246,212 M −1 cm −1 at 645 nm, at 20 °C. Figure S2 , which shows the measured and corrected ϒ and ϒ values, respectively, as a function of ΔOD in our samples, this simple correction described above accounts for most of the observed concentration dependence in the measured acceptor ratio. However, the correction is not perfect, in part because of our simplistic assumption that all the fluorescence is collected from the midpoint along the excitation direction. Therefore, measurements carried out at different concentrations were further adjusted to take into account any lingering discrepancies from this inner-filter effect, by normalizing the higher (20 µM) DNA concentration measurements to match the acceptor ratio values obtained at the lower (5 µM) DNA concentrations used in the binding isotherm studies, described below in Supplementary Methods 1.8, at identical temperature and protein:DNA ratio conditions. For measurements of acceptor ratio versus temperature (Figure 4 ), the individual temperature scans were first normalized to match the corresponding 20 °C value obtained from the binding isotherms (Supplementary Figure S5) . The errors shown in the acceptor ratio versus temperature plots are the compounded errors, calculated as� 2 + 2 (20 °C), where represents the standard error measured at each temperature from deviations from the average of two or more temperature scans, after the above normalization, and (20 °C) represents the standard error from the binding isotherms.
As illustrated in Supplementary

Equilibrium anisotropy measurements.
Steady-state anisotropy (r) measurements were performed on acceptor-only (Cy5-labeled) samples as a function of temperature. At each temperature, the emission intensities for the parallel ( ∥ ) and perpendicular ( ⊥ ) orientations were collected at 668 nm for an integration time of 0.1 s, with excitation at 645 nm, and the data were processed using a custom program to obtain anisotropy values, defined as:
. For each sample, the errors in the measured anisotropy were computed as standard deviations from the average of five consecutive measurements at each temperature. These intrinsic errors are denoted as . Each temperature scan was done at least twice with a fresh sample. As in the acceptor ratio measurements, we observed a dependence of the measured anisotropy on the concentration of the samples, which we ascribed to an apparent inner-filter effect, although a correction for this effect similar to Eq. S4 is not readily apparent. We therefore empirically corrected for this effect by normalizing each of the anisotropy versus temperature measurements at the higher (20 µM) DNA concentration to match the average value of the anisotropy at 20 °C obtained from the binding isotherms, measured at lower (5 µM) DNA concentration (Supplementary Figure  S10) . The standard error measured at each temperature from the average of these two independent scans, after the normalization, are denoted as as in the acceptor ratio measurements. The errors shown in the anisotropy versus temperature plots are the compounded errors, calculated as� 2 + 2 + 2 (20 °C), where (20 °C) represents the standard error at the 20 °C measurement from the binding isotherms.
Binding isotherms from acceptor ratio (ϒ) and anisotropy (r) measurements.
Equilibrium binding studies on the yNhp6A-DNA complex were performed at 20˚C, for three different salt concentrations: 100 mM, 200 mM and 300 mM NaCl. Several samples at each [salt] were prepared with a fixed (5 µM) DNA concentration and then titrated with increasing concentrations of yNhp6A, in the range of 1-21 µM. For each sample, fluorescence emission spectra were collected and the acceptor ratio ϒ was calculated as described above, corrected for the inner-filter effect (Eq. S4 Figure S5) . Similar binding isotherms were also measured using anisotropy of Cy5-labeled DNA as a probe, at 100 and 200 mM NaCl (Supplementary Figure S10 ).
The labeled DNA was assumed to be in two states, either free (with acceptor ratio value ϒD or anisotropy ) or in complex with protein (with acceptor ratio value ϒC and anisotropy ) and the binding isotherms at each [salt] were expressed in terms of the fractions of free and complexed DNA as:
with the concentration in the complex computed as:
In Eq. S7, accounted for the active fraction of protein in the sample, and was varied as a free parameter, in addition to the free parameters ϒ and ϒ (Eq. S6a; Supplementary Figure  S5 ) or and (Eq. S6b; Supplementary Figure S10 ). The dissociation constant in these fits was fixed at the values determined from the gel-shift assays.
1.9 Global modeling of steady state anisotropy measurements. The temperature dependencies of the anisotropies of single-stranded DNA ( , ), duplex DNA ( , ), and yNhp6A-DNA complex ( , ) measured at each salt condition were analyzed simultaneously, in a self-consistent manner, to estimate the fraction in complex as a function of temperature. We assumed a minimal model in which DNA in the complex samples was assumed to be either free or bound, and further assumed that free DNA could melt, as illustrated below:
where 1 and 2 were the concentrations of the separated single strands, assumed to be equimolar ( 1 = 2). Thus, the anisotropy measurements on the complex ( , ) were assumed to have contributions from three species: the fraction of DNA in complex ( ), the fraction of free DNA in duplex form ( ), and the fraction of free DNA melted into singlestrands ( ), as follows:
where ( ), ( ), and ( ) described the temperature dependencies of the intrinsic anisotropies for the complex, duplex, and single-stranded DNA, respectively.
The fraction in complex at each temperature was computed from Eq. S7, with P0 and D0 as the total protein and DNA concentrations, respectively, and C as the equilibrium concentration of complex. The active protein fraction was constrained to be within 20% of 0.93 for both 100 mM and 200 mM NaCl, as determined from the fits to the acceptor ratio titration curves (Supplementary Figure S5) . The temperature dependence of the complex dissociation constant ( ) was parameterized as follows:
where ∆ , the change in enthalpy for dissociation of the complex was a free parameter, and 0 ( 0 ), the complex dissociation constant at a reference temperature 0 , was constrained to be within a factor of 10 of the values obtained from the gel-shift assays at 0 = 25 °C (Supplementary Figure S4) .
To obtain the fraction in duplex, we defined = 0 − as the concentration of free DNA (i.e. DNA not in the complex). This free DNA was assumed to be either in the duplex form, denoted by D or in the single-stranded form, denoted by = − , and the concentration of D at each temperature was computed using the following equation that characterized the melting of the free duplex:
In Eq. S11, the dissociation constant for duplex melting, , was parameterized as a function of temperature, as follows:
using two free parameters: ∆ , the change in enthalpy for DNA melting and 0 ( 0 ), the melting constant at a reference temperature 0 , which was chosen to be 75 °C.
Combining Eqs. S9-S12, we described the temperature dependence of the experimentally measured anisotropy of yNhp6A-DNA complex as:
Similarly, the anisotropy measurements on DNA-only samples were assumed to have contributions from intact (duplex) DNA and from melted single-stranded DNA, as follows:
with ( ) in Eq. S14 computed from:
and parameterized as in Eq. S12.
The anisotropy measurements on single-stranded DNA , ( ) were assigned as the intrinsic anisotropy ( ), which was found to decrease with temperature and was parameterized as a stretched exponential decaying to a limiting value at very high temperatures, as follows:
In Eq. S16, there are four free parameters: , the anisotropy at a reference temperature 0, = 20 °C, , the limiting anisotropy at high temperatures, and characterizing the temperature dependence. The intrinsic anisotropy in the duplex state ( ) and complex state ( ) were also parameterized using functions analogous to Eq. S16, with 0 � 0, � and 0 � 0, � constrained to be within 20% of the duplex and complex anisotropy ( and , respectively) obtained from the binding isotherms measured at 20 °C (Supplementary Figure S10) , while , , , , , and were free parameters. We note here that the value used to constrain 0 � 0, � in the modeling was chosen to be 0.289 as measured under 200 mM salt conditions, because the value of 0.305 measured experimentally at 100 mM salt reflects complexes with more than one protein bound.
To summarize, the experimentally measured anisotropies: , ( ), , ( ), and , ( ) at each salt condition, were fitted simultaneously using Eqs. S13, S14, and S16, with the fraction in complex computed from Eqs. S7 and S10, and the fraction in duplex computed from Eqs. S11 and S12 (for measurements on the complex) or Eqs. S15 and S12 (for measurements on DNA-only). The free parameters were ∆ (in Eq. S10), 0 and ∆ (in Eq. S12), and 10 additional parameters needed to describe the temperature dependencies of the intrinsic anisotropies: ( ), ( ), and ( ).
Laser temperature-jump spectrometer.
The home-built laser T-jump spectrometer (3-5) uses 10-ns infrared (IR) laser pulses at 1550 nm, generated by Raman shifting the 1064 nm pulses from the output of an Nd:YAG laser, which are focused to ~1 mm spot size onto a 2-mm wide sample cuvette of path length 0.5 mm. Each laser pulse (~40 mJ/pulse at the sample position) yields ~5-10 °C T-jump at the center of the heated volume. A continuous wave (cw) output from a 530 nm Crystal Laser (500 mW) was used as a probe source for exciting the donor (Cy3), and was focused to a ~100 µm spot in the middle of the heated volume (3). To avoid photobleaching of the sample, the power of the probe laser at the sample position was kept ~30 µW. Fluorescence emission intensities of the acceptor (Cy5) were filtered with a 40 nm bandpass filter centered at 692 nm (Brightline FF01-692/40-25, Semrock, Rochester, NY) and collected perpendicular to the excitation direction using a Hamamatsu R928 photomultiplier tube, and a 500 MHz transient digitizer (Tektronix, DPO4054B, Beaverton, OR). For each experiment, we measured relaxation traces over multiple time scales to improve time resolution in the kinetic profile for each temperature. For each individual time scale, 512 traces were averaged after digitization of 10 6 data points for each trace. The time interval between subsequent laser pulses was kept at 1 s, to allow sufficient time for the temperature of the heated volume to decay back to that of the surrounding sample holder (maintained at the initial temperature by a water bath circulator) before the arrival of the next laser pulse. To obtain a full recovery time, traces were measured for up to 320 ms, with time resolution of 320 ns per point. For relaxation kinetics measurements at 100 mM NaCl, kinetics traces were collected over three time windows: 0.64 ms, 8 ms, and 80 ms, with time resolution of 0.64 ns, 8 ns, and 80 ns, respectively; for 200mM NaCl, the kinetic traces were collected at two time windows: 1.6 ms and 80 ms, with time resolution of 1.6 ns and 80 ns, respectively. Kinetic traces thus collected were analyzed as described below.
Analysis of T-jump kinetics traces.
Data acquired below ~20 µs were discarded to avoid any artifact from scattering of IR light and the number of data points was then reduced from 10 6 by averaging. Data acquired in the short time-scale were reduced to 2,000 points by linearly averaging 500 points together. Data in the long time-scale were reduced to 10,000 points by linearly averaging 100 points. The data sets were combined together to cover the time range ~20 µs to 80 ms, as described previously (6) . These combined traces were used for all subsequent analyses, as described below.
Analysis of T-jump recovery kinetics:
The characteristic decay curves that best describe the recovery of the T-jump back to the initial temperature were obtained from measurements on control (Cy3-Cy5 labeled DNA only) samples under conditions where we do not expect to see any DNA melting kinetics (e.g. at final temperatures below 70 °C). To obtain a complete profile of the T-jump recovery kinetics, measurements were performed over a time-window up to about 320 ms. A typical recovery profile is shown in Supplementary Figure S15A , which was fitted to the following "T-jump recovery" function:
Here (0 + ) is the initial intensity measured immediately after T-jump, (0 − ) is the intensity prior to the T-jump and is a characteristic rate constant for the recovery of the temperature of the heated volume of the sample back to the initial temperature. The parameters varied to obtain the best fit to the T-jump recovery traces are (0 + ) and . (0 − ) is determined from the average of the measured intensities prior to the arrival of the infrared heating pulse. The recovery time constants = −1 measured on control samples over a range of initial and final temperatures are shown in Supplementary Figure  S15B , and range from 170 − 220 ms, with an average value of 183 ± 6 ms.
Single-exponential relaxation kinetics convoluted with T-jump recovery:
Relaxation kinetics traces I(t), measured as a function of time after the T-jump, were also analyzed in terms of a single-exponential decay with relaxation rate k. The overall decay curve was convoluted with the recovery of the acceptor intensity back to the pre-laser levels characteristic of the initial temperature. The fitting function for the relaxation traces was written as:
where (0 + ), (0 − ) and are as described above, k is the relaxation rate, and (∞) is the intensity at the end of the observed relaxation process, at ≫ −1 . ( (∞) is the intensity levels that would be reached at long times, in the hypothetical case that = 0, as shown in Figure 7 of the main text). A typical kinetics traces that is well described by single-exponential decay function convoluted with T-jump recovery is shown in Figure 7 of the main text and also in Supplementary Figure S16 . The parameters varied to obtain the best fit are (0 + ), (∞), , and k. The relative amplitudes for each of the relaxation traces, normalized against the size of the T-jump, were obtained from the discrete exponential fits as: ) and after (B, ) correction for the inner-filter effect, as described in Supplementary Methods 1.6. In these measurements, the DNA sample concentrations ranged from 0.3 to 5 µM and the path length of the sample cuvette was 1 cm in the direction of excitation. / ) are plotted versus temperature. The melting temperatures obtained from the fits to the melting profiles, as described in Supplementary Methods 1.5, are 41.7 ± 1.5 ℃ for yNhp6A (averaged over all three salt concentrations), and 66.1 ± 0.7 ℃ in 100 mM NaCl, 54.4 ± 1.0 ℃ in 200 mM NaCl, and 48.2 ± 0.1 ℃ in 300 mM NaCl for yNhp6A-DNA complexes. Figure 5C ,D of the main text, together with a fit to the data using two Gaussians plus an overall offset. Data and fits are shown for (A) 100 mM NaCl and (B) 200 mM NaCl. The first Gaussian is attributed to complex dissociation and the second Gaussian to duplex melting. The first Gaussian from each panel, denoted as / , is reproduced in Figure 6 of the main text. Figure 7 of the main text. In each panel, the continuous red line is a fit to the single-exponential decay function convoluted with the T-jump recovery (Eq. S18); the cyan line is the corresponding fit to only the T-jump recovery function (Eq. S17). (C-F) Residuals from single-exponential fits are plotted in (C,D) and those from T-jump recovery alone are plotted in (E,F).
