Mean-Field Doubly Reflected Backward Stochastic Differential Equations by Chen, Yinggu et al.
ar
X
iv
:2
00
7.
04
59
8v
1 
 [m
ath
.PR
]  
9 J
ul 
20
20
MEAN-FIELD DOUBLY REFLECTED BACKWARD STOCHASTIC DIFFERENTIAL
EQUATIONS
YINGGU CHEN, SAID HAMADE`NE AND TINGSHU MU
ABSTRACT. We study mean-field doubly reflected BSDEs. Using the fixed point method, we show
existence and uniqueness of the solution when the data which define the BSDE are p-integrable with
p = 1 or p > 1. The two cases are treated separately.
CONTENTS
1. Introduction 1
2. Notations and formulation of the problems 2
2.1. Notations 2
2.2. The class of doubly reflected BSDEs 3
2.3. Assumptions on ( f , ξ, h, g) 3
3. Existence and Uniqueness of a Solution of the Doubly Reflected BSDE of Mean-Field
type 4
3.1. The case p > 1 4
3.2. The case p=1 9
References 12
1. INTRODUCTION
In this paper we are concerned with the problem of existence and uniqueness of a solution of
the doubly reflected BSDE of the following type:

Yt = ξ +
∫ T
t
f (s,Ys,E[Ys])ds+ K
+
T − K
+
t − K
−
T + K
−
t −
∫ T
t
ZsdBs, 0 ≤ t ≤ T;
h(Yt,E[Yt]) ≤ Yt ≤ g(Yt,E[Yt]), ∀t ∈ [0, T];∫ T
0
(Ys − h(Ys,E[Ys]))dK
+
s =
∫ T
0
(Ys − g(Ys,E[Ys]))dK
−
s = 0 (K
± are increasing processes ).
(1.1)
It is said associated with the quadruple ( f , ξ, h, g). Those BSDEs are of mean-field type because
the generator f and the barriers h and g depend on the law of Yt through its expectation. For
simplicity reasons we stick to this framework, however it can be generalized (see Remark 3.5).
Since the introduction by Lasry and Lions [12] of the general mathematical modeling approach
for high-dimensional systems of evolution equations corresponding to a large number of ”agents”
(the mean-field model), the interest to the mean-field models grows steadily in connection with
several applications. Later standard mean-field BSDEs have been introduced in [2]. Since then,
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there have been several papers on mean-field BSDEs including ([3, 4, 1, 8, 15, 5, 17, 16], etc) in rela-
tion with several fields and motivations in mathematics and economics, such stochastic control,
games, mathematical finance, utility of an agent inside an economy, PDEs, actuaries, etc.
Mean-field one barrier reflected BSDEs have been considered first in the paper [15]. This latter
generalizes the work in [3] to the reflected framework. Later Briand et al. [1] have considered
another type of one barrier mean-field reflected BSDEs. Actually in [1], the reflection of the com-
ponentY of the solution holds in expectation. They show existence and uniqueness of the solution
when the increasing process, which makes the constraint on Y satisfied, is deterministic. Other-
wise the solution is not necessarily unique. The main motivation is the assesment of the risk of a
position in a financial market.
In [8], Djehiche et al. consider the above problem (1.1) when there is only one reflecting bar-
rier (e.g. take g ≡ +∞). The authors show existence and uniqueness of the solution in several
contexts of integrability of the data ( f , ξ, h). The methods are the usual ones: Fixed point and
penalization. Those methods do not allow for the same framework. For example, the fixed point
method does not allow generators which depend on z while the penalization does at the price of
some additional regularity properties which are not required by the use of the first method. The
main motivation for considering such a problem comes from the assesment of the prospective
reserve of a representative contract in life-insurance.
In this paper we consider the extension of the framework of [8] to the case of two reflecting
barriers. We show existence and uniqueness of a solution of (1.1), by the fixed point method. We
deal with the case when the data of the problem are only integrable or p-integrable with p > 1.
Those cases are treated separalety because one cannot deduce one of them from the other one.
The paper is organized as follows: In Section 2, we fix the notations and the frameworks. In
Section 3, we deal with the case when p > 1 and finally with the case p = 1.
2. NOTATIONS AND FORMULATION OF THE PROBLEMS
2.1. Notations. Let T be a fixed positive constant. Let (Ω,F ,P) denote a complete probability
space with B = (Bt)t∈[0,T] a d-dimensional Brownian motion whose natural filtration is (F
0
t :=
σ{Bs, s ≤ t})0≤t≤T. We denote by F = (Ft)0≤t≤T the completed filtration of (F
0
t )0≤t≤T with the
P-null sets of F , then it satisfies the usual conditions. On the other hand, let P be the σ-algebra
on [0, T]×Ω of the F-progressively measurable sets.
For p ≥ 1 and 0 ≤ s0 < t0 ≤ T, we define the following spaces:
• Lp := {ξ : FT −measurable radom variable s.t. E[|ξ|
p] < ∞};
• Hmloc := {(zt)t∈[0,T] : P −measurable process and R
m−valued s.t. P− a.s.
∫ T
0 |zs(ω)|
2ds <
∞}; z¯ ∈ Hmloc([s0, t0]) if z¯r = zr1[s0,t0](r), dr⊗ dP-a.e. with z ∈ H
m
loc.
• S p := {(yt)t∈[0,T] : continuous and P-measurable process s.t. E[supt∈[0,T] |yt|
p] < ∞};
S p([s0, t0]) is the space S
p reduced to the interval [s0, t0]. If y ∈ S
p([s0, t0]), we denote by
‖y‖S pc ([s0,t0])
:= {E[sups0≤u≤t0 |yu|
p]}1/p.
• A := {(kt)t∈[0,T] : continuous, P-measurable and non-decreasing process s.t. k0 = 0};
A([s0, t0]) is the space A reduced to the interval [s0, t0] (with ks0 = 0);
• Tt := {τ,F− stopping time s.t. P− a.s.τ ≥ t};
• D := {(φ)t∈[0,T] : F− adapted, R−valued continuous process s.t. ‖φ‖1 = supτ∈T0 E[|yτ|] <
∞}. Note that the normed space (D, ‖.‖1) is complete (e.g. [7], pp.90). We denote by
(D([s0, t0]), ‖.‖1), the restriction of D to the time interval [s0, t0]. It is a complete metric
space when endowed with the norm ‖.‖1 on [s0, t0], i.e.,
‖X‖1,[s0,t0] := sup
τ∈T0, s0≤τ≤t0
E[|Xτ|] < ∞.
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2.2. The class of doubly reflected BSDEs. In this paper we aim at finding P-measurable pro-
cesses (Y,Z,K+,K−) solution of the doubly reflected BSDE of mean-field type associated with
the generator f (t,ω, y, y′), the terminal condition ξ, the lower barrier h(y, y′), and the upper bar-
rier g(y, y′), in the cases p > 1 and p = 1 respectively. The two cases should be considered
separately since one cannot deduce one case from another one. So to begin with, let us make
precise the definitions.
Definition 2.1. We say that the quaternary of P-measurable processes (Yt,Zt,K
+
t ,K
−
t )t≤T is a solution
of the mean-field reflected BSDE associated with ( f , ξ, h, g) if :
Case: p > 1

Y ∈ S
p
c , Z ∈ H
d
loc and K
+,K− ∈ A;
Yt = ξ +
∫ T
t
f (s,Ys,E[Ys])ds+ K
+
T − K
+
t − K
−
T + K
−
t −
∫ T
t
ZsdBs, 0 ≤ t ≤ T;
h(Yt,E[Yt]) ≤ Yt ≤ g(Yt,E[Yt]), ∀t ∈ [0, T];∫ T
0
(Ys − h(Ys,E[Ys]))dK
+
s =
∫ T
0
(Ys − g(Ys,E[Ys]))dK
−
s = 0.
(2.1)
Case: p = 1,

Y ∈ D, Z ∈ Hdloc and K
+,K− ∈ A;
Yt = ξ +
∫ T
t
f (s,Ys,E[Ys])ds+ K
+
T − K
+
t − K
−
T + K
−
t −
∫ T
t
ZsdBs, 0 ≤ t ≤ T;
h(Yt,E[Yt]) ≤ Yt ≤ g(Yt,E[Yt]), ∀t ∈ [0, T];∫ T
0
(Ys − h(Ys,E[Ys]))dK
+
s =
∫ T
0
(Ys − g(Ys,E[Ys]))dK
−
s = 0.
(2.2)
2.3. Assumptions on ( f , ξ, h, g).
We now make precise the requirements on the items ( f , ξ, h, g) which define the two reflecting
barriers backward stochastic differential equation of mean-field type.
Assumption (A1):
(i) The coefficients f , h, g and ξ satisfy:
(a) the process ( f (t, 0, 0))t≤T is P- measurable and such that
∫ T
0 | f (t, 0, 0)|dt ∈ L
p(dP);
(b) f is Lipschitz w.r.t (y, y′) uniformly in(t,ω), i.e., there exists a positive constant C f such
that P- a.s. for all t ∈ [0, T], y1, y
′
1, y2 and y
′
2 elements of R,
| f (t,ω, y1, y
′
1)− f (t,ω, y2, y
′
2)| ≤ C f (|y1 − y
′
1|+ |y2 − y
′
2|). (2.3)
(ii) h and g are mappings from R2 into R which satisfy:
(a) h and g are Lipschitz w.r.t. (y, y′) i.e., there exist pairs of positive constants (γ1, γ2),
(β1, β2) such that for any x, x
′, y and y′ ∈ R,
|h(x, x′)− h(y, y′)| ≤ γ1|x− y|+ γ2|x
′ − y′|,
|g(x, x′)− g(y, y′)| ≤ β1|x− y|+ β2|x
′ − y′|.
(2.4)
(b) h(x, x′) < g(x, x′), for any x, x′ ∈ R;
(iii) ξ is an FT- measurable, R-valued r.v., E[ξ
p] < ∞ and satisfies h(ξ,E[ξ]) ≤ ξ ≤ g(ξ,E[ξ]).
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3. EXISTENCE AND UNIQUENESS OF A SOLUTION OF THE DOUBLY REFLECTED BSDE OF
MEAN-FIELD TYPE
Let Y = (Yt)t≤T be an R-valued, P-measurable process and Φ the mapping that associates to
Y the following process (Φ(Y)t)t≤T: ∀t ≤ T,
Φ(Y)t : = ess sup
τ≥t
ess inf
σ≥t
E{
∫ σ∧τ
t
f (s,Ys,E[Ys])ds+ g(Yσ,E[Yt]t=σ)1{σ<τ}
+ h(Yτ,E[Yt]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}|Ft}.
For the well-posedness of Φ(Y) one can see e.g. [13], Theorem 7.
The following result is related to some properties of Φ(Y).
Lemma 3.1. Assume that assumptions (A1) are satisfied for p = 1 and Y ∈ D. Then the process Φ(Y)
belongs to D. Moreover there exist processes (Zt)t≤T and (A
±
t )t≤T such that:

Z ∈ Hmloc; A
± ∈ A;
Φ(Y)t = ξ +
∫ T
t f (s,Ys,E[Ys])ds+A
+
T −A
+
t −A
−
T +A
−
t −
∫ T
t ZsdBs, t ≤ T;
h(Yt,E[Yt]) ≤ Φ(Y)t ≤ g(Yt,E[Yt]), t ≤ T;∫ T
0 (Φ(Y)t − h(Yt,E[Yt])dA
+
t =
∫ T
0 (Φ(Y)t − g(Yt,E[Yt])dA
−
t = 0.
(3.1)
Proof. First note that since Y ∈ D and g, h are Lipschitz then the processes (h(Yt,E[Yt]))t≤T and
(g(Yt,E[Yt]))t≤T belong also to D. Next as h < g then, using a result by [11], Theorem 4.1 or [18],
Theorem 3.1, there exist P-measurable processes (Yt)t≤T, (Zt)t≤T and (A
±
t )t≤T such that:

Y ∈ D; Z ∈ Hmloc; A
± ∈ A;
Yt = ξ +
∫ T
t f (s,Ys,E[Ys])ds+A
+
T −A
+
t −A
−
T +A
−
t −
∫ T
t ZsdBs, t ≤ T;
h(Yt,E[Yt]) ≤ Yt ≤ g(Yt,E[Yt]), t ≤ T;∫ T
0 (Yt − h(Yt,E[Yt])dA
+
t =
∫ T
0 (Yt − g(Yt,E[Yt])dA
−
t = 0.
Let us point out that in [18], Theorem 3.1, the result is obtained in the discontinuous framework,
namely the obstacles are right continuous with left limits processes. However since in our sit-
uation the processes (h(Yt,E[Yt]))t≤T and (g(Yt,E[Yt]))t≤T are continuous then Y and A
± are
continuous, and the frameworks of [11] and [18] are the same (one can see e.g. [14], pp.60). Fi-
nally the process Y has the following representation as the value of a zero-sum Dynkin game:
∀t ≤ T,
Yt : = ess sup
τ≥t
ess inf
σ≥t
E{
∫ σ∧τ
t
f (s,Ys,E[Ys])ds+ g(Yσ,E[Yt]t=σ)1{σ<τ}
+ h(Yτ,E[Yt]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}|Ft}.
(3.2)
Therefore Y = Φ(Y) and the claim is proved. 
3.1. The case p > 1.
We will first show that Φ is well defined from S p to S p.
Lemma 3.2. Let f , h, g and ξ satisfy Assumption (A1) for some p > 1. If Y ∈ S p then Φ(Y) ∈ S p .
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Proof: Let Y ∈ S p . For σ and τ two stopping times, let us define:
L(τ, σ) =
∫ τ∧σ
0
f (r,Yr ,E[Yr])dr+ g(Yσ,E[Yt]t=σ)1{σ<τ}+ h(Yτ,E[Yt]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}.
Then for any t ≤ T,
Φ(Y)t +
∫ t
0
f (s,Ys,E[Ys])ds = ess sup
τ≥t
ess inf
σ≥t
E[L(τ, σ)|Ft] = ess inf
σ≥t
ess sup
τ≥t
E[L(τ, σ)|Ft].
(3.3)
As pointed out previously when Y belongs to S p with p > 1, then it belongs to D. There-
fore, under assumptions (A1), the process Φ(Y) is continuous. On the other hand, the second
equality in (3.3) is valid since by (A1)-(ii), (a)-(b), h < g and the processes (h(Ys,E[Ys]))s≤T and
(g(Ys,E[Ys]))s≤T belongs to S
p since Y belongs to S p (see e.g. [9] for more details).
Next let us define the martingale M := (Mt)0≤t≤T as follows:
Mt : = E
{∫ T
0
[
| f (s, 0, 0)|+ C f (|Ys|+ E|Ys|)
]
ds+ |g(0, 0)|+ β1 sup
s≤T
|Ys|+ β2 sup
s≤T
E|Ys|
+|h(0, 0)|+ γ1 sup
s≤T
|Ys|+ γ2 sup
s≤T
E|Ys|+ |ξ|
∣∣Ft
}
.
(3.4)
As Y belongs to S p and by (A1)-(1)(a), the term inside the conditional expectation belongs to
Lp(dP). As the filtration F is Brownian then M is continuous and by Doob’s inequality with p > 1
one deduces that M belongs also to S p . Next as f , g and h are Lipschitz, then by a linearization
proccedure of those functions one deduces that:
|E[L(τ, σ)|Ft]| ≤ Mt
for any t ≤ T and any stopping times σ, τ ∈ Tt. Then we obtain
∀t ≤ T,
∣∣∣∣Φ(Y)t + ∫ t
0
f (s,Ys,E[Ys])ds
∣∣∣∣ ≤ Mt.
Therefore,
E{sup
t≤T
|Φ(Y)t|
p} ≤ Cp
{
E
(∫ T
0
| f (s,Ys,E[Ys])|ds
)p
+ E[sup
t≤T
|Mt|
p]
}
where Cp is a positive constant that only depends on p and T. It holds that Φ(Y) ∈ S
p
c since
Y ∈ S
p
c and f is Lipschitz. 
Next we have the following result.
Proposition 3.3. Let Assumption (A1) holds for some p > 1. If γ1, γ2, β1 and β2 satify
(γ1 + γ2 + β1 + β2)
p−1
p
[(
p
p− 1
)p
(γ1 + β1) + (γ2 + β2)
] 1
p
< 1 (3.5)
then there exists δ > 0 depending only on p,C f , γ1, γ2, β1 and β2 such that Φ is a contraction on the time
interval [T − δ, T].
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Proof: Let Y,Y′ ∈ S
p
c . Then, for any t ≤ T, we have,
|Φ(Y)t −Φ(Y
′)t|
= | ess sup
τ≥t
ess inf
σ≥t
{E
[∫ σ∧τ
t
f (s,Ys,E[Ys])ds+ g(Yσ,E[Yt]t=σ)1{σ<τ}
+h(Yτ,E[Yt]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}|Ft
]
} − ess sup
τ≤t
ess inf
σ≤t
{E
[∫ σ∧τ
t
f (s,Y′s ,E[Y
′
s ])ds
+ g(Y′σ,E[Y
′
t ]t=σ)1{σ<τ} +h(Y
′
τ ,E[Y
′
t ]t=τ)1{τ≤σ<T}+ ξ1{τ=σ=T}|Ft
]
}|
≤ ess sup
τ≥t, σ≥t
E
{∫ σ∧τ
t
| f (s,Ys,E[Ys])− f (s,Y
′
s ,E[Y
′
s ])|ds + |g(Yσ,E[Yt]t=σ)
−g(Y′σ,E[Y
′
t ]t=σ)|1{σ<τ}+ |h(Yτ ,E[Yt]t=τ)− h(Y
′
τ,E[Y
′
t ]t=τ)|1{τ≤σ,τ<T}|Ft
}
≤ E
{∫ T
t
| f (s,Ys,E[Ys])− f (s,Y
′
s ,E[Y
′
s ])|ds+ (β1 + γ1) sup
t≤s≤T
|Ys − Y
′
s ||Ft
}
+ (β2 + γ2) sup
t≤s≤T
E[|Ys −Y
′
s |].
(3.6)
Fix now δ > 0 and let t ∈ [T − δ, T]. By the Lipschitz condition of f , (3.6) implies that
|Φ(Y)t −Φ(Y
′)t|
≤ E
[
δC f { sup
T−δ≤s≤T
|Ys −Y
′
s |+ sup
T−δ≤s≤T
E[|Ys −Y
′
s |]} + (β1 + γ1) sup
T−δ≤s≤T
|Ys − Y
′
s |
+(β2 + γ2) sup
T−δ≤s≤T
E[|Ys − Y
′
s |]
∣∣Ft
]
= (δC f + γ1 + β1)E
[
sup
T−δ≤s≤T
|Ys −Y
′
s |
∣∣Ft
]
+ (δC f + γ2 + β2) sup
T−δ≤s≤T
E{|Ys − Y
′
s |}.
(3.7)
As p > 1, thanks to the convexity inequality (ax1 + bx2)
p ≤ (a+ b)p−1(ax
p
1 + bx
p
2 ) holding for
any non-negative real constants a, b, x1 and x2, (3.7) yields
|Φ(Y)t −Φ(Y
′)t|
p ≤ (2δC f + γ1 + γ2 + β1 + β2)
p−1
{
(δC f + γ1 + β1)(
E[ sup
T−δ≤s≤T
|Ys −Y
′
s |
∣∣Ft]
)p
+ (δC f + γ2 + β2)
(
E[ sup
T−δ≤s≤T
|Ys − Y
′
s |]
)p}
.
(3.8)
Next, by taking expectation of the supremum over t ∈ [T − δ, T] on the both hand-sides of (3.8),
we have
E
[
sup
T−δ≤s≤T
|Φ(Y)s −Φ(Y
′)s|
p
]
≤ (2δC f + γ1 + γ2 + β1 + β2)
p−1
{
(δC f + γ1 + β1) E[
(
sup
T−δ≤t≤T
{
E[ sup
T−δ≤s≤T
|Ys −Y
′
s ||Ft]
})p
]
+(δC f + γ2 + β2)
{
E[ sup
T−δ≤s≤T
|Ys − Y
′
s |]
}p}
.
(3.9)
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By applying Doob’s inequality we have:
E[
(
sup
T−δ≤t≤T
{
E[ sup
T−δ≤s≤T
|Ys − Y
′
s ||Ft]
})p
] ≤ (
p
p− 1
)pE
[
sup
T−δ≤s≤T
|Ys − Y
′
s |
p
]
(3.10)
and by Jensen’s one we have also{
E[ sup
T−δ≤s≤T
|Ys − Y
′
s |]
}p
≤ E[ sup
T−δ≤s≤T
|Ys −Y
′
s |
p]. (3.11)
Plug now (3.10) and (3.11) in (3.9) to obtain:
‖Φ(Y)−Φ(Y′)‖S p([T−δ,T]) ≤ Λ(C f , p, γ1, γ2, β1, β2)(δ)‖Y− Y
′‖S p([T−δ,T])
where
Λ(C f , p, γ1, γ2, β1, β2)(δ) = (2δC f + γ1 + γ2 + β1 + β2)
p−1
p
[(
p
p− 1
)p
(δC f + γ1 + β1)
+(δC f + γ2 + β2)
] 1
p
.
Note that (3.5) is just Λ(C f , p, γ1, γ2, β1, β2)(0) < 1. As
limδ→0 Λ(C f , p, γ1, γ2, β1, β2)(δ) = Λ(C f , p, γ1, γ2, β1, β2)(0) < 1. Then there exists δ small
enoughwhich depends only on C f , p, γ1, γ2, β1, β2 and not on ξ nor T such that Λ(C f , p, γ1, γ2, β1, β2)(δ) <
1. It implies that Φ is a contraction on S
p
c ([T − δ, T]). Then there exists a process which belongs
to S
p
c ([T− δ, T]) such that
Yt = Φ(Y)t, ∀t ∈ [T − δ, T]. 
We now show that the mean-field reflected BSDE (2.1) has a unique solution.
Theorem 3.4. Assume that Assumption (A1) holds for some p > 1. If γ1 and γ2 satisfy
(γ1 + γ2 + β1 + β2)
p−1
p
[(
p
p− 1
)p
(γ1 + β1) + (γ2 + β2)
] 1
p
< 1 (3.12)
then the mean-field doubly reflected BSDE (2.1) has a unique solution (Y,Z,K+,K−).
Proof. Let δ be as in Proposition 3.3. Then there exists a process Y ∈ S p([T− δ, T]), which is the
fixed point of Φ in this latter space and verifies: For any t ∈ [T − δ, T],
Yt = ess sup
τ≥t
ess inf
σ≥t
E
{∫ σ∧τ
t
f (s,Ys,E[Ys])ds+ g(Yσ,E[Yt]t=σ)1{σ<τ}
+h(Yτ ,E[Yt]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}|Ft
}
.
Next since ξ ∈ Lp(dP), E[(
∫ T
0 | f (s,ω,Ys,E[Ys])|ds)
p] < ∞, the processes (h(Yt,E[Yt]))T−δ≤t≤T
and (g(Yt,E[Yt]))T−δ≤t≤T belong to S
p([T − δ, T]) since Y is so, and finally since h < g, then
there exist processes Y¯ ∈ S p([T − δ, T]), Z¯ ∈ Hdloc([T− δ, T]) and K¯
± ∈ A([T − δ, T]) (see e.g. [9]
for more details) such that for any t ∈ [T − δ, T], it holds:

Y¯t = ξ +
∫ T
t
f (s,Ys,E[Ys])ds+ K¯
+
T − K¯
+
t − K¯
−
T + K¯
−
t −
∫ T
t
Z¯sdBs;
h(Yt,E[Yt]) ≤ Y¯t ≤ g(Yt,E[Yt]);∫ T
T−δ
(Y¯s − h(Ys,E[Ys]))dK¯
+
s = 0,
∫ T
T−δ
(Y¯s − g(Ys,E[Ys]))dK¯
−
s = 0.
(3.13)
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Therefore the process Y¯ has the following representation: ∀t ∈ [T − δ, T],
Y¯t = ess sup
τ≥t
ess inf
σ≥t
E
{∫ σ∧τ
t
f (s,Ys,E[Ys])ds+ g(Yσ,E[Yt]t=σ)1{σ<τ}
+h(Yτ ,E[Yt]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}|Ft}
}
.
(3.14)
It follows that for any t ∈ [T− δ, T], Yt = Y¯t. Thus (Y, Z¯, K¯±) verifies (2.1) and (3.13) on [T− δ, T],
i.e., for t ∈ [T − δ, T]

Yt = ξ +
∫ T
t
f (s,Ys,E[Ys])ds+ K¯
+
T − K¯
+
t − K¯
−
T + K¯
−
t −
∫ T
t
Z¯sdBs;
h(Yt,E[Yt]) ≤ Yt ≤ g(Yt,E[Yt]);∫ T
T−δ
(Ys − h(Ys,E[Ys]))dK¯
+
s = 0,
∫ T
T−δ
(Ys − g(Ys,E[Ys]))dK¯
−
s = 0.
(3.15)
But δ of Proposition 3.3 does not depend on the terminal condition ξ nor on T, therefore there
exists another processY1 which is a fixed point of Φ in S p([T − 2δ, T− δ])with terminal condition
YT−δ, i.e., for any t ∈ [T − 2δ, T− δ],
Y1t = ess sup
τ∈[t,T−δ]
ess inf
σ∈∈[t,T−δ]
E
{∫ σ∧τ
t
f (s,Y1s ,E[Y
1
s ])ds+ g(Y
1
σ ,E[Y
1
t ]t=σ)1{σ<τ}
+h(Y1τ ,E[Y
1
t ]t=τ)1{τ≤σ,τ<T−δ}+YT−δ1{τ=σ=T−δ}|Ft}
}
.
(3.16)
Then as previously, there exist processes (Z¯1, K¯1,±) (K¯1,± ∈ A([T− 2δ, T− δ])) suh that (Y1, Z¯1, K¯1,±)
verify: For any t ∈ [T − 2δ, T− δ],

Y1t = YT−δ +
∫ T−δ
t
f (s,Y1s ,E[Y
1
s ])ds+ K¯
1,+
T−δ − K¯
1,+
t − K¯
1,−
T−δ + K¯
1,−
t −
∫ T−δ
t
Z¯1s dBs;
h(Y1t ,E[Y
1
t ]) ≤ Y
1
t ≤ g(Y
1
t ,E[Y
1
t ]);∫ T−δ
T−2δ
(Y1s − h(Y
1
s ,E[Y
1
s ]))dK¯
1,+
s = 0,
∫ T−δ
T−2δ
(Y1s − g(Y
1
s ,E[Y
1
s ]))dK¯
1,−
s = 0.
(3.17)
Concatenating now the solutions (Y, Z¯, K¯±) and (Y1, Z¯1, K¯1,±) we obtain a solution of (2.1) on
[T − 2δ, T]. Actually for t ∈ [T − 2δ, T], let us set:
Y˜t = Yt1[T−δ,T](t) +Y
1
t 1[T−2δ,T−δ)(t),
Z˜t = Z¯t1[T−δ,T](t) + Z¯
1
t 1[T−2δ,T−δ)(t),∫ t
T−2δ
dK˜1,±t =
∫ t
T−2δ
{1[T−δ,T](s)dK¯
0,±
s + 1[T−2δ,T−δ](s)dK¯
1,±
s }.
Then Y˜ ∈ S p([T − 2δ, T], Z˜ ∈ Hdloc([T− 2δ, T]) and K˜
± ∈ A([T − 2δ, T]) and they verify: For any
t ∈ [T − 2δ, T],

Y˜t = ξ +
∫ T
t
f (s, Y˜s,E[Y˜s])ds+ K˜
+
T − K˜
+
t − K˜
−
T + K˜
−
t −
∫ T
t
Z˜sdBs;
h(Y˜t,E[Y˜t]) ≤ Y˜t ≤ g(Y˜t,E[Y˜t]);
and
∫ T
T−2δ
(Y˜s − h(Y˜s,E[Y˜s]))dK˜
+
s = 0,
∫ T
T−2δ
(Y˜s − g(Y˜s,E[Y˜s]))dK˜
−
s = 0.
(3.18)
But we can do the same on [T− 3δ, T− 2δ], [T− 4δ, T− 3δ], etc. and at the end, by concatenation
of those solutions, we obtain a solution (Y,Z,K±) which satisfy (2.1).
Let us now focus on uniqueness. Assume there is another solution (Y, Z, K±) of (2.1). It means
that Y is a fixed point of Φ on S p([T − δ, T]), therefore for any t ∈ [T− δ, T], Yt = Yt. Next writing
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equation (2.1) for Y and Y on [T − 2δ, T − δ], using the link with zeros-sum Dynkin games (see
Lemma 3.1) and finally the uniqueness of the fixed point of Φ on S p([T− 2δ, T− δ]) to obtain
that for any t ∈ [T − 2δ, T − δ], Yt = Yt. By continuig this procedure on [T − 3δ, T − 2δ], [T −
4δ, T − 3δ], etc. we obtain that Y = Y. The equality between the stochastic integrales imply that
Z = Z. Finally as h < g and since Y = Y, then K+ = K+ and K− = K− (see e.g. [9]) for more
details. Thus the solution is unique. The proof is complete. 
Remark 3.5. i) We have the same result if we replace the function h (resp. g) with h(t,ω, y, y′)
(resp. g(t,ω, y, y′)) with (h(t,ω, 0, 0))t≤T (resp. (g(t,ω, 0, 0))t≤T) is a process of S
p.
ii) There is no specific difficulty to consider the following more general framework of equations
(2.1) and (2.2).


Yt = ξ +
∫ T
t
f (s,Ys,PYs)ds+ K
+
T − K
+
t − K
−
T + K
−
t −
∫ T
t
ZsdBs, 0 ≤ t ≤ T;
h(Yt,PYs) ≤ Yt ≤ g(Yt,PYs), ∀t ∈ [0, T];
and
∫ T
0
(Ys − h(Ys,PYs))dK
+
s = 0,
∫ T
0
(Ys − g(Ys,PYs))dK
−
s = 0
where the Lipschitz property of f , h and g w.r.t. PYt should be read as: for Ψ ∈ { f , g, h} for any
ν, ν′ probabilities
|Ψ(ν)− Ψ(ν′)| ≤ Cdp(ν, ν
′)
where dp(., .) is the p-Wasserstein distance on the subset Pp(R) of probability measures with
finite p-th moment, formulated in terms of a coupling between two random variables X and Y
defined on the same probability space:
dp(µ, ν) := inf
{
(E [|X −Y|p])1/p , law(X) = µ, law(Y) = ν
}
. 
3.2. The case p=1.
We proceed as we did in the case when p > 1. We have the following result.
Proposition 3.6. Let Assumptions (A1) hold for some p = 1. If γ1, γ2, β1 and β2 satify
γ1 + γ2 + β1 + β2 < 1 (3.19)
then there exists δ > 0 depending only on C f , γ1, γ2, β1, β2 such that Φ is a contraction on the space
D([T − δ, T]).
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Proof. Let δ be a positive constant and θ a stopping time which belongs to [T − δ, T]. Therefore
|Φ(Y)θ −Φ(Y
′)θ| = | ess sup
τ≥θ
ess inf
σ≥θ
{E
[∫ σ∧τ
θ
f (s,Ys,E[Ys])ds+ g(Yσ,E[Yt]t=σ)1{σ<τ}
+h(Yτ,E[Yt]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}|Ft
]
} − ess sup
τ≥θ
ess inf
σ≥θ
{E
[∫ σ∧τ
t
f (s,Y′s ,E[Y
′
s ])ds
+ g(Y′σ,E[Y
′
t ]t=σ)1{σ<τ} +h(Y
′
τ ,E[Y
′
t ]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}|Fθ
]
}|
≤ ess sup
τ≥θ
ess sup
σ≥θ
E
{∫ σ∧τ
θ
| f (s,Ys,E[Ys])− f (s,Y
′
s ,E[Y
′
s ])|ds + |g(Yσ,E[Yt]t=σ)
−g(Y′σ,E[Y
′
t ]t=σ)|1{σ<τ}+ |h(Yτ ,E[Yt]t=τ)− h(Y
′
τ,E[Y
′
t ]t=τ)|1{τ≤σ,τ<T}|Fθ
}
≤ E
{∫ T
T−δ
| f (s,Ys,E[Ys])− f (s,Y
′
s ,E[Y
′
s ])|ds|Fθ
}
+ ess sup
σ≥θ
E{|g(Yσ,E[Yt]t=σ)− g(Y
′
σ,E[Y
′
t ]t=σ)||Fθ}
+ ess sup
τ≥θ
E{|h(Yτ ,E[Yt]t=τ)− h(Y
′
τ,E[Y
′
t ]t=τ)||Fθ}.
Take now expectation in both hand-sides to obtain:
E[|Φ(Y)θ −Φ(Y
′)θ|] ≤2δC f sup
τ∈[T−δ,T]
E[|Yτ − Y
′
τ] + sup
σ≥θ
E{|g(Yσ,E[Yt]t=σ)− g(Y
′
σ,E[Y
′
t ]t=σ)|}
+ sup
τ≥θ
E{|h(Yτ,E[Yt]t=τ)− h(Y
′
τ ,E[Y
′
t ]t=τ)|}
≤ 2δC f sup
τ∈[T−δ,T]
E[|Yτ −Y
′
τ ] + sup
σ≥θ
E{|g(Yσ,E[Yt]t=σ)− g(Y
′
σ,E[Y
′
t ]t=σ)|}
+ sup
τ≥θ
E{|h(Yτ,E[Yt]t=τ)− h(Y
′
τ ,E[Y
′
t ]t=τ)|}.
Then for any θ a stopping time valued in [T − δ, T], we have:
E[|Φ(Y)θ −Φ(Y
′)θ|] ≤ (2δC f + β1 + β2 + γ1 + γ2)︸ ︷︷ ︸
Σ(δ)
sup
τ∈[T−δ,T]
E[|Yτ −Y
′
τ |].
Next since β1 + β2 + γ1 + γ2 < 1, then for δ small enough we have Σ(δ) < 1 (δ does not
depend neither on ξ nor on T) and Φ is a contraction on the space D([T − δ, T]). Therefore it has
a fixed point Y, which then verifies:
Y ∈ D([T − δ, T]) and ∀t ∈ [T − δ, T],
Yt = ess sup
τ≥t
ess inf
σ≥t
{E{
∫ σ∧τ
t
f (s,Ys,E[Ys])ds+ g(Yσ,E[Yt]t=σ)1{σ<τ}
+ h(Yτ,E[Yt]t=τ)1{τ≤σ,τ<T}+ ξ1{τ=σ=T}|Ft}}.
(3.20)

As a by-product we have the following result which stems from the link between the value of
a zero-sum Dynkin game and doubly reflected BSDE given in (3.1).
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Corollary 3.7. Let Assumption (A1) hold for some p = 1. If γ1, γ2, β1 and β2 satisfy (3.19) then there
exists δ > 0, depending only on C f , γ1, γ2, β1, β2, and P-measurable processes Z
0, K0,± such that:

P− a.s.,
∫ T
T−δ |Z
0
s |
2ds < ∞; K0,± ∈ A and K0,±T−δ = 0;
Yt = ξ +
∫ T
t f (s,Ys,E[Ys])ds+ K
0,+
T − K
0,+
t − K
0,−
T + K
0,−
t −
∫ T
t Z
0
s dBs, T − δ ≤ t ≤ T;
h(Yt,E[Yt]) ≤ Yt ≤ g(Yt,E[Yt]), T − δ ≤ t ≤ T;∫ T
T−δ(Yt − h(Yt,E[Yt]))dK
0,+
t =
∫ T
T−δ(Yt − g(Yt,E[Yt]))dK
0,−
t = 0.
(3.21)
We now give the main result of this subsection.
Theorem 3.8. Let f , h, g and ξ satisfying Assumption (A1) for p = 1. Suppose that
γ1 + γ2 + β1 + β2 < 1. (3.22)
Then, there exist P-mesurable processes (Y,Z,K±) solution of the mean-field reflected BSDE (2.2), i.e.,

Y ∈ D, Z ∈ Hdloc and K
+,K− ∈ A;
Yt = ξ +
∫ T
t
f (s,Ys,E[Ys])ds+ K
+
T − K
+
t − K
−
T + K
−
t −
∫ T
t
ZsdBs, 0 ≤ t ≤ T;
h(Yt,E[Yt]) ≤ Yt ≤ g(Yt,E[Yt]), ∀t ∈ [0, T];
and
∫ T
0
(Ys − h(Ys,E[Ys]))dK
+
s = 0,
∫ T
0
(Ys − g(Ys,E[Ys]))dK
−
s = 0.
(3.23)
Proof: Let δ be as in Proposition 3.6 and Y the fixed point of Φ on D([T− δ, T])which exists since
(3.19) is satisfied. Next letY1 be the fixed point of Φ onD([T − 2δ, T− δ])with terminal condition
YT−δ, i.e., for any t ∈ [T − 2δ, T− δ],
Y1t = ess sup
τ∈[t,T−δ]
ess inf
σ∈∈[t,T−δ]
E
{∫ σ∧τ
t
f (s,Y1s ,E[Y
1
s ])ds+ g(Y
1
σ ,E[Y
1
t ]t=σ)1{σ<τ}
+h(Y1τ ,E[Y
1
t ]t=τ)1{τ≤σ,τ<T−δ}+YT−δ1{τ=σ=T−δ}|Ft}
}
.
(3.24)
The process Y1 exists since condition (3.19) is satisfied and δ does not depend neither on T nor on
the terminal condition. Once more the link between reflected backward equations and zero-sum
Dynkin games (see Lemma 3.1) implies the existence of P-measurable processes Z1, K1,± such
that:

P− a.s.,
∫ T−δ
T−2δ |Z
1
s |
2ds < ∞; K1,± ∈ A and K1,±T−2δ = 0;
Y1t = YT−δ +
∫ T−δ
t f (s,Y
1
s ,E[Y
1
s ])ds+ K
1,+
T−δ − K
1,+
t − K
1,−
T−δ + K
1,−
t −
∫ T−δ
t Z
1
s dBs, t ∈ [T − 2δ, T− δ];
h(Y1t ,E[Y
1
t ]) ≤ Y
1
t ≤ g(Y
1
t ,E[Y
1
t ]), t ∈ [T − 2δ, T− δ];∫ T−δ
T−2δ(Y
1
t − h(Y
1
t ,E[Y
1
t ]))dK
1,+
t =
∫ T−δ
T−2δ(Y
1
t − g(Y
1
t ,E[Y
1
t ]))dK
1,−
t = 0.
(3.25)
Concatenating now the solutions (Y,Z0,K0,±) of (3.21) and (Y1,Z1,K1,±) we obtain a solution of
(2.2) on [T − 2δ, T]. Actually for t ∈ [T − 2δ, T], let us set:
Y˜t = Yt1[T−δ,T](t) +Y
1
t 1[T−2δ,T−δ)(t),
Z˜t = Z
0
t 1[T−δ,T](t) + Z
1
t 1[T−2δ,T−δ)(t),
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∫ t
T−2δ
dK˜1,±t =
∫ t
T−2δ
{1[T−δ,T](s)dK
0,±
s + 1[T−2δ,T−δ](s)dK
1,±
s }.
Then Y˜ ∈ D([T− 2δ, T], Z˜ ∈ Hdloc([T − 2δ, T]) and K˜
± ∈ A([T − 2δ, T]) and they verify: For any
t ∈ [T − 2δ, T],

Y˜t = ξ +
∫ T
t
f (s, Y˜s,E[Y˜s])ds+ K˜
+
T − K˜
+
t − K˜
−
T + K˜
−
t −
∫ T
t
Z˜sdBs;
h(Y˜t,E[Y˜t]) ≤ Y˜t ≤ g(Y˜t,E[Y˜t]);
and
∫ T
T−2δ
(Y˜s − h(Y˜s,E[Y˜s]))dK˜
+
s = 0,
∫ T
T−2δ
(Y˜s − g(Y˜s,E[Y˜s]))dK˜
−
s = 0.
(3.26)
But we can do the same on [T− 3δ, T− 2δ], [T− 4δ, T− 3δ], etc. and at the end, by concatenation
of those solutions, we obtain a solution (Y,Z,K±) which satisfy (2.1).
Let us now focus on uniqueness. Assume there is another solution (Y, Z, K±) of (2.1). It means
that Y is a fixed point of Φ on D([T − δ, T]), therefore for any t ∈ [T− δ, T], Yt = Yt. Next writing
equation (2.1) forY and Y on [T− 2δ, T− δ], using the link with zeros-sumDynkin games (Lemma
3.1) and finally the uniqueness of the fixed point of Φ on D([T− 2δ, T− δ]) to obtain that for any
t ∈ [T− 2δ, T− δ], Yt = Yt. By continuing this procedure on [T− 3δ, T− 2δ], [T− 4δ, T− 3δ], etc.
we obtain that Y = Y. The equality between the stochastic integrals imply that Z = Z. Finally
as h < g and since Y = Y, then K+ = K+ and K− = K− (see e.g. [9]) for more details. Thus the
solution is unique. The proof is complete.
Finally let us notice that the same Remark 3.5 is valid for this case p = 1.
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