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the complete classiﬁcation of one-dimensional modules in arbitrary
characteristic. These modules are the inﬁnitesimal analog of sym-
metric line bundles.
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1. Introduction
A Lie triple system (Lts for short) consists of a vector space T endowed with a trilinear product
abc satisfying the identities
(LTS1) abc = −bac,
(LTS2) abc + cab + bca = 0,
(LTS3) ab(cde) = (abc)de + c(abd)e + cd(abe).
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this triple product. In particular, any Lie algebra is a Lts.
Following [1, Chapter I, Section 2], for a given homogeneous symmetric space M , the curvature
tensor Ro(x, y) at a ﬁxed point o ∈ M associated to its canonical connection deﬁnes a Lts on the
corresponding tangent space To(M) by means of the trilinear product xyz = −Ro(x, y)z. In this way
we have that,
Theorem 1.1. (See [1, Theorem I.2.9].) The category of connected simply connected symmetric spaces with
base point is equivalent to the category of ﬁnite-dimensional real Lts. The equivalence is given by evaluating
the curvature tensor at the based point. 
From a structural point of view, any involutory Lie algebra (L, σ ), i.e. a Lie algebra L with a dis-
tinguished automorphism of order two (involution) σ , induces on skew(L, σ ) = {x ∈ L | σ(x) = −x}
a structure of Lts with triple product
abc = [[a,b], c]
so Lts are very common. Observe that involutory Lie algebras are the same as Z2-graded Lie algebras
L = L0¯ ⊕ L1¯ with L1¯ = 0, the involution being the responsible of the graduation. In fact, any nonzero
Lts admits such a description. One starts from the vector space IDer(T ) = span〈Da,b | a,b ∈ T 〉 where
Da,b stands for the derivation Da,b : c → abc. By (LTS3) this space is a Lie subalgebra, the Lie algebra of
inner derivations, of the general Lie algebra gl(T ). Then one enlarges IDer(T ) to Ls(T ) = IDer(T ) ⊕ T ,
the standard enveloping Lie algebra of T , that is an involutory Lie algebra with product determined by
(1) IDer(T ) is a subalgebra of Ls(T ),
(2) [Da,b, c] = abc = −[c, Da,b] and
(3) [a,b] = Da,b
and involutive automorphism
σ : Da,b + c → Da,b − c.
The Lts T agrees with the Lts skew(Ls(T ),σ ). Moreover, T generates Ls(T ) and the inclusion map
ι : T → Ls(T ) satisﬁes ι(abc) = [[ι(a), ι(b)], ι(c)], so ι is a Lts homomorphism.
From [10, Deﬁnition 1.6], the universal enveloping algebra Lu(T ) of T is a Lie algebra for which
there exists a Lts homomorphism η : T → Lu(T ) such that η(T ) generates Lu(T ) and for a given
Lie algebra L and ϕ : T → L a Lts homomorphism, there exists a unique Lie algebra homomorphism
φ : Lu(T ) → L satisfying ϕ = φη. For semisimple Lts over ﬁelds of characteristic zero, universal and
standard enveloping algebras agree. But this assertion is false in prime characteristic (see Example 2
in Section 3). In fact, over ﬁelds of characteristic = 2, we have that Lu(T )/Z(Lu(T )) ∼= Ls(T ) for any
centerless Lts T (see [6, Theorem 2.1.10]). Both enveloping algebras play an important role in the
representation theory of T .
Deﬁnition 1. Given a Lts T with triple product abc, a vector space M is called a T -module if there
exists a bilinear map θ : T × T → Endk(M) such that the vector space EM = T ⊕ M is a Lts with the
triple product determined by MMM = TMM = MTM = MMT = 0, T is a subtriple of T ⊕ M and
mab = θ(a,b)(m), amb = −mab, and abm = −mab +mba ∀m∈M,a,b∈T .
From [7, Section 3] (see [3] for a proof), the conditions on the bilinear map θ that guarantee that
M is a T -module can be explicitly written as:
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(M2) θ(d,abc) = θ(b, c)θ(d,a) − θ(a, c)θ(d,b) + λ(a,b)θ(d, c),
where λ(a,b) = −θ(a,b) + θ(b,a), a,b, c,d ∈ T . The category of T -modules (resp., ﬁnite-dimensional
T -modules) is denoted by T -Mod (resp., T -mod).
Following [2, Deﬁnition 1.4.] a symmetric bundle (or symmetric vector bundle) is a vector bundle
π : F → M such that
(SB1) (F ,μ) and (M,μ) are symmetric spaces such that π : F → M is a homomorphism of symmetric
spaces,
(SB2) for all (p,q) ∈ M × M , the map induced by μ : F × F → F ﬁberwise,
Fq ⊕ F p → Fμ(p,q), (v,w) → μ(u,w)
is linear.
This deﬁnition is based on the fact that linear representations of Lie groups are vector bundles in the
category of Lie groups. Given a base point o ∈ M , the tangent space of the vector bundle F at 0o (the
zero element of the vector space Fo = π−1(o)) is a Lts f that decomposes as f = m ⊕ V where m
is identiﬁed via the tangent map of the zero section with the Lts determined by the tangent space
of M at o and V , that is isomorphic to the ﬁber Fo , inherits the structure of module for the Lts m.
Therefore, modules of Lts are the inﬁnitesimal analog of symmetric vector bundles.
Theorem 1.2. (See [2, Theorem 3.4].) Let M be a ﬁnite-dimensional connected simply connected symmetric
space with base point o. Let m be its associated Lie triple system and g its standard imbedding, with involu-
tion σ . Then the following objects are in one-to-one correspondence:
(1) (ﬁnite-dimensional) symmetric vector bundles over M,
(2) (ﬁnite-dimensional) (g, σ )-modules with involution,
(3) (ﬁnite-dimensional) m-modules.
The bijection between (1) and (3) is an equivalence of categories. 
In this paper, the natural idea given in [5] of relating the representation theory of simple Lts and
that of simple Lie algebras with involution is explored. In this way, Section 2 introduces involutory
modules. From [7], in the ﬁnite-dimensional case, such modules are in one-to-one correspondence
with representations for Lts. The section also includes a complete description of modules for those Lts
related to simple Lie algebras. In Section 3, we classify irreducible one-dimensional representations
of simple Lts over arbitrary ﬁelds of characteristic = 2,3. By Theorem 1.2, this classiﬁcation can be
used to obtain the classiﬁcation of symmetric line bundles over ﬁnite-dimensional connected simply
connected real symmetric spaces. Section 4 provides a Weyl’s dimension formula for modules of Lts
obtained from inner automorphisms of simple Lie algebras. In Section 5 the explicit dimensions are
displayed in some examples. All over this paper algebras and triple systems are assumed to be ﬁnite-
dimensional over a ﬁeld k.
2. Involutory Lie modules
Following [7] (see also [5]), given a Lie algebra with involution (L, σ ), an L-module is called an
(L, σ )-module in case that σ acts linearly on V so that σ(xv) = σ(x)σ (v) for all x ∈ L and v ∈ V .
These modules are exactly the modules for the algebra K (U (L),σ ) = U (L) × U (L), where U (L) is the
universal enveloping algebra of L, with multiplication given by (a,b)(c,d) = (ac + bσ(d),bσ(c) + ad).
To avoid confusions we will write φ(v) instead of σ(v), hence an (L, σ )-module (V , φ) is an L-
module V equipped with a linear map φ such that φ2 = IdV and
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for all x ∈ L, v ∈ V . The category of (L, σ )-modules (resp., ﬁnite-dimensional (L, σ )-modules) is de-
noted by (L, σ )-Mod (resp., (L, σ )-mod). Condition (1) admits an interesting interpretation. For any
module V , the automorphism σ leads to a new module structure on V , that we will denote by Vσ ,
declaring x • v = σ(x)v . Condition (1) says that φ is an L-isomorphism between V and Vσ . This fact
will be important in the following.
Given an (Lu(T ),σ )-module (V , φ) for an arbitrary Lts T , the subspace
skew(V , φ) = {v ∈ V ∣∣ φ(v) = −v}
is a T -module with the action
θ(a,b) : v → b · (a · v)
where a · v denotes the action of Lu(T ) on V . This process determines a functor
j∗ :
(
Lu(T ),σ
)
-Mod→ T -Mod.
Conversely, given a T -module M with action θ , Lu(EM) = span〈Da,b, Du,a | a,b ∈ T , u ∈ M〉⊕ (T ⊕M).
The subspace j∗(M) = span〈Du,a | a ∈ T , u ∈ M〉 ⊕ M is an ideal of Lu(EM) so Lu(T ) acts on this
space by b · (Du,a + v) = [b, Du,a + v] = Db,v − θ(a,b)(u) for all b ∈ T . With this action and the map
φ : Du,a + v → Du,a − v we get an (Lu(T ),σ )-module ( j∗(M),φ), the standard extension of M . Thus,
we have a functor
j∗ : T -Mod→
(
Lu(T ),σ
)
-Mod.
Observe that the trivial (Lu(T ),σ )-module, i.e. (k, Idk) where Lu(T ) acts trivially on k, cannot be
reached through j∗ . The functor j∗ maps the “set” of irreducible T -modules bijectively onto the set of
all nontrivial irreducible (Lu(T ),σ )-modules [7, Corollary 3.7], where irreducible isomorphic modules
are identiﬁed. Therefore, the study of irreducible T -modules is reduced to the study of nontrivial
irreducible (Lu(T ),σ )-modules.
We will focus on representations of simple Lts. Those modules are obtained from graded-simple
Lie algebras as it is shown by the following result established in [11]:
Lemma 2.1. Let L = L0¯ ⊕ L1¯ be a Z2-graded Lie algebra over an arbitrary ﬁeld. Then, L is graded-simple if and
only if L1¯ is a simple Lie triple system under the product xyz = [[x, y], z], L0¯ = [L1¯, L1¯] and L1¯ is a faithful
L0¯-module (action given by commutation). In the case and characteristic different from 2, either,
a) L = S × S is a direct sum of two isomorphic simple ideals, or
b) L is a simple Lie algebra.
Moreover, L and L0¯ are isomorphic to the standard and the Lie inner derivation algebra of the Lts L1¯ . 
Up to isomorphism, the simple Lts with non-simple enveloping algebras (characteristic not 2) are
exactly the class of simple Lie algebras. In fact, for a given simple Lie algebra L, the direct sum
(L × L, σ ) where σ is the exchange automorphism
σ : L × L → L × L, (x, y) → (y, x)
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(x,−x)(y,−y)(z,−z) = ([[x, y], z],−[[x, y], z]).
This Lts is isomorphic to the Lts TL with underlying vector space L and triple product xyz = [[x, y], z].
Irreducible modules for these simple Lts are easily described in terms of irreducible modules V (λ)
of L, the symmetric tensors S2V (λ) or the skewsymmetric tensors Λ2V (λ).
Proposition 2.2. Let L be a ﬁnite-dimensional simple Lie algebra over an algebraically closed ﬁeld of char-
acteristic zero. Up to isomorphism, the ﬁnite-dimensional irreducible modules for the simple Lts L with triple
product abc = [[a,b], c] are Λ2V (λ) (λ = 0), S2V (λ) and V (λ) ⊗ V (μ) (λ = μ) with the actions given by
θ(a,b)(u  v) = (b · a · u)  v − (a · u)  (b · v) − (b · u)  (a · v) + u  (b · a · v)
where u  v = u⊗ v − v ⊗u in Λ2V (λ), u  v = u⊗ v + v ⊗u in S2V (λ) and u  v = u⊗ v in V (λ)⊗ V (μ).
Proof. First recall that any irreducible Ls(L) = L × L module W is, up to isomorphism, of the form
W = V (λ)⊗ V (μ). Since σ(x, y) = (y, x) then the twisted module Wσ is isomorphic to V (μ)⊗ V (λ).
Hence, W ∼= Wσ if and only if λ = μ and in such case, by Schur’s Lemma there exists  = ±1 such
that φ(u ⊗ v) = v ⊗ u for all u ∈ V (λ) and v ∈ V (μ).
Let (V , φ) be an irreducible (L × L, σ )-module. In case that V is irreducible for the action of
L × L then V ∼= V (λ) ⊗ V (λ) and φ(u ⊗ v) = v ⊗ u for all u, v ∈ V (λ) and some  = ±1. Thus
skew(V , φ) is either S2V (λ) ( = −1) or Λ2V (λ) ( = 1). The action of the Lts L ∼= {(a,−a) | a ∈ L}
is θ((a,−a), (b,−b))(u  v) = (b,−b) · (a,−a) · (u  v) that coincides with the action given in the
statement. Observe that the trivial module for (L, σ ) corresponds to (V (0) ⊗ V (0), IdV (0)) so the
possibility Λ2V (0) has to be removed.
In case that V is not irreducible for the action of L × L, then there exists an irreducible L × L-
submodule W . By irreducibility V = W ⊕ φ(W ). The action of the Lts L ∼= {(a,−a) | a ∈ L} on
skew(V , φ) = {w −φ(w) | w ∈ W } is given by θ((a,−a), (b,−b))(w −φ(w)) = (b,−b) · (a,−a) · (w −
φ(w)) = (b,−b) · (a,−a) · w − φ((b,−b) · (a,−a) · w). Since the L × L module W is isomorphic to
V (λ)⊗ V (μ), we obtain the module V (λ)⊗ V (μ) in the statement. However, in case that λ = μ then
the diagonal span〈(u ⊗ v,u ⊗ v) | u, v ∈ V (λ)〉 is a submodule V stable under φ, so λ = μ. 
Remark 1. Since two (Ls, σ )-modules (V , φ), (V ′, φ′) are isomorphic iff there exists an isomorphism
ϕ : V → V ′ as Ls-modules such that ϕφ = φ′ϕ , then it is easy to prove that the modules in Propo-
sition 2.2 form a complete set of representatives of the isomorphism classes of (ﬁnite-dimensional)
irreducible TL-modules.
3. One-dimensional modules
In this section we will classify irreducible one-dimensional representations of simple Lts over ar-
bitrary ﬁelds of characteristic = 2,3. By Theorem 1.2 this classiﬁcation can be used to obtain the
classiﬁcation of symmetric line bundles over ﬁnite-dimensional connected simply connected real sym-
metric spaces.
We can identify the underlying vector space of a one-dimensional T -module M with the base ﬁeld
k and the corresponding representation with a bilinear form
θ : T × T → k
(a,b) → θ(a,b). (2)
Lemma 3.1. The bilinear form θ deﬁnes a representation of the Lts T on k if and only if θ satisﬁes the following
identities:
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(M2) θ(d,abc) = θ(d, θ(b, c)a − θ(a, c)b + λ(a,b)c)
with λ(a,b) = θ(b,a) − θ(a,b). The corresponding module is denoted by kθ . 
Lemma 3.2. Two one-dimensional T -modules kθ and kθ ′ are isomorphic if and only if θ = θ ′ .
Proof. An isomorphism is determined by a nonzero scalar ξ such that ξθ(a,b) = θ ′(a,b)ξ , so it exists
if and only if θ = θ ′ . 
The following examples present the Lts that appear in our classiﬁcation and their corresponding
one-dimensional representations.
Example 1. Consider a vector space V = kv0 ⊕ W , let W be a vector space of dimension n  2,
equipped with a nondegenerate symmetric bilinear form q so that q(v0, v0) = 1 and q(v0,W ) = 0.
The map
σ : so(V ,q) → so(V ,q), x → φxφ−1,
with φ : V → V the linear map deﬁned by φ(v0) = −v0 and φ|W = IdW , is an involution of the
orthogonal Lie algebra so(V ,q) and deﬁnes a Lts En(q) = skew(so(V ,q),σ ).
Let qv,v ′ (v ′′) = q(v ′, v ′′)v − q(v, v ′′)v ′ . The commutator of these maps obeys the rule
[qu,u′ ,qv,v ′ ] = qqu,u′ (v),v ′ + qv,qu,u′ (v ′).
The Lts En(q) corresponds to the maps {qv0,w | w ∈ W } with the triple product
[[qv0,w ,qv0,w ′ ],qv0,w ′′]= −qv0,qw,w′ (w ′′).
Thus, we may identify En(q) with the vector space W endowed with the product
ww ′w ′′ = q(w,w ′′)w ′ − q(w ′,w ′′)w.
A word about the universal enveloping Lie algebra Lu(En(q)). This algebra contains a copy of En(q)
and Lu(En(q)) = [En(q), En(q)] ⊕ En(q) so dim Lu(En(q))  n(n−1)2 + n = n(n+1)2 = dim so(V ,q). More-
over, the universal property of Lu(En(q)) shows that there exists a homomorphism of Lie algebras
Lu(En(q)) → so(V ,q). Since so(V ,q) is generated as a Lie algebra by En(q) then this homomorphism
is surjective indeed. By dimension counting it follows that (Lu(En(q)),σ ) ∼= (so(V ,q),σ ).
The natural representation V of so(V ,q) satisﬁes
φ(x · v) = φxφ−1φ(v) = σ(x)φ(v),
so the set skew(V , φ) = kv0 is a one-dimensional module for the Lts En(q) = W . The action is given
by the bilinear form θ : W × W → k(= kv0)
θ
(
w,w ′
)
(v0) = w ′ · (w · v0) = qv0,w ′
(
qv0,w(v0)
)= −q(w ′,w)v0,
so θ = −q. 
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σ : x → φxφ−1 with φ(v0) = −v0 and φ|W = IdW is an involution of sl(V ), so it determines a Lts
Tn = skew(sl(V ),σ ).
Given f ∈ V ∗ , the dual space of V , and v ∈ V , deﬁne τv, f ∈ Endk(V ) by τv, f (u) = f (u)v for
any u ∈ V . Let us identify W ∗ with { f ∈ V ∗ | f (v0) = 0} and let f0 ∈ V ∗ be deﬁned by f0(v0) = 1
and f0(W ) = 0. We can decompose Tn as Tn = T+n ⊕ T−n with T+n = τv0,W ∗ and T−n = τW , f0 . The
commutator rule
[τv, f , τv ′, f ′ ] = f
(
v ′
)
τv, f ′ − f ′(v)τv ′, f
shows that the triple product of Tn is determined by T+n T+n T = 0= T−n T−n T and
τv0, f τw, f0τv0, f ′ = f (w)τv0, f ′ + f ′(w)τv0, f ,
τv0, f τw, f0τw ′, f0 = − f (w)τw ′, f0 − f
(
w ′
)
τw, f0 ,
for any f , f ′ ∈ W ∗ and w,w ′ ∈ W . Clearly we can identify T−n with W and T+n with W ∗ so that the
triple product is determined by the rules WWW ∗ = W ∗W ∗W = 0 and
f w f ′ = f (w) f ′ + f ′(w) f ,
f ww ′ = − f (w)w ′ − f (w ′)w.
Let us determine the universal enveloping Lie algebra (Lu(Tn),σ ) of Tn . We will identify Tn with
the subspace of Lu(Tn) of eigenvalue −1 for σ . Thus, Lu(Tn) = [Tn, Tn] ⊕ Tn . Fix a basis {e1, . . . , en}
of W and the corresponding dual basis { f1, . . . , fn} of W ∗ . For any a,b, c,d ∈ Tn , in Lu(Tn) it holds
[abc,d] + [c,abd] = [[a,b], [c,d]] = −[cda,b] − [a, cdb]. In particular, [ f w f ′, f ′′] + [ f ′, f w f ′′] = 0 for
any f , f ′, f ′′ ∈ W ∗ and w ∈ W . With f = f i , w = ei , f ′ = f i and f ′′ = f j (i = j) we have
0 = [ f iei f i, f j] + [ f i, f iei f j] = 2[ f i, f j] + [ f i, f j] = 3[ f i, f j]
so [ f i, f j] = 0 for any i, j. In the same way [ei, e j] = 0 for any i, j. This observation shows that
Lu(Tn) = [T+n , T−n ] ⊕ Tn and we ﬁnd that n2 + 2n = (n + 1)2 − 1 is an upper bound of the dimen-
sion of Lu(Tn). The image of the homomorphism Lu(Tn) → sl(V ) provided by the universal property
of Lu(Tn) is the subalgebra generated by Tn inside sl(V ), which is the whole sl(V ). Therefore,
(Lu(Tn),σ ) is isomorphic to (sl(V ),σ ).
A word of caution is convenient. If the characteristic of k divides n+ 1 then IdV ∈ [Tn, Tn] ⊆ sl(V ),
so IDer(Tn) ∼= [Tn, Tn]/kIdV and the standard enveloping Lie algebra of Tn is a homomorphic image of
dimension (n + 1)2 − 2 of sl(V ), i.e. Ls(Tn) ∼= psl(V ) the projective special linear algebra. This shows
that, in the modular case, even for simple Lts the universal and the standard enveloping Lie algebras
may not agree, in contrast with the case of characteristic zero.
The natural representation of sl(V ) veriﬁes that σ(x)φ(v) = φxφ−1φv = φ(xv) for any x ∈ sl(V )
and v ∈ V , so (V , φ) is an (Lu(Tn),σ )-module and the set kv0 = skew(V , φ) is a Tn module. The
dual space V ∗ endowed with the dual map φ∗ is an (Lu(Tn),σ )-module and kf0 = skew(V ∗, φ∗)
is another one-dimensional Tn-module. The corresponding actions are given (identifying W ∗ with
τv0,W ∗ and W with τW , f0 ) by the bilinear forms θ : (W ∗ ⊕ W ) × (W ∗ ⊕ W ) → k (= kv0),
θ( f1 + w1, f2 + w2)(v0) = f2(w1)v0;
and θ ′ : (W ∗ ⊕ W ) × (W ∗ ⊕ W ) → k (= kf0),
θ ′( f1 + w1, f2 + w2)( f0) = f1(w2) f0.
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Theorem 3.3. Over ﬁelds of characteristic = 2,3 the only simple Lts with nontrivial one-dimensional modules
are En(q) and Tn.
Proof. Let T be a simple Lts and kθ a nontrivial one-dimensional module. The following two sub-
spaces will be helpful:
T+ = {a ∈ T ∣∣ θ(T ,a) = 0} and T− = {a ∈ T ∣∣ θ(a, T ) = 0}.
By Lemma 3.1 we have that
abc − θ(b, c)a + θ(a, c)b − λ(a,b)c ∈ T+ and
abc + θ(c,a)b − θ(c,b)a + λ(a,b)c ∈ T− (3)
for any a,b, c ∈ T . Subtracting both relations we get λ(a, c)b + λ(c,b)a + 2λ(a,b)c ∈ T+ + T− . If we
set c = a then 3λ(a,b)a ∈ T+ + T− . Since the characteristic of k is = 3 then either a ∈ T+ + T− or
λ(a, T ) = 0. In this later case λ(a, c)b+λ(c,b)a+2λ(a,b)c ∈ T+ + T− implies that λ(c,b)a ∈ T+ + T− .
Therefore, either θ is a symmetric bilinear form or T = T+ + T− .
By (3) for any element a ∈ T+ ∩ T− one has that abc ∈ T+ ∩ T− for any b, c ∈ T , so T+ ∩ T− is an
ideal of T . The simplicity of T and the assumption that θ = 0 lead to T+ ∩ T− = 0.
We ﬁrst will assume that θ is symmetric. In this case, T+ = T− = T+ ∩ T− = 0 so (3) implies that
abc = θ(b, c)a − θ(a, c)b.
Thus, the Lts determines a unique one-dimensional nontrivial module. Clearly this Lts is isomorphic
to Edim T (−θ).
Let us assume now that θ is not symmetric. Notice that θ |T+×T− induces an isomorphism between
T+ and (T−)∗ by a → θ(a,−). We will keep this identiﬁcation. By (3) we have that T+T+T ⊆ T+
and T+T+T ⊆ T− so T+T+T = 0. In the same way T−T−T = 0. Moreover, by (3), f af ′ ∈ T+ and
f af ′ − f ′(a) f − f (a) f ′ ∈ T− so
f af ′ = f (a) f ′ + f ′(a) f .
Similarly, f ab = − f (b)a − f (a)b. This proves that T is isomorphic to Tn with n = dim T− . The sub-
spaces T+ and T− are irreducible modules for the action of IDer(T ) but they are not isomorphic
to each other. T+ is isomorphic to (T−)∗ through θ . Since these modules are absolutely irreducible,
by (M1) in Lemma 3.1 θ or θop : (a,b) → θ(b,a) are uniquely determined by T . Therefore, only two
irreducible modules appear in this case. 
Remark 2. The Lts T1 is isomorphic to the Lts En(q) with q a bilinear form of maximum Witt index on
a three-dimensional vector space. This Lts admits three (nontrivial) non-isomorphic one-dimensional
modules. Other Lts En(q) only have one such module, while triples Tn , n 2, have two of them.
4. Weyl’s dimension formula for simple inner Lts
Let L be a ﬁnite-dimensional simple Lie algebra over an algebraically closed ﬁeld k of character-
istic 0 and σ an inner automorphism of L of order 2. We can write σ = exp(adx1 ) · · ·exp(adxm ) for
some nilpotent elements x1, . . . , xm in L, where adx stands for the map y → [x, y]. Thus, for any
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Involutive inner automorphisms.
L L0¯a Vogan diagram |WL| |W0¯| |WL|/|W0¯|
Al Ap−1 × Al−p ×Z
1 p [ l2 ]
(l + 1)! (l + 1− p)! · p! (l+1p )
Bl, l 2 Dp × Bl−p
1 p l
2l · l! 2l−1 · p! · (l − p)! (lr)
Cl , l 3 Cp × Cl−p
1 p [ l2 ]
2l · l! 2l · p! · (l − p)! ( lp)
Al−1 ×Z l! 2l
Dl , l 4 Dp × Dl−p
1 p [ l2 ]
2l−1 · l! 2l−2 · p! · (l − p)! 2( lp)
Dl , l 5 Al−1 ×Z 2l−1 · l! l! 2l−1
E6 D5 ×Z 27 · 34 · 5 24 · 5! 32
A5 × A1 2 · 5! 23 · 32
E7 E6 ×Z 210 · 34 · 5 · 7 27 · 34 · 5 23 · 7
D6 × A1 26 · 6! 32 · 7
A7 8! 2332
E8 E7 × A1 214 · 35 · 52 · 7 211 · 34 · 5 · 7 23 · 3 · 5
D8 27 · 8! 33 · 5
F4 B4 27 · 32 24 · 4! 3
C3 × A1 24 · 3! 22 · 3
G2 A1 × A1 22 · 3 22 3
a p stands for the shaded node in the diagram and Z is the center of L0¯ .
irreducible representation ρ : L → gl(V ), x → ρx : v → xv the map φ = φV = exp(ρx1 ) · · ·exp(ρxm ) sat-
isﬁes φ(xv) = σ(x)φ(v) for all x ∈ L, v ∈ V . This proves that in case that σ is an inner automorphism
then V ∼= Vσ . Since φ2 is an automorphism of the irreducible module V , Schur’s Lemma implies that
φ2 ∈ kId and we can choose φ with φ2 = Id. Therefore, any irreducible L-module V provides two
irreducible modules for the Lts skew(L, σ ), namely skew(V , φ) and skew(V ,−φ).
Involutions of L are classiﬁed up to isomorphism by Vogan diagrams (see [9, Chapter 6, Section 8]
for a deﬁnition). In case that the involution is inner then the diagram is just the usual Dynkin diagram
with a shaded node. Following [9, Appendix C, Section 3], the complete list of inner automorphisms
for simple Lie algebras is given in Table 1. The involution represented by a Vogan diagram with the
i0-th node shaded ﬁxes any element of the corresponding Cartan subalgebra H , and the elements of
the root space Lα are eigenvectors of eigenvalue 1 (resp. −1) if the coeﬃcient of αi0 in the expansion
of α as a sum with nonnegative coeﬃcients of the basic roots is even (resp. odd).
Given an irreducible L-module V = V (λ) of highest weight λ, since σ ﬁxes the elements of H , any
isomorphism φλ between V and Vσ with φ2λ = Id satisﬁes that φλ(vλ) = ±vλ for any highest weight
vλ of V . The isomorphism φλ is determined up to sign. To make a choice, we will denote by φ
+
λ the
P. Benito et al. / Journal of Algebra 359 (2012) 104–119 113one that ﬁxes vλ , and φ
−
λ = −φ+λ . Our goal is to compute the dimensions of skew(V (λ),φ+λ ) and
skew(V (λ),φ−λ ). Observe that
dimskew
(
V (λ),φ+λ
)= dim V (λ) − tr(φ+λ )
2
so we only have to compute the trace of φ+λ on V (λ).
Let  = {α1, . . . ,αl} be the basic roots with respect to the Cartan subalgebra H , Φ (resp. Φ+ and
Φ−) the set of all roots (resp. positive roots and negative roots) and W the Weyl group of Φ . Let
L = L0¯ ⊕ L1¯ be the Z2-gradation induced by σ . Since σ ﬁxes the elements of H then Φ splits as
Φ = Φ0¯ unionsq Φ1¯ where Φi¯ = {α ∈ Φ | Lα ⊆ Li¯}, i¯ = 0¯, 1¯. The subalgebra L0¯ = H ⊕ (
⊕
α∈Φ0¯ Lα) is either
semisimple or the direct sum of a semisimple algebra and a one-dimensional center [4, Proposition 1].
The group
W0¯ = group〈σα | α ∈ Φ0¯〉,
where σα stands for the reﬂection corresponding to the root α, is isomorphic to the Weyl group of
[L0¯, L0¯]. We ﬁx a transversal K of W0¯ in W so that W =W0¯K and W0¯ ∩ K = {Id}.
Let Λ be the set of all weights relative to Φ and {λ1, . . . , λl} the fundamental dominant weights,
so λ = m1λ1 + · · · +mlλl for some nonnegative integers m1, . . . ,ml . Recall that the group ring Z[Λ],
viewed as the Z-valued functions on Λ with ﬁnite support, has a Z-basis {μ | μ ∈ Λ} and multi-
plication λ ∗ μ = λ+μ (the value of λ on λ is 1 and 0 elsewhere). Let A(μ) =∑τ∈W sn(τ )τ(μ)
where sn(τ ) = (−1)l(τ ) and l(τ ) is the length of τ relative to  (the number of positive roots for
which τ (α) < 0 [8, Section 10.3]). Weyl’s formula for the formal character chλ =∑μ∈H∗ dim V (λ)μμ
of the irreducible module V (λ) is expressed by
A(ρ) ∗ chλ = A(λ + ρ)
with ρ = λ1 + · · · + λl = 12
∑
α∈Φ+ α according to [8, Weyl Theorem]. We will denote by ρ0¯ the ele-
ment 12
∑
α∈Φ+
0¯
α, where Φ±
0¯
= Φ0¯ ∩ Φ± .
Let si(τ ) be given by τ (λi0) − λi0 =
∑l
i=1 si(τ )αi . We have:
Theorem 4.1. The trace of φ+λ for the Lts corresponding to the Vogan diagram with shaded i0-th node is
1
2|Φ
+
1¯
|∏
α∈Φ+
0¯
(ρ0¯,α)
∑
τ∈K
sn(τ )(−1)
∑l
i=1
(αi ,αi )
(αi0,i0
)
si(τ )(mi+1) ∏
α∈Φ+
0¯
(
λ + ρ,τ (α)).
Proof. Let Π(λ) be the set of all weights of V (λ). Weyl’s formula implies
A(λ + ρ) ∗ −(λ+ρ) = A(ρ) ∗ −ρ ∗
{ ∑
λ−∑i kiαi∈Π(λ)
dim V (λ)λ−∑i kiαik1−α1 ∗ · · · ∗ kl−αl
}
. (4)
Since σ ﬁxes the elements of H then φ+λ preserves the weight spaces of V (λ) acting with eigenvalue 1
on those V (λ)μ with μ = λ −∑i kiαi and ki0 even, and acting with eigenvalue −1 on the others. In
particular, the trace of φ+λ is given by the evaluation of
∑
λ−∑i kiαi∈Π(λ) dim V (λ)λ−∑i kiαik1α1 ∗ · · · ∗ klαl
at α1 = 1, . . . , αi0 = −1, . . . , αl = 1. Observe that Eq. (4) can be interpreted in the subalgebra Z[Φ]
of Z[Λ] generated by ±α1 , . . . , ±αl so it makes sense that evaluation. However, both A(λ + ρ) ∗
−(λ+ρ) and A(ρ) ∗ −ρ will evaluate to 0 so we cannot obtain the trace directly.
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0¯
(0 − −α) ∗∏α∈Φ+
1¯
(0 −
−α). Note that the evaluation of α at α1 = 1, . . . , αi0 = −1, . . . , αl = 1 gives 1 if α ∈ Φ+0¯ and −1
if Φ+
1¯
. Therefore,
∏
α∈Φ+
1¯
(0 − α) evaluates to 2|Φ
+
1¯
| while each factor in
∏
α∈Φ+
0¯
(0 − α) vanishes.
Deﬁne the derivative ∂α of Z[Φ] by ∂α(β) = (α,β)β and ∂ =∏α∈Φ+
0¯
∂α . Since Φ0¯ is the root sys-
tem of the semisimple Lie algebra [L0¯, L0¯] with Weyl group W0¯ then the argument in [8, Section 24.3,
p. 139] shows that after applying ∂ to A(ρ)∗−ρ and evaluating at α1 = 1, . . . , αi0 = −1, . . . , αl = 1
we obtain 2|Φ
+
1¯
||W0¯|
∏
α∈Φ+
0¯
(ρ0¯,α) (observe that we are using the same bilinear form on H
∗ for L
and for [L0¯, L0¯]).
On the other hand, if we denote by υ the evaluation of α at α1 = 1, . . . , αi0 = −1, . . . , αl = 1
we have that
υ
(
∂
(
A(λ + ρ) ∗ −(λ+ρ)
))= ∑
τ∈W
sn(τ )
∏
α∈Φ+
0¯
(
τ (λ + ρ),α)υ(τ(λ+ρ)−(λ+ρ))
because υ(A(λ + ρ) ∗ −(λ+ρ)) = 0 by (4). Hence using the transversal K of W0¯ in W we obtain that
υ(∂(A(λ + ρ) ∗ −(λ+ρ))) equals
∑
τ ′′∈K
sn
(
τ ′′
)( ∑
τ ′∈W0¯
sn
(
τ ′
) ∏
α∈Φ+
0¯
(
τ ′′(λ + ρ), (τ ′)−1(α))υ(τ ′τ ′′(λ+ρ)−(λ+ρ))
)
.
The function sn on W0¯ is the restriction of the corresponding function on W (see [8, Exercises 5
and 6, p. 54]) so sn(τ ′) = sn((τ ′)−1) is −1 in case that (τ ′)−1 changes an odd number of positive
roots in Φ+
0¯
to negative and 1 otherwise. In particular,
υ
(
∂
(
A(λ + ρ) ∗ −(λ+ρ)
))= ∑
τ ′′∈K
(
sn
(
τ ′′
) ∏
α∈Φ+
0¯
(
τ ′′(λ + ρ),α) ∑
τ ′∈W0¯
υ(∑l
i=1(mi+1)(τ ′τ ′′(λi)−λi))
)
.
Notice that τ ′τ ′′(λi) − λi = (τ ′τ ′′(λi) − τ ′′(λi)) + (τ ′′(λi) − λi) and that the coeﬃcient on αi0 of
τ ′τ ′′(λi)− τ ′′(λi) when written as a linear combination of the basic roots  is even because τ ′ ∈W0¯ .
Thus, υ(∑l
i=1(mi+1)(τ ′τ ′′(λi)−λi)) = υ(∑li=1(mi+1)(τ ′′(λi)−λi)) does not depend on τ ′ . This shows that
υ(∂(A(λ + ρ) ∗ −(λ+ρ))) equals
|W0¯|
∑
τ ′′∈K
sn
(
τ ′′
) ∏
α∈Φ+
0¯
(
τ ′′(λ + ρ),α)υ(∑l
i=1(mi+1)(τ ′′(λi)−λi)).
The value of υ(τ ′′(λi)−λi ) is (−1)〈τ
′′(λi)−λi ,λi0 〉(λi0 ,λi0 )/(αi0 ,αi0 ) . Since
〈
τ ′′(λi) − λi, λi0
〉
(λi0 , λi0) =
(〈
λi,
(
τ ′′
)−1
(λi0)
〉− 〈λi, λi0〉)(λi0 , λi0)
= 〈(τ ′′)−1(λi0) − λi0 , λi 〉(λi, λi)
= (αi,αi)si
((
τ ′′
)−1)
.
We conclude that υ(∂(A(λ + ρ) ∗ −(λ+ρ))) equals
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∑
τ∈K
sn(τ )(−1)
∑l
i=1
(αi ,αi )
(αi0
,αi0
)
si(τ )(mi+1) ∏
α∈Φ+
0¯
(
λ + ρ,τ (α))
and the result follows. 
We should remark that our formula for the trace of φ+λ depends on a summation on K so when|K | = |W|/|W0¯| is large our formula is not eﬃcient. However, for some families of simple Lts this size
is small. We will explore some examples in the next section.
5. Examples
Let us ﬁx a dominant weight λ =m1λ1 + · · · +mlλl .
Theorem 5.1. The trace of φ+λ for the Lts corresponding to the Vogan diagram of Al is given
by
l!
2l
dim V (λ)
l+1∑
i=1
(−1)
∑i−1
j=1mj∏i−1
j=1(
∑i−1
p= j(mp + 1))
∏l
j=i(
∑ j
p=i(mp + 1))
.
Proof. Let {1, . . . , l+1} be an orthonormal basis of Rl+1. A root system of type Al is given by
{±(i −  j) | 1  i < j  l + 1}, the basic roots are αi = i − i+1, i = 1, . . . , l, the reﬂection σαi acts
on the basis {1, . . . , l+1} by interchanging i and i+1, so the Weyl group is identiﬁed with the
symmetric group on l + 1 letters {1, . . . , l + 1}. Since i −  j = αi + · · · + α j−1 then W0¯ is the group
generated by the reﬂections σα2 , . . . , σαl , which is isomorphic to the symmetric group on l letters{2, . . . , l+1}. The set of positive roots splits as Φ+ = Φ+
0¯
unionsqΦ+
1¯
with Φ+
0¯
= {αi +· · ·+α j | 2 i < j  l}
and Φ+
1¯
= {α1,α1 + α2, . . . ,α1 + · · · + αl}. The transversal K can be taken as
K = {Id,σα1 , . . . , σα1+···+αl }.
In the case under consideration the Dynkin diagram is simply laced so all roots have the same length,
i.e. (αi ,αi)
(αi0 ,αi0 )
= 1. Formula in Theorem 4.1 reads as
1
2l
∏
α∈Φ+
0¯
(ρ0¯,α)
∑
τ∈K
sn(τ )(−1)
∑l
i=1 si(τ )(mi+1)
∏
α∈Φ+
0¯
(
λ + ρ,τ (α)).
Observe that ρ = ρ0¯ + 12 (α1 + (α1 +α2)+· · ·+ (α1 +· · ·+αl)) = ρ0¯ + 12 (l1 − 2 −· · ·− l+1). Thus
(ρ,α) = (ρ0¯,α) for any α ∈ Φ+0¯ and
1
2l
∏
α∈Φ+
0¯
(ρ0¯,α)
= 1
2l
∏
α∈Φ+
0¯
(ρ,α)
= (ρ,α1) · · · (ρ,α1 + · · · + αl)
2l
∏
α∈Φ+(ρ,α)
= l!
2l
∏
α∈Φ+(ρ,α)
.
Coeﬃcients si(τ ) are easily obtained since σ1−i (λ1) − λ1 = −(λ1, 1 − i)(1 − i) = −(1 − i) =−α1 − · · · − αi−1 so we split the summation
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τ∈K
sn(τ )(−1)
∑l
i=1 si(τ )(mi+1)
∏
α∈Φ+
0¯
(
λ + ρ,τ (α))
as
∏
α∈Φ+
0¯
(ρ + λ,α) −
l+1∑
i=2
(−1)m1+1+···+mi−1+1
∏
α∈Φ+
0¯
(
λ + ρ,σ1−i (α)
)
.
We observe that since sn(σ1−i ) = −1, then
∏
α∈Φ+
0¯
(λ + ρ,σ1−i (α)) is
−
∏
α∈Φ+(λ + ρ,α)
(λ + ρ,σ1−i (α1)) · · · (λ + ρ,σ1−i (α1 + · · · + αl))
.
The product (λ + ρ,σ1−i (α1)) · · · (λ + ρ,σ1−i (α1 + · · · + αl)) equals
l+1∏
j=2
(
λ + ρ,σ1−i (1 −  j)
)= (−1)i−1 i−1∏
j=1
(λ + ρ, j − i)
l+1∏
j=i+1
(λ + ρ,i −  j)
= (−1)i−1
i−1∏
j=1
(
i−1∑
p= j
(mp + 1)
)
l∏
j=i
( j∑
p=i
(mp + 1)
)
.
The summand
∏
α∈Φ+
0¯
(ρ + λ,α) can be written as
∏
α∈Φ+
0¯
(ρ + λ,α) =
∏
α∈Φ+(ρ + λ,α)∏l
j=1(
∑ j
p=1(mp + 1))
.
Therefore,
∑
τ∈K
sn(τ )(−1)
∑l
i=1 si(τ )(mi+1)
∏
α∈Φ+
0¯
(
λ + ρ,τ (α))
=
∏
α∈Φ+
(λ + ρ,α)
l+1∑
i=1
(−1)
∑i−1
j=1mj∏i−1
j=1(
∑i−1
p= j(mp + 1))
∏l
j=i(
∑ j
p=i(mp + 1))
and the result follows from Weyl’s dimension formula for V (λ). 
Theorem 5.2. The trace of φ+λ for the Lts corresponding to the Vogan diagram of Bl
is given by
dim V (λ)
(1+ (−1)ml )∏lj=1(2(l − j) + 1)
2
∏l
j=1(ml + 1+
∑l−1
i= j 2(mi + 1))
.
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is a root system of type Bl . The positive roots consist of {i ±  j | 1 i < j  l}∪ {1, . . . , l}. The roots
α1 = 1 − 2, . . . ,αl−1 = l−1 − l,αl = l can be taken as the basic roots of Φ+ .
Since i = αi +· · ·+αl−1 +αl , i −  j = αi +· · ·+α j−1 and i +  j = αi +· · ·+2α j +· · ·+2αl then
Φ+
0¯
= {i ±  j | 1 i < j  l} and Φ+1¯ = {1, . . . , l}. The root system Φ+0¯ corresponds to a simple Lie
algebra of type Dl so |W|/|W0¯| = 2ll!/2l−1l! = 2. Since σαl /∈W0¯ (elements in W0¯ act on {1, . . . , l}
by permutation and even sign changes but σαl only performs one sing change), then K = {Id, σαl }.
Moreover, σαl stabilizes Φ
+
0¯
and (αi,αi)/(αl,αl) = 2 unless i = l. Thus, the formula in Theorem 4.1
reads as
(1+ (−1)ml )
2l
∏
α∈Φ+
0¯
(λ + ρ,α)∏
α∈Φ+
0¯
(ρ0¯,α)
. (5)
The fundamental dominant weights of Bl are λ1 = 1, λ2 = 1 + 2, . . . , λl−1 = 1 +· · ·+ l−1 and λl =
(1+· · ·+l)/2 while the fundamental dominant weights for Dl are λ′1 = 1, . . . , λ′l−2 = 1+· · ·+l−2,
λl−1 = (1 + · · · + l−1 − l)/2 and λ′l = (1 + · · · + l)/2. Hence, ρ = ρ0¯ + λl . Using Weyl’s dimension
formula we can write (5) as
(1+ (−1)ml )
2l
dim V (λ)
∏
α∈Φ+(ρ,α)∏l
i=1(λ + ρ,i)
1∏
α∈Φ+
0¯
(ρ ′,α)
= dim V (λ) (1+ (−1)
ml )
2l
∏l
i=1(ρ, i)∏l
i=1(λ + ρ,i)
∏
α∈Φ+
0¯
(ρ ′ + λ′l,α)∏
α∈Φ+
0¯
(ρ ′,α)
= dim V (λ) (1+ (−1)
ml )
2l
∏l
i=1(ρ, i)∏l
i=1(λ + ρ,i)
dim V
(
λ′l
)
= dim V (λ) (1+ (−1)
ml )
2l
∏l
i=1(ρ, i)∏l
i=1(λ + ρ,i)
2l−1
= dim V (λ) (1+ (−1)
ml )
2
∏l
i=1(ρ, i)∏l
i=1(λ + ρ,i)
.
Since the inner product (k1λ1 + · · · + klλl, i) equals ki + ki+1 + · · · + kl−1 + kl2 then the result fol-
lows. 
Theorem 5.3. The trace of φ+λ for the Lts corresponding to the Vogan diagram of Bl
is given by
dim V (λ)
(1+ (−1)ml )(2l − 1)!
22l
l∑
i=1
(−1)
∑i−1
j=1mj
hi
∏i−1
j=1(h2j − h2i )
∏l
j=i+1(h2i − h2j )
where hi = (mi + 1) + · · · + (ml−1 + 1) + ml+12 .
Proof. The coeﬃcient on α1 of a root α when expressed as a linear combination of α1, . . . ,αl is the
same as the coeﬃcient of 1 when α is written in terms of {1, . . . , l}. Thus, Φ+0¯ = {i ±  j | 2 
i < j  l} ∪ {2, . . . , l}, that is a root system of type Bl−1. The remainder 2l − 1 positive roots are
Φ+¯ = {1 ± 2, . . . , 1 ± l, 1}. The size of K is |W|/|W0¯| = 2ll!/2l−1(l − 1)! = 2l. The elements of1
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that correspond to the permutation (1i) (the value i = 1 is allowed). One possible choice of K is
K = {±σ1, . . . ,±σl}. In fact, (−1)sσiσ j(1) = (−1)sσ j(i) = (−1)si in case that j = 1 or (−1)s j
otherwise, but elements in (−1)sσiσ j ∈W0¯ do not produce changes on the coeﬃcient of 1 so the
only chance for (−1)sσiσ j to be in W0¯ is i = j = 1 and s = 0. This proves that our choice of K gives
a transversal.
The exponent of (−1) in the formula of Theorem 4.1 for τ = σi is s1(σi)(m1 + 1) + · · · +
sl−1(σi)(ml−1 + 1) + 12 sl(σi)(ml + 1). Since σi(λ1) − λ1 = −〈1, 1 − i〉(1 − i) = −(1 − i) =−α1 − · · · − αi−1 then this exponent equals −(m1 + 1) − · · · − (mi−1 + 1). In the case of τ = −σi
this exponent equals −(m1 + 1) − · · · − (mi−1 + 1) − 2(mi + 1) − · · · − 2(ml−1 + 1) − (ml + 1). The
value of sn(τ ) changes by a factor of (−1)l when considering τ = −σi instead of τ = σi (recall
that sn(τ ) = (−1)n(τ ) where n(τ ) is the number of positive roots that τ sends to negative roots,
so sn(−Id) = (−1)l2 = (−1)l). Finally, ∏α∈Φ+
0¯
(λ+ρ,τ (α)) changes by a factor of (−1)(l−1)2 = (−1)l+1
when the same substitution is performed. Thus, we can write the trace of φ+λ as
(1+ (−1)ml )
22l−1
∏
α∈Φ+
0¯
(ρ0¯,α)
l∑
i=1
sn(σi)(−1)
∑i−1
j=1(mj+1)
∏
α∈Φ+
0¯
(
λ + ρ,σi(α)
)
. (6)
The factor sn(σi)
∏
α∈Φ+
0¯
(λ + ρ,σi(α)) equals
∏
α∈Φ+(λ + ρ,α)
(λ + ρ,σi(1 ± 2)) · · · (λ + ρ,σi(1 ± l))(λ + ρ,σi(1)) .
The fundamental dominant weights of Bl are λ1 = 1, . . . , λl−1 = 1 + · · · + l−1, λl = (1 + · · · +
l)/2 while for the root system Φ
+
0¯
we have λ′1 = 2, . . . , λ′l−1 = 2 + · · · + l−1 and λ′l−1 = (2 + · · · +
l)/2. Thus, ρ = 2l−12 1 + ρ0¯ and (ρ0¯,α) = (ρ,α) for any α ∈ Φ+0¯ . We can write (6) as
(1+ (−1)ml )
22l−1
dim V (λ)(ρ, 1 ± 2) · · · (ρ, 1 ± l)
· (ρ, 1)
l∑
i=1
(−1)
∑i−1
j=1(mj+1)
(λ + ρ,σi(1 ± 2)) · · · (λ + ρ,σi(1 ± l))(λ + ρ,σi(1)) .
The denominator (λ + ρ,σi(1 ± 2)) · · · (λ + ρ,σi(1 ± l))(λ + ρ,σi(1)) equals (−1)i−1(λ + ρ,
1 ± i) · · · (λ+ρ,i−1 ± i)(λ+ρ,i ± i+1) · · · (λ+ρ,i ± l)(λ+ρ,i). The value (λ+ρ,i) clearly
coincides with the value of hi deﬁned in the statement, so the trace of φ
+
λ is given by
(1+ (−1)ml )
22l−1
dim V (λ)(ρ, 1 ± 2) · · · (ρ, 1 ± l)(ρ, 1)
l∑
i=1
(−1)
∑i−1
j=1mj
hi
∏i−1
j=1(h2j − h2i )
∏l
j=i+1(h2i − h2j )
.
Since (ρ, 1 + i) = 2l − i and (ρ, 1 − i) = i − 1 then (ρ, 1 ± 2) · · · (ρ, 1 ± l)(ρ, 1) = (2l − 1)!/2.
This proves the theorem. 
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