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Linear mixed models (LMMs) are widely used for heritability es-
timation in genome-wide association studies (GWAS). In standard
approaches to heritability estimation with LMMs, a genetic relation-
ship matrix (GRM) must be specified. In GWAS, the GRM is fre-
quently a correlation matrix estimated from the study population’s
genotypes, which corresponds to a normalized Euclidean distance ker-
nel. In this paper, we show that reliance on the Euclidean distance
kernel contributes to several unresolved modeling inconsistencies in
heritability estimation for GWAS. These inconsistencies can cause
biased heritability estimates in the presence of linkage disequilibrium
(LD), depending on the distribution of causal variants. We show that
these biases can be resolved (at least at the modeling level) if one
adopts a Mahalanobis distance-based GRM for LMM analysis. Ad-
ditionally, we propose a new definition of partitioned heritability –
the heritability attributable to a subset of genes or single nucleotide
polymorphisms (SNPs) – using the Mahalanobis GRM, and show
that it inherits many of the nice consistency properties identified in
our original analysis. Partitioned heritability is a relatively new area
for GWAS analysis, where inconsistency issues related to LD have
previously been known to be especially pernicious.
1. Introduction. Heritability is the proportion of phenotypic variance explained by genetic
variance (Falconer, 1960; Lynch et al., 1998). There are many different definitions of heritability and
different methods for estimating heritability from data (e.g. Haseman and Elston, 1972; Henderson,
1984; Visscher, Hill and Wray, 2008; Yang et al., 2011a; Golan, Lander and Rosset, 2014; Bulik-
Sullivan et al., 2015). This paper is focused on heritability estimation methods that are related to
variance components estimation methods for linear mixed models (LMMs). LMM-based methods
for heritability estimation have been used since the 1950s (Henderson, 1950); additionally, over the
last decade they have emerged as one of the most widely-used methods for estimating heritability
with genome-wide association study (GWAS) data (Hindorff et al., 2009; Yang et al., 2010; Kang
et al., 2010; Zaitlen and Kraft, 2012). However, standard approaches to heritability estimation with
LMMs have some unresolved inconsistencies that are related to fundamental topics in genetics –
e.g. linkage disequilibrium (LD), the distribution of causal variants, and partitioning heritability –
which can lead to badly biased heritability estimates (Zaitlen and Kraft, 2012; Speed et al., 2012;
Gusev et al., 2013, 2014).
LMM-based heritability methods typically require specification of a genetic relationship matrix
(GRM), which measures genetic similarity between subjects in a study. The GRM may be based
on familial or other information (Lange, 2003; Powell, Visscher and Goddard, 2010). In GWAS, the
GRM is frequently a sample correlation matrix constructed from study participant’s trinary single
∗Supported by NSF Grant DMS-1454817.
MSC 2010 subject classifications: Primary 62P10; secondary 62F99.
Keywords and phrases: Genome-wide association studies, heritability estimation, linear mixed models, fixed-effects
linear models, random-effects linear models
1
ar
X
iv
:1
90
1.
02
93
6v
1 
 [s
tat
.A
P]
  9
 Ja
n 2
01
9
2 R. MA AND L. H. DICKER
nucleotide polymorphism (SNP) values, which corresponds to a Euclidean distance kernel (Yang
et al., 2010; Zaitlen and Kraft, 2012). In this paper, we argue that using the Euclidean kernel
is a root cause for biases in LMM heritability estimation referenced in the previous paragraph.
Furthermore, we argue that if one adopts a Mahalanobis kernel-based GRM, then many of the LMM
heritability biases related to LD and causal variants can be tranparently explained and resolved
at the modeling level. This approach yields a modified version of LMM-based heritability, relying
on the Mahalanobis GRM. We also define a natural version of partitioned heritability with the
Mahalanobis GRM, which resolves some closely related inconsistency issues that have been noted
for other methods for partitioning heritability (Speed et al., 2012; Gusev et al., 2013, 2014). We
propose a Mahalanobis kernel-based maximum likelihood estimator for both partitioned and total
heritability, and show that the estimator is consistent and asymptotically normal. Throughout the
paper, numerical simulations are used to help illustrate different aspects of heritability estimation
and our methodological results.
Beyond their immediate practical application for estimating heritability, the statistical arguments
for the Mahalanobis kernel in this paper also address several fundamental questions about statistical
modeling in modern genetics, including 1) fixed-effects vs. random-effects modeling and 2) narrow-
sense vs. broad-sense heritability. Questions about fixed- and random-effects modeling have been
raised repeatedly in research on heritability estimation (Gibson, 2012). Many of these questions
can be summarized as follows: Should genetic effects be modeled as fixed or random quantities?
To answer this question, we argue that for the Mahalanobis kernel, the fixed- and random-effects
models are essentially equivalent. Furthermore, under the Mahalanobis kernel, we show that the
LMM heritability coefficient can also be interpreted as a conditional variance – which we refer to as
the C-heritability (C for “conditional”) – under the corresponding fixed-effects model. This builds a
link between narrow-sense (or additive) heritability, which LMM-based methods have traditionally
been designed to estimate, and broad-sense heritability, which is a more model-free measure of
overall heritability defined in terms of the conditional variance of a phenotype given the genotype
and other specified information. By introducing C-heritability, total and partitioned heritabilities
become special cases of a general form, and we are able to propose a unified approach for both total
and partitioned heritability estimation.
The rest of this paper is organized as follows. In Section 2, we review some of the common LMM
heritability estimation methods and their model assumptions. Many of the biases and inconsistencies
mentioned above are essentially related to model misspecification, which is discussed in detail
in Section 3. In Section 4, we introduce the Mahalanobis distance-based approach, compare it
with Euclidean GRM methods, and propose Mahalanobis-based estimators for heritability and
partitioned heritability; C-heritability is also introduced and discussed in this section. Section 5
contains additional simulation results and Section 6 contains a concluding discussion.
1.1. Related work. Recently, in independent work, Mathew, Le´on and Sillanpa¨a¨ (2018) proposed
using the Mahalanobis kernel in a similar way for heritability esitmation with GWAS data. Mathew
et al.’s paper primarily focuses on empirical analysis, using both simulated and real datasets to
illsutrate advantages of the Mahalanobis kernel. The present work contains more precise mathe-
matical and statistical justification for much of the work in Mathew, Le´on and Sillanpa¨a¨ (2018),
and introduces statistical principles (e.g. C-heritability in Section 4) that can be extended to other
targeted application areas and genetics (like partitioning heritability).
2. LMMs for heritability estimation.
2.1. Additive decomposition: From GRMs to LMMs. In this section, we describe a statistical
model that forms the basis for many LMM heritability methods for GWAS, (e.g. Yang et al., 2010;
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Zaitlen and Kraft, 2012). Let y = (y1, . . . , yn)
> ∈ Rn be a vector of centered, real-valued outcomes,
where yi represents the phenotypic value of individual i in some population. Assume that
(1) y = g + e
can be decomposed as the sum of an additive genetic effect g = (g1, . . . , gn)
> ∈ Rn and an uncor-
related noise vector e = (e1, . . . , en)
> ∈ Rn, which may contain other non-additive genetic effects,
environmental noise, and measurement error. Further assume that the data are centered, so that
E(g) = E(e) = 0, and that Cov(g) = σ2gK and Cov(e) = σ2eI, where σ2g , σ2e ≥ 0 are genetic and
environmental real-valued variance components, respectively, and K is the n× n GRM.
Thus, y is a random vector with E(y) = 0 and Cov(y) = σ2gK + σ2eI, which we denote by
(2) y ∼MV(0, σ2gK + σ2eI).
The heritability coefficient is defined to be
(3) h2 =
σ2g
σ2g + σ
2
e
.
This definition of heritability is often referred to as narrow-sense or additive heritability. The GRM
K is typically normalized so that its diagonal entries all equal 1, so that the correlation matrix for
y is Corr(y) = h2K + (1 − h2)I and the heritability parameter h2 represents the extent to which
correlation between phenotypes in the population is determined by genetic relatedness.
With GWAS data, genetic relatedness can be encoded by similarities between sequences of SNPs.
Let zi = (zi1, . . . , zim)
> be the vector of normalized SNPs for the i-th study subject, i.e.
zij =
fij − 2pj√
2pj(1− pj)
,
where fij = 0, 1, 2 is the minor allele count at SNP j for individual i and pj is the minor allele
frequency (MAF) of SNP j across the population (Meuwissen and Goddard, 2001; Hayes, Visscher
and Goddard, 2009; Zaitlen and Kraft, 2012) (in many studies, m may be in the hundreds of
thousands or millions). Then the ij-entry of the GRM K = (Kij) is determined by some kernel
function K : Rm × Rm → R, whereby Kij = K(zi, zj).
Traditionally, the GRM (also referred to as the kinship matrix) indicates the proportion of
identical genetic regions that individual i and j inherited from common ancestors. This identity-
by-descent (IBD) kernel is defined with respect to a pedigree, but knowledge of an explicit pedigree
for the population in the study is usually infeasible in GWAS. In the absence of pedigree information,
the GRM is frequently defined by the identity-by-state-based (IBS-based) GRM, where
(4) K(zi, zj) =
1
m
z>i zj .
The IBS-based GRM definition corresponds to the normalized Euclidean kernel; it measures average
allelic correlations (Powell, Visscher and Goddard, 2010; Speed and Balding, 2015) and is frequently
used for GWAS. Other kernel functions have been proposed for GWAS heritability estimation
problems, e.g. the Gaussian kernel or higher-order polynomial kernels (Akdemir and Jannink, 2015)
and, recently, the Mahalanobis kernel (Mathew, Le´on and Sillanpa¨a¨, 2018), which is the focus of
this paper. However, to date, the Euclidean kernel remains the most widely used and there is limited
work in the literature on why one should prefer one GRM kernel over another.
4 R. MA AND L. H. DICKER
The Euclidean kernel (4) corresponds to a linear random-effects model — or a linear mixed model
(LMM), if fixed-effects covariates are also included in the model — hence, the term LMM-based
heritability estimation. For simplicity, in practice, the response value y is often onto the orthogonal
complement of a subspace spanned by fixed-effects covariates such as sex, age, handedness, and
leading eigenvectors of the genotype matrix (Visscher, Hill and Wray, 2008; Yang et al., 2011a;
Bonnet et al., 2015; Lee et al., 2016). To see the correspondence between Euclidean kernel and
linear random-effects model, let g = Zu in (1), where
(5) u = (u1, . . . , um)
> ∈ Rm, ui ∼MV(0, σ2g/m),
is a vector of independent random genetic effects and Z = (z1, . . . , zn)
> is the n × m matrix of
genotypes. Then (2) holds with the Euclidean kernel and we can rewrite (1) as
(6) y = Zu + e.
In this model, the data from each subject is the (phenotype, genotype)-pair (yi, zi) ∈ Rm+1.
The main focus of this paper is the Mahalanobis kernel (Mahalanobis, 1936; De Maesschalck,
Jouan-Rimbaud and Massart, 2000). Let Σ be the m×m positive definite matrix representing the
population-level covariance (linkage disequilibrium) matrix for the SNPs zi, i.e. Σ = Cov(zi). The
Mahalanobis kernel is defined by
(7) K(zi, zj) = z
>
i Σ
−1zj ;
it corresponds to a linear random-effects model with correlated random effects u ∼MV(0, τ2g /mΣ−1)
in (6). The Mahalanobis kernel has been widely used in other applications involving genetics as a
method to account for LD, e.g. genetic association testing (Majumdar, Witte and Ghosh, 2015).
However, until recently (Mathew, Le´on and Sillanpa¨a¨, 2018), the Mahalanobis kernel has received
less attention for heritability estimation.
2.2. Estimating h2. The method of moments and maximum likelihood are two widely used
methods for estimating h2 under (2). Both methods are discussed in this section and can be used
for any GRM K. In this section, we assume that the GRM is normalized with its diagonal entries
all equal 1 and y is centered and that (2) holds.
One of the classical moment estimators for h2 comes from observing that σ2g is the least squares
regression coefficient for regressing yiyj on Kij for all i < j. This is because (2) implies that
E(yiyj |K) = σ2gKij , for i 6= j.
The corresponding estimator for σ2g is
σ˜2g =
(
V̂ar(Kij)
)−1
Ĉov(yiyj ,Kij),
where
V̂ar(Kij) =
2
n(n− 1)
∑
i<j
K2ij ,
Ĉov(yiyj ,Kij) =
2
n(n− 1)
∑
i<j
yiyjKij .
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Henderson (1984) used least squares in this way to estimate h2 with
h˜2 =
σ˜2g
‖y‖22/n
,
and variants of this method are still used today (Golan, Lander and Rosset, 2014; Bulik-Sullivan
et al., 2015; Zhou et al., 2017; Schwartzman et al., 2017); this approach is also referred to as
Haseman-Elston regression (Haseman and Elston, 1972).
To estimate h2 using maximum likelihood, one typically assumes that y is Gaussian, i.e.
y ∼ N (0, σ2gK + σ2eI),
and estimates σ2g , σ
2
e and, subsequently, h
2, by maximizing the Gaussian likelihood for this model.
Specifically, let η2 = σ2g/σ
2
e . This is a convenient reparametrization for the problem and η
2 can be
interpreted as the signal-to-noise ratio. The maximum likelihood estimator for (σ2e , η
2) is
(8) (σˆ2e , ηˆ
2) = argmax
σ2e ,η
2>0
l(σ2e , η
2),
where
l(σ2e , η
2) = −1
2
log(σ2e)−
1
2n
log det(η2/mK + I)
− 1
2nσ2e
y>(η2/mK + I)−1y.
Hence, the MLE of h2 is
(9) hˆ2 =
ηˆ2
ηˆ2 + 1
.
Yang et al.’s (2010) groundbreaking work established the LMM approach for heritability estimation
in GWAS with maximum likelihood.
Both maximum likelihood and moment estimators for h2 have nice statistical properties (e.g.
consistency). In some circumstances, maximum likelihood estimators may have advantages over
moment estimators in terms of efficiency (reduced variance). On the other hand, moment estima-
tors have been the subject of renewed interest recently because of potential advantages related
to computation and data privacy (as many data only disclose summary GWAS statistics for the
population (Finucane et al., 2015; Zhou et al., 2017)).
2.3. Estimating partitioned heritability. Studies on partitioning heritability seek to identify the
heritability h2S , which is attributable to a subset of SNPs S ⊆ [m] := {1, . . . ,m} (Gusev et al.,
2014; Finucane et al., 2015). Usually the SNPs are partitioned by functional areas such as chro-
mosomes, levels of MAF and functional annotations (Davis et al., 2013). Partitioned heritability is
also frequently estimated under LMM models.
In (Yang et al., 2011b; Kostem and Eskin, 2013; Gusev et al., 2014), y is assumed to follow a
LMM with two variance components
y = ZSuS + ZScuSc + e,
where
(10) uj ∼
 MV
(
0,
σ2S
|S|
)
, if j ∈ S,
MV
(
0,
σ2Sc
m−|S|
)
, if j /∈ S.
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Under this model, the heritability due to S is defined as
h2S =
σ2S
σ2S + σ
2
Sc + σ2e
,
and it can be estimated using maximum likelihood after further assuming a Gaussian model for uj
and e (Yang et al., 2011a,b; Davis et al., 2013; Gusev et al., 2014).
3. Model misspecification and LMM heritability estimation. LMM methods for esti-
mating h2 may give biased results when used in settings where the generative model for y differs
from (2), i.e. under model misspecification. This has been noted repeatedly in the heritability lit-
erature (Zaitlen and Kraft, 2012), and is important because many of the leading generative models
from genetics for linking phenotypes y and SNP values z differ substantially from (2) (Barrett
et al., 2009; Stahl et al., 2010; Gibson, 2012). In this section, we discuss model misspecification for
LMMs in one of the most commonly used generative models for heritability in GWAS: Causal loci
models. We show through a basic simulation example that the Euclidean kernel for LMM heritabil-
ity estimation can give biased results uner the causal loci model; we also show numerically that the
Mahalanobis kernel heritability estimator remains unbiased. In the following sections, we explain
in more detail why the Mahalanobis kernel methods for heritability estimation are more robust to
model misspecification.
3.1. Causal loci models. Many genetics models hypothesize a collection of causal loci (or causal
variants), which are fixed locations along the genome, where the specific nucleotide combination
impacts the phenotype — other, non-causal loci are assumed to have no direct impact on the
phenotype (Pritchard, 2001). In the context of the LMM (6), this is frequently encoded by taking
A ⊆ [m] to be the collection of causal loci and assuming:
(11)
uj ∼ F are independent for j ∈ A,
uj = 0 if j /∈ A,
where F is some probability distribution. Some popoular models also allow the causal effect dis-
tribution to depend on j, e.g. uj ∼ Fj for j ∈ A where Fj could depend on the MAF for the j-th
SNP (Yang et al., 2015; Gazal et al., 2017; Schoech et al., 2017).
If A 6= [m], then the genetic effects assumption (11) violates (5). Computing the expected value
of the score equations for the variance components MLE (8) under (11) indicates that this alone
may not be enough to induce bias in heritability estimates, i.e. the score equations may remain
unbiased in some cases. However, if the SNPs are in linkage disequilibrium (i.e. Cov(zi) is not
diagonal) and if the causal SNPs are not uniformly distributed across the genotyped SNPs, then
heritability estimates are frequently badly biased. This has been noted previously in the literature,
e.g. Zaitlen and Kraft (2012); Speed et al. (2012); Gusev et al. (2013); Yang et al. (2015).
3.2. Model misspecification in partitioned heritability estimation. Similarly, in partitioned heri-
tability estimation, care must be taken when disentangling the effects of SNPs in S with SNPs that
are in linkage disequilibrium with S.
In particular, if LD is ignored, then estimates of h2S can be biased, as common generative models
for paritioned heritability typically differ from (10). Under the causal loci hypothesis, individual
effect-size follows
uj

∼ FS are independent for j ∈ A1 ⊆ S,
∼ FSc are independent for j ∈ A2 ⊆ Sc,
= 0 otherwise,
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where A1 and A2 are the sets of causal loci in S and Sc, with A1∩A2 = ∅ (Gusev et al., 2014). If the
causal loci are concentrated in an uneven LD region, then similar bias observed in total heritability
estimation is expected for partitioned heritability estimation. Simulation results illustrating this bias
are discussed in Section 5.2, after introducing the Mahalanobis estimator for partitioned heritability.
3.3. Other existing methods for improving heritability estimates. Many strategies have been
proposed to account for potential bias in LMM-based heritability estimates. One simple strategy to
improve LMM heritability estimates is LD pruning: One SNP from each pair of highly correlated
SNPs is simply removed from the analysis (Purcell et al., 2007; Stahl et al., 2012). A drawback of
this approach is that without information about S, causal loci could potentially be removed during
the pruning step, which may induce additional biases when estimating h2. Other strategies focus
on transforming and re-weighting the genotype matrix Z. For example Gusev et al. (2013) built
on work of Patterson, Price and Reich (2006), and proposed to transform the genotype matrix by
regressing each SNP on all preceeding SNPs. Each SNP genotype is then replaced by the regression
residuals. Similarly, the LD adjusted kinship (LDAK) method suggests assigning different weights
to SNPs (Speed et al., 2012). Optimal SNP weights are computed by considering local LD and
distance to neighboring SNPs, then solving a linear programming problem. The reweighted data is
then analyzed with LMM methods.
Many of these bias-correction methods for mitigating the impact of LD on heritability estimation
can be intepreted as modifying the kernel matrix K in (8); however, modifying the kernel is not
typically their primary motivation. The general solution proposed in this paper is to replace the
Euclidean kernel typically used for LMM-based heritability estimation with the Mahalanobis kernel.
The next subsection contains a simulation example, which shows that the Gaussian MLE for h2
can be biased under the Euclidean kernel, but that estimators with the Mahalanobis kernel are
unbiased. Methodological and theoretical justification for the Mahalanobis kernel is provided in
Section 4. A more detailed simulation study is contained in Section 5.1, where some of the other
methods for mitigating bias in heritability estimation mentioned in this section (e.g. LDAK) are
also considered.
3.4. Simulation example. In the simulations considered in this section, we assume the model
(11) holds, with Gaussian F . Let ZA denote the n×|A| matrix obtained by extracting the columns
of Z corresponding to A. If ej are Gaussian and uj ∼ N (0, σ2g/|A|) are iid Gaussian causal effects,
for j ∈ A, then
y ∼MV
(
0,
σ2g
|A|ZAZ
>
A + σ
2
eI
)
.
Thus, y follows the model (2) with Ki,j = K(zi, zj) = z
>
i,Azj,A/|A| and zi,A = (zik)k∈A ∈ R|A|, so
the heritability coefficient is h2 = σ2g/(σ
2
g + σ
2
e). On the other hand, in the absence of additional
information about A, LMM heritability estimators h2 are typically fit according to the model (6),
with the Euclidean kernel (4). In this simulation study, we estimated h2 under this setting using
the MLE (8) with the Euclidean kernel (4) and the MLE with the Mahalanobis kernel (7).
In our simulation study, we took:
(i) n = 500, m = 1000.
(ii) A = {1, . . . ,m/2}.
(iii) σ2g = σ
2
e = 0.5.
(iv) z1, . . . , zn ∼ N (0,Σ), where
Σ =
(
AR(0.3) 0
0 AR(0.7)
)
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and AR(ρ) is the m/2×m/2 matrix with ij-entry ρ|i−j|.
Under this setup, h2 = 0.5. We simulated 50 independent datasets specified according to this model,
and computed the Euclidean and Mahalanobis kernel MLEs for each dataset. Summary statistics
are reported in Table 1. From Table 1, it’s evident that the estimator based on the Euclidean kernel
Table 1
Means and confidence intervals for estimates of h2. Based on results from 50 independent datasets. h2 is estimated
by MLE with linear and Mahalanobis kernels.
h2 Linear MLE Mahalanobis MLE
0.5 Mean: 0.454 Mean: 0.495
95% CI: (0.427,0.482) 95% CI: (0.468, 0.522)
is significantly biased, and the Mahalanobis estimator is not.
4. Fixed-effects models and C-heritability – Why the Mahalanobis kernel works.
4.1. Fixed-effects heritability. The potential impact of model misspecification on random-effects
heritability estimation was illustrated in the previous section. Our approach to resolving this prob-
lem begins by treating the genetic effects as fixed, rather than random quantities. The fixed-effects
approach has been discussed elsewhere in the literature (e.g. Price et al., 2010), but our focus on
the Mahalanobis kernel appears to be new. One of the main arguments in previous literature for
fixed genetic effects is interpretability: In reality, the effect of a given SNP on a phenotype is fixed
and statistical analysis should be conducted conditional on these effects. In this section, we show
that starting from a fixed-effects model with random genotype, we can recover the Mahalanobis
kernel LMM estimator and prove that it has nice (asymptotic) statistical properties for heritabil-
ity estimation in both fixed-effects model and random-effects models with nearly arbitrary genetic
effect distribution.
Assume that the linear model (6) holds with some fixed (non-random) u. Additionally assume
that
(12) z1, . . . , zn ∼ N (0,Σ) and e1, . . . , en ∼ N (0, σ2e)
are independent. Thus, this is a random design (or random genotype) model, as opposed to a
random-effects model. The random design assumption is important for our analysis; however, nor-
mality is probably not essential. Indeed, the normality assumptions are unrealistic in practice (the
entries of zi are typically discrete). Primarily, we rely on the normality assumption for motivating
the methods proposed in this section. Many other high-dimensional variance component estimation
with fixed-effects model (e.g. Dicker, 2014; Janson, Barber and Candes, 2017) require the same
multivariate Gaussian random-design (12), for its invariance property under orthogonal transfor-
mations. Work of Bai et al. (2007) in random matrix theory has shown that in the large limit where
n,m → ∞, the invariance property holds for a broader class of random matrices. We expect our
estimator to be robust asymptotically for reasonable random designs, as suggested by simulation
results in Section 5 and related numerical results in (Janson, Barber and Candes, 2017). Theoretical
results on relaxing the Gaussian random design assumptions for the Mahalanobis estimator (e.g.
by building on results in (Dicker and Erdogdu, 2016a,b)) would be an interesting future research
direction.
Let (y, z) be a generic draw from the study population. We define the fixed-effects heritability
coefficient to be
(13) h2 = 1− E (Var(y | z))
Var(y)
=
u>Σu
u>Σu + σ2e
.
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This is a version of broad-sense heritability, determined by the conditional variance of the phenotype
(Visscher, Hill and Wray, 2008). The fixed-effects heritability (13) captures correlation between
SNPs and LD through the quadratic form u>Σu.
4.2. Fixed- vs. random-effects heritability. In general, the fixed-effects heritability coefficient
(13) differs from the random-effects heritability coefficient (3) under the Euclidean kernel. Indeed,
let h2FE denote the fixed-effects heritability coefficient (13), and let h
2
Euc denote the random-effects
heritability coefficients corresponding to the model (2) with Euclidean kernel. Without loss of
generality, we assume that the data are normalized so that Var(y) = 1. Then (13) becomes h2 =
h2FE = Var(z
>u|u) = u>Σu. If Σ = I, note that
(14) h2FE = ‖u‖22.
Under the random-effects heritability model corresponding to the Euclidean kernel, u ∼MV(0, σ2g/mI)
and the heritability coefficient is h2Euc = σ
2
g (recall that Var(y) = 1); thus, h
2
FE = ‖u‖22 ≈ σ2g = h2Euc
when m is large. On the other hand, if Σ 6= I (i.e. if there is LD), then (14) does not hold and h2FE
may differ substantially from h2Euc.
Next, we show that the fixed-effects heritability coefficient is asymptotically equivalent to the
random-effects heritability coefficient under the model (2) with Mahalanobis kernel – this is the key
argument for the Mahalanobis kernel methods in this paper. Consider the random-effects model (2)
under the Mahalanobis kernel (7), where u ∼MV(0, h2FE/mΣ−1). Under this model, the random-
effects heritability coefficient is
h2 = h2Mah = Var(z
>u|z) = Var(z>Σ−1/2Σ1/2u|z) = z>Σ−1zE(u>Σu) ≈ h2FEz>Σ−1z/m ≈ h2FE ,
where the approximation is valid for large m. Hence, random-effects heritability under the Maha-
lanobis kernel is approximately equivalent to fixed-effects heritability. Moreover, the fixed-effects
approach – and, hence, the Mahalanobis approach – does not depend on the distribution of causal
loci, which can be a source of bias for Euclidean kernel methods.
4.3. Partitioning heritability. Broad-sense heritability and the fixed-effects linear model de-
scribed in Section 4.1 also motivate a natural definition of partitioned heritability. For S ⊆ [m], we
define the heritability attributable to S to be
(15) h2S = 1−
E (Var(y | zS))
Var(y)
=
u>Σu− u>ScΣSc|SuSc
u>Σu + σ2e
,
where ΣSc|S = ΣSc,Sc − ΣSc,SΣ−1S,SΣS,Sc and ΣS1,S2 is the submatrix of Σ with rows and columns
selected according to S1,S2 ⊆ [m], respectively. This definition for partitioned heritability consis-
tently accounts for correlation between LD and SNPs. Additionally, note that h2 = h2[m].
The definition (15) makes sense in the context of broad-sense heritability, and when the ge-
netic features are Gaussian (or approximately Gaussian). However, as discussed in Section 4.1, the
Gaussian assumption basically never holds in practice. In the following proposition, we argue that
the definition (15) is also a natural consequence of three reasonable properties we might expect of
any quadratic form-based estimator for partitioned heritabilty for linear models with fixed genetic
effects.
Proposition 1. Assume that the linear model (6) holds, that u ∈ Rm is a fixed vector and that
E(z) = 0, Var(z) = Σ. Assume that the heritability attributable to S, h2S = h2S(u; Σ), is a quadratic
form in u, and that h2S satisfies the following properties:
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(i) 0 ≤ h2S(u; Σ) ≤ h2(u; Σ) for all u ∈ Rm, where h2 = h2(u; Σ) is the fixed-effects heritability
(13),
(ii) h2S(u; Σ) = h
2(u; Σ) if and only if uSc = 0, and
(iii) h2S(u; Σ) does not depend on ΣSc,Sc.
Then we must have
h2S =
u>Σu− u>ScΣSc|SuSc
u>Σu + σ2e
.
Proposition 1 is proved in the Appendix. Condition (i) in Proposition 1 says that the heritability
attributable to a subset of SNPs S must be smaller than the total heritability (i.e. the heritability
attributable to all measured SNPs); condition (ii) means that the heritability attributable to S is
equal to the total heritability if and only if all causal loci are contained in S; condition (iii) means
that the heritability attributable to S should not depend on LD amongst SNPs that are not in
S (though it may depend on LD between SNPs in S and those not in S). We’ll discuss how to
estimate h2S in Section 4.5.
4.4. C-heritability with projections. In addition to focusing on the heritability attributable to
a subset of SNPs S with partitioned heritability, we can extend the definition of heritability to
variation explained by any linear projection C>z, for m× k matrices C with rank k:
(16) h2C = h
2
C(u; Σ) = 1−
E
(
Var(y | C>z))
Var(y)
.
C-heritability can be used to describe both total heritability (where C = I is the identity matrix)
and partitioned heritability (where C is a coordinate projection matrix corresponding to S). More
importantly, it is convenient to describe a generic method for estimating C-heritability, which is
applicable to both total heritability and partitioned heritability estimation (in the former case, we
will see that this is equivalent to Mahalanobis kernel-based methods).
Under the linear model with Gaussian data (12) and the additional assumption that Var(y) = 1,
the C-heritability coefficient is given by
h2C = u
>ΣC(C>ΣC)−1C>Σu.
The following lemma summarizes some useful facts about h2C .
Lemma 1. Assume (6) and (12) and that Var(y) = 1. Then h2C(u; I) = u
>C(C>C)−1C>u and
(17) h2C(u; Σ) = h
2
Σ1/2C
(Σ1/2u; I).
If, furthermore, m = k, then
(18) h2C(u; Σ) = u
>Σu = h2.
Finally, let S ⊆ [m] and let ΠS be the projection matrix onto coordinates indexed by S. Then
(19) h2S = h
2
ΠS .
The proof of Lemma 1 is trivial. The identity (17) helps to explain the connection between
LD and heritability – it implies that heritability in a model with LD structure Σ is equivalent to
heritability in a model where LD has been removed through a whitening transformation z 7→ Σ−1/2z.
The equation (18) implies that C-heritability is invariant under any (full rank) change-of-basis for
the genotype z 7→ C−1z. The last identity (19) shows how to estimate partitioned heritability h2S ,
when combined with the results for estimating C-heritability in the next subsection.
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4.5. Estimating C-heritability. In this subsection, we assume the fixed-effects linear model (6)
with z ∼ N (0,Σ). We would like to estimate h2C(u; Σ), for a full rank matrix C ∈ Rm×k. When
k = m, we saw in Lemma 1 that C-heritability equals the total heritability, i.e. h2C(y; Σ) = h
2.
Moreover, the results in Section 4.2 show that total heritability in the fixed-effects model can be
estimated in the same way as the LMM heritability coefficient with Mahalanobis kernel, e.g. we can
use one of the methods described in Section 2.2 with K given by (7). For projections C with k < m,
our strategy is to reduce the problem to a total heritability estimation problem with k SNPs and
use the methods just described, based on the Mahalanobis kernel/fixed-effects model equivalence.
Assume that k < m and let UC be a m × k matrix with orthonormal columns such that
Σ1/2C(C>ΣC)−1C>Σ1/2 = UCU>C . Let UC⊥ be a corresponding m × (m − k) matrix with or-
thonormal columns satisyfing U>C UC⊥ = 0 and I = UCU
>
C + UC⊥U
>
C⊥ . Then
y = Zu + e
= ZΣ−1/2UCU>C Σ
1/2u + ZΣ−1/2UC⊥U
>
C⊥Σ
1/2u + e
= WCvC +WC⊥vC⊥ + e
= WCvC + eC ,(20)
where
WC = ZΣ
−1/2UC = ZC(C>ΣC)−1/2, WC⊥ = ZΣ
−1/2UC⊥ ,
vC = U
>
C Σ
1/2u, vC⊥ = U
>
C⊥Σ
1/2u,
eC = WC⊥vC⊥ + e.
Since eC is independent of WC , we’ve transformed the original linear model with data (y, Z) into
the linear model (20) with data (y,WC), where
(WC)ij ∼ N (0, 1), 1 ≤ i ≤ n, 1 ≤ j ≤ k are iid and
eC ∼ N
(
0, (‖vC⊥‖2 + σ2e)I
)
.
Moreover, since ‖vC‖2 = u>Σ1/2UCU>C Σ1/2u = u>ΣC(C>ΣC)−1C>Σu = h2C when Var(y) = 1,
it follows that the total (fixed-effects) heritability h2 for the model (20) is equivalent to the C-
heritability h2(u; Σ) for the original linear model. Thus, to estimate h2(u; Σ), we simply esimate
the fixed-effects total heritability coefficient h2 under (20). This is formalized in the following
proposition.
Proposition 2. Assume that (6) and (12) hold, and let C be a full rank m × k matrix with
k ≤ m. Define σ2
C⊥ = u
>Σ1/2UC⊥U>C⊥Σ
1/2u+σ2e and η
2
C = u
>Σ1/2UCU>C Σ
1/2u/σ2
C⊥. Additionally,
let WC be as defined in (20) and let
hˆ2C =
ηˆ2C
1 + ηˆ2C
,
where
(ηˆ2C , σˆ
2
C⊥) := argmax
η2C , σ
2
C⊥
−1
2
log(σ2C⊥)−
1
2n
log det
(
η2C
k
WCW
>
C + I
)
− 1
2nσ2
C⊥
y>
(
η2C
k
WCW
>
C + I
)−1
y.
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If n → ∞, k/n → ρ ∈ (0,∞) \ {1}, and σ2
C⊥ , η
2
C are both contained in some compact subset of
(0,∞), then
(21) hˆ2C → h2C
in probability, where h2C is the C-heritability (16). Finally, define I = 1kWCW>C and J =
η2C
k WCW
>
C +
I, then
(22)
√
n(hˆ2C − h2C) D−→ N
(
0,
2σ4
C⊥
(1 + η2C)
4
(
1− tr(IJ
−1)2
ntr(I2J −2)
)−1)−1
under the same asymptotic setting as (21).
Proposition 2 is proved in the Appendix. Equations (21) and (22) imply that hˆ2C is consistent
and asymptotically normal. Proposition 2 is essentially a corollary of Theorems 1–2 in (Dicker and
Erdogdu, 2016b). Observe that when C = I is the m ×m identity matrix, h2C = h2 is the fixed-
effects total heritability coefficient and the estimator hˆ2C in Proposition (2) is identically equal to
the MLE (9) with the Mahalanobis kernel (7).
5. Numerical experiments. In this section we report on results from several numerical ex-
periments on total and partitioned heritability estimation. Data was simulated based on publicly
available minor allele frequency data ∗ from the third phase of the International HapMap Project
(HapMap3) (International HapMap 3 Consortium and others, 2010). The study participants are
Utah residents with European ancestry (CEU). Performance of total heritability estimators are com-
pared while varying LD-level and sparsity of causal variants. Performance of partitioned heritability
estimators are compared with different distributions of causal variants across the genetic-effect vec-
tor – within and without the subset of interest – and in relation to the LD structure.
We consider the linear model
y = Zu + e(23)
where
(i) n = 1, 000, m = 10, 000
(ii) σ2e = 1− σ2g , 0 < σ2g < 1
(iii) e ∼ N (0, σ2eI)
(iv)
zij =
fij − 2pj√
2pj(1− pj)
,
where fij ∼ Binomial(2, pj), and pj is the empirical MAF of the jth SNP in chromesome 1 of
HapMap3 CEU samples (International HapMap 3 Consortium and others, 2010), where SNPs
with pj ≥ 5% are targeted by the HapMap study. In addition to this, we consider the case
that absolute difference between MAFs of adjacent SNPs less than 5% in order to construct
variables with a covariance structure Σ defined as follows.
∗Available at https://www.sanger.ac.uk/resources/downloads/human/hapmap3.html as of January 8, 2019.
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(v) Let mb = 100 and ν = m/mb. Let AR(ρ) be the mb ×mb matrix with ij-entry ρ|i−j|. Then
Cov(zi) = Σ, where
Σ =

D1 0 . . . 0
0 D2 . . . 0
0 0
. . . 0
0 . . . 0 Dν

and Dk =
{
AR(0.4), if k ≤ ν/2;
AR(0.6), otherwise.
The multivariate random variable zi with covariance Σ and marginal binomial distribution is sim-
ulated through the Gaussian copula method with its intermediate Gaussian correlation matrix
recovered iteratively (Ferrari and Barbiero, 2012; Barbiero and Ferrari, 2017). The conditions on
MAFs between adjacent SNPs in (iv) ensures that the simulation procedure is feasible for con-
structing Σ via the Gaussian copula.
5.1. Total heritability estimation. We estimated total heritability in the linear model (23) with
the simulation setup described above and genetic variances σ2g = 0.3, 0.5, 0.7. We also considered
different configurations of causal variants. In particular, for each simulated dataset d, the genetic
effects were simulated as follows,
u
(d)
j
{
∼ N (0, ψj), if j ∈ A,
= 0, otherwise,
where ψj =
1
cσ
2
g(pj(1 − pj))−1 and c is a normalizing constant which ensures that
∑
j∈A ψj = σ
2
g
(Speed et al., 2012; Lee et al., 2013).
The set of causal loci A was chosen in three different ways. Let Rl = {1, . . . ,m/2} and Rh =
{m/2 + 1, . . . ,m} be the set of indices indicating low and high LD regions in the simulation setup
with within block correlation 0.4 and 0.6, respectively. In separate simulations, we took the set the
causal variants to be
(i) A = Rh ∪Rl;
(ii) A = Rh;
(iii) A = Rl.
For each of these settings, we simulated 50 independent datasets and computed heritability esti-
mates. In particular, for each dataset we computed the Mahalanobis MLE estimator for h2 and the
maximum likelihood estimator with Euclidean kernel proposed by (Yang et al., 2010, 2011a). We
also used LD-adjusted kinship (LDAK) approach to estimate h2. LDAK was proposed by (Speed
et al., 2012) and is designed to improve the total heritability estimation performance of the Eu-
clidean kernel MLE for h2 when uneven LD structure exists. For LDAK, the Euclidean GRM is
adjusted by re-weighting each predictor, and the modified REML method takes new inputs y and
LD-adjusted Z. This re-weighting can be viewed as a partial whitening, similar in spirit to the
whitening described in Section 4.4 for estimating C-heritability and the Mahalanobis kernel esti-
mator. However, the results in this section show that the partial whitening for the LDAK estimator
can still lead to biased heritability estimates. Summary statistics from the simulations are reported
in Figure 1.
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Fig 1. 95% confidence intervals of Euclidean (linear) kernel-based maximum likelihood estimator (L-MLE), MLE
with LD adjusted Euclideaen GRM (LDAK), and Mahalanobis kernel-based MLE (M-MLE) with causal variants in
different different LD regions, based on 50 independent datasets. For LD-level “average,” A = Rh ∪ Rl; “high,”
A = Rh; “low,” A = Rl. Underlying h2 in the top row are 0.3 and 0.5 and marked in red dashed line. h2 in the
bottom row is 0.7.
In Figure 1, it’s evident that the maximum likelihood estimator with Euclidean kernel is generally
biased when causal effects are generated from high or low LD regions. The Euclidean MLE is
unbiased when all SNPs are causal (“average” LD-level in Figure 1). In cases where the Euclidean
MLE is biased, LDAK has reduced bias, but still some bias remains. The Mahalanobis estimator
for h2 is unbiased in all of the settings considered here. All three of the methods in Figure 1 are
maximum likelihood methods; however, the Mahalanobis MLE has slightly larger standard errors
due to the broader distribution of eigenvalues in Σ, compared to I.
In a second set of simulations for estimating total heritability, let σ2g = 0.5, we varied the
sparsity along with the location of genetic effects. Given |A|, we let uj ∼ N (0, ψj) for j ∈ A with
|A| = 10, 50, 200, and 1, 000 and indices in A sampled uniformly without replacement from the
following regions:
(i) A ⊂ Rh ∪Rl;
(ii) A ⊂ Rh;
(iii) A ⊂ Rl.
For each of these settigns, we simulated 50 independent datasets with a fixed vector of genetic
effects generated from the model (this is the fixed-effects heritability model). For each dataset, we
computed three estimates for the heritability coefficient: The Euclidean MLE, Mahalanobis MLE,
and LDAK. Results are shown in Figure 2.
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Fig 2. 95% Confidence intervals for the Euclidean kernel maximum likelihood estimator (L-MLE), MLE with LD
adjusted Euclidean GRM (LDAK), and Mahalanobis kernel-based MLE (M-MLE) with causal variants from different
LD-level regions, based on 50 independent datasets. For LD-level “average,” A ⊂ Rh ∪ Rl; “high,” A ⊂ Rh; “low,”
A ⊂ Rl. Underlying h2 is marked in red dashed line. Sparsity (number of causal SNPs) in the top row is 10 (L) and
50 (R); sparsity in the bottom row is 200 (L) and 1, 000 (R).
In Figure 2, the underlying h2 varies across LD levels and simulation settings because it depends
on Σ and the realization of the random causal loci set A — recall this is the fixed-effects model.
The experiments show that the Euclidean MLE heritability estimator is less stable when effect-
sizes become more sparse, which is consistent with results in (Speed et al., 2012). In Figure 2, the
Euclidean kernel-based MLE is biased upward when genetic effects are concentrated in high-LD
regions, and biased downward when concentrated in low-LD regions. LDAK mitigates the bias of
the Euclidean MLE, but does not completely remove it. The Mahalanobis estimator is unbiased in
all settings consider in Figure 2.
5.2. Partitioned heritability estimation. In this subsection, we consider partitioned heritability
and simulate data from a two variance components linear model (23) with
Zu = ZSuS + ZScuSc
and a causal loci model, where uj ∼ N (0, ψj) and
ψj =

1
cS σ
2
S(pj(1− pj))−1, if i ∈ A1 ⊆ S,
1
cSc
σ2Sc(pj(1− pj))−1, if i ∈ A2 ⊆ Sc,
0, otherwise.
In the first experiment, we let A1 = S = {i ∈ [m]; 1 ≡ i (mod4)} and A2 = Sc. We would
like to estimate h2S , the heritability associated with S, while varying σ2S = 0.1, 0.3, 0.5 and keeping
σ2e = σ
2
S + σ
2
Sc = 0.5.
For each setting, we simulated 50 independent datasets, and for each dataset we compute the
Mahalanobis partitioned heritability estimator and the restricted maximum likelihood (REML)
with linear kernel (Gilmour, Thompson and Cullis, 1995; Yang et al., 2011a). REML finds the
maximum likelihood estimator for the two variance components linear model. Summary statistics
from these simulations are reported in Figure 3.
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Fig 3. 95% confidence intervals for partitioned heritability estimation with linear REML (L-REML) and Mahalanobis
kernel-based MLE (M-MLE), based on 50 independent datasets. Signal strength σ2S = 0.1, 0.3, 0.5 of genetic effects
indicated on horizontal axis. Underlying h2S is marked in red dashed line.
The Mahalanobis MLE is an unbiased estimator for the partitioned heritability h2S in all settings
consider in Figure 3. The linear REML estimator underestimates h2S when σ
2
S < 0.5. On the other
hand, it’s evident that the linear kernel-based MLE is an unbiased estimator for the variance
component σ2S . In this example, the discrepancy between the REML and Mahalanobis estimators
is due to the difference in estimands for the two methods: Under the definition of partitioned
heritability in Section 4.3, h2S 6= σ2S in general. We’ve argued above that the partitioned heritability
coefficient h2S correctly accounts for causal loci models and LD.
In the next experiment, we set
(i) S = {m/4 + 1, . . . , 3m/4},
(ii) A1 = {m/4 + 1,m/2},
(iii) σ2S = 0.25 and σ
2
e = 0.5.
Let Rl = {1, . . . ,m/4} and Rh = {3m/4 + 1, . . . ,m} be the set of indices corresponding to low and
high LD regions in Sc, respectively. In this experiment we varied the location of A2, so that
(i) A2 = Rl ∪Rh;
(ii) A2 = Rh;
(iii) A2 = Rl.
For each simulation setting, we generated 50 random-effects vectors and independent datasets; for
each dataset we computed the Mahalanobis estimator and the REML estimator with linear kernel
for the partitioned heritability due to S. Summary statistics are reported in Figure 4.
In all three settings depicted in Figure 4, the Mahalanobis estimator is an unbiased estimator
for
h2S =
σ2S
σ2S + σ
2
Sc + σ2e
= 0.25,
while the linear REML estimator has downward bias. Note that under this causal loci model, the
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Fig 4. 95% confidence intervals for partitioned heritability estimation with linear REML (L-REML) and Mahalanobis
kernel-based MLE (M-MLE), based on 50 independent datasets. Underlying h2S is marked in red dashed line. Causal
loci S are locat in low-LD region, while causal loci in Sc varies are from regions with varying LD.
linear REML estimators are also biased for estimating the variance components; see Table 2. This
is due to model misspecifiction – REML assumes that all genetic effects in S and Sc are iid, but in
this causal loci model half of the genetic effects in S equal 0, i.e. uj = 0 for j ∈ S \ A1.
Table 2
Estimated mean (95% confidence interval) of σ2S , σ
2
Sc and σ
2
e by linear REML. Based on results from 50
independent datasets.
Average LD Level High LD Level Low LD Level
σ2S = 0.25
Mean: 0.206 Mean: 0.219 Mean: 0.218
95%CI: (0.184,0.228) 95%CI: (0.192,0.247) 95%CI: (0.194,0.240)
σ2Sc = 0.25
Mean: 0.235 Mean: 0.292 Mean: 0.199
95%CI: (0.210,0.260) 95%CI: (0.274,0.309) 95%CI: (0.175,0.223)
σ2e = 0.5
Mean: 0.554 Mean: 0.486 Mean: 0.579
95%CI: (0.526,0.582) 95%CI: (0.457,0.516) 95%CI: (0.554,0.604)
6. Discussion. In this paper, we studied the Mahalanobis distanced-based GRM for estimating
heritability with GWAS data. Under the Mahalanobis kernel, the fixed- and random-effects model
are equivalent, which resolves many LD-related inconsistencies in total and partitioned heritability
estimation at the modeling level. This paper also re-emphasizes the importance of understanding
the underlying LD structure as the LD matrix is required for computing the Mahalanobis distance.
An interesting research direction is to study semi-supervised learning methods for estimating the
LD structure from unlabeled genotype data (with no corresponding phenotypes) and using this to
improve heritability estimation for a specific phenotype of interest; this has connections with recent
theoretical work in statistics on the conditionality principle in high dimensions (Azriel, 2018).
Theoretically, the connection between fixed- and random-effects models with the Mahalanobis
kernel is most clearly delineated assuming multivariate Gaussian genotypes. However, the simulation
results suggest that the proposed estimator performs reliably for genetic data with non-Gaussian
genotypes. In this paper, only quantitative traits are considered. An interesting research direction
is extending the Mahalanobis MLE results to binary traits in heritability estimation through either
the liability or generalized linear model.
APPENDIX
Proof of Proposition 1.
Without loss of generality, assume that Var(y) = 1 and S = {1, . . . , |S|}. Let u = (u>S ,u>Sc)> ∈
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Rp and Σ =
(
ΣS ΣS,Sc
Σ>S,Sc ΣSc .
)
. Then the quadratic form based heritability h2S(u,Σ) = u
>Γu where
Γ =
(
ΓS ΓS,Sc
Γ>S,Sc ΓSc
)
is a p × p matrix. Moreover, due to property (i), 0 ≤ Γ ≤ Σ. If ucS = 0,
∀ uS ∈ R|S|,
h2 = u>SΣSuS ,
h2S = u
>
SΓSuS .
By property (ii), this implies ΓS = ΣS . If uS = 0 and uSc 6= 0,
h2 = u>ScΣScuSc ,
h2S = u
>
ScΓScuSc .
Then by Property (i) and (ii), ΓSc < ΣSc . Next, Property (i) suggests that
Σ− Γ =
(
0 ΣS,Sc − ΓS,Sc
(ΣS,Sc − ΓS,Sc)> ΣSc − ΓSc
)
≥ 0
Since ΣSc − ΓSc > 0, Σ− Γ ≥ 0 is equivalent to
0− (ΣS,Sc − ΓS,Sc)(ΣSc − ΓSc)−1(ΣS,Sc − ΓS,Sc)> ≥ 0
(ΣS,Sc − ΓS,Sc)(ΣSc − ΓSc)−1(ΣS,Sc − ΓS,Sc)> ≤ 0
However, (ΣS,Sc −ΓS,Sc)(ΣSc −ΓSc)−1(ΣS,Sc −ΓS,Sc)> ≥ 0 because Σ−Γ ≥ 0 and ΣSc −ΓSc > 0.
Therefore,
(ΣS,Sc − ΓS,Sc)(ΣSc − ΓSc)−1(ΣS,Sc − ΓS,Sc)> = 0
Thus, ΓS,Sc = ΣS,Sc . Moreover, Γ ≥ 0 implies
ΓSc − Σ>S,ScΣ−1S ΣS,Sc ≥ 0(24)
We then let
ΓSc = Σ>S,ScΣ
−1
S ΣS,Sc +M, M ≥ 0
Finally, we would like to prove M = 0 by contradiction. Suppose that there exist some uSc = β
and Σ such that β>M β˜ > 0. Let u = (0, . . . , 0, β)>, then
h2S = β
>Σ>S,ScΣ
−1
S ΣS,Scβ + β
>Mβ
Now let
Σ˜ =
 ΣS ΣS,Sc
Σ>S,Sc Σ
>
S,ScΣ
−1
S ΣS,Sc +
1
2
M +
β>Mβ
4‖β‖22
I
 > 0
By property (iii), h2S(u, Σ˜) = h
2
S(u,Σ). However,
h2(u, Σ˜) = β>Σ>S,ScΣ
−1
S ΣS,Scβ +
3
4
β>Mβ
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= h2S(u, Σ˜)−
1
4
β>Mβ
This contradicts with Property (i). Therefore, M = 0 and ΓSc = Σ>S,ScΣ
−1
S ΣS,Sc .

Proof of Proposition 2.
The consistency part of Proposition 2 follows immediately from Theorem 1 of (Dicker and Er-
dogdu, 2016b). By Theorem 2 of (Dicker and Erdogdu, 2016b),
√
n(ηˆ2C − η2C) D−→ N (0, ψ).
where ψ = (ι2 − ι23/ι4)−1 and
ια =
1
2nσ
2(4−α)
C⊥
tr
{(
1
k
WCW
>
C
)α−2(η2C
k
WCW
>
C + I
)2−α}
.
Let I = 1kWCW>C and J =
η2C
k WCW
>
C + I, It follows that
ψ = 2σ4C⊥
(
1− tr(IJ
−1)2
ntr(I2J −2)
)−1
.
By the Delta method,
√
n(hˆ2C − h2) D−→ N
(
0,
ψ
(1 + η2C)
4
)
.

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