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Abstract—Bug prediction is the process of training a machine
learning model on software metrics and fault information to
predict bugs in software entities. While feature selection is an
important step in building a robust prediction model, there is
insufficient evidence about its impact on predicting the number
of bugs in software systems. We study the impact of both
correlation-based feature selection (CFS) filter methods and
wrapper feature selection methods on five widely-used prediction
models and demonstrate how these models perform with or
without feature selection to predict the number of bugs in five
different open source Java software systems. Our results show
that wrappers outperform the CFS filter; they improve prediction
accuracy by up to 33% while eliminating more than half of the
features. We also observe that though the same feature selection
method chooses different feature subsets in different projects,
this subset always contains a mix of source code and change
metrics.
I. INTRODUCTION
In the field of machine learning, when there is a large num-
ber of features, determining the smallest subset that exhibits
the strongest effect often decreases model complexity and
increases prediction accuracy. This process is called feature
selection.1 There are two well-known types of feature selection
methods: filters and wrappers. Filters select features based on
their relevance to the response variable independently of the
prediction model. Wrappers select features that increase the
prediction accuracy of the model. However, as with any design
decision during the construction of a prediction model, one
needs to evaluate different feature selection methods in order
to choose one, and above all to assess whether it is needed or
not.
While there has been extensive research on the impact of
feature selection on prediction models in different domains,
our investigation reveals that it is a rarely studied topic in the
domain of bug prediction. Few studies explore how feature
selection affects the accuracy of classifying software entities
into buggy or clean [1][2][3][4][5][6][7][8], but to the best
of our knowledge no dedicated study exists on the impact of
feature selection on the accuracy of predicting the number
of bugs. As a result of this research gap, researchers often
overlook feature selection and provide their prediction models
with all the metrics they have on a software project or in a
dataset. We argue that feature selection is a mandatory step
1Feature selection is also known as variable selection, attribute selection,
and variable subset selection.
in the bug prediction pipeline and its application might alter
previous findings in the literature, especially when it comes
to comparing different machine learning models or different
software metrics.
In this paper we treat bug prediction as a regression problem
where a bug predictor predicts the number of bugs in software
entities as opposed to classifying software entities as buggy or
clean. We investigate the impact of filter and wrapper feature
selection methods on the prediction accuracy of five machine
learning models: K-Nearest Neighbour, Linear Regression,
Multilayer Perceptron, Random Forest, and Support Vector
Machine. More specifically, we carry out an empirical study
on five open source Java projects: Eclipse JDT Core, Eclipse
PDE UI, Equinox, Lucene, and Mylyn to answer the following
research questions:
RQ1: How does feature selection impact the prediction accu-
racy? Our results show that applying correlation-based feature
selection (CFS) improves the prediction accuracy in 32% of
the experiments, degrades it in 24%, and keeps it unchanged
in the rest. On the other hand, applying the wrapper feature
selection method improves prediction accuracy by up to 33%
in 76% of the experiments and never degrades it in any
experiment. However, the impact of feature selection varies
depending on the underlying machine learning model as dif-
ferent models vary in their sensitivity to noisy, redundant, and
correlated features in the data. We observe zero to negligible
effect in the case of Random Forest models.
RQ2: Are wrapper feature selection methods better than
filters? Wrapper feature selection methods are consistently
either better than or similar to CFS. Applying wrapper feature
selection eliminates noisy and redundant features and keeps
only relevant features for that specific project, increasing the
prediction accuracy of the machine learning model.
RQ3: Do different methods choose different feature subsets?
We realize there is no optimal feature subset that works
for every project and feature selection should be applied
separately for each new project. We find that not only different
methods choose different feature subsets on the same projects,
but also the same feature selection method chooses different
feature subsets for different projects. Interestingly however, all
selected feature subsets include a mix of change and source
code metrics.
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Fig. 1. The relationship between model complexity and model error [9].
In summary, this paper makes the following contributions:
1) A detailed comparison between filter and wrapper feature
selection methods in the context of bug prediction as a
regression problem.
2) A detailed analysis on the impact of feature selection
on five widely-used machine learning models in the
literature.
3) A comparison between the selected features by different
methods.
The rest of this paper is organized as follows: In Section II,
we give a technical background about feature selection in
machine learning. We motivate our work in Section III, and
show how we are the first to study wrapper feature selection
methods when predicting the number of bugs. In Section IV,
we explain the experimental setup, discuss the results of our
empirical study, and elaborate on the threats to validity of
the results. Finally, we discuss the related work in Section V
showing how our findings are similar or different from the
state of the art, then conclude this paper in Section VI.
II. TECHNICAL BACKGROUND
Trained on bug data and software metrics, a bug predictor
is a machine learning model that predicts defective software
entities using software metrics. The software metrics are called
the independent variables or the features. The prediction itself
is called the response variable or the dependent variable. If
the response variable is the absence/presence of bugs then bug
prediction becomes a classification problem and the machine
learning model is called a classifier. If the response variable
is the number of bugs in a software entity then bug prediction
is a regression problem and the model is called a regressor.
Feature selection is an essential part in any machine learning
process. It aims at removing irrelevant and correlated features
to achieve better accuracy, build faster models with stable
performance, and reduce the cost of collecting features for
later models. Model error is known to be increased by both
TABLE I
THE CK METRICS SUITE [13] AND OTHER OBJECT-ORIENTED METRICS
INCLUDED AS THE SOURCE CODE METRICS IN THE BUG PREDICTION
DATASET [14]
Metric Name Description
CBO Coupling Between Objects
DIT Depth of Inheritance Tree
FanIn Number of classes that reference the class
FanOut Number of classes referenced by the class
LCOM Lack of Cohesion in Methods
NOC Number Of Children
NOA Number Of Attributes in the class
NOIA Number Of Inherited Attributes in the class
LOC Number of lines of code
NOM Number Of Methods
NOIM Number of Inherited Methods
NOPRA Number Of PRivate Atributes
NOPRM Number Of PRivate Methods
NOPA Number Of Public Atributes
NOPM Number Of Public Methods
RFC Response For Class
WMC Weighted Method Count
noise [10] and feature multicollinearity [11]. Different feature
selection algorithms eliminate this problem in different ways.
For instance, correlation based filter selection chooses features
with high correlation with the response variable and low
correlation with each other.
Also when we build a prediction model, we often favour less
complex models over more complex ones due to the known
relationship between model complexity and model error, as
shown in Figure Figure 1. Feature selection algorithms try to
reduce model complexity down to the sweet spot where the
total error is minimal. This point is called the optimum model
complexity. Model error is computed via the mean squared
error (MSE) as:
MSE = 1N
∑N
i=1(Yˆi − Yi)2
where Yˆi is the predicted value and Yi is the actual value.
MSE can be decomposed into model bias and model variance
as:
MSE = Bias2 + V ariance+ IrreducibleError [12]
Bias is the difference between the average prediction of our
model to the true unknown value we are trying to predict.
Variance is the variability of a model prediction for a given
data point. As can be seen in Figure Figure 1, reducing model
complexity increases the bias but decreases the variance.
Feature selection sacrifices a little bit of bias in order to reduce
variance and, consequently, the overall MSE.
Every feature selection method consists of two parts: a
search strategy and a scoring function. The search strategy
guides the addition or removal of features to the subset at hand
and the scoring function evaluates the performance of that
subset. This process is repeated until no further improvement
is observed.
III. MOTIVATION
In this section, we shortly discuss the importance of pre-
dicting the number of bugs in software entities. Then, we
TABLE II
THE CHANGE METRICS PROPOSED BY MOSER et al. [15] INCLUDED IN
THE BUG PREDICTION DATASET [14]
Metric Name Description
REVISIONS Number of reversions
BUGFIXES Number of bug fixes
REFACTORINGS Number Of Refactorings
AUTHORS Number of distinct authors that checked a file into the
repository
LOC ADDED Sum over all revisions of the lines of code added to a
file
MAX LOC ADDED Maximum number of lines of code added for all
revisions
AVE LOC ADDED Average lines of code added per revision
LOC DELETED Sum over all revisions of the lines ofcode deleted from
a file
MAX LOC DELETED Maximum number of lines of code deleted for all
revisions
AVE LOC DELETED Average lines of code deleted per revision
CODECHURN Sum of (added lines of code - deleted lines of code)
over all revisions
MAX CODECHURN Maximum CODECHURN for all revisions
AVE CODECHURN Average CODECHURN for all revisions
AGE Age of a file in weeks (counting backwards from a
specific release)
WEIGHTED AGE Sum over age of a file in weeks times number of lines
added during that week normalized by the total number
of lines added to that file
highlight the impact of feature selection on bug prediction
and particularly motivate the need for studying the wrapper
methods.
A. Regression vs Classification
Most of the previous research treats bug prediction as a
classification problem where software entities are classified as
either buggy or clean, and there have been several studies
on the impact of feature selection on defect classification
models. On the other hand, bug prediction as a regression
problem is not well-studied, and the effect of feature selection
on predicting the number of bugs is not well-understood.
Software bugs are not evenly distributed and tend to cluster
[16], and some software entities commonly have larger num-
bers of bugs compared to others. Predicting the number of
bugs in each entity provides valuable insights about the quality
of these software entities [17], which helps in prioritizing
software entities to increase the efficiency of related devel-
opment tasks such as testing and code reviewing [18]. This
is an important quality of a bug predictor especially for cost-
aware bug prediction [19][20][21][22][23]. In fact, predicting
the number of bugs in software entities and then ordering these
entities based on bug density is the most cost-effective option
[24].
B. Dimensionality Reduction
When the dimensionality of data increases, distances grow
more and alike between the vectors and it becomes harder
to detect patterns in data [25]. Feature selection not only
eliminates the confounding effects of noise and feature multi-
collinearity, but also reduces the dimensionality of the data to
improve accuracy. However, feature selection does not seem
to be considered as important as it should be in the field of
bug prediction. For instance, only 25 out of the 64 studied
techniques in a recent research apply feature selection before
training a machine learning model [26]. Only 2 out of the 25
are applied to bug prediction as a regression problem.
C. Filters vs Wrappers
Feature selection methods are of two types: wrappers and
filters [27]. With wrappers, the scoring function is the accuracy
of the prediction model itself. Wrappers look for the feature
subset that works best with a specific machine learning model.
They are called wrappers because the machine learning algo-
rithm is wrapped into the selection procedure. With filters (e.g.,
CFS, InfoGain, PCA), the scoring function is independent of
the machine learning model. They are called filters because the
attribute set is filtered before the training phase. Generally,
filters are faster than wrappers but less powerful because
wrappers address the fact that different learning algorithms
can achieve best performance with different feature subsets.
In this paper we aim at finding whether there is actually a
difference between filters and wrappers in bug prediction, and
then quantifying this difference.
Wrappers are known to be computationally expensive. They
become a bottleneck when the size of a dataset (features +
data items) becomes large. However, this rarely happens in
the bug prediction and bug prediction datasets tend to be
relatively small. This means that although wrappers are more
resource intensive, they are easily applicable to bug prediction.
Nevertheless, our literature research yielded relatively few
works that use wrappers for predicting number of bugs.
IV. EMPIRICAL STUDY
In this section, we investigate the effect of feature selection
on the accuracy of predicting the number of bugs in Java
classes. Specifically, we compare five widely-used machine
learning models applied to five open source Java projects to
answer the following research questions:
RQ1: How does feature selection impact the prediction accu-
racy?
RQ2: Are wrapper feature selection methods better than
filters?
RQ3: Do different methods choose different feature subsets?
A. Experimental Setup
Dataset: We adopt the “Bug Prediction Dataset” provided
by D’Ambros et al. [14] which serves as a benchmark for bug
prediction studies. We choose this dataset because it is the only
dataset that contains both source code and change metrics at
the class level, in total 32 metrics listed in Table I and Table II;
and also provides the number of post-release bugs as the
response variable for five large open source Java systems listed
in Table III. The other dataset that has the number of bugs as
a response variable comes from the PROMISE repository, but
contains only 21 source code metrics [28].
TABLE III
DETAILS ABOUT THE SYSTEMS IN THE STUDIED DATASET, AS REPORTED BY D’AMBROS et al. [14]
% classes with more
System Release KLOC #Classes % Buggy than one bug
Eclipse JDT Core 3.4 ≈ 224 997 ≈ 20% ≈ 7%
Eclipse PDE UI 3.4.1 ≈ 40 1,497 ≈ 14% ≈ 5%
Equinox 3.4 ≈ 39 324 ≈ 40% ≈ 15%
Mylyn 3.41 ≈ 156 1,862 ≈ 13% ≈ 4%
Lucene 2.4.0 ≈ 146 691 ≈ 9% ≈ 3%
Prediction Models: We use Multi-Layer Perceptron (MLP),
Random Forest (RF), Support Vector Machine (SVM), Linear
Regression (LR), and an implementation of the k-nearest
neighbour algorithm called IBK. Each model represents a
different category of statistical and machine learning models
that is widely used in the bug prediction research [26].
We use the correlation-based feature selection (CFS) method
[29], the best [30][8] and the most commonly-used filter
method in the literature [26]. For the wrapper feature selection
method we use the corresponding wrapper applicable to each
prediction model. In other words, we use MLP wrapper for
MLP, RF wrapper for RF, SVM wrapper for SVM, LR wrapper
for LR, and IBK wrapper for IBK. Every feature selection
method also needs a search algorithm. We use the Best First
search algorithm which searches the space of feature subsets
using a greedy hill-climbing procedure with a backtracking
facility. We use this search algorithm because it returns the
results in a reasonable amount of time while being exhaustive
to a certain degree.
We use the Weka data mining tool [31] to build prediction
models for each project in the dataset. Following an empirical
method similar to that of Hall and Holmes [32], we apply
each prediction model to three feature sets: the full set, the
subset chosen by CFS, and the subset chosen by the wrapper.
The prediction model is built and evaluated following the 10-
fold cross validation procedure. The wrapper feature selection
is applied using a 5-fold cross validation on the training set
of each fold, then the best feature set is used. The CFS
algorithm is applied to the whole training set of each fold.
Then the whole process is repeated 30 times. We evaluate the
predictions by means of the root mean squared error (RMSE).
In total, we have 25 experiments. Each experiment corresponds
to a specific project and a specific prediction model trained on
the three feature sets.
We use the default hyperparameter (i.e., configuration)
values of Weka 3.8.0 for the used machine learning models.
Although hyperparameters can be tuned [33][34], we do not
perform this optimization because we want to isolate the effect
of feature selection. Besides, Linear Regression does not have
hyperparameters and the gained improvement of optimizing
SVM and RF is negligible [33][34].
B. Results
Figure 2 shows standard box plots for the different RMSE
values obtained by the different feature sets per prediction
model per project. Each box shows 50% of that specific
population.2 We can see that the wrapper populations are
almost always lower than the full set ones, have smaller boxes,
and have fewer outliers. This means that applying the wrapper
gives better and more consistent predictions. On the other
hand, we cannot make any observations about applying CFS
because the difference between the CFS populations and the
full set populations are not apparent.
While box plots are usually good to get an overview of the
different populations and how they compare to each other,
they do not provide any statistical evidence. To get more
concrete insights, we follow the two-stage statistical test:
Kruskal-Wallis + Dunn post-hoc analysis, both at the 95%
confidence interval. We apply the Kruskal-Wallis test on the
results to determine whether different feature subsets have
different prediction accuracies (i.e., different RMSE). Only
when this test indicates that the populations are different, can
we quantify such differences with a post-hoc analysis. We
perform Dunn post-hoc pairwise comparisons and analyze the
effect size between each two populations. Figure 3 shows on
the y-axis the detailed effect size between the two compared
RMSE populations on the x-axis. In this plot, there are two
possible scenarios:
1) The Kruskal-Wallis test indicates that there is no statisti-
cal difference between the populations. Then all the bars
are red to show that there is no effect between any two
populations.
2) The Kruskal-Wallis test indicates a statistically significant
difference between the populations. Then the color of
the bars encode the pairwise effect size. Red means no
difference and the two populations are equivalent. Grey
means that there is a significant difference but can be
ignored due to the negligible effect size. Blue, golden,
and green mean small, medium, and large effect size
respectively.
To see how feature selection methods impact the prediction
accuracy (RQ1), we compare the RMSE values obtained by
applying CFS and wrappers with those obtained by the full
feature set. We observe that the RMSE value obtained by the
CFS feature subset is statistically lower than the full set in 8
experiments (32%),3 statistically higher in other 6 experiments
2By population we mean the RMSE values of a specific experiment with
a specific feature set. Each population consists of 10× 50 = 500 data items
(10-fold cross validation done 50 times)
3negative non-red effect size in Figure 3
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Fig. 2. Boxplots of all the experiments in our empirical study. The y-axis represents the root mean squared error (RMSE). For each project/model, we examine
three feature sets: the full set, the subset chosen by the CFS filter, and the subset chosen by the wrapper corresponding to the model.
IBK LR MLP RF SVM
Eclipse JDT Core
Eclipse PDE UI
Equinox
Lucene
M
ylyn
CF
S 
Fi
lte
r −
 F
ull
 S
et
CF
S 
Fi
lte
r −
 W
ra
pp
er
Fu
ll S
et
 −
 W
ra
pp
er
CF
S 
Fi
lte
r −
 F
ull
 S
et
CF
S 
Fi
lte
r −
 W
ra
pp
er
Fu
ll S
et
 −
 W
ra
pp
er
CF
S 
Fi
lte
r −
 F
ull
 S
et
CF
S 
Fi
lte
r −
 W
ra
pp
er
Fu
ll S
et
 −
 W
ra
pp
er
CF
S 
Fi
lte
r −
 F
ull
 S
et
CF
S 
Fi
lte
r −
 W
ra
pp
er
Fu
ll S
et
 −
 W
ra
pp
er
CF
S 
Fi
lte
r −
 F
ull
 S
et
CF
S 
Fi
lte
r −
 W
ra
pp
er
Fu
ll S
et
 −
 W
ra
pp
er
−0.25
0.00
0.25
0.50
−0.25
0.00
0.25
0.50
−0.25
0.00
0.25
0.50
−0.25
0.00
0.25
0.50
−0.25
0.00
0.25
0.50
Ef
fe
ct 
Si
ze
 o
n 
th
e 
RM
SE
No Effect Negligible Effect Small Effect Medium Effect Large Effect
Fig. 3. This figure shows the bar plots of the effect size of the Dunn post-hoc analysis, which is carried out at the 95% confidence interval. The x-axis indicates
the pairwise comparison and the y-axis indicates the effect size. The bars are color-coded. If the bar is red, this means that the difference is not statistically
significant. Grey means that there is a statistical significant difference, but the effect is negligible. Blue, golden, and green indicate a small, medium, and large
statistically significant effect, respectively.
TABLE IV
THE LEVEL OF AGREEMENT BETWEEN DIFFERENT FEATURE SELECTION
METHODS IN EACH PROJECT
Project k Agreement
Eclipse JDT Core 0.18 Slight
Eclipse PDE UI 0.17 Slight
Equinox 0.40 Fair
Mylyn 0.08 Slight
Lucene 0.18 Slight
(24%),4 and statistically equivalent in 11 experiments (44%).5
Although CFS can decrease the RMSE by 24% on average
(MLP with Mylyn), it can increase it by up to 24% (SVM with
Lucene). We also notice that applying CFS is not consistent
within experiments using the same model. It does not always
improve, or always degrade, or always retain the performance
of any model throughout the experiments. We conclude that
CFS is unreliable and gives unstable results. Furthermore, even
when CFS reduces the RMSE, the effect size is at most small.
On the other hand, the RMSE value of the wrapper feature
subset is statistically lower than that of the full set in 19
experiments (76%) and statistically equivalent in the rest.
Applying the wrapper feature selection method can decrease
RMSE of a model by up to 33% (MLP with Eclipse JDT). We
also observe that the impact of the wrapper feature selection
method on the accuracy is different from one model to another.
It has a non-negligible improvement on the prediction accuracy
of IBK, LR, MLP, RF, and SVM in 80%, 60%, 100%, 20%,
and 20% of the experiments, respectively. This is due to
the fact that different machine learning models are different
in their robustness against noise and multicollinearity. MLP,
IBK, and LR were improved significantly almost always in
our experiments. On the other hand, SVM and RF were not
improved as often, because they are known to be resistant to
noise, especially when the number of features is not too high.
RF is an ensemble of decision trees created by using bootstrap
samples of the training data and random feature selection in
tree induction [35]. This gives RF the ability to work well
with high-dimensional data and sift the noise away. The SVM
algorithm is also designed to operate in a high-dimensional
feature space and can automatically select relevant features
[36]. In fact, this might be the reason behind the proven
record of Random Forest and Support Vector Machine in bug
prediction [37][38].
The wrapper method is statistically better than CFS in
18 experiments, statistically equivalent in 6 experiments, and
worse in one experiment, but with a negligible effect size.
These results along with the fact that CFS sometimes increases
the RMSE, clearly show that the wrapper selection method is
4positive non-red effect size in Figure 3
5red effect size in Figure 3
TABLE V
THE LEVEL OF AGREEMENT BETWEEN THE FEATURE SUBSETS SELECTED
BY EACH METHOD OVER ALL PROJECTS
Feature Selection Method k Agreement
CFS 0.23 Fair
IBK Wrapper 0.26 Fair
LR Wrapper 0.16 Slight
MLP Wrapper 0.04 Slight
RF Wrapper 0.04 Slight
SVM Wrapper -0.01 Poor
a better choice than CFS (RQ2).
Figure 4 shows the details about the features selected by
each method using the whole data of each project in the
dataset. To answer the third research question (RQ3), we use
the Fleiss’ kappa statistical measure [39] to evaluate the level
of agreement between the different feature selection methods
for each project and the level of agreement of each feature
selection method over the different projects. The Fleiss’ kappa
value, called k, is interpreted as follows:
k ≤ 0 =⇒ poor agreement
0.01 < k ≤ 0.20 =⇒ Slight agreement
0.21 < k ≤ 0.40 =⇒ Fair agreement
0.41 < k ≤ 0.60 =⇒ Moderate agreement
0.61 < k ≤ 0.80 =⇒ Substantial agreement
0.81 < k ≤ 1.00 =⇒ Almost perfect agreement
Figure 4(a) shows that different methods choose different
features in each project. The level of agreement between the
different methods is slight in four projects and fair in only
one, as detailed in Table IV. Also the same method chooses
different features in different projects. Table V shows that the
level of agreement between the feature subsets selected by the
same method in different projects is at most fair. However,
there exists some agreement on some features. Figure 4(b)
shows that REVISIONS, FanOut, NOIM, and FanIn are chosen
most often. REVISIONS in particular is chosen by all methods
almost all the time. It is selected in 28 out of 30 feature
subsets,6 meaning that it has a high predictive power. On the
other hand, RFC, MAX LOC DELETED, NOM, and LCOM
are picked the least number of times, which means they have
little to no predictive power.
The number of discarded features varies from 10 to 28 fea-
tures out of 32 in total, as detailed in Figure 4(c). This means
that most of the features can be removed while enhancing (in
48% of the experiments), or at least retaining (in 52% of the
experiments), the prediction accuracy.
Another important observation is that no feature subset
contains only source code metrics or only change metrics, but
always a mix of both. This means that no category of metrics
6For each one of the 5 projects in the dataset, there are 6 feature subsets:
1 CFS subset and 5 wrapper subsets.
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Fig. 4. Subfigure (a) shows the features selected by each method using the whole data of each project. Subfigure (b) shows the number of times each feature
is selected out of the 30 (1 CFS feature set + 5 wrapper sets per project). The more times a feature is selected the more important it is for making accurate
predictions. Subfigure (c) shows how different selection methods vary in the number of selected features. Details about the features (metrics) are in Table I
and Table II
(i.e., change and source code) alone is good for predicting
the number of bugs, but they should be combined to achieve
better performance. Previous studies show that change metrics
are better than source code metrics in bug prediction and
combining the two sets either does not bring any benefit [15]
or hinders the performance [20]. However, these studies either
did not employ feature selection at all [15] or employed only
CFS [20].
C. Threats to Validity
Although we use a well-known benchmark as our dataset,
the quality of our results is very dependent on the quality of
that dataset. Also our dependence on WEKA for building the
machine learning models, makes the quality of the models
dependent solely on the quality of the WEKA implementation
itself. Since we are dealing with machine learning, the risk
of overfitting always exists. In general, we mitigate this risk
by repeating each feature selection/training/testing process 50
times. Also for the wrapper method, we apply the train-test-
validate (TTV) approach to mitigate any overfitting bias in
favour of wrappers.7
In our study, the dataset contains metrics only from open
source software systems. It is hard to generalize the results
to all systems due to the differences between industrial and
open source projects. Also all the systems in the dataset
are developed in Java and the findings might not generalize
to systems developed in other languages. Another important
threat to external validity comes from the chosen prediction
models. Although we try to pick a representative set of
prediction models, our findings might not generalize to other
machine learning models such as hybrid and genetic ones.
Machine learning methods depend on the underlying data.
Although our findings are statistically strong, they may not
generalize to all open source Java systems. Practitioners and
7The train-test-validate is not applicable to CFS due to how CFS operates
researchers are encouraged to run comparative studies, sim-
ilar to ours, before making decisions regarding the machine
learning techniques employed for bug prediction.
V. RELATED WORK
In a recent systematic literature review of the machine
learning techniques in the bug prediction field [26], Most
studies (60%) do not apply feature selection at all. Our
investigation shows that researchers in bug prediction often
undermine the importance of feature selection.
Among the studies that apply feature selection, CFS [29]
is the most commonly used [26]. Many studies employ the
CFS filter technique before training machine learning models
[38][40][20] [41][42][43][44][45]. We also apply CFS as the
baseline filter technique and compare it to wrapper techniques
to show that wrappers outperform this filter in most cases.
Most studies that apply feature selection actually apply
filter techniques like principal component analysis (PCA)
[46][14][47][48][49], consistency based selection (CBS) [43],
and InfoGain [50][51][52][53]. Very few studies apply wrap-
per feature selection techniques [54][55] when classifying
software entities as buggy or clean (classification). However,
to the best of our knowledge, there is no study that applies
wrapper techniques when predicting the number of bugs in
software entities (regression). In our study we compare the
CFS filter with different wrappers while treating bug prediction
as a regression problem.
Shivaji et al. [1] study the impact of multiple feature
selection techniques (filters and wrappers) on the performance
of Naı¨ve Bayes and Support Vector Machines when classifying
code changes as buggy or clean. They report a significant
enhancement in the accuracy measures of both classifiers when
feature selection is applied. However, Shivaji et al. consider
“everything in the source code separated by whitespace or
a semicolon” as a feature [1]. This includes variable names,
method names, keywords, comment words, etc. They end up
with a staggering number of features ranging from 6,127 to
41,942 features. The vast majority of features in the initial
feature set are bound to be irrelevant, hence the results of
their study are exaggerated and cannot be generalized.
Challagulla et al. [30] report that performing principal
component analysis before training the models does not result
in a significant improvement of the performance of the bug
predictors, while correlation-based feature selection (CFS) and
consistency-based subset evaluation (CBS) actually decrease
the prediction error of the machine learning models. We actu-
ally report different results when applying CFS to regressors.
Khoshgoftaar et al. [6] combine filter feature selection and
data sampling to achieve better classification accuracy on the
package level. They report an improvement of around 2% to
the area under the receiver operator characteristic curve (AUC-
ROC) when the filters are applied to sampled data rather than
the whole data. Then Khoshgoftaar et al. [7] improve the
performance by repeatedly applying the sampling and filtering
several times then aggregating the results.
In their defect-proneness prediction framework, Song et al.
[56] included a special step for feature selection. However,
their framework treats bug prediction as a classification prob-
lem. In this paper we study the effect of wrapper feature
selection methods on bug prediction as a regression problem.
Gao et al. [2] studied seven filter feature selection tech-
niques. They report that the studied classification models were
either improved or remained unchanged while 85% of the
original features were eliminated. Krishnan et al. [4] analyze
whether change metrics remain good predictors during the
evolution of Eclipse. In their analysis, they use J48 decision
tree as the machine learning algorithm and refer to the top
five features as the set of prominent predictors, then study
the consistency of this set over the consecutive versions of
Eclipse. They report that there is a small subset of change
metrics that is consistently good at classifying software entities
as buggy or clean across products and revisions. Wang et al.
[5] study the effect of removing redundant or useless features
from the PROMISE dataset.8 They report that feature selection
improves classification accuracy. Catal and Diri [3] explore
which machine learning algorithm performs best before and
after applying feature reduction. In these studies, researchers
treat bug prediction as a classification problem while we study
the effect of feature selection on bug prediction as a regression
problem.
Turhan and Bener [57] argue that Naı¨ve Bayes assumes
the independence and the equal importance of features. These
assumptions are not true in the context of bug prediction.
Yet, Naı¨ve Bayes is one of the best classifiers [50]. They
empirically show that the independence assumption is not
harmful for defect prediction using Naı¨ve Bayes and assigning
weights to features increases the performance and removes the
need for feature selection. They conclude that “either weighted
Naive Bayes or pre-processing data with PCA may produce
better results to locate software bugs in source code”[57].
8http://openscience.us/repo/
We confirm that most of the existing literature treats bug
prediction as a classification problem, and that studying the
number of bugs is neglected in the field. For instance, Ostrand
et al. [58] use negative binomial regression (NBR) to predict
the number of bugs in software modules. They report that
NBR fits the bug prediction problem and demonstrates high
accuracy. Janes et al. [59] compare three count models to
predict the number of bugs and find out that zero-inflated NBR
performs better than Poisson regression and NBR. Rathore and
Kumar [60] investigate six different fault prediction models
for predicting the number of bugs and show that count models
(i.e., NBR and Zero-Inflated Poisson regression) underperform
compared to linear regression, decision tree regression, genetic
programming and multilayer perceptron. Graves et al. [61]
build a generalized linear regression model to predict the
number of bugs based on the various change metrics. Gao and
Khoshgoftaar [62] compare the performance of several count
models (e.g., Poisson regression) and show that Hurdle Poisson
regression has the most accurate predictions. Nevertheless,
these studies do not apply feature selection and their results
should be reassessed in the light of our findings.
VI. CONCLUSIONS
Generalizing bug prediction findings is hard. Software
projects have different teams, cultures, frameworks, and ar-
chitectures. Consequently, software metrics have different
correlations with the number of bugs in different projects.
These correlations can be captured differently by distinct
prediction models. We argue that wrapper feature selection
methods fit this problem best because they not only choose
features relevant to the response variable but also to the
prediction model itself. Indeed, our results show that wrapper
feature selection is always better than CFS and improves the
performance of a model (by up to 47%) while eliminating
most of the features (up to 87%). Our results also reveal that
there is little agreement on the selected features. Even the
same method chooses different features in different projects.
We cannot generalize what feature subset to use, but we can
recommend combining both change and source code metrics
and letting the wrapper feature selection method choose the
right subset.
In the future, we plan to investigate how the selected feature
subset changes with the evolution of a certain project from the
size and selection perspectives. Lastly, while carrying out this
research we realized that datasets providing the number of
bugs as the response variable are scarce, which could be a
hurdle to studies predicting the number of bugs in software
systems. We therefore encourage the community to publish
such defect datasets more frequently.
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