Research in Search-Based Software Engineering (SBSE) adapts and applies meta-heuristic optimization techniques to problems in software engineering. Fundamentally, SBSE involves formulating software engineering tasks as search problems: Representing candidate solutions, defining an objective or fitness function, and either developing new or adapting previous search strategies for traversing the landscape of potential solutions. The area has been established and growing for well more than a decade. Although the phrase "Search Based Software Engineering" was formally coined in 2001 [Harman and Jones 01], many previous efforts had already applied this type of technique to SE problems ranging from project management and testing (still a very common application domain). Recent years have seen a veritable explosion of interest in the field, such that it can now include work that is internally (self-reflective) and externally (ready for adoption) mature.
identifying nuances in the effectiveness of the whole suite approach when applied to realworld software at scale.
In "A Robust Multi-Objective Approach to Balance Severity and Importance of Refactoring Opportunities", Mkaouer et al. (DOI 10.1007/S10664-016-9426-8) focus on meta properties of the search problem. They propose a specifically robust multi-objective model for assessing refactoring opportunities in large software systems. Refactoring such systems can be difficult because doing so involves complex tradeoffs between uncertain and competing concerns such as quality, severity, and difficulty; the authors propose a novel technique that substantially outperforms previous work while carrying an acceptable robustness price.
The paper "Generating Valid Grammar-based Test Inputs by means of Genetic Programming and Annotated Grammars", by Kifetew et al. (DOI 10 .1007/S10664-015-9422-4), demonstrates the potential benefits of a careful integration of domain-specific knowledge into SBSE techniques, fruitful grounds for future work. The authors augment a stochastic grammar-based test generation system with probabilities learned from a real-world corpora, and then with grammar annotations as an alternative to those probabilities. Their results show that both approaches outperform the strictly random approach, and that the annotations provide a constructive alternative in the absence of suitable corpora over which to estimate probabilities.
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