4.59 x 10-8 4.33 x 10-14 4.62 x 10-14 7.52 x 10-3 6.63 x 10-3 2.11 x 10-4 2.65 x 10-4 1.06 x 1.21 x 10-6 3.46 x 10-4 6.38 x 10-4 2.64 x 1 0 -~ 3.54 x 10-7 2.68 x 10-13 3.08 x 10-13 7.78 x lo-' 2.84 x lop6
1.13 x lo-' 1.28 x lo-' 8.08 x 10-l2
1.64 x 10-4 1.57 x 10-3 2.46 x lop6 6.05 x 10-l'
For a numerical example, suppose that X , = f l with P ( X , = +1) = PO -b$ with PO < 1/2 and b 5 PO, and 9 is a uniform random variable on [0, 1] . After a little work it can be shown that A practical situation where conditional i.i.d. sums arise is in the analysis of the correlator receiver for direct sequence spread spectrum, multiple access communications systems. In this application, the random phases and timing delays of interfering spread spectrum signals play the role of the "nuisance variable" 9. A more detailed large deviations analysis of this receiver is given in [ll] .
IV. DISCUSSION We note that finding the asymptotics of M,(B0) can in of itself be a nontrivial problem. Our philosophy has been to assume that knowledge of the moment generating function sequence is complete.
In the setting of the first example and in more general cases of the third, this can be a nontrivial task, even though the logarithmic 
I. INTRODUCTION
Consider an observed signal of the form behavior is known. This claim was based on asymptotic theory followed by numerical computations including a Monte Carlo simulation. We will provide a more precise evaluation for this limit. Our analysis begins somewhat differently from that in [3] and culminates in a somewhat different Monte Carlo simulation. We find
which, of course, agrees with (2) . (The error term here is the Monte Carlo estimate for the standard deviation of the simulation risk. It ignores the possible bias of this simulated risk. This bias will be discussed later.) [3] did not consider the loss L1 in this context. We find M I = lim MI,^ rz 1.383 f 0.0018.
(4)
CT-0 (The analysis in [3, ch. 71 also shows how the same idea can be directly applied when s is any signal form having a finite number of discontinuities.)
The theoretical basis for our evaluations is explained in Section 11. Section 111 reports numerical results which supplement (3) For fixed U , let
Note that (2,) is the Gaussian process with
(5) Consequently, Zt can be represented as
where {Wt} and {V,} are independent copies of standard Brownian motion on [0, l / a 2 ) . Note that the range of t depends on o2
and increases to (-CO, CO), but the distribution of (2,) does not otherwise depend on t.
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Let & , Q z E (-l/u2, l / u z ) . Think of the statistical problem of choosing whether Q = Q1 or 4 2 after observing dr(.) given by (1) with R = u2Q1/2 + 1/2 or u242/2 + 1/2. It is easy to check, and well known, that Zbl -Z42 is a (minimal) sufficient statistic for the problem. Consequently, (2,) is pairwise sufficient for any pair $1, $2. It follows that { Z , } is also sufficient for the original statistical problem having Q E (-l/Qz, l/@'); see [l] .
Estimation of 0 by d under loss L, is equivalent to estimation of Q by 6 = 2(d-1/2)/u2 under the loss L: = 15 -$11/2'. In summary, the problem of estimating R under loss L, after observation of dr (.) is equivalent to that of estimating $ under loss L: after observation
It is now clear that the asymptotic form of the original signal parameter estimation problem is equivalent to the problem of observing (2,) f o r t E (-03,m) with unknown parameter Q E (-co,co) . A local version of this asymptotic equivalence was already established by a different method in [3] . The explicit construction enables one to draw certain conclusions about the nonasymptotic problem that do not logically follow from the local asymptotic equivalence theory in [3] . For example, the minimax risk under the losses L1 or L2 for the problem of estimating 8 increases as U decreases to 0, and its limit is the global minimax value for the problem of estimating 4 E (-03, CO) based on observation of Zt. 
-cc 61
These estimators will have constant risk since they are invariant. Hence, the minimax value is It is apparently impossible to analytically obtain the value in (8). Numerical methods seem to be needed.
In order to evaluate (8) in the case i = 2, Ibragimov and Hasminskii adopted a sophisticated scheme which represents the numerator and the denominator of (6) as limiting solutions to a system of stochastic differential equations. They then used a Monte Carlo simulation to estimate the joint distribution of these limiting values and hence to estimate (8). We take a different approach which is both more elementary and more precise. (See Remark 1 concerning precision.) Furthermore, it is easy to adapt our approach to accommodate other estimators, such as 61. Our method begins by approximating the integrals in (6) by finite Riemann sums. These sums are random, and so their distribution is then simulated. Because the quantity of interest, 5 2 , involves a ratio of terms whose joint distribution is unknown, we elected to use a relatively straightforward simulation scheme rather than risk introducing further bias. As in (lo), it is the case here that 2 -1 E 0 ( 6 1 ,~) 5 M I , and the two are approximately equal when A is small.
Remark 1: The algorithm described in (11) and (13) for approximating A& is different from that used in [3] , but a comparison is possible. Although the motivation and the derivation are different from ours, it appears that the numerical scheme adopted there is virtually equivalent to that which would result from using (11) and (13) with exp(UJ) replaced by 1 + C;. Thus, our scheme should be slightly more precise for a given A, but either scheme should converge to M 2 as A + 0 and k + m. Remark 2: There are two sources of bias in the preceding simulation schemes for estimating A 4 1 and M2. Consider, for example, M z . The first source is the approximation (9). The Riemann sums in the numerator and denominator are each negatively biased estimators of the respective integrals in (6), and as noted in (10) their ratio is also a negatively biased estimate of M 2 . It can be shown via the reasoning leading to (10) that the magnitude of this bias is less than 3A2 and hence can easily be made quite small. The second source of bias is the truncation, implicit in ( l l ) , of the infinite sums in (9) to be finite sums over 1 5 j 5 k. The magnitude of this bias is much harder to estimate since E(exp(tt)) = 1 for every t so that E(ZEk++, exp(zt)) = 33, etc. Our only substantial evidence that this bias is small is derived from the numerical results in Section 111.
In Table 11 , doubling k affects the simulation estimate by at most 1% of its value and usually by much less.
Another estimator of interest is the maximum likelihood estimator (MLE). In the original problem (1) this can easily be seen to be the value e^ which maximizes J
s ( t -@ ) d r ( t ) .
In the equivalent formulation, (5), the MLE is the value I$ that maximizes 24. The L; risk of 4 is found in [3] to be (see [4] ) Their results also yield (16) Equation VII.3.11 of [3] establishes that
Remark 3: [3] shows that when properly normalized the problem described in (5) is the asymptotic local limit for any signal parameter estimation problem of the form (1) in which s(.) is a known signal having compact support and possessing a finite number of discontinuities. Hence, the numerical results reported in Table I also apply in such cases. It should be emphasized that the results obtained in this generality concem only local asymptotic properties. They do not directly yield statements about the limiting global minimax risk for rectangular s, nor do they yield the stronger statement that the normalized minimax risk for given U and T = 1 is bounded above by its asymptotic value. 
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NUMERICAL RESULTS
A. The Question
The L1 and L2 risks of and 52 were computed according to the simulation scheme described in Section 11. These risks are given in Table I, Note that the risks of 51 and 62 are rather similar, and for squared error loss both are much better than the MLE.
In order to ascertain the effect of altering A and IC, and to decide on apparently satisfactory values for use in Table I , several other simulations were conducted. A few of these are reported in Table 11 . The entries labeled S.D. in the 4th and 5th columns of Table I1 IEEE Log Number 9203016.
