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Implicit Optimality Criterion for Convex SIP problem
with Box Constrained Index Set
Kostyukova O.I. Tchemisova T.V.y
Abstract
We consider a convex problem of Semi-Infinite Programming (SIP) with a multidimen-
sional index set defined by a finite number of box constraints. In study of this problem we
apply the approach suggested in [20] for convex SIP problems with one-dimensional index
sets and based on the notions of immobile indices and their immobility orders. For the
problem under consideration we formulate optimality conditions that are explicit and have
the form of criterion. We compare this criterion with other known optimality conditions
for SIP and show its efficiency in the convex case.
Key words. Semi-Infinite Programming (SIP), Semidefinite Programming (SDP), constraint
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1 Introduction
Consider an optimization problem in the form
(P ) min
x2Rn
c(x) (1)
s.t. x 2 X := fx 2 Q  Rn : f(x; t)  0; 8t 2 Tg; (2)
where T  Rs is a given index set, s  1; Q is some subset of Rn, and functions c(x); f(x; t);
are defined for x 2 Q; t 2 T .
When the index set T in problem (P ) is infinite, this problem is referred to as that of Semi-
Infinite Programming (SIP). Notice that the set T can be one dimensional (T  R) or multidi-
mensional (T  Rs; s > 1). If the objective function c(x) is a convex function and the feasible
set X is convex in Rn; then problem (P ) is convex.
Having appeared as a new field of Optimization in 70-es in the works of A. Charnes, R. Hettich,
K.O. Kortanek, H.Th. Jongen, and others (see [6, 11, 13, 29] et al), Semi-Infinite Programming
has always attracted special interest due to its practical applications and relationship with other
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mathematical fields (for the references see [12, 18, 23, 31]). Many papers have been dedicated to
the theory of SIP ([9, 12, 28]), in general, and to optimality conditions, in particular. We refer
to [2, 13, 16, 17, 25, 27] for the first-order and to [3, 14, 19, 26] for the second-order optimality
conditions. The papers [2, 8, 15, 22] are especially devoted to convex SIP problems, and [4, 5]
to abstract convex problems (finite and infinite).
Usually, when optimality conditions for some optimization problem are considered, a special
attention is given to those that do not require additional assumptions about the constraints, so
called constraint qualifications (CQ). This is due to the fact that the known CQs do not always
hold for finite-dimensional and especially infinite-dimensional convex programs (see examples
in [2, 15, 22] et al.). Thus it was noticed by many authors that given an optimization problem
in the form (P ), various CQs may fail in the presence of the constraints that vanish for any
feasible solution (see [1, 7, 20, 30], et al.). In different papers such constraints are differently
referred to (see [21]). To avoid confusion, further in the paper we will use the following notation.
Definition 1. An index t 2 T is called immobile w.r.t. constraints of problem (P ) if f(x; t) = 0
for all feasible solutions x 2 X:
In our study of convex SIP problems, we are especially interested in the role that the immobile
indices play in formulation of optimality conditions without CQ. In [19, 20] we considered
convex SIP problems with one-dimensional index set and showed that immobile indices and
their immobility orders represent objective and substantial characterizations of the feasible
sets. We have proved new constructive optimality conditions that do not require any CQ and
compared them with some other known CQ-free optimality conditions. The results of the
comparison indicated the effectiveness of the new approach (see [19]). In [21], this approach
was efficiently applied to study of linear semidefinite problems.
This paper is the first attempt to generalize the results obtained for SIP problems with one-
dimensional index set T  R to the case of problems with multidimensional index set T  Rs,
s  2: The main objectives here are to expand on these problems the definitions of immobile
indices and the corresponding immobility orders, and to formulate new efficient optimality
conditions using the approach suggested in [19, 20].
We are concentrated on the study of problems whose constraints are convex w.r.t. the decision
variable. For these problems, we show that the emptiness of the set of immobile indices is
equivalent to the Slater type CQs. Given an immobile index, we introduce the corresponding
set of feasible directions and define the directional immobility orders. For a particular case of
SIP problem with a constraint function that is linear w.r.t. decision variable x, we prove an
Implicit Optimality Criterion that provides optimality conditions in terms of such conditions
for a special auxiliary problem. The constraints of this auxiliary problem are determined by
multidimensional immobile indices and their orders. We show that the Implicit Optimality
Criterion permits to deduce new explicit optimality conditions for convex SIP. All optimality
conditions formulated in the paper are proved under an assumption that the orders of all
immobile indices are not greater than one. We show that this assumption is less restrictive than
some known Slater type CQ and that when it is relaxed, the proposed optimality conditions
continue to be valid in their sufficient part. The comparison of the results of the paper with some
known optimality results indicates that the immobility of indices is an important phenomenon in
SIP which allows to better understand the structure of feasible sets and provides new techniques
for formulation and proof of new CQ-free optimality conditions.
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The paper is organized as follows. In Section 2, we define immobile indices for SIP problems
with multidimensional index sets and formulate different CQs that are equivalent. In Section 3,
we consider a convex SIP problem with linear w.r.t. variable x constraints and a box constrained
index set T  Rs; 1 < s <1: For this problem, we concretize the basic notions and definitions
and prove the Implicit Optimality Criterion. In Section 4, we derive new explicit optimality
conditions (necessary and sufficient), suggest a simple illustrative example of their application,
and show that in their sufficient part, these conditions continue to be valid even if we relax the
assumption made at the beginning. Comparison of the optimality results obtained with other
known optimality conditions is provided in Section 5. Some technical results are given in the
Appendix.
2 Immobile Indices and Constraint Qualifications in SIP
Consider a convex SIP problem in the form (P ), where Q  Rn is a convex set, T  Rs is a
compact index set; the functions c(x) and f(x; t); defined for x 2 Q; t 2 T; are convex w.r.t. x.
As previously, let X denote the feasible set of this problem:
X = fx 2 Q : f(x; t)  0; 8t 2 Tg:
Consider the following CQs:
 The constraints (2) satisfy the Slater type condition I if
there exists x 2 Q such that f(x; t) < 0; 8t 2 T:
 The constraints (2) satisfy the Slater type condition II if
for any index set fti 2 T; i = 1; : : : ; n+ 1g there exists
a vector ~x 2 Q such that f(~x; ti) < 0; i = 1; : : : ; n+ 1:
(3)
Let
f1; : : : ; ng  T (4)
be a set of indices from T . Consider the nonlinear problem
(PD) min
x2Q
c(x)
s.t. f(x; i)  0 i = 1; :::; n:
In what follows, considering a problem (A), we will denote by val(A) the optimal value of its
objective function.
Under the Slater type condition II, the following proposition can be formulated.
Proposition 1. Consider the convex SIP problem (P ). Suppose that X 6= ; and let constraints
(2) satisfy the Slater type condition II (3). Then there exists a set of indices (4) such that
val(P ) = val(PD):
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To prove Proposition 1 it is sufficient to repeat the proof of Proposition 5.105 from [3] replacing
the condition x 2 Rn by the following one: x 2 Q with convex Q  Rn:
In the Introduction, we have defined the immobile indices for problem (P ). Let us denote this
set by T :
T  := ft 2 T : f(x; t) = 0 8x 2 Xg: (5)
The following proposition is proved in [21].
Proposition 2. Let X 6= ; in the convex SIP problem (P ). Then the following conditions are
equivalent:
CQ1: The constraints (2) satisfy the Slater type condition I.
CQ2: The constraints (2) satisfy the Slater type condition II.
CQ3: The set of immobile indices in problem (P ) is empty: T  = ;:
Let us suppose now that the index set T of problem (P ) is a restricted box in Rs:
T = ft 2 Rs : t = (ti; i 2 J); ti  ti  ti; i 2 Jg; J = f1; : : : ; sg; (6)
where ti < ti; i 2 J; are given real numbers.
For any t 2 T , consider the sets
J (t) = fi 2 J : ti = tig; J+(t) = fi 2 J : ti = tig; J(t) = fi 2 J : ti < ti < tig:
A direction l = (li; i 2 J) 2 Rs is called feasible for an index t 2 T if
l 2 L(t) := fl 2 Rs : klk = 1; li  0 if i 2 J (t); li  0 if i 2 J+(t)g:
Suppose that the constraint function f(x; t) of problem (P ) is sufficiently smooth w.r.t. t, i.e.
all partial derivatives which occur in the sequel exist and are continuous.
Definition 2. Let us say that an immobile index t 2 T  has the immobility order q(t; l),
q(t; l) 2 f0; 1; : : : g, along a feasible direction l 2 L(t), if
1. d
if(x;t+l)
di

=+0
= 0; 8x 2 X; i = 0; : : : ;q(t; l);
2. there exists a feasible point ~x = x(t; l) 2 X such that d(q(t;l)+1)f(~x;t+l)
d(q(t;l)+1)

=+0
6= 0:
Here and in what follows we suppose that d
0f(x;t+l)
d0

=+0
= f(x; t).
Consider an immobile index t 2 T : Then by definition, vector t solves the problem max
2T
f(x; )
for all x 2 X. Hence according to the first order necessary optimality condition for this problem
we have
@fT (x; t)
@t
ej =
df(x; t+ ej)
d

=+0
8<:
 0; j 2 J+(t);
 0; j 2 J (t);
= 0; j 2 J(t);
8 x 2 X; (7)
where ej = (eji; i 2 J)T is the vector with components eji = 0 if i 6= j and ejj = 1; j 2 J:
Taking into account (7) and Definition 2 we conclude that
q(t;ej) > 0 for j 2 J(t); t 2 T :
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Denote
J (t) = fj 2 J (t) : q(t; ej) = 0g; J+(t) = fj 2 J+(t) : q(t; ej) = 0g; (8)
J(t) = J n ( J (t) [ J+(t)); t 2 T :
It is easy to check that for t 2 T , it holds
fl 2 L(t) : q(t; l) = 0g = L(t) nM(t); fl 2 L(t) : q(t; l) > 0g = L(t) \M(t); (9)
where M(t) is the subspace of Rs generated by the vectors ej; j 2 J(t): Consequently, taking
into account (7) and (9), we conclude that for all t 2 T ; and for all x 2 X; the following
relations take place:
@fT (x; t)
@t
ej  0; j 2 J (t); @f
T (x; t)
@t
ej  0; j 2 J+(t); @f
T (x; t)
@t
ej = 0; j 2 J(t);
Having assumed that the set of immobile indices T  is finite, one can develop an algorithm that
determines the immobile index set T  and the sets J(t); J(t); for all t 2 T  on the base of the
ideas from [20].
3 Convex SIP problem with linear w.r.t. x constraints
3.1 Definitions and basic notions
Suppose that in (2), the set Q coincides with Rn and the function f is given by
f(x; t) =
nX
i=1
ai(t)xi + a0(t);
where x = (x1; : : : ; xn)T 2 Rn; the functions ai(t) : T ! R; i = 0; : : : ; n; are defined in the
compact index set T in the form (6). Then problem (P ) takes the form
min
x
c(x);
s.t. f(x; t) =
nX
i=1
ai(t)xi + a0(t)  0; 8t 2 T  Rs: (10)
We assume that the functions c(x); ai(t); i = 0; 1; : : : ; n, are sufficiently smooth.
The feasible set X in (10) is as follows:
X = fx 2 Rn :
nX
i=1
ai(t)xi + a0(t)  0; 8t 2 Tg:
Let T  be the set of immobile indices w.r.t. the constraints of problem (10) (see (5)). Given
t 2 T , suppose that the sets J (t); J+(t); J(t) are defined as in (8), and M(t) denotes the
subspace generated by the vectors ej; j 2 J(t).
Proposition 3. Consider the convex SIP problem (10) with the feasible set X. Suppose that
an immobile index t 2 T  satisfies the following condition:
q(t; l)  1; 8 l 2 L(t): (11)
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Then there exists x = x(t) 2 X such that
@fT (x; t)
@t
ej < 0; j 2 J (t); @f
T (x; t)
@t
ej > 0; j 2 J+(t); @f
T (x; t)
@t
ej = 0; j 2 J(t); (12)
lT
@2f(x; t)
@t2
l < 0 8l 2 L(t) \M(t): (13)
Proof. Conditions (9) and (11) imply
q(t; l) = 0; l 2 L(t) nM(t); q(t; l) = 1; l 2 L(t) \M(t): (14)
Denote by (P^ ) the following auxiliary SIP problem:
min
; x
;
(P^ ) s.t. x 2 X; lT @
2f(x; t)
@t2
l  ; 8l 2 L(t) \M(t):
In problem (P^ ), the set X is convex, the objective function is convex, and the constraints are
linear w.r.t. x. These constraints satisfy the condition CQ1:
9(x; ); x 2 X;  = max
klk=1
lT @
2f(x;t)
@t2
l + 1; such that lT @
2f(x;t)
@t2
l < ; 8l 2 L(t) \M(t):
Hence (see Proposition 2) they satisfy the condition CQ2 as well. Consequently, by Proposition
1 there exist n+1 vectors li 2 L(t)\M(t); i = 1; : : : ; n+1; such that val(P^ ) = val(P^D) where
problem (P^D) is as follows:
min
;x
;
(P^D) s.t. x 2 X; lTi
@2f(x; t)
@t2
li  ; i = 1; : : : ; n+ 1:
By (14) and Definition 2, for each vector li; i = 1; : : : ; n+ 1; there exists x(i) 2 X such that
lTi
@2f(x(i); t)
@t2
li < 0; i = 1; : : : ; n+ 1:
Since t is an immobile index and x(i) is a feasible solution to problem (10), then for any
k 2 f1; : : : ; n + 1g, k 6= i it holds lTk @
2f(x(i);t)
@t2
lk  0: Consider the vector x :=
n+1X
k=1
x(k)
n+ 1
:
Evidently, x 2 X: Having substituted this vector in the left-hand side of the constraints of the
problem (P^D), we get
lTi
@2f(x; t)
@t2
li =
n+1X
k=1

lTi
@2f(x(k); t)
@t2
li=(n+ 1)

< 0; i = 1; : : : ; n+ 1;
and therefore conclude that val(P^D) < 0. Hence val(P^ ) < 0 that implies the existence of a
vector x 2 X such that
@fT (x; t)
@t
l = 0; lT
@2f(x; t)
@t2
l < 0; 8l 2 L(t) \M(t): (15)
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From (14), it follows that q(t; l) = 0; l 2 L(t) nM(t): Hence by Definition 2, for each vector
ej; j 2 J(t); there exists y(j) 2 X such that
@fT (y(j); t)
@t
ej < 0; j 2 J (t); @f
T (y(j); t)
@t
ej > 0; j 2 J+(t): (16)
Since t is an immobile index and y(j) is a feasible solution to problem (10), then for any j 2 J(t)
the following conditions are satisfied:
@fT (y(j); t)
@t
l = 0; lT
@2f(y(j); t)
@t2
l  0; l 2 L(t) \M(t); (17)
@fT (y(j); t)
@t
l  0; l 2 L(t) nM(t): (18)
Consider x = (x +
P
j2 J(t)
y(j))=r; r = 1 + j J (t)j + j J+(t)j: It is evident that x 2 X. From
(15)-(18), and from the linearity of f(x; t) w.r.t. x it follows that x satisfies conditions (12),
(13). The proposition is proved. 
Corollary 1. Conditions (12) and (13) imply that given an immobile index t satisfying (11),
there exists x = x(t) 2 X such that
@fT (x; t)
@t
l = 0; lT
@2f(x; t)
@t2
l < 0; l 2 L(t) \M(t); @f
T (x; t)
@t
l < 0; l 2 L(t) nM(t): (19)
3.2 Implicit optimality criterion
Let us make the following assumption.
Assumption 1. All immobile indices in problem (10) satisfy condition (11), that means here
q(t; l)  1;8l 2 L(t); 8t 2 T .
Assumption 1 is considered to be trivially fulfilled if T  = ;.
Lemma 1. Let Assumption 1 be fulfilled. Then the set of immobile indices in problem (10) is
finite:
T  = ft0j ; j 2 Ig; I = f1; : : : ; p0g; 0  p0 <1:
Here and in what follows we assume the set f1; : : : ; kg to be empty if k = 0.
Proof of the lemma is presented in the Appendix.
Notice that by Proposition 2, if T  6= ; then the Slater type conditions I and II cannot be
fulfilled. Nevertheless Assumption 1 can be satisfied in such situation. Therefore for the SIP
problem considered here this assumption is less restrictive than the Slater type conditions.
For any feasible solution x 2 X of problem (10), denote by
Ta(x) = ft 2 T : f(x; t) = 0g
the set of active indices (active index set) at x.
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Proposition 4. Given the convex SIP problem in the form (10), let Assumption 1 be fulfilled.
Then there exists a feasible solution ~x 2 X such that
Ta(~x) = T
; (20)
@fT (~x; t)
@t
l = 0; lT
@2f(~x; t)
@t2
l < 0; l 2 L(t) \M(t); (21)
@fT (~x; t)
@t
l < 0; l 2 L(t) nM(t); 8 t 2 T : (22)
Proof. From Assumption 1 and Corollary 1, it follows that there exist feasible solutions
x(j) 2 X, j 2 I; such that the following conditions take place
f(x(j); t0j) = 0;
@fT (x(j);t0j )
@t
l = 0; lT
@2f(x(j);t0j )
@t2
l < 0; l 2 L(t0j) \M(t0j); (23)
@fT (x(j); t0j)
@t
l < 0; l 2 L(t0j) nM(t0j); j 2 I:
For j 2 I; the latest relations are sufficient conditions for point t0j to be a strict local solution
of the problem max
2T
f(x(j); ): Hence there exists a number " > 0 such that
f(x(j); t) < f(x(j); t0j) = 0; t 2 T"(t0j) n t0j ; j 2 I; (24)
where
T"(t) = T \ f 2 Rs : kt  k  "g: (25)
Denote by ~T the closure of the set T n S
j2I
T"(t
0
j) and put ~Q = X. It is evident that the set ~T
is compact and the set ~Q is convex.
Consider the following constraints:
x 2 ~Q; f(x; t)  0; 8 t 2 ~T : (26)
By construction, the set of immobile indices w.r.t. these constraints is empty, i.e.
~T  = ft 2 ~T : f(x; t) = 0; 8 x 2 ~Xg = ;;
where ~X = fx 2 Rn : x 2 ~Q; f(x; t)  0; 8 t 2 ~Tg: Consequently, by Proposition 2, constraints
(26) satisfy the Slater type condition I, i.e. there exists y 2 ~Q = X such that
f(y; t) < 0; 8t 2 ~T : (27)
Observe that the conditions y 2 X and t0j 2 T , j 2 I; imply
@fT (y; t0j)
@t
l = 0; lT
@2f(y; t0j)
@t2
l  0; l 2 L(t0j) \M(t0j);
@fT (y; t0j)
@t
l  0; l 2 L(t0j) nM(t0j):
(28)
8
Let us consider the vector ~x = (y+
P
j2I
x(j))=(jIj+1). From conditions y 2 X; x(j) 2 X; j 2 I;
and (23), (24), (27), (28), taking into account the convexity of the set X and the linearity of
function f(x; t) w.r.t. x, we conclude that the vector ~x constructed above belongs to X and
satisfies (20)-(22). The proposition is proved. 
To simplify notation, let us denote
Jj := J
(t0j); Jj := J(t
0
j); sj := j Jjj; rj = s  sj; Jj = Jj \ (J+(t0j) [ J (t0j));
Mj = (ei; i 2 Jj n J+(t0j); ei; i 2 Jj \ J+(t0j)) 2 Rnsj ;
Nj = (ei; i 2 J j ; ei; i 2 J+j ) 2 Rsrj ; j 2 I:
(29)
The following theorem holds.
Theorem 1. [Implicit optimality criterion] Suppose that Assumption 1 is satisfied for the
convex problem (10). Then a feasible solution x0 2 X is optimal to this problem if and only if
there exists a set of indices
ftj; j 2 Ig  Ta(x0) n T ; jIj  n; (30)
such that the vector x0 is optimal to the following auxiliary problem:
min
x
c(x);
s.t. f(x; t0j) = 0;
@fT (x; t0j)
@t
Nj  0;
@fT (x; t0j)
@t
Mj = 0;
Tj M
T
j
@2f(x; t0j)
@t2
Mjj  0; 8j = (ji; i 2 Jj); ji  0; i 2 Jj ; j 2 I;
f(x; tj)  0; j 2 I:
(31)
Proof. Sufficiency. Suppose that vector x0 2 X is an optimal solution of problem (31) with
some index set (30). Denote by Y the feasible set of problem (31). Since X  Y , then x0 is
optimal in problem (10) as well.
Necessity. For " > 0, denote T (") = T n int( S
j2I
T"(t
0
j)); the set T"(t) being defined in (25).
Consider the family of problems
(P (")) min
x
c(x);
s.t. x 2 Y \B; f(x; t)  0; 8t 2 T (");
where B = B("0; x0) = fx 2 Rn : jjx   x0jj  "0g; "0 > jj~x  x0jj is any fixed number, ~x is a
feasible solution of problem (10) satisfying (20)-(22), x0 is an optimal solution to problem (10),
and
Y := fx 2 Rn : f(x; t0j) = 0;
@fT (x;t0j )
@t
Nj  0; @f
T (x;t0j )
@t
Mj = 0;
Tj M
T
j
@2f(x;t0j )
@t2
Mjj  0; 8j = (ji; i 2 Jj); ji  0; i 2 Jj ; j 2 Ig: (32)
Notice here that the sets Y ;B, and hence, Y \B are convex.
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Let y(") be an optimal solution to problem P ("): It is evident that
c(y("))  c(x0): (33)
The constraints of problem (P (")) satisfy the Slater type condition I:
~x 2 Y \B and f(~x; t) < 0; 8t 2 T (");
where ~x is a feasible solution of problem (10) satisfying (20)-(22). Hence by Propositions 1 and
2, there exists a set of indices ti(") 2 T ("); i = 1; : : : ; n; such that
val(P (")) = val(PD("));
where (PD(")) is the following NLP problem:
(PD(")) min
x
c(x);
s.t. x 2 Y \B; f(x; ti("))  0; i = 1; : : : ; n:
Since ti(") 2 T; i = 1; : : : ; n; for all " > 0, there exists a sequence f"jg: "j ! +0 as j ! 1;
such that
ti("j)! ti 2 T as j !1; i = 1; : : : ; n: (34)
Consider the NLP problem
( P ) min
x
c(x);
s.t. x 2 Y \B; f(x; ti)  0; i = 1; : : : ; n:
This problem has an optimal solution. Let y be optimal in ( P ). It is evident that c(y)  c(x0).
Let us show that c(y) = c(x0). Suppose that c(y) < c(x0) and consider the vector
x() = (1  )y + ~x:
By construction ~x 2 Y \B and y 2 Y \B. Hence
x() 2 Y \B for all  2 [0; 1]: (35)
Denote I = fi 2 f1; : : : ; ng : ti 2 T g; I0 = f1; : : : ; ng n I: According to Proposition 6 (see
Appendix), for any  2 (0; 1] there exist numbers i() > 0; i 2 I; such that
f(x(); t)  0; t 2 Ti()(ti); i 2 I: (36)
For t = ti +tl; l 2 L(ti); i 2 I0 ; t  0; one has
f(x(); t)  (1  )f(y; t) + f(~x; t) =
(1  )[f(y; ti) + t@fT (y;ti)l@t + o(t)] + [f(~x; ti) + t@f
T (~x;ti)l
@t
+ o(t)]:
Taking into account that by construction f(y; ti)  0 and f(~x; ti) < 0, i 2 I0 ; we conclude that
for any  2 (0; 1] there exist numbers i() > 0; i 2 I0 ; such that
f(x(); t)  0; t 2 Ti()(ti); i 2 I0 : (37)
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Let us put  = (c(x0)  c(y))=(2(c(~x)  c(y))): Taking into account that by assumption c(y) <
c(x0) and by construction c(x0)  c(~x), c(y)  c(~x), we conclude that  2 (0; 0:5]:
Notice that
c(x())  c(x0)  1
2
(c(x0)  c(y)): (38)
It follows from (36) and (37) that for  there exists a number  = () > 0 such that
f(x(); t)  0; t 2 T (ti); i = 1; : : : ; n: (39)
According to (34) there exists a number k 2 N such that
ti("j) 2 T (ti); i = 1; : : : ; n; 8 j  k: (40)
Relations (35), (39) and (40) imply the feasibility of the vector x() in all problems (PD("j))
with j  k: Consequently
c(x())  c(y("j)); 8 j  k: (41)
From (38) and (41) we get c(x0)  (c(x0)  c(y))=2  c(y("j)); 8 j  k: Let us pass on to the
limit as j !1 in the latest inequality, taking into account that by Corollary 3 (see Appendix)
it holds lim
"!+0
c(y(")) = c(x0). As a result we get
c(x0)  (c(x0)  c(y))=2  c(x0)
that contradicts the assumption c(y) < c(x0). Therefore c(y) = c(x0) and the vector x0
is an optimal solution to problem ( P ). Note that by construction f(x; ti) = 0; i 2 I; for
all x 2 Y : Hence if x0 is optimal in problem ( P ) then it is optimal in problem (31) with
ftj; j 2 Ig = fti; i 2 I0g: The theorem is proved. 
4 Explicit optimality conditions
4.1 Necessary and sufficient optimality conditions
The implicit optimality criterion proved in the previous section allows to replace the check of
optimality of a feasible solution x0 in the SIP problem (10) by the check of the optimality of x0
in the auxiliary problem (31). In the next part of the paper, we will study optimality conditions
for the auxiliary problem (31) and obtain new explicit optimality conditions for the original
SIP problem. These conditions will be compared with some known optimality results in SIP.
Notice that problem (31) is a SIP problem that is linear w.r.t. decision variable x and is
quadratic w.r.t. index variables j 2 Rsj , j 2 I: Below we will show that this problem can
be written in the form of the problem that can be treated in a similar way as problems of
Semidefinite Programming (SDP).
Let us introduce the following notation:
Q(I) := fx 2 Rn : f(x; tj)  0; j 2 I; f(x; t0j) = 0;
@fT (x;t0j )
@t
Nj0; @f
T (x;t0j )
@t
Mj = 0; j 2 Ig;
Aij :=
@2ai(t
0
j)
@t2
; i = 0; 1; : : : ; n; Aj(x) :=
nX
i=1
Aijxi + A0j =
@2f(x; t0j)
@t2
; j 2 I:
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It is evident that Q(I) is a polyhedron in Rn. Using the notations introduced above, we can
rewrite problem (31) in the equivalent form
min
x
c(x);
s.t. x 2 Q(I);
Tj M
T
j Aj(x)Mjj  0; 8j = (ji; i 2 Jj); ji  0; i 2 Jj ; kjk = 1; j 2 I:
(42)
If Assumption 1 is satisfied for the original SIP problem (10), then
9 ~x 2 Q(I) : Tj MTj Aj(~x)Mjj < 0; 8j = (ji; i 2 Jj); ji  0; i 2 Jj ; kjk = 1; j 2 I; (43)
i.e, the constraints of problem (42) satisfy the Slater condition ([3]). The following optimality
criterion can be formulated in this case.
Theorem 2. Suppose that condition (43) is satisfied. Then a feasible solution x0 of problem
(42) is optimal if and only if there exist a set of numbers and vectors
j  0; j 2 I; j 2 R; j = (j1; : : : ; js)T 2 Rs; ji  0; i 2 J j ; ji  0; i 2 J+j ; j 2 I; (44)
and a set of vectors
j(k) 2 Lja(x0) := f = (i; i 2 Jj) 6= 0; TMTj Aj(x0)Mj = 0; i  0; i 2 Jj g;
k = 1; : : : ; j; sj  j  0; j 2 I;
X
j2I
j  n; (45)
such that the following equalities hold:
@c(x0)
@xi
+
X
j2I
 
ai(t
0
j)j + 
T
j
@ai(t
0
j)
@t
+
jX
k=1
Tj (k)M
T
j AijMjj(k)

+
X
j2I
jai(tj) = 0; i = 1; : : : ; n;
Tj
@f(x0;t0j )
@t
= 0; j 2 I: (46)
Given a symmetric matrix A; let us write A  0 if A is negative definite and A  0 if A is
negative semi-definite.
Problem (42) can be consider as a slight generalization of the following SDP problem:
min
x
c(x);
s.t. x 2 Q(I); MTj Aj(x)Mj  0; j 2 I;
(47)
and Theorem 2 can be reformulated in terms of SDP as follows.
Theorem 3. Suppose that condition (43) is satisfied. Then a feasible solution x0 is optimal to
problem (42) if and only if there exist a set of numbers and vectors (44) and a set of positive
semidefinite matrices 
j = BjBTj with Bj = (j(k); k = 1; : : : ; j); where j(k) = (ji(k); i 2
Jj); ji(k)  0; i 2 Jj ; k = 1; : : : ; j; j 2 I; such that
@c(x0)
@xi
+
X
j2I
 
ai(t
0
j)j + 
T
j
@ai(t
0
j)
@t
+ 
j MTj AijMj

+
X
j2I
jai(tj) = 0; i = 1; : : : ; n;
Tj
@f(x0; t0j)
@t
= 0; 
j MTj A(x0)Mj = 0; j 2 I:
(48)
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Here the symbol "" stays for the trace inner product defined in the space S(k) of k  k
symmetric matrices: A B := trace(AB) for A;B 2 S(k):
It is easy to see that Theorem 3 is a simple generalization of the well-known result on SDP
theory (see, for example, [3]). For other optimality conditions for SDP see [21], [24] et al.
The next theorem is an immediate consequence of Theorems 1 and 2.
Theorem 4. [Explicit optimality criterion] Let Assumption 1 be fulfilled for the convex
SIP problem (10). Then a feasible solution x0 2 X is optimal to this problem if and only if
there exist a set of indices (30), a set of vectors (45), and a set of numbers and vectors (44)
such that relations (46) are true.
Corollary 2. Let Assumption 1 be fulfilled. Then a feasible solution x0 2 X is optimal to SIP
problem (10) if and only if there exist sets of indices (30) and vectors (45) such that vector x0
is optimal in the following Convex Programming (CP) problem with linear constraints:
min
x
c(x);
s.t. x 2 Q(I); Tj (k)MTj (
nX
i=1
Aijxi + A0j)Mjj(k)  0; k = 1; : : : ; j; j 2 I:
(49)
Corollary 2 permits to replace the check of optimality of some feasible solution in the SIP
problem (10) by the check of its optimality in the auxiliary CP problem (49).
Notice that equalities (46) can be rewritten in the form
@c(x0)
@x
+
X
j2I

j
@f(x0; t0j)
@x
+
@2f(x0; t0j)
@x@t
j +
jX
k=1
@
@x
(Tj (k)M
T
j
@2f(x0; t0j)
@t2
Mjj(k))

+
X
j2I
j
@f(x0; tj)
@x
= 0; Tj
@f(x0; t0j)
@t
= 0; j 2 I:
(50)
Remark 1. If the constraints of the convex problem (10) satisfy the condition CQ1 or CQ2,
then by Proposition 2, T  = ;. Therefore I = ; and conditions (50) coincide with the classical
first order optimality conditions (KKT): 0 =
@c(x0)
@x
+
X
j2I
j
@f(x0; tj)
@x
:
Remark 2. Consider the convex SIP problem (10). If @
2f(x0; t0j )
@t2
 0; j 2 I; then Lja(x0) =
;; 8j 2 I, (see (45)), and a feasible x0 2 X is optimal in (10) if and only if it is optimal in
the following CP problem:
min c(x); s.t. x 2 Q(I):
In this case the optimality conditions (50) take the form
@c(x0)
@x
+
X
j2I

j
@f(x0; t0j)
@x
+
@2f(x0; t0j)
@x@t
j

+
X
j2I
j
@f(x0; tj)
@x
= 0; Tj
@f(x0; t0j)
@t
= 0; j 2 I:
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It should be noticed here that the results of this paper are also valid for convex problems with
constraints in the form
fi(x; t
(i))  0; 8t(i) 2 Ti  Rsi ; i = 1; : : : p; (51)
where p  1 is a finite number, the sets Ti; i = 1; : : : ; p; are bounded boxes in Rsi , functions
fi(x; t
(i)); i = 1; : : : p; are linear w.r.t. x.
Remark 3. The explicit optimality conditions for the convex SIP problem (10) were obtained
here under Assumption 1 that is less restrictive than the Slater type conditions. In what follows
we will show that when this assumption is removed, Theorem 4 continues to be true in its
sufficient part, whereas the necessary conditions need an additional study.
4.2 Example
The optimality conditions for SIP problems satisfying the Slater type CQs, are well known (see
[13], [14] et al.). In this paper, we have proved new implicit and explicit optimality conditions
for convex SIP problems whose constraint functions are linear w.r.t. x. These conditions were
formulated under Assumption 1 that is less restrictive than CQs mentioned above. Hence The-
orems 1 and 4 proved in the paper give the more general optimality conditions. To illustrate
this conclusion, we will consider here a simple example of a convex SIP problem with linear
constraints in the form (51). Given a feasible solution that does not satisfy the known sufficient
optimality conditions (we use here the results from [13], [14]), we will show that nevertheless
this solution is optimal since it satisfies the optimality criterion given in Theorem 4.
Let x = (x1; x2; x3; x4)T 2 R4; t = (t1; t2)T 2 R2; and
f1(x; t) =  t21x1 + t1t2x1 + t1x2 + (sin t1)x3 + t1x4   t22;
f2(x; t) = t2x1 + (t2 + 1)
2x2 + (1  t2)x3 + x4   (t1   3)2 + (t1   3)t2;
T1 = ft 2 R2 :  1  t1  2;  1  t2  2g; T2 = ft 2 R2 : 2  t1  5;  1  t2  2g:
Consider the following SIP problem:
min(x1 + x2);
s.t. f1(x; t)  0; 8t 2 T1; f2(x; t)  0; 8t 2 T2:
(52)
This problem admits a feasible solution x0 = (x01; x02; x03; x04)T such that
x01 =
sin2 + 2
2
 1:455; x02 =
(x01)
2 + x01(sin2  6)
 2(sin2  2)   2:425; (53)
x03 = x
0
1 + 2x
0
2; x
0
4 =  3x02   x01:
Denote t(1) := (0; 0)T 2 T1; t(2) := (3; 0)T 2 T2; t(3) := (2; x01)T 2 T1: It is easy to verify that
the indices t(1); t(2), and t(3) form the active index set at x0, i.e. f1(x0; t(1)) = f1(x0; t(3)) =
f2(x
0; t(2)) = 0:
There are two immobile indices in problem (52): t(1) and t(2). Calculate
@2f1(x; t)
@t21
=  2x1   sin(t1)x3; @
2f1(x; t)
@t1@t2
= x1;
@2f1(x; t)
@t22
=  2:
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Then, evidently
@2f1(x
0; t(1))
@t2
=
  2x01 x01
x01  2

 0: (54)
Since
@f2(x; t)
@t1
=  2(t1   3) + t2; @f2(x; t)
@t2
= x1 + 2(t2 + 1)x2   x3 + (t1   3);
@2f2(x; t)
@t21
=  2; @
2f2(x; t)
@t1@t2
= 1;
@2f2(x; t)
@t22
= 2x2;
then
@2f2(x
0; t(2))
@t2
=
  2 1
1 2x02

 0: (55)
From the calculations provided above, we conclude that both immobile indices satisfy condition
(11), and the sets L1a(x0) and L2a(x0) defined in (45) are empty. According to the explicit
optimality criterion (Theorem 4), x0 is optimal in problem (52) if and only if there exist real
numbers and vectors i; i = (i1; i2)T ; i = 1; 2; 1  0 such that
@c(x0)
@x
+
2X
i=1

i
@fi(x
0; t(i))
@x
+
@2fi(x
0; t(i))
@x@t1
i1 +
@2fi(x
0; t(i))
@x@t2
i2

+ 1
@f2(x
0; t(3))
@x
= 0;
or0BB@
1
1
0
0
1CCA+ 1
0BB@
0
0
0
0
1CCA+ 2
0BB@
0
1
1
1
1CCA+ 11
0BB@
0
1
1
1
1CCA+ 12
0BB@
0
0
0
0
1CCA+ 21
0BB@
0
0
0
0
1CCA+ 22
0BB@
1
2
 1
0
1CCA+ 1
0BB@
 4 + 2x01
2
sin2
2
1CCA = 0:
Since the latest system has a solution
1 = 0; 2 =
1
2x01   4
  0:917; 11 = 12 = 21 = 0; 22 =  1
2
; 1 =   1
2(2x01   4)
 0:458;
we conclude that the conditions of Theorem 4 are satisfied and x0 is optimal in the SIP problem
(52).
Finally, notice that the classical sufficient optimality conditions from [13, 14] are not satisfied
for the given x0 in problem (52).
4.3 Optimality conditions for SIP problems without additional con-
ditions
It was shown above that under Assumption 1 that is less restrictive than the Slater type
conditions, optimality conditions for the convex SIP problem (10) can be formulated in terms
of optimality conditions for the auxiliary SDP-type problem (42). The latest problem satisfies
the Slater condition and the optimality conditions for it can be written explicitly.
Relations (46), (48), and (50) continue to be sufficient (explicit) optimality conditions for
problem (10) if Assumption 1 is violated. Notice that in this case, the set T  may consist of
infinite number of elements. To take into account this situation, we can formulate sufficient
optimality conditions as follows:
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Let x0 2 X be a feasible solution of the convex SIP problem (10). Suppose that there exist a
finite subset ft0j ; j 2 Ig  T ; jIj < 1; and a set (30) such that x0 is optimal in problem
(31) (or equivalently, in problem (42)), then it is optimal in (10) as well.
Notice that if Assumption 1 is violated, then problem (42) does not satisfy the Slater condition
(43) and Theorems 3 and 4 do not hold in their necessary parts. In such situation, to check
whether x0 2 X is optimal in problem (42), one can use generalizations of the CQ-free optimality
conditions (necessary and/or sufficient) used in SDP. Notice here that the sufficient parts of
explicit optimality conditions derived in subsection 4.1, can be strengthen if we use for the
auxiliary SDP-type problem (42) optimality conditions which require no CQs or other additional
assumptions. For this purpose the detailed study of SDP-type problems without CQ has to be
carried out. More details can be found in [10, 24], some other papers, and in the forthcoming
paper of the authors [21].
5 Comparison with other known optimality conditions and
conclusions
In subsection 4.2, we have considered an example of SIP problem that does not satisfy the
Slater type conditions, but satisfies Assumption 1. We have showed that for this problem the
classical optimality conditions are not satisfied while the optimality criterion proved in the
paper (Theorem 4) holds.
In the present section, we will provide a more generalized comparison of the optimality condi-
tions proved in this paper with other known results.
It was mentioned above that without Assumption 1, Theorem 4 continues to be true in its
sufficient part. Now we will show that the conditions of this theorem describe a subset of
optimal solutions that is larger than subsets of optimal solutions described by some known
sufficient optimality conditions.
There are many papers dealing with sufficient optimality conditions for SIP and generalized
SIP (see, for example [2, 14, 15, 27], etc.). In [15], and some other papers, the modified
Lagrange multiplier conditions for convex problems (finite and infinite) were suggested which
permit to weaken the known CQs or even to avoid them. The important property of these
conditions is that they have the form of criteria and can be applied even to nonsmooth problems.
Nevertheless, their practical use turns into a difficult task even for SIP problems with linear
constraint functions because to check these conditions one needs to find several successions
of vectors and scalars, but no constructive rules how to do it are proposed. An algorithmic
implementation of the results of [15] is definitely not possible. On the contrary, in the case
of convex SIP problems with linear constraints, the Implicit Optimality Criterion proved in
the paper permits to formulate optimality conditions in the explicit form and to verify these
conditions easily. To apply our optimality results, we need Assumption 1 to be satisfied, but
as it was noticed above, this assumption is not too much restrictive.
The authors of [2] suggest the primal sufficient optimality conditions for convex SIP problems
that possess a so called "uniform mean value property". To verify this property, one has to
show that a certain infinite system of inequalities is inconsistent. In our paper [19], we consider
convex SIP problems with one-dimensional index sets and show that even in the case when
the uniform mean value property is satisfied, it is not so easy to verify the conditions from [2].
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Evidently these conclusions are valid for the case of SIP problems with multidimensional index
sets.
Now let us summarize the optimality results in the dual form suggested in [14], [27], etc., and
reformulate them for the convex SIP problem in the form (10).
Suppose that x0 is a feasible solution of problem (10). Denote
K(x0) = f 2 Rn : T @c(x
0)
@x
 0; T @f(x
0; t)
@x
 0; t 2 Ta(x0)g: (56)
Consider a subset
ftj; j = 1; : : : ; pg  Ta(x0): (57)
For j = 1; : : : ; p and  2 K(x0), denote 	j = f 2 L(tj) : T @f(x
0;tj)
@t
= 0g; and
Fj() := max
2	j
1
2
T
@2f(x0; tj)
@t2
 + T
@2f(x0; tj)
@x@t


:
Theorem 5. (Theorem 5.1 in [14]) Let x0 be a feasible solution of problem (10). Suppose
that for each  2 K(x0)nf0g there exists a finite subset (57) and vector () = (j(); j =
0; : : : ; p); j()  0; j = 0; : : : ; p; such that
(i) () 2  := f = (j; j = 0; : : : ; p) 6= 0 : rxL(x0; ) = 0g; where
L(x; ) = 0c(x) +
pX
j=1
jf(x; tj);
(ii) TrxxL(x0; ())  + 2
pP
j=1
j()Fj() > 0:
Then x0 is optimal to problem (10).
One can show that if a feasible solution x0 2 X satisfies conditions of Theorem 5, then it
satisfies conditions of Theorem 4 as well. But there exist situations when for some feasible
x0 2 X the conditions of Theorem 4 are valid, while the conditions of Theorem 5 are not.
Indeed, let us consider the example (52) suggested in the previous section. Remind that we
have shown that feasible solution x0 defined in (53) satisfies conditions of Theorem 4.
Let us verify the conditions of Theorem 5 for this x0 in the SIP problem (52). Construct the
set . In our case
 = f = (0; 1; 3; 3) :  6= 0;   0; 0@c(x
0)
@x
+ 1
@f1(x
0; t(1))
@x
+ 2
@f2(x
0; t(2))
@x
+
3
@f1(x
0; t(3))
@x
= 0g = f :  6= 0;   0; 0
0BB@
1
1
0
0
1CCA+ 1
0BB@
0
0
0
0
1CCA+ 2
0BB@
0
1
1
1
1CCA+ 3
0BB@
 4 + 2x01
2
sin2
2
1CCA = 0g;
and  consists of vectors  such that 0 = 2 = 3 = 0; 1 > 0:
Recall that here Ta(x0) = ft(1); t(2); t(3)g = f(0; 0)T ; (3; 0)T ; (2; x01)Tg. Let us construct the set
K(x0) by formula (56):
K(x0) = f 2 R4 : T @c(x
0)
@x
 0; T @f1(x
0; t(1))
@x
 0; T @f1(x
0; t(3))
@x
 0; T @f2(x
0; t(2))
@x
 0g:
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Consider vector  = ( 1; 0; 10; 10)T : Since
T
@c(x0)
@x
=  1 < 0; T @f1(x
0; t(1))
@x
= 0; T
@f1(x
0; t(3))
@x
  9:816 < 0; T @f2(x
0; t(2))
@x
= 0;
then  2 K(x0). Notice that  6= 0 and
T
@2f1(x
0; t(1))
@x@t
= T
@2f1(x0; t(1))
@x@t1
;
@2f1(x
0; t(1))
@x@t2

= T
0BB@
0 0
1 0
1 0
1 0
1CCA = (0; 0): (58)
Denote
Fi() := max2R2 (12
T @
2fi(x
0;t(i))
@t2
 + T @
2fi(x
0;t(i))
@x@t
); i = 1; 2;
F3() := max2R2 (12
T @
2f1(x0;t(3))
@t2
 + T @
2f1(x0;t(3))
@x@t
):
Then for problem (52), Theorem 5 can be formulated as follows:
If for all  2 K(x0);  6= 0, the following inequality holds:
0 < max
2;kk=1
 
1 F1() + 2 F2() + 3 F3()

; (59)
then the vector x0 given in (53) is optimal to problem (52).
From (58) and (54) we get F1() = 0. Taking into account that for the given vector  it
holds F1() = 0, and 2 = 3 = 0; we conclude that for  2 K(x0),  6= 0 condition (59) is not
satisfied. That means that the sufficient optimality conditions from Theorem 5 are not satisfied
for x0. Nevertheless x0 is optimal to problem (52) since the sufficient optimality conditions of
Theorem 4 are satisfied.
Recall here that in problem (52), both immobile indices t(1) and t(2) have the minimal immo-
bility order equal to 1 and relations (54), (55) hold for x0. Therefore the sufficient optimality
conditions obtained in the paper describe a subset of optimal solutions that is larger (in general
case) than the analogous subset determined in Theorem 5.
The results of the present section show that the optimality conditions for convex SIP based
on the notion of immobile indices are either more efficient or more simple to verify than some
other conditions described in literature. Therefore we have reason to believe that the study of
the immobile indices and their immobility orders may allow to describe more accurately the
local structure of the feasible sets of convex SIP problems both with one- and multi-dimensional
index sets.
In this paper we supposed that the constraint function f(x; t); x 2 Rn; t 2 T; is linear w.r.t.
x. The result of the paper can be generalized to constraint functions that are faithfully convex
w.r.t. x. For this purpose it is necessary to provide a more detailed study of the properties of
the convex constraint function at the immobile indices. For one-dimensional index set T  R,
such study is performed in [20] (see Proposition 3.7). The generalization of the results from
[20] to the case T  Rs, s > 1, is the subject of a separate paper.
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APPENDIX
Proof of Lemma 1.
Let us consider the immobile index set T   T . Notice that T is a compact set. Suppose
that the set T  contains infinite number of elements. Then there exists a sequence t(i) 2 T ;
i = 1; 2; :::; such that
lim
i!1
t(i) = t 2 T; f(x; t(i)) = 0 8x 2 X; i = 1; 2; : : : : (60)
Let us show that t 2 T : Suppose the contrary: t 62 T : Then according to Definition 1 there
exists x^ 2 X such that f(x^; t) < 0: Taking into account the continuity of function f(x; t); t 2 T;
we conclude that there exists " > 0 such that f(x^; t); t 2 T; kt   tk  ": But this contradicts
relations (60). The contradiction proves that t 2 T :
Since t 2 T  then by Assumption 1 inequalities (11) holds true and according to Corollary 1
there exists x 2 X such that relations (19) are fulfilled. The relations (19) imply the existence
of " > 0 such that f(x; t) < f(x; t) = 0 for all t 6= t; t 2 T; kt   tk  ": But this again
contradicts conditions (60). Hence we have proved that the set T  contains a finite number of
elements. 
Proposition 5. Given the linear SIP problem (10) with the feasible set X; consider the vector
function
x(; ") = (1  )y(") + ~x = y(") + (~x  y("));  2 [0; 1];
where vector ~x 2 X satisfies (20)–(22), and vector y(") is an optimal solution to problem P ("):
For any sufficiently small " > 0 there exists (") 2 [0; 1] such that
x(("); ") 2 X and (")! 0 as "! +0: (61)
Proof. Given a sufficiently small " > 0, denote T+(") = ft 2 T : f(y("); t) > 0g: It is evident
that T+(")  S
j2I
T"(t
0
j) where ft0j ; j 2 Ig is the set of immobile indices in problem (10),
T"(t) = T \ f 2 Rs : kt   k  "g: Taking into account the convexity of f(x; t) w.r.t. x we
conclude that
f(x(; "); t)  0; t 2 T n T+("); for all  2 [0; 1]: (62)
Denote
j("; t) :=
f(y("); t)
f(y("); t)  f(~x; t) ; t 2 T"(t
0
j) \ T+("); j 2 I:
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It is evident that
f(x(; "); t)  0 if   j("; t); t 2 T"(t0j) \ T+("); j 2 I: (63)
Let us fix (arbitrary) j 2 I; and estimate the corresponding values of j("; t); t 2 T"(t0j)\T+("):
By construction f(y("); t) > 0; t 2 T"(t0j) \ T+("); hence we can conclude that
j("; t)  f(y("); t) f(~x; t) ; t 2 T"(t
0
j) \ T+(") (64)
Set
cj(") :=
@f(y(");t0j )
@t
; ~cj :=
@f(~x;t0j )
@t
; Sj(") :=
@2f(y(");t0j )
@t2
; ~Sj :=
@2f(~x;t0j )
@t2
;
Dj("; l) :=
@3f(y(");t0j+l)
@3

=+0
:
The index t 2 T"(t0j) \ T+(") can be presented in the form t = t0j + tjl where l 2 L(t0j) is a
feasible direction in t0j , and 0  tj  ": Notice that every l 2 L(t0j) can be written in the form
l = l1 + !l2 with
2 + !2 = 1;   0; !  0; l1 = Nj; l2 = Mj;   0; kk = 1; kk = 1;
the matrices Mj and Nj being defined in (29).
Then taking into account that by construction (see (20)-(22), and (32)) it holds
f(y("); t0j) = 0; c
T
j (")l2 = 0; f(~x; t
0
j) = 0; ~c
T
j l2 = 0;
we can write for t 2 T"(t0j) \ T+(") the following expansions:
f(y("); t) = f(y("); t0j +tjl) = tjc
T
j (")l +
t2j
2
lTSj(")l +
t3j
3!
Dj("; l) + o(t
3
j) =
tjc
T
j (")l1 +
t2j
2
(2lT1 Sj(")l1 + 2!l
T
1 Sj(")l2 + !
2lT2 Sj(")l2) +
t3j
3!
Dj("; l) + o(t
3
j); (65)
f(~x; t) = f(~x; t0j +tjl) = tj~c
T
j l +
t2j
2
lT ~Sjl + o(t
2
j) =
tj~c
T
j l1 +
t2j
2
(2lT1 ~Sjl1 + 2!l
T
1
~Sjl2 + !
2lT2
~Sjl2) + o(t
2
j) =
tj~c
T
j l1 +
t2j
2
lT2
~Sjl2 +
t2j
2
(lT1 ~Sjl1 + 2!l
T
1
~Sjl2   lT2 ~Sjl2) + o(t2j): (66)
Now recall that by construction (see again (32)) the following inequalities take place:
cTj (")l1  0; lT2 Sj(")l2  0:
Then in (65) we get
f(y("); t)  t2j
2
(2lT1 Sj(")l1 + 2!l
T
1 Sj(")l2) +
t3j
3!
Dj("; l) + o(t
3
j)
 t2j
h
1
2
(2jlT1 Sj(")l1j+ 2!jlT1 Sj(")l2j) + tj3! jDj("; l)j+ o(tj)
i
: (67)
Denote  = maxftj; g and notice that
0  

 1; 0  tj

 1; 0    1; 0  !  1:
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With respect to the latest inequalities, we get from (67) and (66) that for t 2 T"(t0j)\ T+(") it
holds
1
t2j
f(y("); t)  1
2
( 

jlT1 Sj(")l1j+ 2 !jlT1 Sj(")l2j) + tj3! jDj("; l)j+O(tj)
 jlT1 Sj(")l1j=2 + jlT1 Sj(")l2j+ jDj("; l)j=3! +O(tj); (68)
 1
tj
f(~x; t) =  [ 

~cTj l1 +
tj
2
lT2 ~Sjl2 +tj

2
(lT1 ~Sjl1 + 2!l
T
1
~Sjl2   lT2 ~Sjl2) + o(tj) ]
=  [ 

~cTj l1 +
1
2
tj

lT2
~Sjl2 +O(tj)]  minf ~cTj l1; 12 lT2 ~Sjl2g+O(tj): (69)
Evidently (64), (68), (69) imply the inequalities
j("; t)  tj jl
T
1 Sj(")l1j=2 + jlT1 Sj(")l2j+ jDj("; l)j=3! +O(tj)
minf ~cTj l1; 12 lT2 ~Sjl2g+O(tj)
; t 2 T"(t0j) \ T+("): (70)
Since by construction
~cTj l1 < 0 for all l1 = Nj;   0; kk = 1;  2 Rrj ;
lT2 ~Sjl2 < 0 for all l2 = Mj;  2 Rsj ; kk = 1;
then
~aj := minfaj; bj=2g > 0;
where
aj = min
l1;
 ~cTj l1; s.t. l1 = Nj;   0; kk = 1;  2 Rrj ;
bj := min
l2;
 lT2 ~Sjl2; s.t. l2 = Mj;  2 Rsj ; kk = 1:
Moreover we have 0  ~bj <1, where
~bj := max
l1;l2;y
(jlT1 Sj(y)l1j=2 + jlT1 Sj(y)l2j+ jDj(y; l)j=3!);
s.t. kl1k = 1; kl2k = 1; klk = 1; ky   x0k  "0:
Here Sj(y) :=
@2f(y;t0j )
@t2
; Dj(y; l) :=
@3f(y;t0j+l)
@3

=+0
; j 2 I:
It follows from (70) and the last relations that for sufficiently small " > 0 the following inequal-
ities are satisfied:
j("; t)  "(j + 1); t 2 T"(t0j) \ T+(") with j =
~bj
~aj
; 0  j <1: (71)
Notice that estimations (71) can be proved for all j 2 I: Hence these estimations and relations
(63) imply the inequalities
f(x(("); "); t)  0; t 2 T"(t0j) \ T+("); j 2 I; (72)
with (") := "( + 1);  = max
j2I
j:
Finally, relations (61) follow from (62) and (72), and the proposition is proved. 
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Corollary 3. The following equality takes place
lim
"!+0
c(y(")) = c(x0); (73)
where y(") is an optimal solution to problem (P (")):
Proof. Taking into account (33), the inclusion x(("); ") 2 X proved in Proposition 5, and
the convexity of c(x),we get
c(y("))  c(x0)  c(x(("); "))  c(y(")) + (")(c(~x)  c(y("))):
Let us pass on to the limit in the latest relations. As a result we have lim
"!+0
c(y("))  c(x0) 
lim
"!+0
c(y(")): Consequently, equality (73) takes place. The corollary is proved. 
Proposition 6. Given the linear SIP problem (10), consider the vector-function x() = (1  
)y + ~x;  2 [0; 1]; where vector ~x satisfies (20)-(22) and vector y satisfies (28) for some
j 2 I: Then for 8  2 (0; 1] there exists a number  = () > 0 such that
f(x(); t)  0; t 2 T(t0j): (74)
Proof. Let ()  0 be the maximal number  such that conditions (74) hold. It is evident
that ()  () if  > : Consequently, to prove the theorem, it is enough to show that
relations (74) take place for sufficiently small  > 0:
Repeating the reasonings used in the proof of Proposition 5, we conclude that the following
relations hold:
f(x(); t) = f(x(); t0j +tjl)  0 8tj 2 [0; "]; 8 l 2 L(t0j); (75)
if the numbers  > 0 and " > 0 satisfy the equality (see (72))  = "(+1) where 0   <1;
" is sufficiently small. Consequently, for sufficiently small  > 0 and " = "() := 
+1 > 0, rela-
tions (75) take place. These relations will result in relations (74) if we put = () = "() > 0:
The proposition is proved. 
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