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Abstract
The aim of my thesis was to propose a solution and to create a program
that would allow correction of medical texts on the basis of a very large
and diverse semistructured data from medical reports. The work describes
the theoretical possibilities of several datamining algorithms for text clas-
sification. There is described the principle of my proposed solution, which
uses a database to store the training data. In my thesis I am using fulltext
search based on CouchDB and Apache Lucene for the purpose of medical
spell check and text correction. The verification was applied to a selected
collection of medical data. At the end there are comprehensive statistics of
the data processing and comparing the obtained results. Conclusion con-
tains an overall assessment of the work with recommendations for possible
future improvements.
Abstrakt
Cílem mé diplomové práce bylo navrhnout  eöení a vytvo it program, kter˝
by umoû oval korekce léka sk˝ch text  na základ  velmi rozsáhl˝ch a r z-
norod˝ch semistrukturovan˝ch dat z léka sk˝ch zpráv. V práci teoreticky
popisuji moûnosti zpracování n kolik dataminingov˝ch algoritm  pro klasi-
fikaci text . Je zde popsán princip mnou navrûeného  eöení, které vyuûívá
databázi pro ukládání trénovacích dat. V práci vyuûívám fulltextové vyhledá-
vání pro ú ely navrhování oprav zkratek a celkovou korekci léka sk˝ch text ,
zaloûenou na CouchDB a Apache Lucene. Pro vylepöené hledání oprav me-
dicínského textu jsem pouûíval metody dataminingu. Záv r obsahuje celkové
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1 Úvod
Problematika léka sk˝ch informa ních systém  je velmi rozöí ená a kom-
plexní. Úkolem mé diplomové práce bylo korigovat nebo opravovat medicín-
ské odborné termíny a léka ské texty v  eském jazyce do takového tvaru,
ve kterém by jim po prvním p e tení porozum li nejen léka i specialisté,
ale nap íklad i ambulantní léka i, akreditovaní  eskou léka skou komorou,
jakoû i specialisté z jin˝ch odd lení.
S pokrokem internetu a moderních technologií nar stá po et dokument 
v elektronické podob  a pot eby dolování znalostí z nich. Metody, zab˝va-
jící se klasifikací dokument , souhrnn  naz˝váme metody pro dolování  i
dob˝vání znalostí z dat. Metody kategorizace jsou zaloûeny na principech
pravd podobnosti  i rozhodovacích stromech atd.
V rámci této diplomové práce jsem se zab˝val návrhem  eöení korekce
léka sk˝ch text , zaloûené na fulltextovém vyhledávání a datamining algo-
ritm . V první  ásti práce jsem analyzoval vstupní data a p ipravoval slov-
níky pro ú ely detekce a opravy chyb v textu, na základ  tvorby zkratek
v  eském jazyce a existujících standardizovan˝ch slovník . Následn  jsem
porovnával fulltextové moûnosti n kolika open-source databází. Poté jsem
implementoval základní korekce medicínsk˝ch zpráv, vyuûívající moûnosti
fulltextu. V druhé  ásti své práce jsem se zab˝val porovnáváním dataminin-
gov˝ch algoritm , zam  ené na klasifikaci textu pro lepöí návrhy oprav  i
získávání znalosti z kontextu dané vybrané léka ské zkratky.
V˝sledkem této práce je aplikace pro detekci chyb a navrhování oprav
p eklep   i korekci zkratek v medicínsk˝ch zprávách. Na základ  podrob-
ného porovnávání jednotliv˝ch databází a dataminingov˝ch algoritm  bylo
vybráno n kolik vhodn˝ch a optimálních metod pro rychlou a maximáln 
bezchybnou korekci medicínsk˝ch text . V záv ru této práce je vid t porov-
návání a zhodnocení dosaûen˝ch v˝sledk .
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2 Anal˝za
Zadání vzniklo na popud v˝zkumné skupiny MRE KIV a Fakultní Ne-
mocnice Plze . Cílem zadání je naimplementovat aplikaci pro kontrolu pra-
vopisu léka sk˝ch zpráv v domén  medicíny. Vstupem byla mnoûina dat ze
specifické sféry medicíny - radiologie. M˝m úkolem bylo prozkoumat moû-
nosti korekce textu v rámci dostupn˝ch léka sk˝ch zpráv.
Problematika porozum ní medicínsk˝ch text , tvo en˝ch psaním léka -
sk˝ch zpráv, objektivních a subjektivních anamnéz  i dalöích odborn˝ch me-
dicínsk˝ch vyjád ení se vyskytuje denn  v kaûdé klinice  i nemocnici. Velmi
 asto porozum ní t chto zpráv je zdlouhavá aktivita. Léka i píöí zprávy
denn  a zam  uji se na pacienta, nikoliv na psaní dokumentace, tím jsou
donucováni texty ve zprávách zkracovat nebo tvo it akronymy. Na druhou
stranu léka ské zprávy mohou poslouûit jako d leûit˝ artefakt pro budoucí
lé bu pacienta a je d leûité zprávám pln  rozum t. Ve své práci se zab˝-
vám porozum ním, opravováním a dolováním znalosti z medicínsk˝ch zpráv
a jejich fulltextovému prohledávání.
Hlavním problémem byla oprava zkrácen˝ch léka sk˝ch text  a medicín-
sk˝ch slov v léka sk˝ch zprávách, kdy dané termíny byly uvedeny v neuni-
verzálních a n kdy nepochopiteln˝ch tvarech.
Zpo átku jsem uvaûoval o manuální korekci zkratek a ru nímu vytvo ení
slovníku medicínsk˝ch slov, za pomocí reálného léka e, ale to bylo nevhodné
 eöení, od kterého jsem pozd ji odstoupil. D vodem bylo to, ûe se v léka -
sk˝ch zprávách objevovaly stále stejné zkratky a z toho d vodu jsem nebyl
schopn˝ vytvo it dostate n  velkou mnoûinu slov a zkratek, která by po-
slouûila pro ú ely dataminingu. Rozhodl jsem se odstoupit od p vodního
 eöení a soust edil jsem se na tvorbu a kvalitu dat. Dále jsem naprogra-
moval metodu pro generování zkratek ze slovník . Nejprve bylo zapot ebí
vyhledat existující vydané léka ské slovníky. Dále jsem se zab˝val s tvorbou
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slovník  v domén   eské medicíny a medicínské latiny. Vycházel jsem z ve-
 ejn  dostupn˝ch zdroj  dat. Tímto jsem nejprve vytvo il n kolik základních
slovník  zkratek a slov v medicín , které mi poslouûily pro textovou anal˝zu
a tvorbu generovan˝ch zkratek.
P ed samotn˝m zpracováním bylo pot eba porozum t dat m a pochopit
problém blíûe. Za tímto ú elem jsem vytvo il histogram v prost edí Excell,
obsahující 15 nej etn jöích zkratek, v léka sk˝ch zprávách:
Obrázek 2.1: 15 nej etn jöích zkratek v léka sk˝ch zprávách
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2.1 Zpracování a p íprava dat
D leûitou  ástí diplomové práce je zpracování nestrukturovan˝ch a semis-
trukturovan˝ch dat. Dále p i samotné anal˝ze bylo zjiöt no, ûe poskytnut˝
dataset je rozmanit˝ a obsahuje velké mnoûství r znorod˝ch zkratek, jak z
pohledu lexikální semantiky  eského jazyka, tak z pohledu latinského jazyka
pro medicínské termíny.
P ed samotnou implementací bylo pot eba p ipravit dostate n  velké
mnoûství dat v podob  slovník , které by mohly poslouûit jako stabilní pod-
klad ke korekci léka sk˝ch text . Data byla p ipravovaná a o iö ovaná ru n 
a  áste n  automaticky v prost edí MS Excell odkud jsem tvo il CSV sou-
bory vhodné pro import do databází. Data, se kter˝mi jsem pracoval lze
rozd lit do n kolik skupin:
1. Slovníky pro kontrolu pravopisu - Slovníky slouûíly pro kontrolu
správnosti slov v léka sk˝ch textech. Jedná se o standardizované slov-
níky (Ispell, Aspell) pro kontrolu  eského pravopisu ve v töina softwa-
rov˝ch produkt , pracující s textem.  esk˝ Ispell slovník byl ukládan˝
do InMemory úloûiöt  pro rychlejöí  tení.
2.  esk˝ medicínsk˝ slovník - Slovník slouûíl pro vyhledávání slov
fulltextov˝mi prost edky a vyhledávání v˝znamu ur it˝ch zkratek.  esk˝
medicínsk˝ slovník byl ukládan˝ do databáze.
3. Latinsko- esk˝ medicínsk˝ slovník - Slovník slouûíl op t k vyhle-
dávání slov fulltextov˝mi prost edky a vyhledávání v˝znamu ur it˝ch
zkratek. Latinsko- esk˝ medicínsk˝ slovník byl také ukládan˝ do da-
tabáze.
4. Uûivatelsk˝ generovan˝ slovník - Uûivatelsk˝ slovník jsem vygene-
roval z v˝öe existujících slovník , pro ú ely vytvo ení zna ného mnoû-
ství medicínsk˝ch zkratek a slov k vyhledávání
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2.1.1 Manuální p íprava dat
Ve fázi p ípravy dat, jsem tvo il  esk˝ slovník medicínsk˝ch zkratek. Vy-
cházel jsem z n kolika zdroj . Hlavním byl "Velk˝ léka sk˝ slovník, 2008"[3],
dalöími byly online zdroje Plze ské Fakultní nemocnice, která poskytuje ve-
 ejn  zkratky jednotliv˝ch úkon , které provádí v rámci své  innosti. Dále
jsem získávál data z dalöích osv d en˝ch  esk˝ch online zdroj  a to p ede-
vöím nemocnice v Plze ském kraji nebo nemocnice jin˝ch kraj   R. Takto
jsem vytvo il 2 slovníky -  esk˝ medicínsk˝ slovník zkratek a  esko - la-
tinsk˝ slovník. Dopracoval jsem se k 3711 v˝znam m jednotliv˝ch  esk˝ch
unikátních zkratek, tak jako 2116  esko-latinsk˝ch unikátních slov.
Dalöí p íprava dat spo ívala ve vytvo ení standardizovaného slovníku
 esk˝ch a latinsk˝ch slov za ú elem korekce p eklep  a chyb v  eské grama-
tice. Pro tyto ú ely jsem vycházel ze standardizovan˝ch open-source slovník 
Libre O ce pro  eötinu, které obsahovaly 166 565 slov pro  eötinu a 128 624
pro latinsk˝ jazyk. Tyto jsem pouûil pro rychlé porovnávání neznám˝ch slov
v textu. Pomocí rychlé kontroly jsem byl schopn˝ zjistit, zda se jednalo o
slovo známé a správné, podle standardizovan˝ch slovník  nebo naopak slovo
neznámé, chybné nebo chyb jící ve slovníku.
Zp sob zpracování probíhal manuáln  v prost edí Excell, kde jsem data
o iö oval, filtroval a promazával duplicitní zkratky a v˝znamy. Dále jsem slo-
ûité zkratky rozepisoval do menöích podzkratek pro lepöí import a následné
vyhledávání. Pouûíval jsem klasické nativní funkce Excellu pro vöechny ope-
race p edzpracovávání.
Tato  ást diplomové práce slouûí jako záchytn˝ bod pro dalöí zpracování
jakéhokoliv automatizovaného programu.
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2.1.2 Automatizovaná p íprava dat
V pr b hu projektu jsem dosp l k tomu, ûe i p es pom rn   asov  ná-
ro né manuálním zpracování velkého mnoûství zkratek a medicínsk˝ch slov
je mnoûství dat ve slovnících stále nedosta ující. Shledal jsem, ûe je zapo-
t ebí vytvo it jeöt  rozsáhlejöí slovník. Za tímto ú elem jsem vycházel z jiû
manuáln  vytvo en˝ch slovník  a naprogramoval jsem metody generování
zkratek na základ  vstupního  et zce.
Program pro automatické generovaní slovník  podporuje generování zkra-
tek, jejichû rozepsan˝ tvar obsahuje maximáln  5 slov. Toto byl téû maxi-
mum slov v souv tí, které slovníky obsahovaly. Tím jsem se dopracoval k
12,1 milión m zkratek a jejich v˝znam .
2.1.3 Pravidla pro tvorbu zkratek
P ed automatick˝m generováním zkratek bylo zapot ebí nastudovat si
pravidla pro tvorbu zkratek v  eském jazyce. Pravidla pro tvorbu zkratek
jsem verifikoval podle Ústavu pro Jazyk  esk ,˝ Akademie v d  R.
Pravidla generování zkratek v  eötin 
P i programování pravidel pro tvorbu zkratek jsem vycházel z u ebnic
 eské gramatiky a ve ejn  dostupn˝ch zdroj . Nap íklad  lánek [4] uvádí, ûe
je moûno zkratky rozd lit do n kolik skupin:
1. Zkracování na první písmena - jedná se o zp sob zkracování
podle prvního písmena slova nebo slov daného spojení. P íklad: m.,
s.r.o., a. atd.
2. Zkracování po áte ní skupinou písmen - tento typ zkracování
 asto rozd luje slova na jednotlivé slabiky, pokud moûná ukon ené sou-
hláskou nebo prost  odebíra samohlásky od slov. Nap íklad arteria ->
art. nebo mln.
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3. Oficiální zkratky - jedná se o zkraty titul , vojensk˝ch a policejních
hodností  i zkratky dané ve ejn˝m orgánem státu. V medicín  se m ûe
jednat o standardy názv  lék ,  íselníku nemocí, aberviatúr apod.
4. Zna ky - jedná se o zkratky s ustálen˝m grafick˝m obrazem, nap í-
klad písmena z cizích abeced nebo zvláötních nepísmenn˝ch grafick˝ch
znak . Nap . § = paragraf, ö = stupe  (nap . 16 öC), % = procento
(nap . 5 %). U t chto typ  zkratek se nepíöe te ka.
2.1.4 Pravidla generování zkratek v latin 
Na rozdíl od  eského jazyka, kde pravidla gramatiky pro tvorbu zkratek
jsou v platném zn ní, tak v latin  neexistuje gramatické pravidlo, které by
stanovovalo jak˝m zp sobem by se zkratky m ly tvo it. To mi bylo potvrzeno
téû profesorem latinského jazyka na Univerzit  Karlov  v Praze.
Praktické zkracování latinsk˝ch slov se pouûívá následovn :
1. P ed slovem, ke kterému zkratka pat í a up es uje v˝znam dalöího
slova. Na íklad a.d. 1415 - Anno Domini 1415 - "léta Pán "1415.
2. Za slovem, jehoû v˝znam zkratka dopl uje. P íklad: valeriana of. -
Valeriana o cinalis - Kozlík léka sk˝ (obecn˝).
3. Zkratky p ed slovem (v töinou jménem) a za slovem se sou asn  po-
uûívají i u zkratek vysokoökolsk˝ch hodností. Stejn  jako u pravidel
 esk˝ch zkratek.
4. P i tvorb  latinsk˝ch zkratek platí d leûitá zásada, ûe nová zkratka
musí b˝t tvo ená takov˝mi písmeny, aby nebylo moûné ji zam nit s
jinou zkratkou, která má jin˝ v˝znam. Kaûd˝ v dní obor má své spe-
cifické zkratky a zna ky.
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5. Chemické zna ky a zkratky se píöí velk˝m písmenem bez te ky. P í-
klad: Ag-Argentum (st íbro), Au-Aurum (zlato). Podobn  tak i v me-
dicín  Aa. -> arterie (mn. .).
6. Zkratky v literatu e se píöí mal˝m písmenem. P íklad: inf. - infinitiv,
nom.-nominativ. V töinou se píöí první t i po áte ní písmena.
7. P i vytvá ení zkratek platí zásada, aby nová zkratka byla srozumitelná
pro odbornou ve ejnost i v töinu obyvatel. Po et písmen ve zkratce
není p edepsán. Mohou to b˝t první 3-4 po áte ní písmena zkraceného
slova nebo dalöí kombinace 1, 3, 4, 5 nebo 1, 3, 5 písmeno a poslední
písmeno zkraceného slova. Zkratka latinského slova v töinou vzniká po
dohod  s odborníky v daném oboru a po jejím uplatn ní v praxi..
2.2 Záv r anal˝zy
Na základ  zmín n˝ch postup  a metod, pro  eöení problému korekce
medi-cínsk˝ch zkratek, jsem vytvo il n kolik základních slovník  pro ú ely
budoucí kontroly p eklep  a detekce chyb v léka sk˝ch zprávách. Taktéû
jsem vytvo il mnoûiny textov˝ch dat -  esk˝ medicínsk˝ slovník z ve ejn 
dostupn˝ch zkratek a  esko-latinsk˝ slovník. Tyto jsem pot eboval efektivn 
prohledávat, proto jsem se rozhodl pro zam  ení na fulltextové moûnosti
n kolik databází. Nejpodstatn jöí  ástí anal˝zy bylo to, ûe jsem vytvo il
algoritmus pro generování zkratek z p edepsan˝ch pravidel  eské gramatiky.
Vedl jsem se hlavn  pravidlem 2. Zkracování po áte ní skupinou písmen z
gramatick˝ch pravidel  eského jazyka. To  íká, ûe zkratky se tvo í tvorbou
jednotliv˝ch písmen slov daného spojení. Tím moje metoda procházela slova
od konce a hledala slabiky, které osekávala tak, aby vûdy byly ukon ené
souhláskou. Stejn˝m zp sobem jsem generoval zkratky i pro latinská slova
z d vodu chyb jících p edepsan˝ch pravidel. P íklad generování zratek pro
slovní spojení "Kone n˝ diastolick˝ tlak levé komory":
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Kone n˝ diastolick˝ tlak levé komor.
Kone n˝ diastolick˝ tlak levé kom.
Kone n˝ diastolick˝ tlak levé k.
Kone n˝ diastolick˝ tlak levé
Kone n˝ diastolick˝ tlak lev.
















Pro takto vygenerované zkratky jsem dále procházel slovní spojení jeöt 
jedenkrát, abych vytvo il vöechny moûné permutace zkratek daného slovního
spojení navzájem. Tím jsem se dopracoval k solidní mnoûin  zkratek, které




V rámci tohoto projektu byla poskytnutá anonymizovaná mnoûina reál-
n˝ch léka sk˝ch zpráv, anamnéz a medicínsk˝ch text , které byly vyuûity
jako podklad k realizaci tohoto projektu. Tato kapitola uvádí jednotlivé p í-
pady typ  zkratek, které jsem m l za úkol opravit  i rozepsat do základního
tvaru.
3.1 Popis dat
Vstupní data byla dodána Plze skou fakultní nemocnicí, konkrétn  rent-
genov˝m odd lením. Jednalo se o anonymizovaná data. Celkem 375 vzork .
älo o vzorky zp tn  dohledatelné podle URI a  ist  textové .csv soubory.
Aby se jednalo o kvalitní porovnání r zn˝ch metod dataminingu, byly pou-
ûity stejné vzorky na vöech algoritmech. [13]
3.2 Klasické zkratky ukon ené te kou
Léka ské termíny pot ebující korekci mohou b˝t v r zném tvaru. Jde
primárn  o klasické zkratky ukon ené te kou, nap íklad:
1. "Na mozku je patrná hyperdenzita v po áte ním úseku a. cerebri me-
dia vlevo"
Kde zkratka “a.“ znamená arteria. V rozepsaném tvaru:
"Na mozku je patrná hyperdenzita v po áte ním úseku arteria cerebri
media vlevo"
2. "Alterace perfúzních parametr  v povodí ACM dx. s pouze drobn˝m
jádrem v bílé hmot ."∆ "Alterace perfúzních parametr  v povodí ACM
dextra s pouze drobn˝m jádrem v bílé hmot ."
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Tyto zkratky bylo nutné ru n  dodefinovat ve vöech moûn˝ch podobách,
které mohou nab˝vat. Nap íklad zkratka a. by mohla b˝t pouûita také jako
ar., art., arter., artr., Aa., A. apod. Pro efektivn jöí natrénování modelu
byly zkratky tohoto typu definovány a sepisovány ru n  s pouûitím stejného
kontextu, za pomocí kterého lze dedukovat téû stejn˝ v˝znam. Tím jsem se
snaûil dosáhnout úplnost modelu slov.
3.3 Abreviatúry
Jedná se téû o abreviatury, jako nap íklad:
"CTAG:
Odstupy kr ních tepen z oblouku aorty jsou volné, v oblasti jugula jsou
patrny disloka ní zm ny p i zv töené äé a uzlovité strum  vycházející z dol.
pólu levého laloku, která zasahuje mírn  retrosternáln . Oboustrann  jsou
patrny pom rn  masivní kalcifikace v plátech v oblasti v tvení ACC, není
vöak patrna v˝znamn jöí stenoza. Intrakraniáln  typické uspo ádání  e iöt 
s embolem v M1 úseku pravostranné ACM."
Kde:
• CTAG znamená po íta ová tomografická angiografie,
• äé je ötítná ûláza,
• ACC je arteria carotis communis,
• M1 je pars sfenoidalis,
• ACM je arteria cerebri media
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3.4 Sloûit jöí zkratky
Dalöí komplikovan jöí p ípady jsou neobvyklé zkratky, kombinace velk˝ch
a mal˝ch písmen, n kolik te ek mezi písmeny nebo v nejhoröím p ípad , kdyû
autor léka ské zprávy zapomene p idat te ku ke zkratce, pak lze pom rn 
sloûit  nau it algoritmus na danou zkratku. P íklady:
1. "Aa. vertebrales volné. ∆ Arteria vertebrales volné"
2. "vyö. provedeno po apl. KL i. v. dvoufázov 
∆ Vyöet ení provedeno po aplikaci kontrastních látek intravenozn 
dvoufázov "
3. "CT mozku nativn : Vyjád ená ischemie levého F, T a P laloku, bez zn.
krvácení. Diskr. tlak. zm ny na F roh levé postr. komory, st ed. struk-
tury bez lateralizace. Prosáknutí m kk˝ch pokt˝vek hlavy vpravo TP
a v obl. pravé tvá e.
postkontrastn 
CT perfuze:
V˝padek perfuze s minimální penumbrou FTP vlevo, zachován pruho-
vit˝ okrsek perfuze okolo centrálního sulcu vlevo."
Na p íkladu 3 vidíme ukázku medicínské zkratky stejného typu ve 2 neu-
niverzálních podobách. Jednak lze vyjád it ischemii laloku rozd len  pomocí
popisujících písmen F - Frontální, T - Temporální, P - Parietální nebo je to
moûné vyjád it p imo zkratkou FTP. Tento p íklad je komplikovan˝ v tom,
ûe ne vûdy lze konkrétn  klasifikovat danou zkratku v závislosti na jejím po-
uûití. Léka  by mohl n kdy pot ebovat popsat v léka ské zpráv  jednu z nich
vícekrát a tímto se naruöuje moûnost nau it algoritmus na p esnou korekci.
Nicmén  p i nalezení slou ené a zkrácené verze FTP klasifika ní algoritmus
zvládá rozhodování úsp ön .
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3.5 Dalöí typy zkratek
Dalöí typy zkratek obsahují nap íklad  íslice:
1. "Uzáv r ACM dx v úrovni A1/M1. Aplazie P1 sin - plní se cestou zadní
komunikanty.bez dalöích patol. zm n Willisova okruhu."∆ "Uzáv r ar-
teria cerebri media dextra v úrovni A1/M1. Aplazie P1 sin - plní se
cestou zadní komunikanty. Bez dalöích patologick˝ch zm n Willisova
okruhu."
2. "MR pánve a horních stehen: nativn  a postkontrastn , 3T, sekvence
T2 TSE, T2 TIRM, T1 TSE FS, a postkontrastn  T1 TSE +FS"
Tyto zkratky jsou specifické pro rentgenologické odd lení a vyûadují
porozum ní odborníka z rentgenologického odd lení, kter˝ je zkuöen˝ a
seznámen˝ se zkratkami, t˝kající se specifick˝ch zákrok  p i provád ní
rentgenového vyöet ení.
3.6 Problémy medicínsk˝ch dat
Na základ  p íkladech dat v p edchozích kapitolách lze odvodit, ûe pro-
blematika medicínsk˝ch dat je pom rn  komplexní a nejednozna ná. Obecn 
je moûné data rozd lit do dvou díl ích skupin podproblému - heterogenita
dat a právní problémy dat
3.6.1 Heterogenita
Základním problémem medicínsk˝ch dat je nejednotn˝ formát a sloûení
dat p i zpracování léka sk˝ch zpráv a jejích ukládání do ruznch struktur -
rela ních  i NoSQL databází. Dostupné data byly dodány v .csv formátu
po anonymizaci, nicmén  ukládání a transformace skute n˝ch neanonymi-
zovan˝ch dat m ûe mít r znou formu a podobu. To je hlavním problémem
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p i jakékoliv dalöí zpracování dat takovéhoto typu. Jako dalöí vlastnost lze
zd raznit problém Big Data1, neboli flexibiln  nar stající objem dat. Známé
vlastnosti jsou tzv. 4V:
• volume (objem) Objem dat nar stá exponenciáln .
• velocity (rychlost) Objevují se úlohy vyûadující okamûité zpracování
velkého objemu pr b ûn  vznikajících dat. Vhodn˝m p íkladem m ûe
b˝t zpracování dat produkovan˝ch kamerou.
• variety (r znorodost, variabilnost) Krom  obvykl˝ch strukturovan˝ch
dat jde o úlohy pro zpracování nestrukturovan˝ch text , ale i r zn˝ch
typ  multimediálních dat.
• veracity (v rohodnost) Nejistá v rohodnost dat v d sledku jejich ne-
konzistence, neúplnosti, nejasnosti a podobn . Vhodn˝m p íkladem
mohou b˝t údaje  erpané z komunikace na sociálních sítích.
3.6.2 Etnické nebo právní problémy
Z pohledu vlastnictví lze  íct, ûe je d leûité mít na v domí, ûe medicín-
ská data se t˝kají osobních informací jednotliv˝ch pacient . Jin˝mi slovy se
bavíme o privátní a d v ryhodná data registrovan˝ch pacient . Jedná-li se
o privátní data, pak je zapot ebí, s ukládáním a transformací  i transpor-
tem dat, zacházet velice opatrn  a  ídit se specifick˝mi zákony a pravidly,
stanovené v právních vnitrostátních a mezinárodních pramenech práv, jako
nap íklad zákony a normy t˝kající se ochrany osobních údaj  pacient .
1Gartner definuje Big Data jako soubory dat, jejichû velikost je mimo schopnosti zachy-






Fulltextové vyhledávání je ur it˝ zp sob vyhledávání informací,  asto
pro-cházení velkého mnoûství semistrukturovan˝ch dat v databázích, které
jsou obvykle p edem p edp ipraveny, nap íklad indexováním a tokenizací,
aby bylo moûno nalézt libovolné slovo,  et zec nebo souv tí v nejkratöím
moûném  ase.
P i fulltextovém vyhledávání vyhledávací algoritmus zkoumá vöechna
slova v kaûdém uloûeném dokumentu a pokouöí se je porovnat se slovy za-
dan˝mi uûivatelem. V dneöní dob  se jedná o moderní  eöení pro rychlé pro-
hledávání, vyuûíváno je ve v töin  moderních webov˝ch aplikací a portál ,
umoû ující fulltextové vyhledávání.
4.2 Indexování
V p ípadech s velk˝m mnoûstvím semistrukturovan˝ch dokument  v t-
öích neû kapacita vyhledávacího algoritmu, je pro udrûení rychlé odezvy d -
leûité rozd lit vyhledávání do dvou úkol . První je indexování a druh˝m
vyhledávání indexovan˝ch slov. U n kter˝ch NoSQL databází je známo jako
MapReduce funkce. Indexovací fáze prochází text ve vöech dokumentech a
vytvá í seznam klí ov˝ch termín , tzv. index. Ve vyhledávácí fázi, kdy se
provádí specifick˝ dotaz, je prohledáván pouze k tomu p ipraven˝ index pro
kaûd˝ v˝raz  i slovo. To vede k öetrnosti a rychlejöí odezv .
Kaûdá databáze, a  uû NoSQL nebo rela ní má sv j zp sob indexování,
pomocí tzv. Indexeru, kter˝ vytvá í záznam v indexu pro kaûd˝ v˝raz nebo
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slovo, které najde v dokumentu a p ípadn  jeho pozici v dokumentu a ID
dokumentu. V pokro ilejöích databázích Indexer umoû uje komplikované
p edzpracování, zahrnující textovou anal˝zu pro konkrétní jazykovou gra-
matiku. Nap íklad ignoruje tzv. stop-words, jako jsou spojky a p edloûky,
které jsou bezv˝znamné a p ináöí chybovost kone n˝ch v˝sledk . Dál umoû-
 uje specifické jazykové úpravy, jako lemmazitaci  i stemmatizaci pro na-
lezení kmene slova nebo derivaci pro sklo ování a  asování slov p i hledání
odvozen˝ch slov.
4.3 Modely zpracování full-textov˝ch semis-
trukturovan˝ch dat
Ve své práci jsem pouûíval n kolik databází, podporující fulltextové vy-
hledávání. S tím bylo spojeno to, ûe kaûdá databáze pouûívá jin˝ model
zpracování textov˝ch semistrukturovan˝ch dat.
Pro vyhledávání dokument  je nutné stanovit, jak˝m zp sobem bude re-
prezentován dotaz, jak bude reprezentován dokument a jeho index a stano-
vit pravidla, kdy dokument dotazu vyhoví, p ípadn  jak moc je dokument
pro dotaz relevantní. Zp soby, na nichû jsou postaveny vyhledávací stroje
lze popsat pomocí model . Existuje n kolik model , které v˝znamn  mo-
difikují implementaci vyhledávacích mechanism . Mezi nejv˝znamn jöích z
nich pat í boolsk˝ model, vektorov˝ model a rozöí en˝ boolsk˝ model vyhle-
dávání. Mezi dalöí modely pat í nap . pravd podobnostní model, fuzzy mo-
del, neuronov˝ model, latentní sémantick˝ model, min-max model (MMM),
Paice model nebo r zné modifikace Beyesovsk˝ch sítí. [5] [6]
4.3.1 Boolsk˝ model
Tento model je jeden z nejstaröích v bec (uplat ovan˝ v letech 1950
- 1960) a v minulosti b˝val hojn  pouûíván v knihovnick˝ch informa ních
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nebo dokumentografick˝ch systémech. Na dotaz vrací jako v˝sledky ty do-
kumenty, které obsahují slova z dotazu. V základní variant  neumoû uje
stanovování relevance, pracuje se zde pouze s hodnotami 0 nebo 1, respek-
tive dokument nevyhovuje dotazu nebo dokument vyhovuje dotazu. Model
podporuje následující logické v˝razy:
1. term1 AND term2 - v dokumentu se vyskytují oba hledané termy.
Nap íklad: "arteria AND cerebri"
2. term1 OR term2 - v dokumentu se vyskytují alespo  jeden z term .
Nap íklad: "arteria OR media"
3. term1 AND NOT term2 - v dokumentu se vyskytuje term1, ale ni-
koliv term2.
Nap íklad: "arteria AND NOT subclavis"
Boolsk˝ model m ûe b˝t obohacen také o dalöí prvky, nap íklad o zá-
stupné znaky v termech – "arter*"zastupuje termy "arteria", "arteriální", "ar-
teriálních"atd. Dále podporuje specifikace vzájemné polohy dvou term  v do-
kumentu ve stanoveném po adí za sebou nebo blízko sebe. Do fulltextového
dotazu lze také zakomponovat omezení dle atribut  dokumentu, nap iklad
podmínku "AND rok vydání >= 2015".
V˝hodou tohoto modelu je jeho jednoduchost, s tím související v˝konnost
a rychlost, nev˝hodou pak potenciální existence takov˝ch dotaz , kter˝m vy-
hoví je bu to zna n  malá, nebo naopak rozsáhlá mnoûina dokument . To
je d sledkem p íliö hrubého rozd lení dokument , u nichû se rozliöuje pouze
zda dotazu vyhoví  i nevyhoví. Model nemá nástroje pro uspo ádání vyhovu-
jících dokument  podle míry relevance v  i poloûenému dotazu. Omezením
tohoto modelu je i skute nost, ûe vöechny termy v dotazu i v identifikaci
dokumentu jsou chápány jako stejn  d leûité.
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4.3.2 Vektorov˝ model
Vektorov˝ model je nov jöí neû boolsk˝ a snaûí se odstranit nebo alespo 
minimalizovat nev˝hody boolského modelu. Umoû uje p edevöím jemn jöí
v˝po et relevance dokumentu vzhledem k dotazu. Cíle modelu jsou zaloûeny
na tom, ûe kaûd˝ text (textov˝ záznam, token  i dotaz) je reprezentován bo-
dem v n-rozm rném sou adnicovém systému. Tento bod p edstavuje zárove 
i vektor za ínající v po átku sou adnic.
Obrázek 4.1: Ukázka tvorby vektorového modelu n-rozm rného prostoru pro
n medicínsk˝ch term 
Vektorov˝ model reprezentuje jak dotaz, tak i dokument jako vektor
(vi, ..., vm).  íslo m p edstavuje po et vöech term  vyskytujících se v sad 
dokument . Hodnoty vi, ..., vm jsou z intervalu <0, 1>. Sloûka vi vyjad uje
v˝znamnost i-tého termu pro dokument  i dotaz. Nulová nebo nule blízká
hodnota znamená term nev˝znamn˝ nebo málo v˝znamn .˝ Sloûky blízké
jedné pak vyjad ují d leûité termy.
Vzhledem ke skute nosti, ûe dotaz i dokument jsou reprezentovány po-
mocí vektor  v prostoru <0, 1> m, nabízí se m  it relevanci dokumentu pro
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dan˝ dotaz jako podobnost p ísluön˝ch dvou vektor .
Základní úvaha vychází ze známého faktu, ûe skalární sou in dvou vek-
tor  je nejv töí, pokud mají tyto vektory stejn˝ sm r a jako nulov˝ vychází,
pokud mají vektory sm r opa n .˝ Tohoto jevu lze vyuûít pro vlastní kalku-
laci podobnosti. Funkce, která dotazu a dokumentu p i adí hodnotu jejich
podobnosti, se naz˝vá podobnostní funkce.
Nech  q je dotaz reprezentovan˝ vektorem term , qj je j-tá sloûka vektoru
dotazu, di je i-t˝ dokument a wi,j je j-tá sloûka jeho vektoru (tj. v˝znamnost
j-tého termu v i-tém dokumentu). Podobnostní funkci pak ozna me jako
sim(q, di). V p ípad  vyuûití vlastností zmi ovaného skalárního sou inu by




qi ú wi,j (4.1)
Uûivatelské dotazy jsou obvykle reprezentovány mnoûinou term , p i-
 emû po-  et term  je typicky velmi malé  íslo. Vektor dotazu tak má tém  
vöechny sloûky nulové, pouze pro uvedené termy jsou p ísluöné sloûky rovny
jedné. Tento p ístup lze zobecnit tím, ûe pro kaûd˝ term v dotazu bude
umoûn no uvést jeho váhu. Pro efektivní kalkulaci vah sloûek vektor  doku-
ment  v kolekci lze vektory spo ítat jako:
wi,j = TFi,j ú IDFj (4.2)
kde wi,j je op t j-tá sloûka vektoru i-tého dokumentu. TFi,j p estavuje
frekvenci (po et v˝skyt ) j-tého termu v i-tém dokumentu a IDFj je tzv.
inverzní frekvence j-tého termu v sad  dokument . Inverzní frekvence lze
vyjád it ze vztahu:
IDFj = log nDFj (4.3)
Hodnota DFj vyjad uje po et dokument  obsahujících j-t˝ term, n je pak
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po et vöech dokument  v kolekci. Inverzní frekvence reprezentuje d leûitost
termu pro indexaci v rámci celé kolekce dokument . Jejím hlavním smyslem
je posílit vliv málo pouûívan˝ch term .
Existuje  ada moûností, jak vektorov˝ model dále modifikovat  i rozöi o-
vat. Jednou z vlastností skalárního sou inu nap íklad je, ûe pro dva dlouhé
vektory (p i azené delöím dokument m) vychází jeho hodnota v töí, neû pro
dva kratöí vektory, p estoûe v obou p ípadech je sm r vektor  shodn .˝ Bez-
d vodn  by tak byly p i v˝po tu podobnosti zv˝hodn ny dlouhé vektory
(dokumenty) p ed krátk˝mi. Pro eliminaci tohoto jevu je proto vhodné vek-
tory normalizovat na jednotkovou délku. Dále podobnostní funkce m ûe mít
i komplikovan jöí tvar neû prost˝ skalární sou in. M ûe b˝t vyuûita nap .
Kosinová míra, Jaccardova míra, Diceova míra a dalöí. [5]
Vektorov˝ model nabízí oproti boolskému modelu jemn jöí rozliöení míry
relevance dokument . Ta nab˝vá hodnoty zpravidla z intervalu <0, 1>.  ím
vyööí  íslo je dokumentu p i azeno, tím více je dokument relevantní v  i
vyhledávacímu dotazu.
4.3.3 Rozöí en˝ boolsk˝ model
Rozöí en˝ boolsk˝ model se snaûí o skloubení dvou v˝öe popisovan˝ch
model  se zachováním v˝hod z obou model . Z boolského modelu si zacho-
vává moûnost specifikace logick˝ch vazeb mezi termy v dotazu, z vektoro-
vého modelu p idává moûnost ur ení míry relevance dokumentu vzhledem
k poloûenému dotazu. Model jde dále rozvinout, a to zakomponováním tzv.
p-normy. V p-norm  se namísto druh˝ch mocnin a odmocnin pouûívají jejich
ekvivalenty o základu p. Tento parametr p pak musí b˝t n jak˝m zp sobem
stanoven p ed samotnou kalkulací podobnosti. Literatura [5] uvádí, ûe pro
p = 2 model vykazuje lepöí v˝sledky neû model vektorov .˝
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5 V˝b r fulltextové databáze
Ve své práci jsem porovnával n kolik databází a jejich fulltextovou pod-
poru vyhledávání pro ú ely navrhování oprav medicínsk˝ch text . Zvolil jsem
rela ní a nerela ní databáze. äiröí moûnosti vyhledávání nabízejí specializo-
vané fulltextové knihovny, které si v této kapitole také blíûe p edstavíme.
5.1 Fulltextová podpora v MySQL
Jako typického p edstavitele kategorie menöích databázov˝ch systém 
m ûeme zvolit populární, open-source databázi MySQL. Ta v rámci sv˝ch
funkcionalit poskytuje s jist˝mi omezeními i moûnost fulltextov  vyhledávat
v textov˝ch datech.
MySQL je v této práci popisován jako ilustra ní p íklad typického da-
tabázového systému, kter˝ mimo ukládání dat poskytuje od verze 3.23.23
také fulltextové indexování a vyhledávání slov  i slovních spojení p ímo v
databázi, pomocí fulltextového indexu. Existence omezení do verze 5.5 bylo
podmínkou uloûení textu do tabulky typu MyISAM, kde databáze umoû-
 ovala vytvo ení fulltextového indexu nad sloupci s textem. Od verze 5.6+
p ibyla podpora tvorby indexu i pro nov jöí systém tabulek InnoDB. Tím se
odstranila jedna z nev˝hod. Tento typ indexu je dostupn˝ pro pole datov˝ch
typ  text, char a varchar. Vyhledávání poté, pokud uûivatel nespecifikuje ji-
nak, probíhá ve vöech indexovan˝ch sloupcích.
Podpora fulltextu v MySQL je aktuáln  moûná t emi hlavními zp soby:
1. Vyhledávání p irozen˝m jazykem, jenû interpretuje vyhledávanou
sekvenci jako frázi v b ûném jazyce [7]. Nelze pouûít zástupné znaky
ani pomocné booleovské operátory pro tvorbu sloûit jöích dotaz . Igno-
rují se b ûn  vyskytující se slova uvedená v seznamu stopwords (jedná
se o spojky,  ástice, zájmena) atd. Standardn  zabudovan˝ seznam
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stopwords v MySQL obsahuje pouze anglická slova,  esk˝ seznam je




Pokud máme za cíl se adit v˝sledky sestupn  dle relevance, pouûijeme
operátor MATCH() v klauzuli WHERE. Hodnota relevance se po ítá
na základ  po tu slov v poli, po tu unikátních slov v poli, celkovému
po tu slov v prohledávan˝ch polích, po tu dokument  obsahujících
hledané slovo a unikátnosti slova.
SELECT * FROM lekarske_zpravy
WHERE MATCH (lekarska_zprava_plzen)
AGAINST (’intrakarnialni’);
2. Vyhledávání boolsk˝mi operátory. Umoû uje p idávát do vyhle-
dávání znaky a booleovské operátory se speciálním v˝znamem pro
p esn jöí zadání dotazu. Znaky + a - (nebo jejich ekvivalenty AND
a NOT) se pouûívají pro slova, která musí b˝t, resp. nesmí b˝t ve v˝-
sledcích. Mezera mezi hledan˝mi slovy funguje stejn  jako spojka OR
zna ící, ûe v záznamu se m ûe nacházet pouze jedno z hledan˝ch slov.
V p ípad , ûe bychom cht li nalézt slova za ínající na ur itá písmena,
lze vyuûít zástupn˝ znak *, nahrazující 0 aû n znak  napravo od znaku.
Tím se dá  áste n  nahradit chyb jící sklo ování. Tedy pokud chceme
nalézt vöechny moûné tvary vycházející ze slova art, zadáme dotaz ve
tvaru:
SELECT * FROM lekarske_zpravy_fn_plzen
WHERE MATCH (zpravy)
AGAINST (’art*’ IN BOOLEAN MODE);
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V tomto p íklad  databáze vrátí slova arteria, arterie, arteriální, ar-
tróza, atd. Obdobn˝ ú el spl uje i zástupn˝ symbol „?“, nahrazující
pouze jedno písmeno. U dotazu „arteri?“ jsou moûné nalezené tvary
arterie, arteria, arterii atd. V boolean módu se taktéû vynechávají slova
ze seznamu stopwords, ale na rozdíl od prvního zp sobu vyhledávání
se do hledání zahrnují i slova vyskytující se ve více neû polovin  zá-
znam . Prohledávaná pole nemusí mít vytvo en˝ fulltextov˝ index, ale
prohledávání pak bude pomalejöí
3. Vyhledávání rozöí en˝m dotazem. Pouûívá se zejména v p ípa-
dech, kdy vyhledávaná fráze je p íliö krátká na to, aby byla zahrnuta
do indexu. [9] Nejd íve prob hne první prohledání, ze kterého se vezme
a p ipojí n kolik nejrelevantn jöích dokument  do vyhledávaného  e-
t zce a prob hne op tovné hledání.
SELECT VYZNAM
FROM vyznam
WHERE MATCH (VYZNAM) AGAINST
(’arteria’ WITH QUERY EXPANSION);
Nap íklad uûivatel vyhledávájící v˝raz "databáze"m ûe ve skute nosti
hledat spíöe v˝sledky typu "MySQL", "Oracle", "DB2", a "RDBMS".
Jedná se o fráze, které by m ly odpovídat dotazu "databáze"a m ly by
b˝t téû vráceny. Naz˝vají se implikované znalosti.
5.2 Fulltextová podpora v PostgreSQL
Jako dalöího typického p edstavitele kategorie open-source databázov˝ch
systém  m ûeme zvolit databázi PostgreSQL. Ta obsahuje ve svém jádru od
verze 8.3 vöechny funkce pot ebné pro fulltextové vyhledávání. Nap íklad
implementuje modul tsearch2, kter˝ se pouûíval v minulosti jako rozöí ení,
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které bylo nutné nejprvé nainstalovat a nakonfigurovat, pro fulltextové vy-
hledávání. Tento modul zna n  rozöí il databázi, SQL p íkazy a také vnit ní
funkce, pracující s textem. Zárove  umoû uje pouûití tzv. parser , které
slouûí jako tokenizery a filtry v Apache Lucene. Mimo tsearch2 obsahuje
PostgreSQL i tzv. contrib moduly. Jedná se o jednoduché funkce (lower -
p evedení vöech písmen na malé, unaccent - odstran ní dyakrytiky slov atd.),
které pracují s textem a mohou zastávat funkci jednoduchého fulltextového
vyhledáva e. [10]. P íkladem pouûítí m ûe b˝t:





Na tomto p íklad  je pouûit˝ statick˝  et zec "arteria cerebri media", slou-
ûící jako vstup a pomocí symbolu @@ v PostgreSQL vyhledávám  et zec
"arteria". Odpov   je true - úsp ch.





Na dalöím p íklad  je podobn˝ p íklad pro hledané slovo "subclavis", které
není zahrnuto ve vstupním  et zci. Odpov   databáze je negativní - false.
Zde si m ûeme vöimnout, ûe symbol @@ jednak spouötí fulltextové vyhledá-
vání a sou asn  podporuje funkce to_tsvector(”) a to_tsquery(”). Tyto
funkce, slouûí pro konverzi textov˝ch dat do podporovaného datového typu
tsvector v PostgreSQL. Funkce to_tsvector parsuje textov˝ dokument na
jednotlivé tokeny, redukuje tokeny na lexemy a vrácí tsvector, kter˝ vypisuje
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vöechny lexemy spolu se sv˝mi pozicemi v dokumentu. Zde je jednoduch˝
p íklad:
SELECT to_tsvector(’english’, ’a fat cat sat on a mat -
it ate a fat rats’);
to_tsvector
-----------------------------------------------------
’ate’:9 ’cat’:3 ’fat’:2,11 ’mat’:7 ’rat’:12 ’sat’:4
Na p íklad  je dob e vid t, ûe tsvector neobsahuje ûádné stop slova jako
spojky,  ástice, dokonce ignoruje interpunk ní znaménka. V˝sledn˝ vektor
obsahuje tokenizované, o iöt né, p evedené do základních tvar  slova p vod-
ního vstupního  et zce. Vyhledávání uvnit   et zc , nap íklad pro n-gramy
tsearch2 neumí, musí pouûívat dalöí contrub modul s názvem pg_trgm. Toto
lze zmínit jako nev˝hodu a omezení databáze oproti NoSQL konkurent m.
Pro hladké fulltextové vyhledávání databáze jsou zapot ebí tzv. GiST
nebo GIN indexy vytvo ené nad sloupcem typu ts_vector. Tento typ sloupce
obsahuje b ûn  jakékoliv hodnoty, jejichû obsahem tsearch2 pomocí parser 
se snadno ur uje. D lá se to z d vodu rychlosti. Jestliûe budu vyhledávat nad
sloupcem typu ts_vector, tak v˝sledky budou okamûité a mnohem rych-
lejöí v porovnání s klasick˝mi textov˝mi datov˝mi typy. V praxi to funguje
tak, ûe se vytvo í funkce nebo trigger, kter˝ aktualizuje data ve sloupcích
typu ts_vector podle hodnot v klasickém stringovém sloupci. Tím tabulka
bude mít 2 sloupce, klasick˝ obsahující textové hodnoty a dalöí obsahující
zpracovan˝ tsv vektor na základ  vstupu v p vodním textovém sloupci.
Podle [11] je GIN index lepöí pro statická data, z d vodu rychlejöího
vyhledávání. Pro dynamická data je lepöí GiST, protoûe umí rychleji aktua-
lizovat data, ale pouze má-li v indexu mén  neû 100 000 unikátních slov. Ve
svém projektu jsem pracoval s GIN indexem z d vodu velmi  astého  tení
statick˝ch dat z vygenerovan˝ch slovník .
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5.3 Fulltextová podpora v MongoDB
Jako jedním z nejznám jöích p edstavitel  NoSQL databáze jsem se roz-
hodl pro studování moûnosti pouûití fulltextu v MongoDB. Jedná se o NoSQL
databázi, která spadá do typ  dokumentov -orientovan˝ch databází. Je na-
psaná v jazyce C++. Umoû uje fragmentaci dat do více distribuovan˝ch
uzl , tak jako replikaci dat metodou master-slave. MongoDB poskytuje tzv.
kolekci dat, kde kaûdá kolekce sdruûuje data podobného typu, jedná se o
databázovou entitu. Kaûd˝ dokument má generovan˝ unikátní ID, tzv. klí ,
dle kterého je moûné JSON dokumenty vyhledávat. Klí  je moûné taktéû ge-





























V MongoDB nad jednotliv˝mi klí i v dokumentu lze následn  definovat in-
dexy pro rychlejöí vyhledávání a  tení dokument . Na úkor toho, ûe indexy
zpomalují zapisování dat. Od verze 3.2 MongoDB podporuje tzv. Text Index
k podpo e fulltextového vyhledávaní a dotazování. Textové indexy mohou za-
hrnovat jakékoli pole, jehoû hodnota je  et zec nebo pole  et zcov˝ch prvk .








V˝sledkem takového indexování m ûe b˝t mnohem efektivn jöí a  asov 
öetrn jöí operace vyhledávání, nap íklad:






{ "_id" : ObjectId("5790c574c40382db74174736"),
"zkratka" : "ACM",
"vyznam" : "arteria cerebri media",
"score" : 0.6666666666666666 }
{ "_id" : ObjectId("5790c583c40382db74174737"),
"zkratka" : "ACI",
"vyznam" : "arteria cerebri interna",
"score" : 0.6666666666666666 }
>
Na p íklad  je vid t, ûe pouûívám operátor $text a $search k prohledání
vöech textov˝ch index , obsahující term "cerebri". Tímto dotazem databáze
vrací vöechny dokumenty, obsahující hledan˝ v˝raz. To je hlavní p idaná
podpora MongoDB pro fulltextové vyhledávání, která je ovöem nedosta ující
pro korekci medicínsk˝ch zkratek. D vodem je omezené vyhledávání cel˝ch
slov. Pro korekci, opravu, náhradu  i dovypl pvání medicínsk˝ch zkratek je
tato funkcionalita omezující. Problém komplexn jöích dotaz  a vyhledávání
pod et zce v textu je vy eöen˝ pouûitím regulárních v˝raz  p ímo v dotazu:
> db.medical.find({’vyznam’: /cereb/})
{ "_id" : ObjectId("5790c574c40382db74174736"),
"zkratka" : "ACM",
"vyznam" : "arteria cerebri media" }
{ "_id" : ObjectId("5790c583c40382db74174737"),
"zkratka" : "ACI",
"vyznam" : "arteria cerebri interna" }
>
Dotaz vrací vöechny dokumenty obsahující pod et zec "cereb". Tento  et -
zec je nadefinovan˝ tzv. vzorem (pattern). Databáze obsahuje dalöí roûöí ené
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moûnosti psaní komplexních regulárních v˝raz . Pro  eöení problému medi-
cínsk˝ch zkratek je tato varianta jiû vhodn jöí.
5.4 Fulltextová podpora v CouchDB
Jako dalöím p edstavitelem pom rn  nov˝ch typ  databází jsem zvo-
lil CouchDB. Je napsaná v jazyce ErLang. Je to open-source databáze s
HTTP RESTful JSON API, která klade d raz na moûnosti replikace a b hu
v distribuovaném prost edí. Distribuovan˝ systém je takov˝ systém, kter˝
dokáûe úlohy a dotazy  eöit nap í  po íta ovou síti. CouchDB je databázov˝
systém, kter˝ se p i b hu v distribuovaném prost edí zam  uje p edevöím na
dostupnost, a to p i zachování tolerance k rozd lení u tzv. CAP teoremu 1.
Ve své podstat  CouchDB téû spadá do skupiny dokumentov  - orien-
tovn˝ch databází. JSON dokumenty jsou sloûené z libovolného po tu polí a









Pohledy jsou primárním nástrojem pouûit˝ pro dotazování a získávání
metadat o dokumentech CouchDB. Existují dva r zné druhy zobrazení: tr-
valé a do asné pohledy. Pohledy vyjad ují zp sob jak dát nestrukturovan˝m
1CAP - Consistency, Availability, Partition tolerance. Odkaz: https://dzone.com/
articles/better-explaining-cap-theorem
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dat m uloûen˝m v dokumentech strukturu.
1. Trvalé pohledy (view) jsou uloûené uvnit  speciálních dokument  na-
z˝van˝ch design dokumenty, a mohou b˝t p ístupné p es HTTP poûa-
davek.
2. Do asné pohledy (view) nejsou uloûené v databázi, ale provedené na
vyûádání. K vykonání do asného pohledu, m ûeme provést poûadavek
HTTP POST na URI adrese: / dbname / tempview, kde t lo HTTP
poûadavku obsahuje kód funkce a Content-Type je nastaven˝ na hod-
notu application / JSON. Tento typ pohled  se pouûívá pouze pro
v˝voj.
Kdybychom cht li získat vöechny dokumenty z databáze, funkce map by
mohla vypadat následovn :
function(doc) {
emit(doc._id, {"rev" : doc._rev});
}
Obrázek 5.1: Ukázka fungování funkce MapReduce v CouchDB
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Na p íklad  vidíme jednoduchou funkci v Javascriptu, která vypisuje
vöechny dokumenty podle klí e. Takto jednoduöe lze tvo it pohledy a inde-
xovat dokumenty v CouchDB. T mito funkcemi, lze data v nestrukturované
 i semistrukturované form  reprezentovat r zn˝mi zp soby, grupovat, agre-
govat, seskupovat atd.
Pohledy se udrûují dynamicky, a nemají vliv na podobu dat uloûen˝ch v
databázi. V ur it˝ch aspektech se tyto pohledy podobají materializovan˝m
pohled m v S BD Oracle. Samotné pohledy jsou izolované JSON doku-
menty, které nemají vliv na replikaci  i fragmentaci p vodních dat. Celkov˝
proces Map-Reduce je definován funkcí Map, kterou jsme jiû popsali a ná-
sledn  dalöí funkcí pro Reduce, která má spíöe agrega ní, sumariza ní a gru-
povací ú ely. Dokumenty jsou z pohledu vybírány pomocí indexu, rozsahu
index , nebo jako celek.
5.4.2 Dotazování
Dotazování je moûné p ímo v browseru prohlíûe e, po úsp öném nakon-
figurovaní a rozb hání databáze. CouchDB nabízí jednoduché UI, pomocí
kterého lze jednoduöe prohlíûet a obstarávat databázi dat. Dále je dotazo-
vání moûno dv mi hlavními zp soby. První je HTTP REST API, p es REST
Console, CURL poûadavek nebo v prohlíûe i, nap íklad:
GET /db/_design/medical/_view/by_medical_term?key="vertebralis"
Dalöím zp sobem je pomocí API rozhraní, které podporuje  adu pro-
gramovacích jazyk . Podporuje taktéû jazyk Java, kter˝ pouûívám ve své
práci. Nev˝hoda tohoto zp sobu je stejná jako u MongoDB, kde se v data-
bázi vyhledávají pouze celá slova a termy. To není dosta ující pro problém
medicínsk˝ch zkratek a opravu léka sk˝ch zpráv. CouchDB  eöí tento pro-
blém stejn  jako jeho konkurent MongoDB - pouûitím regulárních v˝raz  (v
Javascriptu se jedná o objekt RegExp) v Map funkci.
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Jako v˝hodou CouchDB lze up ednostnit jeho rozöí enou a prosperující
komunitu uûivatel , dobrou dokumentaci a REST API. Ve své práci jsem
se setkal s dobrou integrací CouchDB s vyhledávácím enginem Apache Lu-
cene. To povaûuji za v˝hodu, ale po ád to mluví o nevysp losti této NoSQL
databáze v moûnostech fulltextového vyhledávání.
5.5 Pokro ilé technologie fulltextového vy-
hledávání
5.5.1 Apache Solr
Solr je platforma pro vyhledávání v textu, v etn  fasetového vyhledávání,
distribuovaného vyhledávání a vyhledávání v dokumentech typu PDF nebo
ODT. Jedná se o svobodn˝ software dostupn˝ pod licencí Apache License,
kter˝ je napsan˝ v Jav  a vyvíjen˝ v rámci projektu Lucene nadace Apache
Software Foundation. Pro komunikaci se Solr se pouûívá REST API, Solr
podporuje ukládání dat ve formátech JSON, XML, CSV, PDF atd.
5.5.2 ElasticSearch
Elasticsearch je fulltextov˝ vyhledáva  vycházející z Apache Lucene. Pro
komunikaci se pouûívá op t RESTové rozhraní, které nabízí vysokou dostup-
nost, rychlost a ökálovatelnost. Je vyvíjen˝ v Jav  a komunikovat s ním lze
pomocí webového rozhraní. Je öí en zdarma pod licencí Apache. Jak jiû bylo
zmín no Solr a Elasticsearch vyuûívájí k vyhledávání Apache Lucene, coû je
patrn  nejv˝konn jöí fulltextové vyhledávání dostupné v rámci open source
produkt , které jsou momentáln  na trhu. Vyhledávání nabízí podporu více
jazyk , vyhledávání na základ  geografické polohy, vyhledávání podobn˝ch
nebo p íbuzn˝ch slov. Lze jej také vyuûít k inteligentnímu automatickému
dopl ování formulá   na webu, pomocí Apache Lucene.
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5.6 Apache Lucene
Jak jiû bylo mnohokrát zmín no Apache Lucene je open-source projekt
vyvíjen˝ v Jav , pod voln  öi itelnou licenci Apache Software Foundation,
kter˝ slouûí pro indexaci a vyhledávání textov˝ch dat. Je velmi rychl ,˝ pro-
toûe je zaloûen˝ na vektorovém modelu a vyuûívá optimální algoritmy pro
hledání podobnosti dokument  v NoSQL databázích. K organizaci dat pou-
ûívá invertovan˝ index. Lucene samotn˝ obsahuje nízkoúrov ové p íkazy pro
ukládání a získávání dat. K tomu poskytuje komplexní API. Samotn˝ pro-
jekt Lucene ne eöí ökálování, distribuovan˝ p ístup a dalöí uûite né vlastnosti
pro realtime webové aplikace. Na obrázku 5.1 je vid t, jak funguje v praxi
invertovan˝ index. Do takovéhoto typu indexu lze dále ukládat informace o
pozici slova v daném dokumentu  i jin˝ch metainformací. Dalöím d leûit˝m
aspektem pro datamining je ukládání t chto slov v lemmatizovaném tvaru.
Má to pak p esn jöí morfologick˝ v˝znam a pozitivní dopad p i fulltextovém
vyhledávání.
Apache Lucene zakládá svoje vyhledávácí schopnosti na algoritmu kosi-
nová podobnost (cosine similarity). Jedná se o míru podobnosti dvou vek-
tor , která se získá v˝po tem kosinu úhlu t chto vektor . Toho se dá vyuûít
pro zjiöt ní podobnosti dvou dokument . V takovém p ípad  budou vektory
reprezentovat  etnost jednotliv˝ch slov. [12]. Ukázka tvorby vektorového mo-
delu je vid t na obrázku 4.1.
Moûnosti dotazování p es Apache Lucene:
1. Vyhledávání term  - Lucene podporuje vyhledávání slov, term , sou-
v tí atd. P íklad:
vyznam: "Arteria Cerebri Interna"
2. Fulltextové prohledávání polí - Lucene podporuje prohledávání a dota-
zování jednotliv˝ch polí v JSON dokumentech. Zde je moûnost uplatnit
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téû boolské operátory P íklad:
vyznam: "Arteria Cerebri Media" AND zkratka:"cereb."
3. Zástupné vyhledávání - Lucene podporuje jednorázové nebo opakované
zástupné vyhledávání (wildcard search) v rámci jednotliv˝ch pojm 
(ne v rámci celého v˝razu dotazu). Chceme-li provést zástupné hledání
jednoho znaku pouûíváme symbol "?". Chceme-li provést n kolikaná-
sobné hledání zástupn˝ch znak  pouûíváme symbol "*". To, co  eöí
velké procento problém  u medicínsk˝ch zkratek je práv  vícenásobné
zástupné vyhledávání. P íklad:
http://127.0.0.1:5984/db/_design/med_lat/by_latin?q=art*
Tento dotaz ?q=art* vícenásobn  prohledává zástupné znaky a auto-
maticky dovypl uje vstupní  et zec. Tím zp sobem jsme schopni vzít
velké mnoûství návrhu z databáze, se adit je a navrhnout uûivateli jako






4. Fuzzy prohledávání - Lucene podporuje fuzzy prohledávání zaloûené
na Levensteinové vzdálenosti. Defaultní vzdálenost slov je stanovena
na délku 2. Dotazování se uskute  uje symbolem "~". Tento typ do-
tazu  eöí jin˝ problém, vyskytující se  asto v léka sk˝ch zprávách a
to psaní p eklep . Fuzzy search podporuje nejen hledání podobnosti
a vzdálenosti znak  ve slovech, ale i vzdálenosti slov navzájem v sou-
v tích. Uûití v praxi m ûe mít v p ípadech, kdy mu klasické dotazy
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nevrací relevantní v˝sledky, pak je lepöí pouûít fuzzy search a zjistit,







Dál Lucene podporuje vöechny booleovy operátory, seskupování, agre-
gování, escapování, hledání v rozmezí hodnot nebo dokonce zvyöování váh
konkrétních term  pro p esn jöích v˝sledk .
Vöechny v˝sledky dotaz  se  adí podle VSM - Vector Scoring Model,
kter˝ je zaloûen˝ na kosinové vzdálenosti jednotliv˝ch vektor . Jedná se o
vylepöenou verzi základního vektorového modelu, kter˝ m ûe b˝t po ítan˝
nap . Euklidovskou vzdáleností.
5.7 Testování v˝konnosti
Za ú elem tohoto projektu pro lepöí rozhodování jsem zvolil porovnání
v˝konu databází PostgresSQL, MongoDB a CouchDB. Vytvo il jsem testy,
které simulují n kolik základních scéná  , které se vyskytují v aplikaci mojí
diplomové práce a p edpokládá se, ûe se budou  asto  eöit v praxi. U vöech
databází jsem pouûíval multivláknov˝ program v Jav , kter˝ testoval  tení
a zápis do vybran˝ch databází. Me ená veli ina byla vûdy bu  po et doku-
ment , které je databáze schopna p e íst za fixní  as nebo doba odezvy k
p e tením nebo zápisem fixním po tu dokument . Tím jsem testoval stabi-
litu a rychlost jednotliv˝ch zp sob  indexování. Kaûd˝ scéná  byl opakovan˝
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vícekrát. Po íta , na kterém byly testy provád né, m l následující parame-
try:
Hardwarová konfigurace:
MacBook Pro (Late 2013)
Procesor: 2,6 GHz Intel Core i5
Pam  : 16GB 1600 MHz DDR3
Disk: 512GB SSD
Softwarové parametry:







Scéná  1 - v databázích je 1mln. dokument   i  ádk , ve 4 vláknech
program  te po dobu 30 vte in z databází dotazy vyhledávájící automa-
tické p edvypln ní zkratky fulltextov˝mi prost edky. Nap íklad dorozepsání
zkratky "art."na "arteria"apod.
Pokus Operace PostgreSQL MongoDB CouchDB CouchDB+Lucene
1 READ 4x 79  . 4x 23 doc 4x 72 doc 4x 1948 doc
2. READ 4x 92  . 4x 22 doc 4x 65 doc 4x 1784 doc
3 READ 4x 78  . 4x 22 doc 4x 71 doc 4x 2273 doc
Tabulka 5.1: Scéná  1 - po et dokument  obdrûen˝ch p i paralelním  tení
po dobu 30 vte in. Zkratka  . znamená  ádk , doc - JSON dokument 
Z testu je patrné, ûe  tení jednotliv˝ch databází je pom rn  stejné s men-
öími odchylkami, nap íklad MongoDB v p ípad  dopl ování zkratek, pomocí
regulárních v˝raz  je nejpomalejöí, v porovnání s PostgreSQL, která je nej-
rychlejöí ze vöech bez pouûití Apache Lucene. Jako nejmocnejöí je v tomto
p ípad  zvolená kombinace CouchDB s moûností dotazování od Lucene.
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Scéná  2 - v databázích je 1mln. dokument   i  ádk , ve 3 vláknech  tu
a z 1 vlákna zapisuji po dobu 30 vte in.
# PostgreSQL ( .) MongoDB (d.) CouchDB (d.) Couch+Lucene (d.) tení zápis  tení zápis  tení zápis  tení zápis
1. 3x 114 67 3x 22 131387 3x 93 140 3x 2528 2366
2. 3x 131 79 3x 20 131926 3x 95 138 3x 2510 2346
3. 3x 125 75 3x 17 129679 3x 101 151 3x 2495 2327
Tabulka 5.2: Scéná  2 - po et dokument  obdrûen˝ch p i paralelním  tení a
zápisu po dobu 30 vte in.. Zkratka  . znamená  ádk , doc - JSON dokument 
Jak je vid t na první pohled, nejrychlejöí v zapisování do databáze je
tento krát jasn˝ lídr MongoDB, naopak op t ve  tení je nejpomalejöí. Je to
zp sobeno tím, ûe podporuje pouze hledání cel˝ch slov a zpracování regulár-
ním v˝razem pro hledání automatické korekce textu zpomaluje proces  tení.
Dalöí v˝razné hodnoty jsou dobré schopnosti PostgreSQL p i  tení ve srov-
nání s NoSQL konkurenci. Op t kombinace CouchDB a Lucene je v tomto
p ípad  nejúsp ön jöí v po tu p e ten˝ch dokument  za dobu b hu testu 30
s. Dalöí zajímavostí je, ûe na druhou stranu CouchDB zcela selhává p i za-
pisování, je v˝razn  pomalejöí neû MongoDB nap íklad. Dá se to zd vodnit
tím, ûe CouchDB komunikuje p es HTTP REST rozhraní, dokud MongoDB
p es driver SDK. Jedná se tak o pomalejöí protokol, tím také CouchDB p i
zpracování HTTP poûadavku kóduje a dekóduje data v JSON formátu. Pro
ú ely této diplomové práce jsem se snaûil vytvo it program pro velmi rychlé
 tení z databází i vyhledávání opravy zkratek, proto pomalejöí protokol pro
zápis není v tomto p ípad  d leûit .˝
Scéná  3 - v databázích je 1mln. dokument   i  ádk , ve 4 vláknech
 tu 1000 dokument   i  ádk , tzn. 4 vlákna krát 1000 dokument . M  ená
hodnota je doba odezvy neboli  as zpracování.
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Pokus Operace PostgreSQL MongoDB CouchDB CouchDB+Lucene
1 READ 4x 290118 4x 1722928 4x 419672 4x 13524
2. READ 4x 284167 4x 1718261 4x 420515 4x 13458
3 READ 4x 291284 4x 1699172 4x 419891 4x 13673
Tabulka 5.3: Scéná  3 - doba k obdrûení [ms.] 4x 1000 dokument  p i para-
lelním  tení 4 vláknami.
Dle jednotliv˝ch m  ení je moûno spat it, ûe nejpomalejöí ve  tení je
MongoDB. D vody jsou zmín né jiû v˝öe p i p edchozích m  ení. Obdiv
pat í Postgresu za rychlé  tení oproti ostatním databázím. V tomto p í-
pad  je lepöí neû CouchDB. Taktéû je znovu vid t síla nadstavby Apache
Lucene pro CouchDB, kde je  tení a vyhledávání rychlejöí v  ádu desítkách
milisekund.
5.8 Souhrn
V této kapitole jsem se zab˝val porovnáváním n kolika typ  databází pro
ú ely problematiky této diplomové práce. Vybral jsem 2 rela ní databáze a 2
NoSQL databáze a porovnal jejich moûnosti a podpory fulltextového vyhle-
dávání. Aplikace pro korekci medicínsk˝ch text  pracuje p eváûn  s velk˝m
mnoûstvím text  a nestrukturovan˝ch dat. Dále aplikace pracuje s pom rn 
velk˝mi slovníky, které je vhodné ukládat do InMemory databáze. Ve své
práci jsem zvolil pouûití databáze Redis pro tyto ú ely, nebo  mám s ni v
praxi nejlepöí zkuöenosti. V záv ru lze  íct, ûe v rámci rela ních databází
MySQL není vhodné  eöení pro tento typ úlohy z d vodu vöech omezení,
které má jako nap íklad omezen˝ Boolsky model zpracování fulltextu. Oproti
tomu PostgreSQL modul tsvector2 funguje pom rn  dob e a je moûné ho po-
rovnávat s Apache Lucene, tímto pro rela ní databáze je volba jednozna ná.
D vodem porovnání je ten, ûe ob  metody zpracování fulltextu jsou zaloûené
na vektorovém modelu. Nev˝hodou nicmén  je, ûe není NoSQL databáze a
tím ztrácí její v˝hody - distribuovanost, ökálovatelnost atd. Dále je pot eba
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instalovat a konfigurovat  adu pluginu a knihoven dodate n  do databáze,
jako nap íklad modul pro n-gramy (pg_trgm) atd. Tento aspekt je podle m 
nev˝hodou z d vodu obtíûné údrûby a konfigurace databáze do budoucna.
Dalöími databázemi, které jsem porovnával byly MongoDB a CouchDB.
Podle CAP teorému hlavní rozdíly jsou malé - MongoDB je zam  ena na
plnou konzistenci, dokud CouchDB na úplnou dostupnost. D vodem volby
t chto dvou NoSQL databází je jejich jednoduchost a dobrá podpora v komu-
nitách. p ípadech lze tvrdit, ûe databáze jsou vhodné pro  eöení problematiky
opravy a korekce léka ského textu. Základní nastavení MongoDB není po-
sta ující a vyhovující p i pouûití v produk ním prost edí. Vychytávka pro
vícenásobné zástupné prohledávání, pomocí regulárních v˝raz  zpomaluje
celkov˝ proces  tení a tím je nutná integrace s jin˝m vyhledavacím enginem.
Ve své práci jsem zvolil moûnost CouchDB s integrací pro Apache Lucene.
Stejná alternativa je moûná i pro MongoDB, ale z stal jsem u varianty Cou-
chDB z d vodu podpory  eského analyzátoru pro tokenizaci slov, tak jako
jednoduchost pouûívání knihovny LightCouch Java API pro komunikaci s
databází p es rozhraní. Stejn  tak dob e sepsané dokumentace k integraci
t chto dvou open-source produkt  oproti integraci MongoDB s Apache Lu-
cene. Dalöím d vodem v˝b ru CouchDB s Lucene oproti PostgreSQL je ten,
ûe Lucene zahrnuje v sob   adu funkcionalit, které není t eba konfigurovat
a instalovat dodate n  jako je u Postgresu, nap íklad moûnost fuzzy search,
kde je pot eba do Postgresu instalovat n-gramy a dalöí slovníky. To vöe
Lucene v sob  uû nativn  obsahuje. Nezvolil jsem moûnost Elasticsearch,
protoûe mi p iölo jako t ûkopádné a komplexní  eöení pro tento projekt, kde
si vysta ím pouze s programovacím rozhraním k samotn˝m funkcionalitám
Apache Lucene. Ze subjektivního pohledu jsem bral v potaz, ûe Elasticsearch
je vhodn˝ k pouûití p i tvorb  komplexních vyhledávacích realtime webov˝ch




Datamining (Získávání znalostí z databází nebo KDD - Knowledge Dis-
covery in Databases) [14], interdisciplinární podoblast po íta ové v dy, [15],
je v˝po etní proces objevování vzor  ve velk˝ch datov˝ch sadách, zahrnující
metody na pomezí um lé inteligence, strojového u ení, statistiky a databá-
zov˝ch systém .[15] Celko-v˝m cílem procesu dolování dat je získat infor-
mace z datov˝ch sad a transformovat je do srozumitelné struktury pro dalöí
pouûití. Zahrnuje také aspekty databáze a správu dat, p edzpracování dat,
model úvahy, zhodnocení metrik, sloûitost úvahy, vizualizace atd. Pouûívají
se techniky jako rozhodovací stromy, asocia ní pravidla, regresní, logistická
anal˝za, neuronové sít   i shluková anal˝za (clustering) pro segmentaci sku-
pin podle spole n˝ch vlastnosti.
Existuje obecn˝ postup krok  vöech datamining metodologií:
1. Inicializa ní – formulace úlohy a porozum ní problému.  asto auto-
matické vyhledávání znalostí nelze provád t zcela naslepo.
2. Datov˝ – vyhledání a p íprava dat pro anal˝zu. Statistické algoritmy
pot ebují data p ipravená v ur ité podob , proto není moûné pouûít
p ímo surov˝ch semistrukturovan˝ch dat z opera ních databází.
3. Analytick˝ – hledání informace v datech, vytvá ení statistick˝ch mo-
del . Nej ast ji pouûívan˝mi metodami vöak jsou logistická regrese s
automatick˝m v˝b rem prom nn˝ch, rozhodovací stromy a neuronové
sít .
4. Aplika ní – zjiöt né poznatky a modely je t eba uvést do praxe, na-
p íklad korekce léka sk˝ch zkratek.
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5.  ízen˝ – je t eba zajistit zp tnou vazbu (jak efektivní byl model) a
v p ípad  dlouhodob  nasazovan˝ch model  i kontrolovat, zda model
p íliö nezestárl a zachovává si svoji efektivitu.
6.2 Datamining v medicín 
Jak jsem jiû zmí oval v kapitole 3.6, nejv töím problémem je samotné
p ed-zpracování dat, zahrnující filtrace, transformace a  iöt ní dat od ne-
strukturované a semistrukturované podoby do jasn  ur ené podoby, vhodné
pro trénování datamining algoritm . Posléze lze analyzovat dosaûené v˝-
sledky a hledat vhodné korelace a úvahy pro zhodnocení. Záznamy pacient 
se skládájí z klinick˝ch, laboratorních parametr , v˝sledk  jednotliv˝ch vy-
öet ení, které jsou specifické pro r zná odv tví a specializace. Tato data mají
v töinou následující vlastnosti:
• Neúplnost: Chybí hodnoty atribut , chybí n které atributy zájmu nebo
obsahují pouze souhrnná data
• äum: Obsahují chyby nebo odlehlé hodnoty
• Nekonzistentní: Obsahují rozpory v kódech nebo názvech
• Temporální: Parametry chronick˝ch onemocn ní v  ase
Neexistují-li kvalitní údaje, lze tvrdit,ûe neexistuje ani kvalitní v˝sledek.
Datov˝ sklad pro dolování medicínsk˝ch dat pot ebuje d slednou integraci
kvalitních údaj .  eöením je vytvo ení rozsáhlého slovníku pojm , jednot-
ného rozhraní pro integraci více datov˝ch zdroj  a p edávání elektronick˝ch
záznam  o pacientech na úrovni mezi jednotliv˝mi nemocnicemi celosv tov .
Je dále pot eba porozum ní tzv. Medical Domain, neboli v IT je nedostatek
odborník  se znalostní domény v oboru medicíny.
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7 V˝b r algoritm 
Tato sekce popisuje v˝b r jednotliv˝ch datamining algoritm APIWEKA
pro klasifikaci medicínského textu. Algoritmy byly pouûité z v˝voja ské
knihovny tohoto data-miningového nástroje. Ve své práci jsem zvolil datami-
ning nástroje WEKA z d vodu öirokého mnoûství nabízen˝ch algoritm , z
d vodu otev enosti v˝voje a open-source licenci, také z d vodu p edchozích
zkuöeností s touto knihovnou. Bylo zapot ebí se s implementací algoritm 
velmi podrobn  seznámit. Rozdíly konkuren ních open-source datamining
nástroj  na trhu jsou zanedbatelné v kontextu  eöení problematiky korekce
textu v domén  medicíny.
7.1 Naivní bayes
7.1.1 Teoretické základy
Samotn˝ algoritmus, kter˝ jsem vybral pro svou práci se zakládá na
klasické bayesové v t , která je zaloûená na pravd podobnostním vzore ku,
kter˝m se po celou dobu algoritmus  ídí a rozhoduje, v závislosti na prav-
d podobnosti v˝skytu dan˝ch slov, zda za adí do konkrétní kategorie danou
léka skou zkratku (resp. testovací vzorek). Pravd podobnostní vzore ek vy-
padá takto:
P (k|doc) = P (doc|k)P (k)
P (doc) (7.1)
Kde k œ K je rozepsaná léka ská zkratka z mnoûiny vöech moûn˝ch kate-
gorií, do které lze za adit danou nalezenou neopravenou zkratku a doc je
samotná zkratka, kterou pot ebujeme klasifikovat. Pravd podobnost hypo-
tézy k œ K, podmín na pozorováním medicínské zkratky doc lze tedy vy-
jád it jako pom r pravd podobností, ûe léka ská zkratka doc pat í do dané
kategorie k (rozepsaná zkratka), krát apriorní pravd podobnost kategorie k,
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v  i evidenci, coû je apriorní pravd podobnost trénovacích dat (rozepsan˝ch
zkratek). Jin˝mi slovy algoritmus je naivní ve svém p ístupu, tím ûe spoléhá
na to, ûe v závislosti na hodnot  pravd podobnostního v˝skytu v trénova-
cím modelu bude zkratka v testovací mnoûin  pat it do konkrétní kategorie
k (konkrétní rozepsaná zkratka). Jinak  e eno, algoritmus spoléhá na to, ûe
existuje rovnom rná distribuce.[16] [17]
7.1.2 Naivní Bayes a klasifikace text 
Algoritmus Naivní Bayes je velmi rozöí en˝ mezi klasifika ními algoritmy
pro práci s textem. Je to jeden z nejpouûívan jöích a nejefektivn jöích algo-
ritm  strojového u ení pro práci s textem. Praxe ukazuje, ûe algoritmus
pracuje skv le jak s mal˝m, tak i s velk˝m mnoûstvím trénovacích dat. Toto
bylo osv d eno v rámci této diplomové práce. D leûité vöak je kvalitní na-
trénování modelu. Ohodnocení pak bude prokazovat mnohem mén  chyb.
7.1.3 Naivní Bayes Multinomial
Vylepöení p vodního algoritmu Naivní Bayes, kterého jsem pouûil ve své
práci zejména z d vodu, ûe jsem pot eboval propracovan jöí v˝sledky, je
algoritmus Multinomiální Naivní Bayes. Ten se liöí oproti p vodnímu pouze
v tom, ûe pouûívá Multinomcké rozd lení. Klasick˝ Naivní Bayes pouûívá
rovnom rné rozd lení.[16] [17] [18]
Detailní p íklad
Podívejme se na detaily, jak˝m zp sobem Multinomiální Bayes klasi-
fikuje své vzorky do odpovídajících t íd. Za prvé je pot eba nadefinovat
apriorní pravd podobnost dané t ídy [17] :




Kde Nc je po et vzork  trénovacího modelu, popisujících t ídu k a N
je po et vöech vzork  trénovací mnoûiny. Hledáme-li zkratku "a."a máme-li
následující testovací v tu:
String word = "a.";
String context = "Chab jöí zásobení je také v nejdistáln jöím
povodí a. cerebri ant. vlevo.";
Pomocí fulltextového vyhledávání získáváme trénovací dataset pro zkratku




@attribute vyznam {arteria,arteriální,’arteria cerebri media’,’arteria test’,’arteria communicans posterior’,
’arteria subclavia’,Aortální,’arteria cerebellaris posterior inferior’}
@data
’IC hemorhagie. Perfúze mozková. Nekrotické okrsky v povodí a. cerebri med. l. sin. , perifern  místy v terénu ischemie’,a.,arteria
’mm (min. 22 mm) v  i okolnímu parenchymu hyperdenzní v arter. fázi (denzity 146-181 HU),
hypointenzní ve venozní fázi (denzity’,arter.,arteriální
’ vyö. 9.4.2010. Rozsáhlá malacie celém povodí a. cerebri med. sin. progrese nálezu. Ostatní nález ’,a.,arteria
’CTAG mozku Uzáv r levé ACM M1 úsek trvá. Fetální odstup levé ACP p i’,ACM,’arteria cerebri media’
’tr. Z á   r Známky hyperakutní ischemie povodí ACM levo staré postmalatickéé zm ny T,P O levo’,ACM,’arteria test’
’ Diferencovatelná ACoP vpravo, ostatní aa. comm. nelze spolehl. diferencovat.’,ACoP,’arteria communicans posterior’
’uzáv r pravé ACI od ostupu, uzáv r a. subcl. vlevo v délce 5 cm, steal sy levé vert. tepny’,a.subcl.,’arteria subclavia’
’Z á   r Známky hyperakutní ischemie povodí ACM levo staré postmalatickéé zm ny
T,P O levo askulární mikroléze centrum semiovale bilat CT AG yö. bolu k.l..’,ACM,’arteria test’
’i ostatní loûiska, která jsou dob e diferencovatelná jen v arter. fázi. Jinak jsou játra bez
patrn˝ch nov˝ch loûisek. Dc.’,arter.,arteriální
’kalcifikace v obl. Ao, odstupy volné. Uzáv r ACI dx od odstupu p eváûn  m kk˝m plátem.’,Ao.,Aortální
’k vyö. z 9.4.2010. Rozsáhlá malacie v celém povodí a. cerebri med. sin. , progrese nálezu. Ostatní nález se nem ní,’,a.,arteria
’coilingem. Pravá je pod bazí gracilní po odstupu PICA. Zv töen ˝ prav˝ lalok ötítní ûlázy s
nehomogenním uzlem vel. 301x23mm.’,PICA.,’arteria cerebellaris posterior inferior’
Obrázek 7.1: Ukázka trénovacích dat ve formátu .ar 
pak naöe apriorní znalosti P(k) pro rozepsané zkratky jsou:
P( doc | Aortální) = 0.051420399348687834
P( doc | arteriální) = 0.5810084605150269
P( doc | arteria cerebellaris posterior inferior) = 0.08891
773105693634
P( doc | arteria communicans posterior) = 0.05829038096
P( doc | arteria) = 0.04254220747182298
P( doc | arteria subclavia) = 0.04778149418255666
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P( doc | arteria test) = 0.0390914561037055
P( doc | arteria cerebri media) = 0.05404002891776255
P( doc | ?) = 0.036907841436640755
Model je natrenovan˝ r zn˝mi zkratkami stejného typu, získané full-
textov˝m zpracováním a vyhledáváním. S ohledem na to, ûe v trénovacím
modelu mám t ídu ’?’, ke které nepat í ûádn˝ trénovací vzorek, tak tyto
pravd podobnosti algoritmus p epo ítává a p i azuje tzv. m-odhad t ídy ’?’.
Proto v celkovém v˝sledku je tato v˝sledná pravd podobnost o n co málo
menöí. Poté se vypo ítávají jednotlivé podmín né pravd podobnosti. Pro
kaûdé slovo trénovací mnoûiny se vypo te podmín ná pravd podobnost s
jakou m ûe pat it do dané t ídy. M ûeme pouûít následující vzore ek [17] :
P (doc|k) = count(doc, k) + 1
count(k) + |V | (7.3)
Kde P (doc|k) udává pravd podobnost dat, za podmínky, ûe pat í do
t ídy k. V˝po et je snadn˝ a to, tak, ûe count(doc, k) vyjad uje  etnost slov
testovacího vzorku, obsaûené v trénovací mnoûin . Z d vodu normalizace se
p i ítá jedni ka. Ve jmenovateli count(k) je po et vöech slov, t˝kajících se
naöí konkrétní t ídy k (rozepsanou léka skou zkratku - arteriální). |V | je tzv.
vocabulary neboli slovník vöech slov trénovací mnoûiny.
7.1.4 Optimální vylepöení algoritmu
Z d vodu pouûití knihovny WEKA, bylo pot eba seznámit se podrobn ji
s implementací pouûívaného algoritmu tohoto open-source produktu. Byly
zjiöt ny malé zm ny v algoritmu, oproti klasickému u ebnicovému vzore ku.
Weka pouûívá normalizaci za pomocí logaritmování a odlogaritmování jed-
notliv˝ch pravd podobností. Domnívám se, ûe d vod této implementace je
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rychlost ve zpracování v˝sledk . Normalizace vypadá takto:
P (k|doc) = WP (k)
P (doc) (7.4)
Kde W = e(log(x)≠log(y)). Argument x je tedy P (doc|k), coû uû víme, ûe je
celková podmín ná pravd podobnost daného testovacího vzorku, pat ící do
konkrétní t ídy k a y je vûdy maximální hodnotou ze vöech vypo ten˝ch x.
V podstat  hodnota W se vûdy rovná 1 v nejlepöím p ípad , kdy je nejv töí
pravd podobnost, ûe zkratka pat í do kategorie k. Pravda je taková, ûe z
normalizace vypl˝vá, ûe e0=1. Jin˝mi slovy, je-li hodnota W < 1, tak bude
v kaûdém p ípad  menöí pravd podobnost, ûe pat í do této kategorie. Je-li
W = 1 je nejv töí pravd podobnost, ûe pat í do dané kategorie. Ovöem k
jin˝m v˝sledk m je moûno se dopracovat v závislosti na apriorních znalostí
P(k), coû m ûe b˝t zp sobeno specifick˝m natrénováním dat. Nap íklad v
trénovací mnoûin  bude více rozepsan˝ch zkratek v kategorii arteria cerebri
media pro zkratku "a.", tím algoritmus bude spíöe sm  ovat numericky k
t íd  arteria cerebri media v p ípadech, kdy bude váhat, kterou t ídu vybrat
nebo jsou-li si pravd podobnosti velmi blízké.
7.2 SMO
7.2.1 Vznik
SMO (zkratka ze Sequential Minimal Optimization) je algoritmus pro  e-
öení problému kvadratického programování (QP), kter˝ vzniká p i trénování
algoritmu SVM (Support Vector Machines). Byl vynalezen Johnem Plattem
v roce 1998 ve spole nosti Microsoft Research. SMO je öiroce pouûíván pro
trénování SVM a je implementován populární knihovnou LIBSVM. Zve ej-
n ní algoritmu SMO v roce 1998 vyvolal hodn  vzruöení v komunit  SVM
v˝voja  , protoûe d íve dostupné metody pro trénování SVM byly mnohem
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sloûit jöí a v˝po etn  náro n jöí. [19]
7.2.2 Optimaliza ní problém SVM
Uvaûujme podle binární klasifikace problému s datov˝mi sady (x1, y1),...,(xn,
yn), kde x je vstupní vektor a yi œ (-1, 1) je binární název odpovídající k
n mu. Jemné rozp tí SVM je natrénováno k  eöení problému kvadratického
















kde C je SVM hyperparameter a K(xi, xj) je funkce jádra, oba dodávané
uûivatelem. Prom nné –i jsou Lagrangeovy multiplikátory. [20] [21] [23]




SMO je iterativní algoritmus pro  eöení problému optimalizace popsan˝
v˝öe. SMO rozd luje tento problém do série nejmenöích moûn˝ch díl ích
problém , které jsou pak  eöitelné analyticky. Vzhledem k lineárnímu ome-
zení rovnosti, která zahrnuje Lagrangeové multiplikátory –i, nejjednoduööí
moûn˝ problém se t˝ká dvou takov˝chto multiplikátor . Poté, pro libovolné
dva multiplikátory –1 a –2, pak platí:
0 Æ –1,–2 Æ C,
y1–1 + y2–2 = K
a takto zredukovan˝ problém lze vy eöit analyticky. Je pot eba najít mini-
mum jednorozm rné kvadratické funkce. K je negativní sou et rovnice, kter˝
v kaûdé iteraci klesá.
Algoritmus probíhá následujícím zp sobem [23]:
1. Nalezne Lagrangeovy multiplikátory –1, které poruöují Karush-Kuhn-
Tuckerovo, KKT1 podmínky pro optimaliza ní úlohy.
2. Vybere si druh˝ násobitel –2 a optimalizuje dvojici (–1, –2).
3. Opakuje kroky 1 a 2, dokud nedokonverguje.
4. Kdyû vöechny násobky Lagrange spl ují podmínky KKT (v rámci to-
lerance uûivatelem definované), problém je vy eöen. A koli tento algo-
ritmus zaru en  vûdy dokonverguje, se pouûívají heuristiky pro v˝b r
páru multiplikátor  tak, aby se urychlil postup celého algoritmu.
1KKT podmínky jsou nutné podmínky pro hledání optimálního  eöení úlohy nelineár-
ního programování, za p edpokladu, ûe i n které dalöí podmínky jsou spln ny. Je to zobec-
n ní metody Lagrangeov˝ch multiplikátor  na omezující podmínky neobsahující rovnost
(m ûe tedy obsahovat nerovnosti)
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V nejhoröím p ípad  dosahuje asymptotyckou sloûitost O(n3).
Optimalizace algoritmu je nastavená v konfiguraci klasifikátoru. Klasifi-
kátor jsem ponechal tak, jak byl v základním nastavení, byla vyuûita metoda
1 vs. 1 pro v˝po et pravd podobností. Tato metoda je lepöí neû jednoduööí
p edch dce 1 vs. All, kde se porovnávala vûdy data 1 klasifika ní t ídy ver-
sus zbytek t íd. V metod  1 vs. 1 se porovnávají vöechny moûné permutace
t íd navzájem pomocí kernel  a tím se vytvá í p esn jöí porovnání a lepöí
tvorba trénovacího modelu. Dalöím základním parametrem nastavení byla
volba jádra. Pro ú ely  eöení problému medicínsk˝ch zkratek jsem dosp l,
ûe nastavení Polykernelu (polynomické jádro) je posta ující a tím se jednalo
o vhodnou optimalizaci úlohy - korekce a klasifikace medicínského textu. Na
obrázku je znázorn ná projekce z 3D do 2D prostoru, vyuûitím polynomic-
kého jádra v algoritmu SMO WEKA.




J48 je open source Java implementace C4.5 algoritmu, generující roz-
hodovací strom. C4.5 staví rozhodovací stromy z trénovacích dat stejn˝m
zp sobem jako algoritmus ID3 2, pomocí metody informa ní entropie. Je
vylepöen˝ o tzv. "pruning"(pro ezávání stromu) a optimalizovan˝ proti p e-
u ení (over-fitting). Trénovací data jsou vyjád ena mnoûinou S = s1, s2, ... jiû
klasifikovan˝ch vzork . Kaûd˝ vzorek si se skládá z n-rozm rného vektoru
(x1,i, x2,i, ..., xn,i), kde x p edstavují atributy nebo vlastnosti vzorku, jakoû i
jako t ídu, v níû si spadá. [24]
V kaûdém uzlu stromu, C4.5 vybírá atribut, kter˝ nejú inn ji rozd luje
trénovací sadu vzork  do podskupin posilujících jednu nebo druhou t ídu.
Kritériem rozd lení(pro ezávání stromu) je normalizovaná informace zisku
(rozdíl entropie). Atribut s nejvyööím normalizovan˝m informa ním ziskem
je vybrán do role rozhodujícího. C4.5 algoritmus se pak opakuje na poduz-
lech.
7.3.1 Rozd lení C4.5
Tento algoritmus má n kolik základních p ípad . [26]
1. Vöechny vzorky v seznamu pat í do stejné t ídy. Kdyû toto nastane,
algoritmus vytvá í listov˝ uzel, kter˝ p i rozhodování klasifikuje texty
vûdy do stejné t ídy.
2. éádn˝ z atribut  nep ináöí ûádn˝ informa ní zisk. V tomto p ípad ,
C4.5 vytvá í rozhodovací uzel abstraktn  v˝ö od ko ene a pouûívá o e-
kávanou hodnotu t ídy.
2ID3 - Iterative Dichotomiser 3 je algoritmus generující rozhodovací strom, vynalezeny
Rossem Quinlanem
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3. Nalezne t ídu se kterou se nesetkal. Op t platí, ûe C4.5 vytvá í rozho-
dovací uzel v˝öe stromu pomocí o ekávané hodnoty.
7.3.2 P íklad fungování algoritmu
V pseudokódu, obecn˝ algoritmus pro vytvá ení rozhodovacích strom 
funguje následovn : [24] [25]
1. Kontroluje pro základní p ípady
2. Pro kaûd˝ atribut a
(a) Vypo te jednotlivé informa ní zisky
(b) Vyhledá normalizovan˝ podíl získané informace z pro ezání stromu
v a
3. Nech  abest atribut je nejlepöí normalizovan˝ informa ní zisk
4. Vytvo í rozhodovací uzel, kter˝ rozd luje v abest
5. Opakuje na poduzlech získan˝ch rozd lením v abest, posléze p idává
tyto uzly jako potomky uzlu
Ukázka vygenerovaného stromu pro rozhodování zda pacientka má rako-
vinu prsou, na základ  n kolik atribut , které nejú inn ji rozd lují trénovací
sadu na podskupiny lze vid t v p íloze A, na obrázku 12.2. Jedná se o atri-
buty velikost uzlu, velikost nádoru  i poloha uzlu(naho e, dole atd.). [31]
7.4 IBk
Algoritmus IBk implementuje metodu k-nejblíûöích soused . Ve strojo-
vém u ení, algoritmus k-nejbliûöích soused  (nebo k-NN v krátkosti, zkrá-
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cené z k-Nearest Neighbours) spadá mezi neparametrické 3 metody klasifi-
kace. [28]
P i k-NN klasifikaci, v˝stupem je p ísluöná t ída. Vstupní vzorek je kla-
sifikován na základ  hlasování sv˝ch soused . Testovací vzorek je p i azován
k p ísluöné t íd , jejíû vzorky jsou nejb ûn jöí mezi k- nejbliûöích soused 
(k œ N+). Pokud k = 1, pak je vzorek p i azen t íd  jediného nejbliûöího
souseda.
k-NN je typ u ení, zaloûené na instancích4, nebo téû lazy metoda(líná),
kde funkce je aproximována pouze lokáln , a vöechny v˝po ty jsou odlo-
ûeny aû do samotné klasifikace. K-NN algoritmus pat í mezi nejjednoduööí
ze vöech algoritm  strojového u ení. [28] [27] [29]
Nedostatkem algoritmu k-NN je to, ûe je citliv˝ na lokální strukturu
dat. Algoritmus nemá nic spole ného s algoritmem k-means, kter˝ je dalöí
populární metoda strojového u ení.
7.4.1 Princip
Existuje n kolik moûností v˝b ru nejbliûöích soused . Základní metriky
aplikované v algoritmu kNN jsou popsané níûe v tabulce 7.1. [29]
Pro ú ely korekce léka sk˝ch zpráv jsem si posta il se základním nasta-
vením tohoto algoritmu. Pouûíval jsem euklidovskou vzdálenost jednotliv˝ch
soused  v  i hledaného vzorku. D vodem je malé mnoûství trénovacích dat,
tím i celková asymptotická sloûitost algoritmu nep esahovala O(n).
3Neparametrické metody klasifikace - tyto metody jsou zaloûeny na podstatn  slaböích
p edpokladech neû metody parametrické, nebo  u nich nep edpokládáme znalost tvaru
pravd podobnostních charakteristik t íd.
4U ení zaloûené na instancích - buduje hypotézy p ímo z trénovacích instancí. Jin˝mi
slovy, sloûitost hypotézy m ûe r st exponenciáln  s p ib˝vajícími daty, v nejhoröím p í-
pad , hypotéza je seznam n trénovacích vzork . V˝po etní sloûitost klasifikace jedné nové
instance je O(n). Jednou z v˝hod, které tato metoda má oproti jin˝m metodám strojového













prekrytí (overlap) d(xi, xj) =
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r=1 (1≠ ”(ar(xi), ar(xj)))






Tabulka 7.1: Metriky pro nalezení k nejbliûöích soused 
7.4.2 P íklady pouûití
S nar stajícím mnoûstvím trénovacích dat, nar stá téû chybovost nebo
nep esnost tohoto algoritmu. Nejúsp ön jöí volba k záleûí na datech. Obecn 
platí, ûe vyööí hodnoty k sniûují rozptyl p i klasifikaci, ale zp sobují mén 
z etelné hranice mezi t ídami. Vhodn  velké k m ûe b˝t zvolené r zn˝mi
heuristick˝mi technikami.
P esnost k-NN algoritmu m ûe b˝t váûn  sníûena p ítomností hlu n˝ch
nebo irelevantních p íznak  (klasicky nepot ebná slova, spojky apod.).[28]
[27]
• 1-NN - Zjistíme vzdálenosti vöech prvk  trénovací mnoûiny od nezná-
mého prvku. Vybereme dan˝ prvek trénovací mnoûiny, kter˝ je nejblíûe
a neznám˝ prvek klasifikujeme do stejné t ídy.
• 3-NN - Kolem neznámého prvku vytvo íme hyperkouli, která obsahuje
práv  t i nejbliûöí prvky trénovací mnoûiny. Neznám˝ prvek klasifiku-
jeme do té t ídy, která je v hyperkouli zastoupena nejv töím po tem
prvk .
• k-NN - P i pouûití metod k-NN pro k > 1 je velmi d leûitá volba k.
Pro dv  t ídy volíme k vûdy liché (kv li jednozna nosti rozhodování)
pro více t íd mohou nastat situace, kdy nelze jednozna n  rozhodnout.
Nejd leûit jöí u tohoto algoritmu bylo nastavení parametru K, nebo-li
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nastavení nejbliûöích soused  dle Euklidovské vzdálenosti. Na základ  n ko-
lika empirick˝ch pokus  jsem dosp l k tomu, ûe nastavení klasifikátoru kNN
je nejoptimáln jöí pro K = 1. Toto téû bylo základní nastavení klasifikátoru.
Pon kud zajímav˝ byl fakt, p i n mû jsem zjistil, ûe  ím je vyööí nastavení
parametru K tím byly v˝sledky horöí a nep esné. Algoritmus klasifikoval
öpatn  a nesprávn . U n kter˝ch p ípad  dokonce p i nastavením K = 2
nebo K = 3 algoritmus vykazoval nesprávné v˝sledky. To bylo d vodem po-
nechat dataminingov˝ algoritmus pro klasifikaci textu z medicínsk˝ch dat s
nastavením K = 1. Grafické znázorn ní tvorby modelu pro klasifika ní t ídy
aorta, arteria, arytmie se vstupní testovací zkratkou "a."se m ûe zobrazit
následovn :
Obrázek 7.4: P íklad k-NN
Z obrázku vypl˝vá, ûe tento model je velmi citliv˝ na nastavení parame-
tru K. Kaûd˝ bod v prostoru znázor uje trénovací slovo v trénovací mnoûin 
dat.  ím více spole n˝ch slov má testovací v ta s trénovací mnoûinou, tím
lépe bude zklasifikována. Problém tohoto algoritmu je jeho naivní p edpo-
klad, ûe ti sousedé, kte í jsou nejblíû jsou nejsprávn jöími.
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8 Implementace  eöení
8.1 Volba v˝vojového prost edí
Pro spln ní ú elu práce bylo nutné nejprve najít vhodn˝ nástroj a to
takov ,˝ kter˝ bude spl ovat dv  hlavní kritéria. První z nich byla implemen-
tace v jazyce Java, dalöím pak, aby byl nástroj open source. Na internetu
existuje  ada nástroj  a knihoven pro v˝voj aplikací um lé inteligence. Ne-
zvolil jsem knihovnu RapidMiner1, protoûe se jedná o komer ní end-to-end
 eöení, které je zam  eno hlavn  na cílového zákazníka a nabízí hezké GUI
rozhraní. Dokumentace v Jav  mi nep iöla dostate n  srozumitelná. Dalöím
uvaûovan˝m nástrojem pro datamining byl Orange2. Jedná se o nástroj pro
dataminingové modelování, kter˝ je zam  en˝ zejména na öirokou ve ejnost.
Tím nebyl vhodn˝ pro v˝voj této aplikace. Jin˝ uvaûovan˝ dataminingov˝
nástroj byl KNIME3, kter˝ poskytuje vöechny pot ebné moûnosti pro dolo-
vání znalosti a anal˝zu textu. Nezvolil jsem tento nástroj, protoûe se jednalo
o dalöí komer ní  eöení na trhu, které je ur eno pro jinou cílovou skupinu neû
pro v˝voja e. Z toho d vodu se mi öpatn  orientovalo v jejich dokumentaci
a popis moûnosti integrace v Jav . Jako nejvhodn jöí a nejvíce pouûívan˝
v komunit  Java v˝voja   byly knihovny WEKA poskytnuté a vyvíjené v
Novozelandské univerzit  Waikato. P edností tohoto nástroje jsou jeho ob-
sáhlost, pokro ilost a optimalizovanost. Dále se mi p i programování s touto







WEKA (zkratka z Waikato Environment for Knowledge Analysis) je pro-
st edí pro anal˝zu znalostí. Obsahuje balík program  strojového u ení na-
psan˝ v Jav , vyvinut˝ na University of Waikato, Nov˝ Zéland. Weka je
svobodn˝ software dostupn˝ pod GNU licencí. Tyto dva p edpoklady na-
pl ují cíle této práce a to byl d vod, abych si vybral tuto knihovnu jako
primární zdroj algoritm . [30]
8.2.1 Format vstupních dat
Podporovan˝ formát, ve kterém jsou zpracovávaná data je .ar . Fra-
mework nabízí  adu metod jak manipulovat s .ar  soubory nebo konvertovat
data z jin˝ch formát  (jako nap .: .csv, .json, .txt apod.) do formátu .ar .
Soubor definuje 2 hlavní  ásti, se kter˝mi pracuje. První  ást obsahuje
hlavi ku, ve které definuje název relace a atributy, a druhá  ást je t lo ve
které se nachází samotná data. V mém p ípad  atributy jsou 2 typy - text
a class (atribut text typu string je textová hodnota, coû je samotn˝ text
daného  lánku a atribut class je její t ída, nebo-li kategorie ke které pat í
z n moûn˝ch). Takto strukturovaná data jsou zpracovávaná vnit n , za po-
moci speciálních metod frameworku. Ukázka formátu trénovacích dat po
transformaci do formátu ar  je moûné vid t na obrázku 7.1 na stran  52.
Kód psan˝ ve formátu ARFF je case-insensitive, nerozliöuje mezi velikostí
písmen (nap . p íkazy @relation a @RELATION jsou stejné). Dále mezery
mezi klí ov˝mi slovy a mezi jednotliv˝mi hodnotami jsou nev˝znamné. [30].
Popis pouûit˝ch atribut :
• String
Atributy String umoû ují vytvá ení atribut , které obsahují libovolné
textové hodnoty. Je vnit n  reprezentován jako  íselná hodnota (vek-
tor), proto je pot eba pouûít filtr pro manipulaci  et zce (nap .: String-
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ToWordVectorFilter). Atributy String jsou deklarovány takto:
ATTRIBUTE zkratka string
• Nominální atributy
Nominální hodnoty jsou definované jako jmenné specifikace seznamu
moûn˝ch hodnot.
<nominal-name1>,<nominal-name2>,<nominal-name3>, ...
Atribut typu nominal pak m ûe nab˝vat pouze jedné z uveden˝ch hod-
not. P íkladem m ûe b˝t atribut dx obsahující t i nominální hodnoty
reprezentující medicínskou zkratku:
@attribute class dx,dex,dextra
Atribut tímto definuje moûné klasifika ní t ídy, které léka ská zkratka
m ûe nab˝vat. P ípadn  to m ûou b˝t klasifika ní t ídy, které mají
v˝znam v˝stupní predikce.
8.2.2 Datová  ást
Datová  ást formátu ARFF slouûí k definování jednotliv˝ch hodnot atri-
but  deklarovan˝ch v hlavi ce, jin˝mi slovy k ukládání konkrétních dat pro
jednotlivé hlavi kové informace. Datová  ást se deklaruje @data na nov˝
 ádek. Chyb jící hodnoty zapisujeme pomocí znaku ?. Kaûd˝  ádek repre-
zentuje jednotlivou instanci trénovacích dat. Podle po adí datov˝ch hodnot
se pozná, která datová hodnota pat í ke konkrétnímu atributu. Záleûí tedy
na po adí hodnot a také na dodrûení jejich po tu, kter˝ musí b˝t shodn˝
s po tem atribut  v hlavi ce. Pokud máme 3 atributy, pak kaûdá instance




Tato podkapitola popisuje zp sob navrûení aplikace. Implementace je
abstraktní a znovupouûitelná. Jin˝mi slovy, p i programování jsem p em˝ö-
lel globáln  a navrhoval aplikace tak, aby zpracovávala pouûité algoritmy
stejn˝m zp sobem a nebylo t eba m nit nic, krom  v˝b ru samotného al-
goritmu. Metody pro trénování a klasifikaci dat jsou izolované, robustní a
znovupouûitelné.
8.3.1 Backend
Backend této aplikace byl napsan˝ v jazyce Java. Jedná se o webov˝
server v Jav , kter˝ obstarává zpracování poûadavk  klienta a zprost edko-
vává komunikaci s databázi. Aplikace obsahuje n kolik mapování serveru,
pro jednoduchou textovou korekci, zaloûenou na fulltextov˝ch prost edcích
CouchDB a Lucene. Dále obsahuje mapování, obstarávající poûadavky kli-
enta na dataminingovém zpracování. To bylo navrhnuto jako nadstavba p -
vodního  eöení, vyuûívající algoritmy dataminingu, tak jako trénovací data,
uloûená v databázi.
Popis balík  programu:
1. cz.zcu.fav.kiv.mre.controllers - obsahuje t ídy kontroler , obstará-
vající klientské poûadavky a mapování serveru, volané ve frontendu u
jednotliv˝ch modul .
2. cz.zcu.fav.kiv.mre.datamining - obsahuje t ídy pro datamining.
Konkrétn  tvorbu klasifikátoru, metody pro zpracování textu do po-
doby vektoru (tzv. StringToWordVector filtr), dynamické vytvá ení
trénovacích a testovacích dat do tzv. instancí, p ipravené pro pou-
ûití klasifikátoru, tak jako následné vyhodnocení v˝sledk  a predikce,
nebo-li klasifikace testovacího vzorku do konkrétní t ídy dle trénovcí
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hypotézy.
3. cz.zcu.fav.kiv.mre.filters - Filtr pro Basic Auth autorizaci
4. cz.zcu.fav.kiv.mre.generators - t ídy pro generování zkratek ze slov-
ník .
5. cz.zcu.fav.kiv.mre.JSONDocs - pomocné t ídy. Kostry entit.
6. cz.zcu.fav.kiv.mre.listener - inicializa ní nasloucháva  (Listener),
kter˝ importuje Ispell slovníky do Redis InMemery databáze.
7. cz.zcu.fav.kiv.mre.text_analysis - t ídy obstarávající metody pro
generování zkratek ze slov  i souv tí.
8. cz.zcu.fav.kiv.mre.utils - pomocné metody pro p ipojení k datata-
bázi.
8.3.2 Frontend
V˝voj fontendu byla nejnáro n jöí  ást celého  eöení. Rozhodl jsem se
naprogramovat robustn jöí  eöení v podob  pluginu do open-source texto-
vého editoru CKEditor v JavaScriptu. Tím jsem navrhnul 3 pluginy, které
je moûno libovoln  vloûit  i vybrat jako samostatné moduly pro CKEditor:
1. Plugin pro jednoduchou kontrolu pravopisu a p eklep  - plu-
ginem jsem obstarával jednoduchou kontrolu textu a jeho jednoduchou
opravu, navrhováním tzv. (suggestions), nebo-li oprav a korekce slov v
textu, která byla ozna ováná  i podtrhnutá jako neznámá, nesprávná
nebo chybná.
2. Plugin pro kontrolu pravopisu a p eklep  s nadstavbou pro
datamining - do modulu jsem navíc p idal moûnost získávání kon-
textu kolem hledaného slova za ú ely dataminingu. Rozdíl je pouze
backendov˝ ve v˝pisu navrhovan˝ch slov a jejich po adí.
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3. Plugin pro pln  automatizovanou korekci textu - plugin zcela
automaticky získává návrhy oprav slov fulltextov˝mi prost edky a na-
hrazuje neznámá  i nesprávná slova a zkratky za obdrûen˝mi návrhy ze
strany serveru. Tento plugin má praktické vyuûití pouze ve fázi v˝voje.
8.3.3 Regulární v˝razy a jejích role
Velmi d leûitou roli p i získávání kontext  kolem hledan˝ch zkratek m ly
regulární v˝razy, které jsem ve své práci pouûíval pro ú ely dataminingu.
P íklad funkce v JavaScriptu pro získávání kontextu kolem zkratky:
var text;
var medicalText = this.parser.getText(this.config.getText);
var reStr = "((?:[a-zA-Z’-]+[^a-zA-Z’-]+){0,10}\\b"+
this.parser.cleanWord(word)+
"\\b(?:[^a-zA-Z’-]+[a-zA-Z’-]+){0,10})";
var regex = new RegExp(reStr,’gm’);
var str = medicalText[0]
var m, contexts = [];
while ((m = regex.exec(str)) !== null) {





Symbol "\b" - tzv. boundary, definuje hranici obalující hledanou zkratku
a vrací pouze celá slova  i písmena odd lená mezerami a dalöími interpunk -
ními znaménky.
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V˝raz "[a-zA-Z’-]+[^a-zA-Z’-]" prohledává slova obsahující malá pís-
mena od a do z tak, jako velká písmena od A do Z, následované nepovinn 
vöemi ostatními znaky (interpunkce -,;:. atd.) krom  písmen abecedy. To
zajiö uje negace - symbolem "^".
Dále regulární v˝raz vyuûívá kvantifikátor, vajád en˝ symbolem "{0,10}",
kter˝ ur ije opakování nalezen˝ch shod p edchozí skupiny. Tím získáváme
kontext kolem hledané zkratky o vzdálenosti 10 slov p ed a 10 slov po hle-
dané zkratce.
V regulárním v˝razu taktéû vyuûívám tzv. groups, neboli seskupování
nalezen˝ch v˝sledk  v˝razu. Ty jsou definované kulat˝mi závorkami na za-
 átku a na konci v˝razu. Dalé jsou definované p ed hledanou zkratkou a po
ní. Slouûí k obalení podv˝razu. Nap íklad: group(0) bude pole, obsahující 10
slov p ed hledanou zkratkou, dokud group(1) bude pole, obsahující 10 slov
po ní.
Ve v˝razu "var regex = new RegExp(reStr,’gm’);", kter˝ spouötí re-
gulární v˝raz jsem nastavil taktéû 2 parametry. Parametr "g"uplat uje v˝raz
globáln  na celém textu, nikoliv pouze na první nalezenou shodu v po adí.
Parametr "m"umoû uje hledání za átku a konce nového  ádku, nejen  ist 
textového  et zce. Tím jsem byl schopn˝ detekovat nové  ádky v léka sk˝ch
zprávách.
K dalöímu získávání p esn jöího kontextu kolem zkratek jsem uvaûoval
o vyuûití metod um lé inteligence a zpracování p irozené  e i (tzv. NLP).
Pro tyto ú ely jsem se snaûil najít vhodnou knihovnu, která by mi k nale-
zení p esn jöích kontext  (nap . p esn˝ za átek  i konec v ty, kde se zkratka
nachází) vyhovovala. Pracoval jsem s knihovnou Polyglot v Pythonu4, která
toto  áste n  umoû ovala, ale v záv ru jsem se rozhodl, ûe se jedná o p í-
líö komplikované  eöení, které by zbyte n  zpomalovalo pr b h zpracování,
proto je vhodné pro tento typ úlohy pouûít  eöení v Jav . Základní imple-
4Odkaz na dokumentace knihovny Polyglot v Pythonu s podporou  eötiny - http:
//polyglot.readthedocs.io/en/latest/Download.html?highlight=czech
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mentaci a integraci této knihovny jsem ve své práci zahrnul, ale v kone ném
v˝sledku jsem ho nepouûil z d vodu obtíûného zpracování a zpomalení i
zkomplikování celkového nasazení a údrûby aplikace.
8.3.4 Architektura
Na diagramu architektury v p íloze A, na obrázku 12.5 je vid t architek-
tura nasazení celého projektu v praxi. Na diagramu jsou vid t backendová
mapování serveru, která jsou následn  obstarávaná v Jav . Kaûdé volání pro
korekci konkrétní léka ské zkratky vyvolává minimáln  8 fulltextov˝ch do-
taz , které Apache Lucene zracovává a vyhodnocuje. V nejhoröím p ípad ,
kdy zkratka neexistuje ani v databázi generovan˝ch zkratek,  ili fulltex-
tové vyhledávání nedokáûe hledan˝  et zec najít, se aplikují dalöí fulltextové
metody vyhledávání, pomocí Levensteinové vzdálenosti, tzv. fuzzy search o
vzdálenosti 2 znak . V tomto p ípad  aplikace vyhodnotí celkem 12 full-
textov˝ch dotaz , o 4 více oproti základním vyhledávání. V p ípad  data-
miningu se spouötí jeöt  4 fulltextové dotazy navíc. I p es takové mnoûství
dotaz  pouze pro 1 hledanou zkratku je v˝kon aplikace pom rn  sluön˝ a
pouûiteln˝ pro realtime opravu textu.
Dle diagramu v p íloze A, na obrázku 12.5 je moûné spat it, ûe v prv-
ním kroku uûivatel nejprve posílá cel˝ text léka ské zprávy na server, kde
server prochází slovníky, uloûené v Redis InMemory uloûiöti a porovnává,
zda jednotlivá slova textu jsou obsaûena ve slovnících  i nikoli. Na základ 
toho, server vrací pole nesprávn˝ch slov a ty jsou posléze barevn  odli-
öena (podtrûena  ervenou barvou) ke korekci. Dalöí mapování serveru slouûí
pro volání metod "get_suggestions", nebo-li získávání návrhu oprav kon-
krétní zkratky  i p eklep  v prost edí CKEditor. Dalöí d leûité mapování
je "get_dm_suggestions", které volá metody dataminingu navíc od klasic-
kého opravování textu a posílá je na server parametr "context", kter˝ obsa-
huje kontext kolem dané zkratky. Bez tohoto kontextu není moûné v˝sledek
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správn  zhodnotit a získat korektní predikci (klasifikaci) vzorku do p ísluöné
t ídy.
8.4 Uloûení trénovacích dat
Trénovací vzorky dat byly ukládáné do NoSQL databáze CouchDB. Od-
kud pak byly dotazované a pouûívané pro trénování algoritm  strojového
u ení.
8.4.1 Struktura databáze






"czech": "Zv˝öené mnoûství cukru ",
"latin": "hyperglycaemia"
}
Na v˝öe uvedeném p íklad  je vid t  esko-latinsk˝ medicínsk˝ slovník, kter˝
byl indexovan˝ pro fulltextové vyhledávání p es Apache Lucene nad atribut 
"latin"a "czech". Tímto zp sobem jsme schopni snadno vyhledávat odvození
nebo zkratky z text  obou atribut , nap íklad zkratku "hypergl."apod.









V tomto p íklad  se jednalo o zkratky, které zvolené nemocnice v  R pou-
ûívají jako standard lokálních nemocnic a jsou ve ejn  vypsané  i dostupné
v úkonech nemocnice5.








"odstup rovn û uzav en. Vpravo ACC ACE ACI volné.
Aa. vertebrales volné. Intrakarniáln  jinak Willis v okruh"
}
Jak je vid t, p ib˝vá navíc i atribut "TRAINING-SENTENCE", kde text
je o iöt n˝ od stop slova, coû sniûuje celkovou dobu zpracování a vyhodno-
cování algoritmem.





Tato kapitola popisuje matemetické tvary hodnotících kritérií pro v˝b r
nejvhodn jöího algoritmu. Rozhraní Weka nabízí v˝po et t chto metod, ze
které jsem vycházel p i anal˝ze v˝sledk .
9.1 Hodnotící kritéria
K ohodnocení kvality natrénovan˝ch model  jsem pouûil matriky na-
bízené pouûívaného frameworku pro anal˝zu klasifikátor . P i porovnávání
byly vypo ítávány následující hodnoty[32]:
• Pr m rná absolutní chyba (Mean Absolute Error) - Ve statis-
tice, tato hodnota (MAE) je veli ina pouûívaná k m  ení, jak blízko











Z názvu lze vydedukovat, ûe st ední absolutní chyba je pr m r abso-
lutních chyb |ei| = |pi ≠ ai|, kde pi je predikce a ai skute ná hodnota.
Pr m rná absolutní odchylka je v töinou mírou chybné p edpov di
pro anal˝zu  asov˝ch  ad 1, kde pojem "pr m rná absolutní chyba"je
n kdy pouûíván k zám n  s více standardními definicemi st ední ab-
solutní odchylky.
1 asová  ada stru n  p edstavuje soubor takov˝ch pozorování xi, které jsou získány
(nam  eny) ve specifickém  ase t. Dále m ûeme rozliöovat tzv. stochastické a determinis-
tické  asové  ady nebo aditivní, multiplikativní a smíöené. [2]
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• St ední kvadratická odchylka - (Root mean square error, tzv.
RMSE) je  asto pouûívaná míra rozdíl  mezi hodnotami p edpovída-
ného modelu a hodnotami skute n  pozorovan˝mi. RMSE p edstavuje
ukázku sm rodatné odchylky rozdílu mezi p edpokládan˝mi hodno-
tami a pozorovan˝mi hodnotami. Tento rozdíl se naz˝vá rezidua. Po-






(pi ≠ ai)2 =
Ô
MSE (9.2)
Kde MSE je Mean Squared Error (St ední kvadratická chyba), pi je
predikce a ai je skute ná aktuální hodnota. Hodnoty veli iny RMSE
pro kaûd˝ klasifikátor slouûí jako agregátor chyb predikce v  ase. Ve-
li ina RMSE je silné m  ítko, pouûívané p edevöím pro porovnávání
jednotliv˝ch algoritm  na základ  nam  en˝ch chyb v modelu. http:
//www.saedsayad.com/model_evaluation_r.htm
• Relative Absolute Error - Relativní absolutní chyba je velmi
podobná relativní  tvercové chyb  v tom, ûe je relativní vzhledem k
jednoduché p edpov di. V tomto p ípad  odchylka je celková absolutní
chyba namísto celkové  tvercové chyby. To znamená, ûe relativní abso-
lutní chyba se vypo ítává jako celková absolutní chyba a normalizuje
se vyd lením celkové absolutní chyby jednoduché p edpov di. Mate-
maticky lze relativní absolutní chybu ei vyjád it:
RAE = ei =
qn
i=1 |Pij ≠ aj|qn
i=1 |aj ≠ aˆ|
(9.3)
Kde Pij je hodnota p edpov di i pro vzorek dat j (z n vzork ), aj je







Pro dokonalé v˝sledky,  itatel musí b˝t roven 0 a ei = 0. Tím dosáh-
neme toho, ûe index ei se pohybuje v rozmezí od 0 aû do nekone na,
kde 0 odpovídá ideálnímu p ípadu (dokonalá p esnost v˝sledk ). V
praxi se snaûíme tuto hodnotu minimalizovat, ne vûdy je to moûné.
• Root Relative Squared Error - ko enová relativní  tvercová
chyba je relativní v  i tomu, co by bylo, kdyby byla pouûita jedno-
duchá p edpov  . To znamená, ûe relativní  tvercová chyba získává
celkovou  tvercovou chybu a normalizuje ji vyd lením celkové  tver-
cové chyby jednoduchou p edpov dí. Takto získané druhé odmocniny
relativní  tvercové chyby sniûuje chybu do stejn˝ch dimenzí jako je sa-
motná jednoduchá p edpov  . Matematicky, ko enová relativní  tver-
cová chyba ei se vyhodnocuje podle rovnice:
RRSE = ei =
ıˆıÙqni=1 (Pij ≠ aj)2qn
i=1 (aj ≠ aˆ)2
(9.5)
Kde Pij je hodnota p edpov di i pro vzorek dat j (z n vzork ), aj je






Znovu pro dokonalé v˝sledky,  itatel musí b˝t roven 0 a ei = 0.
9.2 Dalöí kriteria
Dalöí kriteria nabízena frameworkem k ohodnocení úsp önosti klasifikace
textu byly následující metriky:
• TP Rate: Míra pravdiv˝ch pozitiv (instance správn  klasifikované do
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dané t ídy) P íklad v˝po tu:
• FP Rate: Míra faleön˝ch pozitivních (instance nesprávn  klasifikovaná
do dané t ídy)
• P esnost: P esnost je podíl instancí z dokument  získan˝ch, které jsou
relevantní pro informa ní pot eby uûivatele.
• Kappa koeficient Cohen je míra souhlasu v rozsahu hodnot 0-1.
K = P (A)≠ P (E)1≠ P (E) (9.7)
Kde P(A) je procentuální soulad mezi realitou a klasifikátorem, P(E)
je podíl náhodné shody. K=1 znamená plná lineární závislost veli in,
K=0 je ûádná lineární závislost.
Na základ  t chto koeficient  lze hodnotit nejlépe správn  klasifikované-
/predikované léka ské termíny a medicínské zkratky. Dále jsou tyto metriky
vhodné i pro ur ování nesprávn  klasifikovan˝ch instancí. Ve své práci jsem
se zam  il na 4 základní kritéria - MAE, RAE, RMSE, RRSE.
9.3 Zhodnocení v˝sledk 
9.3.1 Jednotkové v˝sledky
Z poskytnut˝ch datov˝ch sad jsem zvolil jednu léka skou zprávu, kte-
rou jsem se snaûil zcela opravit od p eklep , zkratek a chyb. Zpráva je k
nalezení v p íloze A, na str. 92. Vybral jsem pouze jednu, protoûe kaûdá
zpráva obsahuje velké mnoûství zkratek, p eklep  a odborn˝ch abreviatúr.
Tím bylo porovnávání dataminingov˝ch algoritm  komplikované. Uvaûoval
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jsem o situaci, kdy po et zkratek ve zprávách se m ûe liöit, tím nezáleûí na
tom, zda bude zvolena jedna zpráva, obsahující kolem 20 zkratek, nebo 5
zpráv, které budou obsahovat celkov  kolem 20 zkratek. To bylo d vodem
vybrat jednu medicínskou zprávu, pro kterou jsem hodnotil kvalitu v˝sledk 
jednotliv˝ch algoritm  a chybovost trénovacích model  podle jednotliv˝ch
zkratek. Hlavním kriteriém úsp chu je po et správn  opraven˝ch, nebo-li
správn  zklasifikovan˝ch zkratek jednotliv˝ch algoritm . Vybraná léka ská
zpráva obsahovala 202 slov, ze kter˝ch 23 neznám˝ch tvar  slov  i zkratek.
Ostatní slova byla ve správném gramatickém tvaru, obsaûena ve slovnících
se standardizovan˝mi slovy, ktera jsem ukládal do Redis databáze. Tím jsem
se zam  il nad opravou t chto 23 zkratek a neznám˝ch slov. Jednalo se p e-
váûn  o medicínské zkratky v latin ,  eötin  nebo angli tin .
Je d leûité poznamenat, ûe dosaûené v˝sledky, pouze pouûitím fulltex-
tového vyhledávání bez vyuûití jakéhokoliv dataminingu, plní celkem dob e
zadan˝ úkol a umoû ují léka i manuáln  volit opravy zkratek z navrhovan˝ch
oprav p es uûivatelské rozhraní. Tato  ást práce je zam  ená na porovnávání
dataminingov˝ch algoritm , pouûívané k získávání p esn jöích v˝sledk  (ná-
vrhu) oprav. Datamining plugin pracuje s kontextem kolem zkratek, kter˝
slouûí jako testovací data pro pouûívané algoritmy a od toho se odvíjí v˝-
sledky dataminingov˝ch návrh  oprav. V˝hodou tohoto zp sobu korekce
textu je zp tné u ení a trénování existující mnoûiny dat. Tím se aplikace
m ûe neustále zlepöovat a zp es ovat.
Pro ú ely porovnání jednotliv˝ch algoritm  jsem sestavil program, testu-
jící základní scená  opravy vybrané léka ské zprávy. Program byl sestaven˝
ze 4 základních nezávisl˝ch podprogram  pro kaûd˝ algoritmus. V˝sledné
hodnoty jsem zapisoval do soubor . Kaûd˝ algoritmus vygeneroval 23 sou-
bor , 1 pro kaûdou zkratku s vyhodnocením prob hlé klasifikace a v˝pisem
kriteriálních chyb. Tyto hodnoty jsem téû vyuûíval v této kapitole ke zhod-
nocení jednotkov˝ch v˝sledk  jednotliv˝ch algoritm .
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V p íloze A, v tabulce 12.1 na stran  99 jsou v˝sledky klasifikace zkratek
dle jednotliv˝ch algoritm . Napsal jsem 4 testovací programy, dle 4 vybra-
n˝ch algoritm , na kter˝ch jsem ov  il pravdivost klasifikovan˝ch v˝sledk .
Ve v˝sledcích jsem hodnotil zejména p esnost tvorby dataminingov˝ch mo-
del  a pravdivost klasifikovan˝ch zkratek.
9.3.2 Celkové v˝sledky
Podle dat nam  en˝ch testovacím programem, jsem dosp l k tomu, ûe
nejvíce p esn˝ch klasifikaci vyhodnotil algoritmus SMO, nebo-li SVM s op-
timalizací, vyuûívající polynomické jádro a metodu porovnávání 1 vs. 1. Je
z ejmé, ûe algoritmus správn  zklasifikoval 17 vzork , dokud Multinomi-
ální Naivní Bayes a pro ezávané stromy C4.5 dokázaly zklasifikovat správn 
pouze 16. Nejh  e se p edstavil algoritmus k-nejbliûöích soused , kter˝ doká-
zal správn  zklasifikovat pouze 15 vzork . Na následujícím obrázku je vid t
po et úsp ön  zklasifikovan˝ch zkratek jednotliv˝ch algoritm :
Obrázek 9.1: Porovnávání správn˝ch klasifikací jednotliv˝ch algoritm 
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První dojem, kde je z ejmé, ûe ûádn˝ algoritmus nedokázal zklasifikovat
správn  úpln  vöechny zkratky. To je dáno v jejích naivních klasifika ních
p edpokladech, které jsou zaloûené na statistick˝ch metodách. Hlavním já-
drem správné klasifikace jsou trénovací data. Pro v töinu zpráv jsem m l
dostate né mnoûství trénovacích dat, nicmén  n které algoritmy vyûadovaly
jeöt  v töí v  ád  stovek  i tisíc  trénovacích vzork  pro konkrétní t ídu. Dále
je moûné spat it, ûe nejniûöí chybovost dle vöech 4 kriterií udává algoritmus
Multinomiální Naivní Bayes, kter˝ si dokáûe vysta it s velmi mal˝m mnoû-
stvím trénovacích dat. To byl podstata jeho nejv töí p esnosti dle m  en˝ch
odchylek. Jak je z ejmé, to vöak nesta í k tomu, aby byl nejdokonalejöí ze
vöech.
Hlavní p í inou nesprávn  zklasifikovan˝ch vzork  dat je nedostate n 
kvalitn  natrénovaná mnoûina trénovacích dat. P íkladem jsou zkratky P1
a A1. Jedná se o velmi specifické termíny v rentgenologii. Pro tyto termíny
jsem nenaöel ûádné informace ani data, tím fulltextov˝ vyhledáva  napo-
mohl trénovacím algoritm m k vytvo ení návrhu modelu z odvozen˝ch slov
"pravé"nebo "Pars sfenoidalis". To prokazuje, ûe  eöení funguje, ale je siln 
závislé na datech.
Dalöí v c, kterou je moûno post ehnout je, ûe n které odchylky jsou zcela
nulové. Nap íklad u algoritmu SMO - zkratka "bilat."-> "bilateráln ". Je
to dáno tím, ûe v trénovacích datech byla s dokonalou p esností obsaûená
data, která byla identická s testovacími daty. Jin˝mi slovy, tento vzorek
byl natrénovan˝ a posléze zklasifikovan˝ stejn˝mi daty. Tím je dosaûená
dokonalá p esnost v˝sledk . V trénovacích datech se nenacházely ûadné jiné
eventuální klasifika ní t ídy, neû ty které p esn  vyhledáváme. V praxi se
jedná o situaci, která  asto nenastává, ale v po átcích, kdy není dostatek




Úsp önost jednotliv˝ch algoritm  byla testovaná na dodan˝ch datech.
Jedna zpráva byla vybrána jako primární zdroj k testování. Obecn  nelze
 íct, kter˝ algoritmus je nejlepöí, protoûe vöechny algoritmy prokázaly po-
m rn  stejné v˝sledky s mal˝mi rozdíly. Jako nejp esn jöí z vybran˝ch algo-
ritm  s optimálním nastavením v p vodní konfiguraci byl algoritmus SVM
SMO.
To jak bude algoritmus predikovat je siln  závislé na trénovacích datech.
V tomto projektu jsem pracoval s odborn˝mi termíny a zkratkami, kter˝m
rozumí primárn  specialisté z oboru medicíny v specializaci Radiologie. Ne
kaûd˝ atestovan˝ léka  zná vöechny zkratky v medicín , obvzláö  jedná-li
se o velmi úzkou a specifickou doménu medicíny. To bylo d vodem, pro 
jsem nebyl schopn˝ natrénovat v této práci vöechny moûné zkratky. Pro
ú ely dokonalého fungování algoritm  je pot eba sbírat zp tnou vazbu a
u it algoritmy, pomocí trénovacích dat správn  a kvalitn . Pro lepöí p ehled
jsem vyjád il úplnost trénovacích dat porovnáváním následujících obázk :
Obrázek 10.1: Trénovací data [1] Obrázek 10.2: Maximalizace úplnostitrénovacích dat
Toto porovnávání nám udává ûádoucí spektrum trénovacích dat. Vizua-
lizace na prvním obrázku ukazuje skute nost, dokud obrázek napravo znáz-
nor uje perfektní realitu. Ta je ovöem t ûko dosaûitelná, protoûe je pot eba
mít vöechny medicínské zkratky v  eötin , to zahrnuje i data z jin˝ch zdra-
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votnick˝ch za ízení. Osa X graf  vyjad uje instance testovacích dat, klasicky
se jedná o medicínské zkratky, které je pot eba za adit do dané kategorie.
Kategorie jsou vyjád ené osou Y v grafech. Názorn  je vid t, ûe  ím öiröí
je spektrum dat, tím je lépe natrénovan˝ klasifikátor. Úplnost modelu je
klí ová pro lepöí v˝sledky. [1]
10.1 Dosaûené v˝sledky
V˝sledná aplikace pro korekci léka sk˝ch text  byla navrhnutá jako mo-
dulové  eöení pro textov˝ editor CKEditor v Javascriptu. Ukázky vizualizace
oprav a korekce text  je moûné prohlédnou v p íloze A, na obrázku 12.3 a
12.4. Na p íkladech je vid t fungování aplikace v praxi. Frontendové  eöení
umoû uje ukládat data do slovník  standardizovan˝ch slov. Zárove  umoû-
 uje uûivateli u it trénovací modely p esn jöími v˝sledky, p idáváním slov
a zkratek s kontextem do databáze. Tato slova jsou p idávána do trénovací
databáze pro tvorbu dataminingov˝ch model . Aplikace je jednoduchá na
ovládání, rychlost databáze CouchDB s Apache Lucene a Redis jsou v pro-
duk ním prost edí dobrou kombinací pro reáln˝ dlouhodob˝ provoz aplikace.
Na základ  anal˝zy fulltextov˝ch databází jsem dosp l k záv ru, ûe  eöení
je nasaditelné ve své základní podob  bez pouûití datamining pluginu na ja-
kékoliv modern jöí open-source databázi. Nicmén  v˝sledky test  ukazují, ûe
vybraná kombinace byla nejvhodn jöí a je taktéû vhodná pro reálné pouûití.
Plná integrace CouchDB s Apache Lucene by m la p ijit s verzí CouchDB
2.0.0, kde Lucene bude plnou sou ástí a momentáln  je v˝voja ská BETA
verze, proto jsem zvolil stable verzi 1.6.1 s integraci od Lucene. Tím jsem byl
schopn˝ dosáhnout velmi rychlé  tení a prohledávání, pomocí fulltextov˝ch
dotaz  a moûnosti od Lucene.
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10.2 Úsp önost jednotliv˝ch algoritm 
Kriteriem úsp önosti po otestování a celkovém zhodnocení byly po celou
dobu 2 hlavní faktory - p esnost a úplnost.
Do velké míry je úplnost závislá na trénovacích datech. Nyn jöí  eöení
je univerzální a lze ho pouze vylepöovat nap íklad o automatické u ení na
základ  napojení na FN Plze  a postupné rozöi ování slovník  léka sk˝ch
text . Dále tato aplikace slouûí jako podklad k v˝zkumn˝m pracím t˝mu
MRE KIV. Porovnávané algoritmy fungují naprosto odliön˝m zp sobem,
nicmén  se skoro vöechny z nich dopracovaly k podobn˝m v˝sledk m.
• SVM SMO - Algoritmus se prokázal jako nejlepöí pro ú ely klasifi-
kace textu. Nicmén  jeho hodnoty odchylek byly nezanedbatelné, ale
i p esto je vhodn˝ k  eöení zadaného problému. Algoritmus vykázal
nejlepöí p esnost.
• Implementace algoritmu C4.5 - Algoritmus je velice rychl ,˝ na úkor
toho je velmi citliv˝ p i v˝b ru prahov˝ch atribut . Z toho lze vyde-
dukovat, ûe je více náklonn˝ k chybám a nep esn˝m v˝sledk m. Tím
je i p ílíö závisl˝ na trénovacích datech. V porovnáváním vykazoval
dobré v˝sledky stejn  jako Naivní Bayes. Algoritmus vykázal dobrou
p esnost a minimální chybovost modelu.
• Metoda nejbliûöích soused  funguje dob e, ale není vhodná pro léka ské
texty z d vodu velké p ítomnosti hlu n˝ch p íznak  dat, které mohou
v ur it˝ch p ípadech negativn  ovlivnit celkové v˝sledky. Nap íklad:
"Krevní obraz: B-Le: 13,50 B-Ery: 4,83 B-Hb: 157 B-HTK: 0,463 B-Obj
ery.: 96 B-Hb ery: 32,5 B-Hb konc: 338 B-Erytr.k ivka: ".
Zde zkratky jako B-Hb, B-Hb ery., B-Hb konc. mají vûdy jin˝ v˝znam
a uvaûování algoritmu by vykazovalo nep esné v˝sledky. V práci jsem
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ponechal základní optimální nastavení tohoto algoritmu, které p i tes-
tování vykazovalo nejmén  chyb a p esto algoritmus vyzákal nejhoröí
p esnost.
• Naivní Multinomiální Bayes prokázal dobré v˝sledky v celkovém po-
rovnání. Jednoduchá metoda uvaûování rovnom rné distribuce funguje
úsp ön  a to s velmi dobr˝mi v˝sledky. Kvalitní natrénování modelu
s dostupn˝mi daty by dopomohlo k jeho zdokonalení. P esnost nebyla
nejlepöí, chybovost byla nejmenöí.
Dalöí moûnosti pro aplikaci dataminingov˝ch algoritm  nad léka sk˝mi
texty v  eském jazyce m ûou b˝t kombinace n kolik algoritm  nap íklad Ba-
yes a SVM, p ípadn  zahrnout metody Itemsets a N-gramy, které je moûno
znovu zkombinovat a otestovat nad dostupn˝mi daty. Dalöí vylepöení to-
hoto projektu lze dosáhnout lepöím p edzpracováním v˝sledk . Nap íklad
implementací pokro ilejöí filtrace dat p ed trénováním, ale na úkor delöího
 asového zpracování  i celkové v˝konnosti nyn jöího  eöení.
V rámci tohoto projektu jsem naimplementoval metodu pro filtraci dat,
která ignoruje zkratky, které nezná. D vodem je sníûít riziko öpatné klasi-
fikace jednotliv˝ch nalezen˝ch zkratek. Tato metoda je vhodná pro úplnost
text . Medicínské texty jsou odborné a jakákoliv chyba v reálném ûivot 
m ûe zasáhnout zdraví a ûivot daného pacienta.
83
11 Záv r
Náplní této práce bylo navrhnout, implementovat a otestovat  eöení pro
korekce medicínsk˝ch semistrukturovan˝ch dat, pomocí datamining metod.
Metody dataminingu jsem pouûil pro p esn jöí navrhování oprav p i korekci
léka sk˝ch zkratek a medicínsk˝ch termín . Ze vöech testovan˝ch metod
jsem zhodnotil a vybral tu nejefektivn jöí pro ú ely této diplomové práci.
Zjistil jsem, ûe trénovací data jsou základem dobré klasifikace. Toto byl
d vod pom rn  podobn˝ch v˝sledk  jednotliv˝ch algoritm . V˝razné roz-
díly byly  asové odezvy zpracování dat, zejména na úrovni fulltextov˝ch
databází. Jemn jöí rozdíly byly patrné v chybovosti a p esnosti jednotliv˝ch
algoritm .
V˝stupem této práce je program umoû ující korekci léka sk˝ch text 
v prost edí CKEditor ve form  modul . Na základ  dostupn˝ch dat jsem
dosáhnul nejp esn jöí a nejúpln jöí v˝sledky s algoritmem Support Vector
Machines, zaloûen˝ na optimalizaci SMO. V nastavení algoritmu byl pou-
ûit˝ model polynomického jádra a metoda porovnávání t íd 1 vs 1. Téû bych
tento algoritmus doporu oval jako nejlepöí pro zpracování text . Dalöím al-
goritmem, kter˝ prokazoval zna n  dobré v˝sledky byl Miltinomiální Naivní
Bayes.
Nelze jednozna n   íct, kter˝ dataminingov˝ algoritmus je nejlepöí pro
 eöení zadaného problému. Existuje skupina klasifika ních dataminingov˝ch
metod, které plní ú ely této práce. Na základ  test  a porovnávání jsem
zvolil ty nejp esn jöí z nich.
Základní  eöení aplikace, zaloûeno pouze na fulltextov˝ch prost edcích je
taktéû vhodné pro reálné pouûití a umoû uje navrhování oprav chyb v textu.
To je zaloûeno na fulltextovém vyhledávání zástupn˝ch znak  a tzv. fuzzy
search. Na základ  zát ûov˝ch test  jsem zvolil CouchDB s integrací Apache
Lucene pro rychlé vyhledávání.
84
Literatura
[1] Ing. EKäTEIN, Kamil Ph.D. — p ednáöky Teorie Kognitivních systém .
[online] Pouûito na str. 80, 81, 90
[2] Ing.  OUPAL, Tomáö Ph.D. — p ednáöky Modely  ízení ve firm . [on-
line] Pouûito na str. 73
[3] Hugo J, Vokurka M. Velk˝ léka sk˝ slovník 7. vydání, 2008. , ISBN:
978-80-7345-130-1, EAN: 9788073451301 (2008). Pouûito na str. 13
[4] Internetová jazyková p íru ka. Zpracovatel: mpra c• 2008–2016 Jazyková
poradna ÚJ  AV  R, v. v. i - Zkratky  ist  grafické . Dostupné na
internetu: http://prirucka.ujc.cas.cz/?id=780 . Pouûito na str. 14
[5] Kopeck ,˝ M. — Dokumentografické Informa ní Systémy [online]. Slidy
k p ednáöce. Dostupné na internetu: http://www.ms.mff.cuni.cz/
~kopecky/vyuka/dis/. Pouûito na str. 24, 28
[6] Pánek, K. — Architektury a modely webov˝ch stroj  [online].
Lupa.cz . Dostupné na internetu: http://www.lupa.cz/clanky/
architektury-a-modely-webovych-stroju/. Pouûito na str. 24
[7] Oracle. [online]. Full-Text Searches with Query Expansion. Dostupn˝ z:
http://dev.mysql.com/doc/refman/5.7/en/fulltext-search.html.
Pouûito na str. 29
[8] Ranks NL company 2014. [online]. Stop words in Czech language. Do-
stupn˝ z: http://www.ranks.nl/stopwords/czech. Pouûito na str. 30
[9] Oracle. [online]. Full-Text Searches with Query Expansion.
Dostupn˝ z: https://dev.mysql.com/doc/refman/5.7/en/
fulltext-query-expansion.html. Pouûito na str. 31
85
[10] PostgreSQL. [online]. Chapter 12. Full Text Search. Dostupn˝ z: https:
//www.postgresql.org/docs/8.3/static/textsearch.html. Pouûito
na str. 32
[11] PostgreSQL Documentation. [online]. GiST and GIN Index Ty-
pes: Dostupné z URL http://www.postgresql.org/docs/9.1/static/
textsearch-indexes.html. Pouûito na str. 33
[12] Apache Lucene Documentation. [online]. Lucene Information Retrieval
and VSM model. Dostupné z URL https://lucene.apache.org/core/
3_0_3/api/core/org/apache/lucene/search/Similarity.html. Po-
uûito na str. 41
[13] KUO, Cheng-Ju; LING, Maurice HT; LIN, Kuan-Ting and HSU, Chun-
Nan, "BIOADI: a machine learning approach to identifying abbreviations
and definitions in biological literature", [online] DOI:10.1186/1471-2105-
10-S15-S7, Online ISSN 1471-2105 (2009). Pouûito na str. 18
[14] USAMA Fayyad, Gregory Piatetsky-Shapiro, Padhraic Smyth, From
Data Mining to Knowledge Discovery in Databases. [Online] DOI:
http://dx.doi.org/10.1609/aimag.v17i3.1230. Pouûito na str. 48
[15] SOUMEN Chakrabarti, Martin Ester, Usama Fayyad, Johannes Ge-
hrke, Jiawei Han, Shinichi Morishita, Gregory Piatetsky-Shapiro, Wei
Wang, Data Mining Curriculum: A Proposal (Version 1.0), [Online] URL:
http://www.kdd.org/curriculum/index.html April 30, 2006. Pouûito
na str. 48
[16] EIBE, Frank; BOUCKAERT, Remco R. , Naive Bayes for Text Classi-
fication with Unbalanced Classes, Computer Science Department, Uni-
versity of Waikato, New Zealand. ISBN:3-540-45374-1 978-3-540-45374-1
DOI:10.1007/11871637 49 (2013). Pouûito na str. 51
86
[17] RAGHAVAN, Prabhakar - Text Classification : The Naive Bayes al-
gorithm - Adapted from Lectures by Prabhakar RAGHAVAN (Yahoo
and Stanford) and Christopher Manning (Stanford), Stanford University
(2013). [online] URL http://cecs.wright.edu/~tkprasad/courses/
cs707/L13NaiveBayesClassify.ppt Pouûito na str. 51, 53
[18] BARBER, David - Bayesian Reasoning and Machine Learning, [on-
line] URL http://web4.cs.ucl.ac.uk/staff/D.Barber/textbook/
240415.pdf ISSN: 0163-5700 DOI:10.1145/2636805.2636813 (2008). Po-
uûito na str. 51
[19] PLATT, John - Sequential Minimal Optimization: A Fast Algorithm for
Training Support Vector Machines, ISBN: 0-262-19416-3 (1998). Pouûito
na str. 55
[20] CHANG, Chih-Chung; LIN, Chih-Jen. "LIBSVM: A library for support
vector machines". ACM Transactions on Intelligent Systems and Tech-
nology (2011). DOI:10.1145/1961189.1961199 Pouûito na str. 55
[21] ZANNI, Luca. Parallel Software for Training Large Scale Support Vec-
tor Machines on Multiprocessor Systems (2006). ISSN: 1532-4435 EISSN:
1533-7928. Pouûito na str. 55
[22] doc. Ing. éIéKA, Jan CSc - Support vector machines (SVM):
Algoritmy podp rn˝ch vektor  [online]. posl. revize 9. 12. 2004
[cit. 2012–04–25]. Vy atek z p ednáöek http://is.muni.cz/el/1433/
podzim2006/PA034/09_SVM.pdf. Pouûito na str. 55, 57
[23] RIFKIN, Ryan - "Everything Old is New Again: a Fresh Look at Histo-
rical Approaches in Machine Learning", Ph.D. thesis (2002). Pouûito na
str. 55, 56
[24] QUINLAN, J. R., C4.5: Programs for Machine Learning. Morgan Kau-
fmann Publishers, (1993). ISBN 1-55860-238-0. Pouûito na str. 58, 59
87
[25] QUINLAN, J. R., Improved use of continuous attributes in c4.5. Journal
of Artificial Intelligence Research, 4:77-90, ISSN 1076 - 9757. (1996).
Pouûito na str. 59
[26] PATERA, Jan - Rozhodovací stromy. Brno: FAKULTA ELEKTRO-
TECHNIKY A KOMUNIKA NÍCH TECHNOLOGIÍ ÚSTAV AUTO-
MATIZACE A M  ÍCÍ TECHNIKY, Diplomová práce (2008). Pouûito
na str. 58
[27] ALTMAN, N. S., "An introduction to kernel and nearest-neighbor
nonparametric regression". The American Statistician. ISSN 0003-1305
(Print) (1992). 60, 61
[28] COOMANS, D.; MASSART, D.L., "Alternative k-nearest neighbour
rules in supervised pattern recognition : Part 1. k-Nearest neighbour
classification by using alternative voting rules". DOI:10.1016/S0003-
2670(01)95359-0 (1982). Pouûito na str. 60, 61
[29] Nigsch F, Bender A, van Buuren B, Tissen J, Nigsch E, Mitchell JB.
"Melting point prediction employing k-nearest neighbor algorithms and
genetic parameter optimization". Journal of Chemical Information and
Modeling. Print Edition ISSN: 1549-9596. Web Edition ISSN: 1549-960X
(2006). Pouûito na str. 60
[30] Weka [online]. [cit. 2012–04–11]. URL http://weka.wikispaces.com.
Pouûito na str. 64, 65
[31] Mohd Fauzi bin Othman,Thomas Moh Shan Yau - "Comparison of Di-
 erent Classification Techniques", Control and Instrumentation Depart-
ment, Faculty of Electrical Engineering, Universiti Teknologi Malaysia,
Skudai, Malaysia. ISSN: 2231-2307 (2007). Pouûito na str. 59
[32] J. Scott Armstrong and Fred Collopy. "Error Measures For Generalizing
About Forecasting Methods: Empirical Comparisons"(PDF). Internati-
88
onal Journal of Forecasting 8 (1). DOI:10.1016/0169-2070(92)90008-w.
(1992). Pouûito na str. 73
89
Seznam obrázk  a p íklad 
2.1 Histogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.1 Vektorov˝ model fulltextu . . . . . . . . . . . . . . . . . . . 26
5.1 Map Reduce ukázka . . . . . . . . . . . . . . . . . . . . . . 38
7.1 Ukázka trénovacích dat ve formátu .ar  . . . . . . . . . . . . 52
7.2 SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
7.3 Polykernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.4 P íklad k-NN . . . . . . . . . . . . . . . . . . . . . . . . . . 62
9.1 Porovnání algoritm  . . . . . . . . . . . . . . . . . . . . . . 78
10.1 Trénovací data [1] . . . . . . . . . . . . . . . . . . . . . . . . 80
10.2 Maximalizace úplnosti trénovacích dat . . . . . . . . . . . . 80
12.1 Testovací léka ská zpráva . . . . . . . . . . . . . . . . . . . . 92
12.2 Rozhodovací strom algoritmu J48 . . . . . . . . . . . . . . . 93
12.3 Neopravená léka ská zpráva . . . . . . . . . . . . . . . . . . 94
12.4 Opravená léka ská zpráva . . . . . . . . . . . . . . . . . . . 94
12.5 High level architecture . . . . . . . . . . . . . . . . . . . . . 95
90
Seznam tabulek
5.1 Scéná  1 - po et dokument  obdrûen˝ch p i paralelním  tení
po dobu 30 vte in. Zkratka  . znamená  ádk , doc - JSON
dokument  . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Scéná  2 - po et dokument  obdrûen˝ch p i paralelním  tení
a zápisu po dobu 30 vte in.. Zkratka  . znamená  ádk , doc
- JSON dokument  . . . . . . . . . . . . . . . . . . . . . . . 45
5.3 Scéná  3 - doba k obdrûení [ms.] 4x 1000 dokument  p i pa-
ralelním  tení 4 vláknami. . . . . . . . . . . . . . . . . . . . 46
7.1 Metriky pro nalezení k nejbliûöích soused  . . . . . . . . . . 61
12.1 V˝sledky m  ení klasifikací zkratek jednotliv˝ch algoritm . . 99
91
12 P íloha A
V této p íloze se nachází grafy, tabulky, ukázky a p íklady
Bez intrakraniální hemorhagie, klínovitá hypodenze vel. 25x20mm na
rozhraní povodí ACM a ACA vpravo, spíöe staröí ischemie. Hypodenze
vel. 35x30mm v levé moze kové hemisfé e, staröí postmalatické loûisko.
St edo arové struktury bez p esunu, komorov˝ systém a SA prostory
mírn  rozöí ené p i atrofii mozku a moze ku. VDN v zachyceném rozsahu,
mastoidální sklípky a st edouöí bilat. bez patol. obsahu.
CT perfúze: provedeno po podání kontrastu i.v.
Prodlouûen˝ TTP a CBF vpravo v povodí ACM, se zachováním CBV,
tedy bez vytvo eného loûiska nekrozy, kompletní v˝padek perfuze pouze v
místech nativn  popsan˝ch hypodenzit.
CTA kr ních tepen a mozku: Provedeno po podání kontrastní látky i.v.
Ateroskleroza oblouku aorty. Odstupy z aortálního oblouku jsou volné v
b ûném uspo ádání. Vinut˝ pr b h ACC bilat. V˝razn  vinut˝ pr b h
ACI bilat. , vlevo volná, vpravo v odstupu ateromatozní plát nevedoucí k
v˝znamné stenoze. Intrakraniáln  subtotální uzáv r M1 vpravo (v délce cca
6 mm), perifern  se plní cévní  e iöt  v povodí ACM vpravo graciln . Aplazie
A1 a ACoP vpravo, aplazie P1 vlevo. AV bilat. volné, levá za odstupem
s coilingem. Pravá je pod bazí gracilní po odstupu PICA. Zv töen˝ prav˝
lalok ötítní ûlázy s nehomogenním uzlem vel. 301x23mm.
Záv r: Akutní ischemie bez vytvo eného loûiska nekrozy vpravo v povodí
ACM p i jejím subtotálním uzáv ru v M1.
























Obrázek 12.3: Neopravená léka ská zpráva























ID Správně v praxi Hledanázkratka
Algorit
mus MAE RAE RMSE RRSE Predikce algoritmu Pravdivost
NBM 0.0002 0.0552 0.0004 0.0886 malém oběhu ne
SMO 0.25 72.7273 0.3118 76.98 malém oběhu ne
kNN 0.1875 54.5455 0.2165 53.4522 malém oběhu ne
C4.5 0.125 36.3636 0.25 61.7213 množství ne
NBM 0.0015 0.547 0.003 0.8258 rychlost cirkulace (time to peak) ano
SMO 0.2222 81.4815 0.3103 84.4617 rychlost cirkulace (time to peak) ano
kNN 0.1515 55.5556 0.2033 55.3283 rychlost cirkulace (time to peak) ano
C4.5 0.2 73.3333 0.3162 86.0707 rychlost cirkulace (time to peak) ano
NBM 0.0015 0.374 0.0018 0.4237 patologického ano
SMO 0.2222 55.5556 0.2722 62.9941 patologického ano
kNN 0.2667 66.6667 0.2828 65.4654 patologického ano
C4.5 0.3333 83.3333 0.4082 94.4911 patologického ano
NBM 0.0034 1.7602 0.014 4.4988 Arteria carrotis interna ne
SMO 0.1728 89.0228 0.2815 90.7097 Arteria carrotis interna ne
kNN 0.0936 48.1928 0.1489 47.977 Arteria carrotis interna ne
C4.5 0.0963 49.5984 0.2194 70.7182 Arteria carrotis interna ne
NBM 0.0006 0.2775 0.0012 0.3587 vedlejší dutiny nosní ano
SMO 0.2041 87.4636 0.301 89.1712 vedlejší dutiny nosní ano
kNN 0.1143 48.9796 0.1633 48.3718 vedlejší dutiny nosní ano
C4.5 0.125 53.5714 0.25 74.0539 vedlejší dutiny nosní ano
NBM 0.0034 1.7602 0.014 4.4988 Arteria carrotis interna ano
SMO 0.1728 89.0228 0.2815 90.7097 Arteria carrotis interna ano
kNN 0.0936 48.1928 0.1489 47.977 Arteria carrotis interna ano
C4.5 0.0963 49.5984 0.2194 70.7182 Arteria carrotis interna ano
NBM 0.0018 0.7882 0.0071 2.1097 Arteria cerebri media ano
SMO 0.2041 88.3929 0.3012 89.7059 Arteria cerebri media ano
kNN 0.0952 41.25 0.1361 40.5334 Arteria cerebri media ano
C4.5 0.0606 26.25 0.1741 51.8505 Arteria cerebri media ano
NBM 0.0009 0.2264 0.0018 0.4265 pravé ne
1 pars sfenoidalis M1.
2 Time to peak TTP
3 patologického patol.
4 arteria carrotiscommunis ACC
5 vedlejší dutiny nosní VDN
6 arteria carrotisinterna ACI
7 arteria carrotismedia ACM
8 ? P1
SMO 0.2222 58.3333 0.2722 64.715 pravé ne
kNN 0.1905 50 0.202 48.0384 Pars sfenoidalis úseky M1-М2 ne
C4.5 0 0 0 0 Pars sfenoidalis úseky M1-М2 ne
NBM 0.0049 2.7264 0.0159 5.3558 Arteria carrotis interna ne
SMO 0.16 89.8876 0.2722 91.4874 Arteria carrotis interna ne
kNN 0.09 50.5618 0.15 50.4219 Arteria carrotis interna ne
C4.5 0.1 56.1798 0.2236 75.1646 Arteria carrotis anterior ano
NBM 0.0056 2.0566 0.0176 4.8007 zadní dolní mozečková tepna ano
SMO 0.2222 81.4815 0.3103 84.4617 zadní dolní mozečková tepna ano
kNN 0.1515 55.5556 0.2033 55.3283 zadní dolní mozečková tepna ano
C4.5 0.2 73.3333 0.3162 86.0707 zadní dolní mozečková tepna ano
NBM 0.0031 1.1709 0.0112 3.0899 angiografie ne
SMO 0.2222 83.105 0.3103 85.6377 angiografie ne
kNN 0.1282 47.9452 0.172 47.4681 angiografie ne
C4.5 0.1111 41.5525 0.2357 65.0465 Arterie ne
NBM 0.0246 17.241 0.0327 22.9232 intravenozně ano
SMO 0 0 0 0 intravenozně ano
kNN 0.1429 100 0.1429 100 intravenozně ano
C4.5 0 0 0 0 intravenozně ano
NBM 0.0165 7.8302 0.0554 17.2322 rychlost cirkulace ne
SMO 0.1875 88.9535 0.2912 90.5201 rychlost cirkulace ne
kNN 0.1029 48.8372 0.1556 48.3718 rychlost cirkulace ne
C4.5 0.125 59.3023 0.25 77.702 rychlost cirkulace ne
NBM 0.3333 100 0.3333 100 milimetru ano
SMO 0 0 0 0 milimetru ano
kNN 0.3333 100 0.3333 100 milimetru ano
C4.5 0 0 0 0 milimetru ano
NBM 0.3333 100 0.3333 100 milimetru ano
SMO 0 0 0 0 milimetru ano
kNN 0.3333 100 0.3333 100 milimetru ano
C4.5 0 0 0 0 milimetru ano
NBM 0.3333 100 0.3333 100 milimetru ano
9 arteria carrotisanterior ACA
10 zadní dolnímozečková tepna PICA.
11 ? A1
12 intravenozně i.v.




SMO 0 0 0 0 milimetru ano
kNN 0.3333 100 0.3333 100 milimetru ano
C4.5 0 0 0 0 milimetru ano
NBM 0.0255 9.794 0.0734 20.6769 počítačová tomografická ano
SMO 0.2222 85.446 0.3103 87.4388 počítačová tomografická ano
kNN 0.1282 49.2958 0.172 48.4664 cavum douglasi ne
C4.5 0.1667 64.0845 0.2887 81.3408 počítačová tomografická ano
NBM 0.1994 79.774 0.1995 79.7912 bilaterálně ano
SMO 0 0 0 0 bilaterálně ano
kNN 0.25 100 0.25 100 bilaterálně ano
C4.5 0 0 0 0 bilaterálně ano
NBM 0.0038 2.1128 0.0138 4.6091 Arteria communis posterior ano
SMO 0.16 89.4118 0.2722 91.1295 Arteria communis posterior ano
kNN 0.0947 52.9412 0.1579 52.8681 Arteria communis posterior ano
C4.5 0.1111 62.0915 0.2357 78.9204 Arteria communis posterior ano
NBM 0.0006 0.2118 0.001 0.2551 velmi suspektní ne
SMO 0.24 82.5 0.3162 84.8668 velikosti ano
kNN 0.1455 50 0.1818 48.795 velmi suspektní ne
C4.5 0.1333 45.8333 0.2582 69.2935 vyšetření ne
NBM 0.001 0.3628 0.0029 0.7927 Mozkový krevní průtok (Cerebral ano
SMO 0.2222 82.7586 0.3103 85.4298 Mozkový krevní průtok (Cerebral ano
kNN 0.1389 51.7241 0.1863 51.2989 Mozkový krevní průtok (Cerebral ano
C4.5 0.1852 68.9655 0.3043 83.7708 Mozkový krevní průtok (Cerebral ano
NBM 0.0073 2.6538 0.0233 6.4836 Cerebral Blood Volume ano
SMO 0.24 86.8966 0.3162 88.0559 Cerebral Blood Volume ano
kNN 0.1333 48.2759 0.1667 46.4095 Cerebral Blood Volume ano
C4.5 0.1486 53.7931 0.2726 75.8947 Mozkový krevní průtok (Cerebral ne
NBM 0.0034 1.1076 0.0077 1.999 subarachnoidální ano
SMO 0.24 78.9474 0.3162 82.1995 subarachnoidální ano
kNN 0.16 52.6316 0.2 51.9875 subarachnoidální ano







19 arteria communicansposterior ACoP
20 velikosti vel.
21 Central Blood Flow CBF
22 Central BloodVolume CBV
23 subarachnoidální SA





*.xls, .csv - datamining anal˝za, vstupní a p edzpracovávaná data
*.pdf - Anal˝za slov a zkratek - Histogram
Tests
/Datamining algs testy - testy v jav , testující vybrané datamining
algoritmy
/Fulltext dbs testy - testy v jav , testující základí scéná e NoSQL
databází
Návod na pouûivání testovacích program 
Import scripts
/Pg - DDL a DML skripty pro postgreSQL, v etn  import dat
/CouchDB - DDL a DML bash skript pro CouchDB, v etn  import
dat
/MongoDB - DDL a DML bash skript pro MongoDB, v etn  import
dat
Prerekvizity
Java JDK, JRE, Tomcat a Eclipse - prerekvizity pro nasazení aplikace
Program
dep-jar - knihovny a závislosti, pot ebné pro kompilace projektu
bin - zkompilované zdrojové kódy do spustitelné podoby
src - kompletní okomentovan˝ zdrojov˝ kód programu
WebContent - Front-endová  ást navrûeného  eöení
mrekiv.war - zkomprimovan˝ soubor J2EE projektu
build.xml - soubour pro sestavení J2EE projektu
Text
tex - text diplomové práce ve formátu LaTeX
pdf - text diplomové práce ve formátu Adobe PDF
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