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Chapter 1
Introduction
The goal of this work is to introduce and classify certain classes of non-linear Fredholm maps in terms
of stable homotopy groups and to define cohomotopy invariants in gauge theoretical Gromov-Witten
theory.
1.1 A homotopy classification of certain classes of non-linear
Fredholm maps
In a now classical result in non-linear analysis, Svarc gives an interpretation of a certain type of non-
linear perturbations of linear Fredholm maps between Banach spaces in terms of stable homotopy
groups of spheres ([42], see also [8]). Svarc associates with every coercive compact perturbation µ of
a fixed linear Fredholm map d between two infinite dimensional Banach spaces a map between finite
dimensional spheres, well defined up to suspension. Here we call a map coercive if preimages of bounded
sets under this map are bounded. This idea to approximate maps between infinite dimensional spaces
by maps between finite dimensional spaces in a certain way has been introduced by Furuta to gauge
theory: Gauge theoretical moduli problems often lead to maps µ : E −→ F between Hilbert bundles
E and F over a compact base manifold B, equivariant with respect to a symmetry group G which
acts fiberwise on the bundles E and F . The classical approach to define invariants of such moduli
problems is to consider the space of solutions µ−1(0) modulo the G-action and to associate with it a
(virtual) fundamental class, which is the invariant. In Seiberg-Witten theory, the map µ is called the
monopole map; it is defined between Hilbert bundles over a compact torus and the symmetry group
is S1. In his work on the 118 -conjecture [17], Furuta studies a finite-dimensional approximation of the
monopole map instead of the moduli space of monopoles itself. Subsequently, Bauer and Furuta [7]
more formally introduced cohomotopy refined Seiberg-Witten invariants. Their joint publication is
based on their independent preprints [4] and [16]. The underlying idea is the formalization of this new
approach: to replace the moduli space of monopoles with a finite dimensional approximation of the
monopole map, defined as an element in a stable cohomotopy group. In [34], Okonek and Teleman
present a different framework for cohomotopy invariants. Let us point out some differences between
the approach of Bauer and Furuta and of Okonek and Teleman which will be of importance:
Let G be a compact Lie group and let E and F be two G-Hilbert bundles over a compact base
B with trivial G-action. Let µ : E −→ F be a G-equivariant fiberwise map, which is a compact
perturbation of a linear Fredholm map d. Bauer and Furuta require the map µ to be coercive and they
fix the linear Fredholm map d. Furthermore, they fix an infinite dimensional G-Hilbert space H (a
universe) and assume that the fibers of E and F respectively are isomorphic to H. Then they associate
with the map µ an element {µ} ∈ pi0G,H(B; ind d) in a certain stable homotopy group. The definition
of this group uses a presentation of the index of the G-Fredholm morphism d.
Okonek and Teleman’s invariants are defined in the case G = S1 and when the action of S1 is
semifree. By that we mean that the bundles E and F split as fiber products E = ER ×B EC and
3
4F = FR ×B FC consisting of a real bundle with trivial S1-action and of a complex bundle with
standard S1-action. The real parts ER and FR are assumed to be trivialized.
The maps considered by Okonek and Teleman are smooth S1-equivariant fiberwise maps µ : E −→ F
which satisfy a properness condition and which are compact perturbations of a linear Fredholm map
d. This Fredholm morphism is the fiberwise differential of µ at the zero-section. It is allowed to vary
on the complex part, whereas on the real part of the bundles, it is supposed to be a fixed fiberwise
constant isometric embedding. Furthermore, a non-vanishing property is imposed: the image of the
S1-fixed locus under µ is assumed to avoid a neighbourhood of the zero section. This non-vanishing
property already appeared in Furuta’s preprint [16].
Okonek and Teleman associate with such a map µ an element {µ} in a group αp−1(y), which is
defined by an involved stabilization process. Here (−p, y) ∈ Z × K(B) is the index of the linear
Fredholm map d. In particular, Okonek and Teleman also stabilize with respect to the presentation
(EC, FC) of the element y ∈ K(B) in order to avoid a dependence of the groups on this presentation
of y.
In [5, Theorem 2.1], Bauer proves that the map that associates with a homotopy class [µ] its
Bauer-Furuta invariant {µ} is a bijection between the set of homotopy classes of maps µ they are
considering and the group pi0G,H(B; ind d) in which the invariants are defined. This result gives a
geometric description of the stable homotopy groups as homotopy classes of maps between Hilbert
bundles. It generalizes the result of Svarc obtained in the non-equivariant case when the base space B
is a point.
We ask the following questions:
1. Is there a similar description for Okonek and Teleman’s invariants?
2. Can the Okonek-Teleman invariants be generalized for general compact Lie groups G and arbi-
trary reprensentations?
3. Do the two approaches fit into a common framework and under what conditions can they be
compared?
We will answer these questions completely. To do so, we present a general framework for construct-
ing cohomotopy invariants that leads to a generalization of both Bauer and Furuta’s and Okonek and
Teleman’s construction. This generalization allows us to explain the conceptual differences between
the respective approaches both on the level of homotopy classes of maps between infinite dimensional
bundles and on the level of stable homotopy groups.
We use a new approach to define cohomotopy invariants. It starts with the following two questions:
1. What is finite dimensional approximation?
2. What are the finest possible cohomotopy invariants?
The leading idea is that the finite dimensional approximation of an admissible map µ should capture
its homotopy type. This rather vague statement is made precise by a reformulation of the notion of
finite dimensional approximation. We define a suitable set-valued functor on a category whose objects
are composed of finite dimensional G-bundles. Then we realize the set of homotopy classes of maps µ
between two fixed infinite dimensional G-Hilbert bundles as a colimit of this functor. This approach
leads to a conceptually different understanding of what finite dimensional approximation is. It allows
the reduction to a finite dimensional setting in a formal way: by using the universal property of the
colimit. Thus, the usual arguments to show that a construction is independent of a particular choice
of approximation become superfluous. Second, this approach allows the construction of group valued
invariants in a natural way: The idea is to replace the original set valued functor by a group valued
functor and to take the colimit of this new functor. Using the language of functors we can formulate
precisely in what sense the group valued invariants are the finest possible.
We now explain our main results in more details. We consider G-equivariant maps µ : E −→ F
between a special class of G-equivariant Hilbert bundles. Our bundles may contain a real summand,
not necessarily trivialized, equipped with the trivial G-action, and a complex summand consisting of
a unitary G-bundle. In fact we fix the irreducible representations of G that may occur by choosing
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an arbitrary subset ρ ⊂ Irr(G,C) ∪ {R}. We introduce a non-vanishing property in terms of a fixed
isotropy family Ω of subgroups of G. It generalizes the non-vanishing property imposed by Okonek and
Teleman on their class of maps. The maps µ : E −→ F we study have the following three properties:
1. The map µ is coercive.
2. There is a linear G-Fredholm morphism d : E −→ F , such that µ− d is compact.
3. The image of E(Ω) under µ avoids a neighbourhood of the 0-section in F . Here E(Ω) denotes the
subset of E consisting of the points whose stabilizer is an element of Ω.
Such a map µ we call Ω-(Fredholm) map. There is a natural notion of Ω-(Fredholm) homotopy
and we denote the set of homotopy classes of Ω-maps by G[E ,F ]ΩB . Our first result concerns finite
dimensional approximation. We introduce a category ρHB , whose objects are pairs of finite dimensional
G-Hilbert bundles. The notion of Ω-maps leads to a natural functor pΩ : ρHB −→ Set which associates
with a pair (E,F ) of G-bundles the set of homotopy classes of Ω-maps m : E −→ F . We can now
formulate the principle of finite dimensional approximation in the following way:
Theorem 1.1.1. There is a natural transformation p : pΩ −→ G[E ,F ]ΩB between the functor pΩ and
the constant functor G[E ,F ]ΩB. This natural transformation is a colimit.
It is important to observe that we concretely construct the natural transformation p and that it
does not depend on any further choices.
There is now a natural way to produce group valued invariants: Let (piΩ, τ) be a pair consisting of
a functor piΩ : ρHB −→ Group and a natural transformation τ : pΩ −→ UpiΩ, where U : Group −→ Set
denotes the forgetful functor. We obtain a natural map
G[E ,F ]ΩB = colim pΩ −→ colimUpiΩ −→ U colimpiΩ. (1.1)
Here the first map is induced by the natural transformation τ and the second map is the natural map
given by the universal property of colimUpiΩ. The image of the homotopy class [µ] is then the group
valued invariant. In order to loose as little information as possible, it is natural to look for a pair
(piΩ, τ), such that the map colim pΩ −→ colimUpiΩ induced by τ is a bijection. In our situation, there
is a natural model for such a pair (piΩ, τ). The idea is to replace proper maps between finite dimensional
bundles with maps between their one point compactifications: Recall that Ω-maps between bundles E
and F are by definition proper. They extend to maps between the fiberwise one point compactified
bundles E+B and F
+
B .
We define a functor
p+Ω : ρHB −→ Set, (E,F ) 7→ G[E+B , F+B ]ΩB . (1.2)
Clearly, there is a natural transformation + : pΩ −→ p+Ω that associates with an Ω-map m : E −→ F
its extension m+ : E+B −→ F+B . We obtain the following result:
Theorem 1.1.2. The natural transformation + is stably bijective. In particular, the induced map
colim pΩ −→ colim p+Ω (1.3)
is a bijection.
We prove this theorem using a very concrete geometric construction that shows essentially that
after stabilization with a trivial real summand, any Ω-map n : E+B −→ F+B becomes homotopic to
a map of the form m+. There are two important points to make: First, it is essential that we are
allowed to stabilize with a trivial real summand. Second, we work with Ω-homotopies fibered over a
base. Because our construction is very concrete, it is straightforward to verify that it yields indeed
a fiberwise Ω-homotopy in the sense we need. Notice that Bauer uses a similar statement to prove
surjectivity in [5, Theorem 2.1].
In the next step, we define a group valued functor piΩ in a straightforward way, so that UpiΩ is
naturally isomorphic to p+Ω . Then we put ρPΩ(B) := colimpiΩ. The induced map
{ } : G[E ,F ]ΩB = colim pΩ =ˆ−→ colim p+Ω =ˆ−→ colimUpiΩ −→ U colimpiΩ = UρPΩ(B). (1.4)
6is our cohomotopy invariant.
Asking for a version of Bauer’s theorem [5, Theorem 2.1] in this context means asking in what
sense forming the colimit of piΩ commutes with the forgetful functor. The observation one has to
make is that the category ρHB is not connected. It has a decomposition ρHB =
∐
x∈Kρ(B)HB(x)
into connected components indexed by a group Kρ(B). This group is by definition the subgroup
of KO(B) × KG(B), generated by KO(B) and by elements of the form [Wχ] ⊗ K(B) where Wχ is
an irreducible representation with character χ ∈ ρ. The decomposition into connected components
induces decompositions
• piΩ = ⊕x∈Kρ(B) colimpiΩ(x)
• colimUpiΩ =
∐
x∈Kρ(B) colimUpiΩ(x)
where piΩ(x) is the functor obtained as the restriction of piΩ to the subcategory ρHB(x). We find a
similar decomposition G[E ,F ]ΩB =
∐
x∈Kρ(B) G[E ,F ]ΩB(x). Here G[E ,F ]ΩB(x) is the set of homotopy
classes of Ω-maps µ which are of the form µ = d+ c with a linear Fredholm map of index x. Similarly
to the definition of Kρ(B) we can also define K−1ρ (B). We put ρPΩ(B, x) := colimpiΩ(x). Then we
obtain the following result:
Theorem 1.1.3. Assume that K−1ρ (B) = 0. Then the map
G[E ,F ]ΩB(x) −→ ρPΩ(B, x) (1.5)
is bijective.
The maps considered by Bauer and Furuta are compact perturbations of a fixed linear Fredholm
map. Okonek and Teleman consider compact perturbations of a linear Fredholm map whose real part is
fixed. In order to generalize their constructions, we introduce the notion of framed Ω-Fredholm maps.
Let ρ0 ⊂ ρ be a subset and put ρ∗ := ρ − ρ0. Then every ρ-bundle E has a canonical decomposition
E = E0 ×B E∗, where E0 is a ρ0-bundle and E∗ is a ρ∗-bundle. Fix now a linear Fredholm map
l : E0 −→ F0. Then an Ω-Fredholm map µ is l-framed if it has a decomposition µ = d + c with a
compact map c and a linear Fredholm map d of the form d = l × d∗. Let G[E ,F ]Ω,lB denote the set of
homotopy classes of l-framed Ω-Fredholm maps.
Similarly to the unframed case, we can define a category whose objects are composed of finite
dimensional G-bundles. Let now V ⊂ F0 be a finite dimensional subbundle with the properties that
l−1(V ) is a finite dimensional subbundle of E0 and that the pair (l−1(V ), V ) represents the index of
l (we call such a bundle l-adapted). Then we can define a set valued functor pl,VΩ by considering
homotopy classes of Ω-maps between finite dimensional G-bundles. We obtain the following result:
Theorem 1.1.4. There is a natural transformation pl,V : p
l,V
Ω −→ G[E ,F ]Ω,lB between the functor pl,VΩ
and the constant functor G[E ,F ]Ω,lB . This natural transformation is a colimit.
The following two observations are important: In order to define the functor pl,VΩ only the presenta-
tion (l−1(V ), V ) of the index of l is needed. However we need the embeddings l−1(V ) ⊂ E0 and V ⊂ F0
to define the natural transformation pl,V . This means that our finite dimensional approximation and
therefore our invariants depend on this data.
Very similarly to the unframed case, we define a group valued functor pil,VΩ and a stably bijective
natural transformation pl,VΩ −→ Upil,VΩ . Again, there is a natural map induced by this data:
{ }l : G[E ,F ]Ω,lB = colim pl,VΩ −→ colimUpil,VΩ −→ U colimpil,VΩ =: ρPl,VΩ (B). (1.6)
It realizes our invariants in a group.
As before, there are natural decompositions of the set G[E ,F ]Ω,lB and of the group ρPl,VΩ (B):
• G[E ,F ]Ω,lB =
∐
y∈Kρ∗ (B) G[E ,F ]
Ω,l
B (y)
• ρPl,VΩ (B) = ⊕y∈Kρ∗ (B)Pl,VΩ (B)
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It turns out that the restriction imposed on the linear part has a consequence to the bijectivity of
the invariant map:
Theorem 1.1.5. Assume that K−1ρ∗ (B) = 0. Then the invariant map
{ }l : G[E ,F ]Ω,lB (y) −→ ρPl,VΩ (B, y) (1.7)
is bijective for any y ∈ Kρ∗(B).
The assumption of the previous theorem is of course satisified when ρ = ρ0. The statement then
becomes an analogon to Bauer’s theorem [5, Theorem 2.1]. Last, we compare the framed with the
unframed invariants with the following outcome:
Theorem 1.1.6. Let y ∈ Kρ∗(B) and set x := (indρ0 l, y) ∈ Kρ(B). Then there are natural surjective
maps
• G[E ,F ]lB(y) −→ G[E ,F ]B(x)
• ρPl,VΩ (B, y) −→ ρPΩ(B, x)
They are bijective when K−1ρ0 (B) = 0.
Assume now that we are in the situation where the Okonek-Teleman invariants are defined: Let
G = S1, let E = ER ×B EC and F = FR ×B FB be two Hilbert bundles, where ER and FR are
trivial real bundles with trivial S1-action and where EC and FC are complex Hilbert bundles with
standard S1-action. Let l : ER −→ FR be a fiberwise constant linear embedding and let V ⊂ FR be a
complement of the image of l of dimension p. Furthermore, fix an element y ∈ K(B). In [34], Okonek
and Teleman introduce the stable cohomotopy group αp−1(y). We set ρ = {R, idS1}, and Ω = {S1}.
Then we prove:
Theorem 1.1.7. There is a natural isomorphism
αp−1(y)
∼=−→ ρPl,VΩ (B, y). (1.8)
The Bauer-Furuta cohomotopy groups pi0G,H(B; ind d) are obtained by putting Ω = ∅ and by fixing
the linear map d : E −→ F on the whole space (i.e by putting ρ0 := ρ).
It is clear from this description that there are two conceptual differences between the Okonek-
Teleman and the Bauer-Furuta invariants: First, the choice of ρ0, i.e. the locus where the linear
Fredholm map fixed. Second, the choice of Ω. We show that when K−1(B) = 0, there is a natural
comparison map
αp−1(y) −→ pi0G,H(B; ind d), (1.9)
between the two stable cohomotopy groups which maps the Okonek-Teleman invariant to the Bauer-
Furuta invariant.
1.2 Cohomotopy invariants in gauge theoretical Gromov Wit-
ten theory
Gauge theoretical Gromov-Witten theory is concerned with the moduli space of symplectic vortices
on Riemann surfaces. They have been studied by Mundet motivated by his work on the Kobayashi-
Hitchin correspondence ([30], [29], [28]), by Cielebak, Gaio, Mundet, and Salamon ([12] and [11]) in
an attempt to describe Gromov-Witten invariants of symplectic quotients, by Okonek and Teleman in
[32], and by Mundet and Tian in [31].
Bauer asks whether there are homotopy interpretations of Donaldson or Gromov-Witten invariants
([5, page 43]). We define cohomotopy invariants in Abelian gauge theoretical Gromov-Witten theory.
Let G be a compact Abelian Lie group acting unitarily on a Hermitian vector space V and let µ :
8V −→ g∗ be a moment map for this action. Let Σ be a compact Riemann surface. Then the vortices
over Σ are the solutions of the following vortex equations:
∂¯aϕ = 0
∗Fa + µ(ϕ) = 0
(1.10)
Here a is a connection in a principal G-bundle P and ϕ : P −→ V is a G-equivariant map. This is the
moduli problem explained for instance in [12]. In fact, we work with a more general moduli problem
introduced by Okonek and Teleman in [32]. It takes into account an additional symmetry coming from
the fact that G is assumed to be a subgroup of a (not necessarily Abelian) compact Lie group Gˆ, and
that the action of G is induced by a unitary action of Gˆ on V . In this introduction we restrict to the
simpler case G = Gˆ in order to simplify the notation.
The vortex equations give rise to the vortex map
v : A(P )×A0(P ×G V ) −→ A0(Σ, g)×A0,1(P ×G V ), (a, ϕ) 7→
(∗Fa + µ(ϕ), ∂¯aϕ) . (1.11)
This map is invariant with respect to the natural action of the gauge group C∞(Σ, G). In order to
apply the cohomotopy theory developed in the first part, we are faced with the following questions:
1. Can the vortex map V be replaced by a map ν : E −→ F between G-Hilbert bundles, defined
over a compact base manifold?
2. Is the map ν a Fredholm map?
The solution to the first problem is to reduce the setup in a natural way. We want to avoid
complications arising from considering the infinite dimensional gauge group C∞(Σ, G). Because we
are in the Abelian case, this can be achieved in a standard way (see [43] and [15]). To obtain Hilbert
bundles, we need to work with Sobolev completions with respect to L2k-norms throughout. This is a
technical, but important point. We produce G-Hilbert bundles Ek and Fk over a compact torus B of
dimension b1(Σ) dim g in a natural way. The answer to the first question is then given by the following
proposition:
Proposition 1.2.1. The vortex map induces a map
νk : Ek+1 −→ Fk (1.12)
fibered over the compact torus B.
A careful analysis of the map νk shows that it is indeed a compact perturbation of a linear Fredholm
map. Our main result in this section says that when k ≥ 3, then the map νk so obtained is coercive,
i.e. preimages of bounded sets under ν are bounded. This result generalizes the compactness results
obtained by Okonek and Teleman in [32, Theorem 2.12] and by Cielebak, Gaio, and Salamon in [12,
Proposition 3.5]. In fact, we prove the following stronger statement:
Theorem 1.2.2. There exists a polynomial P ∈ R[X], such that
||e||k+1 ≤ P (||νk(e)||k) for all e ∈ Ek+1. (1.13)
Therefore, the map νk is a Fredholm map. Let ρ ⊂ {R} ∪ Irr(G,C) be a subset containing R and
every irreducible character that appears in the representation of G on the Hermitian vector space V .
Then we obtain a cohomotopy invariant {νk} ∈ ρP∅(B).
Our analysis yields more: The real part of the bundles Ek+1 and Fk is trivial and the fibers of the
bundles Ek+1 and Fk over a point b are given as follows:
• Ek+1(b) ∼= (im d∗)k+1 ×A0 (P ×G V )k+1;
• Fk(b) ∼= A0(Σ, g)k ×A0,1 (P ×G V )k.
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Furthermore, the map νk is a compact perturbation of a linear Fredholm map, whose real part is
given by the map l : (im d∗)k+1 −→ A0(Σ, g)k, s 7→ ∗ds. The image of l is (im d∗)k, which has the
complement V := ker d ∼= g. Additionally, let Ω be the isotropy family of all positive dimensional
subgroups of G. We prove that in many interesting situations νk is a Ω-Fredholm map. Therefore the
map νk defines an element [νk]l ∈ G[E ,F ]Ω,lB and thus the following cohomotopy invariant:
{νk}l ∈ ρPl,VΩ (B). (1.14)
Chapter 2
Preliminaries
In this chapter, we collect known results from topology, fiberwise topology, representation theory, index
theory, and category theory.
2.1 Proper maps
We collect several well known facts about proper maps. The main reference is [9, §I.10]. Map always
means continuous map and X,Y denote topological spaces if not specified otherwise.
Definition 2.1.1. A map f : X −→ Y is proper if for all topological spaces Z, the map f × idZ :
X × Z −→ Y × Z is closed.
Theorem 2.1.2. A map f : X −→ Y is proper if and only if f is closed and f−1(y) ⊂ X is quasi-
compact for every y ∈ Y .
Proof. [9, §I.10.2, Theorem 1].
Proposition 2.1.3. Let f : X −→ Y be an injective map. Then the following three statements are
equivalent:
1. f is proper.
2. f is closed.
3. f is a homeomorphism of X onto a closed subset of Y .
Proof. [9, §I.10.2, Proposition 2].
Proposition 2.1.4. Let f : X −→ Y be a proper map, and let K be a quasi-compact subset of Y .
Then f−1(K) is quasi-compact.
Proof. [9, §I.10.2, Proposition 6].
There are two classes of spaces for which the converse is true as well:
Proposition 2.1.5. Let X be a Hausdorff space and let Y be a locally compact space. Then a map
f : X −→ Y is proper if and only if f−1(K) is compact for every compact subset K of Y . Furthermore,
if f is proper, then X is locally compact.
Proof. [9, §I.10.2, Proposition 7].
Corollary 2.1.6. Let X and Y be two locally compact spaces with Alexandroff compactifications X+
and Y +. Then a map f : X −→ Y is proper if and only if f+ : X+ −→ Y + is continuous.
Proposition 2.1.7. Let X and Y be Banach spaces. Then a map f : X −→ Y is proper if and only
if f−1(K) is compact for every compact subset K of Y .
10
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Proof. [8, Theorem 2.7.1].
Definition 2.1.8. A map f : X −→ Y between Banach spaces is coercive if f−1(B) is bounded for
every bounded subset B ⊂ Y .
Lemma 2.1.9. A map f : X −→ Y is coercive if and only if f(xn)→∞ for every sequence (xn)n∈N
in X with xn →∞.
Proof. Let f be coercive and let (xn) be a sequence in X with xn →∞. Let R > 0. Since f is coercive,
f−1(DR(Y )) ⊂ X is bounded. Since xn → ∞, there exists n0 ∈ N, such that xn /∈ f−1(DR(Y )) for
all n ≥ n0. Hence |f(xn)| > R for all n ≥ n0. Therefore f(xn)→∞. If f is not coercive, there exists
R > 0, such that f−1(DR(Y )) ⊂ X is unbounded. Thus, for every n ∈ N there exists xn ∈ f−1(DR(Y ))
with |xn| > n. Then xn →∞, but |f(xn)| < R for all n ∈ N.
Proposition 2.1.10. Let f : X −→ Y be a coercive map between Banach spaces. Then f is proper if
either
1. f is a compact perturbation of a proper mapping; or
2. X is reflexive, and xn ⇀ x weakly in X with (f(xn)) strongly convergent, implies that xn → x
strongly.
Proof. [8, §2.7.2].
Following Bauer & Furuta [7], we define
Definition 2.1.11. Let X and Y be Banach spaces. A map f : X −→ Y is Fredholm, if there exists
a linear Fredholm map d : X −→ Y , such that f − d : X −→ Y is compact.
Proposition 2.1.12. Let X,Y be Banach spaces and let f : X −→ Y be a Fredholm map.
1. Let A ⊂ X be a bounded and closed subspace. Then f |A : A −→ Y is proper.
2. If f is coercive, then it is proper.
Proof. [7, Lemma 2.2]: They formulate it for Hilbert spaces, but the proof holds also for Banach
spaces.
In a remark following [7, Lemma 2.2], Bauer and Furuta give an example of a Fredholm map
f : H −→ H with H a Hilbert space, which is proper, but not coercive.
2.2 Fiberwise topology
We collect the basic definitions and results from fiberwise topology that we need in this work. The
references are [13] and [19]. For simplicity we assume all our spaces to be Hausdorff. We fix a base
space B. A fiberwise space (with base B) is a topological space X, together with a map p : X −→ B.
When W is a topological space then we write W := W ×B for the trivial fiberwise space with base B
and fiber W .
Definition 2.2.1. A fiberwise space p : X −→ B is fiberwise open (closed, compact), if the projection
p is open (closed, proper).
Proposition 2.2.2. A fiberwise space X is fiberwise closed if and only if for each fiber Xb of X and
each neighbourhood U of Xb in X, there exists a neighbourhood W of b, such that XW ⊂ U .
Proof. [19, Proposition 1.8].
Proposition 2.2.3. Let X be a fiberwise space, let (Bj)j∈J be an open cover of B. If XBj −→ Bj is
fiberwise open (closed, compact) for all j ∈ J , then X is fiberwise open (closed, compact).
Proof. [19, Proposition 1.15, Proposition 3.9].
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Example 2.2.4. Fiber bundles are fiberwise open because every trivial fiberwise space is fiberwise
open. Fiber bundles with compact typical fiber are fiberwise compact.
Proposition 2.2.5. A fiberwise space X is fiberwise compact if and only if it is fiberwise closed and
the fiber Xb is compact for all b ∈ B.
Proof. Immediate consequence of Theorem 2.1.2.
Proposition 2.2.6. A fiberwise space X is fiberwise compact if and only if for each fiber Xb of X
and each overing Γ of Xb by open sets of X there exists a neighbourhood W of b, such that a finite
subfamily of Γ covers XW .
Proof. [19, Proposition 3.3].
Proposition 2.2.7. Let A ⊂ X be a fiberwise compact subspace of a fiberwise space X. Then A is
closed.
Proof. Let x ∈ X−A and set b := p(x) ∈ B. For each a ∈ Ab choose open and disjoint neighbourhoods
Ua ⊂ X of a and Va ⊂ X of x. It follows that Ab ⊂ ∪a∈AbUa. By the previous proposition, we may
choose a finite number of points a1, . . . , an ∈ Ab and an open neighbourhood W ⊂ B of b, such that
AW ⊂ ∪ni=1Uai =: U . Put V := ∩ni=1Vai ⊂ X. It is an open neighbourhood of x ∈ X and U ∩ V = ∅.
Then VW := V ∩ XW is still an open neighbourhood of x and VW ∩ A = VW ∩ AW = ∅. Hence
X −A ⊂ X is open.
Proposition 2.2.8. Let f : X −→ Y be a fiberwise map between fiberwise spaces. If X is fiberwise
compact, then so is f(X).
Proof. [19, Proposition 3.7].
The following observation shows that for compact base spaces B there is no difference between the
notions ”compact” and ”fiberwise compact”.
Lemma 2.2.9. Let p : X −→ B be a fiberwise space.
1. If X is compact, then X is fiberwise compact.
2. If B is compact and if X is fiberwise compact, then X is compact.
Proof. IfX is compact, then the projection p : X −→ B is closed and has compact fibers. If p : X −→ B
is proper, then X = p−1(B) is compact if B is compact.
Lemma 2.2.10. Let f : X −→ Y be a proper fiberwise map between fiberwise spaces. Let C ⊂ Y be
fiberwise compact. Then f−1(C) is fiberwise compact.
Proof. Since f is proper, so is f |f−1(C) : f−1(C) −→ C. The subspace C is fiberwise compact, i.e. the
projection C −→ B is proper. The statement follows from the fact that f is a fiberwise map and that
the composition of two proper maps is proper.
Definition 2.2.11. Let K ∈ {R,C}. A fiberwise topological K-vector space is a fiberwise space X,
together with fiberwise maps
X ×B X −→ X and K×X −→ X, (2.1)
which induce in each fiber Xb the structure of a topological vector space, compatible with the relative
topology of Xb.
A fiberwise normed (K-vector) space is a fiberwise topological K-vector space X, together with a
map
| | : X −→ R, (2.2)
which induces in each fiber Xb a norm compatible with the topology on Xb. It is a fiberwise (K-)Banach
space if the fibers equipped with that norm are Banach spaces.
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A fiberwise (K-)Hilbert space is a fiberwise topological K-vector space, together with a map
〈 , 〉 : X ×B X −→ K, (2.3)
which induces in each fiber Xb a scalar product making the fiber into a Hilbert space.
Notation 2.2.12. Let X be a fiberwise normed space and let c ∈ R. Then we write X≥c := {x ∈
X
∣∣ |x| ≥ c}.
Definition 2.2.13. Let X be a fiberwise normed space. A subset A ⊂ X is fiberwise bounded, if
there exists a map b : B −→ R, such that |a| ≤ b(p(a)) for all a ∈ A.
Definition 2.2.14. Let f : X −→ Y be a fiberwise map between fiberwise normed spaces. It is
fiberwise compact, if for any fiberwise bounded subset S ⊂ X, there exists a fiberwise compact subspace
C ⊂ Y , such that f(S) ⊂ C.
Definition 2.2.15. A fiberwise map f : X −→ Y between fiberwise normed spaces is fiberwise
coercive, if f−1(T ) ⊂ X is fiberwise bounded for every fiberwise bounded subset T ⊂ Y .
Definition 2.2.16. A fiberwise map f : X −→ Y between fiberwise normed spaces is fiberwise
bounded, if f(S) is fiberwise bounded for every fiberwise bounded subset S ⊂ X.
Lemma 2.2.17. Let X be a fiberwise normed space with finite dimensional fibers. Let A ⊂ X be a
fiberwise bounded, fiberwise closed, and closed subspace. Then A is fiberwise compact.
Proof. It follows from the assumptions that each fiber Ab ⊂ Xb is a bounded and closed subspace of a
finite dimensional normed vector space. Hence it is compact. Since A is fiberwise closed, the statement
follows from Proposition 2.2.5.
Proposition 2.2.18. A closed subspace A ⊂ B ×Rn is fiberwise compact if it is fiberwise bounded.
Proof. [19, Proposition 3.10].
Proposition 2.2.19. Let B be a paracompact space and let X be a fiberwise normed vector space. Let
A ⊂ X be a fiberwise compact subspace. Then A it is fiberwise bounded.
Proof. For n ∈ N set Un := (n−1/2, n+1) ⊂ R and let Xn :=
{
x ∈ X ∣∣ |x| ∈ Un}. Then X = ∪n∈NXn.
For each b ∈ B, the family Xn ∩A covers the fiber Ab. Since A is fiberwise compact, there is an open
neighbourhood Wb ⊂ B of b and a number nb ∈ N, such that AWb ⊂ ∪n≤nbXn ∩ A. The space B is
paracompact, therefore there exists a subset B′ ⊂ B, such that B = ∪b′∈B′Wb′ is a locally finite cover
that admits a partition of unity (τb′)b′∈B′ . Define β : B −→ R by β(b) :=
∑
b′∈B′ τb′(b)(nb′ + 1). We
claim that the function β bounds A: let x ∈ Ab for some b ∈ B. We know that there are only finitely
many b′ ∈ B′ with b ∈Wb′ . And for those b′ ∈ B′ we have x ∈ AWb′ and therefore |x| < nb′ . Then:
β(b) =
∑
b′∈B′
τb′(b)nb′ ≥
∑
b′∈B′
τb′(b)|x| = |x|. (2.4)
Corollary 2.2.20. Let B be compact and let X,Y be fiberwise normed vector spaces over B. A
fiberwise map f : X −→ Y is
1. fiberwise coercive if and only if f−1(T ) is bounded for all bounded subsets T ⊂ Y ;
2. fiberwise bounded if and only if f(S) is bounded for all bounded subset S ⊂ X.
Proof. When B is compact, a closed subset T ⊂ Y is fiberwise bounded if and only if it is bounded.
And the closure of a (fiberwise) bounded set is (fiberwise) bounded. The statement follows.
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2.3 Representation theory
In this section, we collect the results on representation theory that we will need. The main reference
is [10, Chapters 2 & 3]. See also [22, §1.5], [47], and [14].
Let G be a compact Lie group. By a (continuous, complex) G-module V we mean a complex Banach
space V , together with a continuous action G × V −→ V , such that left translation lg : V −→ V is
a bounded linear operator for all g ∈ G. The G-module V is called unitary when V is a Hilbert
space and when all left translations are unitary operators. A closed G-invariant subspace is called a
G-submodule. A G-module is called irreducible if it contains no proper G-submodules.
Proposition 2.3.1. All irreducible G-modules are finite dimensional. When G is abelian they are
one-dimensional.
Proof. By [10, Chapter 2, Corollary 5.8] they are finite dimensional, by [10, Chapter 2, Proposition
1.13] one dimensional when G is abelian.
Proposition 2.3.2 (Schur’s Lemma).
1. Let V and V ′ be irreducible G-modules. Let f : V −→ V ′ be an equivariant, bounded linear map.
Then f = 0 or f is an isomorphism.
2. Let V be an irreducible G-module. Let f : V −→ V be an equivariant, bounded linear map. Then
f = λ idV for some λ ∈ C.
Proof. [10, Chapter 2, Theorem 1.10].
Let V be a finite dimensional G-module. Its character is by definition the map χV : G −→
C, g 7→ tr(lg). The character of an irreducible G-module is called an irreducible character. A finite
dimensional G-module is determined up to isomorphism by its character ([10, Chapter 2, Theorem
4.12]). Let Irr(G,C) be a complete list of pairwise non-isomorphic irreducible unitary G-modules. We
will often identify it with the set of irreducible characters of G.
Proposition 2.3.3 (Isotypical decomposition). Let V be a finite dimensional G-module. There is a
natural isomorphism of G-modules
d : ⊕W∈Irr(G,C) HomG(W,V )⊗CW −→ V (2.5)
Proof. [10, Chapter 2, Proposition 1.14]. Observe that the direct sum appearing in the proposition is
finite, since V is finite dimensional.
In the infinite dimensional situation, similar results can be deduced from the Theorem of Peter and
Weyl. Let V be a G-module. Let Vs be the subspace generated by the finite dimensional G-subspaces
of V .
Proposition 2.3.4.
1. There is a natural morphism of G-modules
c : ⊕W∈Irr(G,C) HomG(W,V )⊗CW −→ V. (2.6)
It is injective and has image Vs.
2. Let W ∈ Irr(G,C) and let U ⊂ Vs be a G-invariant linear subspace. Then U ⊂ c(W ) if and only
if the irreducible submodules of U are isomorphic to W .
Proof. [10, Chapter 3, Proposition 1.7].
Theorem 2.3.5. Let V be a G-module and let Vs be the subspace generated by the finite dimensional
G-subspaces of V . Then Vs is dense in V .
Proof. [10, Chapter 3, Theorem 5.7].
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For unitary G-modules more can be said: Before doing so we recall the notion of an infinite direct
sum of Hilbert spaces from [14, page 314] (see also [36, page 338]). Let H be a Hilbert space and let
(Hα)α∈A be a family of pairwise orthogonal closed subspaces. We say that H is the (internal) direct
(Hilbert) sum of the Hα, if
∑
α∈AHα = H. We define the (external) direct (Hilbert) sum of a family
of Hilbert spaces (Hα)α∈A by
⊕ˆα∈AHα :=
{
(hα) ∈
∏
α∈A
Hα
∣∣ ∑
α∈A
||hα||2 <∞
}
⊂
∏
α∈A
Hα. (2.7)
The metric on ⊕ˆα∈AHα is defined by 〈(hα), (h′α)〉 :=
∑
α∈A〈hα, h′α〉. When a Hilbert space H is
the internal direct sum of a family of subspaces (Hα)α∈A, there is a natural isometry H ∼= ⊕ˆα∈AHα
between H and the external direct sum of the family (Hα). Therefore we will drop the distinction
between internal and external direct sum.
Let H be a G-module, and let h ∈ H and f ∈ C0(G) := C0(G,C). We define
f ∗ h :=
∫
G
f(g)ghdg ∈ H, (2.8)
where
∫
G
dg denotes the invariant integral (see [10, Chapter 3 §5.1]).
Let χ : G −→ C be an irreducible character. With dimχ we denote the dimension of an irreducible
representation with character χ. Put eχ := dimχ · χ¯ ∈ C0(G) and define
Pχ : H −→ H by h 7→ eχ ∗ h. (2.9)
Then we have the following theorem:
Theorem 2.3.6. Let H be a unitary G-module and let χ 6= ψ ∈ Irr(G,C) be irreducible characters.
1. The operator Pχ is an orthogonal projection operator onto a closed subspace Hχ.
2. Hχ and Hψ are orthogonal.
3. H is the Hilbert sum of the Hχ for χ ∈ Irr(G,C).
4. Hχ is the smallest closed subspace of H containing all irreducible submodules with character χ.
Proof. [10, Chapter, 3 Theorem 5.10].
Remark 2.3.7. Let H be a unitary G-module and let W ∈ Irr(G,C) be an irreducible unitary
G-module with character χW . Let cW : HomG(W,H) ⊗C W −→ H be the natural map. Then
im cW = Hχ
W
.
Proof. It follows directly from Proposition 2.3.4 that the subspace im cW is the smallest G-submodule
that contains all irreducible submodules with character χW . Therefore its closure is the smallest
closed G-submodule that contains all irreducible submodules with character χW . Therefore im cW =
HχW .
Let H be a unitary G-module and let W be an irreducible unitary G-module. We define a scalar
product on HomG(W,H) as follows: Let ϕ,ψ : W −→ H be G-equivariant linear maps. Then ψ∗ ◦ϕ ∈
HomG(W,W ). Schur’s Lemma implies that there is a unique λ ∈ C, such that ψ∗ ◦ ϕ = λ idW . We
put 〈ϕ,ψ〉 := λ.
Lemma 2.3.8. The space HomG(W,H) together with the scalar product 〈, 〉 is a Hilbert space.
Proof. [14, Lemma 7.3.1].
The tensor product HomG(W,H)⊗W is naturally a Hilbert space (see [14, page 314] and [47, page
66]) and we have the following statement:
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Lemma 2.3.9. The canonical map cW : HomG(W,H)⊗W −→ H is an isometric embedding.
Proof. [14, Lemma 7.3.1].
Corollary 2.3.10. Let H be a unitary G-module. Then there is a natural isomorphism of G-modules
cˆ : ⊕ˆW∈Irr(G,C) HomG(W,H)⊗CW −→ H (2.10)
Proof. The Hilbert space direct sum ⊕ˆW∈Irr(G,C) HomG(W,H) ⊗C W is the completion of the (alge-
braic) direct sum ⊕W∈Irr(G,C) HomG(W,H)⊗CW . Since H is complete, the map
c : ⊕W∈Irr(G,C) HomG(W,H)⊗CW −→ H (2.11)
extends uniquely to a bounded linear map
cˆ : ⊕ˆW∈Irr(G,C) HomG(W,H)⊗CW −→ H. (2.12)
This map is injective: Let ϕ ∈ ker cˆ. Then there is a sequence ϕn ∈ ⊕W∈Irr(G,C) HomG(W,H) ⊗C W
with ϕn → ϕ. The element cˆ(ϕ) is by definition the limit of the sequence c(ϕn) ∈ H. Therefore
c(ϕn) −→ 0. By the previous lemma, for every W ∈ Irr(G,C), the map cW is an isometry. Therefore
c is also an isometry and |ϕn| = |c(ϕn)| → 0. Therefore ϕ = 0.
Since the image of c is Hs and Hs is dense in H, and because c is an isometry, the map cˆ must be
surjective and therefore an isomorphism.
The abelian case
Let G be a compact abelian Lie group and let H be a unitary G-module. Fix an irreducible character
χ : G −→ S1 of G.
Corollary 2.3.11. Let Hχ ⊂ H be the subspace introduced in Theorem 2.3.6. Then
Hχ =
{
h ∈ H ∣∣ gh = χ(g)h ∀g ∈ G} . (2.13)
Furthermore, let W be an irreducible representation with character χ and let
cW : HomG(W,H)⊗CW −→ H (2.14)
be the natural map. Then im cW = Hχ.
Proof. Let us denote the space on the right with H ′χ. It is closed, G-invariant and obviously contains all
irreducible submodules with character χ. Therefore Hχ ⊂ H ′χ. Now let h ∈ H ′χ. Then any irreducible
representation W with character χ is isomorphic to Ch. This isomorphism defines an equivariant map
ϕ : W ∼= Ch ⊂ H with ϕ(W ) = Ch. Thus h ∈ im cW . Therefore H ′χ ⊂ im cW . Together we obtain
Hχ ⊂ H ′χ ⊂ im cW ⊂ im cW = Hχ.
2.4 Kuiper’s theorem
Theorem 2.4.1 (Kuiper). Let H be an infinite dimensional real or complex Hilbert space. The space
GL(H) of continuous linear automorphisms of H equipped with the norm-topology is contractible.
Proof. [24, Theorem 2].
Corollary 2.4.2 (Segal). Let H be an infinite dimensional unitary G-module, such that dimHχ ∈
{0,∞} for every irreducible character χ. Then the group of continuous equivariant isomorphisms
GLG(H) equipped with the norm-topology is contractible.
Proof. [38, Proof of Proposition 1].
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2.5 Banach and Hilbert bundles
Fix a finite dimensional topological manifold B. When E,F are Banach spaces, we denote with L(E,F )
the space of continuous linear maps between E and F .
Definition 2.5.1. Let E be a Banach (Hilbert) space, and let p : E −→ B be a fiberwise normed
(Hilbert) space. A trivializing Banach (Hilbert) cover with fiber E for p is a family (Ui, τi)i∈I of pairs,
consisting of open subsets Ui ⊂ B and fiberwise homeomorphisms
EUi := p−1(Ui)
τi //
p
&&LL
LLL
LLL
LLL
Ui × E
||xx
xx
xx
xx
x
Ui
, (2.15)
such that
1. for each b ∈ Ui, the induced map τi(b) : Eb −→ E is an (isometric) isomorphism.
2. for each i, j, the map
gij : Uij := Ui ∩ Uj −→ L(E,E), b 7→ τi(b)τj(b)−1 (2.16)
is continuous.
Two trivializing covers are called equivalent, if their union is still a trivializing cover. We call a fiberwise
normed (Hilbert) space together with an equivalence class of trivalizing Banach (Hilbert) covers with
fiber E a Banach (Hilbert) bundle of type E. We call it finite dimensional if the fiber E is of finite
dimension.
Notice that in our definition of Banach bundles, the fibers Eb are Banach spaces. This differs from
the definition in [25], where the fibers are Banachable spaces. If needed, we will call such a bundle a
Banachable bundle. In the case of Hilbert bundles, there is no ambiguity.
Definition 2.5.2. Let E be a Banach bundle of type E. Let F ⊂ E be a subspace, such that Fb ⊂ Eb
is closed for all b ∈ B. It is a subbundle if there exists a closed subspace F ⊂ E and a trivializing
cover (Ui, τi) of E , such that τi (F ∩ EUi) = Ui × F for all i ∈ I.
Definition 2.5.3. Let E and E ′ be Banach (Hilbert) bundles over B of type E and E′, respectively. A
fiberwise map f : E −→ E ′ is called a morphism of Banach (Hilbert) bundles if the following statements
are true:
1. for any b ∈ B, the induced map fb : Eb −→ E ′b is a bounded linear operator;
2. for each b0 ∈ B, there exist a neighbourhood U ⊂ B of b0, and there exist trivializations
τ : EU −→ U × E and τ ′ : E ′U −→ U × E′, (2.17)
such that the induced map
U −→ L(E,E′), b 7→ τ ′(b) ◦ fb ◦ τ(b)−1 (2.18)
is continuous.
Lemma 2.5.4. Let p : E −→ B be a finite dimensional Banach bundle. Then a subspace A ⊂ E is
fiberwise compact if and only if it is fiberwise bounded and closed.
Proof. Let A be fiberwise bounded. By definition this means that there is a map β : B −→ R, such that
A∩Eb ⊂ Dβ(b)(Eb) for all b ∈ B. Let (Ui, τi)i∈I be a trivializing Banach cover for E . Put EUi := p−1(Ui)
and Ai := A ∩ EUi . Then τi(Ai) ⊂ Ui × Rn is a closed and bounded subset. By Proposition 2.2.18,
τi(Ai) ⊂ Ui × E is fiberwise compact. Therefore, Ai is fiberwise compact. The condition of being
fiberwise compact is local on the base (Proposition 2.2.3), and therefore A is fiberwise compact. The
converse follows from Proposition 2.2.19 and Proposition 2.2.7.
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Lemma 2.5.5. Every morphism of Banach bundles f : E −→ E ′ is fiberwise bounded.
Proof. The statement is local on the base, so we may assume that E = B × E and E ′ = B × E′ for
Banach spaces E,E′. Write f : E −→ E ′, (b, e) 7→ (x, fb(e)). The map B −→ L(E,E′), b 7→ fb is
continuous by assumption and so is B −→ R, b 7→ ||fb||.
Let S ⊂ E be a fiberwise bounded subset and let β : B −→ R be a map, such that β(b) is a bound
for S ∩ Eb for every b ∈ B. Define
β˜ : B −→ R, b 7→ ||fb||β(b). (2.19)
It is again continuous, and for any b ∈ B and s ∈ S ∩Eb, the inequality |f(s)| ≤ ||fb|| |s| ≤ ||fb||β(b) =
β˜(b) holds. Thus f(S) is fiberwise bounded.
Definition 2.5.6. Let E be a Banach bundle. A morphism of Banach bundles P : E −→ E is a
projection operator if P ◦ P = P .
A projection operator P on a Banach bundle E induces a decomposition E = P (E)⊕ (idE −P )(E).
For finite dimensional bundles, a proof is given in [2, Lemma 1.4]. For Banach bundles, the statement
also seems to be well known ([48, Page 120]), because of a lack of reference we include a proof.
Proposition 2.5.7. Let E be a Banach bundle with fiber E. Let P : E −→ E be a projection operator.
Then imP = ker(idE −P ) and im(idE −P ) = kerP are closed subbundles of E and E = imP ⊕
im(idE −P ).
Proof. The equations imP = ker(idE −P ) and im(idE −P ) = kerP are immediately verified. Therefore
these subsets are closed. We now prove that imP is a subbundle of E .
Let b0 ∈ B. Choose an open neighbourhood U ⊂ B of b0 and a local trivialization τ : EU
∼=−→ U×E.
Then Pτ := τ ◦P ◦ τ−1 is a projection operator of the bundle U ×E. It suffices to prove the statement
for this operator.
Therefore we can assume without loss of generality that E = B×E and that τ = id. The projection
operator is then of the form (b, e) 7→ (b, Pb(x)) and the map B −→ L(E,E), b 7→ Pb is continuous.
Therefore, also the maps
1. ϕ : B −→ L(E,E), b 7→ Pb + (idE −Pb0);
2. ψ : B −→ L(E,E), b 7→ Pb0 + (idE −Pb)
are continuous. Furthermore, ϕ(b0) = ψ(b0) = idE . Therefore there is an open subset V ⊂ B, such
that b0 ∈ V and that ϕ(b) and ψ(b) are automorphisms for every b ∈ V . We claim that
Pb0 ◦ Pb(E) = Pb0(E) for every b ∈ V. (2.20)
Let e ∈ E. Then because ϕ(b) is surjective, there is e′ ∈ E, such that e = ϕ(b)e′ = Pbe′+(idE −Pb0)e′.
It follows that
Pb0e = Pb0Pbe
′ + Pb0e
′ − Pb0e′ = Pb0Pbe′. (2.21)
This shows that Pb0(E) ⊂ Pb0 ◦ Pb(E). The other inclusion is tautological. Thus we have proven the
claim.
By definition, ψ(b) ◦ Pb = [Pb0 + (idE −Pb)] ◦ Pb = Pb0 ◦ Pb. As a consequence
ψ(b) ◦ Pb(E) = Pb0 ◦ Pb(E) = Pb0(E) for every b ∈ V. (2.22)
The morphism ψ defines an automorphism of the bundle EV = V × E:
Ψ : V × E −→ V × E, (b, e) 7→ (b, ψ(b)e). (2.23)
It has the property that Ψ(P (EV )) = V × Pb0(E) ⊂ V × E. Therefore P (E) is a subbundle of E .
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Let (Eλ)λ∈Λ be a family of Hilbert bundles over B modelled on a family (Eλ) of Hilbert spaces.
We define the Hilbert direct sum ⊕ˆλ∈ΛEλ first set-theoretically:
⊕ˆλ∈ΛEλ := ∪b∈B
(
⊕ˆ(Eλ)b
)
. (2.24)
Let U ⊂ B be a contractible open subspace. Then for every λ ∈ Λ there is a trivialization
ϕU,λ : (Eλ)U
∼=−→ U × Eλ (2.25)
of (Eλ)U . These trivializations define a bijection
ϕU := ⊕ˆλ∈Λ ϕU,λ :
(⊕ˆλ∈ΛEλ)U = ⊕ˆλ∈Λ(Eλ)U =ˆ−→ U × ⊕ˆλ∈ΛEλ. (2.26)
Therefore ⊕ˆλ∈ΛEλ is a set theoretical Hilbert bundle over B. Given another contractible open subset
V ⊂ B and choices of trivializations ϕV,λ : (Eλ)U
∼=−→ U × Eλ we obtain transition maps
ϕUV : U ∩ V −→ U(⊕ˆλ∈ΛEλ), (2.27)
defined by the equation
ϕU ◦ ϕ−1V (b, e) = (b, ϕUV (b)e) for (b, e) ∈ U ∩ V × ⊕ˆλ∈ΛEλ. (2.28)
These transition maps are of the form ϕUV = ⊕ˆλ∈ΛϕUV,λ with ϕUV,λ ∈ U(Eλ). The latter maps
are the transition maps of the bundles Eλ, hence continuous by assumption. Therefore also ϕUV is
continuous.
Now by [25, Proposition 1.2] there exists a unique topological structure on ⊕ˆλ∈ΛEλ making it into
a topological Hilbert bundle with the maps ϕU a trivializing cover. We call the induced Hilbert bundle
the Hilbert direct sum of the bundles Eλ.
2.6 Equivariant Hilbert bundles
Fix a compact Lie group G and let B be a topological space on which G acts trivially.
Definition 2.6.1. A G-equivariant Banach (Hilbert) bundle is a Banach (Hilbert) bundle E −→ B,
together with a fiberwise G-action G × E −→ E , which induces in each fiber Eb the structure of a
G-module. When E is a Hilbert bundle and when all fibers are unitary G-modules it is called a unitary
G-(Hilbert) bundle.
Observe that this definition of a G-equivariant Banach or Hilbert bundle does not require the bun-
dles to be locally G-isomorphic to a trivial G-bundle. We will now prove that every equivariant Hilbert
bundle is locally G-isomorphic to a trivial G-bundle.
We start by recalling the notion of invariant integration:
Theorem 2.6.2 (Invariant Integration). Let E be a Banach space and let C0(G,E) be the vector space
of continuous functions G −→ E endowed with the compact-open topology.
There exists a continuous linear map∫
G
: C0(G,E) −→ E, f 7→
∫
G
f =
∫
G
f(g)dg (2.29)
which is both left and right invariant and which satisfies
1.
∫
G
edg = e for all e ∈ E,
2.
∫
G
f(g)dg =
∫
G
f(g−1)dg,
3. | ∫
G
f(g)dg| ≤ ∫
G
|f(g)|dg,
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4. if L : E −→ E′ is a continuous linear map between Banach spaces, then L ∫
G
f =
∫
G
Lf for all
f ∈ C0(G,E).
Proof. [10, III. §5.1].
Let now E be a G-equivariant Banach bundle over B. We define an averaging operator P : E −→ E
in the following way: Let e ∈ Eb. Then by definition P (e) :=
∫
G
gedg ∈ Eb.
Lemma 2.6.3. Averaging defines a morphism of Banach bundles
P : E −→ E . (2.30)
It is a projection operator with image EG.
Proof. Let ϕ : EU −→ U × E be a local trivialization of the bundle E . We calculate the map Pϕ :=
ϕ ◦ P ◦ ϕ−1: Let (x, e) ∈ U × E. Then:
ϕ ◦ P ◦ ϕ−1(x, e) = ϕ(
∫
G
gϕ−1(x, e)dg
)
. (2.31)
We claim that this map is continuous. Let piE : U ×E −→ E and piU : U ×E −→ U be the projections.
The map
F : G× U × E −→ E, (g, x, e) 7→ piE ◦ ϕ(gϕ−1(x, e)) (2.32)
is continuous because it can be written as the composition
F = piE ◦ ϕ ◦ µ ◦ (idG×ϕ−1) : G× U × E −→ U × E, (2.33)
of continuous maps. Here µ : G× E −→ E denotes the multiplication map.
The map F : G× U × E −→ E induces a map f : U × E −→ C0(G,E) by the formula
f(x, e)(g) = F (g, x, e) = piE ◦ ϕ(gϕ−1(x, e)) for (g, x, e) ∈ G× U × E. (2.34)
The map f is continuous because F is continuous ([10, III. §5.11, 1.i)]). Now observe that
ϕ ◦ P ◦ ϕ−1(x, e) =
x, piE ◦ ϕ
∫
G
gϕ−1(x, e)dg

=
x, ∫
G
piE ◦ ϕ(gϕ−1(x, e))dg
 =
x, ∫
G
f(x, e)(g)dg
 .
(2.35)
Here we used the property that the invariant integral commutes with continuous linear maps. Therefore
Pϕ = ϕ ◦ P ◦ ϕ−1 = piU ×
∫
G
◦f
 : U × E −→ U × E. (2.36)
is continuous. We still have to prove that also the induced map P¯ϕ : U −→ L(E,E) that is defined
by P¯ϕ(x)(e) = piE ◦ Pϕ(x, e) is continuous, where L(E,E) is equipped with the operator norm. Let
xn ∈ U be a sequence converging to x and let e ∈ E. Then ϕ(gϕ−1(xn, e))→ ϕ(g(ϕ−1(x, e)) ∈ E. But
from the inequality ∣∣∣∣∣∣
∫
G
ϕ(gϕ−1(xn, e)dg
∣∣∣∣∣∣ ≤
∫
G
∣∣ϕ(gϕ−1(xn, e)∣∣ dg (2.37)
it follows that P¯ϕ(xn) → P¯ϕ(x) in the norm topology. This proves that P is a morphism of Banach
bundles.
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Next we prove that P is a projection operator. Let e ∈ Eg. Then using the properties of the integral
(Theorem 2.6.2) we conclude that
PP (e) =
∫
G
g
∫
G
hedh
 dg = ∫
G
∫
G
ghedh
 dg = ∫
G
∫
G
hedh
 dg = ∫
G
hedh = P (e). (2.38)
Therefore P is a projection operator. For e ∈ EG, we have P (e) = ∫
G
gedg =
∫
G
edg = e. Therefore
EG ⊂ P (E). On the other hand, let e ∈ E . Then gP (e) = g ∫
G
hedh =
∫
G
ghedh =
∫
G
hedh = P (e).
Therefore P (E) ⊂ EG.
Corollary 2.6.4. Let E be a G-equivariant Banach bundle. Then EG ⊂ E is a subbundle.
Proof. By Lemma 2.6.3, the averaging operator P : E −→ E is a projection operator with image EG.
By Proposition 2.5.7, its image is a subbundle.
Corollary 2.6.5 (Isotypical decomposition). Let E be a G-equivariant Hilbert bundle. There exists a
canonical isomorphism of G-Hilbert bundles
cˆ : ⊕ˆW∈Irr(G,C) HomG(W, E)⊗C W
∼=−→ E . (2.39)
Proof. The bundle Hom(W, E) is naturally a Banach bundle and HomG(W, E) = Hom(W, E)G. By
Corollary 2.6.4 it is a subbundle. We define fiberwise a Hilbert metric as in Lemma 2.3.8. Then
HomG(W, E) is a Hilbert bundle.
There is a canonical map cˆ : ⊕ˆW∈Irr(G,C) HomG(W, E) ⊗C W −→ E . For each b ∈ B, the induced
map between the fibers cˆb : ⊕ˆW∈Irr(G,C) HomG({b} ×W, Eb) ⊗C ({b} ×W ) −→ Eb is an isometry by
Corollary 2.3.10. Therefore the map cˆ is an isomorphism of Hilbert bundles.
Corollary 2.6.6. Every G-equivariant Hilbert bundle E is locally G-isomorphic to a trivial G-Hilbert
bundle.
2.7 The index of Fredholm morphisms between equivariant
Banach bundles
Let G be a compact Lie group and let B be a compact space on which G acts trivially. From now
on we will use latin letters E,F, . . . for finite dimensional bundles and caligraphic letters E ,F , . . . for
(possibly) infinite dimensional bundles.
Definition 2.7.1. Let d : E −→ F be a Fredholm G-morphism between G-equivariant Banach bundles.
Let F ⊂ F be a finite dimensional G-subbundle and write ιF : F ↪→ F for the inclusion. The subbundle
F is d-adapted if the induced map
d⊕ ιF : E ⊕ F −→ F (2.40)
is surjective.
Proposition 2.7.2. Every Fredholm G-morphism d : E −→ F between G-equivariant Banach bundles
admits a d-adapted subbundle.
Proof. [39, Proposition 3.7]. See also [3, Proposition A5] for the case of a compact family of Fredholm
operators between Hilbert spaces.
Proposition 2.7.3. Let d : E −→ F be a surjective Fredholm G-morphism between G-equivariant
Banach bundles. Then ker d ⊂ E is a finite dimensional G-subbundle.
Proof. [39, Proposition 3.5].
Corollary 2.7.4. Let d : E −→ F be a Fredholm G-morphism between G-Banach bundles and let
F ⊂ F be d-adapted. Then d−1(F ) ⊂ E is a finite dimensional G-subbundle.
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Proof. By definition, the map d ⊕ ιF : E ⊕ F −→ F is surjective. By the previous proposition,
ker (d⊕ ιF ) ⊂ E ⊕ F is a subbundle.
But the projection E ⊕F −→ E induced an fiberwise linear isomorphism ker (d⊕ ιF ) ∼= d−1(F ): Its
inverse is given by e 7→ e− d(e).
The index of a Fredholm G-morphism between G-equivariant Banach bundles is defined to be
indG d := [d−1(F )]− [F ] ∈ KG(B) (2.41)
for a d-adapted subbundle F ⊂ F . This definition is independent of the choice of F ([39, Theorem 3.1
and proof of Theorem 3.3]). See [20] and [3] for the case of families of Fredholm operators between
Hilbert spaces. See also [48] for the (non-equivariant) Banach case.
Proposition 2.7.5. Let d : E −→ F be a Fredholm G-morphism between G-Banach bundles. Let
F0 ⊂ F be a finite dimensional subbundle. Then there exists a d-adapted subbundle F ⊂ F , such that
F0 ⊂ F .
Proof. Let pi0 : F −→ F/F0 be the canonical projection. It is a Fredholm morphism of index [F0]. The
composition pi0 ◦ d : E −→ F/F0 is again a Fredholm morphism. Choose a (pi0 ◦ d)-adapted subbundle
F¯ ⊂ F/F0. It is obviously pi0-adapted, and therefore pi−10 (F¯ ) ⊂ F is a finite dimensional subbundle.
Moreover it is d-adapted by construction: let b ∈ B and let f ∈ Fb. Since F¯ is (pi0 ◦ d)-adapted, there
exist e ∈ Eb and f ′ ∈ pi−10 (F¯ ), such that f¯ = d(e) + f ′ ∈ Fb/F0b. Hence there is f ′′ ∈ F0b, such that
de+ f ′ + f ′′ = f .
Lemma 2.7.6. Let d : E −→ F be a Fredholm G-morphism between G-Banach bundles. Let F ⊂ F
be a d-adapted subbundle and let E˜ be a closed complement of E := d−1(F ). Then d(E˜) is a closed
complement of F and d|E˜ : E˜ −→ d(E˜) is an isomorphism.
Proof. By definition, the map d ⊕ ιF : E ⊕ F −→ F is surjective. Let d˜ be the restriction of d to
E˜ . We claim that d˜ ⊕ ιF : E˜ ⊕ F −→ F is an isomorphism. The statement of the lemma would
then follow. We prove this statement fiberwise. Let e˜ + f ∈ E˜b ⊕ Fb with d(e˜) + f = 0 ∈ Fb. Then
e˜ ∈ d−1(Fb) ∩ E˜b = {0}. Therefore the morphism is injective. Surjectivity follows immediately from
the surjectivity of d⊕ ιF .
Proposition 2.7.7 (Segal). Let B be a compact space equipped with the trivial G-action. Then there
is a natural isomorphism of rings
µ : R(G)⊗K(B) −→ KG(B). (2.42)
Proof. [37, Proposition 2.2].
2.8 A special class of equivariant Hilbert bundles
Let G be a compact Lie group and let B be a connected compact CW-complex with trivial G-action.
We are interested in a special class of unitary G-equivariant Hilbert bundles: Let ρ ⊂ Irr(G,C)∪ {R}
be a non empty subset.
Definition 2.8.1. A ρ-bundle is a pair E· = (ER, EC) consisting of a real Hilbert bundle ER −→ B
equipped with the trival G-action and a unitary G-bundle EC −→ B. We write EC = ⊕ˆχ∈Irr(G,C)Eχ
for its isotypical decomposition. We assume the following conditions:
1. Let χ ∈ Irr(G,C) ∪ {R}. If χ /∈ ρ, then Eχ = 0B .
2. The fibers of Eχ are either finite dimensional or infinite dimensional for all χ ∈ ρ; we call the
bundle finite dimensional or infinite dimensional, respectively.
We write E := ER×B EC. When R /∈ ρ there is no difference between E· and E ; abusing the notation
we will often write E for a ρ-bundle. No confusion is possible.
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Definition 2.8.2. Let E· and F· be two ρ-bundles. A G-equivariant fiberwise map f : E −→ F is a
ρ-morphism if
1. f (ER) ⊂ FR and f (EC) ⊂ FC;
2. the induced map fR : ER −→ FR is a morphism of real Hilbert bundles and the map fC : EC −→
FC is a G-equivariant morphism of Hilbert bundles.
Corollary 2.8.3. Let B be a connected compact CW-complex with trivial G-action. Every infinite
dimensional ρ-bundle over B is trivializable.
Proof. Let E be an infinite dimensional ρ-bundle. Let E(b) be a fiber and let IsomG(E(b), E) be the
fiber bundle of ρ-isomorphisms between the two ρ-bundles E(b) and E . Its typical fiber is isomorphic
to GL(ER(b)) × GLG(EC(b)) which is contractible by Theorem 2.4.1 and Corollary 2.4.2. Therefore
this fiber bundle has a section by [41, Corollary 29.3].
Corollary 2.8.4. Let B be a connected compact CW-complex with trivial G-action. Any two ρ-
isomorphisms between infinite-dimensional ρ-bundles over B are isotopic.
Proof. This follows from [41, Theorem 34.8].
Proposition 2.8.5. Let B be a connected compact CW-complex with trivial G-action. Let E be a
finite dimensional ρ-bundle over B and let E be an infinite dimensional ρ-bundle over B.
1. There exists an embedding i : E ↪→ E.
2. Any two such embeddings are homotopic as embeddings.
Proof. Every finite dimensional ρ-bundle E is stably trivializable, i.e. there exists a finite dimensional
ρ-bundle E′, such that E⊕E′ is trivializable. Then the first statement follows from the fact that every
infinite dimensional ρ-bundle is trivializable.
Let i, j : E ↪→ E be two embeddings. Set ι := j ◦ i−1 : i(E) ∼=−→ j(E) and choose a ρ-isomorphism
pi⊥ : i(E)⊥
∼=−→ j(E)⊥. Then ϕ := ι ⊕ pi⊥ : E −→ E is an automorphism of the bundle E . Choose an
isotopy ϕt : E −→ E with ϕ0 = idE and ϕ1 = ϕ. Then ιt := ϕt ◦ i defines a homotopy of embeddings
and ι0 = i and ι1 = ϕ ◦ i = j.
Proposition 2.8.6. Let B be a connected compact CW-complex with trivial G-action. Let E be an
infinite dimensional ρ-bundle over B, let E ⊂ E be a finite dimensional subbundle, and let ϕ : E −→ E
be a ρ-isomorphism with ϕ|E = idE. Then there exists a ρ-isotopy ϕt : E −→ E, such that
1. ϕ0 = idE and ϕ1 = ϕ;
2. ϕt|E = idE.
Proof. Let piE⊥ : E −→ E⊥ and piE : E −→ E be the orthogonal projections. Define
ϕE := piE ◦ ϕ|E⊥ : E⊥ −→ E and ϕ⊥ := piE⊥ ◦ ϕ|E⊥ : E⊥ −→ E⊥. (2.43)
Then ϕ⊥ is an isomorphism and ϕ⊥ + ϕE = ϕ|E⊥ . The bundle E⊥ is an infinite dimensional ρ-
bundle. By Corollary 2.8.4 any two ρ-automorphisms of E⊥ are therefore isotopic. Choose an isotopy
ϕ⊥t : E
⊥ ∼=−→ E⊥, such that ϕ⊥0 = idE⊥ and ϕ⊥1 = ϕ⊥.
Now we define ϕt := idE +
(
tϕE + ϕ⊥t
) ◦ piE⊥ : E −→ E for t ∈ [0, 1]. Clearly, ϕt|E = idE .
Furthermore ϕ0 = idE and ϕ1 = ϕ. We claim that ϕt defines a isotopy. Fix (b, t) ∈ B × [0, 1]. We
prove that ϕt|Eb : Eb −→ Eb is an isomorphism. Let e+ e0 ∈ Eb ⊕ E⊥b = Eb.
If ϕt(e + e0) = 0, then both e + tϕE(e0) = 0 ∈ E and ϕ⊥t (e0) = 0 ∈ E⊥ hold. Since ϕ⊥t is an
isomorphism, e0 = 0, and thus the first equation implies that e = 0. Hence ϕt is injective on the fibers.
Choose eˆ0 ∈ E⊥, such that ϕ⊥t (eˆ0) = e0 and put eˆ := e− tϕE(eˆ0) ∈ E. Then
ϕt(eˆ+ eˆ0) = eˆ+ tϕE(eˆ0) + e0 = e+ e0. (2.44)
Therefore ϕt is surjective on the fibers.
24
Let E be a ρ-bundle. We call a subbundle E˜ ⊂ E × [0, 1] over the base B × [0, 1] a homotopy
of subbundles. We will usually write E˜ = ∪t∈[0,1]Et - or just Et -, where Et := i∗t E˜ |B×{t} and where
it : B
∼=−→ B × {t} denotes the natural isomorphism.
Corollary 2.8.7. Let B be a connected compact CW-complex with trivial G-action. Let E ⊂ E be a
finite-dimensional subbundle of an infinite dimensional ρ-bundle over B. Let E0 and E1 be two closed
complements of E. Then they fit in a homotopy of closed complements Et ⊂ E.
Proof. Choose a ρ-isomorphism ϕ01 : E0 −→ E1. Put ϕ := id |E ⊕ ϕ01 : E −→ E . It is an isomorphism
with the property that ϕ|E = idE . By the previous proposition, there exists an isotopy ϕt : E −→ E
with ϕt|E = idE , and such that ϕ0 = idE and ϕ1 = ϕ. Put Et := ϕt(E0). By construction E ⊕ Et = E
for all t ∈ [0, 1].
2.9 Colimits
In this section we collect results from category theory. See [26] as a main reference, and also [1] and
the appendix of [34].
Let F : D −→ A be a functor between two categories. Let A ∈ obA be an object. With
A : D −→ A we denote the associated functor that maps every object in D to A and every morphism
to the identity. A natural transformation a : F −→ A is also called a F -cocone. It is a family
a = (aD : F (D) −→ A)D∈obD of morphisms with the property that for every morphism d : D −→ D′
in D the diagram
F (D)
aD
!!D
DD
DD
DD
DD
F (d)

F (D′)
aD′
// A
(2.45)
commutes. A morphism of two F -cocones a, a′ is by definition a morphism α : A −→ A′, such that for
every D ∈ obD the diagram
F (D)
aD //
a′D ""E
EE
EE
EE
E A
α

A′
(2.46)
commutes. We denote the category of F -cocones with CC(F ). A colimit for the functor F is by
definition an initial object in the category CC(F ). If it exists, it is unique up to unique isomorphism.
We are mainly interested in colimits for functors F : D −→ A where A ∈ {Set,Group,Ab}. But
when no additional work is required we formulate our results generally.
Definition 2.9.1. Let A ∈ {Set,Ab,Group} and let F : D −→ A be a functor. We call two elements
x ∈ F (D) and x′ ∈ F (D′) F -connected if there is a sequence of morphisms
D = D0
r0
##G
GG
GG
GG
GG
D1
l1~~}}
}}
}}
}}
r1
  A
AA
AA
AA
AA
. . .
~~}}
}}
}}
}}
}}
  A
AA
AA
AA
AA
A Dn−1
ln−1
||zz
zz
zz
zz
z
rn−1 ""E
EE
EE
EE
E Dn = D
′
lnzzvv
vv
vv
vv
v
D′1 . . . . . . D
′
n
(2.47)
and a sequence of elements xi ∈ F (Di) for i = 0, . . . , n such that
1. x0 = x ∈ F (D) and xn = x′ ∈ F (D′);
2. F (li)xi = F (ri−1)xi−1 for all i = 1, . . . , n.
Remark 2.9.2. Let A ∈ {Set,Ab,Group} and let F : D −→ A be a functor. Let a : F −→ A be a
F -cocone. Let x ∈ F (D) and x′ ∈ F (D′) be two F -connected elements. Then aD(x) = aD′(x′) ∈ A.
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Proposition 2.9.3. Let A ∈ {Set,Ab,Group}, let D be a small category, and let F : D −→ A be a
functor. Then F admits a colimit.
Proof. The category D is small and therefore the coproduct ∐D∈obD F (D) exists in A. We denote
the correponding inclusions with iD : F (D) −→
∐
D∈obD F (D). We define an equivalence relation
∼ on the coproduct ∐D∈obD F (D). When A = Set, then we define two elements to be equivalent if
they are F -connected. When A = Ab or A = Group, then we define ∼ to be the smallest equivalence
relation that is compatible with the group structure and identifies any two F -connected elements. In
other words, two elements are equivalent if their difference lies in the (normal) subgroup generated by
all elements of the form xy−1 where x and y are F -connected.
We put A :=
∐
D∈obD F (D)/ ∼ and let ε∼ :
∐
D∈obD F (D) −→ A be the canonical map. We
define aD := ε∼ ◦ iD : F (D) −→
∐
D∈obD F (D) −→ A for D ∈ obD. We claim that a = (aD)D is a
colimit for the functor F . So let a′ = (a′D : F (D) −→ A′) be another F -cocone. There is a unique
morphism α˜ :
∐
D∈obD F (D) −→ A′, such that α˜ ◦ iD = a′D for all objects D ∈ obD. Since a′ is a
F -cocone, F -connected elements have the same image in A′. Hence α˜ identifies F -connected elements.
Furthermore, α˜ is a morphism, so it identifies any two equivalent elements. Thus it descends to a
unique morphism α : A −→ A′ with α ◦ aD = a′D for all D ∈ obD.
Remark 2.9.4. The preceeding proposition can be easily generalized to the following well known
statement: Let A be a category with all small coproducts and with all coequalizers. Then all small
colimits exist in A.
Let C,D, and A be categories and let F : D −→ A and θ : C −→ D be two functors. The functor θ
induces a functor θ∗ : CC(F ) −→ CC(F ◦θ). We say that θ identifies F -colimits if θ∗ is an isomorphism
of categories. (Observe that θ∗ is an isomorphism of categories if and only if it is an equivalence of
categories.) We say that θ identifies (all) colimits if θ identifies all F -colimits for all functors F .
When θ identifies F -colimits then a cocone a : F −→ A is a F -colimit if and only if θ∗a : F ◦θ −→ A
is a F ◦ θ-colimit.
Now let F,G : D −→ A be two functors between two categories D and A. A natural transformation
p : F −→ G induces a functor p∗ : CC(G) −→ CC(F ). We say that p identifies colimits if p∗ is an
isomorphism of categories.
Lemma 2.9.5.
1. An equivalence of categories θ : C −→ D identifies colimits.
2. An isomorphism of functors p : F −→ G identifies colimits.
Proof. Let θ : C −→ D be an equivalence of categories. Let F : D −→ A be a functor. We define a
push-forward functor
θ∗ : CC(F ◦ θ) −→ CC(F ). (2.48)
Let a = (aC : F (θ(C) −→ A)C be a F ◦θ-cocone. The functor θ is an equivalence of categories, therefore
it is essentially surjective. To D ∈ obD, we choose C ∈ ob C and an isomorphism d : D ∼=−→ θ(C).
Then we put (θ∗a)D := aC ◦ F (d) : F (D) −→ A. This map does not depend on the choice of d, since
any other choice leads to a diagram:
F (D)
F (d) //
F (d′)

F (θ(C))
aC
F (d
′◦d−1)xxrrr
rrr
rrr
r
F (θ(C ′))
aC′
// A
(2.49)
It commutes because aC is natural in C and because d′ ◦ d−1 = θ(c) for an isomorphism c : C −→ C ′.
One verifies that θ∗a is a F -cocone and that the functor θ∗ inverts the functor θ.
To prove the second statement, let p−1 : G −→ F be the inverse of p. It follows immediately that
p∗ := (p−1)∗ inverts the functor p∗.
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Definition 2.9.6. Let A ∈ {Set,Group,Ab} and let C be a category. Let F,G : D −→ A be two
functors. A natural transformation p : F −→ G is called
1. stably surjective, if for every D ∈ obD and for every g ∈ G(D), there is an element f ′ ∈ F (D′),
such that pD′(f ′) is G-connected to g.
2. stably injective, if any two elements f ∈ F (D) and f ′ ∈ F (D′) are F -connected if and only if
pD(f) and pD′(f ′) are G-connected.
Proposition 2.9.7. Let A ∈ {Set,Group,Ab} and let C be a category. Let F,G : D −→ A be two
functors. A stably bijective natural transformation p : F −→ G identifies colimits.
Proof. The natural transformation p induces a morphism of categories
p∗ : CC(G) −→ CC(F ). (2.50)
We define a push-forward functor p∗ : CC(F ) −→ CC(G). Let a = (aD : F (D) −→ A)D be a F -
cocone. Let D ∈ obD be an object. We define the map (p∗a)D : G(D) −→ A as follows: let g ∈ G(D).
The tranformation p is stably surjective, hence there is an element f ′ ∈ F (D′), such that pD′(f ′) is
G-connected to g. We put (p∗a)D(g) := aD′(f ′). This is independent of the choice made: For let
f ′′ ∈ F (D′′) be another choice. Then pD′′(f ′′) is G-connected to pD′(f ′). By stable injectivity, f ′ is
F -connected to f ′′. But by naturality aD′(f ′) = aD′′(f ′′).
We still have to prove that p∗a is indeed a F -cocone. Therefore, let d : D −→ Dˆ be a morphism.
Let g ∈ G(D) be an element and choose f ′ ∈ F (D′) such that pD′(f ′) is G-equivalent to g. Then
G(d)(g) is G-equivalent to g and also to pD′(f ′). Hence (p∗a)Dˆ(G(d)g) = (p∗a)D(g).
Now we prove that the two functors invert each other. Let a = (aD)D be a F -cocone. We consider
the map (p∗p∗a)D : F (D) −→ A. Let f ∈ F (D). By definition (p∗p∗a)D(f) = (p∗a)D(pD(f)). But it
follows directly from the definition of p∗ that (p∗a)D(pD(f)) = aD(f).
On the other hand, let (bD : G(D) −→ B)D be a G-cocone. We consider the map (p∗p∗b)D :
G(D) −→ B. Let g ∈ G(D). Choose f ′ ∈ F (D′), such that pD′(f ′) is G-equivalent to g. By
definition (p∗p∗b)D(g) = (p∗b)D′(f ′) = bD′(pD′(f ′)). The G-equivalence of pD′f ′ and g implies bD(g) =
bD′(pD′(f ′)).
Corollary 2.9.8. Let F : D −→ Set be a functor, let A be a set, and let p : F −→ A be a F -cocone.
Then p is a F -colimit if and only if it is stably bijective.
Proof. Assume that the transformation p is stably bijective. Let A′ be another set and let p′ : F −→ A′
be a natural transformation. Then we define a map α : A −→ A′ in the following way: let a ∈ A. Since
p is stably surjective, there is an object D ∈ obD and an element f ∈ F (D), such that pD(f) = a. We
put α(a) := p′D(f) ∈ A′. Let f ′ ∈ F (D′) with pD′(f ′) = a be a different choice. Then f ∈ F (D) and
f ′ ∈ F (D′) are F -connected. Therefore p′D(f) = p′D′(f ′). This shows that the map α is well defined.
By construction α is characterized by the property that
α ◦ pD = p′D for all D ∈ obD. (2.51)
This proves that p is a colimit for the functor F .
Now we assume that p is a F -colimit. If p is not stably surjective, then there is an element a ∈ A,
so that there is no object D ∈ obD with a ∈ im pD. If A = {a}, then necessarily F = ∅. But this
functor has id : F −→ ∅ as a colimit. Therefore there is a′ 6= a ∈ A. We define α : A −→ A to be the
identity everywhere except that α(a) := a′. Then α ◦ pD = pD and idA ◦pD = pD for all D ∈ obD.
This contradicts the fact that p is a colimit. Hence p is stably surjective. Now let f ∈ F (D) and
f ′ ∈ F (D′) with pD(f) = pD′(f ′). We define a natural transformation q : F −→ S2 where S2 := {0, 1}
as follows: Let Dˆ ∈ obD and fˆ ∈ F (Dˆ) and put
qDˆ(fˆ) :=
{
0, if fˆ is F -connected to f
1, else.
(2.52)
This defines a natural transformation, so by definition there is a map α : A −→ S2, such that α◦pD = qD
for all D ∈ obD. But this implies that 0 = qD(f) = α(pD(f)) = α(pD′(f ′)) = qD′(f ′). Therefore f ′ is
F -connected to f .
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Let F : D −→ A be a functor. We say that a diagram in the category D is F -commutative if the
induced diagram in A commutes. For instance the diagram
D
d //
d′   @
@@
@@
@@
@ Dˆ
dˆ

D′
(2.53)
F -commutes, if the diagram
F (D)
F (d) //
F (d′) ##G
GG
GG
GG
GG
F (Dˆ)
F (dˆ)

F (D′)
(2.54)
commutes.
We will need several notions of a (co)final functor between two categories. The notion of a cofinal
functor appeared in [1] and was used in [34]. Our notion of a strongly cofinal functor is a special case
of what is usually called a final functor (see [26]).
Definition 2.9.9. A functor θ : C −→ D is weakly cofinal if for every object D ∈ obD there is an
object C ∈ ob C and a morphism d : D −→ θ(C).
Definition 2.9.10. Let F : D −→ A be a functor. A functor θ : C −→ D is
1. F -cofinal, if it is weakly cofinal and if for every C ∈ ob C, D ∈ obD, and for every morphism d :
θ(C) −→ D, there exists an object C ′ ∈ ob C and morphisms c : C −→ C ′ and d′ : D −→ θ(C ′),
such that the diagram
θ(C) d //
θ(c) ##F
FF
FF
FF
F D
d′

θ(C ′)
(2.55)
F -commutes.
2. strongly F -cofinal, if it is weakly cofinal and if for any two morphisms di : D −→ θ(Ci) i = 0, 1,
there is an object C ∈ ob C and there are morphisms ci : Ci −→ C, such that the diagram
D
d0 //
d1

θ(C0)
θ(c0)

θ(C1)
θ(c1)
// θ(C)
(2.56)
F -commutes.
We call θ (strongly) cofinal if it is (strongly) idD-cofinal.
Lemma 2.9.11. Every strongly F -cofinal functor θ : C −→ D is F -cofinal.
Proof. Let d : θ(C) −→ D be a morphism. Since θ is weakly cofinal, we may choose d′ : D −→ θ(C ′).
Now we apply the fact that θ is strongly cofinal to the two morphisms d′ ◦ d : θ(C) −→ θ(C ′) and
id : θ(C) −→ θ(C): It yields two morphisms c : C −→ Cˆ and c′ : C ′ −→ Cˆ, such that the diagram
θ(C)
id

d // D
d′ // θ(C ′)
θ(c′)

θ(C)
θ(c)
// θ(Cˆ)
(2.57)
F -commutes. This shows that θ is F -cofinal.
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Proposition 2.9.12. Every strongly F -cofinal functor θ : C −→ D identifies F -colimits.
Proof. The functor θ induces a functor θ∗ : CC(F ) −→ CC(F ◦ θ). We define a push-forward functor
θ∗ : CC(F ◦ θ) −→ CC(F ). (2.58)
Let a = (aC : F (θ(C)) −→ A)C be a F ◦ θ-cocone. We define θ∗a as follows: Let D ∈ obD. Choose a
morphism d : D −→ θ(C) for some object C ∈ ob C and put
(θ∗a)D := aF (θ(C)) ◦ F (d) : F (D) −→ F (θ(C)) −→ A. (2.59)
This definition is independent of the choice, since for any other choice d′ : D −→ θ(C ′) we can find
morphisms c : C −→ Cˆ and c′ : C ′ −→ Cˆ, such that the diagram
D
d //
d′

θ(C)
θ(c)

θ(C ′)
θ(c′)
// θ(Cˆ)
(2.60)
F -commutes. But then
aF (θ(C)) ◦ F (d) = aF (θ(Cˆ)) ◦ F (θ(c) ◦ d) = aF (θ(Cˆ)) ◦ F (θ(c′) ◦ d′) = aF (θ(C′)) ◦ F (d′). (2.61)
The system of morphisms (θ∗a)D defines a F -cocone: let d : D −→ D′ be a morphism. Then we choose
a morphism d′ : F (D′) −→ F (θ(C ′)). By definition
(θ∗a)D = aθ(C′) ◦ F (d′ ◦ d) = (θ∗a)D′ ◦ F (d). (2.62)
Similarly, one shows that the functor θ∗ inverts the functor θ∗.
Definition 2.9.13. A category D is strongly connected if for any two objects D0 and D1 there is a
diagram D0 −→ D ←− D1.
Definition 2.9.14. A category D is connected if for any two objects D,D′ there is a sequence
D = D0
r0
##G
GG
GG
GG
GG
D1
l1~~}}
}}
}}
}}
r1
  A
AA
AA
AA
AA
. . .
~~}}
}}
}}
}}
}}
  A
AA
AA
AA
AA
A Dn−1
ln−1
||zz
zz
zz
zz
z
rn−1 ""E
EE
EE
EE
E Dn = D
′
lnzzvv
vv
vv
vv
v
D′1 . . . . . . D
′
n
(2.63)
Definition 2.9.15. Let D be a category and F : D −→ A a functor.
1. The category D is F -filtered, if it is strongly connected and if for any two morphisms d, d′ : D −→
D′, there is a morphism dˆ : D′ −→ Dˆ, such that F (dˆ ◦ d) = F (dˆ ◦ d′).
2. The category D is weakly F -filtered, if it is strongly connected and if for any two morphisms
di : D −→ Di (i = 0, 1), there are morphisms d′i : Di −→ D′ (i = 0, 1), such that the diagram
D
d0 //
d1

D0
d′0

D1
d′1
// D′
(2.64)
F -commutes.
The category D is called (weakly) filtered if it is (weakly) idD-filtered.
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Proposition 2.9.16. Let θ : C −→ D and F : D −→ A be functors. Assume that C is strongly
connected and that D is F -filtered. If θ is F -cofinal, then it is strongly F -cofinal.
Proof. For i = 0, 1 let Ci ∈ ob C be objects and let di : D −→ θ(Ci) be morphisms. Because the
category C is strongly connected there are morphisms ci : Ci −→ Cˆ. Because the category D is
F -filtered, we may choose a morphism dˆ : θ(Cˆ) −→ Dˆ, such that the diagram
D
d0 //
d1

θ(C0)
θ(c0) // θ(Cˆ)
dˆ

θ(C1)
θ(c1)
// θ(Cˆ)
dˆ
// Dˆ
(2.65)
F -commutes. Now we use the fact that θ is F -cofinal: There is an object C¯ ∈ ob C and there are
morphisms d¯ : Dˆ −→ θ(C¯) and c¯ : Cˆ −→ C¯, such that the diagram
θ(Cˆ)
θ(c¯) ""E
EE
EE
EE
E
dˆ // Dˆ
d¯

θ(C¯)
(2.66)
F -commutes. This implies that the diagram
D
d0 //
d1

θ(C0)
θ(c¯◦c0)

θ(C1)
θ(c¯◦c1)
// θ(C¯)
(2.67)
F -commutes. Therefore θ is strongly F -cofinal.
The following property appeared in [34] as axiom S3 for a so called category with automorphism
push-forward.
Definition 2.9.17. A category D is filtered up to automorphisms if it is strongly connected and if
for any two morphisms d, d′ : D −→ D′, there exists a morphism dˆ : D′ −→ Dˆ and an automorphism
aˆ : Dˆ
∼=−→ Dˆ, such that
dˆ ◦ d = aˆ ◦ dˆ ◦ d. (2.68)
The following property is similar to axiom TSA introduced in [34]. This axiom is slightly weaker
then our condition.
Definition 2.9.18. Let F : D −→ A be a functor. The automorphisms of D act stably trivially on
the functor F if for every D ∈ obD and for every a ∈ AutD(D) there is a morphisms d : D −→ D′,
such that F (d ◦ a) = F (d).
Lemma 2.9.19. Let F : D −→ A be a functor on which the automorphisms of D act stably trivially.
If D is filtered up to automorphisms then it is F -filtered.
Proof. Let d, d′ : D −→ D′ be two morphisms. Since D is filtered up to automorphisms, there is a
morphism dˆ : D′ −→ Dˆ and an automorphism aˆ : Dˆ ∼=−→ Dˆ, such that
aˆ ◦ dˆ ◦ d = dˆ ◦ d′. (2.69)
The automorphisms of D act stably trivially on the functor F , hence there is a morphism d¯ : Dˆ −→ D¯,
such that F (d¯ ◦ aˆ) = F (d¯). Therefore
F
(
d¯ ◦ dˆ ◦ d) = F (d¯ ◦ aˆ) ◦ F (dˆ ◦ d) = F (d¯) ◦ F (aˆ ◦ dˆ ◦ d) = F (d¯ ◦ dˆ ◦ d′) (2.70)
This shows that D is F -filtered.
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Proposition 2.9.20. Let F : C×D −→ A be a bifunctor. Assume that for every D ∈ obD, the induced
functor FD : C −→ A admits a colimit. Then there is a natural functor F : D −→ A, D 7→ colimFD.
The functor F admits a colimit if and only if the functor F admits a colimit, in which case they are
naturally identified.
Proof. The first statement is a straightforward consequence from the universal property of the colimit.
The second statement is proven as follows: The objects in the category of F-cocones are families of
morphisms (aD : colimFD −→ A)D, natural in D. Every morphism aD : colimFD −→ A corresponds
uniquely to a family of morphisms aCD : F (C,D) −→ A, natural in C. The family of morphisms aD is
natural in D if and only if for every morphism d : D −→ D′, the diagram
colimFD
aD
$$H
HH
HH
HH
HH
H
F(d)

colimFD′aD′
// A
(2.71)
commutes. Now consider the diagram:
F (C,D)
F (id,d) //
aCD

&&LL
LLL
LLL
LL
F (C,D′)
xxqqq
qqq
qqq
q
aC
D′

colimFD
F(d) //
aD
xxqqq
qqq
qqq
qq
colimFD′
aD′
&&NN
NNN
NNN
NNN
N
A =
// A
(2.72)
All outer triangles in that diagram commute by definition. Therefore the diagram
colimFD
F(d) //
aD
&&NN
NNN
NNN
NNN
N colimFD′
aD′

A
(2.73)
commutes if and only if for every C ∈ ob C, the diagram
F (C,D)
aCD &&MM
MMM
MMM
MMM
F (id,d)// F (C,D′)
aC
D′

A
(2.74)
commutes. This shows that the family of morphism (aD : colimFD −→ A)D is natural in D if and
only if the corresponding family (aCD : F (C,D) −→ A)C,D is natural in both C and D. It follows that
there is a natural isomorphism between the category of F-cocones and the category of F -cocones. The
statement follows.
Lemma 2.9.21. Let F : D −→ A be a functor. Assume that A admits all small coproducts and that
D = ∐i∈I Di is the decomposition into connected components, where I is a set. Let Fi : Di ⊂ D −→ A
be the induced functors and assume that Fi admits a colimit for every i ∈ I. Then F admits a colimit
and
colimF =
∐
i∈I
colimFi. (2.75)
Proof. A F -cocone is a natural transformation p : F −→ A. These correspond bijectively to families
pi : Fi −→ A of natural transformations. Now by the universal property of the coproduct and the
colimit, a morphism α :
∐
i∈I colimFi −→ A is the same as a family of morphisms αi : colimFi −→ A,
and each of these corresponds bijectively to a natural transformation pi : Fi −→ A, and thus the
morphism α corresponds bijectively to a natural tranformation p : F −→ A.
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The following proposition is similar to [34, Lemma 5.4].
Proposition 2.9.22. Let D be a category with decomposition D = ∐i∈I Di into connected components
Di, where I is a set. Let A = {Set,Group,Ab} and let F : D −→ A be a functor. Assume that for
every morphism d : D −→ D′, the morphism F (d) is an isomorphism. Then the functor F admits a
colimit.
Proof. By Lemma 2.9.21 we can assume that D is connected. First we assume that A = Set. Choose
an object D0 ∈ obD and put A0 := F (D0)/ ∼F , where x ∼F x′ ∈ F (D0) if x and x′ are F -connected.
Let D ∈ obD be any other object. We define a map aD : F (D) −→ F (D0) as follows: choose a
sequence
d. = D0
r0   A
AA
AA
AA
A D1
l1~~}}
}}
}}
}}
r1
  A
AA
AA
AA
AA
. . .
~~}}
}}
}}
}}
}}
  A
AA
AA
AA
AA
A Dn−1
ln−1
||zz
zz
zz
zz
z
rn−1 ""E
EE
EE
EE
E Dn = D
ln{{vv
vv
vv
vv
v
D′1 . . . . . . D
′
n
(2.76)
and let F (d.) := F (r0)−1 ◦ F (l1) ◦ . . . ◦ F (ln) : F (D) −→ F (D0). Any other choice leads to a
map F (d′.) : F (D) −→ F (D0) with the property that F (d′.)x is F -connected to F (d.)x for every
x ∈ F (D). Therefore the induced map aD := ε ◦ F (d.) : F (D) −→ A0 is independent of the choice
of d.. The maps (aD)D clearly define an F -cocone. We need to verify its universal property: Let
a′ = (a′D : F (D) −→ A′) be another F -cocone. Necessarily a′D0(x) = a′D0(x′) ∈ A′ for any two
F -connected elements x, x′ ∈ F (D0). Therefore the map a′D0 descends to a map α : A0 −→ A which
has the property that α ◦ aD = a′D for all objects D ∈ obD. Furthermore, α is uniquely determined
by this property.
Now assume A ∈ {Group,Ab}. The equivalence relation ∼F generates an equivalence relation
compatible with the group structure. We take A0 to be the group F (D0) modulo this equivalence
relation. The other arguments hold verbatim.
Lemma 2.9.23. Let F : D −→ A be a functor and let D be weakly F -filtered. Let D,D′ ∈ D be
objects. Two elements x ∈ F (D) and x′ ∈ F (D′) are F -equivalent, if and only if there are morphisms
d : D −→ Dˆ and d′ : D′ −→ Dˆ, such that F (d)x = F (d′)x′.
Proof. By assumption, there is a sequence
D = D0
r0
##G
GG
GG
GG
GG
D1
l1~~}}
}}
}}
}}
r1
  A
AA
AA
AA
AA
. . .
~~}}
}}
}}
}}
}}
  A
AA
AA
AA
AA
A Dn−1
ln−1
||zz
zz
zz
zz
z
rn−1 ""E
EE
EE
EE
E Dn = D
′
lnzzvv
vv
vv
vv
v
D′1 . . . . . . D
′
n
(2.77)
and a sequence of elements xi ∈ F (Di) for i = 0, . . . , n such that
1. x0 = x ∈ F (D) and xn = x′ ∈ F (D′);
2. F (li)xi = F (ri−1)xi−1 for all i = 1, . . . , n.
When n = 1, then we have nothing to prove. So assume that n ≥ 2. The category D is weakly
F -filtered, therefore there are morphisms dˆ1 : D′1 −→ Dˆ1 and dˆ2 : D′2 −→ Dˆ1, so that the diagram
D1
r1 //
l1

D′2
dˆ2

D′1
dˆ1
// Dˆ1
(2.78)
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F -commutes. Set xˆ1 := F (dˆ2 ◦ r1)x1 ∈ F (Dˆ1). Now consider the sequence
D = D0
dˆ1r0 ##G
GG
GG
GG
GG
D2
dˆ2◦l2~~}}}
}}
}}
}
r2
  A
AA
AA
AA
AA
. . .
~~ ~
~~
~~
~~
~~
  @
@@
@@
@@
@@
@ Dn−1
ln−1
||zz
zz
zz
zz
zz
rn−1 ""E
EE
EE
EE
E Dn = D
′
lnzzvv
vv
vv
vv
v
Dˆ1 . . . . . . D
′
n
(2.79)
and the sequence (x0, xˆ1, x2, . . . xn). It has length n− 1. The statement follows by induction on n.
Corollary 2.9.24. Let A ∈ {Group,Ab} and let F : D −→ A be a functor which maps all morphisms
to isomorphisms. Assume that D is F -filtered. Let U : A −→ Set be the forgetful functor. Then the
natural morphism colimUF −→ U colimF is bijective.
Proof. Recall the construction of the colimit from Proposition 2.9.22. We choose D0 ∈ obD. Then the
colimF is the quotient of F (D0) modulo the equivalence relation compatible with the group structure
generated by F -connectedness. Let x, x′ ∈ F (D0) be F -connected. Then there are morphisms d, d′ :
D0 −→ D, such that F (d)x = F (d′)x′. But since D is F -filtered, there is a morphism dˆ : D −→ Dˆ, such
that F (dˆ ◦ d) = F (dˆ ◦ d′). Then F (d) = F (d′) and therefore x = x′. It follows that colimF = F (D0)
and colimUF = UF (D0).
Lemma 2.9.25. Let F : D −→ Ab be a functor and let V : Ab −→ Group be the forgetful functor.
Assume that colimV F exist. Let C be its commutator. Then (colimV F )/C is naturally a colimit for
the functor F .
Proof. Let L := colimV F and C := [L,L] ⊂ L. Morphisms l : L/C −→ A into an abelian group A
correspond bijectively to morphisms l : L −→ A. Since L = colimV F , they correspond bijectively to
V F -cocones (aD : V F (D) −→ A). But every V F -cocone (aD : V F (D) −→ A) with A abelian is also
an F -cocone.
Proposition 2.9.26. Let D be a small category and let F : D −→ Ab be a functor. Let U : Ab −→ Set
and V : Ab −→ Group be the forgetful functors.
1. Assume that D is F -filtered. Then the natural map colimUF −→ U colimF is bijective.
2. Assume that D is strongly connected. Then the natural map colimV F −→ V colimF is an
isomorphism.
Proof. Recall that the coproduct in the category Ab is the direct sum and that in Group it is the free
product. There is a natural map
c :
∐
D∈obD
UF (D) −→ ⊕D∈obDF (D). (2.80)
Let ∼‘ be the equivalence relation on ∐D∈obD UF (D) that identifies any two F -connected elements
and let ∼⊕ be the smallest equivalence relation on ⊕D∈obDF (D) that is compatible with the group
structure and that identifies any two F -connected elements.
Let x ∈ ⊕D∈obDF (D). Then it has a unique description as a sum x = x1 + . . .+xn with xi ∈ F (Di)
for objects D1, . . . , Dn ∈ obD. By assumption, the category D is strongly connected. Therefore, there
is an object D ∈ obD and there are morphisms di : Di −→ D. Every element xi is F -connected to
F (di)xi ∈ F (D). Therefore x = x1 + . . . + xn ∼⊕ F (d1)x1 + . . . F (dn)xn ∈ ⊕D∈obDF (D). It follows
that the induced map
c¯ : colimUF =
∐
D∈obD
UF (D)/ '‘−→ ⊕D∈obDF (D)/ ∼⊕= colimF (2.81)
is surjective.
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We claim that it is injective. Let x, x′ ∈ ⊕D∈obDF (D) be two elements. Write x = x1 + . . . + xn
with xi ∈ F (Di) and x′ = x′1 + . . . x′n′ with x′i ∈ F (D′i). We claim that x ∼⊕ x′ if and only if there are
morphisms di : Di −→ D and d′i : D′i −→ D′, such that
F (d1)x1 + . . .+ F (dn)xn ∈ F (D) is F -connected to F (d′1)x′1 + . . .+ F (d′n)x′n′ ∈ F (D′). (2.82)
If this property is satisfied, then clearly x ∼⊕ x′. To prove the other implication, we need to show
that this property indeed defines an equivalence relation, compatible with the group structure. First
we show that it defines an equivalence relation. Transitivity is the only problematic point. Therefore,
let x, x′, x′′ ∈ ⊕D∈DF (D) be three elements with respective decompositions x = x1 . . . + xn, x′ =
x′1 + . . .+ x
′
n′ , and x
′′ = x′′1 + . . .+ x
′′
n′′ with xi ∈ F (Di), x′i ∈ F (D′i) and x′′i ∈ F (D′′i ). By assumption
there are
1. morphisms di : Di −→ D, d′i : D′i −→ D′, such that
∑
F (di)xi ∈ F (D) is F -connected with∑
F (d′i)x
′
i ∈ F (D′)
2. morphisms e′i : D
′
i −→ E′ and e′′i : D′′i −→ E′′, such that
∑
F (e′i)x
′
i ∈ F (E′) is F -connected
with
∑
F (e′′i )x
′′
i ∈ F (E′′).
Because the category D is strongly connected, we can assume that D = D′ = E = E′. Furthermore,
we can assume that n = n′ = n′′. The category D is F -filtered, therefore there is a morphism
d : D −→ Dˆ, such that F (d◦d′i) = F (d◦e′i). Then
∑
F (d′i)x
′
i ∈ F (D) is F -connected to
∑
F (d◦d′i)x′i =∑
F (d ◦ e′i)x′i. The latter is F -connected to
∑
F (e′i)x
′
i which again is F -connected to
∑
F (e′′i )x
′′
i , and
thus to
∑
F (d ◦ e′′i )x′′i . This proves transitivity.
Now we prove that the equivalence relation defined by this property is compatible with the group
structure. We only need to prove the following statement: Let x, y ∈ F (D) and x′, y′ ∈ F (D′), such
that x is F -connected to x′ and y is F -connected to y′. Then x+y is F -connected to x′+y′. By Lemma
2.9.23 x is F -connected to x′ if and only if there are morphisms d : D −→ Dˆ and d′ : D′ −→ Dˆ, such
that F (d)x = F (d′)x′. Since y is F -connected to y′ we find morphisms e : D −→ Eˆ and e′ : D′ −→ Eˆ,
such that F (e)y = F (e′)y′. As before we can assume without loss of generality that Eˆ = Dˆ, that d = e
and d′ = e′. But then F (d)(x+ y) = F (d)x+ F (d)y = F (e)x′ + F (e)y′ = F (e)(x′ + y′), which shows
that x+ y is F -connected to x′ + y′.
Now that we have a concrete description of ∼⊕, injectivity of c¯ is an immediate consequence: let
x ∈ F (D) and x′ ∈ F (D′), such that c(x) ∼⊕ c(x′). This means that there are morphisms d : D −→ Dˆ
and d′ : D′ −→ Dˆ′, such that F (d)x is F -connected to F (d′)x′. But x is F -connectd to F (d)x and x′
is F -connected to F (d′)x′. Transitivity of the notion F -connectedness implies that x ∼‘ x′.
Now we prove the second statement. Let ∼∗ be the smallest equivalence relation on the free product
∗D∈V F (D)V F (D), that identifies any to F -connected elements and that is compatible with the group
structure. We need to prove that ∗D∈obDF (D)/ ∼∗ is abelian. Every element in ∗D∈obDF (D) can
be written as a finite product x1 ∗ . . . ∗ xn with xi ∈ F (Di). Let x′1 ∗ . . . x′n′ be another element with
x′i ∈ F (D′i). Since the category D is strongly connected, there are morphisms di : D −→ D and
d′i : D
′
i −→ D. For every i the element xi ∈ F (Di) is F -connected to F (di)xi ∈ F (D). The same holds
for x′i ∈ F (D′i) and F (d′i)x′i ∈ F (D). Therefore x1 ∗ . . . ∗ xn ∗ x′1 ∗ . . . ∗ x′n′ is equivalent to∑
i
F (di)xi +
∑
i
F (d′i)x
′
i =
∑
i
F (d′i)x
′
i +
∑
i
F (di)xi ∈ F (Dˆ). (2.83)
But the latter element is equivalent to x′1 ∗ . . . ∗ x′n′ ∗ x1 ∗ . . . ∗ xn. This shows that ∗D∈obDF (D)/ ∼∗
is an abelian group. The statement follows from the preceeding lemma.
Chapter 3
A homotopy classification of certain
classes of non-linear Fredholm maps
In this chapter we study certain classes of non-linear equivariant Fredholm maps between equivariant
Hilbert bundles. The background for this work is threefold: It is provided first by a classical result in
non-linear analysis due to Svarc, where a certain type of non-linear perturbations of linear Fredholm
maps between Banach spaces is interpreted in terms of stable homotopy groups of spheres ([42], see also
[8]). Second, by Bauer and Furuta’s work on cohomotopy refined Seiberg-Witten invariants ([17], [7],
[6], [5]) and third by Okonek and Teleman’s recent article [34], where they present a general framework
for cohomotopy invariants, which is then applied to Seiberg-Witten theory.
All three sources study compact perturbations of linear Fredholm maps and associate with them a
homotopy invariant. In the case of Svarc, this invariant is an element of a stable homotopy group of
spheres. In the other cases the groups also arise as stabilized cohomotopy groups.
Svarc studies compact perturbations of a fixed linear Fredholm map between two Banach spaces.
The maps are required to satisfy a properness condition. Bauer and Furuta work with G-equivariant
maps µ : E −→ F , where G is a compact Lie group and where E and F are unitary Hilbert bundles
over a compact base B. Okonek and Teleman work with S1-equivariant maps µ : E −→ F between
Hilbert bundles over a compact base B. The Hilbert bundles are assumed to have a real summand
equipped with the trivial S1-action and a complex summand equipped with the standard S1-action.
The maps they consider are roughly speaking compact perturbations of linear Fredholm morphisms
with a properness condition. Okonek and Teleman assume the maps to be smooth and the Fredholm
morphism to be given by the fiberwise differential at the zero-section. On the real part it is supposed
to be a fixed isometric embedding. Furthermore, they impose a non-vanishing property: the image
of the S1-fixed point locus under µ is assumed to avoid a neighbourhood of the zero section. This
contrasts Bauer and Furuta’s construction which does not impose this non-vanishing property, but
fixes the Fredholm map also on the complex part.
Let now G be a compact Lie group. We study G-equivariant maps µ : E −→ F between G-
equivariant Hilbert bundles. Our bundles may contain a real summand, not necessarily trivialized,
equipped with the trivial G-action, and a complex summand consisting of a unitary G-bundle. In fact
we fix the irreducible complex representations of G that may occur by choosing an arbitrary subset
ρ ⊂ Irr(G,C). The maps µ we consider are coercive, compact perturbations of linear Fredholm maps.
We also include a treatment for the case where the linear Fredholm morphism is partially fixed: Fixing
a subset ρ0 ⊂ ρ induces decompositions E = E0 ×B E∗ and F = F0 ×B F∗. We then fix a Fredholm
morphism l : E0 −→ F0 and modify our definition of Fredholm map by allowing only the part defined
on E∗ to vary. Furthermore, we introduce a non-vanishing property in terms of a fixed isotropy family Ω
of subgroups of G. It generalizes the non-vanishing property imposed by Okonek and Teleman on their
class of maps. These maps we call Ω-Fredholm maps and l-framed Ω-Fredholm maps, respectively.
The leading idea behind our approach is the formalization of the notion of finite dimensional
approximation. We define a suitable functor pΩ involving only finite-dimensional data and we realize
its colimit as the set G[E ,F ]ΩB of homotopy classes of Ω-Fredholm maps. In order to produce group
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valued invariants we relate the functor pΩ with a group valued functor piΩ by means of a natural
transformation in such a way that the colimits G[E ,F ]ΩB = colim pΩ and colimUpiΩ are identified. Here
U : Group −→ Set denotes the forgetful functor. We put ρPΩ(B) := colimpiΩ and obtain a natural
map
G[E ,F ]ΩB = colimUpiΩ −→ colimpiΩ = ρPΩ(B). (3.1)
Associating with a homotopy class [µ] the corresponding element {µ} ∈ ρPΩ(B) defines the invariant.
Let us point out several advantages of this approach. The natural homotopy invariant of an Ω-map
µ is its homotopy class itself. This leads to the study of the set of homotopy classes of Ω-maps. Our
description of this set as a colimit of a functor defined on finite dimensional data allows the reduction to
a finite dimensional setting in a very formal way: Working with the more common formulations of finite
dimensional approximations always involves showing that the constructions made are independent of
the choice of approximations. This can be tedious. But once the homotopy set realizes a colimit, one
can work with the universal property of that colimit and thus avoids all such arguments. Second, one
often is interested in group valued invariant. In our case, we exhibit the set G[E ,F ]ΩB as the colimit of
the functor UpiΩ. Since piΩ is group valued, its colimit is the natural candidate. The corresponding map
G[E ,F ]ΩB −→ ρPΩ(B) enjoys a natural universal property which can be interpreted in the following
way: The map defines the finest group valued invariants for the class of Ω-Fredholm maps, compatible
with the natural group structure on the set of Ω-maps between finite dimensional fiberwise one-point
compactified bundles. This property is explained in Corollary 3.4.14.
The definition of a suitable functor in the framed case is more involved. We need to fix the
Fredholm morphism l : E0 −→ F0 and an l-adapted subbundle V ⊂ F0 in order to define a functor
pl,VΩ and to realize its colimit as the set G[E ,F ]Ω,lB of homotopy classes of l-framed Fredholm maps. A
careful analysis of this situation shows that the functor pl,VΩ in fact only depends on the presentation
(l−1(V ), V ) of the index indρ0 l ∈ Kρ0(B). But the natural transformation that realizes the colimit
additionally depends on the embeddings l−1(V ) ⊂ E0 and V ⊂ F0. We then proceed in analogy to the
unframed case and obtain a map
G[E ,F ]Ω,lB −→ ρPl,VΩ (B) = colimpil,VΩ . (3.2)
We show that this map is always surjective and that it is injective when K−1ρ∗ (B) = 0. Here the set
ρ∗ = ρ − ρ0 specifies the part where the Fredholm morphism is allowed to vary. Furthermore, we let
K−1ρ∗ (B) ⊂ KO−1(B)×K−1G (B) be the subgroup generated by [W ]⊗K−1(B) for all W ∈ ρ∗∩Irr(G,C)
and additionally by KO−1(B) when R ∈ ρ∗.
So, in the case K−1ρ∗ (B) = 0, the groups ρP
l,V
Ω (B) classify the homotopy classes of Ω-Fredholm
maps. When ρ∗ = ∅, i.e. when the Fredholm morphism is fully fixed, then the hypothesis K−1ρ∗ (B) = 0
is automatically satisfied. This result corresponds to a theorem of Bauer [5, Theorem 2.1] and in the
case where B = {∗} to Svarc’s result (see [8, Theorem 5.3.20]).
We compare the framed with the unframed approach by means of the natural maps
G[E ,F ]lB −→ G[E ,F ]B and ρPl,VΩ (B) −→ ρPΩ(B) (3.3)
between framed and unframed classes of maps. With the index indρ0 l ∈ Kρ0(B) of l we can associate a
subset of G[E ,F ]B and a subgroup of ρPΩ(B). The maps above then naturally take values in this subset
(subgroup). We show that the corestrictions so obtained are surjective and that they are injective when
K−1ρ0 (B) = 0.
We then explain a second, more explicit construction of these colimits of the respective group
valued functors. This construction is based on ideas in [34]. We give a third description of the groups
ρPΩ(B) by following closely Okonek and Teleman’s construction of the cohomotopy groups in [34].
This description will then allow us to specialize to the invariants defined by Okonek and Teleman.
On the other hand, this gives a new interpretation of Okonek and Teleman’s groups. In the case
K−1(B) = 0, we obtain a description of their groups as a set of homotopy classes of Ω-maps.
Last, we explain how also Bauer and Furuta’s construction ([7]) fits into our framework. We use
this description to produce a comparison map between the Okonek-Teleman and the Bauer-Furuta
groups when K−1(B) = 0.
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This chapter is organized in the following way: We start by explaining the notion of Ω-Fredholm
maps in a detailed way. Then we realize the set G[E ,F ]B as a colimit of a functor pΩ. After that we
explain the setup for framed homotopy maps and formulate and prove the analogous results.
In the next section we prove a result concerning Ω-maps between sphere bundles. We show that up
to stabilization they arise as one-point compactifications of (proper) Ω-maps between finite dimensional
bundles. This result will be used to relate the functor pΩ with the group valued functor piΩ. The latter
functor is subject of the last section of this chapter, where the cohomotopy groups are introduced and
studied.
Fix a connected and compact CW-complex B, a compact Lie group G, and a subset ρ ⊂ Irr(G,C)∪
{R}. We work with fiberwise G-bundles over the base B. By G-map we mean a G-equivariant fiberwise
map. Recall that a ρ-bundle E is a bundle of the form E = ER×B EC, where ER is a real Hilbert bundle
equipped with the trivial G-action, and where EC is a unitary G-bundle. A ρ-morphism between two
ρ-bundles E and F is a G-equivariant map f : E −→ F , such that f(ER) ⊂ FR and f(EC) ⊂ FC. We
denote the induced maps by fR : ER −→ FR and fC : EC −→ FC, respectively. They are required to be
morphisms of Hilbert bundles. See [Preliminaries 2.8] for more details. Let Kρ(B) ⊂ KO(B)×KG(B)
be the subgroup generated by [W ]⊗K(B) for all W ∈ ρ∩ Irr(G,C) and additionally by KO(B) when
R ∈ ρ. A ρ-morphism f : E −→ F is called Fredholm if fR and fC are fiberwise linear Fredholm maps.
When f is a ρ-Fredholm morphism, then indρ f := (ind fR, indG fC) ∈ Kρ(B).
A (closed) isotropy family ([44, page 46]) for G is a set Ω of closed subgroups of G, such that for
all closed subgroups H,K ⊂ G, the following hold:
1. if H ∈ Ω and K is conjugate to H, then K ∈ Ω;
2. if H ∈ Ω and H ⊂ K, then K ∈ Ω.
With an isotropy family Ω for G and a ρ-bundle E we associate the G-subspace
E(Ω) := {e ∈ E ∣∣Ge ∈ Ω}.
Remark 3.0.27. Let Ω be an isotropy family for G, and let µ : E −→ F be a G-map between two
ρ-bundles. Then µ (E(Ω)) ⊂ F(Ω).
Proof. Equivariance of µ implies that Ge ⊂ Gµ(e) for every e ∈ E . The statement follows from the
second axiom of an isotropy family.
We are mainly interested in the following families:
∅ and Ωn := {H ⊂ G
∣∣ dimH > n} for n ∈ N. (3.4)
We now fix two infinite dimensional and separable ρ-bundles E and F and an isotropy family Ω for
G.
Definition 3.0.28. A G-map µ : E −→ F is called an Ω-(Fredholm) map if it satisfies the following
properties:
1. It is coercive.
2. There exists a neighbourhood U ⊂ F of the 0-section, such that µ(E(Ω)) ⊂ F − U .
3. There exists a ρ-Fredholm morphism d : E −→ F , such that µ− d is compact.
Definition 3.0.29. An Ω-(Fredholm) homotopy is an Ω-Fredholm map µ˜ : E × [0, 1] −→ F × [0, 1]
between the ρ-bundles E × [0, 1] and F × [0, 1] over the base B × [0, 1].
Abusing notation we will usually write (µt)t∈[0,1] or even µt, instead of µ˜.
Lemma 3.0.30. Let µt : E −→ F be an Ω-homotopy with µ0 = d + c and µ1 = d′ + c′. Then there
exists a homotopy dt : E −→ F of ρ-Fredholm morphisms, such that d0 = d, d1 = d′, and that µt − dt
is compact.
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Proof. Since µt is an Ω-homotopy, there exists a decomposition µt = dˆt+ cˆt. We consider the equations
d+ c = dˆ0 + cˆ0 and d′+ c′ = dˆ1 + cˆ1. They imply that dˆ0−d = c− cˆ0 and dˆ1−d′ = c′− cˆ1 are compact
ρ-morphisms. Therefore (1− t)(dˆ0− d) + t(dˆ1− d′) =: kt defines a homotopy of compact ρ-morphisms.
It follows that
µt =
(
dˆt − kt
)
+
(
cˆt + kt
)
. (3.5)
We put dt := dˆt − kt. Then d0 = dˆ0 − k0 = d, d1 = dˆ1 − k1 = d′, and µt − dt = cˆt + kt is compact.
Lemma 3.0.31. The notion of Ω-homotopy defines an equivalence relation on the set of Ω-Fredholm
maps.
Proof. The only problematic point is transitivity. Thus, let µt, µ′t : E −→ F be two Ω-homotopies with
µ1 = µ′0. We define µ
′′
t by
µ′′t :=
{
µ2t if 0 ≤ t ≤ 1/2;
µ′2t−1 else.
(3.6)
We need to check whether it defines an Ω-homotopy. By the preceeding lemma we may choose ρ-
Fredholm homotopies dt and d′t with d1 = d
′
0, such that µt − dt and µ′t − d′t are compact. We can glue
dt and d′t to a ρ-Fredholm morphism d
′′
t using the obvious formula. All other points are immediately
verified and we have thus shown that µ′′t is an Ω-map.
We write G[E ,F ]ΩB for the set of Ω-homotopy classes of Ω-Fredholm maps µ : E −→ F , and we put
G[E ,F ]B := G[E ,F ]∅B .
Remark 3.0.32.
1. There is a natural map G[E ,F ]ΩB −→ G[E ,F ]B .
2. There exists a unique map indρ : G[E ,F ]B −→ Kρ(B) with the following property: Let d : E −→
F be a ρ-Fredholm morphism and let c : E −→ F be a compact map, such that d + c is an
Ω-Fredholm map. Then indρ[d+ c] = indρ d.
Proof. Let [µ] ∈ G[E ,F ]B be a homotopy class with representative µ : E −→ F . We choose a ρ-
Fredholm morphism d : E −→ F , such that µ− d is compact and we put indρ([µ]) := indρ(d).
Let µ = d+ c = d′+ c′ be two decompositions of an Ω-map µ, where d, d′ : E −→ F are ρ-Fredholm
morphisms and where c, c′ : E −→ F are compact. Then d′ − d = c − c′ : E −→ F is a compact
ρ-morphism. Therefore indρ d = indρ(d + d′ − d) = indρ d′. Let µt : E −→ F be an Ω-homotopy
between µ0 and µ1. There exists dt : E −→ F , a family of ρ-Fredholm morphisms, such that µt − dt is
compact. Then indρ d0 = indρ d1 by the homotopy invariance of the ρ-Fredholm index.
Lemma 3.0.33. A subset U ⊂ F is a neighbourhood of the 0-section if and only if there exists ε > 0,
such that D˚ε(F) ⊂ U .
Proof. First, we prove the following statement: For x ∈ B, there exist an open neighbourhood Vx ⊂ B
of x and εx > 0, such that
D˚εx (Fy) ⊂ U ∩ Fy for all y ∈ Vx. (3.7)
Choose an open neighbourhood V ′x ⊂ B of x and a fiberwise isometry ϕx : FV ′x
∼=−→ V ′x × Fx. The
subset ϕx(U ∩ FV ′x) ⊂ V ′x × Fx is an open neighbourhood of V ′x × {0}. Hence there exist εx > 0 and
Vx ⊂ V ′x open, such that Vx × D˚εx(Fx) ⊂ ϕx(U ∩ FV ′x). This implies D˚εx(FVx) ⊂ U ∩ FVx .
For every point x ∈ B, we choose εx > 0 and Vx ⊂ B as above. Compactness of B allows us to
choose a finite covering B = Vx1 ∪ . . . ∪ Vxr . Put ε := min{εx1 , . . . , εxr}. Then D˚ε(F) ⊂ U .
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3.1 Finite dimensional approximation of Ω-Fredholm maps
In this section we realize the set G[E ,F ]B as the colimit of a functor pΩ. We start by introducing a
category ρHB on which the functor pΩ is defined. It is defined in analogy to the category T (x) in
[34]. The realization of the set G[E ,F ]B as a colimit of the functor pΩ is done in two steps: First a
natural transformation between the functor pΩ and the set G[E ,F ]B (understood as constant functor)
is defined (Theorem 3.1.4). Then this transformation is proven to be a colimit (Theorem 3.1.11). The
proof of the second theorem relies on methods used by Bauer ([5, Theorem 2.1]) and by Okonek and
Teleman [34, Lemma 3.12].
We define the category ρHB as follows: its objects are pairs (E,F ) of finite-dimensional ρ-bundles
E,F . Let (E,F ) and (E′, F ′) be two such objects. A morphism f : (E,F ) −→ (E′, F ′) is a family
f = (iE , iF , E˜, F˜ , τ), consisting of the following data:
1. two closed ρ-embeddings iE : E ↪→ E′ and iF : F ↪→ F ′;
2. closed ρ-complements E′ = iE(E)⊕ E˜ and F ′ = iF (F )⊕ F˜ ;
3. a ρ-isomorphism τ : E˜
∼=−→ F˜ .
We compose two morphisms f = (iE , iF , E˜, F˜ , τ) : (E,F ) −→ (E′, F ′) and f ′ = (iE′ , iF ′ , E˜′, F˜ ′, τ ′) :
(E′, F ′) −→ (E′′, F ′′) to a morphism f ′′ : (E,F ) −→ (E′′, F ′′) in the following natural way: By defi-
nition f ′′ consists of
1. the ρ-embeddings iE′ ◦ iE : E ↪→ E′′ and iF ′ ◦ iF : F ↪→ F ′′;
2. the ρ-complements E˜′ ⊕ iE′(E˜) of iE′ (iE(E)) and F˜ ′ ⊕ iF ′(F˜ ) of iF ′ (iF (F )), respectively;
3. the ρ-isomorphism τ ′ ⊕
[
iF ′ ◦ τ ◦ (iE′ |E˜)−1
]
.
Given an object (E,F ) in the category ρHB , we define the notions of Ω-maps and Ω-homotopies
as in the infinite-dimensional setting. Thus a G-map m : E −→ F is an Ω-map if it is proper and if
m(E(Ω)) ⊂ F − U for a neighbourhood U ⊂ F of the 0-section. An Ω-homotopy is then an Ω-map
m˜ : E× [0, 1] −→ F × [0, 1] over the base B× [0, 1]. We denote the set of Ω-homotopy classes of Ω-maps
by G[E,F ]ΩB and we introduce the notation G[E,F ]B := G[E,F ]
∅
B .
With each object (E,F ) we associate its ρ-index [E]−[F ] := ([ER]− [FR], [EC]− [FC]) ∈ Kρ(B) ⊂
KO(B)×KG(B).
Lemma 3.1.1. Let (E,F ) and (E′, F ′) be objects in ρHB. There exists a diagram in ρHB
(E,F )
f
$$H
HH
HH
HH
HH
(E′, F ′)
f ′
zzuuu
uu
uu
uu
(Eˆ, Fˆ )
(3.8)
if and only if [E]− [F ] = [E′]− [F ′] ∈ Kρ(B).
Proof. If there is a morphism f : (E,F ) −→ (Eˆ, Fˆ ), then [E]− [F ] = [Eˆ]− [Fˆ ] ∈ Kρ(B). On the other
hand, if [E]− [F ] = [E′]− [F ′], then there exists a finite dimensional ρ-bundle H and a ρ-isomorphism
ϕ : E ⊕ F ′ ⊕H ∼=−→ E′ ⊕ F ⊕H. We put Eˆ := E ⊕ F ′ ⊕H and Fˆ := F ⊕ F ′ ⊕H. Then there are
natural embeddings
• E ↪→ E ⊕ F ′ ⊕H = Eˆ and F ↪→ F ⊕ F ′ ⊕H = Fˆ ;
• E′ ↪→ E′ ⊕ F ⊕H ∼=ϕ E ⊕ F ′ ⊕H = Eˆ and F ′ ↪→ F ⊕ F ′ ⊕H = Fˆ .
We obtain morphisms f : (E,F ) −→ (Eˆ, Fˆ ) and f ′ : (E′, F ′) −→ (Eˆ, Fˆ ) in the obvious way.
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Remark 3.1.2. A morphism f = (iE , iF , E˜, F˜ , τ) : (E,F ) −→ (E′, F ′) in ρHB induces an isomorphism
fˆ : (E′, F ′) −→ (E ⊕ E˜, F ⊕ E˜), (3.9)
such that fˆ ◦ f : (E,F ) −→ (E ⊕ E˜, F ⊕ E˜) is the natural morphism.
Proof. The isomorphism fˆ : (E′, F ′) −→ (E ⊕ E˜, F ⊕ E˜) is given by the isomorphisms
i−1E ⊕ idE˜ : E′ = iE(E)⊕ E˜ −→ E ⊕ E˜ and i−1F ⊕ τ−1 : F ′ = iF (F )⊕ F˜ −→ F ⊕ E˜. (3.10)
It is an immediate consequence of the definition of fˆ that the composition fˆ ◦f is the natural morphism
(E,F ) −→ (E ⊕ E˜, F ⊕ E˜).
For x ∈ Kρ(B) let ρHB(x) ⊂ ρHB be the full subcategory consisting of the objects (E,F ) with
[E]− [F ] = x ∈ Kρ(B).
Corollary 3.1.3. The category ρHB has a decomposition into connected components
ρHB =
∐
x∈Kρ(B)
ρHB(x). (3.11)
For every x ∈ Kρ(B), the category ρHB(x) is weakly filtered.
Proof. The first statement follows immediately from the preceeding lemma, as does the fact that
ρHB(x) is strongly connected. For l = 0, 1 let now fl : (E,F ) −→ (El, Fl) be a morphism. We write
fl = (iE,l, iF,l, E˜l, F˜l, τl). Let fˆl : (El, Fl) −→ (E ⊕ E˜l, F ⊕ E˜l) be the isomorphism induced by fl
(Remark 3.1.2). Furthermore, let gl : (E ⊕ E˜l, F ⊕ E˜l) −→ (E ⊕ E˜0 ⊕ E˜1, F ⊕ E˜0 ⊕ E˜1) be the natural
inclusion. Then
g0 ◦ fˆ0 ◦ f0 = g1 ◦ fˆ1 ◦ f1. (3.12)
Thus the category ρHB(x) is weakly filtered.
We define a functor pΩ : ρHB −→ Set: Given (E,F ) ∈ ob ρHB , we put pΩ(E,F ) := G[E,F ]ΩB .
Given a morphism f = (iE , iF , E˜, F˜ , τ) : (E,F ) −→ (E′, F ′) and given an Ω-map m : E −→ F , we put
f∗m :=
[
iF ◦m ◦ (iE)−1
]
⊕ τ : E′ = iE(E)⊕ E˜ −→ iF (F )⊕ F˜ . (3.13)
This defines a map pΩ(f) : G[E,F ]ΩB −→ G[E′, F ′]ΩB , [m] 7→ [f∗m].
For x ∈ Kρ(B), let pΩ(x) : ρHB(x) −→ Set be the induced functor and let G[E ,F ]ΩB(x) := ind−1ρ (x).
Theorem 3.1.4. There exists a natural transformation
p : pΩ −→ G[E ,F ]ΩB , (3.14)
which for each x ∈ Kρ(B) induces a natural transformation
px : pΩ(x) −→ G[E ,F ]ΩB(x). (3.15)
Proof. Let (E,F ) be a pair of finite dimensional ρ-bundles. Define
p(E,F ) : G[E,F ]ΩB −→ G[E ,F ]ΩB (3.16)
as follows: Fix a family C = (ιE , ιF , E˜ , F˜ , d˜) consisting of
• closed ρ-embeddings ιE : E ↪→ E and ιF : F ↪→ F (Proposition 2.8.5);
• closed ρ-complements ιE(E)⊕ E˜ = E and ιF (F )⊕ F˜ = F ;
• a ρ-isomorphism d˜ : E˜ ∼=−→ F˜ (Corollary 2.8.3).
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We define piE : E −→ ιE(E) ∼= E by first projecting to ιE(E) using the decomposition E = ιE(E)⊕ E˜
and then identifying ιE(E) with E using the embedding ιE . Similarly we define piF : F −→ F . The
projections on the respective complements we denote with piE˜ and piF˜ .
Put d := 0E⊕d˜ : E −→ F . By definition d is a ρ-Fredholm morphism of ρ-index indρ d = [E]−[F ] ∈
Kρ(B). With an Ω-map m : E −→ F we associate the map
µ := µ(C,m) := ιF ◦m ◦ piE + d. (3.17)
We now prove that µ(C,m) is an Ω-Fredholm map. By construction µ−d = ιF ◦m◦piE is bounded
with image contained in the finite dimensional ρ-subbundle ιF (F ) ⊂ F , and hence compact. Next we
prove that µ is coercive. Let S ⊂ F be a bounded subset. We need to show that µ−1(S) is bounded.
A subset T ⊂ E is bounded if and only if both piE˜(T ) ⊂ E˜ and piE(T ) ⊂ E are bounded. Applying this
property to S ⊂ F we see that both piF˜ (S) ⊂ F˜ and piF (S) ⊂ F are bounded. Now notice that
piF˜ ◦ µ = µ ◦ piE˜ = d˜ ◦ piE˜ and piF ◦ µ = m ◦ piE . (3.18)
Thus, if e ∈ µ−1(S), then d˜(piE˜(e)) = piF˜ (µ(e)) ∈ piF˜ (S). Hence piE˜(µ−1(S)) ⊂ d˜−1 (piF˜ (S)). Since
d˜ is an isomorphism, this subset is bounded. On the other hand, if e ∈ µ−1(S), then m (piE(e)) =
piF (µ(e)) ∈ piF (S). Hence piE(µ−1(S)) ⊂ m−1 (piF (S)). Since m : E −→ F is proper, this subset is
bounded. It follows that µ−1(S) is bounded.
Last, we need to show that µ(E(Ω)) ⊂ F avoids a neighbourhood of the 0-section. The projection
map piE : E −→ E is a ρ-morphism, and therefore piE (E(Ω)) ⊂ E(Ω). Since m : E −→ F is an Ω-map,
there is an open neighbourhood of the 0-section V ⊂ F , such that m(piE(E(Ω))) ⊂ m(E(Ω)) ⊂ F − V .
From piF ◦ µ(E(Ω)) = m ◦ piE(E(Ω)) ⊂ F − V it follows that µ(E(Ω)) ⊂ pi−1F (F − V ). The latter is a
closed subset of F which does not meet the 0-section. Therefore µ(E(Ω)) avoids a neighbourhood of
the 0-section.
The association m 7→ µ(C,m) carries over to Ω-homotopies, therefore it descends to a map [m] 7→
[µ(C,m)]. Next we show that the Ω-homotopy class of µ(C,m) is independent of the choice of C. We
prove this claim in three steps. Step 1: Let C ′ = (ιE , ιF , E˜ , F˜ , d˜′), where d˜′ : E˜ −→ F˜ is a different
choice of isomorphism. Consider the ρ-isomorphism ϕ := d˜′ ◦ d˜−1 : F˜ ∼=−→ F˜ . By Theorem 2.8.5, there
exists a ρ-isotopy ϕt : F˜
∼=−→ F˜ , such that ϕ0 = idF˜ and ϕ1 = ϕ. Put µt := (ϕt ⊕ idιF (F )) ◦ µ. It
defines an Ω-homotopy between µ = µ0 and µ1 = µ(C ′,m).
Step 2: Let C ′ = (ιE , ιF , E˜ ′, F˜ ′, d˜′), where E˜ ′ and F˜ ′ are closed ρ-complements of ιE(E) and ιF (F ),
respectively, and where d˜′ : E˜ ′ ∼=−→ F˜ ′ is a ρ-isomorphism. By Corollary 2.8.7, there exists a homotopy
of complements Eˆt ⊂ E and Fˆt ⊂ F inducing homotopies of projections piE,t : E −→ E, piEˆt,t : E −→ Eˆt,
piF,t : F −→ F , and piFˆt,t : F −→ Fˆt with Eˆ0 = E˜ , Eˆ1 = E˜ ′, Fˆ0 = F˜ , and Fˆ1 = F˜ ′. Choose a ρ-
isotopy γt : Eˆt
∼=−→ Fˆt (by that we mean a ρ-isomorphism between the respective bundles over the base
B × [0, 1]). Define Ct := (ιE , ιF , Eˆt, Fˆt, γt). Then µ(Ct,m) defines an Ω-homotopy between µ(C0,m)
and µ(C1,m). Observe that C0 = (ιE , ιF , E˜ , F˜ , γ0) and C1 = (ιE , ιF , E˜ ′, F˜ ′, γ1). By step 1, there exists
a Ω-homotopy between µ(C0,m) and µ(C,m), as well as between µ(C1,m) and µ(C ′,m). This shows
that µ(C,m) and µ(C ′,m) are Ω-homotopic.
Step 3: Let C ′ = (ι′E , ι
′
F , E˜ ′, F˜ ′, d˜′). By Lemma 2.8.5, there exist homotopies ιE,t : E ↪→ E and
ιF,t : F ↪→ F of ρ-embeddings with ιE,0 = ιE , ιE,1 = ι′E and ιF,0 = ιF , ιF,1 = ι′F . Furthermore,
we choose homotopies of closed ρ-complements ιE,t(E) ⊕ Eˆt = E and ιF,t(F ) ⊕ Fˆt = F : We could
for example take the orthogonal complements. Choose furthermore an isotopy dˆt : Eˆt
∼=−→ Fˆt. We
put Cˆt := (ιE,t, ιF,t, Eˆt, Fˆt, dˆt). This data then defines an Ω-homotopy µ(Cˆt,m) between µ(Cˆ0,m)
and µ(Cˆ1,m). By the argument made in the previous step, µ(Cˆ0,m) is Ω-homotopic to µ(C,m), and
µ(Cˆ1,m) is Ω-homotopic to µ(C ′,m). Therefore the Ω-homotopy class of µ(C,m) is independent of
the choice of C.
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Let f = (iE , iF , E˜, F˜ , τ) : (E,F ) −→ (E′, F ′) be a morphism in ρHB . We have to show that the
diagram
G[E,F ]ΩB
pΩ(f)

p(E,F )
))RR
RRR
RRR
RRR
RR
G[E′, F ′]ΩB p(E′,F ′)
//
G[E ,F ]ΩB
(3.19)
commutes. Let m : E −→ F be an Ω-map. Choose a family C ′ = (ιE′ , ιF ′ , E˜ ′, F˜ ′, d˜′), consisting of
1. closed ρ-embeddings ιE′ : E′ ↪→ E , ιF ′ : F ′ ↪→ F ;
2. closed ρ-complements E = ιE′(E′)⊕ E˜ ′ and F = ιF ′(F ′)⊕ F˜ ′, and
3. a ρ-isomorphism d˜′ : E˜ ′ ∼=−→ F˜ ′.
Then put C := (ιE , ιF , E˜ , F˜ , d˜), with
1. ιE := ιE′ ◦ iE : E ↪→ E , ιF := ιF ′ ◦ iF : F ↪→ F ;
2. E˜ := E˜ ′ ⊕ ιE′(E˜) and F˜ := F˜ ′ ⊕ ιF ′(F˜ );
3. d˜ := d˜′ ⊕ ιF ′ ◦ τ ◦ (ιE′ |E˜)−1.
With these choices, we claim that µ(C,m) = µ(C ′, f∗m). To see this, let e = ιE(e0) + ιE′(e1) + e2 ∈
E = ιE(E)⊕ ιE′(E˜)⊕ E˜ ′. Then
µ(C,m)(e) = ιF (m(e0)) + d˜(ιE′(e1) + e2) = ιF (m(e0)) + ιF ′(τ(e1)) + d˜′(e2)
= ιF ′(iF (m(e0)) + τ(e1)) + d′0(e2)
= ιF ′(f∗m(iE(e0) + e1)) + d˜′(e2) = µ(C ′, f∗m).
(3.20)
Remark 3.1.5. Let V ⊂ V be a finite dimensional vector subspace of a Banach space V. Let V0 and
V1 be closed complements of V and let pii : V = V ⊕ Vi −→ Vi be the respective projections. Then
pi10 := pi1|V0 : V0 −→ V1 is an isomorphism with inverse pi01 := pi0|V1 : V1 −→ V0.
Proof. We prove that pi01 ◦ pi10 = idV0 . Let v0 ∈ V0. It has a unique decomposition v0 = v + v1
with v ∈ V and v1 ∈ V1. Furthermore, pi10(v0) = v1. Then v1 = −v + v0 ∈ V ⊕ V0 and therefore
pi01(v1) = v0.
Remark 3.1.6. Let V ⊂ V ′ ⊂ V be finite dimensional vector subspaces of a Banach space V, and let
V0 be a closed complement of V in V. Let pi0 : V = V ⊕ V0 −→ V0 be the projection. Then:
V0 ∩ V ′ = pi0(V ′) and V ′ = V ⊕ pi0(V ′). (3.21)
Proof. Let v0 ∈ V0 ∩ V ′. Then v0 = pi0(v0) ∈ pi0(V ′). On the other hand, let v′ ∈ V ′ ⊂ V ⊕ V0. Write
v′ = v + v0 with v ∈ V and v0 ∈ V0. Then pi0(v′) = v0 = v′ − v ∈ V ′ ∩ V0. This proves the first
equality. Let v′ ∈ V ′. Then v′ − pi0(v′) ∈ V and hence v′ = (v′ − pi0(v′)) + pi0(v′) ∈ V + pi0(V ′). On
the other hand we have clearly that V ∩ (V0 ∩ V ′) = {0}.
We will need a bundle version of the previous remark.
Lemma 3.1.7. Let E ⊂ E′ ⊂ E be finite dimensional subbundles of a Hilbert bundle E. Let E˜ be a
closed complement of E in E and let piE˜ : E = E ⊕ E˜ −→ E˜ be the projection. Then:
E˜ ∩ E′ = piE˜(E) ⊂ E˜ is a closed subbundle. (3.22)
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Proof. Let pE′ : E −→ E be the orthogonal projection to E′ and define P := piE˜ ◦ pE′ |E˜ : E˜ −→ E˜ . We
claim that P is a projection operator with image E˜ ∩ E′.
We start by proving that P ◦ P = P . Let e ∈ E˜ . Then P (e) ∈ E˜ ∩ E′. Therefore pE′(P (e)) =
P (e) ∈ E˜ ∩ E′ and hence piE˜(pE′(P (e))) = piE˜(P (e)) = P (e). This shows that P ◦ P = P .
Now we prove the second claim. By the previous remark, we know that E˜ ∩E′ = piE˜(E′). Therefore
P (E˜) ⊂ E˜ ∩ E′. Let e ∈ E˜ ∩ E′. Then
P (e) = piE˜(pE′(e)) = piE˜(e) = e. (3.23)
Therefore E˜ ∩ E′ ⊂ P (E˜).
It now follows from Proposition 2.5.7 that E˜ ∩ E′ ⊂ E˜ is a subbundle.
Definition 3.1.8. Let ε > 0 and let F ⊂ F be a finite dimensional ρ-subbundle of an infinite
dimensional ρ-bundle F . A ρ-invariant subspace C ⊂ F is ε-close to F if
|pF (c)− c| ≤ ε for all c ∈ C where pF is the orthogonal projection to F. (3.24)
Lemma 3.1.9. Let C ⊂ F be a relatively compact G-invariant subspace of an infinite dimensional
ρ-bundle F , let F ⊂ F be a finite dimensional ρ-subbundle with closed ρ-complement F˜ ⊂ F , and let
ε > 0. Then there exists a finite dimensional ρ-subbundle F˜ ⊂ F˜ , such that C is ε-close to F ⊕ F˜ .
Proof. Let C ⊂ F be a relatively compact G-invariant subspace. First, we prove the statement for
F = 0B . By Corollary 2.8.3, we may assume F = B ×H, where H is a ρ-Hilbert space. Recall that
Hs ⊂ H is the subspace generated by all finite dimensional G-submodules. It is dense in H by Theorem
2.3.5. Let ε > 0. We can cover C as follows:
C ⊂ B × D˚ε(h1) ∪ . . . ∪B × D˚ε(hr), (3.25)
with h1, . . . , hr ∈ Hs. Let H ⊂ H be a finite dimensional G-submodule containing h1, . . . , hr. Then
F ′ := B×H ⊂ B×H is a ρ-subbundle. Let (b, h) ∈ C be an arbitrary element. Then (b, h) ∈ B×D˚ε(hi)
for some 1 ≤ i ≤ r. Hence |(b, h)− (b, hi)| < ε and by definition (b, hi) ∈ F ′b. Hence C is ε-close to F ′.
Now let F ⊂ F be a finite dimensional ρ-subbundle. First we consider the case where its complement
is the orthogonal complement. Let pF⊥ : F −→ F⊥ and pF : F −→ F be the orthogonal projections.
Then pF⊥(C) ⊂ F⊥ is a relatively compact G-invariant subspace. Therefore there exists a finite
dimensional ρ-subbundle F ′ ⊂ F⊥, ε-close to pF⊥(C). Let c ∈ C. Then
|pF⊕F ′(c)− c| = |pF⊕F ′(pF⊥(c)) + pF⊕F ′(pF (c))− pF (c)− pF⊥(c)|
= |pF ′(pF⊥(c))− pF⊥(c)| ≤ ε.
(3.26)
Hence C is ε-close to F ⊕ F ′.
Now let F˜ ⊂ F be an arbitary closed complement. By the last step we find a finite dimensional
subbundle F ′ ⊂ F⊥, such that C is ε-close to F ⊕ F ′. Now let piF˜ : F = F ⊕ F˜ −→ F˜ be the
projection. Notice that the induced morphism piF˜ |F⊥ : F⊥ −→ F˜ is an isomorphism with inverse
pF⊥ |F˜ (Remark 3.1.5). In particular, piF˜ (F ′) =: F˜ ⊂ F˜ is a finite dimensional subbundle. We claim
that F ⊕ F˜ = F ⊕ F ′. Let f + f ′ ∈ F ⊕ F ′. Then f ′ = f¯ + f˜ with f¯ ∈ F and f˜ = piF˜ (f ′). Hence
f + f ′ = (f + f¯) + f˜ ∈ F ⊕ F˜ . This shows that F ⊕ F ′ ⊂ F ⊕ F˜ . Both bundles have the same rank,
therefore equality holds.
We will frequently use the following criteria for coerciveness.
Remark 3.1.10. A map f : X −→ Y between fiberwise normed vector spaces over a compact base is
coercive if and only if one of the following holds:
1. For every sequence (xn)n ∈ X with |xn| → ∞, the sequence |f(xn)| converges to ∞.
2. For every sequence (xn)n ∈ X with |xn| → ∞, the sequence |f(xn)| is unbounded.
3. For every sequence (xn)n ∈ X with |xn| unbounded, the sequence |f(xn)| is unbounded.
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Proof. Let f be coercive and let (xn) be a sequence with |xn| → ∞. Assume that |f(xn)| does not
converge to ∞. Then it admits a subsequence |f(xnk)| bounded by C > 0. But |xnk | → ∞ and
xnk ∈ f−1(Y≤C). This is a contradiction since the latter set is bounded because f is coercive. The
first property obviously implies the second. So assume that f satisfies the second property. Let (xn)n
be a sequence with |xn| unbounded. Then it admits a subsequence (xnk) with |xnk | converging to
∞. By assumption f(xnk) is unbounded. This implies that f(xn) is unbounded. Now assume that f
satisfies the third property and let A ⊂ Y be a bounded subset. If f−1(A) is unbounded, then there
is a sequence (xn) with xn ∈ f−1(A) and (|xn|) unbounded. But then f(xn) is unbounded, which is
impossible because f(xn) ∈ A.
Next we are going to prove that the natural transformation p : pΩ −→ G[E ,F ]ΩB is stably bijective.
Recall that this means
1. that for every µ ∈ G[E ,F ]ΩB , there is (E,F ) ∈ ρHB and there is m ∈ G[E,F ]ΩB , such that
p(E,F )(m) = µ;
2. that for any (Ei, Fi) ∈ ob ρHB and for any mi ∈ G[Ei, Fi]ΩB (i = 0, 1), the following holds:
If p(E0,F0)(m0) = p(E1,F1)(m1) ∈ G[E ,F ]ΩB , then there are morphisms fi : (Ei, Fi) −→ (E,F )
(i = 0, 1), such that
pΩ(f0)(m0) = pΩ(f1)(m1) ∈ G[E,F ]ΩB . (3.27)
Theorem 3.1.11. The natural transformation p : pΩ −→ G[E ,F ]ΩB is stably bijective. In particular,
it is a colimit.
Proof. First we prove that it is stably surjective. Let µ : E −→ F be an Ω-map. We will construct an
Ω-homotopy
µ˜ : [0, 3]× E −→ F , (t, e) 7→ µt(e) (3.28)
in three steps. Before doing so, we choose the following:
• a decomposition µ = d+ c, where d : E −→ F is ρ-Fredholm and c : E −→ F is compact;
• constants ε > 0 and δ > 1, such that µ (E≥δ ∪ E(Ω)) ⊂ F>ε;
• a finite dimensional ρ-subbundle F ⊂ F which is d-adapted and to which c (Dδ(E)) is ε/2-close;
• We put E := d−1(F ) and we choose a complement E ⊕ E˜ = E .
In the first step we use an idea of Bauer [5, Theorem 2.1] and define µt for t ∈ [0, 1]: For t ∈ [0, 1] and
e ∈ E , we put
µt(e) :=
{
µ(e) when |e| ≤ δ;
|e|t
δt µ
(
δt
|e|t e
)
else.
(3.29)
This map is an Ω-homotopy: Continuity is clear. Also µt− d =: ct is compact by construction: Let
A ⊂ E be a subset bounded by C > 1. Then we claim that for each t ∈ [0, 1] the set ct(A) is contained
in the relatively compact subset
A˜ := {λf ∣∣ f ∈ c(DδC(E)), λ ∈ [0, C]} ⊂ F . (3.30)
Let a ∈ A. If |a| ≤ δ, then ct(a) = c(a) ∈ A˜, because A ⊂ DδC(E). If |a| > δ, then |a|tδ−1 ≤ C
and δt|a|−t|a| ≤ δ|a| ≤ δC. The latter inequality implies δt|a|−ta ∈ DδC(E). Therefore ct(a) =
|a|tδ−tc(δt|a|−ta) ∈ A˜. This proves compactness of ct.
We now prove coerciveness. Let (tn, en) ∈ [0, 1] × E be a sequence converging to (t,∞b). We can
assume that |en| > δ for all n ∈ N. We treat first the case t 6= 0: From δtn|en|tn |en| = δtn |en|1−tn ≥ δ, we
know that
∣∣∣µ( δtn|en|tn en)∣∣∣ > ε. Furthermore, |en|tnδtn →∞. Therefore |µtn(en)| → ∞. Assume now that
t = 0. Then δtn |en|1−tn →∞. Since µ is coercive, it follows that |µ (δtn |en|−tnen) | → ∞. Furthermore
|en|tn
δtn ≥ 1. Therefore |µtn(en)| → ∞. By Remark 3.1.10, the homotopy µt is coercive.
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Now let t ∈ [0, 1] and e ∈ E(Ω). When |e| > δ, then e′ := δt|e|t e ∈ E(Ω), and hence |µt(e)| =∣∣∣ |e|tδt µ(e′)∣∣∣ > |e|tδt ε > ε. When |e| ≤ δ, then |µt(e)| = |µ(e)| > ε.
We come to the second step of the homotopy: We denote the orthogonal projection with pF : F −→
F and define
µt := µ1 + (t− 1) (pF c1 − c1) for t ∈ [1, 2]. (3.31)
Remember that c1 is defined by scaling c as in (3.29). As before we need to prove that µt defines an
Ω-homotopy. Again continuity is immediate and by construction µt − d =: ct is compact. We prove
that µt is coercive: Let C > 0 and let (t, e) ∈ [1, 2]× E , such that |µt(e)| ≤ C. Then
C ≥ |µt(e)| = |µ1(e) + (t− 1) (pF c1(e)− c1(e))| ≥ |µ1(e)| − (t− 1) |pF c1(e)− c1(e)| . (3.32)
Assume that |e| ≥ δ. Then c1(e) = |e|δ−1c(δ|e|−1e) and |pF c(δ|e|−1e)− c(δ|e|−1e)| ≤ ε/2 by the choice
of F . Therefore
C ≥ |µ1(e)| − |pF c1(e)− c1(e)| = |e|
δ
[∣∣∣∣µ( δ|e|e
)∣∣∣∣− ∣∣∣∣pF c( δ|e|e
)
− c
(
δ
|e|e
)∣∣∣∣] ≥ |e|δ [ε− ε/2]. (3.33)
Therefore |e| ≤ 2δC/ε when |e| ≥ δ. This shows that µt is coercive.
Now let e ∈ E(Ω). First assume that |e| ≤ δ. Then
|µt(e)| =
∣∣µ1(e) + (t− 1) (pF c1(e)− c1(e))∣∣ ≥ |µ1(e)| − |pF c1(e)− c1(e)|
= |µ(e)| − |pF c(e)− c(e)| > ε2 .
(3.34)
When |e| > δ, we set eˆ := δ|e|e. Note that eˆ ∈ E(Ω). We now argue as follows:
|µt(e)| = |µ1(e) + (t− 1)(pF c1(e)− c1(e))| = |e|
δ
∣∣µ(eˆ) + (t− 1)(pF c(eˆ)− c(eˆ))∣∣
≥ |e|
δ
[∣∣µ (eˆ)∣∣− ε
2
]
>
ε
2
.
(3.35)
Therefore µt
(E(Ω)) ⊂ F>ε/2 for all t ∈ [1, 2].
Remember that we have a decomposition E = E ⊕ E˜ . Let piE and piE˜ be the respective projections.
For t ∈ [2, 3], we define gt : E −→ E by gt := piE + (3− t)piE˜ . Now we are able to define µt for t ∈ [2, 3]:
µt := µ2 ◦ gt + (t− 2)d ◦ piE˜ = d+ c2 ◦ gt = d+ pF c1 ◦ gt for t ∈ [2, 3]. (3.36)
Again, we need to check that this defines an Ω-homotopy. As before, continuity is immediate and
µt − d =: ct is compact by construction. Let (tn, en) ∈ [2, 3]× E be a sequence with |en| converging to
∞. We prove that µtn(en) is unbounded. Assume first that piE˜(en) is unbounded. Then d ◦ piE˜(en) is
unbounded because d|E˜ is an isomorphism, and since
µtn(en) =
[
d ◦ piE(en) + pF ◦ c1(gtn(en))
]
+ d ◦ piE˜(en) ∈ F ⊕ d(E˜), (3.37)
we conclude that µtn(en) is unbounded. So assume that piE˜(en) is bounded. Then |piE(en)| → ∞
and also |gtn(en)| = |piE(en) + (3 − tn)piE˜(en)| → ∞. Therefore |µ2(gtn(en))| → ∞. Together with
the boundedness of (tn − 2)d ◦ piE˜(en) this allows us to deduce |µtn(en)| → ∞ from the equality
µt = µ2 ◦ gt + (t− 2)d ◦ piE˜ . Therefore µt is coercive (Remark 3.1.10).
Now let e ∈ E(Ω). Remember that F = F ⊕ d(E˜) (Lemma 2.7.6). Let pid(E˜) be the projection to
the second factor. In the fiber over a point b ∈ B it induces a projection pidb(E˜b) of norm ||pidb(E˜b)||. Let
C := maxb∈B{||pidb(E˜b)||}. Assume first that |d ◦ piE˜e| ≥ ε/4. In that case
ε/4 ≤ |d ◦ piE˜e| = |pid(E˜)µt(e)| ≤ C |µt(e)|. (3.38)
This shows that |µt(e)| ≥ C−1ε/4. Therefore we may assume that |d ◦piE˜e| < ε/4. Now we use that gt
is a ρ-map and therefore gt(e) ∈ E(Ω). This implies that |µ2(gt(e))| > ε/2. Then:
|µt(e)| = |µ2(gt(e)) + (t− 2)d ◦ piE˜e| ≥ |µ2(gt(e))| − (t− 2)ε/4 > ε/2− ε/4 = ε/4. (3.39)
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Therefore µt is an Ω-homotopy.
It follows that µ is Ω-homotopic to µ3 = d + c3 = d + piF ◦ c1 ◦ piE . Now let ιE : E ⊂ E and
ιF : F ⊂ F be the inclusions, and let d˜ := d|E˜ : E˜ −→ d(E˜) =: F˜ be the isomorphism induced by d. Set
C := (ιE , ιF , E˜ , F˜ , d˜). Then m := µ3|E : E −→ F is an Ω-map and µ(C,m) = µ3: Let e+ e˜ ∈ E ⊕ E˜ .
Then
µ(C,m)(e+ e˜) = µ3(e) + d(e˜) = de+ c3(e) + d(e˜) = d(e+ e˜) + c3(e+ e˜) = µ3(e+ e˜). (3.40)
This proves that the natural transformation p is stably surjective.
Now we prove that it is stably injective: Let (E0, F0) and (E1, F1) be two objects in ρHB and
let mi ∈ G[Ei, Fi]ΩB for i = 0, 1, such that p(E0,F0)(m0) = p(E1,F1)(m1) ∈ G[E ,F ]ΩB . It follows from
Theorem 3.1.4 that
[E0]− [F0] = indρ
(
p(E0,F0)(m0)
)
= indρ
(
p(E1,F1)(m1)
)
= [E1]− [F1]. (3.41)
Thus, by Lemma 3.1.1 there exists a diagram
(E0, F0)
f0
%%JJ
JJ
JJ
JJ
J
(E1, F1)
f1
yyttt
tt
tt
tt
(E,F )
(3.42)
in the category ρHB . Since p is a natural transformation, the equality
p(E,F ) (pΩ(f0)m0) = p(E0,F0)(m0) = p(E1,F1)(m1) = p(E,F ) (pΩ(f1)m1) (3.43)
results. This proves that we can assume without loss of generality that (E0, F0) = (E1, F1) = (E,F ).
Choose ρ-embeddings ιE : E ↪→ E and ιF : F ↪→ F , closed ρ-complements ιE(E) ⊕ E˜ = E and
ιF (F ) ⊕ F˜ = F , as well as a ρ-isomorphism δ˜ : E˜
∼=−→ F˜ . Put d := d˜ ⊕ 0E : E −→ F and µi :=
µ(C,mi) = d+ ιF ◦mi ◦ piE for i = 0, 1.
By assumption the Ω-maps µi (i = 0, 1) fit in an Ω-homotopy µt : E −→ F (t ∈ [0, 1]). We want
to apply stable surjectivity to this Ω-homotopy. By Lemma 3.0.30, there is a homotopy of ρ-Fredholm
maps dt : E −→ F , such that d0 = d1 = d and that ct := µt − dt is compact.
By Lemma 2.7.5, there exists a finite dimensional subbundle ∪t∈[0,1]F ′t ⊂ F×[0, 1] that is dt-adapted
and that contains ιF (F )× [0, 1] ⊂ F × [0, 1]. As above we choose
• constants ε > 0, δ > 1, such that µt (E≥δ ∪ E(Ω)) ⊂ F>ε for all t ∈ [0, 1];
• a finite dimensional subbundle ∪t∈[0,1]Ft ⊂ F × [0, 1] that contains ∪t∈[0,1]F ′t and such that
ct(Dδ(E)) is ε/2-close to F ′t for all t ∈ [0, 1];
• Put Et := d−1t (Ft). Notice that ∪t∈[0,1]Et ⊂ E×[0, 1] is a subbundle which contains ιE(E)×[0, 1].
By Remark 3.1.6 we have the equality Et = ιE(E)⊕(Et∩E˜) and by Lemma 3.1.7 ∪t∈[0,1]
(
Et∩E˜
) ⊂
E˜ × [0, 1] is a subbundle. Choose a closed complement ∪t∈[0,1]E˜t of the subbundle ∪t∈[0,1]
(
Et∩ E˜
)
in E˜ × [0, 1]. Then:
E = ιE(E)⊕ E˜ = ιE(E)⊕
(E˜ ∩ Et)⊕ E˜t = Et ⊕ E˜t for all t ∈ [0, 1]. (3.44)
Now we are able to repeat the construction from above: it yields an Ω-homotopy which corresponds
to a family of maps µt,s : E −→ F with t ∈ [0, 1] and s ∈ [0, 3], where:
1. When s ∈ [0, 1], then µt,s(e) = |e|
s
δs µt
(
δs
|e|s e
)
for |e| ≥ δ and µt,s(e) = µt(e), else.
2. When s ∈ [1, 2], then µt,s = µt,1 + (s − 1) (pFtct,1 − ct,1). (Here pFt : F −→ Ft denotes the
orthogonal projection.)
3. When s ∈ [2, 3], then µt,s = dt + pFt ◦ ct,1 ◦
(
piEt + (3− s)piE˜t
)
.
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For i ∈ {0, 1} the homotopies µi,s are of the following special form:
1. When s ∈ [0, 1], then: µi,s(e) = d(e) + |e|
s
δs ci
(
δs
|e|s e
)
for |e| ≥ δ and µi,s(e) = µi(e) = d(e) +
ci(e), else.
2. When s ∈ [1, 2], then µi,s = µi,1 because ci(E) ⊂ ιF (F ) ⊂ Fi.
3. When s ∈ [2, 3], then µi,s = d+ ci,1 ◦ (piEi + (3− s)piE˜t).
In particular, we see that µi,s(ιE(E)) ⊂ ιF (F ) for all s ∈ [0, 3]. Then for i = 0, 1 the family
m′s := ι
−1
F ◦ µi,s ◦ ιE : E ∼= ιE(E) −→ ιF (F ) ∼= F (3.45)
defines an Ω-homotopy between mi and m′i.
We are now going to show that m′0 and m
′
1 are stably Ω-homotopic. We know that µt,3 : E −→ F
is an Ω-homotopy between µ0,3 and µ1,3. It is of the form
µt,3 = dt + pFt ◦ ct,1 ◦ piEt . (3.46)
We choose isomorphisms
ϕ : E0 × [0, 1]
∼=−→ ∪t∈[0,1]Et and ψ : F0 × [0, 1]
∼=−→ ∪t∈[0,1]Ft (3.47)
of ρ-bundles over B × [0, 1]. Let ϕt : E0
∼=−→ Et and ψt : F0
∼=−→ Ft be the ρ-isomorphisms obtained by
restricting ϕ and ψ, respectively to B ∼= B × {t} for t ∈ [0, 1]. We put
mˆt := ψ−1t ◦ µt,3 ◦ ϕt : E0 −→ F0. (3.48)
The family mˆt : E0 −→ F0 defines an Ω-homotopy between mˆ0 and mˆ1. Let l ∈ {0, 1}. Then by
assumption ιF (F ) ⊂ Fl, indeed Fl = ιF (F )⊕
(
Fl ∩ F˜
)
. Furthermore El = d−1(Fl) = ιE(E)⊕
(
El ∩ E˜
)
.
Define for l = 0, 1 morphisms
fl = (iE,l, iF,l, E˜l, F˜l, τl) : (E,F ) −→ (E0, F0) (3.49)
as follows:
• iE,l := ϕ−1l ◦ ιE : E ↪→ E0 and iF,l := ψ−1l ◦ ιF : F ↪→ F0;
• E˜l := ϕ−1l (El ∩ E˜) and F˜l := ψ−1l (Fl ∩ F˜);
• τl := ψ−1l ◦ d˜ ◦ ϕl.
We display the situation in the following commutative diagram:
E0
mˆl
))
=

ϕl // El
=

µl,3 // Fl
=

ψ−1l // F0
=

iE,l(E)⊕ E˜l ιE(E)⊕
(
El ∩ E˜
)
ιF (F )⊕
(
Fl ∩ F˜
)
iF,l(F )⊕ F˜l
E
iE,l
OO
ιE
66mmmmmmmmmmmmmm
m′l
// F
ιF
hhQQQQQQQQQQQQQQ
iF,l
OO
(3.50)
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We claim that (fl)∗m
′
l = mˆl. Let e0 ∈ E0. We write e0 = iE,l(e) + e˜ ∈ iE,l(E) ⊕ E˜l = E0. We
know that µl,3 = d+ cl,1 ◦ piE˜l . It implies that
µl,3(E + ϕl(e˜)) = d(ϕl(e˜)) + cl,1(e+ ϕl(e˜)) = d(ϕl(e˜)) + ιF (m′l(e)). (3.51)
Then
((fl)∗m′l) (e0) = iF,l (m
′
l(e)) + τl(e˜) = iF,l (m
′
l(e)) + ψ
−1
l (d(ϕl(e˜)))
= ψ−1l (ιF (m
′
l(e))) + ψ
−1
l (d(ϕl(e˜))) = ψ
−1
l (ιF (m
′
l(e)) + d(ϕl(e˜)))
= ψ−1l (µl,3(ιE(e) + ϕl(e˜))) = ψ
−1
l ◦ µl,s ◦ ϕl
(
iE,l(e) + e˜) == mˆl(e0).
(3.52)
We conclude that
(f0)∗ [m0] = [mˆ0] = [mˆ1] = (f1)∗ [m1] ∈ G[E0, F0]ΩB (3.53)
This proves that the transformation p is stably injective.
3.2 Framed homotopy classes
In this section we introduce the notion of framed Ω-Fredholm maps and study how the homotopy
classes of these maps relate to the (unframed) homotopy classes of (unframed) Ω-maps.
Fix a subset ρ0 ⊂ ρ and write ρ∗ := ρ− ρ0. Then E = E0×B E∗ for a ρ0-bundle E0 and a ρ∗-bundle
E∗, and similarly F = F0 ×B F∗. A ρ-morphism d : E −→ F induces morphisms d0 : E0 −→ F0 and
d∗ : E∗ −→ F∗. Furthermore, there is a canonical splitting Kρ(B) = Kρ0(B)×Kρ∗(B).
Let (U, V ) ∈ ρ0HB . We define the functor
pU,VΩ : ρ0CB × ρ∗HB −→ Set (3.54)
as the composition of the functor pΩ : ρHB −→ Set with the natural functor
IU,V : ρ0CB × ρ∗HB −→ ρHB , (W, (E,F )) 7→ (U ⊕W ⊕ E, V ⊕W ⊕ F ). (3.55)
The functor pU,VΩ admits a colimit which we now describe.
Definition 3.2.1. Let l : E0 −→ F0 be a ρ0-Fredholm morphism. A Ω-map µ : E −→ F is l-framed if
there exists a ρ-Fredholm morphism d : E −→ F , such that µ− d is compact and that d0 = l.
We write G[E ,F ]Ω,lB for the set of l-framed Ω-homotopy classes of l-framed Ω-maps µ. Clearly there
is a map G[E ,F ]Ω,lB −→ G[E ,F ]ΩB .
Lemma 3.2.2. Let l, d : E −→ F be two ρ-Fredholm morphisms with index indρ d = indρ l ∈ Kρ(B).
Then there exist ρ-automorphisms ϕ : F −→ F , ψ : E −→ E, and a compact ρ-morphism k : E −→ F ,
such that
ϕ ◦ d− l ◦ ψ = k. (3.56)
Proof. We choose a finite dimensional ρ-subbundle F ⊂ F which is both d- and l-adapted. Put
Ed := d−1(F ), El := l−1(F ), and choose closed complements E = Ed ⊕ Ed = El ⊕ El. Then both
Fd := d(Ed) and Fl := l(El) are closed complements of F ⊂ F (Lemma 2.7.6). Let βl,d : Fd −→ Fl be
defined by composing the inclusion Fd ⊂ F with the projection piFl : F = F ⊕ Fl −→ Fl. Similarly,
we define βd,l : Fl −→ Fd. Then βl,d : Fd −→ Fl is an isomorphism with inverse βd,l (Remark
3.1.5). Furthermore, we obtain an induced isomorphism αl,d := l−1 ◦ βl,d ◦ d : Ed −→ El. By definition
l ◦ αl,d = βl,d ◦ d : Ed −→ Fl.
By assumption [Ed] − [F ] = indρ d = indρ l = [El] − [F ] ∈ Kρ(B). Therefore there is a finite
dimensional ρ-bundle G, and an isomorphism αG : Ed ⊕ G
∼=−→ El ⊕ G. Choose an embedding
ιG : G ↪→ Ed and a closed complement ιG(G) ⊕ E˜d = Ed. We write ιl,dG := αl,d ◦ ιG and E˜l := αl,d(E˜d)
Then El = ιl,dG (G)⊕ E˜l and
E = Ed ⊕
(
ιG(G)⊕ E˜d
)
= El ⊕ αl,d
(
ιG(G)⊕ E˜d
)
= El ⊕ ιl,dG (G)⊕ E˜l. (3.57)
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Using the isomorphisms αG : Ed⊕G
∼=−→ El⊕G and αl,d|E˜d : E˜d −→ E˜l we obtain an automorphism
ψ : E = Ed ⊕ ιG(G)⊕ E˜d ∼= Ed ⊕G⊕ E˜d ∼= El ⊕G⊕ E˜l ∼= El ⊕ ιl,dG (G)⊕ E˜l = E , (3.58)
defined by ψ :=
(
idEl ⊕ιl,dG ⊕idE˜l
)◦(αG⊕αl,d|E˜d)◦(idEd ⊕ι−1G ⊕idE˜d). We put ϕ := idF ⊕βl,d : F ∼=−→ F .
We now claim that the image of k := ϕ ◦ d − l ◦ ψ is contained in the finite dimensional subbundle
F ⊕ l(ιl,dG (G)) ⊂ F . This would imply the compactness of k.
To prove this statement, let e = e1 + ιG(g) + e2 ∈ Ed ⊕ ιG(G)⊕ E˜d = E . Then
• ϕ ◦ d(e1 + ιG(g)) = d(e1) + βl,d(dιG(g)) = d(e1) + lαl,d(ιG(g)) = d(e1) + lιl,dG (g) ∈ F ⊕ l(ιl,dG (G).
• l ◦ ψ(e1 + ιG(g)) ∈ l
(
El ⊕ ιl,dG (G)
)
= F ⊕ l(ιl,dG (G)) by definition of ψ.
• ϕ ◦ d(e2) = βl,d(d(e2)) = l(αl,d(e2)) = l(ψ(e2)).
Therefore [ϕ ◦ d− l ◦ ψ](e1 + ιG(g) + e2) = [ϕ ◦ d− l ◦ ψ](e1 + ιG(g)) ∈ F ⊕ l(ιl,dG (G)).
Proposition 3.2.3. The natural map G[E ,F ]Ω,lB −→ G[E ,F ]ΩB has image ind−1ρ
({indρ l} ×Kρ∗(B)).
Proof. Let µ : E −→ F be an Ω-Fredholm map with indρ µ ∈ {indρ l} ×Kρ∗(B). Let d : E −→ F be
a ρ-Fredholm morphism, such that c := µ − d is compact. We assumed that indρ0(d0) = indρ0 l. It
follows from Lemma 3.2.2 that there are ρ0-isomorphisms ψ0 : E0 −→ E0 and ϕ0 : F0 −→ F0, such
that k0 : E0 −→ F0 is compact, where k0 := ϕ0 ◦ d0 − l ◦ ψ0. Therefore:
ϕ0 ◦ d0 ◦ ψ−10 − l = k0 ◦ ψ−10 is compact. (3.59)
We define ρ-automorphisms of F and E , respectively by ϕ := ϕ0 ⊕ idF∗ and ψ := ψ0 ⊕ idE∗ . Since all
ρ-automorphisms are isotopic to the identity (Corollary 2.8.4), the map ϕ ◦ µ ◦ψ−1 is Ω-homotopic to
µ. We claim that ϕ ◦ µ ◦ ψ−1 is l-framed. Let e0 + e∗ ∈ E0 ⊕ E∗ = E . Then:
ϕ ◦ µ ◦ ψ−1(e0 + e∗) = ϕ ◦ d ◦ ψ−1(e0 + e∗) + ϕ ◦ c ◦ ψ−1(e0 + e∗)
= ϕ0 ◦ d0 ◦ ψ−10 (e0) + d∗(e∗) + ϕ ◦ c ◦ ψ−1(e0 + e∗)
= [l + k0 ◦ ψ−10 ](e0) + d∗(e∗) + ϕ ◦ c ◦ ψ−1(e0 + e∗)
= [l ⊕ d∗](e0 + e∗) + k0 ◦ ψ−10 (e0) + ϕ ◦ c ◦ ψ−1(e0 + e∗).
(3.60)
This shows that ϕ ◦ µ ◦ ψ−1 is l-framed. Therefore [µ] = [ϕ ◦ µ ◦ ψ−1] lies in the image of the map
G[E ,F ]Ω,lB −→ G[E ,F ]ΩB .
Let us now return to the problem of constructing a colimit for the functor pU,VΩ : Recall that we are
given a pair (U, V ) ∈ ρ∗HB . We will use the letters U, V,W for ρ0-bundles and E,F,G for ρ∗-bundles
in order to avoid the use of too many indices.
Theorem 3.2.4. Let γ = (ιU , ιV , l) be the choice of embeddings ιU : U ↪→ E0, ιV : V ↪→ F0, and of a
ρ0-Fredholm morphism l : E0 −→ F0, such that iV (V ) is l-adapted and such that ιU (U) = l−1(ιV (V )).
Then there is a natural tranformation
pγ : p
U,V
Ω −→ G[E ,F ]Ω,lB (3.61)
This transformation is stably bijective. In particular, it is a colimit for the functor pU,VΩ .
Proof. We assume that ρ0 = ρ. The general case is achieved by combining this proof with the proof of
Theorem 3.1.11 in a straightforward way. Let W ∈ ρCB . We define the map
(pγ)W : p
U,V
Ω (W ) −→ G[E ,F ]Ω,lB (3.62)
as follows: Fix a family C = (U˜ , ιW , W˜) consisting of
Markus Bader 49
• a closed complement ιU (U)⊕ U˜ = E0 = E ;
• a closed embedding ιW : W ↪→ U˜ ;
• a closed complement U˜ = ιW (W )⊕ W˜.
Then l(U˜) is a closed complement of ιV (V ) (Lemma 2.7.6), the composition l◦ ιW : W ↪→ l(U˜) ⊂ F
is a closed embedding, and l(W˜) is a closed complement of l ◦ ιW (W ) in l(U˜). We obtain closed
embeddings
• ιE := ιU ⊕ ιW : E := U ⊕W ↪→ ιU (U)⊕ ιW (W ) ⊂ E ;
• ιF := ιV ⊕ ιW : F := V ⊕W ↪→ ιV (V )⊕ l ◦ ιW (W ) ⊂ F .
We are given closed complements ιE(E) ⊕ W˜ = E and ιF (F ) ⊕ l(W˜) = F and an isomorphism
l|W˜ : W˜ −→ l(W˜). Let m : U ⊕W −→ V ⊕W be an Ω-map. As in Theorem 3.1.4 we define
µ(C,m) := l|W˜ + ιF ◦m ◦ piE : E = ιE(E)⊕ W˜ −→ ιF (F )⊕ l(W˜) = F . (3.63)
In Theorem 3.1.4 we proved that µ(C,m) is an Ω-map. Furthermore, the image of µ(C,m) − l is
contained in ιF (F ): let e = ιU (u) + ιW (w) + w˜ ∈ ιU (U) ⊕ ιW (W ) ⊕ W˜ = E . Recall that ιF (F ) =
ιV (V )⊕ l(ιW (W ). By assumption l−1(ιV (V )) = ιU (U) and therefore l(ιU (u)) ∈ ιV (V ) ⊂ ιF (F ). Also
l(ιW (w)) ∈ l(ιW (W )) ⊂ ιF (F ). Therefore:
[µ(C,m)− l](e) = ιF ◦m(u+ w) + l(w˜)− l(ιU (u))− l(ιW (w))− l(w˜)
= ιF ◦m(u+ w)− l(ιU (u))− l(ιW (w)) ∈ ιF (F ).
(3.64)
Therefore µ(C,m) is l-framed. As in the proof of Theorem 3.1.4 one shows that the map m 7→ µ(C,m)
descends to a map
G[U ⊕W,V ⊕W ]ΩB −→ G[E ,F ]ΩB , [m] 7→ [µ(C,m], (3.65)
independent of the choice C, and that the family of maps (pγ)W defines a natural transformation.
Now we prove stable surjectivity: Let µ : E −→ F be a l-framed Ω-map. Then c := µ− l is compact
by assumption. We choose:
• constants ε > 0 and δ > 1, such that µ(Dδ(E) ∪ E(Ω)) ⊂ F>ε;
• a closed complement ιU (U)⊕ U˜ = E ;
• a finite dimensional subbundle W ⊂ U˜ , such that c(Dδ(E)) is ε/2-close to ιV (V )⊕ l(W ) ⊂ F .
• a closed complement W ⊕ W˜ = U˜ .
The penultimate choice is possible because we have the decomposition F = ιV (V )⊕ l(U˜) and because
l|U˜ : U˜ −→ l(U˜) is an isomorphism (Lemma 3.1.9 and Lemma 2.7.6). We put F := ιV (V )⊕ l(W ) and
E := l−1(F ) = ιU (U)⊕W . We have decompositions
E = E ⊕ W˜ and F = F ⊕ l(W˜). (3.66)
In Theorem 3.1.11, we associated with this data a Ω-homotopy (µt : E −→ F)t∈[0,3] between µ and
µ3 = l + pF ◦ c1 ◦ piE , where c1 : E −→ F is the compact map obtained by scaling c. It is clear from
the construction that the Ω-homotopy µt is l-framed. We now define
m := ι−1F ◦ µ3 ◦ ιE : U ⊕W = E −→ F = V ⊕W. (3.67)
Let ιW : W ↪→ U˜ ⊂ E be the inclusion and let C = (U˜ , ιW , W˜ ). Now let ιU (u) + ιW (w) + w˜ ∈
ιU (U)⊕ ιW (W )⊕ W˜ . Then
µ(C,m)(ιU (u) + ιW (w) + w˜) = l(w˜) + ιF ◦
(
ι−1F ◦ µ3 ◦ ιE
) ◦ ι−1E (ιU (u) + ιW (w))
= l(w˜) + µ3(ιU (u) + ιW (w))
= l(w˜) + l(ιU (u) + ιW (w)) + pF ◦ c1(ιU (u) + ιW (w))
= l(ιU (u) + ιW (w) + w˜) + pF ◦ c1 ◦ piE(ιU (u) + ιW (w) + w˜)
= µ3(ιU (u) + ιW (w) + w˜).
(3.68)
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This proves stable surjectivity. Stable injectivity is deduced from stable surjectivity in the same way
as in the unframed case.
Corollary 3.2.5. Let l : E0 −→ F0 be a ρ0-Fredholm morphism and let V ⊂ F0 be an l-adapted
subbundle. This data determines a stably bijective natural transformation
pl,V : p
l,V
Ω := p
l−1(V ),V
Ω −→ G[E ,F ]Ω,lB . (3.69)
Therefore, if we fix both l and V ⊂ F0, then we have a natural way of understanding the set
G[E ,F ]Ω,lB as the colimit of the functor pl,VΩ defined on the category ρ0CB × ρ∗HB .
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3.3 Fiberwise one point compactification
In the previous section we have described the homotopy set G[E ,F ]ΩB as a colimit for a functor pΩ
which was defined on a category of pairs of finite dimensional bundles. Our ultimate goal is to produce
group valued invariants. The first step to that end is to replace the functor pΩ by a functor p+Ω which
eventually will take values in Group. The idea is simple: Instead of considering a certain class of
proper maps m : E −→ F between finite dimensional ρ-bundles we consider a certain class of maps
n : E+B −→ F+B between the fiberwise one point compactified bundles E+B and F+B . From now on, we
assume that R ∈ ρ.
Every proper map m : E −→ F induces a map m+ : E+B −→ F+B . In this section we are going to
prove that the converse is true up to stabilization. We now decribe the situation in a more formal way.
We have already defined the functor pΩ : ρHB −→ Set. It associates with a pair (E,F ) ∈ ob ρHB
the set G[E,F ]ΩB of Ω-homotopy classes of Ω-maps m : E −→ F .
Definition 3.3.1. Let (E,F ) ∈ ob ρHB be a pair of finite dimensional ρ-bundles. A fiberwise pointed
G-map n : E+B −→ F+B is an Ω-map, if n(E(Ω)) avoids a neighbourhood of the 0-section in F+B . An
Ω-homotopy is an Ω-map n˜ = (nt)t∈[0,1] : [0, 1]× E+B −→ [0, 1]× F+B over the base B × [0, 1].
Now we can define the functor p+Ω : ρHB −→ Set. By definition it associates with a pair (E,F ) ∈
ob ρHB the pointed set G[E+B , F+B ]ΩB of Ω-homotopy classes of Ω-maps n : E+B −→ F+B . Let f =
(iE , iF , E˜, F˜ , τ) : (E,F ) −→ (E′, F ′) be a morphism in the category ρHB . We define
p+Ω(f) : G[E
+
B , F
+
B ]
Ω
B −→ G[E′+B , F ′+B ]ΩB (3.70)
as follows: Let n : E+B −→ F+B be an Ω-map. We set
f∗n :=
(
i+F ◦ n ◦ (i+E)−1
) ∧B τ+ : E′+B = i+E (E+B) ∧B E˜+B −→ F ′+B = i+F (F+B ) ∧B F˜+B . (3.71)
An Ω-map m : E −→ F is by definition proper and hence extends to an Ω-map m+ : E+B −→ F+B .
This induces a natural transformation
+ : pΩ −→ p+Ω . (3.72)
The goal of this section is to prove the following theorem:
Theorem 3.3.2. Assume that R ∈ ρ. Then the natural transformation + : pΩ −→ p+Ω is stably
bijective.
The main point of our proof is the following: Given an Ω-map n : E+B −→ F+B , we will show that
the induced map n ∧B idR : [E ⊕ R]+B −→ [F ⊕ R]+B is Ω-homotopic to a map n′ with the property
n′−1(∞B) = ∞B . We will construct this homotopy in a concrete way. For simplicity we do so in the
case B = {∗}. The generalization is straight forward.
Let E be a ρ-Hilbert space. Let r ∈ R≥0 be a non negative real number. Set mr := (0, r) ∈ E×R.
We start by defining a family of maps
Φr = Φr,E : (E ×R)−mr −→ E+ for r ∈ [0,∞). (3.73)
Before defining it formally, we give a simple geometric description. Let r ∈ [0,∞) and let (e, x) ∈ E×R.
Consider the segment joining (e, x) with (0, r). It intersects the unit sphere Sr(E × R) with center
(0, r) in a unique point (eˆ, xˆ). Now use the stereographic projection from the north pole (0, r + 1) to
E+ to map (eˆ, xˆ) to the element Φr(e, x)/2 ∈ E+. (See figure (3.3)).
We now give the formal definition of the map Φr: Consider the stereographic projection
ϕr = ϕr,E : Sr(E ×R) ≈−→ E+, (e, x) 7→ r + 1
r + 1− xe. (3.74)
We define the map Φr,E :
(
E ×R)−mr −→ E+B for r ∈ [0,∞) by
Φr,E(e, x) :=
{
2ϕr,E
(
(e,x−r)
|(e,x−r)| +mr
)
when e 6= 0 or x < r
∞ when e = 0 and x > r.
(3.75)
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E
mr
R
(e, x)
Φr,E(e, x)/2
Figure 3.1: The map Φr,E
Remark 3.3.3. Let e 6= 0 or x < r. Then
Φr(e, x) =
2(r + 1)e
|(e, x− r)|+ r − x. (3.76)
Proof.
Φr(e, x) = 2ϕr
(
(e, x− r)
|(e, x− r)| +mr
)
= 2ϕr
(
(e, x− r + r|(e, x− r)|)
|(e, x− r)|
)
= 2
r + 1
r + 1 + −x+r−r|(e,x−r)||(e,x−r)|
e
|(e, x− r)| = 2
r + 1
(r+1)|(e,x−r)|−x+r−r|(e,x−r)|
|(e,x−r)|
e
|(e, x− r)|
=
2(r + 1)e
|(e, x− r)|+ r − x.
(3.77)
Last, we define Φ∞,E : E ×R −→ E ⊂ E+ to be the orthogonal projection (e, x) 7→ e.
Lemma 3.3.4. The family of maps (Φr,E)r∈[0,∞] defines a continuous G-map
Φ = ΦE : ([0,∞]× E ×R)− {(r, 0, r)
∣∣ r ∈ R≥0} −→ [E ×R]+, (r, e, x) 7→ Φr(e, x). (3.78)
Proof. The G-equivariance is clear from the definition of Φ since the action of G on E is unitary. Put
mE := {(r, 0, r)
∣∣ r ∈ [0,∞)}. Note that Φ is obviously continuous on the open subset
U := {(r, e, x) ∈ [0,∞)× E ×R ∣∣ e 6= 0 or r > x}. (3.79)
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Let (rn, en, xn)n ∈ ([0,∞]× E ×R) −mE be a sequence converging to (r, e, x) ∈ ([0,∞]× E ×R) −
mE . We will show that Φ(rn, en, xn)→ Φ(r, e, x).
We distinguish three cases:
Case 1: Assume that r <∞, e = 0, and that r < x. Then rn < xn for almost all n ∈ N so that we
may assume rn < xn for all n ∈ N. When en = 0, then by definition Φ(rn, en, xn) = ∞ = Φ(r, e, x).
So we can assume that en 6= 0 for all n ∈ N. Then:
Φ(rn, en, xn) =
∣∣∣∣ 2(rn + 1)en|(en, xn − rn)|+ rn − xn
∣∣∣∣ = 2(rn + 1)∣∣∣∣√|en|2+|xn−rn|2|en| − |xn−rn||en|
∣∣∣∣
=
2(rn + 1)√
1 + |xn−rn|
2
|en|2 −
|xn−rn|
|en|
.
(3.80)
The numerator of this fraction converges to 2(r + 1) < ∞, whereas the denominator is of the form√
1 + xˆ2n − xˆn where xˆn = |xn−rn||en| ∈ R≥0. From en → e = 0 and |xn − rn| → |x − r| > 0 we deduce
that xˆn →∞. But then:
√
1 + xˆ2n − xˆn =
(√
1 + xˆ2n − xˆn
) √1 + xˆ2n + xˆn√
1 + xˆ2n + xˆn
=
1 + xˆ2n − xˆ2n√
1 + xˆ2n + xˆn
→ 0.
(3.81)
Therefore Φ(rn, en, xn)→∞ = Φ(r, e, x).
Case 2: Assume that r <∞, e 6= 0 or r > x. In that case (r, e, x) ∈ U and also (rn, en, xn) ∈ U for
almost all n ∈ N. But Φ is continuous on the open set U . Therefore Φ(rn, en, xn)→ Φ(r, x, e).
Case 3: Assume that r = ∞. Then r > x and therefore rn > xn for almost all n ∈ N. We can
assume that rn > xn for all n ∈ N. By definition Φ(r, e, x) = e. When rn = ∞, then Φ(rn, en, xn) =
en → e, so we can assume rn <∞ for all n ∈ N. Then:
Φ(rn, en, xn) =
2(rn + 1)en
|(en, xn − rn)|+ rn − xn =
2en + 2enrn∣∣∣( enrn , xnrn − 1)∣∣∣+ 1− xnrn . (3.82)
Now enrn → 0 and xnrn → 0. Therefore Φ(rn, en, xn)→ e = Φ(r, e, x).
In the following lemma we study the behaviour of Φ when both r and |(e, x)| go to infinity. This
will be used later on.
Lemma 3.3.5. Let (rn, en, xn) ∈ (R× E ×R)− {(r, 0, r)
∣∣ r ∈ [0,∞)}. Assume that:
1. The sequences rn and |(en, xn)| converge to ∞.
2. The sequence | |(en, xn − rn)| − rn| is bounded.
Then:
Φrn(en, xn)→∞. (3.83)
Proof. We first observe that it is enough to prove that Φrn(en, xn) is unbounded: If Φrn(en, xn) does
not converge to∞, there is a subsequence (rnk , enk , xnk), such that Φrnk (enk , xnk) is bounded. But the
subsequence (rnk , enk , xnk) still satisfies the assumption of the Lemma and we obtain a contradiction.
Notice that when en = 0 and xn > rn, then by definition Φrn(en, xn) =∞. So we can assume that
en 6= 0 or that xn < rn for all n ∈ N.
By assumption | |(en, xn − rn)| − rn| is bounded and rn →∞. This implies that
|(en, xn − rn)|
rn
−→ 1 and that |xn − rn|
rn
is bounded. (3.84)
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First assume that en is unbounded. Then:
|Φrn(en, xn)| =
2(rn + 1)|en|
| |(en, xn − rn)|+ rn − xn|
=
2(rn+1)
rn
|en|∣∣∣ |(en,xn−rn)|rn + rn−xnrn ∣∣∣
(3.85)
The numerator is unbounded and the denominator is bounded. Therefore the fraction is unbounded.
So we can assume that en is bounded. Then |xn| → ∞ because |(en, xn)| → ∞. We prove that
xn > rn for all but finitely many n ∈ N: Assume the contrary. Then xn ≤ rn for infinitely many
n ∈ N. By choosing a subsequence we assume that this inequality holds for all n ∈ N. Now:∣∣∣∣(enrn , xnrn − 1
)∣∣∣∣ = |(en, xn − rn)|rn → 1 and enrn → 0. (3.86)
As a consequence 1 − xnrn =
∣∣∣xnrn − 1∣∣∣ → 1 and therefore xnrn → 0. Now we use that xn → ∞ and that
| |(en, xn − rn)| − rn| is bounded. These facts imply:∣∣∣∣ ∣∣∣∣( enxn , 1− rnxn
)∣∣∣∣− rnxn
∣∣∣∣ = | |(en, xn − rn)| − rn|xn → 0. (3.87)
Set an := enxn and bn :=
rn
xn
. We have seen that bn → ∞. The sequence en is bounded and xn → ∞,
therefore an → 0. But then:
| | (an, 1− bn) | − bn| =
∣∣∣√a2n + (1− bn)2 − bn∣∣∣
=
∣∣∣∣∣(√a2n + (1− bn)2 − bn)
√
a2n + (1− bn)2 + bn√
a2n + (1− bn)2 + bn
∣∣∣∣∣
=
∣∣∣∣∣a2n + 1− 2bn + b2n − b2n√a2n + (1− bn)2 + bn
∣∣∣∣∣ =
∣∣∣a2nbn + 1bn − 2∣∣∣√
a2n
b2n
+ (1−bn)
2
b2n
+ 1
.
(3.88)
Both the numerator and the denominator of this fraction converge to 2. Therefore the fraction converges
to 1. But we have already concluded that it converges to 0. This is the contradiction we were looking
for.
So xn > rn for all but finitely many n ∈ N. At the beginning of the proof we assumed that either
en 6= 0 or xn < rn. Therefore en 6= 0 for all n ∈ N. Then:
|Φrn(en, xn)| =
2(rn + 1)|en|
| |(en, xn − rn)|+ rn − xn|
=
2(rn + 1)∣∣∣√1 + (xn−rn)2|en|2 − (xn−rn)|en| ∣∣∣ .
(3.89)
We know that en is bounded, rn →∞, and that | |(en, xn − rn)| − rn| is bounded. Therefore |xn−rn| →
∞ and also xn−rn|en| →∞. Then (see (3.81)):√
1 +
(xn − rn)2
|en|2 −
xn − rn
|en| =
1√
1 + (xn−rn)
2
|en|2 +
xn−rn
|en|
→ 0. (3.90)
Going back to |Φrn(en, xn)|, we conclude that this sequence is unbounded.
In the next step, we define a a family of maps Ψr = Ψr,F : [0,∞)× F+B −→ F ×R for r ∈ [0,∞).
Again, we first describe it geometrically. Let r ∈ [0,∞) and let (y, f) ∈ [0,∞)× F+B . Use the inverse
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stereographic projection to map the element f/2 ∈ F+B to an element fˆ ∈ Sr(F ×R) ⊂ F ×R in the
unit sphere with center (0, r). Then consider the half line through (0, r) and fˆ ∈ F ×R. We define
Ψr(y, f) to be the element of norm y on that half line.
Formally, we define the map Ψr = Ψr,F : [0,∞)×F+B −→ F×R as follows: Let (y, f) ∈ [0,∞)×F+b .
Then
Ψr(y, f) :=
(
ϕ−1r,F (f/2)− (0, r)
)
y + (0, r) ∈ F ×R. (3.91)
Observe that for f =∞, we have Ψr,F (y, f) = (0, r + y) ∈ F ×R.
Remark 3.3.6. Let (y, f) ∈ [0,∞)× F and let r ∈ [0,∞). Then:
Ψr(y, f) =
 (r + 1)yf
|f |2
4 + (r + 1)
2
,
[
|f |2
4 − (r + 1)2
]
y
|f |2
4 + (r + 1)
2
+ r

=
(
(r + 1)fy
|f |2
4 + (r + 1)
2
,
|f |2
4 [r + y] + (r + 1)
2 [r − y]
|f |2
4 + (r + 1)
2
)
.
(3.92)
Proof. First we recall the formula for the inverse stereographic projection ϕ−1r,F . Let f ∈ F . Then:
ϕ−1r,F (f) = (0, r + 1) +
2(r + 1)
|f |2 + (r + 1)2 (f,−(r + 1)). (3.93)
To verify this formula, we need to check that this element lies on the unit sphere with center (0, r).
We have:
[|f |2 + (r + 1)2]2 ∣∣∣∣(0, 1) + 2(r + 1)|f |2 + (r + 1)2 (f,−(r + 1))
∣∣∣∣2
=
∣∣(2(r + 1)f, |f |2 + (r + 1)2 − 2(r + 1)2)∣∣2
= 4(r + 1)2|f |2 + [|f |2 − (r + 1)2]2 = 2(r + 1)2|f |2 + |f |4 + (r + 1)4
=
[|f |2 + (r + 1)2]2 .
(3.94)
Therefore
∣∣∣(0, 1) + 2(r+1)|f |2+(r+1)2 (f,−(r + 1))∣∣∣ = 1. This proves the formula for ϕ−1r,F .
Then:
ϕ−1r,F (f/2)− (0, r) =
(
(0, 1) +
2(r + 1)
|f |2
4 + (r + 1)
2
(f/2,−(r + 1))
)
=
(
(r + 1)f
|f |2
4 + (r + 1)
2
,
|f |2
4 − (r + 1)2
|f |2
4 + (r + 1)
2
)
.
(3.95)
Therefore
Ψr(y, f) =
(
(r + 1)f
|f |2
4 + (r + 1)
2
,
|f |2
4 − (r + 1)2
|f |2
4 + (r + 1)
2
)
y + (0, r)
=
 (r + 1)fy
|f |2
4 + (r + 1)
2
,
[
|f |2
4 − (r + 1)2
]
y + r
[
|f |2
4 + (r + 1)
2
]
|f |2
4 + (r + 1)
2

=
(
(r + 1)fy
|f |2
4 + (r + 1)
2
,
|f |2
4 [r + y] + (r + 1)
2 [r − y]
|f |2
4 + (r + 1)
2
)
.
(3.96)
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Lemma 3.3.7. The family of maps (Ψr,F )r∈[0,∞) defines a continuous G-map
ΨF : [0,∞)× [0,∞)× F+ −→ F ×R, (r, y, f) 7→ Ψr,F (y, f). (3.97)
Proof. The group G acts unitarily on F and trivially on R. Equivariance is therefore clear from
the definition of ΨF . It is also clear from the previous remark that the map ΨF is continuous on
the open subset U := [0,∞) × [0,∞) × F . So let (rn, yn, fn) ∈ U be a sequence converging to
(r, y,∞) ∈ [0,∞)2 × F+B . Clearly∣∣∣∣∣ (rn + 1)ynfn|fn|2
4 + (rn + 1)
2
∣∣∣∣∣ = (rn + 1)yn|fn|
4 +
(rn+1)2
|fn|
→ 0 (3.98)
when n→∞. On the other hand[ |fn|2
4 − (rn + 1)2
]
yn
|fn|2
4 + (rn + 1)
2
+ rn =
[
1
4 − (rn+1)
2
|fn|2
]
yn
1
4 +
(rn+1)2
|fn|2
+ rn → y + r. (3.99)
Therefore ΨF (rn, yn, fn)→ (0, y + r) = ΨF (r, y,∞). This proves continuity.
Remark 3.3.8. Let V be a normed vector space and let a, b ∈ V . Then:
1. |a| ≥ | |a− b| − |b| |;
2. |a+ b| ≥ | |a| − |b| |.
Proof. The triangle inequality implies |a − b| ≤ |a| + |b| and |b| = |b − a + a| ≤ |a − b| + |a|. The
statements follow.
Lemma 3.3.9. Let (rn, yn, fn) ∈ [0,∞) × [0,∞) × F+B converge to (∞, y,∞) ∈ [0,∞]2 × F+B . Then
Ψrn(yn, fn)→∞.
Proof. Again, it is enough to prove that Ψrn(yn, fn) is unbounded. First, we consider the case when
|yn − rn| is unbounded. Then:
|Ψrn(yn, fn)| = |
(
ϕ−1(fn/2)− (0, rn)
)
yn + (0, rn)| ≥ |yn − rn| (3.100)
is unbounded.
Second, we assume that |yn − rn| is bounded and that rn/|fn| is bounded. Then
|fn|2
4 [rn + yn] + (rn + 1)
2[rn − yn]
|f |2
4 + (r + 1)
2
=
1
4 [rn + yn] +
(rn+1)
2
|fn|2 [rn − yn]
1
4 +
(rn+1)2
|fn|2
. (3.101)
The denominator of this fraction is bounded. The numerator consists of two summands: the second
one is bounded, the first one goes to ∞. Therefore the fraction converges to ∞. This shows that
|Ψrn(yn, fn)| → ∞.
Third, we assume that |yn − rn| is bounded by C > 0 and that rn/|fn| is unbounded. By choosing
a subsequence we can assume without loss of generality that rn/|fn| −→ ∞. Then:
(rn + 1)|fn|yn
|fn|2
4 + (rn + 1)
2
≥ (rn + 1)|fn|(rn − C)|fn|2
4 + (rn + 1)
2
=
(rn+1)rn
r2n
|fn|
|fn|2
4r2n
+ (rn+1)
2
r2n
−
rn+1
rn
C|fn|
rn
|fn|2
4r2n
+ (rn+1)
2
r2n
.
(3.102)
We first look at the first fraction: Its denumerator converges to 1, whereas its numerator converges to
∞. Next we look at the second fraction: Its denumerator converges to 1 and its numerator converges
to 0. This shows that Ψrn(yn, fn) is unbounded.
Markus Bader 57
Now let n : E+B −→ F+B be an Ω-map. We define for r ∈ [0,∞) a map Nr : [E ×R]+B −→ [F ×R]+B
as follows:
• Nr(e, x) := ΨF,r (|(e, x− r)|, n(Φr(e, x))) when (e, x) ∈ (E ×R)−mr;
• Nr(mr) := (0, r);
• Nr(∞) :=∞.
Furthermore, we set N∞ := n ∧ idR : [E ×R]+B −→ [F ×R]+B .
Remark 3.3.10. Let (r, e, x) ∈ [0,∞)× E ×R. Then
1. |Nr(e, x)− (0, r)| = |(e, x− r)|;
2. |Nr(e, x)| ≥ ||(e, x− r)| − r|.
Proof. The first statement follows immediately from the definition of the map Ψr. The second state-
ment follows follows from the first:
|Nr(e, x)| = |Nr(e, x)− (0, r) + (0, r)| ≥ ||Nr(e, x)− (0, r)| − r| . (3.103)
Lemma 3.3.11. The map
N : [0,∞]× [E ×R]+B −→ [F ×R]+B , (r, (e, x)) 7→ Nr(e, x) (3.104)
is continuous.
Proof. Let (rn, en, xn) ∈ [0,∞]× [E ×R]+B be a sequence converging to (r, e, x).
Case 1: Assume that r < ∞ and (e, x) = (0, r). Then Nr(e, x) = (0, r). We can assume that
(en, xn) 6= (0, rn) for all n ∈ N, because otherwise Nrn(en, xn) = (0, rn). Then by definition:
|Nrn(en, xn)− (0, rn)| = |(en, xn)− (0, rn)| −→ 0. (3.105)
Therefore Nrn(en, xn)→ (0, r).
Case 2: Assume that r < ∞ and (e, x) = ∞ ∈ [E × R]+. Then Nr(e, x) = ∞ by definition. It
is enough to show that Nrn(en, xn) is unbounded. We can assume that (en, xn) 6= ∞ for all n ∈ N.
The case en = 0 and rn = xn can only appear for finitely many n ∈ N: Otherwise xn = rn would be
unbounded in contradiction to the assumption that rn → r < ∞. So we can assume without loss of
generality that either en 6= 0 or rn 6= xn for all n ∈ N. Then (Remark 3.3.10):
|Nrn(en, xn)| ≥ | |(en, xn − rn)| − rn| → ∞. (3.106)
Case 3: Assume that r = ∞ and (e, x) 6= ∞. Then yn := |(en, xn − rn)| → ∞. Furthermore we
can assume that rn > xn for all n ∈ N. Set fn := n(Φrn(en, xn)). We know from Lemma 3.3.4 that
Φrn(en, xn) → e. Therefore fn → n(e) =: f ∈ F+B . When f = ∞, then it follows from Lemma 3.3.9
that Nrn(en, xn) = Ψrn(yn, fn)→∞ = N∞(e, x). So we assume that f 6=∞. Then:
Nrn(en, xn) =
(
(rn + 1)fnyn
|fn|2
4 + (rn + 1)
2
,
|fn|2
4 [rn + yn] + (rn + 1)
2[rn − yn]
|fn|2
4 + (rn + 1)
2
)
. (3.107)
We consider first the F -coordinate:
(rn + 1)fnyn
|fn|2
4 + (rn + 1)
2
=
rn+1
rn
fn
yn
rn
|fn|2
4r2n
+ (rn+1)
2
r2n
. (3.108)
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Notice that yn = |(en, xn−rn)| and therefore yn/rn → 1. Therefore the numerator of the fraction con-
verges to f , whereas the denominator converges to 1. This shows that the F -coordinate of Nrn(en, xn)
converges to f = n(e). Next we consider the R-coordinate:
|fn|2
4 [rn + yn] + (rn + 1)
2[rn − yn]
|fn|2
4 + (rn + 1)
2
=
|fn|2
4rn
rn+yn
rn
+ (rn+1)
2
r2n
[rn − yn]
|fn|2
r2n
+ (rn+1)
2
r2n
. (3.109)
The denominator of that fraction converges to 1 and yn/rn → 1 and therefore |fn|
2
4rn
rn+yn
rn
→ 0. We
claim that rn−yn → x. This would complete case 3, for then it would follow that (rn+1)
2
r2n
(rn−yn)→ x
and therefore that the numerator of the fraction above converges to x.
Our claim is proven as follows:
rn − yn = rn −
√
e2n + (rn − xn)2 =
(
rn −
√
e2n + (rn − xn)2
) rn +√e2n + (rn − xn)2
rn +
√
e2n + (rn − xn)2
=
r2n − e2n − r2n + 2rnxn − x2n
rn +
√
e2n + (rn − xn)2
=
− e2nrn + 2xn −
x2n
rn
1 +
√
e2n
r2n
+ (rn−xn)
2
r2n
.
(3.110)
The numerator of this fraction converges to 2x and the denominator to 2. This proves the claim.
Case 4: Assume that r =∞ and (e, x) =∞. We want to prove that Nrn(en, xn)→∞. It is enough
to prove that this sequence is unbounded. First we observe that whenever en = 0 and rn = xn, then
Nrn(en, xn) = (0, rn) by definition. So we can assume that en 6= 0 or rn 6= xn for all n ∈ N. As usual
we set yn := |(en, xn − rn)| and fn := n(Φrn(en, xn)).
We distinguish two cases: First the case that |yn − rn| is unbounded: Then by Remark 3.3.10
|Nrn(en, xn)| ≥ |yn − rn|. (3.111)
It follows that Nrn(en, xn) is unbounded. So we have to treat the case that |yn − rn| is bounded.
In that case Lemma 3.3.5 implies that fn := Φrn(en, xn) → ∞. By Lemma 3.3.9, Nrn(en, xn) =
Ψrn(yn, fn)→∞.
Proposition 3.3.12. The map
N : [2,∞]× [E ×R]+ −→ [F ×R]+, (r, (e, x)) 7→ Nr((e, x)) (3.112)
is an Ω-homotopy. It has the property that Nr(E ×R) ⊂ F ×R for all r 6=∞.
Proof. We have already proven that N is continuous. Equivariance follows from the equivariance of
Φ, Ψ, and n, and because (0, r) and ∞ are fixed by the G-action. We claim that there is ε > 0, such
that for all (r, e, x) ∈ [2,∞]×E ×R with (e, x) ∈ [E ×R](Ω), we have |Nr(e, x)| > ε. This statement
can be easily deduced from the geometric description of the homotopy. We give a formal proof. The
map n : E+ −→ F+ is an Ω-map, therefore there is ε > 0, such that |n(e)| ≥ ε for all e ∈ E(Ω).
First notice that when r = ∞, then N∞(e, x) = (n(e), x). Since (e, x) ∈ [E ×R](Ω) implies that
e ∈ E(Ω), it follows that |n(e)| > ε. So we can assume that r < ∞. Next consider the case e = 0,
r = x. Then |Nr(e, x)| = |(0, r)| = r ≥ 2. So we can also assume that r 6= x or e 6= 0.
Assume that the claim is wrong. Then we find a sequence (rn, en, xn) ∈ [0,∞) × E × R with
en 6= 0 or rn 6= xn for all n ∈ N, such that |Nrn(en, xn)| < 1n → 0. The map Φ is G-equivariant and
therefore (en, xn) ∈ [E × R](Ω) implies that Φrn(en, xn) ∈ E(Ω) or that Φrn(en, xn) = ∞. We set
fn := n(Φrn(en, xn) ∈ F+ and yn := |(en, xn−rn)|. It follows that |fn| ≥ ε for all n ∈ N. We assumed
that
Nrn(en, xn) = Ψrn(yn, fn)→ 0. (3.113)
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Recall that |Ψrn(yn, fn)| ≥ |yn − rn| ≥ 0. Therefore |yn − rn| → 0. Since rn ≥ 2 for all n ∈ N, we can
assume that yn ≥ 1 for all n ∈ N. We recall:
Ψrn(yn, fn) =
(
(rn + 1)fnyn
|fn|2
4 + (rn + 1)
2
,
|fn|2
4 [rn + yn] + (rn + 1)
2[rn − yn]
|fn|2
4 + (rn + 1)
2
)
→ 0. (3.114)
We first consider the F -coordinate:∣∣∣∣∣ (rn + 1)fnyn|fn|2
4 + (rn + 1)
2
∣∣∣∣∣ =
(rn+1)yn
r2n
|fn|
|fn|2
4r2n
+ (rn+1)
2
r2n
=
(rn+1)yn
r2n
|fn|
4r2n
+ (rn+1)
2
|fn|r2n
. (3.115)
The numerator of the last fraction converges to 1 (remember that |rn − yn| → 0.) Since the whole
fraction converges to 0, its denominator converges to ∞. But (rn+1)2|fn|r2n =
1
|fn|
(rn+1)
2
r2n
is bounded.
Therefore |fn|4r2n →∞.
Now we look at the R-coordinate of Ψrn(yn, fn):
|fn|2
4 [rn + yn] + (rn + 1)
2[rn − yn]
|fn|2
4 + (rn + 1)
2
=
1
4 (rn + yn) +
(rn+1)
2
|fn|2 (rn − yn)
1
4 +
(rn+1)2
|fn|2
. (3.116)
From |fn|/r2n → ∞ it follows that (rn + 1)2/|fn|2 → 0. Since (rn − yn) → 0, also (rn − yn)(rn +
1)2/|fn|2 → 0. Furthermore (rn + yn) ≥ 3 for all n ∈ N. Therefore the numerator of the right hand
side of (3.116)
1
4
(rn + yn) +
(rn + 1)2
|fn|2 (rn − yn) (3.117)
is bounded below. Since Ψrn(yn, fn)→ 0, the denominator converges to ∞. But
1
4
+
(rn + 1)2
|fn|2 →
1
4
. (3.118)
This is the contradiction we were looking for. Therefore N is a Ω-homotopy. The property Nr(E×R) ⊂
F ×R for r <∞ follows immediately from the geometric description of Nr.
Corollary 3.3.13. Let n : E+B −→ F+B be an Ω-map. Then there is an Ω-homotopy (Nt : [E×R]+B −→
[F ×R]+B)t∈[0,1] with
N0 = n ∧ idR and Nt(E ×R) ⊂ F ×R for all t 6= 0. (3.119)
In particular, N1 = (N1|E×R)+.
Furthermore, if n(E) ⊂ F , then Nt(E ×R) ⊂ F ×R for all t ∈ [0, 1].
Proof. The first statement is a reformulation of the previous proposition. If n(E) ⊂ F , then(
n ∧ idR
)
(E ×R) ⊂ F ×R. (3.120)
This proves the second statement because N0 = n ∧ idR.
Now we are able to prove that the natural transformation + : pΩ −→ p+Ω is stably bijective.
Proof of Theorem 3.3.2. Let n : E+B −→ F+B be an Ω-map. By Corollary 3.3.13, there exists an Ω-
homotopy Nt : [E × R]+B −→ [F × R]+B , such that N0 = n ∧ idR and N1 = (N1|E×R)+. Hence the
transformation is stably surjective.
Let m0, m1 : E −→ F be Ω-maps and let ns : E+B −→ F+B s ∈ [0, 1] be an Ω-homotopy between
m+0 = n0 and m
+
1 = n1. We apply Corollary 3.3.13 to the homotopy ns, viewed as an Ω-map between
E+B × [0, 1] and F+B × [0, 1] over the base B × [0, 1]. We obtain an Ω-homotopy Ns,t : [E × R]+B −→
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[F ×R]+B , such that Ns,0 = ns ∧ idR and Ns,1 (E ×R) ⊂ F ×R for all s ∈ [0, 1]. As a consequence we
obtain a string of Ω-homotopies
m+0 ∧ idR = n0 ∧ idR = N0,0 ' N0,1 ' N1,1 ' N1,0 = m+1 ∧ idR . (3.121)
The first and the last homotopy is N0,t and N1,t, respectively. Because ni(E) ⊂ F , we have Ni,t(E ×
R) ⊂ F × R for i = 0, 1. The middle homotopy is Ns,1 and it has this property by construction.
Therefore, the three homotopies restrict to E ×R and induce a Ω-homotopy between m0 ⊕ idR and
m1 ⊕ idR. Therefore, the natural transformation is stably injective.
Corollary 3.3.14. Let E and F be two infinite dimensional ρ-bundles. Then:
colim p+Ω = colim pΩ = ρ[E ,F ]ΩB . (3.122)
Proof. This follows from Proposition 2.9.7 and Theorem 3.1.11.
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3.4 Group valued cohomotopy invariants
We have given an interpretation of the set G[E ,F ]ΩB of homotopy classes of Ω-Fredholm maps as
colimit of the functor pΩ. In the previous section, we constructed a functor p+Ω and a stably bijective
transformation between pΩ and p+Ω . This describes the set G[E ,F ]ΩB also as colimit of the functor p+Ω .
In this section we define a group valued functor piΩ, very closely related to p+Ω and with the property
that the colimits colimUpiΩ = colim p+Ω are naturally identified. Here U : Group −→ Set denotes the
forgetful functor. In this way we obtain a natural map
G[E ,F ]ΩB −→ colim pΩ = colim p+Ω = colimUpiΩ −→ U colimpiΩ. (3.123)
This map assigns to every homotopy class of Ω-maps µ an invariant {µ} in the group colimpiΩ =:
ρPΩ(B). We will show that (after fixing the index of the Ω-maps) this map is surjective and that it is
injective when K−1ρ (B) = 0. Here we let K
−1
ρ (B) ⊂ KO−1(B) ×K−1G (B) be the subgroup generated
by [W ]⊗K−1(B) for all W ∈ ρ ∩ Irr(G,C) and additionally by KO−1(B) when R ∈ ρ.
After fixing a subset ρ0 ⊂ ρ, a ρ0-Fredholm morphism l : E0 −→ F0, and a l-adapted subbundle
V ⊂ F0, we obtain similarly a map
G[E ,F ]Ω,lB −→ ρPl,VΩ (B) (3.124)
that associates with every l-framed Ω-map µ an invariant {µ}l in the framed cohomotopy group
ρP
l,V
Ω (B). We go on to compare the framed with the unframed invariants and see that when K
−1
ρ0 (B) =
0, they are canonically identified.
We then give another description of the cohomotopy groups that is closer to the construction used
by Okonek and Teleman in [34]. In the last part, we explain how Okonek and Teleman’s, Bauer and
Furuta’s ([7],[5]) , and Svarc’s ([42]) construction fit into our framework. We use these descriptions to
produce a comparison map in the case K−1(B) = 0.
In this section, we assume that R ∈ ρ. All spaces will be fiberwise pointed G-spaces over the fixed
compact base space B.
We start by discussing three functors:
pΩ : ρHB −→ Set, p+Ω : ρHB −→ Set, and piΩ : ρHB −→ Set . (3.125)
The first two functors have already been introduced and discussed before. Let us recall how they
act on objects: Let (E,F ) be a pair of ρ-bundles. Then
pΩ(E,F ) = G[E,F ]ΩB and p
+
Ω(E,F ) = G[E
+
B , F
+
B ]
Ω
B . (3.126)
Before defining the third functor we introduce an additional notation: Given a G-space X over B,
we set X(Ω) := {x ∈ X ∣∣Gx ∈ Ω} and we put furthermore X/Ω := X/BX(Ω). Let (E,F ) be an object
in ρHB . We write
piΩ(E,F ) := Gpi0B
(
E+B/Ω, F
+
B
)
(3.127)
for the set of homotopy classes of pointed G-equivariant maps from E+B/Ω to F
+
B . Given a morphism
f = (iE , iF , E˜, F˜ , τ) : (E,F ) −→ (E′, F ′) there is a natural map
piΩ(f) : Gpi0B
(
E+B/Ω, F
+
B
) −→ Gpi0B (E′+B /Ω, F ′+B ) , (3.128)
defined as follows: Letm : E+B/Ω −→ F+B be a given (fiberwise pointed)G-map. Let cΩ : E+B −→ E+B/Ω
denote the contraction map. The map(
i+F ◦m ◦ cΩ ◦
(
i−1E
)+) ∧ τ+ : E′+B = iE(E)+B ∧B E˜+B −→ iF (F )+B ∧B F˜+B = F ′+B (3.129)
contracts the subspace E′+B (Ω) by construction: Recall that the projection map E
′ = iE(E) ⊕ E˜ −→
iE(E) ∼= E maps E′(Ω) to E(Ω). Therefore we obtain an induced map
f∗m : E′+B /Ω −→ F ′+B . (3.130)
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Mapping [m] ∈ Gpi0B(E+B/Ω, F+B ) to [f∗m] =: piΩ(f)([m]) ∈ Gpi0B(E′+B /Ω, F ′+B ) defines the map piΩ(f).
This makes piΩ into a functor.
We have already observed that there is a natural transformation + : pΩ −→ p+Ω which in fact is
stably bijective: this was Theorem 3.3.2. There is a natural transformation cΩ : piΩ −→ p+Ω that for a
given object (E,F ) is defined by composing on the right with cΩ (we refrain from introducing a new
symbol).
Lemma 3.4.1. Let ε > 0. There is a natural G-homotopy equivalence of pairs(
F+B , F
+
B − D˚ε(F )
) 'B (F+B ,∞B). (3.131)
Proof. There is a natural inclusion Iε :
(
F+B ,∞B
) ⊂ (F+B , F+B − D˚ε(F )). To define its homotopy
inverse, consider the fiberwise homotopy piε : [0, 1] × F+B −→ F+B , (t, f) 7→ piεt (f), defined as follows:
Let t ∈ [0, 1] and let f ∈ F+b for some b ∈ B. We put:
piεt (f) :=
{
εf
ε−t|f | when t|f | < ε
∞b else.
(3.132)
This homotopy has the following properties:
1. piε0 = id;
2. piε1
(
F+B − D˚ε(F )
)
=∞B ;
3. piεt (∞B) =∞B and piεt
(
F+B − D˚ε(F )
) ⊂ F+B − D˚ε(F ) for all t ∈ [0, 1].
It follows immediately from these properties that piε1 is homotopy inverse to the inclusion Iε. The
only statement we need to prove is that piε is continuous. It is obviously continuous on the subsets
{(t, e) ∈ [0, 1]× F ∣∣ tf < ε} and {(t, e) ∈ [0, 1]× F ∣∣ tf ≥ ε}. (3.133)
Let (tn, fn) ∈ [0, 1]× F+B be a sequence converging to (t, f) ∈ [0, 1]× F+B . Consider the expression:∣∣∣∣ εfnε− tn|fn|
∣∣∣∣ =
∣∣∣∣∣ εε|fn| − tn
∣∣∣∣∣ . (3.134)
First assume that |f | < ∞. We need only to consider the case t|f | = ε. Furthermore, we can assume
that tn|fn| < ε and fn 6= 0 for all n ∈ N. Then ε|fn| − tn → 0 and from equation (3.134) we deduce
that εfnε−tn|fn| →∞b. Now assume that |f | =∞. If t 6= 0, there is nothing to prove. When t = 0, then
in equation (3.134) we use that tn → 0 and ε|fn| → 0, therefore
εfn
ε−tn|fn| →∞b.
Lemma 3.4.2. The natural transformation cΩ is an isomorphism of functors.
Proof. Fix an object (E,F ) ∈ ρHB . We have to prove that the map
Gpi
0
B
(
E+B/Ω, F
+
B ) −→ G[E+B , F+B ]ΩB , [m] 7→ [m ◦ cΩ] (3.135)
is a bijection. Let m : E+B −→ F+B be an Ω-map. There is ε > 0, such that m
(
E+B (Ω)
) ⊂ F+B − D˚ε(F ).
Therefore piε1◦m : E+B −→ F+B maps E+B (Ω) to∞B . Hence it descends to a map piε1 ◦m : E+B/Ω −→ F+B .
The family of maps piεt ◦m : E+B −→ F+B is an Ω-homotopy between
m = piε0 ◦m and piε1 ◦m = piε1 ◦m ◦ cΩ. (3.136)
This proves surjectivity.
Now let m0,m1 : E+B/Ω −→ F+B be two maps, such that m0 ◦ cΩ and m1 ◦ cΩ are Ω-homotopic.
Then there is an Ω-homotopy m′t : E
+
B −→ F+B with m′0 = m0 ◦ cΩ and m′1 = m1 ◦ cΩ. It is an
Ω-homotopy, therefore there is ε > 0, such that m′t(E
+
B (Ω)) ⊂ F+B − D˚ε(F ) for all t ∈ [0, 1]. As before,
the composition piε1 ◦m′t descends to a homotopy piε1 ◦m′t : E+B/Ω −→ F+B . Furthermore piε1 ◦m′i = mi
for i = 0, 1. This proves injectivity.
Markus Bader 63
Corollary 3.4.3. Let E and F be two infinite dimensional ρ-bundles. Then
G[E ,F ]ΩB = colim pΩ = colim p+Ω = colimpiΩ (3.137)
Proof. This follows from Corollary 3.3.14 and Lemma 3.4.2 together with Lemma 2.9.5.
Recall that the homotopy set Gpi0B(X,Y ) is a group whenever X is a cogroup-like space ([44, p.129]
and [13, p. 64-65 and p.178]). Furthermore, when X = S1 ∧B X ′, then it is cogroup like ([13, p. 64]).
Let now ρH∗B ⊂ ρHB be the full subcategory of objects (E,F ) ∈ ob ρHb with the property that E has
a trivial real summand, i.e. is of the form E = E′ ⊕R for some ρ-bundle E′.
Remark 3.4.4. Let E be a finite dimensional ρ-bundle with trivial real summand. Then E+B/BΩ is
cogroup like.
Proof. When Ω = ∅, then E+B/Ω = E+B = S1 ∧B [E′]+B . When Ω 6= ∅, then Ω 3 G, and thus
ER ⊂ E(Ω). If follows from the next Lemma (take E1 = E′ and E2 = R) that there is a natural
isomorphism E+B/Ω ∼= S1 ∧B [E′]+B/Ω.
Lemma 3.4.5. Let E = E1 ⊕ E2 be a direct sum of two ρ-bundles. Then
1. There is a natural isomorphism
[
E1 ⊕ E2
]+
B
/B
(
[E1]+B(Ω) ∧B [E2]+B
) ≈−→ ([E1]+B/Ω) ∧B [E2]+B.
2. There is a natural contraction map cE,E1 : E
+
B/Ω −→ [E1]+B/Ω ∧B [E2]+B.
Proof. Let c1 : [E1]+B −→ [E1]+B/Ω denote the contraction map. We obtain an induced map
f := c1 ∧ id : [E1 ⊕ E2]+B = [E1]+B ∧B [E2]+B −→ [E1]+B/Ω ∧B [E2]+B . (3.138)
The map f is surjective and contracts the subspace [E1]+B(Ω)∧B [E2]+B . Hence it descends to a bijective
map
ϕ :
[
E1 ⊕ E2
]+
B
/B
(
[E1]+B(Ω) ∧B [E2]+B
) −→ ([E1]+B/B [E1]+B(Ω)) ∧B [E2]+B . (3.139)
Since its source is fiberwise compact, the map ϕ is a fiberwise homeomorphism.
There is an inclusion
(
[E1]+B ∧B [E2]+B
)
(Ω) ⊂ [E1]+B(Ω) ∧B [E2]+B . Using the identification from the
first part we obtain the contraction map cE,E1 : E
+
B/Ω −→ [E1]+B/Ω ∧B [E2]+B .
Lemma 3.4.6. The inclusion of the full subcategory ρH∗B ⊂ ρHB is strongly cofinal.
Proof. For every object (E,F ), there is a morphism (E,F ) −→ (E⊕R, F ⊕R). Therefore, we need to
check the second axiom: Let fl = (iE,l, iF,l, E˜l, F˜l, τl) : (E,F ) −→ (Ei, Fi) l = 1, 2 be two morphisms
with (Ei, Fi) ∈ ρH∗B . It follows from Corollary 3.1.3 that there are morphisms fˆl : (El, Fl) −→ (Eˆ, Fˆ ),
such that the diagram
(E,F )
f1 //
f2

(E1, F1)
fˆ1

(E2, F2)
fˆ2
// (Eˆ, Fˆ )
(3.140)
commutes. Furthermore, with E1 also Eˆ has a trivial real summand.
In particular, the restriction of the functor piΩ to the subcategory ρH∗B admits a colimit which is
canonically identified with colimpiΩ. After restriction to the subcategory ρH∗B , the functor piΩ naturally
takes values in Group. We use the same symbol for this induced functor:
piΩ : ρH∗B −→ Group . (3.141)
It is this functor that we want to study in the sequel. Let U : Group −→ Set be the forgetful functor
that associates with a group its underlying set. To avoid confusion we will always write UpiΩ when we
mean the Set-valued functor. Before going on let us repeat what we already know:
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Corollary 3.4.7. Let E and F be two infinite dimensional ρ-bundles. Then there is a natural identi-
fication G[E ,F ]ΩB = colim(UpiΩ).
We now want to construct a colimit for the group valued functor piΩ. Let E ,F be two infinite
dimensional ρ-bundles. Let ρHB(E ,F)∗ ⊂ ρH∗B be the full subcategory whose objects (E,F ) are
subbundles E ⊂ E and F ⊂ F , respectively.
Lemma 3.4.8. The inclusion ρHB(E ,F)∗ ⊂ ρH∗B is an equivalence of categories.
Proof. We only need to prove that the inclusion functor is essentially surjective, because by definition it
is bijective on morphisms: Let (E,F ) ∈ ob ρHB be a pair of ρ-bundles. Choose embeddings iE : E ↪→ E
and iF : F ↪→ F (possible by Proposition 2.8.5). They induce an isomorphism f : (E,F )
∼=−→
(iE(E), iF (F )). The latter object is an object in the category ρHB(E ,F)∗.
Corollary 3.4.9. Every functor F : ρH∗B −→ Group admits a colimit.
Proof. The category ρH∗B is equivalent to a small category. The statement follows from Proposition
2.9.3 and Lemma 2.9.5.
In particular, the functor piΩ admits a colimit. We put ρPΩ(B) := colimpiΩ.
Corollary 3.4.10. Let E ,F be two infinite dimensional ρ-bundles. Then there is a natural map
G[E ,F ]ΩB −→ ρPΩ(B). (3.142)
Proof. We have realized the set G[E ,F ]ΩB as colimit of the functor UpiΩ and by definition ρPΩ(B) =
colimpiΩ. Hence there is a natural map G[E ,F ]ΩB = colimUpiΩ −→ U colimpiΩ = ρPΩ(B).
Let x ∈ Kρ(B). We denote with ρH∗B(x) the full subcategory of ρH∗B whose objects (E,F ) have
the property that [E]− [F ] = x ∈ Kρ(B).
Lemma 3.4.11. The category ρH∗B has a decomposition into connected components
ρH∗B =
∐
x∈Kρ(B)
ρH∗B(x). (3.143)
For every x ∈ Kρ(B), the category ρH∗B(x) is filtered up to automorphisms.
Proof. It is an immediate consequence of Lemma 3.1.1 that ρH∗B =
∐
x∈Kρ(B) ρH∗B(x) and that ρH∗B(x)
is strongly connected (compare also Corollary 3.1.3). Now let f0, f1 : (E,F ) −→ (E′, F ′) be two
morphisms. We write fl = (iE,l, iF,l, E˜l, F˜l, τl). By definition iE,0(E) ⊕ E˜0 = E′ = iE,1(E) ⊕ E˜1.
Therefore we may choose a ρ-bundle G and an isomorphism ϕ : E˜0 ⊕ G
∼=−→ E˜1 ⊕ G (for instance
G = E). Then we define automorphisms
1. e := (iE,1 ◦ i−1E,0)⊕ ϕ : E′ ⊕G = iE,0(E)⊕ E˜0 ⊕G
∼=−→ iE,1(E)⊕ E˜1 ⊕G = E′ ⊕G.
2. f := (iF,1◦i−1F,0)⊕
(
(τ1 ⊕ idG) ◦ ϕ ◦ (τ−10 ⊕ idG)
)
: F ′⊕G = iF,0(F )⊕F˜0⊕G
∼=−→ iF,1(F )⊕F˜1⊕G =
F ′ ⊕G.
Let i : (E′, F ′) −→ (E′ ⊕G,F ′ ⊕G) be the natural morphism. Then it is clear from the construction
that (e, f) ◦ i ◦ f0 = i ◦ f1. Therefore the category ρH∗B(x) is filtered up to automorphisms.
For every x ∈ Kρ(B), the functor piΩ restricts to a functor piΩ(x) : ρH∗B(x) −→ Group whose colimit
we denote by ρPΩ(B, x). By Lemma 2.9.21, there is a natural decomposition
ρPΩ(B) = ⊕x∈Kρ(B)PΩ(B, x). (3.144)
Furthermore, we obtain the following result:
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Corollary 3.4.12. Let x ∈ Kρ(B). Then the map G[E ,F ]ΩB −→ ρPΩ(B) induces a surjective map
G[E ,F ]ΩB(x) −→ ρPΩ(B, x). (3.145)
Proof. The restriction of the map G[E ,F ]ΩB −→ ρPΩ(B, x) to the subset G[E ,F ]ΩB(x) ⊂ G[E ,F ]ΩB takes
values in ρPΩ(B, x) ⊂ ρPΩ(B). This restriction is given by the natural map
G[E ,F ]ΩB(x) = colimUpiΩ(x) −→ colimpiΩ(x) = ρPΩ(B, x). (3.146)
The category ρH∗B(x) is filtered up to automorphisms, in particular it is strongly connected (Lemma
3.4.11). Therefore the map above is surjective (proof of Proposition 2.9.26).
Proposition 3.4.13. Assume that K−1ρ (B) = 0. Then the map
G[E ,F ]ΩB(x) −→ ρPΩ(B, x) (3.147)
is a bijection.
Proof. We have G[E ,F ]ΩB(x) = colimUpiΩ(x) and ρPΩ(B, x) = colimpiΩ(x). The category ρH∗B(x)
is filtered up to automorphisms by Lemma 3.4.11. We now prove that these automorphisms act
stably trivially on the functor piΩ(x): Let a : (E,F ) −→ (E,F ) be an automorphism of an object
(E,F ) ∈ ob ρH∗B(x). The automorphism a is given by automorphisms e : E
∼=−→ E and f : F ∼=−→ F .
Since K−1(B) = 0, there is a ρ-bundle G, such that both e ⊕ idG and f ⊕ idG are isotopic to the
identity ([21, Lemma 3.7]). Let i : (E,F ) −→ (E ⊕ G,F ⊕ G) be the natural morphism. Then
piΩ(x) (i ◦ a) = piΩ(x) (i). Therefore the automorphisms of ρH∗B(x) act stably trivially on the functor
piΩ(x). By Lemma 2.9.19, the category ρH∗B(x) is piΩ(x)-filtered. The statement then follows from
Proposition 2.9.26.
The group ρPΩ(B) is defined as a colimit and thus characterized by a universal property. Recall
that G[E ,F ]ΩB = colimUpiΩ. We write
p : UpiΩ −→ G[E ,F ]ΩB (3.148)
for the corresponding natural transformation.
Corollary 3.4.14. Let A be a group and a : G[E ,F ]ΩB −→ A a map, such that for every (E,F ) ∈ ρH∗B,
the map
a ◦ p(E,F ) : piΩ(E,F ) = Gpi0B
(
E+B/Ω, F
+
B
) −→ A (3.149)
is a morphism of groups. Then there is a unique morphism of groups a˜ : ρPΩ(B) −→ A, such that the
diagram
G[E ,F ]ΩB //
a
&&LL
LLL
LLL
LLL
ρPΩ(B)
a˜

A
(3.150)
commutes.
Proof. By the universal property of ρPΩ(B), there is a unique morphism a : ρPΩ(B) −→ A, such that
for every (E,F ) ∈ ρH∗B , the diagram
piΩ(E,F ) //
a◦p(E,F )
&&MM
MMM
MMM
MMM
ρPΩ(B)
a˜

A
(3.151)
commutes. But since G[E ,F ]ΩB = colimUpiΩ, this is equivalent to the statement that the diagram
G[E ,F ]ΩB //
a
&&LL
LLL
LLL
LLL
ρPΩ(B)
a˜

A
(3.152)
commutes.
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3.4.1 Framed cohomotopy groups
Throughout this section, we fix a subset ρ0 ⊂ ρ and we put ρ∗ = ρ − ρ0. For simplicity, we assume
that R ∈ ρ0. Furthermore, we fix a ρ0-Fredholm morphism l : E0 −→ F0 and a l-adapted subbundle
V ⊂ F0. We introduced the homotopy set G[E ,F ]Ω,lB of l-framed Ω-maps. Furthermore, we associated
with the data (l, V ) a functor
pl,VΩ = p
(l−1(V ),V )
Ω : ρ0C∗B × ρ∗HB −→ Set, (3.153)
depending on the pair (l−1(V ), V ), and a natural transformation
p : pl,VΩ −→ G[E ,F ]Ω,lB , (3.154)
depending also on the embeddings V ⊂ F0 and l−1(V ) ⊂ E0. In Corollary 3.2.5, we proved that this
natural transformation is a colimit.
Consider now the natural functor
I l,V : ρ0C∗B × ρ∗HB −→ ρH∗B , (W, (E,F )) 7→ (l−1(V )⊕W ⊕ E, V ⊕W ⊕ F ). (3.155)
Recall that by definition pl,VΩ = pΩ ◦ I l,V . It is therefore natural to put pil,VΩ := piΩ ◦ I l,V . As before,
we define the full subcategory ρ0C∗B(E0) × ρ∗HB(E∗,F∗) of ρ0C∗B × ρ∗HB to consist of those objects
(W, (E,F )) with W ⊂ E0, E ⊂ E∗, and F ⊂ F∗.
Lemma 3.4.15. The inclusion ρ0C∗B(E0) × ρ∗HB(E∗,F∗) −→ ρ0C∗B × ρ∗HB is an equivalence of cate-
gories.
In particular, every functor F : ρ0C∗B × ρ∗HB −→ Group admits a colimit.
Proof. This is proven exactly as Lemma 3.4.8 and Corollary 3.4.9.
We put ρP
l,V
Ω (B) := colimpi
l,V
Ω . Our next step is to establish a map from the set of homotopy classes
of framed maps G[E ,F ]Ω,lB to the group ρPl,VΩ (B). We do this by proving that G[E ,F ]Ω,lB realizes the
colimit of the functor Upil,VΩ . This will be achieved by reducing to the unframed case.
Lemma 3.4.16. There is a stably bijective natural transformation
τ : pl,VΩ −→ Upil,VΩ . (3.156)
Proof. Recall that pl,VΩ = pΩ◦I l,V . By Theorem 3.1.11, there is stably bijective natural transformation
+ : pΩ −→ p+Ω . The transformation + induces a natural transformation pΩ ◦ I l,V −→ p+Ω ◦ I l,V . This
natural transformation is still stably bijective: In fact the proof of Theorem 3.1.11 holds also in this
case. The point is that in that proof we stabilize by adding a trivial real summand R and this
stabilization process is possible in the category ρ0C∗B × ρ∗HB .
By Lemma 3.4.2, there is an isomorphism of functors cΩ : p+Ω
∼=−→ UpiΩ. It induces an isomorphism
of functors p+Ω◦I l,V
∼=−→ UpiΩ◦I l,V . By composition, we obtain a stably bijective natural transformation
pl,VΩ = pΩ ◦ I l,V −→ UpiΩ ◦ I l,V = Upil,VΩ . (3.157)
Corollary 3.4.17. There is a natural bijection
G[E ,F ]Ω,lB =ˆ−→ colimUpil
−1(V ),V
Ω . (3.158)
Proof. We have constructed a natural transformation p : pl
−1(V ),V
Ω −→ G[E ,F ]Ω,lB and proven that it is
a colimit (Theorem 3.2.4). By the previous lemma, there is a stably bijective natural transformation
p
l−1(V ),V
Ω −→ U ◦ pil
−1(V ),V
Ω . It induces a bijection between the respective colimits. Therefore:
G[E ,F ]Ω,lB =ˆ−→ colim pl
−1(V ),V
Ω
=ˆ−→ colimUpil−1(V ),VΩ . (3.159)
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Corollary 3.4.18. There is a natural map
G[E ,F ]Ω,lB −→ ρPV,lΩ (B). (3.160)
Proof. This follows from the previous corollary as in the unframed case (Corollary 3.4.10).
Remember that there is an index map
indρ : G[E ,F ]ΩB −→ Kρ(B). (3.161)
Let now µ : E −→ F be a l-framed Ω-map and let [µ]l ∈ G[E ,F ]Ω,lB be its l-framed homotopy class.
Forgetting that it is l-framed, we obtain a homotopy class [µ] ∈ G[E ,F ]ΩB . By definition, its index is of
the form indρ ([µ]) = (indρ l, y) ∈ Kρ0(B)×Kρ∗(B). Thus, we see that there is an induced index map
indρ∗ : G[E ,F ]Ω,lB −→ Kρ∗(B). (3.162)
Given y ∈ Kρ∗(B), we put G[E ,F ]Ω,lB (y) := ind−1ρ∗ (y). There is a decomposition
G[E ,F ]Ω,lB =
∐
y∈Kρ∗ (B)
G[E ,F ]Ω,lB (y). (3.163)
As in the unframed case, we now give a functorial interpretation of this decomposition.
Lemma 3.4.19.
1. There is a decomposition into connected components
ρ0C∗B × ρ∗HB =
∐
y∈Kρ∗ (B)
ρ0C∗B × ρ∗HB(y). (3.164)
2. The category ρ0C∗B × ρ∗HB(y) is filtered up to automorphisms.
Proof. Using the same argument as in the proof of Lemma 3.4.11 one proves that the category ρ0C∗B
is filtered up to automorphisms. Then it follows that ρ0C∗B × ρ∗HB(y) is filtered up to automorphisms.
The first statement follows immediately from the second and from Lemma 3.4.11.
Corollary 3.4.20. Let y ∈ Kρ∗(B). The functor pil,VΩ restricts to a functor
pil,VΩ (y) : ρ0C∗B × ρ∗HB(y) −→ Group . (3.165)
Furthermore,
1. colimpil,VΩ = ⊕y∈Kρ∗ (B) colimpil,VΩ (y);
2. G[E ,F ]Ω,lB (y) = colimUpil,VΩ (y).
Proof. These are immediate consequences of Lemma 2.9.21 and Theorem 3.2.4.
We put ρP
l,V
Ω (B, y) := colimpi
l,V
Ω (y). Then
ρP
l,V
Ω (B) = ⊕y∈Kρ∗ (B)ρPl,VΩ (B, y). (3.166)
Similarly as in the unframed case we conclude:
Corollary 3.4.21. Let y ∈ Kρ∗(B). The map G[E ,F ]Ω,lB −→ ρPl,VΩ (B) induces a surjective map
G[E ,F ]Ω,lB (y) −→ ρPl,VΩ (B, y). (3.167)
Proof. The proof is the same as for Corollary 3.4.12.
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Proposition 3.4.22. Let y ∈ Kρ∗(B). Assume that K−1ρ∗ (B) = 0. Then the map
G[E ,F ]Ω,lB (y) −→ ρPV,lΩ (B, y) (3.168)
is bijective.
Proof. As in the unframed case (Proposition 3.4.13) we claim that the automorphisms of the category
ρ0C∗B × ρ∗HB(y) act stably trivially on the functor pil,VΩ . The same argument as in Proposition 3.4.13
proves that automorphisms of the form (id, a) with a an automorphism in ρ∗HB(y) act stably trivially
on the functor pil,VΩ . We need to prove that automorphisms of the form (a, id) with a an automorphism
in ρ0C∗B act stably trivially on pil,VΩ . We do not loose any generality when we assume that ρ0 = ρ.
Therefore let W ∈ ob ρ0C∗B be a finite dimensional ρ0-bundle and let a : W
∼=−→W be an automorphism.
Let i : W −→ W ⊕W be the natural inclusion. We claim that pil,VΩ (i) = pil,VΩ (i ◦ a). To see this, we
let rt : W ⊕W
∼=−→W ⊕W be the automorphism defined by the matrix
[
cos t idW − sin t idW
sin t idW cos t idW
]
for
t ∈ [0, pi/2]. Then put at := rt ◦(a⊕ idW )◦r−1t . Since at is a ρ0-isotopy, we have pil,VΩ (a0) = pil,VΩ (api/2).
Now a0 = a⊕ idW and api/2 = idW ⊕a. But observe that:
[a⊕ idW ] ◦ i = i ◦ a : W −→W ⊕W and [idW ⊕a] ◦ i = i : W −→W ⊕W. (3.169)
Therefore pil,VΩ (i ◦ a) = pil,VΩ (i) as claimed.
The argument in the proof of the last proposition involving the rotation matrix is standard. See
[13, Lemma II.3.2] and [34, Proposition 2.1].
The following statement has been obtained by Bauer ([5, Theorem 2.1]) in the case Ω = ∅ and by
Svarc in the case when additionally G = {e} and B = {∗} (see [8, Theorem 5.3.20]).
Corollary 3.4.23. When ρ0 = ρ, then the map
G[E ,F ]Ω,lB −→ ρPV,lΩ (B) (3.170)
is a bijection.
Comparison of framed and unframed invariants
There is an obvious comparison map
G[E ,F ]Ω,lB −→ G[E ,F ]ΩB . (3.171)
We have proven in Proposition 3.2.3 that its image is the set ind−1ρ ({indρ0 l} ×Kρ∗(B)). This amounts
to saying that for any y ∈ Kρ∗(B), the induced map
G[E ,F ]Ω,lB (y) −→ G[E ,F ]ΩB ((indρ l, y)) (3.172)
is surjective.
Proposition 3.4.24. Let y ∈ Kρ∗(B) and put x := (indρ l, y) ∈ Kρ(B).
1. There is a natural surjective morphism ρP
l,V
Ω (B, y) −→ ρPΩ(B, x).
2. When K−1ρ0 (B) = 0, then the maps
G[E ,F ]Ω,lB (y) −→ G[E ,F ]ΩB (x) and ρPl,VΩ (B, y) −→ ρPΩ(B, x) (3.173)
are bijective.
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Proof. By definition ρP
l,V
Ω (B, y) = colimpiΩ (x) ◦ I l,V and ρPΩ(B, x) = colimpiΩ (x). Therefore there
is an induced morphism
ρP
l,V
Ω (B, y) = colimpiΩ (x) ◦ I l,V −→ colimpiΩ (x) = ρPΩ(B, x). (3.174)
It fits into a commutative diagram:
G[E ,F ]Ω,lB (y) //

G[E ,F ]B(x)

ρP
l,V
Ω (B, y)
//
ρPΩ(B, x)
(3.175)
The upper horizontal map is surjective by Proposition 3.2.3, and the two vertical maps are surjective
by Corollary 3.4.12 and Corollary 3.4.21. Therefore the lower horizontal map is surjective too. (We
will give another proof of this statement in Corollary 3.4.33.)
Now assume that K−1ρ0 (B) = 0. We prove the following statement: The functor I
l,V : ρ0CB ×
ρ∗HB(y) −→ ρHB(x) is strongly piΩ(x)-cofinal. To simplify the notation we assume that ρ0 = ρ. The
general case does not present additional difficulties. We set U := l−1(V ). Let (U ′, V ′) ∈ ρ0HB(indρ0 l).
Then [U ′]− [V ′] = indρ(l) = [U ]− [V ]. By Lemma 3.1.1, there is a diagram
(U, V )
f %%KK
KK
KK
KK
K
(U ′, V ′)
f ′yyrrr
rrr
rrr
r
(U ′′, V ′′)
(3.176)
in the category ρ0HB(indρ(l)). Let f = (iU , iV , U˜ , V˜ , τ). By Remark 3.1.2, the morphism f induces
an isomorphism fˆ : (U ′′, V ′′) −→ (U ⊕ U˜ , V ⊕ U˜). But clearly
(U ⊕ U˜ , V ⊕ U˜) = I l,V (U˜). (3.177)
Thus we obtain a morphism fˆ ◦ f ′ : (U ′, V ′) −→ I l,V (U˜). This proves that I l,V is weakly cofinal.
We still have to prove that for any two morphisms fj : (U ′, V ′) −→ I l,V (Wj) = (U ⊕W, V ⊕Wj)
there is an object W ′ ∈ ob ρ0CB and there are morphisms gj : Wj −→W ′, such that
piΩ(x)
(
I l,V (g0) ◦ f0
)
= piΩ(x)
(
I l,V (g1) ◦ f1
)
. (3.178)
Because for any two objects W0 and W1, there are morphisms W0 −→ W0 ⊕ W1 ←− W1, we can
assume that W0 = W1 = W . As usual, we write fj = (iU ′,j , iV ′,j , U˜j , V˜j , τj). We have seen in Remark
3.1.2 that the morphisms fj naturally induce isomorphisms
fˆj : (U ⊕W,V ⊕W ) −→ (U ′ ⊕ U˜j , V ′ ⊕ U˜j). (3.179)
From [U ′] + [U˜0] = [U ⊕W ] = [U ′] + [U˜1] ∈ Kρ0(B), it follows that [U˜0] = [U˜1]. Choose a ρ0-bundle G
and an isomorphism ϕ : U˜0 ⊕G
∼=−→ U˜1 ⊕G. By construction, the following diagram commutes:
(U ′, V ′)
f1 //
f0

(U ⊕W,V ⊕W )
fˆ1

(U ⊕W,V ⊕W )
fˆ0

(U ′ ⊕ U˜1, V ′ ⊕ U˜1)

(U ′ ⊕ U˜0, V ′ ⊕ U˜0)

(U ′ ⊕ U˜1 ⊕G,V ′ ⊕ U˜1 ⊕G)
(U ′ ⊕ U˜0 ⊕G,V ′ ⊕ U˜0 ⊕G)
id(U′,V ′)⊕ϕ
33hhhhhhhhhhhhhhhhhhh
(3.180)
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The arrows without letter denote the natural morphisms. Furthermore, the diagram
(U ⊕W,V ⊕W ) //
fˆj

(U ⊕W ⊕G,V ⊕W ⊕G)
fˆj⊕idG
xxqqq
qqq
qqq
qqq
qqq
qqq
qqq
qqq
qqq
(U ′ ⊕ U˜j , V ′ ⊕ U˜j)

(U ′ ⊕ U˜j ⊕G,V ′ ⊕ U˜j ⊕G)
(3.181)
commutes for j = 0, 1. As a consequence, also the diagram
(U ′, V ′)
f1 //
f0

(U ⊕W,V ⊕W )

(U ⊕W,V ⊕W )

(U ⊕W ⊕G,V ⊕W ⊕G)
ϕ˜
// (U ⊕W ⊕G,V ⊕W ⊕G)
(3.182)
commutes. Here ϕ˜ is the automorphism defined as follows:
ϕ˜ :=
(
fˆ−11 ⊕ idG
)
◦ (idU ′,V ′ ⊕ϕ) ◦
(
fˆ0 ⊕ idG
)
. (3.183)
It consists of a pair of automorphisms ϕ˜ = (ϕ˜0, ϕ˜1) of U ⊕ W ⊕ G and V ⊕ W ⊕ G, respectively.
Now we use the assumption that K−1ρ0 (B) = 0. It implies that there is a ρ0-bundle H, such that
both ϕ˜0 ⊕ idH and ϕ˜1 ⊕ idH are isotopic to the identity ([21, Lemma 3.7]). But this implies that
piΩ(x)(ϕ⊕ idH) = piΩ(x)(id).
As a consequence, the diagram
(U ′, V ′)
f1 //
f0

(U ⊕W,V ⊕W )

(U ⊕W,V ⊕W ) // (U ⊕W ⊕ (G⊕H), V ⊕W ⊕ (G⊕H))
(3.184)
is piΩ-commutative. This proves that the functor I l,V is strongly piΩ(x)-cofinal and also UpiΩ(x)-cofinal.
As a consequence, it identifies (U)piΩ(x)-colimits. This proves the second statement.
The groups ρP
l,V
Ω (B) are characterized by a universal property similar to the unframed case.
Corollary 3.4.25. Let A be a group and a : G[E ,F ]Ω,lB −→ A a map, such that for every (W, (E,F )) ∈
ρ0C∗B × ρ∗HB, the map
a ◦ p(W,(E,F )) : pil,VΩ (W, (E,F )) = Gpi0B
([
l−1(V )⊕W ⊕ E]+
B
/Ω, [V ⊕W ⊕ F ]+B
)
−→ A (3.185)
is a morphism of groups. Then there is a unique morphism of groups a˜ : ρP
l,V
Ω (B) −→ A, such that
the diagram
G[E ,F ]Ω,lB //
a
&&MM
MMM
MMM
MMM
ρP
l,V
Ω (B)
a˜

A
(3.186)
commutes.
Proof. The proof is the same as in the unframed case (Corollary 3.4.14).
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A different construction of colimpiΩ
We now explain a different description of the colimit colimpiΩ. It is closer to the construction used by
Okonek and Teleman in [34].
Define a functor S : ρCB × ρH∗B −→ ρH∗B by putting S(H, (E,F )) := (E ⊕H,F ⊕H). We define
S on the level of morphisms in the obvious way.
Lemma 3.4.26. The functor S identifies piΩ-colimits.
Proof. We show that the functor S induces an isomorphism of categories between the category of piΩ-
cocones and the category of piΩ ◦ S-cocones. We need the following property of the functor piΩ: Let
(H, (E,F )) ∈ ρCB × ρH∗B be an object. Then piΩ ◦ S(H, (E,F )) = piΩ ◦ S(0B , (E ⊕ H,F ⊕ H). Let
i : (E,F ) −→ (E ⊕H,F ⊕H) be the natural morphism. Then there are natural morphisms
• f = (0, id) : (0B , (E ⊕H,F ⊕H)) −→ (H, (E ⊕H,F ⊕H));
• g = (idH , i) : (H, (E,F )) −→ (H, (E ⊕H,F ⊕H)).
We claim that piΩ(S(f)) = piΩ(S(g)) : piΩ(E ⊕H,F ⊕H) −→ piΩ(E ⊕H ⊕H,F ⊕H ⊕H). The idea is
rotating the two H components. Let n : [E ⊕H]+B/Ω −→ [F ⊕H]+B be a map. We write n = nF ∧nH .
We need to compare the following two maps:
1. f∗n : [E ⊕H ⊕H]+B/Ω −→ [F ⊕H ⊕H]+B , [e, h1, h2] 7→ nF (e, h1) ∧ nH(e, h1) ∧ h2;
2. g∗n : [E ⊕H ⊕H]+B/Ω −→ [F ⊕H ⊕H]+B , [e, h1, h2] 7→ nF (e, h2) ∧ h1 ∧ nH(e, h2).
Let rt : [H⊕H]+B
∼=−→ [H⊕H]+B be the isomorphism defined by the rotation matrix
[
cos t idH − sin t idH
sin t idH cos t idH
]
.
Then we consider the following homotopy:
nt :=
(
idF+B ∧rt
) ◦ f∗n ◦ (idE+B ∧r−1t ) for t ∈ [0, pi/2]. (3.187)
We have n0 = f∗n and npi/2 = g∗n, and therefore the homotopy classes of the maps f∗n and g∗n
coincide.
Now we are able to define a push-forward functor
S∗ : CC(piΩ ◦ S) −→ CC(piΩ). (3.188)
Let a =
(
a(H,(E,F )) : piΩ(E ⊕H,F ⊕H) −→ A
)
H,(E,F )
be a piΩ ◦ S-cocone. We are going to define a
piΩ-cocone S∗a. Let (E,F ) ∈ ρH∗B . Then we put
(S∗a)(E,F ) := a(0,(E,F )) : piΩ(E,F ) −→ A. (3.189)
We claim that the functor S∗ inverts the pull-back functor S∗. First we compare S∗S∗a to a: Let
(H, (E,F )) ∈ ob ρCB × ρH∗B . By definition (S∗S∗a)(H,(E,F )) = (S∗a)(E⊕H,F⊕H) = a(0,(E⊕H,F⊕H)).
Furthermore, by definition the diagrams
piΩ(E ⊕H,E ⊕H)
piΩ(f) //
a(0,(E⊕H,F⊕H))

piΩ(E ⊕H ⊕H,F ⊕H ⊕H)
a(H,(E⊕H,F⊕H))
tthhhh
hhhh
hhhh
hhhh
hhhh
h
A
(3.190)
and
piΩ(E ⊕H,E ⊕H)
piΩ(g) //
a(H,(E,F ))

piΩ(E ⊕H ⊕H,F ⊕H ⊕H)
a(H,(E⊕H,F⊕H))
tthhhh
hhhh
hhhh
hhhh
hhhh
h
A
(3.191)
commute. Together with the equality piΩ(f) = piΩ(g) this implies that a(0,(E⊕H,F⊕H)) = a(H,(E,F )).
Therefore S∗S∗a = a.
Now we start with a piΩ-cocone b = (b(E,F )) and we compare S∗S∗b with b. Let (E,F ) ∈ ob ρH∗B
be given. Then by definition (S∗S∗b)(E,F ) = (S∗b)(0,(E,F )) = b(E,F ). Hence S∗S∗b = b.
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In the next step, we study the functor piΩ ◦ S : ρCB × ρH∗B −→ ρH∗B .
Proposition 3.4.27. Let (E,F ) ∈ ρH∗B. Then the induced functor
piΩ ◦ S(E,F ) : ρCB −→ Group (3.192)
admits a colimit which is preserved by the forgetful functor.
Proof. The category ρCB is equivalent to a small category. Therefore the functor admits a colimit.
(See also the subsequent remark.) Furthermore, it is filtered up to automorphisms (see Lemma 3.4.19).
We claim that the automorphisms of ρCB act stably trivally on the functor piΩ ◦S(E,F ). This is proven
by the same argument as in the proof of Proposition 3.4.22. By Lemma 2.9.19, the category ρCB is
piΩ ◦ S(E,F )-filtered. The statement then follows from Corollary 2.9.24.
Remark 3.4.28. We use the fact that the category ρCB is equivalent to a small category to conclude
that a colimit exists. Another approach is taken in [34]: Define a small category N(ρ) as follows: Its
objects are families (nχ)χ∈ρ of natural numbers nχ ∈ N, all but finitely many zero. From an object
(nχ) to an object (n′χ) there is by definition exactly one morphism when nχ ≤ n′χ for all χ ∈ ρ, and
none otherwise. This category is filtered. For each χ we fix an irreducible G-module Wχ with character
χ. Mapping χ to Wχ defines a functor
θρB : N
(ρ) −→ ρCB . (3.193)
One can show that this functor is cofinal. Because the automorphisms of ρCB act stably trivially on
the functor piΩ ◦ S(E,F ) and because the category ρCB is filtered up to automorphisms, the functor θρB
is strongly piΩ ◦ S(E,F )-cofinal. Therefore it identifies piΩ ◦ S(E,F )-colimits. This reduces the problem
of constructing a colimit for a functor defined on ρCB to constructing a colimit for a functor defined
on a small and filtered category.
Proposition 3.4.29. The functor piΩ ◦ S induces a functor
pΩ : ρH∗B −→ Group, (E,F ) 7→ colimpiΩ ◦ S(E,F ). (3.194)
This functor maps all morphisms to isomorphisms. In particular, it admits a colimit.
Proof. The functor piΩ ◦ S induces the functor pΩ by Proposition 2.9.20. We prove that this functor
maps all morphisms to isomorphisms. Let f = (iE , iF , E˜, F˜ , τ) : (E,F ) −→ (E′, F ′) be a morphism in
the category ρH∗B . We show that pΩ(f) is an isomorphism. The morphism f induces a functor
f∗ : (piΩ ◦ S(E′,F ′) − cocones) −→ (piΩ ◦ S(E,F ) − cocones). (3.195)
This functor induces the morphism
pΩ(f) : pΩ(E,F ) = colimpiΩ ◦ S(E,F ) −→ colimpiΩ ◦ S(E′,F ′) = pΩ(E′, F ′). (3.196)
We define an inverse functor
f∗ : (piΩ ◦ S(E,F ) − cocones) −→ (piΩ ◦ S(E′,F ′) − cocones) (3.197)
as follows: Let a = (aH : piΩ(E ⊕H,F ⊕H) −→ A)H be a piΩ ◦ S(E,F )-cocone. We put
a′H := aE˜⊕H ◦ piΩ(fˆ ⊕ idH) : piΩ(E′ ⊕H,F ′ ⊕H) −→ piΩ(E ⊕ E˜ ⊕H,F ⊕ E˜ ⊕H) −→ A, (3.198)
where fˆ : (E′, F ′) −→ (E⊕E˜, F⊕E˜) is the isomorphism induced by f (Remark 3.1.2). Let g : H −→ H ′
be a morphism in ρCB . The diagram
(E′ ⊕H,F ′ ⊕H) fˆ⊕idH //
id(E′,F ′)⊕g

(E ⊕ E˜ ⊕H,F ⊕ E˜ ⊕H)
id(E⊕E˜,F⊕E˜)⊕g

(E′ ⊕H ′, F ′ ⊕H ′)
fˆ⊕idH′
// (E ⊕ E˜ ⊕H ′, F ⊕ E˜ ⊕H ′)
(3.199)
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commutes. Observe that id(E⊕E˜,F⊕F˜ )⊕g = S(E,F )(idE ⊕g). Therefore also the following diagram
commutes:
piΩ(E′ ⊕H,F ′ ⊕H)
piΩ(id(E′,F ′)⊕g) //
piΩ(fˆ⊕idH)

piΩ(E′ ⊕H ′, F ′ ⊕H ′)
piΩ(fˆ⊕idH′ )

piΩ(E ⊕ E˜ ⊕H,F ⊕ E˜ ⊕H)
aE˜⊕H
,,XXXXX
XXXXXX
XXXXXX
XXXXXX
XXXXXX
piΩ◦S(E,F )(idE˜ ⊕g)// piΩ(E ⊕ E˜ ⊕H ′, F ⊕ E˜ ⊕H ′)
aE˜⊕H′

A
(3.200)
This shows that the family a′ := (a′H)H is indeed a piΩ ◦ S(E′,F ′)-cocone. Now we prove that the
two functors invert each other.
We start with a piΩ ◦ S(E′,F ′)-cocone a′ = (a′H). Then (f∗f∗a′)H : piΩ(E′ ⊕ H,F ′ ⊕ H) −→ A is
defined by the following commutative diagram:
piΩ(E′ ⊕H,F ′ ⊕H)
(f∗f∗a′)H

piΩ(fˆ⊕idH) // piΩ(E ⊕ E˜ ⊕H,F ⊕ E˜ ⊕H)
piΩ(f⊕idE˜⊕H)

(f∗a)E˜⊕H
vvmmm
mmm
mmm
mmm
mmm
mmm
mmm
mmm
mmm
mmm
m
A piΩ(E′ ⊕ E˜ ⊕H,F ′ ⊕ E˜ ⊕H)
a′
E˜⊕H
oo
(3.201)
Let i : H −→ E˜ ⊕H denote the natural inclusion. Since a′ is a cocone, the diagram
piΩ(E′ ⊕H,F ′ ⊕H)
a′H //
piΩ(id(E′,F ′)⊕i)

A
piΩ(E′ ⊕ E˜ ⊕H,F ′ ⊕ E˜ ⊕H)
a′
E˜⊕H
44iiiiiiiiiiiiiiiiiiii
(3.202)
commutes.
The statement (f∗f∗a′)H = a′H will follow from the commutativity of the following diagram:
piΩ(E′ ⊕H,F ′ ⊕H)
piΩ(fˆ⊕idH) //
piΩ(id(E′,F ′)⊕i) ++WWWWW
WWWWW
WWWWW
WWWWW
W piΩ(E ⊕ E˜ ⊕H,F ⊕ E˜ ⊕H)
piΩ(f⊕idE˜⊕H)

piΩ(E′ ⊕ E˜ ⊕H,F ′ ⊕ E˜ ⊕H)
(3.203)
In diagram (3.201), we have seen that
(f∗f∗a′)H = a′E˜⊕H ◦ piΩ(f ⊕ idE˜⊕H) ◦ piΩ(fˆ ⊕ idH). (3.204)
Commutativity of diagram (3.203) means that
piΩ(f ⊕ idE˜⊕H) ◦ piΩ(fˆ ⊕ idH) = piΩ(id(E′,F ′)⊕i). (3.205)
But then we can conclude that (f∗f∗a′)H = a′H from the equality aE˜⊕H ◦ piΩ(id(E′,F ′)⊕i) = a′H
expressed by the commutativity of diagram (3.202).
So we prove that diagram (3.203) commutes. Let us write K := (f ⊕ idE˜⊕H) ◦ (fˆ ⊕ idH) and
I := id(E′,F ′) ⊕ i for the two morphisms (E′ ⊕ H,F ′ ⊕ H) −→ (E′ ⊕ E˜ ⊕ H,F ′ ⊕ E˜ ⊕ H) we are
considering.
Let n : [E′ ⊕H]+B/Ω −→ [F ′ ⊕H]+B be a map. To describe the maps I∗n and K∗n we introduce
the following additional isomorphisms:
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• T : F ′ ⊕H ⊕ E˜ −→ F ′ ⊕ E˜ ⊕H,
(
iF (f) + f˜
)
+ h+ e˜ 7→ (iF (f) + τ(e˜)) + τ−1(f˜) + h;
• Q : F ′ ⊕H ⊕ E˜ −→ F ′ ⊕ E˜ ⊕H, f ′ + h+ e˜ 7→ f ′ + e˜+ h.
We now describe I∗n and K∗n:
• I∗n : [E′ ⊕ E˜ ⊕H]+B/Ω −→ [F ′ ⊕ E˜ ⊕H]+B , [e′ + e˜+ h] 7→ Q+
(
n(e′ + h) ∧ e˜).
• K∗n : [(iE(E)⊕ E˜)⊕ E˜⊕H]+B/Ω −→ [F ′⊕ E˜⊕H]+B , [iE(e) + e˜1 + e˜2 + h] 7→ T+
(
n(iE(e) + e˜2 +
h) + e˜1
)
.
We construct a homotopy between the two maps. For t ∈ [0, pi/2] let
• et : [iE(E) ⊕ E˜ ⊕ H ⊕ E˜]+B/Ω −→ [iE(E) ⊕ E˜ ⊕ H ⊕ E˜]+B be defined by the identity on the
summands iE(E) and H and by the matrix
[
cos t idE˜ sin t idE˜
− sin t idE˜ cos t idE˜
]
on the summand E˜ ⊕ E˜;
• ft : [iF (F )⊕ F˜ ⊕H⊕ E˜]+B −→ [iF (F )⊕ F˜ ⊕H⊕ E˜]+B be defined by the identity on the summands
iF (F ) and H and by the matrix
[
cos t idF˜ − sin t τ
sin t τ−1 cos t idE˜
]
on the summand F˜ ⊕ E˜.
Now we put nt := ft ◦ I∗n ◦ et. Then n0 = I∗n and npi/2 = K∗n. This proves that the diagram (3.203)
commutes.
Now let a = (aH)H be a cocone for the functor piΩ ◦ S(E,F ). We claim that
(f∗f∗a)H = aH : piΩ(E ⊕H,F ⊕H) −→ A. (3.206)
The morphism (f∗f∗a)H is defined by the following commutative diagram:
piΩ(E ⊕H,F ⊕H)
(f∗f∗)H

piΩ(f⊕idH) // piΩ(E′ ⊕H,F ′ ⊕H)
piΩ(fˆ⊕idH)

A piΩ(E ⊕ E˜ ⊕H,F ⊕ E˜ ⊕H)aE˜⊕Hoo
(3.207)
Now observe that fˆ ◦f = S(E,F )(i) : (E⊕H,F⊕H) −→ (E⊕E˜⊕H,F⊕E˜⊕H), where i : H −→ E˜⊕H
is the natural morphism. Since a is a cocone, the diagram
piΩ(E ⊕H,F ⊕H)
aH

piΩ◦S(E,F )(i) // piΩ(E ⊕ E˜ ⊕H,F ⊕ E˜ ⊕H)
aE˜⊕H
ssggggg
ggggg
ggggg
ggggg
ggggg
A
(3.208)
commutes. We conclude that (f∗f∗a)H = aH .
Now we apply Proposition 2.9.22 and conclude that the functor pΩ admits a colimit.
Corollary 3.4.30. The functor piΩ : ρH∗B −→ Group admits a colimit, which is naturally identified
with colimGpΩB.
Proof. This is an immediate consequence of Proposition 3.4.29 and Proposition 2.9.20.
Framed cohomotopy groups
We have given a second description of the groups ρPΩ(B). Now, we shortly explain how this description
translates to the case of framed cohomotopy groups. As usual we fix a subset ρ0 ⊂ ρ and write
ρ∗ := ρ − ρ0. Furthermore, we fix a ρ0-Fredholm morphism l : E0 −→ F0 and a l-adapted subbundle
V ⊂ F0.
Consider the functors
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• S : ρ∗C∗B × ρ∗HB −→ ρ∗H∗B , (G, (E,F )) 7→ (E ⊕G,F ⊕G).
• Σ : ρC∗B × ρ∗HB −→ ρ0C∗B × ρ∗HB , ; (G, (E,F )) 7→ (G0, (E ⊕G∗, F ⊕G∗).
In the definition of the functor Σ, we used that every ρ-bundle G canonically splits as a direct
sum G = G0 ⊕ G∗ of a ρ0-bundle G0 and a ρ∗-bundle G∗. This splitting defines an isomorphism of
categories
ρC∗B ∼= ρ0C∗B × ρ∗CB . (3.209)
Under this isomorphism the functor Σ corresponds to the functor id×S. Since the functor S identifies
colimits, the same is true for the functor Σ. We now construct a colimit for the functor pil,VΩ ◦Σ. This
will be a straigthforward consequence from the unframed case.
Proposition 3.4.31. Let (E,F ) ∈ ρ∗HB be a fixed object. Then the induced functor
pil,VΩ ◦ Σ(E,F ) : ρC∗B −→ Group (3.210)
admits a colimit which is preserved by the forgetful functor.
Proof. This statement reduces immediately to Proposition 3.4.31. Just observe the equality pil,VΩ ◦
Σ(E,F ) = piΩ ◦ S(l−1(V )⊕E,V⊕F ).
Proposition 3.4.32. The functor pil,VΩ ◦ Σ induces a functor
p
l,V
Ω : ρ∗H∗B −→ Group, (E,F ) 7→ colimpil,VΩ ◦ Σ(E,F ). (3.211)
This functor admits a colimit, which is canonically identified with ρP
l,V
Ω (B).
Proof. Again, it is an immediate consequence from Proposition 3.4.29 that pl,VΩ (f) is an isomorphism
for every morphism f : (E,F ) −→ (E′, F ′) in the category ρ∗HB . This implies that the functor
p
l,V
Ω admits a colimit and Proposition 2.9.22 provides us with a concrete description. By Proposition
2.9.20 this colimit is canonically a colimit for the functor pil,VΩ ◦ Σ. Because Σ identifies colimits it is
canonically identified with colimpil,VΩ = ρP
l,V
Ω (B).
Corollary 3.4.33. Let y ∈ Kρ∗(B) and set x := (indρ l, y) ∈ Kρ(B). The natural map
ρP
l,V
Ω (B, y) −→ ρPΩ(B, x) (3.212)
is surjective.
Proof. As we have done with the functors piΩ and pi
l,V
Ω , we can also restrict the functors pΩ and p
l,V
Ω
to the categories ρHB(x) and ρ∗HB(y) respectively. We denote these restricted functors with pΩ(x)
and pl,VΩ (y). Then
ρPΩ(B, x) = colimpΩ(x) and ρP
l,V
Ω (B, y) = colimp
l,V
Ω (y). (3.213)
But the construction of colim ρp
l,V
Ω (y) in Proposition 2.9.22 is explicit: we take any object (E,F ) and
then construct the colimit as a quotient of pl,VΩ (E,F ) = pΩ(l
−1(V ) ⊕ E, V ⊕ F ) by an equivalence
relation constructed using the morphisms in the category ρ∗H∗B(y). In the same way we have a
description of colimpiΩ(x) as a quotient of pΩ(l−1(V ) ⊕ E, V ⊕ F ) modulo an equivalence relation
which takes into account all morphisms in the category ρH∗B(x) = ρ0H∗B(indρ l)× ρ∗HB(y). Therefore
the latter relation will in general be finer and the map colimpl,VΩ (y) −→ colimpΩ(x) is surjective.
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3.4.2 The Okonek-Teleman invariants
We start this section with explaining a third description of the colimit piΩ. It is the direct adaption
of the construction used by Okonek and Teleman in [34]. The existence of the colimits are guaranteed
because all categories which appear are equivalent to small categories. As explained in Remark 3.4.28
Okonek and Teleman do not use this fact, but effectively construct the colimits using the techniques
outlined in the previous section. We do not repeat these arguments here.
Let X and Y be fiberwise pointed G-spaces over B. Define a functor
Gpi
0
B(X,Y ) : ρC∗B −→ Group, H 7→ Gpi0B(X ∧B H+B , Y ∧B H+B ). (3.214)
We put Gα0B(X,Y ) := colimGpi
0
B(X,Y ).
There is a natural bifunctor
aΩ : ρC∗B × ρHB −→ Group, (H, (E,F )) 7→ Gpi0B(E+B/Ω ∧B H+B , F+B ∧B H+B ). (3.215)
When we fix an object (E,F ) ∈ ρHB , then
Gpi
0
B(E
+
B/Ω, F
+
B ) = aΩ (◦, (E,F )) and Gα0B(E+B/Ω, F+B ) = colim aΩ (◦, (E,F )) . (3.216)
By Proposition 2.9.20, the functor aΩ induces a functor
aΩ : ρHB −→ Group, (E,F ) 7→ Gα0B(E+B , F+B ). (3.217)
We want to identify the colimit of this functor with ρPΩ(B). The main point is the following:
Proposition 3.4.34. There is a stably bijective natural transformation between the functor aΩ and
the functor piΩ ◦ S.
Proof. We define a natural transformation
τ : aΩ −→ piΩ ◦ S (3.218)
as follows: Let (G, (E,F )) ∈ ρC∗B × ρHB . Then we define
τG,(E,F ) : Gpi0B
(
E+B/Ω ∧B G+B , F+B ∧B G+B
) −→ Gpi0B ([E ⊕G]+B/Ω, [F ⊕G]+B) . (3.219)
by composition on the right with the contraction map
cE⊕G,G : [E ⊕G]+B/Ω −→ E+B/Ω ∧B G+B (3.220)
introduced in Lemma 3.4.5. (As always, we implicitely use the identification [F ⊕G]+B = F+B ∧B G+B .)
We now prove that this transformation is stably surjective: Let n˜ : [E ⊕G]+B/Ω −→ [F ⊕G]+B be a
map. Put E′ := E⊕G, F ′ := F ⊕G, and H ′ := H. Let i : (E,F ) −→ (E⊕G,F ⊕G) be the inclusion
morphism and put I := (idH , i) = S(idH , i) : (H, (E,F )) −→ (H ′, (E′F ′)). We claim that piΩ(I) ([n])
lies in the image of τ .
We start by describing I∗n : [E ⊕G⊕G]+B/Ω −→ [F ⊕G⊕G]+B . It is given as
I∗n ([e ∧ g1 ∧ g2]) = nF ([e ∧ g2]) ∧ g1 ∧ nG([e ∧ g2]). (3.221)
Here we use the notation n = nF ∧ nG.
Now we define a map
nˆ : [E ⊕G]+B/Ω ∧B G+B −→ F+B ∧B G+B ∧B G+B (3.222)
by nˆ ([e ∧ g1] ∧ g2) := nF ([e ∧ g1]) ∧ nG([e ∧ g1]) ∧ g2. We claim that n¯ := nˆ ◦ cE⊕G⊕G,G is homotopic
to I∗n. By definition
n¯ : [E ⊕G⊕G]+B/Ω −→ [F ⊕G⊕G]+B , [e ∧ g1 ∧ g2] 7→ n([e ∧ g1]) ∧ g2. (3.223)
As before, we define rt : H ⊕ H −→ H ⊕ H by the matrix rt =
[
cos t idH − sin t idH
sin t idH cos t idH
]
for
t ∈ [0, pi/2]. Furthermore, we define:
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1. et = [idE ⊕r−1t ]+ : [E ⊕H ⊕H]+B/Ω −→ [E ⊕H ⊕H]+B/Ω;
2. ft := [idF ⊕rt]+ : [F ⊕H ⊕H]+B −→ [F ⊕H ⊕H]+B .
Observe that e0 = id and f0 = id, and that
epi/2([e ∧ h1 ∧ h2]) = [e ∧ h2 ∧ (−h1)] and fpi/2([f ∧ h1 ∧ h2]) = [f ∧ (−h2) ∧ h1]. (3.224)
We claim that
I∗n˜ = fpi/2 ◦ n¯ ◦ epi/2. (3.225)
Let [e ∧ h1 ∧ h2] ∈ [E ⊕H ⊕H]+B/Ω. Then
fpi/2 ◦ n¯ ◦ epi/2 ([e ∧ h1 ∧ h2]) = fpi2 (nF ([e ∧ h2]) ∧ nG([e ∧ h2] ∧ (−h1))
= nF ([e ∧ h2]) ∧ h1 ∧ nG([e ∧ h2]) = I∗n˜([e ∧ g1 ∧ g2]).
(3.226)
Therefore the family of maps ft◦n¯◦et is a homotopy between f0◦n¯◦e0 = n¯ and fpi/2◦n¯◦epi/2 = f∗n.
Hence
τH′,(E′,F ′) ([nˆ]) = [n¯] = [I∗n] = piΩ ◦ S(idH , i) ([n˜]) . (3.227)
This proves that the transformation is stably surjective. Stable injectivity is proven using exactly the
same construction.
Corollary 3.4.35. There is a natural isomorphism of groups
colimaΩ ∼= ρPΩ(B). (3.228)
Proof. By Proposition 2.9.20, the colimit of aΩ is canonically identified with the colimit of aΩ. By
Lemma 3.4.26, the colimit of aΩ is canonically identified with the colimit of aΩ◦S. Finally, the previous
proposition together with Proposition 2.9.7 implies the statement.
Now we put ρ0 := {R} ⊂ ρ. As always we write ρ∗ := ρ− ρ0. Furthermore, we assume that we are
given a ρ0-Fredholm morphism l : E0 −→ F0 and a l-adapted subbundle V ⊂ F . We set U := l−1(V ).
We define a bifunctor
al,VΩ : ρC∗B × ρ∗HB −→ Group, (H, (E,F )) 7→ Gpi0B(E+B/Ω∧B H+B ∧B U+B , F+B ∧B H+B ∧B V +B ). (3.229)
Again by Proposition 2.9.20, this functor induces a functor
a
l,V
Ω : ρ∗HB −→ Group, (E,F ) 7→ Gα0B(E+B/Ω ∧B U+B , F+B ∧B V +B ). (3.230)
We want to identify the colimit of this functor with the group ρP
l,V
Ω (B). We will use the following
remark:
Remark 3.4.36. Let E be a ρ∗-bundle and W a ρ0-bundle. Then there is a natural isomorphism
[E ⊕W ]+B/Ω ≈−→ E+B/Ω ∧B W+B . (3.231)
Proof. When Ω = ∅, there is nothing to prove. Otherwise G ∈ Ω. Since ρ0 = {R}, it follows that
[E ⊕W ]+B(Ω) = E+B (Ω) ∧W+B . The statement then follows from Lemma 3.4.5.
Proposition 3.4.37. There is a natural isomorphism colimal,VΩ ∼= ρPl,VΩ (B).
Proof. Recall that we have defined the functor
Σ : ρC∗B × ρ∗HB −→ ρ0C∗B × ρ∗HB , (H, (E,F )) 7→ (H0, (E ⊕H∗, F ⊕H∗)) (3.232)
and that it identifies colimits.
By Proposition 2.9.20, the colimit of al,VΩ is canonically identified with the colimit of a
l,V
Ω . Using
the same proof as in Proposition 3.4.34, one shows that the functor al,VΩ and the functor pi
l,V
Ω ◦ Σ are
stably bijective. (For the same argument to work one needs Remark 3.4.36.) Therefore the respective
colimits are identified. Since Σ identifies colimits, the statement follows.
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Now we are able to relate our invariant to the invariant introduced by Okonek and Teleman in [34].
We specialize to the following situation: Let G = S1, ρ = {R, id}, ρ0 = {R}, Ω = {S1}. Furthermore,
we assume E0 and F0 to be trivialized and that l : E0 −→ F0 is a fiberwise constant linear embedding.
We let V ⊂ F0 be a trivial closed complement of the image l(E0) of fiberwise dimension p ∈ N. Last,
we fix an element y ∈ Kρ∗(B) = K(B).
Okonek and Teleman associate with an l-framed Ω-map µ : E −→ F of index indρ∗ µ = y and an
orientation o of V , an invariant {µ} ∈ αp−1(y) ([34, Corollary 3.14]).
We recall their definition of the group αp−1(y): It is defined as colimit of the following functor ([34,
§2.3]):
ρ∗H∗B(y) −→ Group, (E,F ) 7→ S1α0B
(
S(E)+B , F+B ∧B [Rp−1]+B
)
. (3.233)
We need to reinterprete the space S(E)+B . This is achieved by the following lemma:
Lemma 3.4.38. Let E be a complex vector bundle. Then there is a canonical homeomorphism
E+B/B (0B ∪∞B) ≈−→ S(E)+B ∧B R+B . (3.234)
Proof. We can assume without loss of generality that B = {∗}. Then there is a canonical homeomor-
phism
S(E)+ ∧R+ ∼= (S(E)× [0, 1]) / (S(E)× {0, 1}) . (3.235)
We define a map f : S(E)× [0, 1] −→ D(E) by f(e, t) := [te]. Then f(e, t) ∈ S(E) ∪ {0} if and only if
t ∈ {0, 1}. Therefore the map f induces a bijective map
f¯ : (S(E)× [0, 1]) / (S(E)× {0, 1}) −→ D(E)/ (S(E) ∪ {0}) . (3.236)
Because the space on the left is compact, the map is a homeomorphism. There are canonical homeo-
morphisms
1. D(E)/ (S(E) ∪ {0}) ≈−→ (D(E)/S(E)) / ({0} ∪ {S(E)});
2. (D(E)/S(E)) / ({0} ∪ {S(E)}) ≈−→ E+/{0,∞}.
Composing these four homeomorphisms, we obtain the homeomorphism
E+B/B (0B ∪∞B) ≈−→ S(E)+B ∧B R+B . (3.237)
Notice that now a ρ∗-bundle is a complex vector bundle with standard S1-action. Therefore
E+B (Ω) = ∞B ∪ 0B . Thus we obtain a natural homeomorphism E+B/Ω ∼= S(E)+B ∧B [R]+B . Together
with the orientation o we obtain natural isomorphisms
S1α
0
B
(
S(E)+B , F+B ∧B [Rp−1]+B
) ∼= S1α0B (S(E)+B ∧B [R]+B , F+B ∧B [Rp]+B)
∼= S1α0B
(
E+B/Ω, F
+
B ∧B [Rp]+B
)
∼= S1α0B
(
E+B/Ω, F
+
B ∧B V +B
)
.
(3.238)
Corollary 3.4.39. There is a natural isomorphism
αp−1(y) ∼= ρPl,VΩ (B, y). (3.239)
Proof. This statement follows immediately from Proposition 3.4.37 after restricting the functors to the
subcategory ρ∗HB(y).
Corollary 3.4.40. Assume that K−1(B) = 0. Then there is a bijection
G[E ,F ]Ω,lB (y) =ˆ−→ αp−1(y). (3.240)
Proof. In Corollary 3.4.39 we have identified αp−1(y) with ρP
l,V
Ω (B, y). It follows from Proposition
3.4.22, that the natural map
G[E ,F ]Ω,lB (y) −→ ρPl,VΩ (B, y) (3.241)
is a bijection.
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3.4.3 The Bauer-Furuta invariants
In [7], Bauer and Furuta consider the case Ω = ∅ and ρ0 = ρ. They fix a Fredholm morphism
d : E −→ F , a d-adapted subbundle F ⊂ F , and consider coercive maps µ : E −→ F , which are compact
perturbations of d. With such a map µ they associate an element {µ} in a group pi0G,H(B; ind d), where
H is an infinite dimensional ρ-Hilbert space.
Proposition 3.4.41. Let H be a infinite dimensional ρ-Hilbert space. There is a natural isomorphism
pi0G,H(B; ind d)
∼=−→ ρPd,F∅ (B). (3.242)
Proof. This follows from the definition of the groups by Bauer and Furuta ([7, page 9]).
3.4.4 A comparison map
We can compare Okonek and Teleman’s with Bauer and Furuta’s invariants in a special case. Assume
that we are in the situation where the Okonek-Teleman invariants are defined: Let G = S1, ρ =
{R, idS1}, and ρ0 = {R}. Let E and F be two infinite dimensional ρ-bundles and assume that E0 and
F0 are trivialized. Fix a fiberwise constant linear embedding l : E0 −→ F0 and let V ⊂ F0 a trivial
closed complement of the image l(E0) of fiberwise dimension p ∈ N. Last, we fix an element y ∈ K(B).
We letH be a fiber of E and we let d : E −→ F be a ρ-Fredholm morphism with d0 = l. Furthermore,
we let F ⊂ F be a d-adapted subbundle with F0 = V . (Recall that the bundle F has a canonical
decomposition F = F0 ⊕ F∗ where F0 is a ρ0-bundle and F∗ is a ρ∗-bundle.) Then:
Proposition 3.4.42. Assume that K−1(B) = 0. Then there is a natural morphism
αp−1(y) −→ pi0G,H(B; ind d). (3.243)
Proof. By Corollary 3.4.39 and Proposition 3.4.41, there are isomorphisms
αp−1(y)
∼=−→ ρPl,VΩ (B, y) and pi0G,H(B; ind d)
∼=−→ ρPd,F∅ (B). (3.244)
First, observe that there is a natural map
f : ρP
d,F
∅ (B) −→ ρPl,V∅ (B, y), (3.245)
which is an isomorphism since K−1(B) = 0: This is proven exactly as Proposition 3.4.24. Furthermore,
there is a natural map g : ρP
l,V
Ω (B, y) −→ ρPl,V∅ (B, y). The composition
f−1 ◦ g : ρPl,VΩ (B, y) −→ ρPd,F∅ (B), (3.246)
together with the isomorphisms above defines the morphism αp−1(y) −→ pi0G,H(B; ind d).
The construction above makes use of the forgetful morphism g : ρP
l,V
Ω (B, y) −→ ρPl,V∅ (B, y). This
morphism is induced as follows: Let (E,F ) ∈ ρ∗HB and let W ∈ ρ0C∗B . Then there is a natural map
Gpi
0
B
(
[l−1(V )⊕W ⊕ E]+B/Ω, [V ⊕W ⊕ F ]+B
) −→ Gpi0B ([l−1(V )⊕W ⊕ E]+B , [V ⊕W ⊕ F ]+B) (3.247)
induced by the contraction map cΩ : [l−1(V ) ⊕W ⊕ E]+B −→ [l−1(V ) ⊕W ⊕ E]+B/Ω. This defines a
natural transformation of functors and thus the morphism g.
We have natural isomorphisms (Lemma 3.4.38 and Lemma 3.4.5):
1. a : [l−1(V )⊕W ⊕ E]+B/Ω ≈−→ E+B/Ω ∧B [l−1(V )⊕W ]+B ;
2. b : E+B/Ω
≈−→ S(E)+B ∧B [R]+B .
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The fiberwise cofiber sequence
S(E)+B −→ D(E)+B −→ E+B . (3.248)
induces a map
k : E+B −→ S(E)+B ∧B R+B , (3.249)
well defined up to homotopy, and thus a well-defined map
k∗ : S1pi0B
(
S(E)+B ∧B R+B ∧B Y, Z
) −→ S1pi0B (E+B ∧B Y,Z) , (3.250)
where Y := [l−1(V )⊕W ]+B and Z := F+B ∧B [W ⊕ F ]+B .
Lemma 3.4.43. Under the isomorphisms a and b, the map −k∗ corresponds to the map c∗Ω.
Proof. The map k is only well defined up to homotopy. We recall its description from [13, page 156-158].
See also [45, page 187-192].
Let i : S(E)+B −→ D(E)+B be the inclusion. In the fiberwise cofiber sequence
S(E)+B
i // D(E)+B // E+B , (3.251)
we use the space D(E)+B/BS(E)+B = D(E)/BS(E) as a model for E+B (see Lemma 3.4.1).
Let c(i) : D(E)+B −→ CB(i) be the fiberwise mapping cone ([13, p.156]) of i and let c2(i) :=
c(c(i)) : CB(i) −→ C2B(i) := CB(CB(i)) be the fiberwise mapping cone of c(i). Then there are natural
homotopy equivalences ([13, Lemma II.2.2])
ϕ : CB(i) −→ D(E)/BS(E) and ψ : C2B(i)/BCB(i) −→ S(E)+B ∧B R+B . (3.252)
The map k is defined as a map, such that the diagram
CB(i)
c2(i) //
ϕ

C2B(i)
ψ

E+B k
// S(E)+B ∧B R+B
(3.253)
commutes up to homotopy. Now we assume that B = {∗} in order to lighten the notation. No
generality is lost.
There is a natural homeomorphism S(E)+ ∧ R+ ≈−→ (S(E)× [0, 1]) / (S(E)× {0, 1}) (compare
with the proof of Lemma 3.4.38). We will use this homeomorphism to identify the two spaces. Next,
we describe the map
ψ ◦ c2(i) : C(i) −→ (S(E)× [0, 1]) / (S(E)× {0, 1}) . (3.254)
Recall that C(i) = (S(E)+ × [0, 1] ∪D(E)+ × {1}) / (S(E)+ × {0} ∪ {+} × [0, 1]). The map ψ is given
by contracting D(E)+ × {1} ∪ {+} × [0, 1]. Let (e, t) ∈ C(i). Then
ψ (e, t) =
{
∗ when t = 1,
(e, t) else.
(3.255)
Now we describe a homotopy inverse of ϕ: Consider the retraction map
r : D(E)× [0, 1] −→ D(E)× {1} ∪ S(E)× [0, 1], (3.256)
that is given by the projection from (0,−1) (see [46, page 21]). Concretely, we have:
r(e, t) =

(
2e
t+1 , 1
)
when |e| ≤ t+12 ,(
e
|e| ,−1 + t+1|e|
)
else.
(3.257)
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A homotopy inverse to ϕ is given by composing r with the embedding D(E) ≈−→ D(E) × {0} ⊂
D(E)× [0, 1]. To be precise, define τ : D(E)/S(E) −→ C(i) as follows:
τ(e) :=
{
(2e, 1) when |e| ≤ 1/2,(
e
|e| ,−1 + 1|e|
)
else.
(3.258)
Therefore the composite map ψ◦C2(i)◦τ : D(E)/S(E) −→ (S(E)× [0, 1]) / (S(E)× {0, 1}) is a model
for k and we denote it with that symbol. We can now give a concrete formula: Let e ∈ D(E). Then:
k(e) =
{∗ when |e| ≤ 1/2,(
e
|e| ,−1 + 1|e|
)
else.
(3.259)
We let S1 = [0, 1]/{0, 1}. Then we consider the involution ι : S1 −→ S1, defined by ι(t) := 2t+1 − 1.
It is a map of degree −1. Using ι we obtain a concrete model for the homotopy class −[k]: the map
kˆ : D(E)/S(E) −→ (S(E)× [0, 1]) / (S(E)× {0, 1}) , (3.260)
defined by
kˆ(e) :=
{∗ when |e| ≤ 1/2,(
e
|e| , ι
(
−1 + 1|e|
))
=
(
e
|e| , 2|e| − 1
)
else.
(3.261)
For s ∈ [0, 1], we define Hs : D(E)/S(E) −→ (S(E)× [0, 1]) / (S(E)× {0, 1}) by
Hs(e) :=
{∗ when |e| ≤ ss+1 ,(
e
|e| , |e|(s+ 1)− s
)
else.
(3.262)
The family Hs defines a homotopy between H1 = kˆ and the map H0. Recall that we are considering
the contraction map
cΩ : E+ −→ E+/Ω. (3.263)
Let cˆΩ : D(E)/S(E) −→ (S(E)× [0, 1]) /B (S(E)× {0, 1}) be the map induced by identifying
E+B ≈ D(E)/S(E) and E+B/Ω ≈ (S(E)× [0, 1]) /B (S(E)× {0, 1}) (3.264)
as discussed before. Then cˆΩ is given as a composition:
cˆΩ : D(E)/S(E) −→ D(E)/ (S(E) ∪ {0}) ≈−→ (S(E)× [0, 1]) /B (S(E)× {0, 1}) (3.265)
The first map of that composition is contraction, the second map the homoemorphism defined in
Lemma 3.4.38.
For e ∈ D(E)/S(E), we have:
cˆΩ(e) =
{∗ when e = 0,(
e
|e| , |e|
)
else.
(3.266)
This shows that cˆΩ = H0. Therefore Hs defines a homotopy between kˆ and cˆΩ.
3.4.5 The result of Svarc
Now assume that B = {∗}, G = {e}, ρ0 = ρ = {R}, and Ω = ∅. Let E and F be separable Hilbert
spaces and let l : E −→ F be a linear Fredholm map of index p ∈ Z. Let V := coker l and U := ker l.
We have seen that the canonical map
ρP
l,V
Ω (B) −→ ρPlΩ(B) (3.267)
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is an isomorphism. But ρP
l,V
Ω (B) is the colimit of the following functor:
pil,VΩ : ρCB −→ Group, W 7→ pi0(U+ ∧B W+, V + ∧B W+) (3.268)
After trivializing V ∼= Rn and U ∼= Rm, we see that this colimit is just the stable homotopy group of
spheres pistp (S
0). Let [E ,F ]l be the set of homotopy classes of coercive maps µ : E −→ F , which are
compact perturbations of l and let [E ,F ](p) be the set of homotopy classes of coercive maps µ : E −→ F
which are of the form µ = l′ + c for some Fredholm morphism l′ : E −→ F of index p. Then:
Corollary 3.4.44. There are bijections [E ,F ]l =ˆ−→ [E ,F ](p) =ˆ−→ pistp (S0).
Chapter 4
Cohomotopy invariants in gauge
theoretical Gromov-Witten theory
In this chapter we introduce cohomotopy invariants in Abelian gauge theoretical Gromov-Witten the-
ory. In [32], Okonek and Teleman introduced gauge theoretical Gromov-Witten invariants, generalizing
the invariants defined by Cielebak, Gaio, Mundet, and Salamon (see [12] and the introduction). In the
first section, we recall the setup as introduced by Okonek and Teleman, which leads to a certain type of
symplectic vortex equations on a Riemann surface. The main data we need to fix consists in compact
Lie groups G ⊂ Gˆ with G contained in the center of Gˆ, a unitary representation ρ : Gˆ −→ U(V ) of
Gˆ, and a proper Gˆ-equivariant moment map µ : V −→ g∗ for the G-action on the Hermitian vector
space V . Furthermore, a Riemann surface Σ, a principal Gˆ-bundle Pˆ , and a connection a0 in the
Gˆ/G-bundle Pˆ /G. The vortex equations lead to the vortex map
v : Aa0(Pˆ )×A0
(
Pˆ ×Gˆ V
)
−→ A0,1
(
Pˆ ×Gˆ V
)
×A0(Σ, g). (4.1)
This map is equivariant with respect to the natural C∞(Σ, G)-action. In the first section of this
chapter we explain the setup leading to this map more in detail. In the second section, we present two
examples. Then, in the third section, we explain how this map leads to the vortex map
νk : Ek+1 × Sk+1 −→ Fk ×A0(Σ, g)k, (4.2)
where Ek+1 and Fk are complex G-Hilbert bundles with typical fiber A0(Eˆ)k+1 and A0,1(Eˆ)k, re-
spectively, and where Sk+1 ⊂ A1(Σ, g)k+1 is a closed complement of ker d. The subscript k indicates
Sobolev-completions with respect to the L2k-norm. The bundles are defined over a compact torus
B ∼= (S1)b1(Σ) dimG. The construction is analoguous to the construction of the monopole map outlined
in [34, §3.4]. In the third section, we prove that the vortex map is Fredholm, i.e. that it is a compact
perturbation of a fiberwise linear Fredholm map and that it is coercive. The fact that it is coercive is
the main result; it depends essentially on the properness of the moment map. It generalizes compact-
ness results obtained by Cieliebak, Gaio, and Salamon in [12, §3.6] for the case G = Gˆ and by Okonek
and Teleman in [32, Proposition 2.12] for the case G = S1, Gˆ = U(r), V = Cr. Since νk is a Fredholm
map, it defines a cohomotopy invariant. We discuss several aspects of this invariant in the fourth and
final section.
4.1 The gauge theoretical moduli problem
We fix the following data:
• a finite dimensional Hermitian vector space (V, h);
• a compact Lie group Gˆ together with a unitary representation ρ : Gˆ −→ U(V );
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• a closed subgroup G ⊂ Gˆ, which lies in the center of Gˆ;
• an invariant inner product on the Lie algebra gˆ of Gˆ, which we will use to identify gˆ with its
dual;
We put G0 := Gˆ/G and we denote the orthogonal projection by pig : gˆ −→ g.
The discrete parameters for our moduli problem are
• a compact and oriented smooth surface Σ;
• a Gˆ-bundle Pˆ over Σ.
We put P0 := Pˆ /G and write λ0 : Pˆ −→ P0 for the natural projection map.
The continuous parameters for our moduli problem are
• a Riemannian metric g0 on Σ;
• a Gˆ-equivariant moment map µ : V −→ g∗ for the G-action on V ;
• a connection a0 on P0.
We let Ad : Gˆ −→ Aut(Gˆ) be the inner action of Gˆ on itself, and we write ad : Gˆ −→ Aut (gˆ) , g 7→
Ad∗(g) for the adjoint representation of Gˆ on its Lie algebra gˆ.
We write Eˆ := Pˆ ×Gˆ V for the Hermitian vector bundle associated with the Gˆ-bundle Pˆ and the
representation ρ.
Let Aa0(Pˆ ) denote the space of connections aˆ in Pˆ that project onto a0 via λ0. Let AutP0(Pˆ )
denote the space of automorphisms of Pˆ that induce the identity on P0. Note that
1. a section in Eˆ corresponds to a Gˆ-equivariant map Pˆ −→ V ;
2. a connection aˆ in Pˆ induces a Hermitian connection daˆ in the vector bundle Eˆ, and together
with the complex structure on Σ determined by g0, it induces a holomorphic structure ∂¯aˆ on the
vector bundle Eˆ.
The next two statements are well known. We prove them for the reader’s convenience. See for
example [43, §3.2].
Lemma 4.1.1. The gauge group Aut(Pˆ ) is naturally identified with A0(Σ, Pˆ ×Ad Gˆ). Under this
identification, the subgroup AutP0(Pˆ ) corresponds to the global sections of the bundle Pˆ ×Ad G.
Proof. Let u : Pˆ −→ Pˆ be a gauge transformation. Then a point p ∈ Pˆ will be mapped to a point
in the same fiber, i.e. u(p) = pu˜(p) with u˜(p) ∈ Gˆ. This defines a smooth map u˜ : Σ −→ Gˆ. The
equivariance of u translates to
pu˜(p)g = u(p)g = u(pg) = pgu˜(pg) for all p ∈ Pˆ and g ∈ Gˆ.
Hence u˜(pg) = g−1u˜(p)g for all p ∈ Pˆ and for all g ∈ Gˆ. The subgroup AutP0(Pˆ ) consists by definition
of those gauge transformation u, that make the diagram
Pˆ
u

λ0 // P0
id

Pˆ λ0
// P0
commutative. Let ε0 : Gˆ −→ G0 be the projection. It follows that:
λ0(p) = λ0(u(p)) = λ0(pu˜(p)) = λ0(p)ε0(u˜(p)) for all p ∈ Pˆ .
This is the case if and only if u˜(p) ∈ G for all p ∈ Pˆ .
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Lemma 4.1.2. The space of connections Aa0(Pˆ ) is an affine space with model vector space A1ad(Pˆ , g).
Proof. Let aˆ0, aˆ1 ∈ Aa0(Pˆ ) be two connections with corresponding connection forms ωˆ0, ωˆ1 ∈ A1(Pˆ , g).
Let ω0 ∈ A1ad(P0, g0) be the connection form of the connection a0 ∈ A(P0). Then by definition, for
any point p ∈ Pˆ and for i ∈ {0, 1}, the diagram
TpPˆ
ωˆi(p) //
dλ0(p)

gˆ
dpi

Tλ0(p)P0
ω0(λ0(p))
// g0
commutes. Therefore the form ωˆ0(p)− ωˆ1(p) takes values in g.
Since by assumption G is contained in the center of Gˆ, there are natural isomorphisms Pˆ ×ad g ∼=
Σ× g and Pˆ ×Ad G ∼= Σ×G. In particular there are natural isomorphisms
AutP0(Pˆ ) ∼= C∞(Σ, G) and A1ad(Pˆ , g) ∼= A1(Σ, g). (4.3)
Henceforth we will make these identifications without further notice.
The configuration space for the gauge theoretical moduli problem we are considering is the product
Aa0(Pˆ )×A0(Eˆ). We are interested in the moduli space of pairs (aˆ, ϕ) ∈ Aa0(Pˆ )×A0(Eˆ) that satisfy
the following vortex equations:
∂¯aˆϕ = 0
pig ∗ Faˆ + µ(ϕ) = 0
(4.4)
The vortex equations define a map
v = (v1, v2) : Aa0(Pˆ )×A0(Eˆ) −→ A0,1(Eˆ)×A0(Σ, g). (4.5)
We endow A0(Σ, g) with the trivial C∞(Σ, G)-action. There are natural right actions of C∞(Σ, G)
on Aa0(Pˆ ) and on the spaces of sections A0(Eˆ) and A0,1(Eˆ).
Lemma 4.1.3. The vortex map v : Aa0(Pˆ )×A0(Eˆ) −→ A0,1(Eˆ)×A0(Σ, g) is C∞(Σ, G)-equivariant.
Proof. Let u ∈ C∞(Σ, G) be a gauge transformation. Then for a pair (aˆ, ϕ) ∈ Aa0(Pˆ ) × A0(Eˆ) we
have
v1 ((aˆ, ϕ).u) = ∂¯aˆ+u−1du(u−1ϕ) = ∂¯aˆ(u−1ϕ) + ρ∗(u−1∂¯u)
(
u−1ϕ
)
= u−1∂¯aˆϕ+ ∂¯(ρ(u−1)) (ϕ) + ρ∗(u−1∂¯u)
(
u−1
)
ϕ = u−1∂¯aˆϕ.
(4.6)
This proves equivariance of v1. On the other hand
v2 ((aˆ, ϕ).u) = prg ∗ Faˆ+u−1du + µ(u−1ϕ) = prg ∗ Faˆ + ∗d(u−1du) + µ(u−1ϕ). (4.7)
Invariance of v2 follows from d(u−1du) = 0 and the Gˆ-equivariance of µ.
Now we can formulate our moduli problem: Classify pairs (aˆ, ϕ) ∈ Aa0(Pˆ )×A0(Eˆ) that satisfy the
vortex equations, up to the action of C∞(Σ, G).
We now recall some facts about unitary actions which we will need later on.
Unitary actions
Let (V, h) be a finite dimensional unitary vector space. For v ∈ V , we write v∗ ∈ V ∨ for the adjoint of v,
defined by v∗(w) := h(w, v) for all w ∈W . Furthermore, we write vw∗ for the image of v⊗w∗ ∈ V ⊗V ∨
in End(V ) under the natural isomorphism V ⊗ V ∨ ∼= End(V ).
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Lemma 4.1.4. Let (V, h) be a finite dimensional unitary vector space.
1. The Lie algebra of the Lie group U(V ) is u(V ) = {A ∈ End(V ) ∣∣A+A∗ = 0};
2. The Lie algebra u(V ) carries a natural U(V )-invariant real inner product 〈 , 〉u(V ), given by
〈A,B〉u(V ) := tr (AB∗) = − tr(AB) for A,B ∈ u(V ) (4.8)
The induced isomorphism g : u(V ) −→ u(V )∗ is U(V )-equivariant, where the Lie group U(V )
acts on u(V ) via the adjoint and on u(V )∗ via the coadjoint action.
3. For A ∈ u(V ) and v ∈ V , we have
〈A(iv), v〉V = h (A(iv), v) = 〈A,−ivv∗〉u(V ), (4.9)
where 〈 , 〉V := Reh denotes the real inner product on V .
4. The map µV : V −→ u(V ), v 7→ − i2vv∗ is a moment map for the U(V )-action of V .
Proof. The first statement follows from differentiating the equation UU∗ = id for U ∈ U(V ). The
adjoint action of U(V ) on u(V ) is given by
adU (A) = UAU−1 for U ∈ U(V ) and A ∈ u(V ), (4.10)
whereas the coadjoint action of U(V ) on u(V )∗ is given by
ad∗U (τ) = τ ◦ adU−1 for τ ∈ u(V )∗. (4.11)
We have to prove that for any U ∈ U(V ) the following diagram commutes:
u(V )∗
ad∗U // u(V )∗
u(V )
g
OO
adU
// u(V )
g
OO
(4.12)
Pick A,B ∈ u(V ) and U ∈ U(V ). We write 〈τ,B〉 := τ(B) for the evaluation of an element τ ∈ u(V )∗
at the point B ∈ u(V ). Then:
〈A, adU−1B〉u(V ) = tr
(
A (U∗BU)∗
)
= tr (AU∗B∗U)
= tr (UAU∗B∗UU∗) = 〈adU A,B〉u(V ).
(4.13)
Therefore:
〈ad∗U (g(A)) , B〉 = 〈g(A), adU−1 (B)〉 = 〈A, adU−1(B)〉u(V ) = 〈adU A,B〉u(V ). (4.14)
Now we prove the third statement. Let A ∈ u(V ) and v ∈ V . Then:
imh(A(iv), v) =
(h(A(iv), v)− h(v,A(iv)))
2i
=
(h(iv, A∗v)− h(v,A(iv)))
2i
=
(h(v,A∗v) + h(v,Av))
2
=
h(v,A∗v +Av)
2
= 0.
(4.15)
Therefore 〈A(iv), v〉 = h(A(iv), v) ∈ R. Let v, w ∈ V . We have w∗ = h(◦, w) ∈ V ∨. The element
vw∗ ∈ End(V ) denotes the image of v ⊗ w∗ under the natural isomorphism V ⊗ V ∨ ∼= End(V ). Then
by definition tr(vw∗) = h(v, w) for all v, w ∈ V . It follows that:
〈A(iv), v〉V = h(A(iv), v) = tr (iAvv∗) = tr (A(−ivv∗)∗) = 〈A,−ivv∗〉. (4.16)
To prove that µV : V −→ u(V ) is a moment map for the U(V )-action on V , we have to verify two
statements, namely
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1. For each A ∈ u(V ), let µAV : V −→ R, v 7→ 〈µV (v), A〉 and let A] be the vector field on V
generated by A and the action of U(V ) on V . Then dµAV = ιA]ω, where ω = − imh is the
symplectic form of V . (See [27, Chapter 8].)
2. The map µV is U(V )-equivariant.
The second statement is clearly true after what we have seen above. So let us prove the first claim.
Let A ∈ u(V ). First note that for v ∈ V we have A]v = ddt
∣∣
t=0
exp(tA)v = Av. Hence for v, w ∈ V
(ιA]ω)v w = ωv (Av,w) = − imh(Av,w). (4.17)
Now we calculate µAV :
µAV (v) = 〈A,µ(v)〉u(V ) =
〈
A,− i
2
vv∗
〉
u(V )
=
1
2
〈A,−ivv∗〉u(V )
=
1
2
〈A(iv), v〉V =
1
2
h(A(iv), v) =
1
2
ih(Av, v).
(4.18)
Because h(A(iv), v) ∈ R, we conclude that ih(Av, v) = − imh(Av, v). Therefore:
µAV (v) = −
1
2
imh(Av, v) (4.19)
Let w ∈ V . We obtain:
dµAV (v)w =
d
dt
∣∣∣∣
t=0
(
−1
2
imh(A(v + tw), v + tw)
)
= −1
2
d
dt
∣∣∣∣
t=0
im
(
h(Av, v) + th(Av,w) + th(Aw, v) + t2h(Aw,w)
)
= −1
2
im (h(Av,w) + h(Aw, v)) = −1
2
im (h(Av,w) + h(w,−Av))
= −1
2
im
(
h(Av,w)− h(Av,w)
)
= − imh(Av,w).
(4.20)
The equality dµAV = ιA]ω follows from the equations (4.17) and (4.20) .
Corollary 4.1.5. Let pi : u(V ) −→ g be the adjoint of the ρ∗ : g −→ u(V ). Then there exists τ ∈ g,
such that
µ = pi ◦ µV + τ. (4.21)
Proof. Since µV : V −→ u(V ) is a moment map for the U(V )-action on V , the composite map pi ◦µV :
V −→ g is a moment map for the G-action on V associated with the representation ρ : G −→ U(V ).
Since G is Abelian, any two moment maps differ by a constant τ ∈ g.
The following observation will be an important ingredient for proving Theorem 4.4.1. It is due to
Cieliebak, Gaio, and Salamon [12, Proof of Proposition 3.5].
Corollary 4.1.6. Let τ ∈ g, such that µ = pi ◦ µV + τ . Then for any v ∈ V
〈ρ∗(µ(v))(iv), v〉V = 2〈µ(v), µ(v)− τ〉g. (4.22)
Proof. Let v ∈ V , then:
〈ρ∗(µ(v))(iv), v〉V = 〈ρ∗(µ(v)),−ivv∗〉u(V ) = 〈µ(v), pi(−ivv∗)〉g
= 〈µ(v), pi(2µV (v))〉g = 2〈µ(v), µ(v)− τ〉g.
(4.23)
Lemma 4.1.7.
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1. There exist constants C,D > 0, such that
|µ(v)|g ≤ C|v|2V +D for all v ∈ V (4.24)
2. For all v ∈ V : tr(µV (v)) = − i2 |v|2.
Proof. The second statement follows immediately from the definition:
tr (µV (v)) = tr
(
− i
2
vv∗
)
= − i
2
tr (vv∗) = − i
2
|v|2. (4.25)
Let τ ∈ g, such that µ = pi ◦ µV + τ . Let v ∈ V . Then:
|µ(v)|g ≤ |pi ◦ µV (v)|g + |τ |g ≤ ||pi|| |µV (v)|u(V ) + |τ |g. (4.26)
On the other hand
|µV (v)|2 = tr (µV (v)µV (v)∗) = tr
(
1
4
vv∗vv∗
)
. (4.27)
The element vv∗vv∗ denotes the endomorphism (v ⊗ v∗) ◦ (v ⊗ v∗) = |v|2v ⊗ v∗. Therefore
tr
(
1
4
vv∗vv∗
)
=
1
4
|v|2 tr(vv∗) = |v|
4
4
. (4.28)
It follows that |µ(v)|g ≤ ||pi||2 |v|2 + |τ |g.
The next proposition gives criteria for the properness of the moment map µ : V −→ g.
Proposition 4.1.8. Let µ : V −→ g be a moment map for the G-action on V . The following
statements are equivalent:
1. The moment map µ is proper.
2. There exist constants C,D > 0, such that |µ(v)| ≥ C|v|2 −D for all v ∈ V .
If there exists a constant C > 0, such that |pi(A)| ≥ C| trA| for all A ∈ u(V ), then the moment
map µ is proper.
Proof. Put µ0 := pi ◦ µV . Since µ = µ0 + τ for some τ ∈ g, the moment map µ is proper if and only if
µ0 is proper.
Assume now that µ0 is proper. If there is no constant C > 0, such that |µ0(v)| ≥ C|v|2 for all
v ∈ V . Then for all n ∈ N>0 we find a vector 0 6= vn ∈ V , with |µ0(vn)| < 1n |vn|2. Observe that
µV (λv) = |λ|2µV (v) for all λ ∈ C and for all v ∈ V . Therefore,
µ0
(
vn
|vn|
)
=
1
|vn|2 |µ0(vn)| <
1
n
. (4.29)
Thus, the sequence µ0( vn|vn| ) converges to 0 as n → ∞. We have vn|vn| ∈ S(V ) for all n ∈ N.
Therefore, there is a subsequence vnk|vnk |
converging to an element vˆ ∈ S(V ). By continuity, µ0(vˆ) = 0.
For all λ ∈ C, we have µ0(λvˆ) = |λ|2µ0(vˆ) = 0 and thus Cvˆ ⊂ µ−10 (0). This implies that µ−10 (0) is not
compact, and thus µ0 is not proper.
On the other hand, assume that there are constants C,D > 0, such that |µ(v)| ≥ C|v|2 − D for
all v ∈ V . This inequality implies that preimages of bounded sets under µ are bounded and therefore
that µ is proper.
We have shown that the first two statements are equivalent and that moreover, that µ0 is proper
if and only if for some C > 0 the inequality |µ0(v)| ≥ C|v|2 holds for all v ∈ V .
Assume that for some C > 0, the inequality |pi(A)| ≥ C| tr(A)| holds for all A ∈ u(V ). Then for all
v ∈ V :
|µ0(v)| = |pi(µV (v))| ≥ C| tr(µV (v)| = 2C|v|2 (4.30)
Therefore µ0 is proper.
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4.2 Examples
We present two examples for the gauge theoretical moduli problem introduced in the previous section.
See [33, §4] for a detailed discussion of more examples.
4.2.1 Projective spaces
Let V := Cr and let G := S1 act on V via the representation ρcan : S1 −→ U(r), z 7→ z id. The
adjoint pi : u(r) −→ g = iR of (ρcan)∗ is given by pi(A) = tr(A) for A ∈ u(r). Every moment map for
this action is of the form
µt(v) = − i2 |v|
2 + it for v ∈ V, (4.31)
for some parameter t ∈ R. There are three different cases:
µ−1t (0)/S
1 =

∅ if t < 0
{∗} if t = 0
Pr−1
C
if t > 0.
To set up the gauge theoretical moduli problem we need to present S1 as a subgroup of a compact
group Gˆ that acts on Cr by a unitary representation ρ : Gˆ −→ U(r) with ρ|S1 = ρcan. Put Gˆ :=
S1 × U(r) and let ρ : S1 × U(r) −→ U(r), (z, U) 7→ zU . Then:
1. the discrete parameters consist of
(a) compact and oriented smooth surface Σ;
(b) a Hermitian line bundle L −→ Σ and a Hermitian vector bundle E −→ Σ of rank r.
2. the continuous parameters are given by
(a) a Riemannian metric g0 on Σ;
(b) a constant t ∈ R;
(c) a Hermitian connection a0 on E.
The moduli problem becomes then the following: Classify pairs (∂¯a, ϕ), consisting of a Hermitian
connection a in L and of a section ϕ : Σ −→ L⊗ E, that verify the vortex equations:
• ∂¯a⊗a0ϕ = 0;
• ∗Fa − i2ϕ∗ϕ+ it = 0.
4.2.2 Toric varieties
We start with the data of an exact sequence of Lie groups
0 −→ Gw −→
(
S1
)r w−→ (S1)m −→ 1. (4.32)
Let w∗ : (iR)r −→ (iR)m be its differential. It is given by a matrix [eij ]ri=1mj=1. Let ρw : Gw −→ U(r)
be the representation given by the inclusions Gw ⊂
(
S1
)r
↪→ U(r), and let piw : u(r) −→ gw be the
adjoint of the differential (ρw)∗. Every moment map µ for the Gw-action on Cr is then of the form
µt(v) = − i2piw
(|v1|2, . . . , |vr|2)+ τ for v ∈ Cr, (4.33)
for some τ ∈ gw.
We put G := Gw ⊂ Gˆ :=
(
S1
)r, and let ρ : Gˆ −→ U(r), (zi)ri=1 7→ diag(z1, . . . , zr).
1. the discrete parameters consist of
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(a) a compact and oriented smooth surface Σ;
(b) a family (Li)ri=1 of Hermitian line bundles Li.
We put L0i := ⊗jL⊗eijj for i = 1, . . . ,m.
2. the continuous parameters are given by
(a) a Riemannian metric g0 on Σ;
(b) a constant τ ∈ gω;
(c) a family (a0j )
m
j=1 of Hermitian connections a
0
j ∈ A(L0j ).
The moduli problem becomes the following: Classify pairs (a, ϕ), consisting of a family a = (ai)ri=1
of Hermitian connections ai on Li, such that ⊗ja⊗eijj = a0i , and of a family ϕ = (ϕi)ri=1 of sections
ϕi ∈ A0(Li) (i = 1, . . . , r), that verify the vortex equations:
• ∂¯aiϕi = 0 for i = 1, . . . , r;
• ∗Faj − i2 |ϕj |2 + it = 0 for j = 1, . . . , r.
4.3 Reduction of the vortex map
In this section, we show how the vortex map v : Aa0(Pˆ ) × A0(Eˆ) −→ A0,1(Eˆ) × A0(Σ, g) induces a
map νk : Ek+1 × Sk+1 −→ Fk × A0(Σ, g)k, where Ek+1 and Fk are G-Hilbert bundles over a compact
torus B, and where Sk+1 ⊂ A1(Σ, g)k+1 is a closed subspace.
Let g be any metric on Σ and denote by dg the induced Levi-Civita connection on the cotangent
bundle T∨Σ . Let E be a Hermitian vector bundle over Σ and dA : A
0(E) −→ A1(E) a unitary
connection in E. The connection dA on E and the Levi-Civita connection dg on T∨Σ induce connections
d∧ig ⊗ d⊗lg ⊗ dA on the bundles ΛiT∨Σ ⊗ (T∨Σ )⊗l ⊗ E for l ≥ 0. By composition of these operators, we
obtain operators (see [15, page 37])
∇(k)A : Ai(E) −→ A0(ΛiT∨Σ ⊗ (T∨Σ )⊗k ⊗ E) for k ≥ 1. (4.34)
These operators are used to define the Sobolev norms on the space of sections A0(E): let ϕ ∈ A0(E),
then
||ϕ||Lpk,A :=
 k∑
i=0
∫
Σ
|∇(i)A ϕ|pdvolg
1/p . (4.35)
It is well known that the topology induced by these norms on Ai(E) is independent of the choice of
connection and metric. For p = 2, there is a scalar product hk,A that induces the norm || ||L2k,A. We
work with the L2k-norm and write || ||L2k := || ||L2k,A when no confusion is possible. It is an important
remark that the Hodge star operator is also an isometry with respect to the L2k-inner product. This is
a consequence of the following lemma.
Lemma 4.3.1. Let (X, g) be a compact, oriented Riemannian manifold of dimension n. Let E be
a Hermitian vector bundle on X and dA : A0(E) −→ A1(E) a Hermitian connection in E. Let
∗ : Ai ((T∨X)⊗l ⊗ E) −→ An−i ((T∨X)⊗l ⊗ E) be the operator induced by the Hodge star operator on
forms, and put
∇i,lA := d∧ig ⊗ d⊗lg ⊗ dA : A0
(
ΛiT∨X ⊗ (T∨X)⊗l ⊗ E
) −→ A0 (ΛiT∨X ⊗ (T∨X)⊗l+1 ⊗ E) . (4.36)
Then:
∇n−i,lA ◦ ∗ = ∗ ◦ ∇i,lA . (4.37)
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Proof. Let ω ⊗ t⊗ s ∈ Ai(X)⊗A0
(
(T∨X)
⊗l
)
⊗A0(E). Then:
∇n−i,lA ◦ ∗ (ω ⊗ t⊗ s) = ∇n−i,lA (∗ω ⊗ t⊗ s)
= d∧(n−i)g (∗ω)⊗ t⊗ s+ ∗ω ⊗ d⊗lg (t)⊗ s+ ∗ω × t⊗ dA(s).
(4.38)
On the other hand
∗ ◦ ∇i,lA (ω ⊗ t⊗ s) = ∗
(
d∧ig (ω)⊗ t⊗ s+ ω ⊗ d⊗lg (t)⊗ s+ ω ⊗ t⊗ dA(s)
)
= ∗d∧ig (ω)⊗ t⊗ s+ ∗ω ⊗ d⊗lg (t)⊗ s+ ∗ω ⊗ t⊗ dA(s).
(4.39)
Hence, it suffices to prove that ∗d∧ig (ω) = d∧n−ig (∗ω). For η ∈ Ai(X), the defining equation for the
Hodge star operator is:
η ∧ ∗ω = 〈η, ω〉dvolg. (4.40)
Applying d∧ng to the left side of this equation yields
d∧ng (η ∧ ∗ω) = d∧ig η ∧ ∗ω + (−1)iη ∧ d∧(n−i)g (∗ω). (4.41)
Applying it to the right side and taking into accout that d∧ng (dvolg) = 0, we obtain
d∧ng (〈η, ω〉dvolg) =
(〈d∧ig η, ω〉+ (−1)i〈η, d∧ig ω〉) dvolg
= d∧ig η ∧ ∗ω + (−1)iη ∧ ∗
(
d∧ig ω
)
.
(4.42)
Therefore d∧ig (∗ω) = ∗(d∧ig ω).
Let us recall two main results of the theory of partial differential equations on manifolds. We cite
them here for the reader’s convenience. See [15, page 424], [35, §9], and [43, Theorems 10.4, 10.8, 10.12
and 10.13].
Let E be a Hermitian vector bundle on compact manifold X. Let 1 < p < ∞ and k ∈ N. With
Lpk(E) we denote the topological vector space of L
p
k-sections in E.
Theorem 4.3.2 (Sobolev embedding). Let E be a Hermitian vector bundle on a compact manifold X
of dimension n. Let Cr(E) denote the space of sections of class Cr in E. Let 1 < p <∞ and k ∈ N.
1. If k − n/p > r, then the inclusion Γ(E) ⊂ Cr(E) admits a continuous extension
Lpk(E) ↪→ Cr(E).
2. Let l, q ∈ N, such that k > l and k − n/p ≥ l − n/q hold. Then the inclusion Γ(E) ⊂ Lql (E)
admits a continuous extension
Lpk(E) ↪→ Lql (E).
If k − n/p > l − n/q, then this inclusion is compact.
Theorem 4.3.3 (Calderon-Zygmund). Let E,F be Hermitian vector bundles on a compact Rieman-
nian manifold X. Let P : Γ(E) −→ Γ(F ) be an elliptic operator of order d. Let 1 < p < ∞ and
k ∈ N.
1. There exists Cpk > 0, such that for all s ∈ Lpk+d(E)
||s||Lpk+d ≤ C
p
k
(
||s||Lp + ||Ps||Lpk
)
;
2. Let L be a topological complement of kerP in Lpk+d(E). There exists a constant C
p
k,L > 0, such
that
||s||Lpk+d ≤ C
p
k,L
(
||prkerP (s)||Lp + ||Ps||Lpk
)
.
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Theorem 4.3.4 (Sobolev multiplication). Let E,F be Hermitian vector bundles on a compact surface
Σ and let k ≥ 1, l ≥ k, and l > 1. The morphism Γ(E) × Γ(F ) −→ Γ(E ⊗ F ) admits a continuous
extension
L2k(E)× L2l (F ) −→ L2k(E ⊗ F ).
Next we need the following inequality, resulting from a Weitzenbo¨ck type formula (see [23, Propo-
sition 1.5, page 50]).
Lemma 4.3.5. Let Σ be a Riemann surface, E −→ Σ a Hermitian vector bundle with Hermitian
metric h, A a Hermitian connection on E, and ϕ ∈ A0(E) a section. Then:
i ∗ ∂¯∂h(ϕ,ϕ) ≤ h(i ∗ FA(ϕ), ϕ) + 2|h(i ∗ ∂A∂¯Aϕ,ϕ)|.
Proof. Since A is a Hermitian connection, we have for all α ∈ Ai(E) and β ∈ Aj(E), that
∂h(α, β) = h(∂Aα, β) + (−1)ih(α, ∂¯Aβ) and ∂¯h(α, β) = h(∂¯Aα, β) + (−1)ih(α, ∂Aβ). (4.43)
Therefore:
∂¯∂h(ϕ,ϕ) = ∂¯h(∂Aϕ,ϕ) + ∂¯h(ϕ, ∂¯Aϕ)
= h(∂¯A∂Aϕ,ϕ)− h(∂Aϕ, ∂Aϕ) + h(∂¯Aϕ, ∂¯Aϕ) + h(ϕ, ∂A∂¯Aϕ)
= h∂¯A∂Aϕ,ϕ) + h(∂A∂¯Aϕ,ϕ)− h(∂A∂¯Aϕ,ϕ)
− h(∂Aϕ, ∂Aϕ) + h(∂¯Aϕ, ∂¯Aϕ) + h(ϕ, ∂A∂¯Aϕ)
= h(FA(ϕ), ϕ)− h(∂Aϕ, ∂Aϕ) + h(∂¯Aϕ, ∂¯Aϕ)− h(∂A∂¯Aϕ,ϕ) + h(ϕ, ∂A∂¯Aϕ).
(4.44)
We obtain the following formula:
i ∗ ∂¯∂h(ϕ,ϕ) =i ∗ h(FA(ϕ), ϕ)− i ∗ h(∂A∂¯Aϕ,ϕ) + i ∗ h(ϕ, ∂A∂¯Aϕ)
− i ∗ h(∂Aϕ, ∂Aϕ) + i ∗ h(∂¯Aϕ, ∂¯Aϕ).
(4.45)
In the next step we proof that i ∗ h(∂Aϕ, ∂Aϕ) ≥ 0 and i ∗ h(∂¯Aϕ, ∂¯Aϕ) ≤ 0. This statement is
local on Σ, so we choose a holomorphic coordinate z = x + iy on Σ. Let γdx ∧ dy be the volume
form with γ : Σ −→ R≥0. Note that dz ∧ dz¯ = (dx + idy) ∧ (dx − idy) = −2idx ∧ dy, and hence
∗(dz ∧ dz¯) = −2iγ−1. Let α = dz ⊗ a be a (1, 0) form, where a is a local section in E . Then
i ∗ h(α, α) = i ∗ h(a, a)dz ∧ dz¯ = 2g−1|a|2 ≥ 0.
For a (0, 1)-form β = dz¯ ⊗ b, where b is a local section in E, we obtain
i ∗ h(β, β) = i ∗ h(b, b)dz¯ ∧ dz = −2g−1|b|2 ≤ 0.
Now the Lemma follows from the observation that
− h(i ∗ ∂A∂¯Aϕ,ϕ)− h(ϕ, i ∗ ∂A∂¯Aϕ) = −2 Reh(i ∗ ∂A∂¯Aϕ,ϕ). (4.46)
Lemma 4.3.6. Let E be a Hermitian vector bundle with metric h over a Riemann surface Σ. Let
ϕ ∈ A0(E). Let p ∈ Σ be a point, in which h(ϕ,ϕ) attains its maximum. Then:
0 ≤ (i ∗ ∂¯∂h(ϕ,ϕ)) (p).
Proof. Choose holomorphic coordinates z = x + iy in a neighbourhood of p. Then for a function
f ∈ A0(Σ), we obtain
i∂¯∂f = i
∂2f
∂z¯∂z
dz¯ ∧ dz = i
4
∆f(2idx ∧ dy) = − 1
2g˜
volg, (4.47)
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where γdx ∧ dy = volg is the volume form. Therefore:
i ∗ ∂¯∂f = − 1
2γ
∆f. (4.48)
Put f := h(ϕ,ϕ). By assumption f has a maximum in p, and therefore the maximum principle [18,
Theorem 2.2 on page 15] implies ∆f(x) ≤ 0. Thus 0 ≤
(
− 12γ∆f
)
(p) =
(
i ∗ ∂¯∂f) (p).
Now we return to the study of the vortex map v.
Lemma 4.3.7. Let k > 1. Then the map
µ : A0(Eˆ) −→ A0(Σ, g), ϕ 7→ µ(ϕ) (4.49)
admits a smooth extension
µ : A0(Eˆ)k −→ A0(Σ, g)k. (4.50)
There are constants C,D > 0, such that ||µ(ϕ)||L2k ≤ C||ϕ||2L2k +D for all ϕ ∈ A
0(Eˆ).
Proof. Let τ ∈ g, such that µ = pi ◦ µV + τ . Then
µ(ϕ) = (pi ◦ µV ) (ϕ) + τ = pi
(
− i
2
ϕϕ∗
)
+ τ. (4.51)
The map pi : u(V ) −→ g is a linear map between finite dimensional vector spaces. Consider now the
bilinear map
b : A0(Eˆ)×A0(Eˆ) −→ A0(End(E)), (ϕ,ψ) 7→ ϕψ∗. (4.52)
By Theorem 4.3.4 there is a constant C ′ > 0, such that ||ϕψ∗||L2k ≤ C ′||ϕ||L2k ||ψ||L2k for all ϕ,ψ ∈
A0(Eˆ). It follows that the map b is a continuous and bilinear map and admits a continuous and
bilinear extension. Therefore the associated map A0(Eˆ) −→ A0(Σ, g), ϕ 7→ pi (− i2ϕϕ∗) admits a
smooth extension and ||µ(ϕ)||L2k ≤ ||pi||C ′/2||ϕ||2L2k + |τ | for all ϕ ∈ A
0(Eˆ).
Proposition 4.3.8. Assume that k > 1. Then the map v defines a smooth map
vk : Aa0(Pˆ )k+1 ×A0(Eˆ)k+1 −→ A0,1(Eˆ)k ×A0(Σ, g)k.
For (aˆ, ϕ) ∈ A(Pˆ )k+1 ×A0(Eˆ)k+1 and for (t, ψ) ∈ A1(Σ, g)k+1 ×A0(Σ)k+1 we have
dvk(aˆ, ϕ)(t, ψ) =
(
ρ∗(t)(0,1) (ϕ) + ∂¯aˆψ, ∗dt+ dµ(ϕ)ψ
)
.
Proof. Fix a connection aˆ0 ∈ Aa0(Pˆ ), so that Aa0(Pˆ ) = aˆ0 + A1(Σ, g). Use this connection to define
the norms on the space of sections A0(Eˆ) and A0,1(Eˆ) and also on Aa0(Pˆ ). Write vi := pri◦v (i = 1, 2)
for the projections on the two factors of the target space of v. The map v1 takes the form
v1(aˆ0 + t, ϕ) = ∂¯aˆ0+tϕ = ∂¯aˆ0ϕ+ ρ∗(t)
0,1 (ϕ) for t ∈ A1(Σ, g) and ϕ ∈ A0(Eˆ). (4.53)
The map ϕ 7→ ∂¯aˆ0ϕ is a continuous linear map, whereas the map (t, ϕ) 7→ ρ∗(t)0,1(ϕ) is bilinear and
by Theorem 4.3.4 continuous. Therefore v1 is continuous and moreover, it induces on the completions
a map v1k : Aa0(Pˆ )k+1 × A0(Eˆ)k+1 −→ A0,1(Eˆ)k, which is the sum of a continuous linear and a
continuous bilinear map and therefore smooth.
The second component v2 has the form
v2(aˆ0 + t, ϕ) = prg ∗ Faˆ0 + ∗dt+ µ(ϕ). (4.54)
The differential and the Hodge Star operator induce bounded linear operators d : A1(Σ, g)k+1 −→
A2(Σ, g)k and ∗ : A2(Σ, g)k −→ A0(Σ, g)k on the completions. By Lemma 4.3.7 the map A0(Eˆ) −→
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A0(Σ, g), ϕ 7→ µ(ϕ) induces a smooth map A0(E)k+1 −→ A0(Σ, g)k+1 ⊂ A0(Σ, g)k. Therefore v2
induces a smooth map v2k : Aa0(Pˆ )k+1 ×A0(Eˆ)k+1 −→ A0(Σ, g)k.
Let (aˆ, ϕ) ∈ Aa0(Pˆ )k+1×A0(Eˆ)k+1 and (t, ψ) ∈ A1(Σ, g)k+1×A0(Eˆ)k+1. We calculate dvk(aˆ, ϕ)(t, ψ).
First note that
dv1k(aˆ, ϕ)(t, 0) =
d
dλ
∣∣∣∣
λ=0
v1k(aˆ+ λt, ϕ) =
d
dλ
∣∣∣∣
λ=0
∂¯aˆ+λtϕ
=
d
dλ
∣∣∣∣
λ=0
(
∂¯aˆϕ+ λρ∗(t)0,1 (ϕ)
)
= ρ∗(t)0,1 (ϕ) .
(4.55)
Second observe that v1k is linear in the second argument and therefore
dv1k(aˆ, ϕ)(0, ψ) = ∂¯aˆψ. (4.56)
The equations (4.55) and (4.56) together imply that
dv1k(aˆ, ϕ)(t, ψ) = ρ∗(t)
(0,1) (ϕ) + ∂¯aˆψ. (4.57)
Now are left with the calculation of the differential of v2k. Again, first we differentiate in direction
of a vector t ∈ A1(Σ, g)k+1:
dv2k(aˆ, ϕ)(t, 0) =
d
dλ
∣∣∣∣
λ=0
v2k(aˆ+ λt, ϕ) =
d
dλ
∣∣∣∣
λ=0
prg ∗ Faˆ + λ ∗ dt+ µ(ϕ)
= ∗dt.
(4.58)
Then, we differentiate in direction of a vector ψ ∈ A0(Eˆ)k+1:
dv2k(aˆ, ϕ)(0, ψ) =
d
dλ
∣∣∣∣
λ=0
v2k(aˆ, ϕ+ λψ) =
d
dt
∣∣∣∣
t=0
prg ∗ Faˆ + µ(ϕ+ λψ)
=
d
dλ
∣∣∣∣
λ=0
µ(ϕ+ λψ) = dµ(ϕ)ψ.
(4.59)
From (4.58) and (4.59), we obtain dv2k(aˆ, ϕ)(t, ψ) = ∗dt+dµ(ϕ)(ψ), which completes the proof.
Similar to [34, §3.4], we choose now L2-closed linear subspaces S ⊂ T ⊂ A1(Σ, g), such that
1. A1(Σ, g) = S ⊕ ker d = T ⊕ im d.
2. The projections pS : A1(Σ, g) −→ S and pT : A1(Σ, g) −→ T are continuous in the L2k-topology
for all k ≥ 0.
We put H := T ∩ ker d. Furthermore we choose a T -affine subspace A ⊂ Aa0(Pˆ ).
Remark 4.3.9. Let g be any metric on Σ. Then S := d∗A2(Σ, g) and T := ker d∗ satisfy these two
conditions. The important point is that we do not need to use the metric g0 on which the equations
depend.
Remark 4.3.10. The morphism H ⊂ ker d −→ H1dR(Σ, g) is an isomorphism of vector spaces.
Proof. Remember that we have H = T ∩ ker d and A1(Σ, g) = T ⊕ im d. We claim that this implies
ker d = H ⊕ im d. To see this, let ω ∈ ker d ⊂ A1(Σ, g). Then ω = t + df for t ∈ T and f ∈ A0(Σ, g).
Furthermore, 0 = dω = dt. Thus t ∈ T ∩ ker d = H and hence ω ∈ H ⊕ im d.
Let u ∈ C∞(Σ, G). Then we write u−1du ∈ A1(Σ, g) for the g-valued 1-form on Σ, defined as
follows: (
u−1du
)
(x) = dLu(x)−1(u(x)) ◦ du(x) : TxΣ −→ g. (4.60)
Put G := {u ∈ C∞(Σ, G) ∣∣u−1du ∈ H} ⊂ C∞(Σ, G). By definition, the actions of C∞(Σ, G) on
Aa0(Pˆ )×A0(Eˆ) and on A0,1(Eˆ) induce actions of G on A×A0(Eˆ) and on A0,1(Eˆ).
The reason for making this reduction is provided by the following observation (see [15, §2.3.1] and
[43, Proposition 6.10]):
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Proposition 4.3.11.
1. The subspace A intersects every C∞(Σ, G)-orbit in Aa0(Pˆ ).
2. Two connections in A are in the same C∞(Σ, G)-orbit if and only if they are in the same G-orbit.
Proof. Fix a point aˆ0 ∈ A. Every connection aˆ ∈ Aa0(Pˆ ) is then of the form aˆ = aˆ0 + ω for some
ω = t+ df ∈ A1(Σ, g) = T ⊕ dA0(Σ, g). Put u := e−f . Then
aˆ+ u−1du = aˆ0 + t+ df − efe−fdf = aˆ0 + t ∈ A. (4.61)
This proves the first statement.
Let aˆ1 ∈ A be in the C∞(Σ, G)-orbit of aˆ0. That means that aˆ1 = aˆ0 + u−1du for some u ∈
C∞(Σ, G). Then clearly u−1du = aˆ1 − aˆ0 ∈ T and therefore u ∈ G.
The subspaces S and T of A1(Σ, g) canonically induce closed subspaces Sk and Tk in A1(Σ, g)k.
As a consequence of the next lemma, these subspaces satisfy
A1(Σ, g)k = Sk ⊕ ker d = Tk ⊕ im d. (4.62)
Note that the exterior differential d : Ai(Σ, g) −→ Ai+1(Σ, g) induces morphisms on the completions
d : Ai(Σ, g)k+1 −→ Ai+1(Σ, g)k, which we will denote by the same symbol.
Lemma 4.3.12. Let V be a normed vector space, and denote its completion by i : V −→ V¯ . Let
A,B ⊂ V be a pair of closed subspaces, such that V = A ⊕ B and that the projections pA : V −→ A
and pB : V −→ B are continuous. Then the spaces A¯ := i(A)V¯ and B¯ := i(B)V¯ are completions of A
and B, respectively and
V¯ = A¯⊕ B¯. (4.63)
Proof. The first statement is clear. Let v¯ ∈ A¯ ∩ B¯. There exist sequences an ∈ A and bn ∈ B that
converge both to v¯ ∈ V¯ . Therefore, the sequence an − bn converges to 0 in V . By assumption, the
projections pA : V −→ A and pB : V −→ B are continuous. Therefore pA(an − bn) = an converges to
0, whence v¯ = 0.
Given any v¯ ∈ V¯ , we find a sequence vn ∈ V that converges to v¯ ∈ V¯ . Write vn = an + bn with
an ∈ A and bn ∈ B uniquely determined by this equation. Continuity of the projections implies that
both an and bn are Cauchy sequences in A and B, respectively. Thus they converge to elements a¯ and
b¯ in A¯ and B¯ with a¯+ b¯ = v¯.
Lemma 4.3.13. Put Hk := Tk ∩ ker d ⊂ A1(Σ, g)k and H := T ∩ ker d ⊂ A1(Σ, g). Then Hk = H.
Proof. By definition we have the decompositions A1(Σ, g) = S⊕ ker d = T ⊕ im d and T = H ⊕S. For
for once we write dk : A1(Σ, g)k −→ A1(Σ, g)k−1. We claim that
Hk = Tk ∩ ker dk = T ∩ ker d ⊂ A1(Σ, g)k. (4.64)
Since T ∩ker d ⊂ Tk∩ker dk, and because Tk∩ker dk ⊂ A1(Σ, g)k is closed, the inclusion T ∩ ker d ⊂ Hk
results.
So let hˆ ∈ Hk = Tk∩ker dk. Then there are sequences tn ∈ T and cn ∈ ker d, such that tn → hˆ ∈ Tk
and cn → hˆ ∈ ker dk. We use now the decomposition T = H ⊕ S and write tn = hn + sn with hn ∈ H
and sn ∈ S. It follows that hn − cn + sn → 0 ∈ A1(Σ, g)k. But hn − cn ∈ ker d and sn ∈ S. Let
pS : A1(Σ, g) = S⊕ ker d −→ S be the projection. Then pS(hn− cn + sn) = sn → 0. This implies that
hn → hˆ and thus that hˆ ∈ H.Therefore Hk = H ⊂ A1(Σ, g)k. But Remark 4.3.10 implies that H is a
finite dimensional. Therefore H = H.
Therefore, the subspace
H = Tk ∩ ker d ⊂ A1(Σ, g) ⊂ A1(Σ, g)k (4.65)
is independent of k. Observe that Lemma 4.3.12 implies the following:
• A1(Σ, g)k = Sk ⊕ ker d = Tk ⊕ im d;
• Tk = H ⊕ Sk.
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The gauge group
The goal of section is to study the gauge group G. We will show that it splits as G = G⊕G0, where
G0 is isomorphic to a lattice in the vector space H. This discussion is a straightforward generalization
of the statements proven in [43, pages 44-48].
Let exp : g −→ G be the exponential map and put Γ := exp−1(e). We recall that every connected
compact Abelian Lie group is isomorphic to a torus and that the exponential map is its universal cover.
See [10, Theorem 3.6 and its proof on page 25] for details. Therefore the subset Γ ⊂ g is a lattice.
Remember that by the universal coefficient theorem [40, Theorem 5.3 on page 243], we have canon-
ical isomorphisms
• H1(Σ, g) ∼=−→ HomZ(H1(Σ,Z), g);
• H1(Σ,Γ) ∼=−→ HomZ(H1(Σ,Z),Γ).
The de Rham theorem asserts that integration defines an isomorphism
H1dR(Σ, g)
∼=−→ HomZ(H1(Σ,Z), g).
We write H1dR(Σ,Γ) ⊂ H1dR(Σ, g) for the preimage of HomZ(H1(Σ,Z),Γ) ∼= H1(Σ,Γ) under the de
Rham isomorphism, and HΓ for the preimage of H1dR(Σ,Γ) in H under the canonical isomorphism
H
∼=−→ H1dR(Σ, g).
Proposition 4.3.14. Let γ : C∞(Σ, G) −→ A1(Σ, g) be defined by γ(u) := u−1du for u ∈ C∞(Σ, G).
The restriction of γ to G ⊂ C∞(Σ, G) defines a morphism of groups γ : G −→ HΓ ⊂ A1(Σ, g). The
natural sequence of groups
0 −→ G −→ G −→ HΓ −→ 0 (4.66)
is exact. Evaluation at a point x0 ∈ Σ defines a section ev(x0) : G −→ G in this sequence and induces
a splitting G ∼= G⊕G0 with G0 := ker ev(x0) ∼= HΓ ⊂ H.
Before proving this proposition, we need some preparations. First, we recall a result from topology:
Proposition 4.3.15. The map
[Σ, S1] −→ H1(Σ,Z), [f ] 7→ H1(f) (PD[∗])
is a bijection.
Proof. This is an immediate consequence of [40, Theorem 8 on page 427].
Let [γ] : C∞(Σ, G) −→ H1dR(Σ, g) be defined by [γ](u) := [u−1du]dR.
Lemma 4.3.16. The image of [γ] coincides with H1dR(Σ,Γ).
Proof. Choose an isomorphism G
∼=−→ (S1)r × A, where r ≥ 0 and A is a finite, Abelian group. It
induces a commutative diagram
C∞(Σ, G)
∼= //

C∞(Σ, S1)r ×A

H1dR(Σ, g)
∼= // H1dR(Σ, iR)
⊕r
This shows that we may assume w.l.o.g. that G = S1. Now we apply the previous proposition. First
note that under the de Rham isomorphism H1(S1,Z) 3 PD[∗] 7→ ω0 := 12pii dzz ∈ H1dR(S1,Z). Hence,
we obtain a surjective map
[Σ, S1]∞ −→ H1dR(Σ, 2piiZ), [u] 7→ 2piiu∗ω0,
where [Σ, S1]∞ denotes the set of smooth homotopy classes of smooth maps from Σ to S1. But
2piiu∗ω0 = u−1du.
Markus Bader 97
Now we can prove Proposition 4.3.14:
Proof. Let ω ∈ HΓ. We have already seen that there is a smooth function u : Σ −→ G, such
that [u−1du]dR = [ω] ∈ H1dR(Σ, g). Therefore u−1du = ω + df for a function f ∈ A0(Σ, g). Put
v := exp(−f)u ∈ C∞(Σ, G). Exactness to the right follows then from
v−1dv = efu−1
(
e−fdu− ue−fdf) = u−1du− df = ω ∈ HΓ.
To prove exactness in the middle, note that we have an isomorphism H
∼=−→ H1dR(Σ, g). Since for any
u ∈ G we have u−1du ∈ H, it follows that u−1du = 0 iff u is constant.
Corollary 4.3.17. Let k ≥ 1.
1. The group G0 acts freely on the affine Banach space Ak with quotient
A0k := Ak/G0 ∼= Sk ×H/HΓ.
2. The group Sk acts freely on Ak with quotient
A¯ := Ak/Sk ∼= H,
which is independent of k.
These group actions are compatible in the sense that the action of G0 descends to an action on A¯ and
the action of Sk descends to an action on A0k. The respective quotients are canonically identified and
independent of k:
B := A0k/Sk = A¯/G0.
There is a (non canonical) isomorphism B ∼= (S1)b1(Σ) dim g.
Proof. The space of connections Ak is an affine space with model Banach space Tk = H ⊕ Sk and G0
is canonically identified with the subspace HΓ ⊂ Tk in such a way that the action of G0 corresponds
to the affine action of HΓ on Ak. The group HΓ is a lattice in the vector space H, which has
dimension dimH = dimH1(Σ, g) = b1(Σ) dim g. The remaining statements are then an immediate
consequence.
Lemma 4.3.18. Let aˆ0, aˆ1 ∈ Aa0(Pˆ ) be two connections. Then:
[prgFaˆ0 ] = [prgFaˆ1 ] ∈ H2dR(Σ, g).
Proof. Since Aa0(Pˆ ) is an A1(Σ, g)-affine space, we have aˆ0 − aˆ1 = ω for some ω ∈ A1(Σ, g). Hence
Faˆ0 = Faˆ1 + dω, and also prgFaˆ0 = prgFaˆ1 + dω.
We put c(Pˆ ) := [prgFaˆ0 ] ∈ H2dR(Σ, g). Now we pick a representative ω ∈ c(Pˆ ). We define the space
of ω-connections to be
A(ω) := {aˆ ∈ A ∣∣ prg ∗ Faˆ = ω} ⊂ A. (4.67)
Proposition 4.3.19. The space A(ω) ⊂ A is a H-affine subspace of A. It defines a G0-equivariant
section in the Sk-bundle Ak −→ A¯ which descends to a section in the Sk-bundle A0k −→ B. In
particular, the map A(ω) ⊂ Ak −→ A¯ is an isomorphism and we obtain isomorphisms
Ak ∼= A(ω)× Sk, A0k ∼= B × Sk. (4.68)
Proof. Let aˆi (i = 0, 1) be two ω-connections. Then aˆ0 − aˆ1 ∈ T = S ⊕H. Let s ∈ S and h ∈ H, such
that aˆ0 − aˆ1 = s+ h. Then by assumption
0 = prg ∗ Faˆ0 − prg ∗ Faˆ1 = ∗d(s+ h) = ∗ds. (4.69)
It follows that ds = 0. But d : S −→ A2(Σ, g) is injective. Therefore s = 0.
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Let us return to the study of the map
vk : Aa0(Pˆ )k+1 ×A0(Eˆ)k+1 −→ A0,1(Eˆ)k ×A0(Σ, g)k. (4.70)
By restricting vk to the slice Ak+1 ⊂ Aa0(Pˆ )k+1 and by using the identification A(ω)×Sk+1 ∼= Ak+1
of Proposition 4.3.19, we obtain an induced map, which we denote with the same symbol:
vk : A(ω)×A0(Eˆ)k+1 × Sk+1 −→ A0,1(Eˆ)k ×A0(Σ, g)k. (4.71)
The explicit formula is:
vk(aˆ, ϕ, s) =
(
∂¯aˆ+sϕ, ∗ω + ∗ds
)
for (aˆ, ϕ, s) ∈ A(ω)×A0(Eˆ)k+1 × Sk+1. (4.72)
Recall that A(ω) ∼= A¯ −→ B is a principal G0-bundle. The map vk is G0-equivariant and hence
descends to a morphism
νk : A¯ ×G0 A0(Eˆ)k+1 × Sk+1 −→ A¯ ×G0 A0,1(Eˆ)k ×A0(Σ, g)k. (4.73)
Note that the choice of ω determines the isomorphism A¯ ∼= A(ω) ⊂ A and therefore the map νk
depends on this choice. But the vector bundles Ek+1 := A¯ ×G0 A0(Eˆ)k+1 and Fk := A¯ ×G0 A0,1(Eˆ)k
do not depend on ω.
In the following proposition, we produce fiberwise metrics on the bundles Ek+1 and Fk. This is
often overlooked in the literature.
Proposition 4.3.20. Let α ∈ {0, (0, 1)}. There is a natural Hilbert metric hω on the vector bundle
A(ω)×G0 Aα(Eˆ)k over B, uniquely determined by
hω ([aˆ, ϕ], [aˆ, ψ]) = haˆ,k(ϕ,ψ) for aˆ ∈ A(ω) and ϕ,ψ ∈ Aα(Eˆ). (4.74)
Proof. On the trivial bundle A(ω)×Aα(Eˆ) over A(ω), we define a fiberwise Hilbert metric by
hω ((aˆ, ϕ), (aˆ, ψ)) = haˆ,k(ϕ,ψ) for aˆ ∈ A(ω) and ϕ,ψ ∈ Aα(Eˆ). (4.75)
This metric is G0-equivariant, since daˆ+g−1dgg−1ϕ = g−1daˆϕ for aˆ ∈ A(ω), g ∈ G0, and ϕ ∈ A0(Eˆ)
(see the proof of Lemma 4.1.3). Therefore hω descends to a metric on A(ω)×G0 Aα(Eˆ) over B.
Therefore the metric hω induces a Hilbert metric hω on the vector bundles Ek+1 and Fk via the
isomorphism A(ω) ∼= A¯ explained in Proposition 4.3.19. The Hilbert structure depends on the choice
of ω.
Lemma 4.3.21. The spaces A0k and B, and the vector bundles A¯ ×G0 Aα(Eˆ)k are up to canonical
isomorphism independent of the choice of A.
Proof. Let A′ be a different T -affine subspace of Aa0(Pˆ ). It follows from Proposition 4.3.11 that there
exists a gauge transformation u ∈ C∞(Σ, G), such that aˆ+ u−1du ∈ A′ for all aˆ ∈ A, and furthermore
that any two choices u, u′ ∈ C∞(Σ, G) having this property differ by an element in G. Thus we obtain
an isomorphism
Ψ : Ak −→ A′k, aˆ 7→ aˆ+ u−1du (4.76)
that descends to an isomorphism
Ak/G0 −→ A′k/G0
which does not depend on the choice of u. ThereforeAk/G0 is up to canonical isomorphism independent
of the choice of A. The isomorphism Ψ : Ak −→ A′k induces a G0-equivariant isomorphism
A¯ ×Aα(Eˆ)k
∼=−→ A′ ×Aα(Eˆ)k.
Since it is G0-equivariant, it descends to an isomorphism
A¯ ×G0 Aα(Eˆ)k
∼=−→ A′ ×G0 Aα(Eˆ)k, (4.77)
which does not depend on the choice of u.
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4.4 The Fredholm property of the vortex map
We have constructed a fiberwise map
νk : A¯ ×G0 A0(Eˆ)k+1 × Sk+1 −→ A¯ ×G0 A0,1(Eˆ)k ×A0(Σ, g)k. (4.78)
In this section we prove that this map νk is Fredholm provided that the moment map µ : V −→ g
is proper. The main point is to prove that νk is coercive. This generalizes the compactness results
obtained by by Cieliebak, Gaio, and Salamon in [12, §3.6] for the case G = Gˆ and by Okonek and
Teleman in [32, Proposition 2.12] for the case V = Cr, G = S1, and Gˆ = U(r). The proof we give
follows mainly the approach taken in [32], but we will use essentially Corollary 4.1.6, due to the authors
of [12].
Let us first simplify the notation: we put E := A¯ ×G0 A0(Eˆ) and F := A¯ ×G0 A0,1(Eˆ). Now fix a
point b ∈ B in the base manifold and choose a connection aˆ ∈ A(ω) that lies over b. By definition the
trivializations of the fibers
A0(Eˆ)
∼=−→ E(b), ϕ 7→ [aˆ, ϕ] and A0,1(Eˆ) ∼=−→ F(b), η 7→ [aˆ, η] (4.79)
respect the L2k-inner product. Write
νb : A0(Eˆ)× S −→ A0,1(Eˆ)×A0(Σ, g) (4.80)
for the morphism induced by the restriction of ν to the fibers over b and by the trivializations (4.79).
Furthermore we write νb = (ν1b , ν
2
b ) with
1. ν1b : A
0(Eˆ)× S −→ A0,1(Eˆ), (ϕ, s) 7→ ∂¯aˆ+sϕ;
2. ν2b : A
0(Eˆ)× S −→ A0(Σ, g), (ϕ, s) 7→ ∗ω + ∗ds.
Recall that we assume the moment map µ to be proper (see also Proposition 4.1.8). Our next goal
is to prove the following statement:
Theorem 4.4.1. Let k ≥ 3. There exists Pb ∈ R[X,Y ], depending continuously on b, such that
||s||L2k+1 , ||ϕ||L2k+1 ≤ Pb
(
||ν1b (ϕ, s)||L2k , ||ν
2
b (ϕ, s)||L2k
)
for all (ϕ, s) ∈ A0(Eˆ)× S.
Lemma 4.4.2. Let k ≥ 0 and 1 < p < ∞. There exists a constant C > 0, such that ||s||Lpk+1 ≤
C ||ds||Lpk for all s ∈ S.
Proof. We can assume w.l.o.g. that g = R and S = d∗A2(Σ). Notice first that the operator
d+ d∗ : A1(Σ) −→ A2(Σ)⊕A0(Σ)
is elliptic with kernelH1(Σ). The L2-orthogonal complement is dA0(Σ)⊕d∗A2(Σ). Its Lpk+1-completion
is a topological complement with respect to the Lpk+1-norm. Therefore Theorem 4.3.3 tells us that there
exists a constant C > 0, such that
||s||Lpk+1 ≤ C
(
||prker(d+d∗)(s)||Lp + ||ds+ d∗s||Lpk
)
.
From s ∈ d∗A2(Σ) it follows that prker(d+d∗)(s) = 0 and that d∗s = 0. Hence the statement.
Lemma 4.4.3. Let k > 2. There exist constants C,D > 0, such that
||∂aˆ+s∂¯aˆ+sϕ||C0 ≤ C||ν1b (s, ϕ)||L2k
(
D + ||ν2b (s, ϕ)||C0 + ||µ(ϕ)||C0
)
for all (ϕ, s) ∈ A0(Eˆ)× S.
100
Proof. First note that
||∂aˆ+s∂¯aˆ+sϕ||C0 ≤ ||∂aˆ∂¯aˆ+sϕ||C0 + ||ρ∗(s)1,0 ∧ ∂¯aˆ+sϕ||C0
≤ ||ν1b (s, ϕ)||C1 + ||ρ∗(s) ∧ ν1b (s, ϕ)||C0
≤ ||ν1b ||C1 + C||s||C0 ||ν1b ||C0 .
(4.81)
By assumption k > 2, hence by Theorem 4.3.2, there exists a constant C ′ > 0, such that
||ν1b ||Ci ≤ C ′||ν1b ||L2k for i = 0, 1.
Now apply again Theorem 4.3.2, followed by Lemma 4.4.2, and finally use the compactness of Σ to
obtain
||s||C0 ≤ C1||s||L31 ≤ C2||ds||L3 ≤ C3||ds||C0 = C3|| ∗ ds||C0 .
Hence
||s||C0 ≤ C3|| ∗ ds||C0 = C3||prg ∗ Faˆ+s + µ(ϕ)− prg ∗ Faˆ − µ(ϕ)||C0
≤ C3
(||ν2b (s, ϕ)||C0 + || ∗ ω||C0 + ||µ(ϕ)||C0) . (4.82)
Now we are in the position to prove Theorem 4.4.1:
Proof. Claim 1: There exist C1 > 0, depending polynomially on ||ν2b ||L22 and C2 > 0, such that
h(i ∗ Faˆ+s(ϕ), ϕ) ≤ C1||ϕ||2C0 − 2|µ(ϕ)|2 + C2|µ(ϕ)| for all (s, ϕ) ∈ S ×A0(Eˆ). (4.83)
Proof of claim 1: Let τ := µ(0) ∈ g. Then µ = pi ◦ µV + τ and by Lemma 4.1.6
h(ρ∗(µ(ϕ))(iϕ), ϕ) = 2〈µ(ϕ), µ(ϕ)− τ〉g.
Then notice that pig⊥ ∗ Faˆ+s(iϕ) = pig⊥ ∗ Faˆ(iϕ) = ∗Fa0 . From Lemma 4.1.4 we derive the inequality
h(ρ∗(pig ∗ Faˆ+s + µ(ϕ))(iϕ), ϕ) ≤ ||ϕ||2C0 ||ρ∗(pig ∗ Faˆ+s + µ(ϕ))||C0 . (4.84)
Then:
h(i ∗ Faˆ+s(ϕ), ϕ) = h(ρ∗(∗Faˆ+s)(iϕ), ϕ)
= h(ρ∗(pig ∗ Faˆ+s)(iϕ), ϕ) + h(ρ∗(pig⊥ ∗ Faˆ+s)(iϕ), ϕ)
= h(ρ∗(pig ∗ Faˆ+s + µ(ϕ))(iϕ), ϕ)− h(ρ∗(µ(ϕ))(iϕ), ϕ) + h(ρ∗(pig⊥ ∗ Faˆ(iϕ), ϕ)
≤ ||ϕ||2C0 ||ρ∗(pig ∗ Faˆ+s + µ(ϕ))||C0 − 2〈µ(ϕ), µ(ϕ)− τ〉+ ||ρ∗|| || ∗ Faˆ||C0 ||ϕ||2C0
≤ ||ϕ||2C0 ||ρ∗||
{||ν2b (s, ϕ)||C0 + || ∗ Fa0 ||C0}− 2|µ(ϕ)|2 + 2|µ(ϕ)| |τ |
Last, by Theorem 4.3.2 there is a constant C > 0, such that ||ν2b ||C0 ≤ C||ν2b ||L22 .
Claim 2: There exist C3, C4 > 0, depending polynomially on ||νib||L23 (i = 1, 2), such that
|h(i ∗ ∂aˆ+s∂¯aˆ+sϕ,ϕ)| ≤ C3||ϕ||C0 ||µ(ϕ)||C0 + C4||ϕ||C0 for all (ϕ, s) ∈ S ×A0(Eˆ). (4.85)
Proof of claim 2: According to Lemma 4.4.3, we may choose C,D > 0, such that
||∂aˆ+s∂¯aˆ+s(ϕ)||C0 ≤ C||ν1b ||L23
(
D + ||ν2b ||C0 + ||µ(ϕ)||C0
)
≤ C ′||ν1b ||L23
(
D + ||ν2b ||L2k + ||µ(ϕ)||C0
)
.
(4.86)
We conclude that
|h(i ∗ ∂aˆ+s∂¯aˆ+sϕ,ϕ)| ≤ ||∂aˆ+s∂¯aˆ+s(ϕ)||C0 ||ϕ||C0
≤ C||ν1b ||L23 ||µ(ϕ)||C0 ||ϕ||C0 + C||ν1b ||L23
(
D + ||ν2b ||L2k
)
||ϕ||C0
= C3||ϕ||C0 ||µ(ϕ)||C0 + C4||ϕ||C0 .
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Therefore inequality (4.85) holds as claimed.
Now let (ϕ, s) ∈ A0(Eˆ)×S. Let x ∈ Σ be a point in which the function h(ϕ,ϕ) attains its maximum.
Use Lemma 4.3.6, followed by Lemma 4.3.5, and then apply inequalities (4.83) and (4.85) to derive
the following sequence of inequalities:
0 ≤ [i ∗ ∂¯∂h(ϕ,ϕ)] (x)
≤ h(i ∗ Faˆ+s(ϕ), ϕ)(x) + 2|h(i ∗ ∂aˆ+s∂¯aˆ+sϕ,ϕ)(x)|
≤ C1||ϕ||2C0 − 2|µ(ϕ(x))|2 + ||µ(ϕ)||C0C2 + 2C3||ϕ||C0 ||µ(ϕ)||C0 + 2C4||ϕ||C0 .
It follows that
|µ(ϕ(x))|2 ≤ D1||ϕ||2C0 +D2||µ(ϕ)||C0 · ||ϕ||C0 +D3 (||µ(ϕ)||C0 + ||ϕ||C0) (4.87)
for Di > 0 (i = 1, 2, 3). Now we make use of Lemma 4.1.7 and Proposition 4.1.8:
1. ||µ(ϕ)||C0 ≤ C||ϕ||2C0 +D for constants C,D > 0;
2. |µ(ϕ(x))| ≥ C ′||ϕ||2C0 −D′ for constants C ′, D′ > 0;
to conclude that ||ϕ||4C0 ≤ P (||ϕ||C0) for a polynomial P ∈ R[X]≤3, whose coefficients depend polyno-
mially on ||νib||L23 (i = 1, 2).
Thus for (ϕ, s) ∈ A0(Eˆ)× S, there exists δ > 0 depending polynomially on ||νib(ϕ, s)||L23 (i = 1, 2),
such that ||ϕ||C0 < δ. The next step is to produce a bound for s in the L21-norm. We apply Lemma
4.4.2:
||s||L21 ≤ C˜||ds||L2 = C˜||pig ∗ Faˆ+s + µ(ϕ)− pig ∗ Faˆ − µ(ϕ)||L2
≤ C˜||pig ∗ Faˆ+s + µ(ϕ)||L2 + ||ω||L2 + ||µ(ϕ)||L2
≤ C˜||ν2b ||L23 + ||ω||L2 + C˜ ′||µ(ϕ)||C0
≤ C˜||ν2b ||L23 + ||ω||L2 + C˜ ′
(
C||ϕ||2C0 +D
)
≤ C˜||ν2b ||L23 + ||ω||L2 + C˜ ′
(
Cδ2 +D
)
(4.88)
Hence we have a bound for ||s||L21 , depending polynomially on ||νib||L23 (i = 1, 2). Now we do the
same for ϕ:
||ϕ||L21 ≤ C
(||ϕ||L2 + ||∂¯aˆϕ||L2)
≤ C (||ϕ||L2 + ||∂¯aˆ+sϕ||L2 + ||ρ∗(s)0,1 ⊗ ϕ||L2)
≤ C ′
(
||ϕ||C0 + ||ν1b ||L21 + ||s||L2 ||ϕ||C0
)
.
(4.89)
Now we can complete the proof of the theorem by elliptic bootstrapping.
Claim 3: For any 1 ≤ k′ ≤ k, there is a polynomial Pk′ ∈ R[X,Y, Z,W ], such that
||ϕ||L2
k′+1
, ||s||L2
k′+1
≤ Pk′
(
||ϕ||L2
k′
, ||s||L2
k′
, ||ν1b ||L2k , ||ν
2
b ||L2k
)
.
Proof of claim 3: Again, we first tackle the estimate for s: We start by proving that there are constants
C,D > 0, depending polynomially on ||νib||L23 , such that
||µ(ϕ)||L2
k′
≤ C||ϕ||2L2
k′
+D. (4.90)
When k′ > 1, then this follows from Lemma 4.3.7. The main point is that we use Theorem 4.3.4
to produce an estimate ||ϕϕ∗||L2
k′
≤ C||ϕ||L2
k′
||ϕ||L2
k′
. When k′ = 1, then we use the estimate
||ϕϕ∗||L21 ≤ C||ϕ||C0 ||ϕ||L21 which is derived in the same way. Since we have bounded ||ϕ||C0 by a
constant depending polynomially on ||νib||L23 , we obtain the estimate (4.90). Using Lemma 4.4.2 we
obtain:
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||s||L2
k′+1
≤ C||ds||L2
k′
≤ ||pig ∗ Faˆ+s + µ(ϕ)||Lp
k′
+ ||ω||Lp
k′
+ ||µ(ϕ)||L2
k′
≤ ||ν2b (s, ϕ)||L2k + ||ω||L2k + C||ϕ||
2
L2
k′
+D.
Now we look at ϕ:
||ϕ||L2
k′+1
≤ C
(
||ϕ||L2 + ||∂¯aˆϕ||L2
k′
)
≤ C
(
||ϕ||L2 + ||ν1b (s, ϕ)||L2
k′
+ ||ρ∗(s)⊗ ϕ||L2
k′
)
≤ C
(
||ϕ||L2 + ||ν1b ||L2k + ||s||L2k′+1 ||ϕ||L2k′
)
.
This completes the proof.
In the following theorem, we collect the properties of the vortex map. Recall that the moment map
µ is assumed to be proper.
Theorem 4.4.4. Let k ≥ 3. The morphism νk : Ek+1×Sk+1 −→ Fk×A0(Σ, g)k satisfies the following
properties:
1. It is G-equivariant with respect to the G-action on Ek+1 and Fk induced by the representation
ρ : G −→ U(V ) and with respect to the trivial G-action on Sk+1 and A0(Σ, g)k.
2. The fibrewise differential db := d (νk(b)) (b, 0) : Ek+1(b) ⊕ Sk+1 −→ Fk(b) ⊕ A0(Σ, g)k is of the
form δb ⊕ l, where δb and l are the following linear Fredholm operators:
(a) δb : Ek+1(b) −→ Fk(b), [aˆ, ϕ] 7→
[
aˆ, ∂¯aˆϕ
]
;
(b) l : Sk+1 −→ A0(Σ, g)k, s 7→ ∗ds.
3. The restriction of νk to the zero-section of Ek+1 is of the following form:
Sk+1 −→ A0(Σ, g)k, s 7→ ∗ω + µ(0) + l(s).
4. The difference ck := νk − d is compact, where d is fiberwise defined by db (b ∈ B).
5. There exists a polynomial P ∈ R[X], such that
||(ϕ, s)||L2k+1 ≤ P
(
||νk(ϕ, s)||L2k
)
for all (ϕ, s) ∈ Ek+1 × Sk+1.
Proof. The first statement follows from Lemma 4.1.3. Let b ∈ B be a fixed base point. Choose a
connection aˆ ∈ A, such that pigFaˆ = ω and that is mapped to b under the quotient map A −→ B. As
in (4.79), we trivialize the fibers Ek+1(b) ∼= A0(Eˆ)k+1 and Fk ∼= A0,1(Eˆ) as follows:
1. A0(Eˆ)k+1
∼=−→ Ek+1(b), ϕ 7→ [aˆ, ϕ];
2. A0,1(Eˆ)k
∼=−→ Fk(b), ψ 7→ [aˆ, ψ].
Under these trivializations, the restriction of the map νk to the fibers over b takes the following form:
νk(b) : A0(Eˆ)k+1 × Sk+1 −→ A0,1(Eˆ)k ×A0(Σ, g)k,
(ϕ, s) 7→ (∂¯aˆϕ+ ρ∗(s)0,1 (ϕ) , ∗ω + ∗ds+ µ(ϕ), ) (4.91)
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As a consequence, the differential of νk(b) at a point (ϕ0, s0) ∈ A0(Eˆ)k+1 × Sk+1 is given by the
following equation:
d (νk(b)) (ϕ0, s0, )(ϕ, s) =
(
∂¯aˆϕ+ ρ∗(s0)0,1 (ϕ) + ρ∗(s)0,1 (ϕ0) , ∗ds+ dµ(ϕ0)ϕ
)
, (4.92)
where (ϕ, s) ∈ A0(Eˆ)k+1 × Sk+1.
In particular, for (ϕ0, s0) = (0, 0) and for (ϕ, s) ∈ A0(Eˆ)k+1 × Sk+1, we obtain:
db := d (νk(b)) (0, 0)(ϕ, s) =
(
∂¯aˆϕ, ∗ds+ dµ(0)ϕ
)
=
(
∂¯aˆϕ, ∗ds
)
. (4.93)
Observe that the map A0(Eˆ)k+1 −→ A0,1(Eˆ)k, ϕ 7→ ∂¯aˆϕ induces under the chosen trivializations
for the fibers of Ek+1(b) and Fk(b) the morphism
δb : Ek+1(b) −→ Fk(b), [aˆ, ϕ] 7→
[
aˆ, ∂¯aˆϕ
]
. (4.94)
The morphism δb is an elliptic operator, and hence Fredholm. Consider the morphism l : Sk+1 −→
A0(Σ, g)k, s 7→ ∗ds: It follows from A1(Σ, g)k+1 = Sk+1⊕ ker d that d : Sk+1 −→ A2(Σ, g)k is a closed
embedding with image im d. The operator ∗ : A2(Σ, g)k −→ A0(Σ, g)k is an isometry for the L2k-norm.
Furthermore, ∗d (A1(Σ, g))
k
= d∗A1(Σ, g)k and ∗ ker d∗ = ker d ⊂ A0(Σ, g)k = g. Therefore, l is a
linear Fredholm map with with index −dim g.
From (4.91) it is also clear that the restriction of νk to the zero-section of Ek+1 has the form
Sk+1 −→ A0(Σ, g)k, s 7→ ∗ω + l(s) + µ(0). (4.95)
Write d : Ek+1×Sk+1 −→ Fk×A0(Σ, g)k for the fibrewise map defined by the family (db)b∈B . Now
consider the difference ck := νk − d : Ek+1 × Sk+1 −→ Fk ×A0(Σ, g)k. In the fiber over a point b ∈ B
and in the trivializations we made, it is given by
A0(Eˆ)k+1 × Sk+1 −→ A0,1(Eˆ)k ×A0(Σ, g)k, (ϕ, s) 7→ (ρ∗(s)0,1 (ϕ) , ∗ω + µ(ϕ)). (4.96)
Therefore the invariant formula reads
ck ([aˆ, ϕ] , s) =
([
aˆ, ρ∗(s)0,1 (ϕ)
]
, ∗ω + µ(ϕ)) for any ([aˆ, ϕ] , s) ∈ Ek+1 × Sk+1. (4.97)
It is clear from this description that the map c factors as c : Ek+1×Sk+1 −→ Fk+1×A0(Σ, g)k+1 ↪→
Fk ×A0(Σ, g)k. The last inclusion is a compact embedding (Theorem 4.3.2), therefore ck is compact.
The remaining statement has been proved in Theorem 4.4.1.
4.5 The Cohomotopy Invariant
Let ρ˜ ⊂ Irr(G,C)∪{R} be the set consisting ofR and of all irreducible representations of G that appear
in the isotypical decomposition of the representation ρ : G −→ U(V ). Then the bundles Ek+1 × Sk+1
and Fk ×A0(Σ, g)k are ρ˜-bundles.
Let d := (δ, l) : Ek+1 × Sk+1 −→ Fk × A0(Σ, g)k be the Fredholm operator introduced in Theorem
4.4.4.
Corollary 4.5.1. The map νk is a d-framed Fredholm map.
Proof. This is an immediate consequence of Theorem 4.4.4.
Until now we considered the vortex map νk as a Ω-Fredholm map with Ω = ∅. In many interesting
situations, the vortex map νk is a Ω-map for other choices of Ω. We now explain such a class of
situations.
Let Ω0 be the isotopy family of positive dimensional subgroups. Recall that A0(Σ, g)k = g⊕ im d∗.
Let p : A0(Σ, g)k −→ g be the projection. In the following lemma, we will assume that p (∗ω)+µ(0) 6= 0.
Lemma 4.5.2. Assume that p (∗ω) + µ(0) 6= 0. Then the image of 0B × Sk+1 ⊂ Ek+1 × Sk+1 under
the vortex map νk avoids a neighbourhood of zero in 0Fk ×A0(Σ, g)k.
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Proof. By Theorem 4.4.4, the restriction of the vortex map to the zero section in Ek+1 has the following
form:
νk (0, s) = (0, ∗ω + µ(0) + l(s)) for s ∈ Sk+1. (4.98)
Now l(s) ∈ im d∗ for all s ∈ Sk+1 and p(∗ω) + µ(0) 6= 0 ∈ g. Therefore there is ε > 0, such that
|νk(0, s)| > ε for all s ∈ Sk+1.
Recall that V (Ω0) denotes the set of vectors v ∈ V , whose stabilizer Gv is positive dimensional.
Corollary 4.5.3. Assume that p (∗ω) + µ(0) 6= 0 and V (Ω0) = {0}. Then the map νk is an Ω0-
Fredholm map.
Proof. It follows directly from the assumption, that only the 0-section in A0(Eˆ) has positive dimen-
sional stabilizer. Therefore (Ek+1 × Sk+1) (Ω0) = 0B × Sk+1, and hence by Lemma 4.5.2 its image
under νk avoids a neighbourhood of the 0-section in Fk ×A0(Σ, g)k.
Let now Ω be an isotopy family of subgroups, such that νk is an Ω-Fredholm map. Then the
homotopy class of νk defines elements
• [νk]d ∈ G[Ek+1 × Sk+1, Fk ×A0(Σ, g)k]Ω,dB .
• [νk]l ∈ G[Ek+1 × Sk+1, Fk ×A0(Σ, g)k]Ω,lB .
• [νk] ∈ G[Ek+1 × Sk+1, Fk ×A0(Σ, g)k]ΩB .
The Fredholm operator l : Sk+1 −→ A0(Σ, g)k is an embedding and its image has complement g.
This natural choice allows us to realize the set of homotopy classes of l-framed Ω-maps as the colimit of
the functor pl,gΩ . Now, we make use of the natural identifications proven in Theorems 3.1.11 and 3.2.4
and of the natural maps explained in Corollaries 3.4.10 and 3.4.18. We obtain the following maps:
• G[Ek+1 × Sk+1, Fk ×A0(Σ, g)k]Ω,lB = colim pl,gΩ −→ colimpil,gΩ = ρ˜Pl,gΩ (B);
• G[Ek+1 × Sk+1, Fk ×A0(Σ, g)k]ΩB = colim pΩ −→ colimpiΩ = ρ˜PΩ(B).
Thus, we obtain the cohomotopy vortex invariants
• {νk}l ∈ ρ˜Pl,gΩ (B);
• {νk} ∈ ρ˜PΩ(B).
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