In this paper, we investigate the density of extremal points appeared in Ekeland's variational principle. By introducing radial intersections of sets, we give a very general result on the density of extremal points in the framework of locally convex spaces. This solves a problem proposed by G. Isac in 1997. From the general result we deduce several convenient criterions for judging the density of extremal points, which extend and improve a result of F. Cammaroto and A. Chinni. Using the equivalence between Ekeland's variational principle and Caristi's fixed point theorem, we obtain some density results on Caristi's fixed points.
Introduction
Since the famous variational principle of Ekeland (see [4] ) for approximate solutions of nonconvex minimization problems appeared in 1997, it has received a great dual of attention and has been applied to numerous problems in various fields; see, e.g., [1, 5, 6] . There have also been many generalizations or equivalent statements of the important principle; see [7] [8] [9] [10] 13, 14, [16] [17] [18] [19] [22] [23] [24] and references therein. Some extended versions of the principle in topological vector spaces have been considered; see, e.g., [7, 10, 16, 22, 23, 26] . In [23] we have given the following version of Ekeland's variational principle in the framework of locally convex spaces. As in [14, Definition 1], we say that a point z ∈ X is an {α λ }-extremal point of f , if for every x ∈ X, x = z, there exists μ ∈ Λ such that f (x) > f (z) − α μ p μ (x − z), or equivalently, if for every x ∈ X, x = z, f (x) + sup λ∈Λ α λ p λ (x − z) > f (z). We denote the set consisting of all the {α λ }-extremal points of f by E f,(α λ ) . Thus the result in Theorem 1.1 can be related as follows:
An interesting problem was proposed by G. Isac at the end of [14] : under what conditions is the set E f,(α λ ) dense in X? We note that a similar problem was solved for Banach spaces by F. Cammaroto and A. Chinni. 
In this paper, we try to solve the problem in the framework of locally convex spaces. First we introduce radial intersections of sets and discuss the relationship between radial intersections and algebraic interiors of sets. By using radial intersections we give a very general result on the density of extremal points of locally lower semicontinuous functions. From the general result we deduce several convenient criterions for judging conv(E f,(α λ ) ) = X. Thus we extend Theorem 1.2 from Banach spaces to locally convex spaces. By constructing an example, we show that even in the framework of Banach spaces, our results are proper improvements of Theorem 1.2. Finally, using the equivalence between Ekeland's variational principle and Caristi's fixed point theorem, we obtain some density results on Caristi's fixed points.
Preliminary
In order to give a general version of the density theorem for extremal points in locally convex spaces, we need to introduce some new concepts. First we recall the notions of algebraic interior points and algebraic interiors; see, e.g., [11, p. 7] , [12, p. 178] , [15, pp. 177-180] and [25, pp. 2-3] . Let X be a real linear space and A ⊂ X be nonempty. A point a ∈ X is called an algebraic interior point of A if for any b ∈ X, b = a, there exists x ∈ (a, b) such that [a, x] ⊂ A; or equivalently, for any y ∈ X, there exists δ > 0 such that a + ty ∈ A whenever 0 t δ. The set consisting of all the algebraic interior points of A is called the algebraic interior of A (sometimes, called the core of A) and denoted by A i . Obviously A i ⊂ A but in general A i = A. If X is a topological vector space and A ⊂ X is a convex body (i.e., A is convex and the interior of A is nonempty ), then the interior of A, denoted by int(A), is equal to A i (see [11, p. 59] ). Now we introduce the following wider notion. Definition 2.1. Let X be a real linear space and A ⊂ X be nonempty. A point x ∈ X is called a radial intersection point of A if for any y ∈ X \ {0}, there exists t > 0 such that x + ty ∈ A. The set consisting of all the radial intersection points of A is called the radial intersection of A and it is denoted by A r .
Comparing the definitions of algebraic interior points and radial intersection points, we know that A i ⊂ A r . In order to understand the further relationship between algebraic interiors and radial intersections, let us see the following examples.
Example 2.1. Let X be R 2 with the usual addition and scalar multiplication and with the Euclidean norm, we determine A r for some special sets A ⊂ X.
where the constants α and β satisfy 0 < α < β. 
For those t, we have b + ty / ∈ B and hence b + ty ∈ A. From this, we know that b ∈ A r and B ⊂ A r . Thus we have shown that
From Examples 2.1 and 2.2 we know that in general the containment A r ⊃ A i is strict. Even A r need not be contained in A.
Next we review some basic facts on topological vector spaces. Let X be a real locally convex separated topological vector space (in the following, briefly denoted by a locally convex space) and X * be its topological dual. A family {p λ } λ∈Λ of seminorms on X is said to define (or, to generate) the topology on X (see, e.g., [12, p. 89] , [15, pp. 202-204] ) if the sets
form a fundamental system of 0-neighborhoods in X. In particular, if X is a normed space with the norm , then the singleton { } defines the topology on X. We know that for classical Ekeland's variational principle and for Theorem 1.2, the assumption on the completeness of the normed (or, metric) space X is necessary. However, for locally convex spaces there are various kinds of completeness, for example, completeness, quasi-completeness, sequential completeness, Σ -completeness, l ∞ -completeness, local completeness and so on; for detail, please refer to [20, Chapter 5] , [21] . Up to now, we know that local completeness is the weakest kind of completeness. We shall extend Theorem 1.2 from Banach spaces to locally complete locally convex spaces. As in [20 ) in X is said to be locally convergent to an element x if there is a disc B in X such that (x n ) is convergent to x in E B and (x n ) is said to be locally Cauchy if there is a disc B in X such that (x n ) is a Cauchy sequence in E B .
Definition 2.2. [20, Chapter 5]
A locally convex space X is said to be locally complete if every locally Cauchy sequence is locally convergent. This is equivalent to that each bounded subset of X is contained in a certain Banach disc. Let A ⊂ X be nonempty, then A is said to be locally closed if for any locally convergent sequence in A, its local limit point belongs to A.
We know that every (sequentially) complete locally convex space is locally complete and every (sequentially) closed set is locally closed. But none of the converses is true (see [20, Chapter 5] ). Using the notion of locally closed sets, we introduce the following class of functions, which is wider than the class of lower semicontinuous functions. Definition 2.3. [22] Let X be a locally convex space and f : X → (−∞, +∞] be a proper function, i.e., dom f := {x ∈ X: f (x) = +∞} = ∅, then f is called to be locally lower semicontinuous if it satisfies one of the following four equivalent conditions: (i) for eachx ∈ X and every sequence (x n ) which is locally convergent tox, f (x) lim inf n→∞ f (x n ); (ii) for each r ∈ R, the set {x ∈ X: f (x) r} is locally closed in X; (iii) epi(f ) = {(x, r) ∈ X × R: f (x) r} is locally closed in X × R; (iv) for each disc B, the restriction of f to E B , i.e., f |E B : E B → (−∞, +∞], is lower semicontinuous (if the restriction is proper).
Obviously every (sequentially) lower semicontinuous function is locally lower semicontinuous but the converse is not true. More generally, we shall discuss the extremal points of locally lower semicontinuous functions rather than that of lower semicontinuous functions.
A general result for the density of extremal points
In the following, unless otherwise specified we always assume that X is a locally complete locally convex space and {p λ } λ∈Λ is a family of seminorms defining the topology on X. Proof. Assume the contrary, there exists a pointx ∈ A andx / ∈ conv(E f,(α λ ) ). Then there exist T ∈ X * \ {0} and r ∈ R such that
Hence,
where (T r) denotes the set {x ∈ X: T (x) r}. Since T is a nontrivial continuous linear functional on X, there exists μ ∈ Λ such that T is bounded on U μ and T is not identically equal to zero on U μ , where
That is,
Particularly,
Hence there existst > 0 such that
Put
then (2) can be rewritten as follows:
Put x 0 =x −tȳ, then
that is,
By (3), for any x ∈ T −1 (r) we have
For any y ∈ (T > r), by (4) we know that there exists θ ∈ (0, 1) such that T (θx 0 + (1 − θ)y) = r.
This implies that
where
Next we show the result according to ϕ μ (x 0 ) = 0 or not.
By (2), we know that x 0 ∈ dom f . By Theorem 1.1, there exists z ∈ X such that
and for any x = z,
From (7),
and hence z ∈ (T r) by using (6) .
In particular, if dom f is a closed convex body, then by taking A = (dom) i in Theorem 3.1 we have the following. 
If a family {α λ } λ∈Λ of positive real numbers satisfies α λ > M λ , for every λ ∈ Λ, then
is a proper function such that {x ∈ X: f (x) = +∞} = (dom) c is bounded in X, we know that (dom f ) r = X from Example 2.2. By using Theorem 3.1, we have: 
Some convenient criterions for judging the density of extremal points
Let X be a real linear space and A ⊂ X be a nonempty subset. A point x ∈ X is called an infinitely radial intersection point of A if for any y ∈ X \ {0}, there exists t y > 0 such that x + ty ∈ A for all t t y . The set consisting of all the infinitely radial intersection points of A is called the infinitely radial intersection of A and denoted by A ir . Obviously A ir ⊂ A r and in general the containment is strict. By Theorem 3.1 we can deduce the following convenient criterion for judging the density of extremal points. then there exists a positive real number sequence (t n ) with t n → +∞ such that
Hence for any > 0, there exists m ∈ N such that From this, we see that even in the framework of Banach spaces, Theorem 4.2 is a proper improvement of Theorem 1.2.
The density of Caristi's fixed points
By using Ekeland's variational principle, several authors considered the various extensions of Caristi's fixed point theorem, see, e.g., [3, 6, 7, 16, 19] . In [23] we proved the equivalence between Ekeland's variational principle and Caristi's fixed point theorem in the framework of locally convex spaces. Particularly, by using Theorem 1.1 we deduced the following version of Caristi's fixed point theorem. For the sake of completeness we rewrite the proof as follows. Take any x 0 ∈ dom f , then by Theorem 1.1 we know that there exists z ∈ X such that
and such that for any x ∈ X \ {0},
By (9), we know that z ∈ dom f . Assume that there exists y ∈ T z and y = z, then by (10) Hence there exists μ ∈ Λ such that f (z) < f (y) + α μ p μ (y − z), which contradicts the hypothesis concerning T . Thus we have shown that T z = {z}. For brevity, we denote the set consisting of all the fixed points in Theorem 5.A by F T ,f,(α λ ) . Inspired by [2] , we consider the density of Caristi's fixed point set F T ,f,(α λ ) . By using Theorems 3.2 and 4.2 we can easily deduce the following Theorems 5.1 and 5.2, which extend the corresponding result in [2] . 
