Abstract: Battery Management Systems (BMS) are gaining greater interest by researchers due to the excessive increase of battery dependent electrical/electronic systems. Batteries are becoming more abundantly used worldwide, mainly in wireless mobile electrical devices, as well as Hybrid Electric Vehicles (HEVs) and Electric Vehicles (EVs). Moreover, batteries emerged as the only device capable of storing transformed energy, henceforth they formed the power banks of all renewable energy systems extending from solar panels, wind turbines, etc.
Introduction
Wireless, mobile electrical/electronic devices usage is becoming more frequent. Devices including laptops, smartphones, navigation systems, security and surveillance systems, Uninterruptible Power Supply (UPS) systems, wireless access devices (LAN), Bluetooth based operating devices (headsets, smart bands, etc.), all depend in their operation on the lifespan of the battery and performance. When designing all of these devices, optimizing the power consumption under operation is the first concern for reliability of usage of the device. Battery-driven system design first concern is to find the appropriate adjustment amid usage and performance [1] . Its whole concept prone to numerous factors, where reaching the longest battery lifetime, while preserving optimum performance, isn't always achieved in only minimizing the power consumption. Many factors interfere in the lifespan of the battery namely: environmental factors (temperature, pressure, and humidity), chemical factors (corrosion, physical component changes, and reactants concentration), and electrical factors (power consumption pattern, current extraction pattern, current levels, charging/discharging patterns, memory effect, and self-discharge) [2] .
Considering all of the aforementioned factors, monitoring and predicting the lifetime of the battery seems to be a tedious process to implement. The battery electrochemical nature with all the environmental factors included, form a set of coupled differential equations, where a large number of related parameters is required to complete the study. Therefore, abstract workload models are used to model the operation of the battery [3] . These models consider the power consumption level as well as the time taken for depletion, and based on this approach the battery lifetime is predicted. However, this approach does not consider the physical aspects of the battery, where the depletion rate being non-linear and depending on the amount of energy residing in the battery. In addition, the recovery effect in the battery when not used, do allow the energy to be restored to a certain extent.
Taking into account all the factors interfering in the lifetime of the battery, modelling the battery can take many forms, and thus changing the aspects under study as well as the accuracy based on how many factors being considered. This paper considers common electrical battery models that describe the behaviour of the battery in a first stage, and then it intends to find a simple, fast, and practical method that determines the remaining useful life of the battery. The first part will present an algorithm applied to the common models of all batteries in order to describe the charging and discharging modes of the batteries. The models along with the algorithms' simulation and results were processed in a MATLAB/Simulink environment. In the second part, the lifetime status of the battery will be tackled using the Bayes Classifier for pattern recognition and classification. This section will discuss a simple and very fast approach to predict the remaining useful life of the battery.
Battery Modelling
Based on the different methods of modelling batteries, many approaches were developed throughout the years. Despite the numerous types of batteries, four types are most commonly used nowadays in the majority of systems: Nickel-Metal (NiMH), Lithium-Ion (Li-ion), Lead-Acid, and Lithium-Polymer (LiPo).
Overview
When designing any battery dependent system or device, one must choose the proper model to use. This requires selecting which aspect of the battery is to be studied and the level of accuracy intended to be reached. The model has to capture the non-linearity in the capacity of the battery and the electrical dynamics. A diversity of battery models was developed to study the battery performance and behaviour under different conditions with various scenarios. Generally all models can be grouped into four categories [4] : electrochemical models, analytical models, stochastic models, and electrical models. On another hand, monitoring algorithms focus on battery characteristics, the ones depending essentially on the battery internal and external conditions (SOC, current, temperature, etc.) [5] . The accuracy of those algorithms depends on how many internal and external variables are covered, adding to the capability of capturing all battery characteristics that are prone to aging (battery capacity, impedance, etc.). In addition to all the characteristics that need monitoring, algorithms must deal with constraints linked to the maximum discharge and charge currents, minimal and maximal voltage for each cell, and the higher and lower feasible temperatures. All these characteristics and interfering factors lead to a certain level of complexity, where finding a compromise between accuracy, robustness, adaption, and applicability, governs which model is to be used while setting which monitoring method is the most appropriate to the application in hand. Several scientific and technical literatures for SOC monitoring [6] [7] [8] , capacity estimation [9] [10] [11] , battery impedance estimation [12] [13] [14] Battery management systems (BMS) are becoming the most vital factor in all battery based systems. All those systems' operations mainly depend on the lifetime and the capacity of the battery. However, many challenges emerge whenever trying to choose the perfect model to fit the best and accurate results for the BMS. All devices depending on the embedded energy are nowadays equipped with an energy management system, which by choosing an algorithm and applying it to a chosen model of the battery, tries to reach the optimum performance for both battery and device. Choosing the right model is linked to two factors:
• The best reflection of the battery dynamics in both charge and discharge modes.
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• The simplicity in real time implementation. The complexity of electrochemical models due to tedious computations needed to perform any work, forced the majority of researchers to use the electrical models in order to describe the charging and discharging dynamics of different types of batteries [21] . The challenge in modelling the batteries resides in three essential factors:
• The similarity between the simulation results and measurements.
• The ability to connect different components describing the behaviour of the battery with a certain level of accuracy.
• The possibility of reaching a common model that is able to cover most of battery types.
Considering the variety of battery types, and taking into account the numerous possible ways of modelling a battery, one must try to find a way or a model that can cover all battery types. The Thevenin's equivalent electrical circuit model is one of the most commonly used models in the literature. The parameters in the Thevenin model depend on the SOC, the load, and the history of charge and discharge [22] [23] [24] . However, these parameters can be considered constant regarding some working conditions and over a short period of time.
Common Models
An analytical method for Thevenin model and two models derived from it was investigated based on [25] [26] . This method covers three types of batteries: NiMH, LiPo and Lead acid. It describes the battery behaviour as a circuit composed of two or more RC ladders. The number of RC ladders in the circuit identifies the order of the circuit, therefore its accuracy. However, based on the simple model of Li-ion batteries described in [27] , one can use these models also to describe the behaviour of all four types of batteries.
The first model considers the battery model with n RC ladders (R 1 , C 1 ), (R 2 , C 2 ), … , (R n , C n ) as shown in Fig. 1 . In addition, the battery is connected to an electronic load that absorbs a constant current to obtain the parameters [26] .
The first assumption taken into consideration is that the capacitor voltages are zero at t = 0 when the load is connected. Thus, the initial conditions can be found to be:
where, 0 is the open circuit voltage of the battery before connecting the load, 0 is the voltage of the battery once the load is connected and I represents the current passing through the circuit.In addition, the remaining components linked to the RC ladders are evaluated using the voltage equation across the model:
1
Battery model I showed a limitation in the ability to account for the decrease of the open circuit voltage of the battery during discharge. This limitation is compensated in two additional models. In fact, the voltage source in Fig. 1 was replaced by a capacitor, as depicted in Fig. 2 . The ana parameters However, in the original negative or capacitance.
Simulati
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During th period of 1 manipulated Matlab edit difference b response of (RMSE) wa Finally, the applicability of these algorithms on lithium-ion batteries was verified using a lithiumion battery having a nominal voltage of 3.7 V, a nominal capacity of 6 Ah and an initial SOC of 50%. The open circuitvoltage of the battery was equal to 3.9 V. Model II had an RMSE of 0.000118 mV, which was the lowest of all three models. Therefore, the behaviour of a lithium-ion battery can be accurately modelled by model II of 
11.18
Time constant is very large. Therefore, it takes too much time for the capacitor C 1 to charge. This often The values of the components of the circuit models illustrating a lithium-ion battery during discharge were also identified. Analyzing the results of simulation of the discharging models of the lithium-ion battery, the second model response was the closest to the response of the battery with a RMSE of 0.253 mV. Fig. 7 represents the comparison between the two voltage responses. The transience response is about 44 s so it disappears faster during the discharge of the lithium-ion battery.
Parameters of the circuit model, SOC and voltage response are all influenced by the lifetime of the battery. In fact, two batteries having same specifications may possess different parameters because of their respective remaining useful lives. The next section introduces a fast method, based on experimental tests, that determines a status of the lifetime of the battery omitting the need for parameters' identification that appears hard to be completed with numerous factors taking part in their determination. This technique is applied on lead-acid batteries. 
Pattern Recognition

Overview
Statistical pattern recognition is based on problem formulation, data collection, discrimination, results classification and assessment, and interpretation. Real-world practical problems are strongly based on statistical theory of distinction, as well as clustering methods. The field of pattern recognition developed progressively since the 1960s, covering different areas of statistics, artificial intelligence, computer science and engineering. Dealing with character recognition, medical diagnosis, and data mining; pattern recognition involved significant research effort. Some researchers were interested in developing smart machines, which would imitate the human brain operation based on a large number of data stored. Nevertheless, the advantage of the constantly increasing computational resources and capabilities nowadays, significantly stepped up the progress in this field, mainly where this field interconnects with probability and statistics [29] .
Let us denote the p-dimensional data vector x = (x 1 … x p ) T , as the measurement vector. The components x i are measurements of the features of an object. For the purpose of discrimination, let us consider K to be the number of classes denoted as ω 1 ,…, ω K . Moreover, with each pattern x an unknown patter z can be associated as follows:
The process of a pattern classifier is based on its parameters, as simply represented in Fig.8 , so it results the optimal answer for a given pattern.
It is assumed that a number of training data is • The type of distribution chosen for the training data (Gaussian, Binomial, Normal, Poisson…).
• The misclassification cost that results in aggravating the cost of design in case an incorrect decision was made. The cost is linked to monetary costs, time and other subjective costs that are hard to be determined or quantified.
Pattern Recognition Stages
The pattern recognition problem undergoes a series of stages in order to reach the results intended. The following is the process needed to be applied for any pattern recognition problem:
Problem construction: depends on the level of understanding that the investigator acquired about the problem (historical research, problem process, objectives, planning, interpretation, etc.).
Data collection: deals with the questions of what is the type of data needed (what variables are being examined)? How much data is needed (sample size and proportion)? And how the data will be collected (cost wise)?
Data examination: the examination is concerned about quality, missing data, errors occurring during measurements, etc. In addition, this stage takes great interest in plotting the data for the purpose of visualization that is needed for next stage.
Data analysis: all graphical plots concluded in the aforementioned stage are used in this stage to detect clusters, determine the important most influential variables, propose transformations of the variables and detect any statistical sample which does not fit a definite pattern.
Assessment of the results: it involves the application of the designed classifier to a random test set of labelled patterns.
Interpretation: comparisons and conclusions are drawn in this stage.
Bayesian Classifier
Bayesian decision theory is one of the most fundamental statistical approaches to the problem of pattern classification. This theory is based on the quantification of the tradeoffs among various classification decisions using the probability and cost accompanying such choices. It assumes that the problem is a set of probabilities and that all the pertinent probabilities are known [30] .
The process starts by considering a stochastic experiment by defining a set Ω = {ω_1,…,ω_K }, where K is the number of classes [30] . The classes are assumed to be mutually exclusive. The process can be divided in two phases as shown in Fig. 9 .
The prior probability is the probability of having a class ω K . It is the knowledge acquired about the class of an object before the availability of the measurements of that object. Considering K possible classes then
The measurement vector z with dimension N is produced by the sensory system. Measurement vectors do vary from one class to another, they even vary in the same class. The conditional probability density function of the measurement vector z is denoted by ( )
The classes are supposed mutually exclusive, therefore the unconditional density p(z), can be derived from the conditional densities by weighting these densities by the prior probabilities as follows [31] . Let us consider the decision function ω (.) that maps the measurement space onto the set of possible classes. Since z is a Nx1 vector, the function maps
The posterior probability is the probability that an object belongs to a class ω K given that the measurement vector associated with that object is z. Based on Bayes' the theorem for conditional probabilities the posterior probability is found to be:
Predicting the Remaining Useful Life of the Battery
In order to apply the Bayes' theorem to predicting the remaining useful life of the battery, five 12V 7Ah differently aged batteries (Very Old 0%, old 25%, Half Aged 50%, New 75%, Brand new 100%) were considered. The problem was a statistical one where five classes were considered. For simplicity, the classes are numbered as shown in Table 1 .
The main issue in finding the remaining useful life of the battery resides in the number of influencing factors considered. The aim was to find a simple practical approach in order to predict the remaining useful life of the battery. The temperature, pressure, humidity, solution concentration, charge/discharge patterns, and load, all interfere in determining the lifespan of the battery, along with the complexity of the model and the tediousness of the computation.
However, experimentally, there's no possible way to monitor all those factors during the operation of the battery throughout its lifespan. The requirements for such process impose a set of sensors to monitor each factor, in addition to a large memory collecting all the data and a processor capable of executing more than fifty parameters. Nevertheless, the attainable signals that can be used and are able to embody all of the effects of the factors during the battery operation are the voltage and the current. For the purpose of collecting a history of data that can be used as basis for the classifier, the five batteries mentioned above were charged with a constant current, then discharged with a 250 W load equivalent to the desktop personal computer. Fig. 10 shows the measurements taken during discharge for the five batteries. Fig. 10 shows three characteristics that were used to classify the data: the initial voltage drop, the mean voltage throughout the discharge mode and the time interval taken to complete the discharge. Based on these characteristics any of the tested batteries can be classified in any of the five classes mentioned above.
The current was also measured during the discharge of the battery in order to provide a high accuracy for the classification process. Fig. 11 shows the measurements of current taken during discharge for the five batteries.
Sometimes regression can be used to classify the data based on a decision boundary that indicates the class to which the tested data belong. However, in a pattern recognition or classification problem, one intends to reach means that are as far apart as possible with very small variances. In addition, in many classification problems variances are normally unequal, and the regression cannot guarantee that the errors in estimations are Gaussian. Moreover, the error variance depends mainly on the mean that leads to a signal classification rather than data classification. In this case, more complex yet important approaches are used to classify the data and reach the pattern recognition, one of which is the Bayesian classifier.
The first step in any classification problem is the choice of the type of distribution that will best fit the data. Generally all data can be represented by a normal or Gaussian distributions. Based on Bayes' theorem, the likelihood density functions for a model considering a Gaussian distribution can be written as:
Therefore, replacing the expression of the likelihood in the Bayes' theorem equation, one obtains the posterior probability to be ( )
where, μ andσ are the mean and variance respectively.
Introducing the action β I as the decision that the true state of nature is ω K , then the decision is correct if i=k, and error if i≠j. Normally errors are to be avoided, this is done by minimizing the probability of error or in other words the error rate. Let us introduce the loss function also called the zero one loss function as
λ assigns a unit loss to any error and a no loss to every correct decision. Therefore, the risk corresponding to ( )
λ β is the average probability error based on the expression of the conditional risk R.
The Bayes decision rules intend to minimize the risk, hence minimizing the average probability of error. This is accomplished by choosing the i that maximizes the posterior probability.
It should be noted that the numerator in the Bayes' theorem alone will give the non-normalized posterior probability. The normalization of the posterior probability is the denominator that represents p(z), technically that is the probability of seeing a measurement but independently of the location information. The p(z)does not have the class number as an index, hence no matter what the class is the value of p(z) is the same. Therefore, let us assign the numerator to a non-normalized posterior probability as follows: Therefore, one can find the normalized posterior probability to be:
Another way to finding the posterior probability is by applying the logarithmic function as follows: since they are independent of the prior probability and the mean and variance, and are identical for all classes.
The logarithmic posterior probability can be written as:
This approach will result the posterior probability that leads to choose the class to which the tested data belong based on the biggest posterior probability. It is important to note that the data are fitted to a Gaussian distribution.
In the case of classifying the voltage and the current of a battery having an unknown SOH, the measured data is multivariate since both voltage and current values are collected. Therefore, z becomes a 2×N matrix. The log posterior probability of each two dimensional variable z n (where n = 1, …,N) in the matrix z is the following:
where, Σ is the normalized covariance matrix related to the two dimensional data of class K. Once the logarithmic posterior probabilities are found for all variables of the measurement matrix z, the class of each point x is defined according to the maximum probability. Consequently, the probability of a specific class related to the measurement is defined by dividing the number of points x corresponding to this class by the length of z. The following chart in Fig.  12 describes the algorithm implemented for this purpose.
Using the training data of Fig. 10 and Fig. 11 , each class has an M×2 training matrix containing the voltage values in the first column and their respective current values in the second column, where M is the total number of class data points.
The prior probabilities are assumed to be equal, thus:
( ) ( ) ( ) ( ) ( )
In order to validate the proposed algorithm, five sets of measured data were chosen in a way that each one was related to one type of batteries. The program was implemented in MATLAB based on the flowchart of Fig. 12 . The program in Matlab introduced each of the test data into the algorithm, then it found the class of each of the points included. By collecting all of those classes the posterior probabilities given each class were found, and the unknown test datawas assigned to a class. The following figures show the five test data introduced, along with the classification results obtained. Based on Table 2 , the predicted classes are similar to the actual classes for all test data. Thus, the proposed algorithm is very useful in predicting the state of health of an unknown lead-acid battery having a nominal voltage of 12 V and a capacity of 7 Ah. This technique is fast and able to describe accurately the lifetime status by determining exact probabilities.
This method can be generalized to cover all types of batteries. Measurements of the voltage and current for each type of the batteries are required in a first instance. These measurements are taken during the discharge phase of differently aged batteries (fully charged) through a constant load during a time interval of 5 to 10 minutes. The collected data form the training data of the classifier. An unknown SOH of a battery can be predicted by collecting its measurements during discharge through the same load and applying the proposed algorithm.
Conclusion
Focusing on the electrical aspects of the battery, Thevenin electrical model proved to be the simplest yet accurate in reflecting the behaviour of the battery. This model was used for battery parameters identification along with two models derived from the original one. Model II showed satisfactory results accuracy wise in modelling lead-acid and Li-ion batteries. However, Model III was best suited for modelling NiMH batteries. Nevertheless, finding the SOH of the battery based on the evolution of the parameters, requires an installed device on the battery that is capable to monitor them since the date of manufacturing. This would increase the cost and could be impractical in the case of instantaneous SOH prediction. Therefore, using machine learning and classification methods came in handy for solving such a statistical problem. The Bayesian classifier applied on voltage and current measurements fitted into Gaussian distributions was able to predict the SOH of a random Lead-acid battery. The tested battery should have the same specifications of the ones from which the measurements were drawn. The proposed method can be generalized and applied on all types of batteries. This would minimize the memory needed for the collection of the data and does not require any device other than a Multimeter. Other machine learning classification methods can be used for the prediction of the SOH of the batteries and therefore one can find the most accurate technique to be used. Then a device may be implemented on different batteries that monitors the evolution of the parameters despite its cost and the requirement of a large amount of time. This might help reach a standard that could favour one of both techniques in finding the SOH of the battery more accurately.
