In our companion paper [1] , an information identity decomposition has been derived, which can be interpreted as a law of conservation of information flows in feedback systems. In this paper, we further investigate this decomposition result when specified to linear time-invariant(LTI) systems connected with additive white Gaussian noise(AWGN) channels. It is shown that the quantities in the decomposition are characterized in sensitivity function and the law of conservation is verified.
system S 1 through channel C 2 .
In this paper, we turn our attention to Linear-time-invariant (LTI) systems connected with AWGN channels, as shown in Fig. 1 (right) , where system S 1 and S 2 are respectively assumed to be LTI and unit gain and (w, v) are AWGNs with variance (σ 2 v , σ 2 w ). As it will be shown, the limit values of these quantities in the above information flow equation can be characterized in sensitivity function and, furthermore, verify the law of conservation of information flow. Although the topic of distributed systems connected with one noisy channel and one noiseless channel (e.g. [2] , [3] , [4] , [5] , [6] ) or both noisy channels (e.g., [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] ) is of interest and has attracted much attention in the last decade, most of the work has concentrated on communication systems with feedback, where the coding schemes are not necessarily LTI system. The result of this paper contributes to the understanding of noisy feedback systems in the control-theoretic perspective, where the systems are mostly restricted to be LTI.
II. DECOMPOSITION ON LTI FEEDBACK SYSTEMS WITH GAUSSIAN CHANNELS
First of all, we revisit the definition of directed information which will be repeatedly used in the paper.
Definition 1: Given random sequences x n , y n , the directed information from x n to y n is defined as
I(x i ; y i |y i−1 ).
Definition 2:
Consider feedback systems as shown in 1, the sensitivity transfer function S(e j2πθ )
is defined as the transfer function from the external disturbances w to the process output y or the measurement noise v to the system inputs e.
The sensitivity function is introduced and widely used in control theory. According to the definition, lower values of |S(e j2πθ )| suggest further attenuation of the external disturbances or the measurement noise. Moreover, the sensitivity function also reflects the feedback influence on external disturbances.
Lemma 1: Consider a stationary Gaussian process
, the relationship between its entropy ratē h(X) = lim n→∞ 1 n h(X n ) and the spectral density S x (e jθ ) is in the following expression,
For convenience, we again recall the decomposition theorem (law of conservation of information flows)
in [1] as follows. Note that this decomposition is essentially introduced in [18] under a general framework.
Theorem 1: Consider a feedback system as shown in Fig. 1 (left) . Let m = x 0 , the information flow through channel C 2 can be decomposed into two independent flows as
In what follows, this result is applied to the model as shown in Fig. 1(right) . All the three quantities are explicitly characterized in sensitivity function and the law of conservation is verified.
Theorem 2: Consider LTI feedback systems with AWGN channels as shown in Fig. 1 (right) . Then,
ln |S(e j2πθ )|dθ + 1 2
Proof: We prove the above three equalities one by one. (1) . First of all, we have
Then, according to Lemma 1,
ln 2πeS e (e jθ )dθ − 1 2
Similarly, we have
ln S e (e j2πθ ) S w (e j2πθ ) + S v (e j2πθ ) dθ
ln |S(e j2πθ )|dθ (3). Finally, we need to show lim n→∞
Because S 1 is assumed to be a causal LTI system {g i } ∞ i=1 , the system output
Then, we have 
