In this paper, the uniform stabilization of the Cauchy-Ventcel problem with variable coefficients is considered, and the uniform energy decay rate for the problem is established by Riemannian geometry methods.
Introduction
Let Ω be a bounded domain in R n (n 2) having a boundary Γ = ∂Ω of class C 2 . Let Γ 0 and Γ 1 be closed and disjoint subsets of Γ with Γ = Γ 0 ∪ Γ 1 . We denote by ∇ 0 the gradient (respectively by ∇ T the tangential-gradient on Γ ) and by div 0 the divergence (respectively by div 0T the tangential-divergence on Γ ) in the Euclidean metric. This paper is devoted to the study of the uniform stabilization of solutions of the following damped Cauchy-Ventcel problem: Stability for the wave equation 6) has been studied for long time by many authors. When the feedback term depends on the velocity in a linear way Zuazua [22] proved that the energy related to the above equation decays exponentially if the damping region contains a neighborhood of the boundary Γ or, at least, contains a neighborhood ω of the particular part given by {x ∈ Γ : (x − x 0 ) · ν(x) 0}. In the same direction, but when f = 0, it is important to mention the result of Bardos et al. [2] , based on microlocal analysis, that ensures a necessary and sufficient condition to obtain exponential decay, namely, the damping region satisfies the well-known geometric control condition. The classical example of an open subset ω verifying this condition is when ω is a neighborhood of the boundary. Later, Nakao [16, 17] extended the results of Zuazua [22] , again considering f = 0, treating first the case of a linear degenerate equation, and then the case of a nonlinear dissipation g(x, u t ) assuming, as usually, that the function g has a polynomial growth near the origin. Martinez [15] improved the previous results mentioned above in what concerns the linear wave equation subject to a nonlinear dissipation g(x, u t ) (here, again, f = 0 was considered), avoiding the polynomial growth of the function g(x, s) in zero. His proof is based on the piecewise multiplier technique developed by Liu [14] combined with nonlinear integral inequalities to show that the energy of the system decays to zero with a precise decay rate estimate if the damping region satisfies some geometrical conditions. More recently, and still considering f = 0, Alabeau-Boussouira [1] extended the results due to Martinez [15] by showing optimal decay rates of energy. In addition, we would like to mention the work of Cavalcanti and Oquendo [3] , who showed exponential and polynomial decay rates for the partially viscoelastic nonlinear wave equation subject to a nonlinear and localized frictional damping given by
We observe that assumption (1.7) gives us a wide assortment of possibilities from which to choose the functions a(x) and b(x), and the most interesting case occurs when one has simultaneous and complementary damping mechanisms. Taking this point of view into account, a distinctive feature of the above mentioned paper is exactly to consider different and localized damping mechanisms acting in the domain but not necessarily 'strategically localized dissipations' as considered in the prior literature.
In the present paper, we establish the uniform stabilization for system (1.1) with variable coefficients, by considering a nonlinear feedback g 2 (v t ) and a localized frictional dissipation a(x)g 1 (u t ) acting on the system. The strategy to solve it is to combine the method which was firstly introduced into the boundary-control problem by Yao [21] for the exactly controllability of wave equations (and subsequently by Lasiecka et al. [11] for hyperbolic equations in a general setting), the technique developed in Lions [13] and finally the method developed by Lasiecka and Tataru [10] .
In our main result (Theorem 4.1), we prove that the (V × H)-energy at time t = T , or at time t = 0, is dominated by the L 2 (ω×]0, T [)-norms of g 1 (u t ) and u t , and the L 2 (Σ)-norms of the boundary traces g 2 (v t ), v t , modulo an interior and boundary lower-order terms. Our result yield-under a uniqueness theorem, needed to absorb the lower-order terms.
It is important to be mentioned that the localized dissipation a(x)g 1 (u t ) is strong enough to assure the asymptotic stability, which will be clarified during the proof. However, from the Physical point of view, frictional dissipations can occur in both situations: inside or on the boundary. Reciprocally, to consider g 1 (s) = 0 and g 2 (s) = 0 is a very hard open problem because of the dynamic boundary condition. In fact, to prove that the boundary feedback g 2 (v t ) is strong enough to assure the asymptotic stability remains an open problem in the literature.
The approach adopted in this paper was inspired in [19] , an approach which in turn originated in [21] adapted to our case. Namely, we shall generate appropriate estimates for the energy functional T 0 E(t) dt, as opposed to the classical method of constructing a particular Lyapunov function for a general nonlinear equation, and subsequently proving differential inequalities with respect to this Lyapunov function.
Our paper is organized as follows. Section 2 is devoted to the Riemannian metric generated by the principal part A. In Section 3 we introduce some notations and the statement of the problem. Our main result is stated in Section 4. Section 5 is devoted to the proof of the main result.
Before dealing with the coupled system (1.1), we will need in the following section, the background material which is due to Yao [21] .
Riemannian metric generated by the principal part A
This section is devoted to the introduction of Riemannian geometric tools which will play an essential role in our computations. The results present here are verbatim the same as those ones introduced in Lasiecka et al. [12, Section 2], which we are repeating just for the reader's convenience.
Recalling the coefficients a ij = a ji of A, let A(x) and G(x) be, respectively, the coefficient matrix and its inverse
Both A(x) and G(x) are n × n matrices, A(x) is positive definite for any x ∈ R n by assumption (1.5).
Riemannian metric
Let R n have the usual topology and x = [x 1 , . . . , x n ] be the natural coordinate system. For each x ∈ R n , define the inner product and the norm on the tangent space R n x = R n by
2)
It is easily checked from (1.5) that (R n , g) is a Riemannian manifold with the Riemannian metric g. We shall denote g =
e., A = −Δ, then G(x) ≡ I , and g is the Euclidean R n -metric.)
Euclidean metric
For each x ∈ R n , denote by
the Euclidean metric on R n . For x ∈ R n , and with reference to (2.1), set
Thus, recalling the co-normal derivative, we have
In (2.6), and hereafter, we denote by a sub "0" entities in the Euclidean metric. Thus, for
denote gradient of f and divergence of X in the Euclidean metric.
Further relationships
If f ∈ C 1 (Ω), we define the gradient ∇ g f of f in the Riemannian metric g, via the Riesz representation theorem, by 
, then by (2.8) and (2.10), 
14)
where DH is the covariant differential discussed below,
Covariant differential
Denote the Levi-Civita connection in the Riemannian metric g by D.
Let 17) where D X H is the covariant derivative of H with respect to X. Let H be a vector field on R n and f ∈ C 1 (Ω). We have the formulae for divergence in the Euclidean metric
Statement of problem
Let Ω be a bounded open, connected subset in R n (n 2), with C 2 boundary ∂Ω = Γ 0 ∪ Γ 1 , and with both Γ i , i = 0, 1, being closed and disjoint. In this paper, we investigate the stability properties of functions [u(x, t), u t (x, t)] and [v(x, t), v t (x, t)] which solve the following coupled system consisting of a damped Cauchy-Ventcel problem:
where the g i ∈ C 1 (R) are functions which satisfy the following assumptions for i = 1, 2: We assume
where ω ⊂ Ω is an open, nonempty subset of Ω; a 0 is a constant. The coupled system is a version (with variable coefficients and nonlinear feedback) of the Cauchy-Ventcel model derived by Lemrabet [7] to describe the asymptotic vibrations of an elastic body with a thin of high rigidity on it is boundary. See also [5, 8, 9] .
In addition, to obtain the boundary stabilization of problem (3.1), we shall need the following geometrical assumptions: (H.2) There exists a vector field H on the Riemannian manifold (R n , g) such that
for some constant b > 0. (H.3) We assume that ω is a neighborhood of Γ 1 , where
(1) The existence of vector field H in (H.2) has been proved in [21] , where some examples are given, too. In particular, if a ij = δ ij , we have
(2) The growth condition in (H.1) is imposed on g i for large value of |s|, but is not necessary near the origin.
As an example of a domain Ω satisfying the above assumptions let us consider Fig. 1 . In the sequel we define by
We set Equipped with the canonical norms
V and H are two Hilbert spaces and V is dense in H with continuous injection. We define the operator A by
and the domain of A by
Before dealing with the coupled system (3.1), let us consider the linear version of problem (3.1) which is written as
3)
where T , and for which we will need the following background material. 
Proof. For the existence of solutions we use the Galerkin or Semigroup method and the following equality of energy
where
In this case, the equality of energy is given by
Proof. See Lemrabet [8] and references therein. 2
We observe that the problem (3.1) can be written in the following form:
is a maximal monotone operator and G(·) represents a locally Lipschitz perturbation. So, making use of standard semigroup arguments we have the following result: 
(ii) In addition, the velocity terms of the solution have the following regularity:
globally Lipschitz continuous, then the solution has the following regularity:
Suppose that (u, v) is the unique global weak solution of problem (3.1), we define the corresponding energy functional by
For every solution of (3.1), in the class (3.10), the following identity holds: 13) and therefore the energy is a nonincreasing function of the time variable t.
Main result
Before stating our stability result, we will define some needed functions. For this purpose we are following the ideas firstly introduced in Lasiecka and Tataru [10] . For the reader's comprehension, we will repeat them briefly. Let h be defined by
where the h i are concaves, strictly increasing functions, with h i (0) = 0, i = 1, 2, and such that
Note that such function can be straightforwardly constructed, given the hypotheses on the g i in (H.1). With those functions, we define 2) where N 1 = max{meas(Σ 1 ), meas(ω T )}. As r is monotone increasing, then cI + r is invertible for all c 0. For K a positive constant, we then set
the function p is easily seen to be positive, continuous and strictly increasing with p(0) = 0. Finally, let
We can now proceed to state our stability result. 
Proof of main result

Preliminaries
We collect, below, some few formulas to be invoked in the sequel.
Some notations and results
Let x ∈ Γ ; we denote by T x (Γ ) the tangent plane at x on Γ , π(x) the orthogonal projection on T x (Γ ) and, for a given vector field v, we will write
We denote by ∂ T (respectively ∂ ν ) the tangential (respectively normal) derivative. If v is some regular function, the transposed vector of ∂ T v, denoted by ∂ T v, is the tangential gradient of v and is denoted by ∇ T v. So, we have 
Lemma 5.1.3. Let f be a function of class C 2 (Ω) and q T a tangent field of class C 1 defined on Γ ; then
where ∇ T is the tangential gradient.
Proof. We have
From Lemma 5.1.1, we have
So,
Finally from Lemma 5.1.1, we obtain 
The proof of Theorem 4.1 proceeds trough several steps.
An identity
We began by proving the following proposition. 
Let H be a vector field onΩ. Then
We have also for the boundary condition the following lemma.
Lemma 5.2.2. Assume that (u, v) is a solution of the problem (3.1). Then for the boundary condition we have
− T 0 Γ 1 ∂u ∂ν A H T (v) dγ dt = Γ 1 v t H T (v) dγ T 0 + T 0 Γ 1
(∇ T ) g v (π∂ T H T ) (∇ T ) g v dγ dt
dγ dt
Proof. We work with regular solutions and by density arguments our result follows for weak solutions. Multiplying the second equation of (3.1) by the multiplier
For the first integral of the left-hand side of (5.8) we obtain,
9) where H T (v) = (∇ T ) g v, H T g = H T · ∇ T v. Indeed, integrating by parts in t, and recalling that H T is time-independent, we compute
Now the last term in (5.10), where H T (v t ) = H T · ∇ T v t , is rewritten, by the usual formula for divergence, as
Using (5.11) in (5.10) and the fact that H T · ν = 0 yields (5.9), as desired. For the second integral of the left-hand side of (5.8), taking (5.3) and Lemma 5.1.4 into account, we deduce
H T dγ dt
dγ dt 
We decompose the left-hand side of (5.13) in two integrals on Γ 0 and Γ 1 , respectively,
On Γ , we have
Since u = 0 on Γ 0 , by Yao [21] , it holds that
Having this in mind and since u t = 0 on Γ 0 , we deduce that on Γ 0
On Γ 1 , we obtain
( 
From (5.18) and formula (2.18), we deduce
It follows from (3.1), (5.19), (2.19) , and Green's formula that 
(5.21)
On the other hand, by Cauchy-Schwarz inequality, we obtain that
v 2 dγ dt and C will denote various positive constants which may be different at different occurrences.
We also have 
Combining (5.21)-(5.27) and choosing ε small enough, we obtain
We now estimate the quantity 
Proof. See Appendix A. 2
Substituting now (5.29) into (5.28), we obtain
Applying the dissipativity property inherent in the relation (3.13), i.e., ∀T 0 
where the constant C T (E(0)) remains bounded for bounded values of E(0).
Absorption of the lower order terms
Via a "nonlinear" compactness/uniqueness argument as in Lasiecka et al. [10] we now proceed to eliminate the lower order 
and a corresponding sequence
while the sequence of initial energy {E ((u (n) , u
is uniformly bounded in n. By the energy relation (3.12), the sequence {E ((u (n) 
is also bounded uniformly for 0 t T , and consequently there exists a subsequence, still denoted by 
Moreover, if we make the change of variable, 
and as (u, u t , v, v t ) = 0, we have from (5.36) that lim n→∞ λ n = 0. Also, one has a fortiori that
t ) (t = 0). In addition, (5.43) and (5.35) imply that Then by Jensen's inequality
Analogously we have done above, we have 
we, then, obtain 
With this result in mind, we replace T (respectively, 0) in (5.55) with (m + 1)T (respectively, mT ) to obtain Finally, using the dissipativity of E(t) inherent in the relation (3.13), we have for t = mT + τ , 0 τ T ,
where we have used above the fact that S(·) is dissipative. The proof of Theorem 4.1 is now completed. Remark A.1. It is important to be noted that from the proof of the main theorem, the localized dissipation a(x) g 1 (u t ) is strong enough to assure the asymptotic stability. Indeed, this comes from the fact that
So, it is easy to see (following the computations) that considering g 2 = 0 and taking the above inequality into account, we obtain the same decay rate state in the main theorem. However, the reciprocal procedure is not true, or in other words: To consider g 1 = 0 and g 2 = 0 is still a hard open problem because of the dynamic boundary conditions.
