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Abstract  
 Traditional surveys are excellent instruments for establishing the correlational relationship between 
two constructs. However, they are unable to identify reasons why such correlations exist. Computer-
Adaptive Surveys (CAS) are multi-dimensional instruments where questions asked of respondents de-
pend on the previous questions asked. Assessing the validity of CAS is an underexplored research area 
as CAS differs from traditional surveys. Therefore, validating a CAS requires different techniques. 
This study attempts to validate the conclusion validity of a CAS about café customer satisfaction using 
online customer reviews.  For our CAS to have conclusion validity, there should be a high corre-
spondence where most respondents in CAS and online reviewers both agree that certain constructs are 
the cause of their dissatisfaction. We created a Computer-Adaptive Survey (CAS) of café satisfaction 
and used online customer reviews to assess its conclusion validity. Our research thus contributes to 
the measurement literature in two ways, one, we demonstrate that CAS captures the same criticisms of 
cafes as that in online reviews, and two, CAS captures problems about customer satisfaction at a 
deeper level than that found in online reviews. 
Keywords: computer-adaptive, online reviews, conclusion validity. 
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1 Introduction 
Computer-Adaptive Surveys (CAS) are most useful for the situation where there are two or more con-
structs which are correlated and one desires to understand the reason why those constructs are corre-
lated. Consider a scenario where a café owner wants to know not only what aspect of customer service 
he could improve on, but also how he can improve (Fundin and Elg 2010; Sampson 1998; Wisner and 
Corney 2001).  With traditional survey techniques, he would be forced to give customers a very long 
survey to identify the salient issues for improvement. In long surveys, respondents will suffer from a 
fatigue effect, and not answer questions properly (Berdie 1989; Deutskens et al. 2004). 
In the past, there have been other methods for extracting customers’ opinions and views, such as using 
text mining on online reviews (Jindal and Liu 2007; Somprasertsri and Lalitrojwong 2010; Xu et al. 
2011).  However, text mining has several limitations, such as the writer’s intention is not always clear, 
as a statement can be expressed in a genuine positive sentiment in one context and in another it can be 
used sarcastically (Cambria et al. 2013; Grégoire et al. 2014). Another example is that while most re-
view opinion mining studies have concentrated on sentiment analysis (thumbs up or down)(Gräbner et 
al. 2012; Liu 2012), the issue of analysing the depth of customer experience feedback is quite often 
ignored.  
In CAS, the response from previous questions determine the next questions asked.  CAS differs from 
traditional surveys in several ways. First, the items in CAS are arranged in a hierarchy, whereas tradi-
tional methods assume a “flat” set of items.  Second, respondents legitimately only fill in some of the 
questionnaire items- unfilled questions cannot be treated as non-responses.  
Assessing the validity of CAS is an underexplored research area as CAS differs from traditional sur-
veys. Therefore, validating a CAS requires different techniques. This paper attempts to determine 
whether CAS does what it claims to do, i.e., whether it is a useful instrument for diagnosing root 
cause.  Assessing the validity of CAS is an underexplored research area. As CAS differs from tradi-
tional surveys, validating a CAS requires different techniques. To do this, we have to compare CAS 
against external criteria that assess the same thing CAS measures.  We selected online reviews as an 
external criterion because they are the best external evaluation basis of comparison. Online reviews 
are a good proxy, because the default way people assess others’ satisfaction of a café today is online 
(Mudambi and Schuff 2010). In addition, they are recognized as having face and criterion validity, as 
online reviews demonstrate the relative strengths and weaknesses of a product or service (Jindal and 
Liu, 2007; Somprasertsri and Lalitrojwong, 2010; Xu, Liao, Li, and Song, 2011). 
Our study obtained high correspondence between top-level constructs of our CAS and online reviews, 
but we found we could not make conclusions regarding lower level constructs. This was because 
online reviews did not go into as much detail about customer satisfaction as CAS did.  Our research 
thus contributes to the measurement literature in two ways, one, we demonstrate that CAS captures the 
same criticisms of cafes as that in online reviews, and two, CAS captures problems about customer 
satisfaction at a deeper level than that found in online reviews. 
The paper is constructed as follows. The next section introduces the related literature, describing CAS 
and its design. We then present preliminary results for CAS by comparing the results of CAS against 
blog and review websites. We conclude this paper with future work.  
2  Computer Adaptive Surveys (CAS) in Customer Satisfaction 
Customer satisfaction surveys assist organizations to understand customers’ expectations so that or-
ganizations will be able to respond to, and serve customers’ needs (Grigoroudis and Siskos 2010). 
However, it is often difficult to use traditional survey techniques to diagnose root cause. To identify 
root cause, it is often necessary to ask many questions. Most surveys are not designed to be very long. 
Therefore, they are not especially designed to be informative or diagnostic for identifying root cause 
(Goodman et al. 1992; Hayes 1992; Peterson and Wilson 1992).  Also, in most surveys, the respondent 
is intended to answer the majority of questions.  With a large survey, the respondent is likely to en-
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counter fatigue and quit before providing critical information (Galesic and Bosnjak 2009; Groves et al. 
2004; Groves 2006; Heerwegh and Loosveldt 2006; S. R. Porter et al. 2004). CAS provides a way to 
address this problem, because the effort to complete a CAS grows logarithmically with the length of 
the CAS.  In contrast, effort grows linearly with the length of a traditional survey.  This is because 
questions in a CAS are represented in a tree and the respondent navigates down one or a few branches 
of the tree instead of doing the whole survey. 
For finding root cause, CAS offers certain advantages over traditional surveys.  Its principal advantage 
is that it allows the survey developer to include a large number of questions. The only questions the 
respondent answers are the ones most salient to the issue being addressed- in our case, the things about 
the café the respondent is least satisfied with.  In contrast, if the same number of questions were asked 
on a traditional survey, the respondent is likely to encounter fatigue and quit before providing critical 
information (Galesic and Bosnjak 2009; Groves et al. 2004; Groves 2006; Heerwegh and Loosveldt 
2006; S. Porter et al. 2004).   
In CAS, respondents perform a depth-first traversal of the tree, where each stage of the traversal in-
volves the respondent rating all items in the stage.  Respondents then receive only child constructs as-
sociated with the lowest or highest rated constructs. Each respondent could traverse the CAS hierarchy 
in a different way. To illustrate, see Figure 1, which presents a simplified example of a café satisfac-
tion CAS. Note that this is a simplified example that does not detail all 176 items. If food is the area 
the customer is least satisfied with, CAS retrieves questions about the quality of the food (i.e., prepara-
tion, portion, menu choice). If the customer is least satisfied with menu choice, CAS then retrieves 
questions about how the food was cooked, taste, special needs, options, and availability. CAS does not 
retrieve further questions on constructs the respondent rated satisfactorily.  As the respondent contin-
ues to answer questions, CAS navigates deeper down the tree and questions roll down until the re-
spondent hits one set of constructs with no children, for example, that there are insufficient vegetarian 
items on the menu. If most respondents agree there are insufficient vegetarian items on the menu, this 
would indicate lack of vegetarian items is the root cause for many customers’ dissatisfaction.  Of 
course, not every respondent would navigate the hierarchy the same way.  Thus, aggregating the re-
sults from respondents allows the researcher to observe the multiple major problems across respond-
ents. In addition, it allows managers of commercial enterprises to quickly find key issues to address. 
 
Figure 1.             How CAS works for cafe satisfaction 
 
A CAS can be thought of as a hybrid of a traditional perception survey and a Computer-Adaptive Test. 
Computer-Adaptive Tests are designed to efficiently assess and evaluate a respondent’s ability or per-
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formance by administering questions dynamically based on answers to the questions the participant 
answered previously (Thompson and Weiss, 2011). For example, the Graduate  Management Admis-
sion Test (GMAT) asks the respondent to answer language and mathematical questions in increasing 
order of difficulty (Stricker, Wilder, and Bridgeman, 2006). The next question asked of a respondent 
depends on whether the previous questions were answered correctly. Similarly, in the Merrell and 
Tymms test (2007), the aim is to understand the reading ability of students to provide better feedback 
and implement appropriate reading practices.  
CAS is comparable to CAT, but differs from CAT in several respects. One is that their goals are dif-
ferent; CAS aims to obtain a focused assessment of one or a few perceptual measures (e.g., which 
things did you like the least or most), while CAT assesses an ability or performance (Hol, Vorst, and 
Mellenbergh, 2008; Merrell and Tymms, 2007). Traditionally, the goal of the typical CAT is to pro-
duce a score evaluating ability or performance on a single or few constructs.  In contrast, the goal of 
CAS is typically to identify which of many subconstructs are perceived by the respondent as most rel-
evant to them.  
These dissimilarities in goals result in structural incongruities between the two kinds of surveys.  CAT 
relies on potentially complicated Item Response Theory (IRT) functions to determine further questions 
to ask respondents (Embretson and Reise, 2000; Lord, 1980; Thompson and Weiss, 2011; Thorpe and 
Favia, 2012). CAS, in contrast, uses an adaptive version of branching to arrange the questions. Lowest 
or highest scores on a set of questions causes the system to retrieve related, but more precise ques-
tions. The question structures are also different.  On the GMAT, which is based on IRT, the “correct” 
answer adds a point to the score, while an incorrect one deducts from 0.25 to 0.20 from one’s score.  
In contrast, items in CAS are more akin to those on traditional psychometric instruments that are de-
signed to “load” on a construct. 
Finally, initiation and termination in CAS and CAT function in specific ways.  In most cases, respond-
ents taking a particular CAT test all begin in the same way.  In contrast, we could have the first 20 re-
spondents taking a CAS begin with generic questions about the café.  If we realise that most respond-
ents are indicating issues with the service, the next 20 respondents might begin at a lower level of the 
hierarchy- on the service-related questions. Similarly, a CAT terminates when the CAT has enough 
information to perform a diagnosis, either when a fixed number of items have been answered (Bab-
cock and Weiss, 2009; Ho and Dodd, 2012) or because further questions in the item bank provide no 
additional statistically meaningful information (Thompson and Weiss, 2011).  In contrast, a CAS ends 
either when one has fully traversed a set number of branches of the hierarchy, or when the user reach-
es some threshold for a proxy for fatigue (e.g., user answers a certain number of questions).   
 
3  Assessing the Credibility of CAS Results 
Assessing the validity of CAS’s results requires different techniques from traditional surveys for a 
number of reasons. One, unlike traditional surveys, a CAS cannot be used to find cause in the sense of 
there being an independent variable and dependent variable on the survey. In a CAS, there is an im-
plicit dependent variable (e.g., customer satisfaction) that the survey does not ask. Second, in CAS, 
there are child- parent relationships, where constructs that are children to other constructs in the hier-
archy should represent some dimension of the parent construct. As a result, in CAS, we can expect 
high correlations between a parent and one child (e.g., if a respondent says they are dissatisfied with 
service, there is at least one subdimension of service they are unhappy about).  However, because the 
subdimensions are orthogonal, we expect low correlations between subdimensions (e.g., that someone 
is dissatisfied with the efficiency of service does not mean they are dissatisfied with the quality of ser-
vice). Traditional statistical techniques cannot handle such complex correlations between items on a 
survey. Given the problems with traditional approaches, we argue for a new approach to assess the 
validity of CAS’s results.  
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This paper solely focuses on assessing the conclusion validity of CAS. In previous work, we have as-
sessed CAS against its equivalent traditional survey to evaluate which instrument is better at finding 
root cause (Sabbaghan, Gardner, and Chua, 2017b). We found that CAS has several advantages over 
the traditional survey, as CAS had a higher response rate, required fewer items for respondents to an-
swer, which reduced fatigue effect, had better item discrimination in that respondents provided more 
extreme scores in CAS, and had a higher agreement among respondents for each item. As the goal of 
CAS is to measure individuals’ perceptions, CAS typically identifies one or a few narrowly defined 
constructs that respondents as a whole have the greatest or least affiliation to. Hence for CAS to have 
credible results would mean that the “correct construct(s)” have been identified. Thus, the results need 
to be assessed against an external criterion, which is a direct and independent measure of what the 
CAS is designed to measure. In this study, the results of a café satisfaction CAS will be assessed by 
comparing the results to online reviews. Other forms of validity similarly require new techniques 
which have been purview of other research (Sabbaghan et al. 2016, 2017a), in which the construct va-
lidity of CAS has been assessed. 
Online customer reviews are defined as “peer-generated product evaluations posted on company or 
third party web sites” (Mudambi and Schuff 2010). For the purpose of our study, online reviews are a 
good proxy for two reasons. One, they are the default way people assess others’ satisfaction of a café, 
and they are the first thing people think of when they are looking for an independent assessment of 
other peoples’ customer satisfaction is reviews (Mudambi and Schuff 2010). Two, online customer 
reviews are considered as valuable sources of information for identifying relative strengths and weak-
nesses of a product or service (Jindal and Liu 2007; Somprasertsri and Lalitrojwong 2010; Xu et al. 
2011), as they provide an in-depth understanding of what aspect of the product or service is wrong 
(Barreda and Bilgihan 2013; Fu et al. 2013; Mudambi and Schuff 2010). Online customer reviews 
therefore have face validity and criterion validity. 
In CAS, the frequency of responses to an item reflects the general level of satisfaction or dissatisfac-
tion with that item. Items that customers do not respond to are those customers are satisfied with.  If a 
customer satisfaction CAS is representative of customer dissatisfaction, then we would expect that the 
frequency of responses to an item would correspond to the frequency of that same item on online re-
views. However, CAS is arranged in a hierarchy.  Some items in CAS are more granular than others.  
Similarly, reviews can be general, or specific.  If a reviewer makes a specific comment, that comment 
should be able to be mapped to both the specific item in CAS, as well as the item’s immediate parent 
and all further ancestors.  However, if a reviewer makes a general comment, that comment will be un-
able to be mapped to specific comments in CAS.  Therefore:  
Proposition 1.    There should be a good correspondence between the CAS hierarchy and online cus-
tomer reviews. 
H1: There is a high degree of correspondence between the top-level constructs in CAS and online re-
views. 
Let x refer to a level of the CAS hierarchy, where the depth of the hierarchy ranges from 2..n. 
Hxa: There is a high degree of correspondence between the xth level constructs and online reviews. 
Hxb: The degree of correspondence of the xth level constructs with online reviews will be lower than 
the degree of correspondence of the (x-1)th level. 
We use the term “correspondence” here, because what we mean is that the results of CAS should be 
“similar” to that of online reviews.  However, the two may not be identical, as the population who per-
form online reviews are a specific subset of individuals who actually visit cafes.  We are comparing 
two sets of frequencies from two samples (CAS and online reviews).  If the two sets of frequencies are 
similar then they should have two characteristics, one, the two samples should come from a common 
distribution and two, there should be a high correlation between them.  The first would indicate that 
there is an agreement in which constructs respondents are not happy with and the second is an indica-
tion of the level of agreement. As an example, if in the results of both café satisfaction CAS and online 
reviews, respondents agree that they are dissatisfied with the construct “price and value,” then the next 
step would be to assess the strength of their agreement. 
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4 Methodology 
We developed a CAS of café satisfaction comprising. 175 survey questions. Most customer satisfac-
tion surveys comprise 30 items or less- because of a lack of respondent patience, often only a single 
question is asked per construct (Heerwegh and Loosveldt 2006). There are five overarching constructs 
in our survey: (1) convenience, (2) service quality, (3) quality of food and drink, (4) price and value, 
and (5) ambiance. The remainder of this section describes how the sample, instrument, data collection 
and analysis were conducted.  
We selected the 5 cafes in the university campus that had the most available reviews on blog and re-
view sites. We obtained online reviews for the 5 cafés from 4 popular customer review sites, Zomato, 
Yelp, Four Square and Trip Advisor (Sadhu et al. 2016). The target population was customers of the 5 
cafes- i.e., university students. Our sample was students from the Information Systems and Operation 
Management (ISOM) Department and Economics Department. We were limited to only two depart-
ments due to conditions imposed by our ethics committee. As an incentive to participate, respondents 
were entered into lucky draw worth 20 dollars. There were approximately 5700 undergraduates and 
120 post graduates in both departments. An invitation to participate in our study was disseminated 
through the university student learning management system.   We obtained a total of 275 responses to 
the invitation, of which 163 respondents were female and 112 were male.  260 respondents were un-
dergraduates and 15 respondents were post graduates.  
The item bank was developed as follows. First, we synthesized existing café satisfaction surveys (Gul-
luce Caglar et al. 2014; Hwang and Zhao 2010; Kim et al. 2005; Liang and Zhang 2009; Pizam and 
Ellis 1999; Pratten 2004; Ryu and (Shawn) Jang 2008; Shanka and Taylor 2005). In addition, the first 
author trawled Internet café forums to identify common complaints.  New items were developed based 
on those complaints.  Here, principles from grounded theory (Strauss and Corbin 1994) specifically, 
axial coding, guided us. Hence, approximately 400 items were collected.  Items across the surveys and 
from the forums were then compared and duplicates were discarded.  Fewer than 300 items remained 
after this step and two independent raters blinded to the study’s purpose went through the items and 
marked items which were either vague or repetitive. Approximately 60 items were dropped. Next, we 
rearranged and reorganized the questions into a hierarchy.  We assessed the instrument for construct 
and content validity and items which did not “fit in” the hierarchy were dropped, leaving only 175 
items.  The construct validity method used has been published elsewhere. 
 
4.1 Data Collection 
 
The data was collected in the following manner.  First, respondents were presented a consent form and 
agreed with it. They then filled out some demographic details.  They next chose one of the 5 men-
tioned cafés they wished to assess. Out of 306 respondents, 31 quit without providing a reason. To test 
for non-response bias, we conducted a wave analysis (Lankford et al. 1995; Rogelberg and Stanton 
2007) and collected our sample in two rounds. In the first round, 170 responses were collected. In the 
second, 105 responses were collected.  A non-response bias test was performed by running an inde-
pendent sample t-test on each item against the two waves.  We found the mean scores were not signif-
icantly different on all 175 items and thus there was no evidence for non-response bias. 
Reviews from review sites were transformed into “opinion sentences.”  An opinion sentence “contains 
one or more product features and one or more opinion words” (Hu and Liu 2004, p. 172). First, we 
divided each online review into opinion sentences using the methodology of Hu and Liu, which is as 
follows.  For each review, we identify a product/service feature and identify the associated opinion 
word(s) (such as an adjective). If there was enough context for it to have meaning on its own, then we 
accepted it as an opinion sentence. If there was not enough context than we combined two or more 
sentences and assessed comprehensibility. The average opinion sentence length was 14 words, which 
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we deemed reasonable as a sentence length is normally between 8-20 words (Smith 1961). We ob-
tained a total of 441 opinion sentences.  
Second, we employed two independent raters blinded to the purpose of the study to identify each opin-
ion sentence as either negative or positive. Since the aim of the survey is to explore dissatisfaction, 
positive opinion sentences were discarded.  Rater 1 recorded 244 negative opinion sentences while 
rater 2 recorded 235 negative opinion sentences. The inter-rater reliability was significant, and kappa 
was 0.833, above the recommended threshold of 0.7 (Landis and Koch 1977). All negative opinion 
sentences that raters disagreed on were dropped, leaving 225 negative opinion sentences. Café 1-5 had 
a final total of 66, 67, 12, 67, and 15 negative opinion sentences respectively.  
Third, the raters independently mapped each negative opinion sentence to every construct in the CAS. 
The raters first started with the five top-level constructs (service, convenience, ambiance, food and 
drink quality, and price and value) and mapped each negative opinion sentence to one or more of the 
constructs, as seen in Table 1. We allowed raters to find no mappings, but there was no instance of 
such in our study. As an example, the comment “THE MOST OVER PRICED COFFEE I have ever 
had.” was recorded in “Price and Value” by both raters. The ratings were assessed for inter-rated relia-
bility. The level of agreement among the two independent raters for each top-level construct (service, 
convenience, ambiance, food and drink quality, and price and value) was calculated using Kappa, and 
had the following results, 0.820, 1, 0.747, 0.686, and 0.728. The agreement for the construct “conven-
ience,” was 1, because there were no negative ratings assigned by either rater to the construct. For the 
purposes of this study, the assignments by the two raters were analysed separately- no attempt was 
made to reconcile different categorizations by the raters.    
Once the raters had completed the top-level mapping, they continued to map the lower levels, one lev-
el at a time. Each parent construct has at least two child constructs.  For example, our ambiance con-
struct has 38 children which are arranged in three levels, while “price and value” has 18 children of 
which three are located in the second level.  Again, raters mapped every negative opinion sentence to 
every construct.  Each mapping exercise was restricted to only the direct children of one construct.  
Thus, when raters mapped the children of ambiance, they did not consider the children for price.  We 
encountered sample size problems doing this as in both CAS and online reviews, the volume of data 
decreased from higher levels to lower levels. Hence, the number of respondents and online reviews per 
category decreases as we move to lower levels. Hence, we could only fully assess the top-level con-
structs for all cafés, second level of “food and drinks quality” and only one branch of “price and val-
ue” for cafés 1,2, and 4.  
4.2 Analysis 
At this point in our methodology, we have (1) Likert scale scores of every item selected by respond-
ents which are from 1 to 5, (2) frequency of responses to the items, and (3) frequency of opinion sen-
tences that mapped to each item. We analysed the data in the following way as shown in Table 1. First, 
for each respondent, for every level, we gave the construct(s) with the lowest score a count of 1 and 
the rest a zero.  This mimics the CAS process, which only is concerned with the construct a respondent 
is least satisfied with.  As an example, if in one level a respondent gave five constructs the scores 2, 
2,3, 4 and 5, then we would count the constructs as, 1, 1, 0, 0 and 0. Second, for every level, for the 
child constructs of the same parents, we calculated the sum of the counts. We continued this for each 
construct. 
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Café  Construct Service Convenience Ambiance Food &Drinks Price & Value 
Café 1 CAS 5 1 16 20 45 
Rater 1 13 0 3 24 36 
Rater 2 10 0 3 18 37 
Café 2 CAS 8 15 10 15 40 
Rater 1 7 0 9 28 35 
Rater 2 7 0 8 25 35 
Café 3 CAS 8 7 33 13 39 
Rater 1 2 0 2 7 5 
Rater 2 1 0 2 7 4 
Café 4 CAS 11 4 16 20 38 
Rater 1 15 1 12 26 16 
Rater 2 14 1 11 24 18 
Café 5 CAS 5 5 19 10 22 
Rater 1 1 0 3 6 4 
Rater 2 1 0 3 6 6 
Table 1.  Frequency of Low Scores for CAS and Negative Opinion Sentences for Top-Level 
Constructs 
Third, we wanted to assess whether the frequency of responses to the items from the café satisfaction 
CAS for every level and the frequency of opinion sentences which mapped to each item come from a 
common distribution. Traditionally, the comparison of frequencies is done with goodness-of-fit tests.  
However, such tests examine whether two distributions are identical, not whether the distributions are 
“similar.” Most goodness-of-fit tests (e.g., chi-square-based) do not work well with our data, because 
they require a large number of categories (Cheung and Rensvold 2002). Our CAS has five top-level 
constructs, which produces a low degree of freedom (df=4).  The number of subcategories for the low-
er levels range from two to nine. Thus, to test whether the two samples come from a common distribu-
tion, we employ a Kolmogorov-Smirnov two sample test (known as a D-statistic) (Massey 1951; Pet-
titt and Stephens 1977; Pratt and Gibbons 1981).  The null hypothesis regarding the distributional form 
is rejected (i.e., the two distributions are not identical) if the D-statistic, is greater than a critical value. 
Thus, our hypothesis is supported if the p-value is greater than 0.05 (i.e., the null hypothesis is not re-
jected).  The two sample K-S test is ideal for our case, because it is robust to a smaller numbers of cat-
egories (even those as small as two) (Klotz 1967; Pratt and Gibbons 1981). Also, Kolmogorov-
Smirnov two sample tests are robust to very small sample sizes (even as small as 10) (Birnbaum 1952; 
Massey 1951; Pettitt and Stephens 1977). We allow a Kolmogorov-Smirnov two sample test to be per-
formed on the frequency of responses from top-level constructs, second-level constructs of “food and 
drinks quality”, and third-level constructs of “price and value” which are child constructs of the sec-
ond-level parent construct “value”. The second-level parent construct “value” was the only branch 
with mapped negative opinion sentences. In addition, we recognize that failing to reject the null hy-
pothesis is an unusual statistical approach.  However, it is commonly employed for goodness-of-fit 
testing (Cochran 1952).   
Given that practices for goodness of fit testing deviate from traditional inferential statistics, we also 
attempted to assess the degree of correspondence between the two distributions with a more traditional 
measure. Hence, as a second test of correspondence, we  performed Pearson Correlation tests between 
our constructs and the negative opinion sentences (Cohen 1988; Kline 1998). Pearson’s r measures the 
strength and direction (decreasing or increasing, depending on the sign) of a linear relationship be-
tween two variables. A high, positive r would suggest the distributions are similar. These tests were 
only performed when the number of opinion sentences for each level of the hierarchy was at least 5 x 
the number of constructs in the hierarchy.  For example, if a parent construct had 3 children, then there 
had to be at least 15 opinion sentences mapped to the children for us to perform the analysis.  5x the 
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number of cells is a commonly accepted guideline for the minimum sample size used for many statis-
tical analyses (Bentler and Chou 1987; Straub and Gefen 2004; Thomas and Watson 2002). 
It should be noted that a Pearson r test of the data suffers from its own limitations.  Notably, a Pear-
son’s r test is traditionally used to measure correspondence between two interval values.  In our case, 
we are using it to compare two aggregated groups of frequencies.  The key difference is that signifi-
cance in the traditional Pearson r test is calculated based on the sample size.  In our case, statistical 
significance is calculated based on the number of categories, and hence is independent of the sample 
size.  This makes a calculation of statistical significance meaningless.  Essentially, we recognize there 
are limitations in the statistical tests we employ for this study, but would highlight there do not appear 
to be better alternatives. 
5 Results 
 
In regards to our hypothesis for top-level parent constructs (H1), we expected that our café satisfaction 
CAS would have a high degree of correspondence. As demonstrated in Table 2, the D-statistic is lower 
than the D-critical for all 5 cafes, and hence the p-values are all above 0.05. Hence, the sample from 
CAS and the sample from the online reviews appear to come from a common distribution.  
 
Café  Rater  Alpha D-
statistic 
D-
critical 
p for 
K-S 
Sample 
size for 
CAS 
Sample size 
for Reviews 
r df p for r 
café 1 R1 0.05 0.139 0.217 0.430 87 66 0.862 4 0.060 
R2 0.05 0.121 0.227 0.672 87 56 0.919 4 0.0275 
Café 2 R 1 0.05 0.155 0.216 0.297 88 66 0.919 4 0.0275 
R 2 0.05 0.149 0.220 0.371 88 62 0.734 4 0.792 
Café 3 R1 0.05 0.172 0.354 0.775 90 16 --- - --- 
R2 0.05 0.208 0.374 0.618 90 14 --- - --- 
Café 4 R 1 0.05 0.198 0.212 0.079 89 70 0.53 4 0.358 
R 2 0.05 0.162 0.214 0.239 89 68 0.657 4 0.228 
café 5 R 1 0.05 0.189 0.385 0.762 61 14 --- - --- 
R2 0.05 0.225 0.366 0.486 61 16 --- - --- 
Table 2.  Degree of Correspondence for the top-level constructs 
Our Pearson correlation tests produce similar results as demonstrated in Table 3.  Cafés 3 and 5 each 
had less than 25 negative opinion statements (5x5) mapped to the top-level constructs, hence they had 
an insufficient sample size and were omitted. Observe how in the table, the Pearson r produces very 
high correlations (all r> 0.6).  Cohen  (1988) notes that an r >0.5 is a strong correlation.  This suggest 
support for our hypothesis of correspondence between top-level constructs and online reviews for 
cafes 1, 2 and 4.  Note the statistic r is a measure of effect size, and is sample-size neutral.  The statis-
tic p for the Pearson r is not significant, because the p-value is calculated based on the number of cate-
gories, not on the sample size.  The degrees of freedom is 4, because there are 5 categories.  The Pear-
son r test of significance does not take into account that we really had 53 respondents for each café.  
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Café Construct Rater Sample 
size for 
CAS 
Sample 
size for 
Reviews 
D-
statistical 
D-
critical 
p for   
K-S 
r  
df 
Café 1 " food & drinks 
quality" 
R 1 22 20 0.423 0.4 0.033 0.502 2 
R 2 20 20 0.4 0.409 0.059 0.458 2 
Café 2  "food & drinks 
quality" 
R 1 15 26 0.259 0.419 0.508 0.769 2 
R 2 15 24 0.267 0.425 0.462 0.712 2 
Café 4  "food & drinks 
quality" 
R 1 20 34 0.121 0.367 0.988 0.923 2 
R 2 20 31 0.102 0.373 0.999 0.953 2 
Café 1  “value” R 1 87 40 0.257 0.26 0.054 0.457 2 
R 2 87 29 0.494 0.282 0.001 0.526 2 
Café 2 “value”   R 1 84 38 0.26 0.258 0.040 0.324 2 
R 2 84 26 0.5 0.3 0.001 0.363 2 
Café 4  “value” R 1 71 26 0.263 0.302 0.119 0.662 2 
R 2 71 26 0.302 0.303 0.05 0.694 2 
Table 3.   Degree of Correspondence for “food and drinks quality” and "value" 
In regards to our hypothesis for lower level parent constructs, we expected that our café satisfaction 
CAS would have a lower degree of correspondence than the higher level parent constructs. For the 
overarching construct “food and drinks quality” as seen in Table 3 above, for cafes, 2 and 4 the K-S p 
value results suggest almost all the CAS constructs and online reviews come from the same distribu-
tion except for rater 1 in café 1. While, for cafés 2 and 4, results suggest a high correlation between 
CAS and online reviews, for café 1 Pearson r is just moderate. This suggests that the construct “food 
and drinks quality” and its attendant subconstructs capture the essence of dissatisfaction associated 
with food and drink quality.   
For the overarching construct “price and value”, a K-S two sample test was not suitable as only one of 
the three second-level constructs (i.e., value) had data from online reviews. We performed a K-S two 
sample test and Pearson Correlation on the subconstructs of value. As Table 3 demonstrates, the re-
sults are mixed for café 1, not supported for café 2, and supported for café 4.   
6 Discussion and Conclusion  
 
Our results demonstrate that our top-level constructs from CAS have a high degree of correspondence 
with online reviews. However, we could not adequately validate the lower level constructs due to a 
lack of negative opinion sentences that mapped to those constructs. There are several reasons for this.  
First, some online reviews raised problems only at the level of the top-level constructs.  For example, a 
reviewer might say, “I really don't like their coffee or any of their desserts.” Notice how the reviewer 
complains about the poor quality of the food and drink but does not break down why he or she is dis-
satisfied with the food and drink. Second, some online reviews only fully cover a single complaint 
about a café in depth.  As an example, a reviewer might say “The cheesecake tasted great the first few 
bites but towards the end the layer of milk chocolate and the rich cheesecake becomes overwhelming-
ly sweet and rich”. In this quote, the reviewer has only complained in depth about the cheesecake, and 
nothing else.  It is possible the reviewer is dissatisfied with other elements of the café, but chooses not 
to talk about it.  
Why is this?  Most online reviews are posted on the company or third party website. These environ-
ments often limit the number of words in the review.  As an example the average word count of Ama-
zon reviews is 181.5 words (Wu and Huberman 2008). That word count impacts review quality is well 
documented, as longer reviews generally increase the helpfulness of the review  (Mudambi and Schuff 
2010).  Longer reviews are found to be more useful. As an example, the usefulness of reviews are ex-
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pected to increase by 19.9% when the reviewers write 83 words more than the average length of re-
views (135 words) (López and Farzan 2014). Simply put, the average online review is of low quality. 
This suggests that CAS is actually better than an analysis of online reviews for diagnosing problems 
with café satisfaction.  However, as we are not able to fully assess the conclusion validity of CAS, fu-
ture work to develop techniques for assessing CAS conclusion validity is required.  
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