




Российская экономическая школа, Москва, Россия
В настоящем эссе содержится краткий обзор методов оценивания среднего эф-
фекта воздействия программ, когда интересующая нас независимая переменная
является бинарной.
1 Введение
В эмпирических исследованиях часто оценивают эффект бинарного воздействия одной пе-
ременной на другую, контролируя на определенный набор третьих переменных. Подобные
ситуации возникают, например, когда требуется оценить эффект воздействия лекарства, кон-
тролируя на характеристики пациентов, или эффект экономической программы, контроли-
руя на характеристики объектов, на которые направлена данная программа (фирм, людей,
регионов и т.д.). В подобной ситуации все наблюдения распадаются на две группы – группу
активного воздействия (treatment group) и контрольную группу (control group). В первую по-
падают объекты, подвергшиеся воздействию интересующей нас программы, лекарства и т.п.,
в то время как во вторую группу попадают объекты, не подвергшиеся такому воздействию. В
случае, когда включение в качестве контрольных переменных конечного набора переменных
позволяет полностью нивелировать не относящиеся к эффекту программы различия между
экспериментальной и контрольной группой, сравнение результатов двух групп могут быть
истолкованы с точки зрения наличия причинно-следственной связи между воздействием и
интересующим нас исходом.
2 Потенциальные исходы
Данный подход разработан в работах Рубина (Rubin, 1974, 1977, 1978).
2.1 Определения
Пусть мы наблюдаем N объектов, случайно выбранных из популяции, где каждый объект
обозначен индексом i = 1;:::;N. Мы предполагаем, что для каждого объекта i определена
пара потенциальных исходов: Yi(0) для исхода в случае, если объект попадает в контрольную
группу, и Yi(1) для исхода в случае, если объект попадает в экспериментальную группу
(группу активного воздействия).
Стоит сразу отметить два важные ограничения в рассматриваемой ситуации. Во-первых,
предполагается, что интенсивность воздействия на объекты в группе воздействия предпола-
гается неизменной, что позволяет объединить все объекты в одну экспериментальную группу.
Во-вторых, в данном подходе для каждого объекта потенциальные исходы фиксированы и
?Данное эссе в значительной мере основывается на статье Imbens & Wooldridge (2008), а также на лекции,
прочитанной Гвидо Имбенсом в курсе “What’s New in Econometrics”, видеозапись и текст которой можно
найти по адресу www.nber.org/minicourse3.html. Цитировать как: Ениколопов, Рубен (2009) ¾Оценивание эф-
фекта воздействия¿, Квантиль, №6, стр. 3–14. Citation: Enikolopov, Ruben (2009) “Estimation of treatment
eﬀects,” Quantile, No.6, pp. 3–14.
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не зависят от того, какие другие объекты подвергаются воздействию. Данное предположе-
ние известно как предположение о стабильности эффекта воздействия на объект (stable unit
treatment value assumption, SUTVA) и может нарушаться при наличие внешних эффектов от
воздействия между объектами (см. Angrist, Imbens & Rubin, 1996).
Для каждого объекта i определен вектор характеристик Xi; называемых ковариатами.
Важным свойством ковариат является то, что изучаемое воздействие не оказывает на них
никакого влияния. Примером ковариат является набор характеристик, которым обладал
объект до того, как на него было оказано воздействие.
Каждый объект подвержен одному из двух типов воздействия: Wi = 0; если объект i
подвергнут контрольному воздействию, и Wi = 1; если объект i подвергнут активному воз-
действию. Таким образом, для каждого объекта i мы наблюдаем тройку (Wi;Yi;Xi), где Yi –
реализовавшийся исход
Yi  Yi(Wi) =

Yi(0); если Wi = 0;
Yi(1); если Wi = 1:
Следует отметить, что в реальности мы наблюдаем только один из этих исходов в зависи-
мости от того, попал ли объект в контрольную или экспериментальную группу, в то время
как второй (ненаблюдаемый) исход отвечает на вопрос ¾что бы было, если бы объект попал
в другую группу¿.
Мера склонности (propensity score) определена как условная вероятность того, что объект
будет подвергнут активному воздействию:
e(x) = PfW = 1jX = xg = E[WjX = x]:
Также определим для w 2 f0;1g регрессии среднего и дисперсии
w(x) = E[Y (w)jX = x]
и
2
w(x) = V[Y (w)jX = x]:
2.2 Оцениваемый параметр
Для каждого объекта определен эффект воздействия i = Yi(1) Yi(0): В качестве параметра,
который мы пытаемся оценить, чаще всего используется популяционный средний эффект
воздействия
P = E[Y (1)   Y (0)]:
Также в качестве оцениваемого параметра может использоваться популяционный средний
эффект воздействия на подвергшихся воздействию
P;T = E[Y (1)   Y (0)jW = 1];
а также выборочные, а не популяционные, средние эффекты. Стоить отметить, что разница
между этими параметрами имеет значение только в случае неоднородности эффекта воз-
действия. В том случае, когда эффект воздействия предполагается одинаковым для всех
объектов, разница между этими оцениваемыми параметрами полностью нивелируется. К
сожалению, в реальных ситуациях предположение об однородности эффектов практически
всегда оказывается слишком сильным.Рубен Ениколопов: Оценивание эффекта воздействия 5
2.3 Предположения
Чтобы было возможно идентифицировать средний эффект воздействия, делаются следую-
щие два предположения:
Предположение 1. Несмешиваемость (unconfoundedness): Пара (Y (0);Y (1)) неза-
висима от W условно на X; т.е. (Y (0);Y (1)) ? WjX:
Предположение о независимости означает, что, условно на ковариатах, распределение объ-
ектов по группам не зависит от потенциальных исходов для данного объекта и, в частности,
не зависит от эффекта воздействия для данного объекта. Таким образом, исключаются слу-
чаи в которых, например, пациенты, которые больше нуждаются в получение лекарства
(контролируя на ковариаты), будут с большей вероятностью включены в эксперименталь-
ную группу. Тот факт, что независимость предполагается условной на ковариатах, позволяет
использовать данный подход в случаях, когда на распределение по подгруппам оказывают
влияние определенные наблюдаемые характеристики, которые также могут быть связаны с
потенциальными исходами.
Данное предположение также известно как предположение об условной независимости
(Lechner, 1999) или отбор по наблюдаемым характеристикам (Heckman & Robb, 1985). По
сути, данное предположение очень близко к предположению экзогенности в стандартных
регрессионных моделях.
Предположение 2. Пересечение (overlap): 0 < PfW = 1jXg < 1:
Интуитивно, данное предположение означает, что не должно существовать такого значе-
ния ковариат, при котором мы можем однозначно утверждать, что объект будет принадле-
жать либо к контрольной группе, либо к группе воздействия. В случае нарушения данного
предположения мы не можем оценить средний эффект воздействия для всей популяции, хо-
тя мы можем оценить его для подмножества объектов, для которых данное предположение
выполняется.
2.4 Общий подход
Для оценки эффекта воздействия тем или иным способом приходится сравнивать исходы в
контрольной и экспериментальной группах. В чистом виде такое сравнение дает следующий
результат:
 = E[Y jW = 1]   E[Y jW = 0]
= E[Y (1)   Y (0)jW = 1] + E[Y (0)jW = 1]   E[Y (0)jW = 0]:
Первый член в этом выражении, E[Y (1) Y (0)jW = 1]; – это средний эффект воздействия на
подвергшихся воздействию. Второй член, E[Y (0)jW = 1] E[Y (0)jW = 0]; – это смещение из-
за отбора (selection bias), который указывает, насколько отличались бы исходы в контрольной
и экспериментальной группе, даже если никакого активного воздействия не было бы про-
изведено. Таким образом, сравнение исходов в контрольной и экспериментальной группах
позволяет оценить средний эффект воздействия в случае, если, во-первых, нет смещения из-
за отбора, и, во-вторых, эффект воздействия на подвергшихся воздействию не отличается от
эффекта воздействия на не подвергшихся воздействию (P; = E[Y (1) Y (0)jW = 0]).1 Пред-
положение о несмешиваемости обеспечивает выполнение обоих этих условий, что позволяет
идентифицировать средний эффект воздействия. При этом предположении выполняется сле-
дующее равенство:
w(x) = E[Y (w)jX = x] = E[Y (w)jW = w;X = x] = E[Y jW = w;X = x]:
1В случае, если нарушается последние условие, сравнение средних даст верную оценку среднего эффект
воздействия на подвергшихся воздействию, но не среднего эффекта воздействия.6 Квантиль, №6, март 2009 г.
Поскольку последнее выражение содержит только наблюдаемые величины, мы можем иден-
тифицировать w(x). Таким образом, для того, чтобы оценить средний эффект воздействия,
мы можем вначале оценить средний эффект воздействия для подмножества с ковариатами
X = x; а затем усреднить по всем таким подмножествам:
(x) = E[Y (1)   Y (0)jX = x] = E[Y (1)jX = x]   E[Y (0)jX = x]
= E[Y (1)jW = 1;X = x]   E[Y (0)jW = 0;X = x]
= E[Y jW = 1;X = x]   E[Y jW = 0;X = x];
P = E[(x)]:
3 Оценивание среднего эффекта воздействия
Существует целый ряд различных способов оценивания среднего эффекта воздействия. Основ-
ными подходами являются регрессионный, на основе мэтчинга, на основе меры склонности,
а также их разные комбинации.
3.1 Регрессии
Данный подход основан на получении состоятельной оценки двух регрессионных функций
w(x); w 2 f0;1g: Пусть мы получили такие оценки ^ w(x): В таком случае средний эффект







(^ 1(X)   ^ 0(X)):
Таким образом, оценки регрессионных функций используются для вычисления вмененного
(imputed) значения ненаблюдаемого потенциального исхода для каждого из объектов (Yi(0)
для объектов из экспериментальной группы и Yi(1) для объектов из контрольной группы).
Наиболее простым способом оценки w(x) является параметрическое оценивание, напри-
мер, при помощи линейной регрессии (Rubin, 1977). В частности, если мы используем ре-
грессионную функцию w(x) = 0x+, то средний эффект воздействия может быть оценен
при помощи простой регрессии Yi =  + 0Xi + Wi + "i: Можно обобщить данный подход,
оценивая раздельно регрессии для двух групп w(x) = 0
wx: Можно также использовать
различные непараметрические методы оценивания регрессионной функции (Imbens, Newey
& Ridder, 2005; Chen, Hong & Tarozzi, 2005; Heckman, Ichimura & Todd, 1997, 1998).
3.2 Мэтчинг
Как и в случае регрессионного подхода, в оценках, использующих метод мэтчинга, при
оценке эффекта воздействия для каждого из объектов вычисляются вмененные значения
ненаблюдаемых потенциальных исходов. Однако, в случае мэтчинга в качестве вмененно-
го значения используются наблюдаемые исходы объектов из другой группы воздействия,
обладающих наиболее похожими значениями ковариат. Таким образом, для каждого объек-
та из экспериментальной группы ставится в соответствие один или несколько объектов из
контрольной группы, с максимально похожими значениями ковариат. В качестве вменен-
ного значения Yi(0) для этого объекта используется усредненный исход этих объектов из
контрольной группы. Аналогично, для каждого объекта из контрольной группы находит-
ся объект из экспериментально группы с максимально похожим значением ковариат, и их
усредненный исход используется в качестве вмененного значения Yi(1).Рубен Ениколопов: Оценивание эффекта воздействия 7
В простейшем случае дискретных ковариат можно добиться полного совпадения ковари-
ат для различных объектов, и в качестве вмененного значения используется среднее зна-
чение исходов для всех объектов из противоположной группы воздействия, обладающих
точно такими же значениями ковариат. Когда хотя бы одна ковариата является непрерыв-
ной, в общем случае добиться полного совпадения значений ковариат для разных объектов
невозможно. В этом случае вводится метрика на пространстве ковариат и каждому объек-
ту ставится в соответствие один или несколько объектов из противоположной группы, для
которых расстояние до объекта минимально. При таком подходе исследователю необходимо
выбрать используемую метрику, а также количество поставленных в соответствие объектов
из противоположной группы. В подавляющем большинстве приложений используется мет-
рика Махаланобиса, в соответствии с которой расстояние между точками вычисляется как
d(x;y) = (x   y)0 1(x   y); где  – ковариационная матрица ковариат. Основным достоин-
ством этой метрики является то, что она не зависит от используемых единиц измерения.
Таким образом, единственным параметром, который остается выбрать исследователю, ста-
новится количество поставленных в соответствие объектов из противоположной группы. К
сожалению, однозначных рекомендаций по выбору количества поставленных в соответствие
объектов нет. Увеличивая их количество, мы увеличиваем эффективность оценки, одновре-
менно увеличивая ее смещение. Abadie & Imbens (2006) показывают, что потери в эффек-
тивности от небольшого количества поставленных в соответствие объектов не очень велики,
так что во многих приложениях оказывается достаточно ставить в соответствие лишь один
объект. В прикладных исследованиях хорошим тоном считается проверка результатов на
устойчивость по отношению к данному параметру.
Говоря более формально, оценка методом мэтчинга происходит следующим образом. Пусть
у нас есть выборка f(Yi;Xi;Wi)gN
i=1: Обозначим через `m(i) индекс объекта, находящегося
на m-ом месте по расстоянию от объекта i среди объектов в противоположной группе. Фор-













где Ifg – индикатор-функция, принимающая значение 1, если выражение в фигурных скоб-
ках истинно, и 0 в противном случае. Обозначим через JM(i) множество индексов для первых
M объектов, поставленных в соответствие объекту i: JM(i) = f`1(i);:::;`M(i)g. Определим
вмененные потенциальные исходы как
^ Yi(0) =

Yi; если Wi = 0;
M 1 P




j2JM(i) Yj; если Wi = 0;
Yi; если Wi = 1:







^ Yi(1)   ^ Yi(0)

:




; где K – количество непрерывных ковариат, использованных в
мэтчинге (Abadie & Imbens, 2006). Таким образом, при K > 2 оценка перестает быть N1=2-
состоятельной. Однако сочетание мэтчинга с регрессионными методами позволяет избавить-
ся от этого смещения (см. ниже).8 Квантиль, №6, март 2009 г.
3.3 Мера склонности
Оценки с использованием меры склонности основаны на следующем результате (Rosenbaum
& Rubin, 1983a). Пусть предположение о несмешиваемости верно. Тогда
(Y (0);Y (1)) ? Wje(X): (1)
Таким образом, чтобы избавиться от смещения в оценке, вместо контроля на полный на-
бор ковариат достаточно контролировать лишь на меру склонности, условную вероятность
того, что объект будет подвергнут активному воздействию. Существует несколько способов
реализации данного метода, описанные ниже.
На практике оценивание с использованием меры склонности происходит в два этапа. На
первом этапе оценивается сама мера склонности. Чаще всего это происходит путем оцени-
вания пробит- или логит-модели, где зависимой величиной является индикаторная перемен-
ная, принимающая значение 1, если объект попал в экспериментальную группу, и 0, если
объект попал в контрольную группу.2 Затем предсказанное значение из оцененной регрессии
используется в качестве меры склонности для дальнейшего оценивания среднего эффекта
воздействия. Подобный метод оценивания реализован в пакете STATA (см. Becker & Ichino,
2002).
3.3.1 Мера склонности и взвешивание



































1   ^ e(Xi)

:
Однако сумма весов в подобной оценке на конечных выборках может отличаться от единицы,
что является нежелательным свойством. От этого свойства легко избавиться, скорректировав
соответствующим образом веса, в результате чего получаем следующую оценку среднего




















1   ^ e(Xi)
:
2В более продвинутых методах может производиться непараметрическая оценка меры склонности (напри-
мер, см. Hirano, Imbens & Ridder, 2003).Рубен Ениколопов: Оценивание эффекта воздействия 9
3.3.2 Мера склонности и блокирование
В данном методе после оценивания меры склонности все наблюдения разбиваются на M
блоков, внутри которых объекты обладают примерно одинаковой вероятностью быть под-
вергнутым активному воздействию. В простейшем случае единичный интервал разбивается
на M блоков одинакового размера с границами m=M; где m = 1;:::;M   1. Обозначим как
Jim индикатор того, что объект i попал в блок m: В этом случае
Jim = I f(m   1)=M < e(Xi)  m=Mg:
Обозначим число объектов из группы w 2 f0;1g; попавших в блок m; как Nwm: Внутри












Jim (1   Wi)Yi:








В данном подходе единственным параметром, который необходимо выбрать исследовате-
лю, является количество блоков. На практике оказывается, что уже пять блоков оказывается
достаточным количеством, чтобы избавиться от большей части смещения в оценке (Cochran,
1968; Rosenbaum & Rubin, 1983b; Dehejia & Wahba, 1999). Количество блоков может быть
увеличено при наличие достаточного количества наблюдений, особенно если внутри блоков
распределение ковариат у контрольной и экспериментальной групп существенно отличается.
3.4 Смешанные методы
3.4.1 Мэтчинг и регрессия
Наиболее интересным из смешанных методов является сочетание мэтчинга и регрессии. В
данном подходе в простую оценку, получаемую при помощи мэтчинга, вносится поправка,
учитывающая разницу в ковариатах между поставленными в соответствие объектами. Фор-
мально, в качестве вмененных исходов используются
^ Yi(0) =

Yi; если Wi = 0;
M 1 P




j2JM(i) (Yj + ^ 1(Xi)   ^ 1(Xj)); если Wi = 0;
Yi; если Wi = 1;
после чего эти вмененные исходы используются для построения оценки среднего эффекта
воздействия так же, как и при простом мэтчинге. Основным достоинством данного метода по
сравнению с простым мэтчингом является то, что он позволяет (асимптотически) избавит-
ся от смещения, делая оценку N1=2-состоятельной (Abadie & Imbens, 2006). Данный метод
реализован в пакете STATA (см. Abadie, Drukker, Herr & Imbens, 2003).
3.4.2 Взвешивание и регрессия
Оценивание с использованием взвешивания может быть переформулировано как оценивание
методом наименьших квадратов функции










В данной формулировке мы можем легко обобщить данный подход и включить дополнитель-
ные ковариаты, чтобы увеличить точность оценок. В этом случае оценивается следующая
регрессия:
Yi =  + 0Xi + Wi + "i
с использованием тех же самых весов i. Данный подход описан в Robins & Ritov (1997)
и Hirano & Imbens (2001). Одним из достоинств этого и большинства других смешанных
методов является так называемая ¾двойная устойчивость¿ – полученная оценка является
состоятельной, если хотя бы один из используемых подходов верен. В данном случае оценка
состоятельна, если регрессионная модель или мера склонности верно специфицированы.
3.4.3 Блокирование и регрессия
Оценка с использованием блокирования может быть записана как среднее оценок по каждо-
му из блоков, которые оцениваются в регрессиях
Yi = m + mWi + "i;
с использованием только наблюдений из блока m. Данный подход также легко обобщается с
целью учесть эффект ковариат и увеличить точность оценки. В этом случае эффект внутри
каждого из блоков оценивается как
Yi = m + 0
mXi + mWi + "i;
также с использованием только наблюдений из блока m. Затем оценки, полученные на раз-
ных блоках, усредняются, как и в обычном методе блокирования.
3.4.4 Мера склонности и регрессия
В некоторых прикладных работах мера склонности учитывается лишь в качестве дополни-
тельного контроля в регрессии исхода Yi на индикаторе принадлежности объекта к экспе-
риментальной группе Wi: Асимптотические свойства подобных оценок не изучены. Кроме
того, не совсем понятны преимущества данного метода по сравнению с простой регрессией
на ковариаты, используемые при оценки меры склонности. По указанным выше причинам
использование данного метода не рекомендуется.
3.4.5 Мера склонности и мэтчинг
Еще одним методом оценивания эффекта воздействия является мэтчинг, в котором в ка-
честве единственной ковариаты используется мера склонности. Поскольку в этом случае
размерность ковариат равна единице, получающаяся оценка является N1=2-состоятельной и
асимптотически нормальной. Если истинное значение меры склонности известно, то диспер-
сия этой оценки может быть оценена методом, предложенном в Abadie & Imbens (2006) и
описанному в следующем разделе. К сожалению, дисперсия оценки, использующей оценку
меры склонности, а не ее истинное значение, на данный момент не известна, что затрудняет
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3.5 Оценивание дисперсии
Наиболее распространенным подходом к оцениванию дисперсии является бутстрап (Efron &
Tibshirani, 1993; Horowitz, 2001). В большинстве случаев этот метод дает разумные оценки
дисперсии. Однако для оценок с использованием мэтчинга при фиксированном числе объек-
тов, ставящихся в соответствие, бутстрап дает неверные оценки (Abadie & Imbens, 2008).
Альтернативный метод получения оценок дисперсии описан в Abadie & Imbens (2006). Он











и веса i являются функцией ковариат и индикаторов групповой принадлежности для всех







Таким образом, для нахождения оценки дисперсии мы должны построить оценку ^ 2
Wi(Xi)
для всех наблюдений. Для построения этих оценок Abadie & Imbens (2006) предлагают ис-
пользовать мэтчинг. Идея заключается в том, что каждому объекту i мы ставим в соот-
ветствие объект (i) из той же самой группы (т.е. Wi = W(i)) с максимально похожими









Получающаяся оценка ^ 2








является состоятельной оценкой для дисперсии оценки среднего эффекта воздействия.
4 Оценка предположений
В предыдущем разделе описан ряд методов, позволяющих получить оценку среднего эффек-
та воздействия при условии выполнения предположений о несмешиваемости и пересечении.
Ниже мы рассмотрим, каким образом можно попытаться оценить степень достоверности
этих предположений.
4.1 Несмешиваемость
Предположение о несмешиваемости является принципиально нетестируемым, так как оно
касается ненаблюдаемых характеристик (нереализованных исходов). Однако существует ме-
тоды, которые хоть и не доказывают данное предположение, но делают его более достовер-
ным (Heckman & Hotz, 1989; Rosenbaum, 1987). Подобные методы основаны на тестировании
гипотезы о равенстве нулю эффекта воздействия в тех случаях, когда этот эффект должен
быть равен нулю. В случае, если эта гипотеза отвергается, предположение о несмешиваемо-
сти становится более уязвимым. Существуют два основных класса подобных тестов.
К первому классу относятся тесты, оценивающие эффект воздействия, которое заведо-
мо не должно отразиться на исходе. Данный подход основывается на наличие двух или12 Квантиль, №6, март 2009 г.
более контрольных групп, одна из которых используется в качестве фиктивной эксперимен-
тальной группы. Если сравнение двух контрольных групп указывает на наличие эффекта
воздействия, то это означает, что как минимум одна из контрольных групп не является ва-
лидной и обладает системным смещением. Если гипотеза о нулевом эффекте воздействия не
отвергается, предположение о несмешиваемости все равно может не выполняться, так как
сравниваемые контрольные группы могут обладать одинаковым смещением. Именно поэтому
следует выбирать для сравнения такие контрольные группы, относительно которых можно
предполагать, что они обладают различным смещением. Например, если мы изучаем воздей-
ствие некоторой экономической программы на индивидов, мы можем разделить людей, не
подвергшихся воздействию данной программы, на тех, кто не мог участвовать в программе
по условиям программы, и тех, кто сам решил не принимать в ней участия. Наличие значи-
мых различий между такими контрольными группами может свидетельствовать о наличии
смещения, вызванного эффектом самоотбора.
Формально: пусть у нас имеется индикатор принадлежности к группе Gi 2 f 1;0;1g, где
значения f 1;0g соответствуют контрольным группам:
Wi =

1; если Gi 2 f 1;0g;
0; если Gi = 1:
Вместо нетестируемого предположения о несмещенности мы можем проверить более сильное
утверждение
(Y (0);Y (1)) ? GjX;
из которого следует не только несмешиваемость, но и условие
Y ? GjX;G 2 f 1;0g;
которое можно проверить при помощи тестирования гипотезы о том, что
E[E[Y jG =  1;X]   E[Y jG = 0;X]] = 0:
Ко второму классу относятся тесты, тестирующие эффект воздействия, где в качестве исхо-
да используется характеристика, которая заведомо не зависит от изучаемого воздействия. В
большинстве случаев в качестве такого псевдо-исхода используется характеристика, которая
определяется до момента активного воздействия. В частности, в качестве такой характери-
стики может выступать лагированное значение интересующего нас исхода. В случае, если
оцениваемый эффект воздействия отличен от нуля, это означает, что объекты в контроль-
ной группе значимо отличаются от объектов в экспериментальной группе даже в отсутствие
воздействия. Если же эффект отсутствует, то это хоть и не доказывает предположение о
несмешиваемости, но делает его более достоверным.
4.2 Пересечение
В отличие от предположения о несмешиваемости, предположение о пересечении может быть
оценено напрямую. Для оценки степени пересечения можно прежде всего сравнить сводную
статистику распределения ковариат у контрольной и экспериментальной групп. Одним из
стандартных индикаторов является нормализованная разность меду средними значениями
ковариаты в контрольной и экспериментальной группах:
X =







0 – выборочные дисперсии X в экспериментальной и контрольной группах, соответ-
ственно. В случае хорошего пересечения нормализованная разность не должна превышать
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Сравнение ковариат по отдельности во многих случаях оказывается недостаточным, так
как оно не учитывает особенностей совместного распределения ковариат (т.е. определенное
сочетание ковариат может встречаться только в экспериментальной или только в контроль-
ной группе). Для того чтобы оценить пересечение в совместном распределении ковариат,
можно смотреть на распределение оцененной меры склонности. В случае хорошего пересе-
чение наблюдения не должны быть слишком близкими ни к нулю, ни к единице.
В том случае, если оказывается, что предположение о пересечении вызывает сомнения,
существует ряд способов, позволяющих в той или иной степени исправить ситуацию. Од-
ним из наиболее распространенных методов является урезание выборки. В этом подходе из
рассмотрения исключаются наблюдения, попадающие в области, где не наблюдается хоро-
шего пересечения. При таком подходе страдает внешняя валидность метода, так как эффект
оценивается лишь на определенной подвыборке наблюдений. Однако при этом сохраняется
внутренняя валидность, поскольку на этой подвыборке мы получаем достоверную оценку
эффекта. На практике это означает, что после оценивания меры склонности из рассмот-
рения исключаются наблюдения со слишком большим или слишком маленьким значением
меры склонности. Crump, Hotz, Imbens & Mitnik (2008) показывают, что достаточно хороших
результатов можно добиться, исключив наблюдения со значением меры склонности меньше
0,1 и больше 0,9.
5 Заключение
В данном эссе мы рассмотрели ряд методов, позволяющих оценить средний эффект воз-
действия. На практике наиболее важным является проверка уместности предположений о
несмешиваемости и пересечении. В том случае, если эти предположения выглядят убедитель-
но, выбор конкретного метода оценивания оказывается не столь важным. Хорошим стилем
является проверка получаемых результатов на устойчивость относительно метода оценива-
ния.
В практических приложениях все большую популярность приобретают методы, основан-
ные на мэтчинге. В течение долгого времени одним из препятствий на пути их развития была
вычислительная сложность, которая становится все менее важной по мере развития компью-
терной техники, хотя использование подобных методов при большом количестве наблюдений
и ковариат по прежнему остается затруднительным.
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Estimation of treatment eﬀects
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The essay contains a short survey of methods used for estimation of average treatment
eﬀects, when the independent variable of interest is binary.