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Incorporating nonlinearity into quantum machine learning is essential for learning a complicated
input-output mapping. We here propose quantum algorithms for nonlinear regression, where non-
linearity is introduced with feature maps when loading classical data into quantum states. Our
implementation is based on a hybrid quantum computer, exploiting both discrete and continuous
variables, for their capacity to encode novel features and efficiency of processing information. We
propose encoding schemes that can realize well-known polynomial and Gaussian kernel ridge regres-
sions, with exponentially speed-up regarding to the number of samples.
I. INTRODUCTION
Machine learning is renowned for its power of pattern
recognition [1, 2]. It learns a mapping between a high
dimensional input and a much simpler output such as
a discrete label for classification or a continuous vari-
able for regression. For many real-world applications,
the mapping may be complicated. To establish a fine
input-output relation, a simple linear model is probably
not well applicable. To tackle this problem, one may
refer to a proper feature map that generates new fea-
tures, and the task may be still well solved by a simple
(linear) model in this new feature space. Moreover, ker-
nel methods [1] can be applied without explicitly making
time-consuming feature maps.
Recent efforts on machine learning have been devoted
to exploiting the capability of quantum computing [3–
9]. A class of quantum machine learning [10–13], in-
cludes quantum data fitting [4, 13, 14] and quantum
SVM [7, 15], is based on the HHL algorithm [10] that
can realizes the matrix inversion with exponential speed-
up. To further exploit the power of machine learning
on a quantum computer, it is desirable to incorporate
nonlinearity [7, 16–18], without loss of quantum advan-
tages such as significantly speed-up. This subject has
been explored from different aspects. One is by quantum
neural [19, 20] that can realize nonlinear transformation
of data. However, it is intrinsically difficult due to the
unitary(thus linear) nature of quantum operations. An-
other recently developed approach [16–18], using varia-
tional quantum circuits, instead introduces nonlinearity
by encoding classical data in the parameters of quantum
gates. Yet quantum advantages from this approach are
awaited to be proven, and the model is also lack of inter-
pretability. An approach we adopt here refers to linear
models, for which the desired nonlinearity is introduced
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by proper feature maps in the encoding. This method
has been applied in quantum support vector machine for
classification [7, 21].
In this paper, we study quantum algorithms for non-
linear regression, which is another important machine
learning task. The implementation is based on a hybrid
quantum computer, exploiting the best of both discrete
and continuous variables [22–26]. The hybrid way is not
only desirable for feature maps, for its great capacity
to encode huge information, thanks to the exponential
large Hilbert space of n-qubit system and the infinite
dimension [27–29] of continuous variables, but also is ef-
ficient and feasible [28, 30] for implementing quantum al-
gorithms of machine learning. Even with explicit feature
maps, their quantum implementation for regression can
be efficient in runtime. As concrete examples, we propose
feature maps that can realize kernel ridge regressions, for
both polynomial and Gaussian kernels. Our results show
that the runtime is O(logMN) for the case of polynomial
kernel, the same as linear regression, providing exponen-
tial speed-up both in the dimension N of data and the
number M of samples. For the case of Gaussian kernel,
the runtime scales as O(logM), based on that quantum
random access memory [31](qRAM) can efficiently ac-
cess hybrid quantum states consisting of both qubits and
qumodes. As an outlook, we explore novel feature maps
using quantum evolutions that may be helpful for pre-
dicting physical properties of a system.
The paper is organized as follows. We first discuss in
Sec.II encoding schemes, which specify the way of en-
coding classical data into quantum states, and show how
feature maps can be implemented by encoding. After
introducing linear regressions as well as their quantum
versions in Sec.III, we proposed quantum algorithms for
kernel ridge regression with polynomial kernel and the
more widely-used Gaussian kernel, respectively. Lastly,
we suggest quantum evolution as a feature map and dis-
cuss its application.
2II. ENCODING SCHEMES AND FEATURE
MAPS
In order to process classical/quantum information in
quantum setup, the first step is to encode the classi-
cal/quantum information in quantum systems, typically
as quantum states. In classical quantum computers, all
information is encoded as strings of bits. In quantum sys-
tems, information can be encoded in various ways [29],
not only in qubits but also continuous variables, e.g.,
qumodes. Moreover, quantum superposition allows to
encode 2n numbers in only n qubits. The choice of en-
coding scheme greatly affects the following designing of
quantum procedure to process information (for example,
see a discussion on quantum imagine processing [32]),
and also is the key to introduce nonlinearity. Thus it is
desirable for a careful choice of encoding scheme for a
specified task. For our purpose we consider how to en-
code an N-dimensional vector a = (a1, a2...aN ), ai ∈ RN .
For illustration we also mention the encoding for a figure
with m1 ×m2 = N pixels with each being either white
or black, e.g., ai = 0, 1. In our notation, classical data
a is encoded as a quantum state |ψa〉. We consider the
following two kinds of encoding:
1. Basic encoding Each component of a vector is en-
coded into a mode, leading to a product quantum
state. It naturally represents a figure as |ψa〉 =
⊗i|ai〉 using N qubits, and in formula it is the same
as a string of bits. For a vector a with real num-
ber ai, it is unrealistic to encode ai by a string
of qubits, while continuous variables are proper.
For instance, one can encode ai as a coherent state
|ai〉c. The quantum state encoding a is then an N-
mode product coherent state |ψa〉c = ⊗i|ai〉c. It is
also possible to encode ai directly into a qumode,
either position or momentum. Taking the case of
position as an example, then |ψa〉q = ⊗i|ai〉q is a
wave packet locating at position a in space.
2. Amplitude encoding. The components of a vector
are encoded as amplitudes for corresponding quan-
tum basis, learning normally to entangled states.
An n-qubit quantum system can encode a 2n di-
mensional vector, demonstrating the power of su-
perposition in quantum world. Assuming nor-
malized a, then |ψa〉 =
∑N
i=1 ai|i〉, where i =
i1i2..i[logN ] is the binary representation. In our no-
tation we directly write it as |a〉. The same proce-
dure is also applied for encoding a figure, leading
to a quantum state whose amplitudes take either 0
or 1/
√
MN . It is noted that amplitude encoding
scheme can also be adopted using qumodes which
are continuous variables [28].
What is a consequence due to the encoding, as there is
a change of representing information? A simple and im-
portant issue concerns with the similarity between a pair
of vectors, namely (a(m1))Ta(m2), and that between two
corresponding quantum states after encoding, in the form
of inner product of two quantum states 〈ψ
a(m1)
|ψ
a(m2)
〉.
The later can be taken as a kernel. For basic encod-
ing with qubits, whenever overlapping on one qubit is
zero, e.g., 〈ψ
ai
(m1) |ψai(m2)〉 = 0, the inner product is
zero, even when (a(m1))Ta(m2) 6= 0. As a consequence,
two images encoded in such a way are orthogonal even
when they only differ in a single pixel. This may be im-
proper for some applications. While encoded as a prod-
uct of coherent state, the inner product turns out to be
e−||a
(m1)−a(m2)||2/2, which is a widely-used Gaussian ker-
nel. Thus, an encoding of a as a product of coherent state
can be utilized as an useful feature map. Remarkably,
this feature map to infinite dimensional space is feasible
in a physical way due to the infinite dimensionality of
quantum states of continuous variables.
For amplitude encoding, it can be verified that the
similarity is exactly preserved. Moreover, polyno-
mial kernels can be easily designed by preparing [7]
|ψda〉 = |a〉⊗d, which can be verified from the inner
product 〈ψd
a(m1)
|ψd
a(m2)
〉 = (〈a(m1)|a(m2)〉)d. Such a state
introduces d-order features, that is, ai1ai2 ...aid . Taking
d = 2 as an example, it maps a to N2-dimensional
vector (a21, a
2
2...a
2
N , a1a2, a1a3, ..., aN−1aN ), including
cross terms aiaj . A more widely used polynomial
kernel is k(a(m1), a(m2)) = ((a(m1))Ta(m2) + c)d.
It equals to map a to (N + 1)2-dimension vector
(a21, a
2
2...a
2
N , a1a2, a1a3, ..., aN−1aN , ca1, ca2, ..., caN , c
2).
The inclusion of all zero, first and second orders of ai
can provide a more complete description of features
that may be required for machine learning. This can be
achieved by a modification of the amplitude encoding
scheme,|ψa〉 = (c|0〉+
∑N
i=1 ai|i〉)/(c2 + ||a||2).
III. NONLINEAR REGRESSION AND ITS
QUANTUM VERSION
In this section, we first introduce nonlinear regression
that uses feature maps, and reveal its relation to kernel
ridge regression. Then, we propose a general framework
for quantum nonlinear regression.
A. Nonlinear regression using feature maps
Given a training dataset of M points {a(m), y(m)},
where a(m) ∈ RN is the vector of N features and
y(m) ∈ R is the target value, the goal is to predict y˜ for
new data a˜. We first apply a feature map for each a(m)
to φ(a(m)), which may be a vector denoted as z(m), or a
function of continuous variables x denoted as φ(a(m), x).
We then consider a linear model with parameters w that
predicts as an inner product y˜ = 〈w, φ(a˜)〉. When w is
a function, it is a functional linear regression [33, 34].
We remark that the regression is linear with φ(a) but
can be nonlinear with the original data a, and thus is
3nonlinear regression. By minimizing the loss function of
least-squares errors with L2 regularization,
w = minw
M∑
m=1
(〈w, φ(a(m))〉 − y(m))2 + χ||w||2. (1)
Here ||w||2 = 〈w,w〉. The regularization term χ||w||2
makes a constraint on the parameters, and must be re-
quired for the functional linear regression, due to the infi-
nite dimension of features. Solving Eq. (1), w is obtained
analytically as w = A¯Ty. Here A¯ = (K + χI)−1A,
A = [φT (a(1)), φT (a(2)), ..., φT (a(M))]T , I represents the
identity matrix, and K is a M ×M covariance matrix
with elements Km1,m2 = 〈φ(a(m1)), φ(a(m2))〉.
The prediction can be rewritten as
y˜ = yT (K + χI)−1〈A, φ(a˜)〉. (2)
Note that 〈A, φ(a˜)〉 is a M -dimension vector with m-th
element
〈
φ(a(m)), φ(a˜)
〉
. The wisdom of kernel method is
that one can directly calculate the so-called kernel func-
tion k(a,b) = 〈φ(a), φ(b)〉 instead of making explicit fea-
ture maps.
The covariance matrix K can be calculated in advance.
Then in each prediction it requires M times to get all
〈φ(a(m)), φ(a˜)〉. As it is known that a quantum algorithm
for linear algorithm scales with logM , one may wonder
if such a speed-up holds when considering feature maps,
which is useful for big data problems with large M .
B. Quantum version of nonlinear regression
We first formulate how a regression can be converted
into a quantum task. Then, quantum algorithm to solve
this task is given. Our procedure decomposes the quan-
tum nonlinear regression into two parts: an encoding
scheme to load classical data into a quantum state that
at the same time realizes a feature map, e.g., a → φ(a);
a quantum algorithm that implement linear regression,
corresponds to Eq. (2). This provides a general frame-
work, and details of implementation would be discussed
for specified feature maps.
1. Convert to a quantum task
Solving classical problems with quantum algorithms
exploits the capacity of encoding huge information in
quantum systems and the intrinsic quantum parallel way
of processing information. It demands a proper way of
mapping a classical problem into a quantum task. To
do this for regression, let us firstly analyze the mathe-
matical structure of Eq. (2) using single value decom-
position(SVD) [14]. The key point is: if we write
A =
∑
i λiuiφ
T
i through SVD, where u
T
i uj = δij and
〈φi, φj〉 = δij , then it follows A¯ = (K + χ)−1A =
∑
i
λi
λ2i+χ
uiφ
T
i . Here λi are singular values of A with cor-
responding left(right) eigenstate vi(φi). The prediction
turns to be y˜ =
∑
i
λi
λ2i+χ
uTi y〈ϕi, φ(a˜)〉.
We assume that classical data is encoded into quantum
state at the encoding step as a → |ψa〉. The details will
be presented for specified encoding schemes. This real-
izes a feature map, where 〈x|ψa〉 = φ(a, x) for continuous
variables and 〈i|ψa〉 = zi for discrete variables. To get a
quantum version of Eq. (2), we can encode A as a quan-
tum state |ψA〉 =
∑
m ||φ(a(m))|||m〉|ψa(m)〉. Note from
Schmidt decomposition we have |ψA〉 =
∑
i λi|ui〉⊗ |φi〉.
The quantum task thus is to get the target state |ψA¯〉 =∑
i
λi
λ2i+χ
|ui〉 ⊗ |φi〉, from the initial state |ψA〉. It can
be seen that the transformation maps those coefficients
from λi to
λi
λ2i+χ
, which is denoted as singular value trans-
formation. After |ψ
A¯
〉 is obtained, the prediction is just
an inner product between |ψ
A¯
〉 and the reference state
|ψR〉 = |y〉 ⊗ |ψa˜〉, where |y〉 =
∑
i yi|i〉 using the ampli-
tude encoding scheme.
2. Quantum algorithm
As discussed in the above, the aim of quantum algo-
rithm is to transform the prepared state |ψA〉 to the tar-
get state |ψ
A¯
〉. Although a direct unitary transformation
is possible, we refer to a more efficient way using ancil-
lary modes. Those ancillary modes firstly register sin-
gular values using quantum phase estimation, and then
perform singular value transformation based on the regis-
tered singular values. We adopt a hyrbid quantum com-
puting that uses qubits for encoding |ψA〉 and qumodes
as ancillary modes [30]. The hybrid approach allows a
more efficient quantum phase estimation. Moreover, reg-
ularization can be simply implemented by a controlled-
phase gate on qumodes, instead of performing arithmetic
on qubit system that requires many qubits to encode
float numbers. Remarkably, singular values are encoded
in an entangled two-qumode state [28], and homodyne
detection on two qumode gives rise to the required sin-
gular value transformation. The hybrid approach with
qumodes for linear regression has been discussed in de-
tail in Ref. [30], and here we outline the procedures:
1. State preparation. Prepare |ψA〉 =∑
m ||φ(a(m))|||m〉|ψa(m)〉 using quantum ran-
dom access memory [31]. It uses the addressing
state
∑
m |m〉 to access the memory cells storing
quantum states |ψa(m)〉 in training data registers.
2. Quantum phase estimation. Construct U =
eiηK/TrK⊗I⊗pˆ1pˆ2 using the density matrix expo-
nentiation method [6, 28, 35], which requires to
access n copies of density matrix K/TrK =
Tr2|ψA〉〈ψA|. Here the partial trace works on
the training data registers. Perform U on
|ψA〉 ⊗ |G12〉, where two-mode state |G12〉 =
4∫
dp1dp2e
−(p21+p22)/2s2 |p1〉p1 |p2〉p2 with squeezing
factor s [27, 28].
3. Regularization. Perform eiηχpˆ1pˆ2 that shifts q2
mode by ηχp1.
4. Singular-value transformation. After homodyne
detections of both qumodes with results q1 = Q1
and q2 = Q2, the state now becomes
∑
i
λiBi(Q1, Q2)|ui〉 ⊗ |φi〉 ⊗ |Q1〉q1 |Q2〉q2 . (3)
where Bi(Q1, Q2) ∼ e−(Q
2
1+Q
2
2)/2α
2
i s
2
αi
at the limit
α2i s
4 ∼ ε−1q . Here αi = η(λ2i +χ). Discarding both
qumodes since they are disentangled from qubits,
Eq. (3) then approximates |ψ
A¯
〉 with each coeffi-
cient rescaled by e−(Q
2
1+Q
2
2)/2α
2
i s
2
.
5. Prediction. For new data a˜, the prediction y˜ is an
inner product between the target state |ψ
A¯
〉 and
the reference state |ΨR〉up to a constant factor.
The inner product, denoted as y˜′, can be accessed
using the method described in Ref. [7, 36]. Con-
struct 1√
2
(|0〉a⊗|ψA¯〉+|1〉a⊗|ψR〉) with an ancillary
qubit. Then, a projecting measurement of |+〉〈+|
has a success rate p = 12 (1 + y˜
′). Thus y˜′ = 2p− 1.
It should be emphasized that the finite squeezing is not
only practical, but also is helpful for an efficient running
of the quantum algorithm. For finite squeezing, homo-
dyne detection of two qumodes can range in an area εq
centered at Q1 = Q2 = 0, and it is shown [30] that the
success rate is proportional to ε
3/2
q .
IV. QUANTUM NONLINEAR REGRESSION
We now address quantum algorithms for kernel ridge
regressions, including both polynomial kernel and Gaus-
sian kernel. We focus on preparing |ψA〉, which depends
on the encoding schemes. Once |ψA〉 is obtained, the
quantum algorithm can be implemented following the
procedures in Sec. III B 2 with necessary adjustments.
A. Quantum polynomial kernel regression
To introduce polynomial kernel, vector a is encoded
as |a〉 using amplitude encoding with qubits. Then pre-
pare |ψd
a
〉 = |a〉⊗d. Without loss of generality we con-
sider d = 2. and the state reads |ψ2a〉 = |a〉 ⊗ |a〉,
corresponding to a feature map a → z(a) = a ⊗ a.
To apply quantum algorithm in Sec. III B 2, we need
firstly to load quantum state |ψA〉 =
∑
i |a(m)|2|m〉|ψ2a〉.
This can be implemented using quantum random ac-
cess memory, with runtime scaling as log(MN). Write
the Schmidt decomposition as |ψA〉 =
∑
i λi|ui〉 ⊗ |vi〉.
Since AAT |ui〉 = (λi)2|ui〉 and ATA|vi〉 = (λi)2|vi〉,
it is possible to register singular values λi using either
eiηAA
T⊗I⊗pˆ1pˆ2 or eiI⊗ηA
T
A⊗pˆ1pˆ2 . If M < N2, then the
former is favorable for its manipulation on smaller num-
ber of qubits; the latter is favorable whenM > N2. Once
|ψA¯〉 is obtained using quantum algorithm in Sec. III B 2,
predictions can be made for new data a˜ that should be
encoded as |a˜〉 ⊗ |a˜〉. The runtime scales as log (MN),
which is the same to quantum algorithm for linear re-
gression, with the exponentially speed-up for both the
dimension of data N and the number of samples M .
B. Quantum Gaussian kernel regression
We adopt the coherent-state encoding for vector a.
The N-mode product state |ψa〉c = D(a)|0〉c = ⊗i|ai〉c
can be prepared with O(1) time, when all |ai〉c =
eaia−aia
† |0〉c are generated in parallel. In Fock space
it corresponds to a feature map a → Z(a) = ⊗z(ai),
where z(x) =
∑∞
n=0 e
−x2/2xn/
√
n!en is a vector with in-
finite dimension that takes {en} as the basis. The fea-
ture map can also be written under continuous variables
as a→ φ(a, x) = 〈x|ψa〉c.
To work out the quantum algorithm, some issues
should be addressed. The first important issue is to pre-
pare |ψA〉 =
∑
m |m〉 ⊗ |ψa(m)〉c. This can be realized
with a conditional quantum operator U =
∑
m |m〉〈m| ⊗
D(a(m)), performing on |0〉⊗ log2 M ⊗ |0〉⊗Nc . The run-
time is O(M), and is independent of N . It is noted that
|ψA〉 can be rewritten by Schmidt decomposition, |ψA〉 =∑
i λi|ψui〉 ⊗ |φi〉. Here |φi〉 is a quantum state of N -
mode continuous variables, e.g, |φi〉 =
∫
φi(x1, ..., xN )⊗i
|xi〉dq1..dqN . Secondly, to register singular values, it is
better to perform a quantum operation on qubits using
eiηK⊗I⊗pˆ1pˆ2 , since it works on log2M qubits instead of
N -modes of continuous variables. Lastly, the prediction
step requires to prepare a state |y〉 ⊗ |ψa˜〉c. Runtime is
O(M) but is independent of N .
We may speed up the state preparation of |ψA〉 to
a runtime of logM using qRAM. Although the original
qRAM is proposed for qubit systems [31], it is in principal
feasible for the hybrid discrete- and continuous-variable
state |ψA〉. The address state is constructed as
∑
m |m〉
with qubits. Then, use qRAM to access the memory
cell m that stores the continuous-variable state |ψa(m)〉c.
This leads to |ψA〉 with a run time of O(logM). Pro-
vided that one can effectively prepare |ψA〉 with qRAM
, the runtime scales with logM and is independent of N .
We wish to pinpoint that classical data a can be en-
coded into a general N -mode Gaussian state with other
Gaussian gates such as beam splitter, squeezing opera-
tor and so on [37]. This may be useful since interactions
between different original features are taken into account.
5V. DISCUSSIONS AND CONCLUSION
As discussed in Sec. IV, generating feature maps with
quantum encoding for regression can reproduce well-
known kernel ridge regressions. Here we explore its ap-
plication beyond classical capability. In general, loading
classical data into a quantum state can be realized by a
quantum circuit parameterized by those classical data.
If we take classical data as parameters for a physical
system, then the quantum circuit can describe a quan-
tum evolution which outputs a quantum state. While
it is hard to directly predict physical properties merely
from few parameters describing the system, a quantum
state depending on those parameters may reveal more
information for a prediction. This inspires us to think
that quantum nonlinear regression may naturally fit for
a task itself involving quantum mechanics, for instance,
to predict the ground (or n-th order excited) state en-
ergy from atomic configurations of materials. Classical
machine learning can directly learn a mapping between
atomic configuration and use it for predictions [38, 39].
To leverage the quantum capability, a feature map by
encoding the atomic configuration as a quantum state
may give a better kernel for predicting the ground state
energy. We may consider a feature map as following:
|φa〉 = eiH′(a)t0 |0〉. Here the Hamiltonian H ′(a) should
be much simpler than the original Hamiltonian for the
material but still captures some key features. The quan-
tum evolution eiH
′(a)t0 may be implemented with a quan-
tum circuit. With this quantum evolution as the encod-
ing scheme, we may apply the regression using quantum
algorithm as in Sec. III B 2. Runtime depends on the
depth of quantum circuit for realizing the feature map,
but still scales with logM , provided that qRAM is ap-
plicable. Whether it can give a better performance of
regression is still an open problem awaiting for further
in-depth investigations.
In summary, we have emphasized the importance of
nonlinearity in machine learning using quantum algo-
rithms, and propose how to realize nonlinearity in re-
gression task with desired quantum speedup. We have
developed novel encoding schemes for nonlinear feature
maps. The quantum algorithm is implemented in a hy-
brid way that exploits both discrete and continuous vari-
ables. Two well-known kernel ridge regressions, polyno-
mial and Gaussian kernels, have been set up with quan-
tum algorithms using novel encoding schemes. Runtime
for both scales O(logM) with the number of samples in
training datasetM . Moreover, we have also explored fea-
ture maps by quantum evolutions that may be helpful for
quantum regression tasks.
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