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Background
In this paper, we consider the following initial-boundary value problem for timedependent convection-diffusion system:
where Ω is an open bounded domain R d (1 ≤ d ≤ 3), with a Lipschitz continuous boundary Γ = Γ D ∪ Γ N ; and ν is the unit vector normal to Γ N ; the flow field b = (b 1 , b 2 , . . . , b d ) T ; the source term q = q(x, t) ≥ 0 and exterior flow function f = f (x, t) are some given functions; the coefficient c = c(x) is positive function and the diffusion coefficient matrix A = (a(i, j)) d×d is a symmetric uniformly positive definite matrix, i.e., there exist some positive constants c * and a * such that
This type of partial differential equation arises in many important fields, such as the mathematical modeling of aerodynamics, porous medium fluid flow, fluid dynamics (e.g.
(1)
a ij (x)ξ i ξ j , c * ≤ c(x), ∀ξ ∈ R d , x ∈ Ω.
Euler equations, Navier-Stokes equations), meteorology, and semiconductor devices. Many numerical methods have been established to simulate this problem, for example, finite element and finite difference method, Eulerian-Lagrangian localized adjoint method Celia et al. (1990) . The streamline diffusion finite element method Hughes and Brooks (1979) , least-squares mixed element methods Yang (1999 Yang ( , 2000 Yang ( , 2002 , Zhang and Guo (2012) , and Zhang (2009) , and so on. Generally, these numerical procedures result in a large scale of algebraic system, so it is very important and useful to develop effective parallel algorithms both in engineering applications and mathematical analysis.
Recently domain decomposition parallel computation has become a powerful tool for solving a large scale system of partial differential equations. A lot of work has been done on domain decomposition parallel algorithms, for example, see Beilina (2016) , Bramble et al. (1990 Bramble et al. ( , 1991 , Cai (1989) , Dolean et al. (2008 Dolean et al. ( , 2015 , Dryja and Widlund (1987) , Lu et al. (1991) , Ma et al. (2009) , Tarek (2008) , Xu (1989 Xu ( , 1992 Xu ( , 2001 ) and Yang (2010) . But many parallel algorithms based on overlapping domain decomposition are iterative algorithms so that many iteration steps are needed to reach given accuracy, which leads to much more global amount of computational work. On the basis of the idea of the parallel subspace correction method proposed by Xu (1989 Xu ( , 1992 Xu ( , 2001 ), the first author of this paper and Yang established a new parallel algorithm combined with characteristic finite element scheme, finite difference scheme and least-square scheme for one dimensional convection-diffusion problem in and Zhang and Yang (2011a, b) , where both theoretical analysis and numerical results suggest that when overlapping degree has a positive lower bound independent of mesh size, only one or two iterative times is needed to reach the optimal convergence precision at each time level.
In this paper, using the same technique as in and , we establish a new parallel algorithm for solving the convection-diffusion system. Here the arbitrary dimensional problem is considered, unlike in only one dimensional model was studied. And the different least-squares finite element scheme from the one in is used to obtain the optimal L 2 -norm error estimate. The partition of unity is applied to distribute the corrections in the overlapping domains reasonably in this parallel algotithm. We analyze the convergence of approximate solution, and study the dependence of the convergent rate on the spacial mesh size, time increment, iteration number and sub-domains overlapping degree. Both theoretical analysis and numerical experiments indicate the full parallelization of the algorithms and very good approximate property.
Parallel algorithm
Throughout this paper we use usual definitions and notations of Sobolev spaces as in Adams (1975) . Let W k,p (Ω) (k ≥ 0, 1 ≤ p ≤ ∞) be Sobolev spaces defined on Ω with usual norms � · � W k,p (Ω) and H k (Ω) = W k,2 (Ω). Define inner products as follows:
and set τ n = t n − t n−1 and τ = max 1≤n≤M τ n . Let w n (x) = w(x, t n ). By use of the difference technique with first-order accuracy to discretize the first-order system (1), we can rewrite the system (1) as follows [see Yang (1999)] where To construct parallel subspace correction algorithm, we firstly make a domain decomposition. Assume that
is a non-overlapping domain decomposition of Ω. In order to obtain an overlapping domain decomposition, we extend each subregion
where H > 0 is called as overlapping degree. Let T h u and T h σ be two families of quasiregular finite element partitions of the domain Ω such that the elements in the partitions have the diameters bounded by h u and h σ , respectively. Assume that T h u ,i = T h u Ω i and T h σ ,i = T h σ Ω i just are one finite element partition of Ω i for 1 ≤ i ≤ N. Let W h σ ⊂ W, and V h u ⊂ V be piecewise r-degree and k-degree polynomial spaces defined on the partitions T h σ and T h u , respectively.
Denote by Ã the inverse of A and define a bilinear form Based on (3) and Yang (1999) , we get the standard least-squares finite element procedure: Least-squares scheme Given an initial approximation
In the following part of this section, we propose the parallel domain decomposition algorithm of the system (4). Define finite element sub-spaces: 
Step 3. Set corrections
Step 4. If j < m, then set j := j + 1 and return the step 2; or set and then return back to the first step to start iteration at the next time step.
Some lemmas and main result
In the following sections, we denote by K and δ some general constants and small positive constants independent of the mesh parameters H, h σ h u and τ, which may be different at different occurrences. Let
In order to analyze the convergence of parallel algorithm, we introduce projection oper-
Now, we give some important lemmas which are used to analyze the convergence of parallel algorithm.
We assume that finite element spaces W h σ and V h u have the inverse property and approximate properties [see Ciarlet (1978) ] that there exist some integers r, r 1 ,
Based on Theorem 3.3 in Yang (1999) , the following result can be read: 
Proof Using Lemma 2, we know that This is the first inequality of (8).
In addition, by using the technique of Theorem 3.1 in Yang (2001), we can easily obtain
That is the second inequality of (8). The proof of Lemma 3 is completed.
Lemma 4
The following estimate holds for each (ψ, w) and
Proof It is easily seen that and (8)
and Hence we have
Noting that 
Proof of Theorem 1
It is easily seen that parallel algorithm is also equivalent to use an iteration with initial values (σ
From (12) we have (4) In addition, from parallel algorithm we can obtain the following equation (17) and using Lemma 4, we have
(17)
Thus, we have
That is the inequality (15). This ends the proof of Lemma 5.
Hence, we need to estimate the bounds of σ 
Lemma 6 For parallel algorithm, we have the following estimate
Proof From (14) we have (21) and using the inequality ab ≤ 1 δ a 2 + δb 2 , we can obtain Hence, when we choose sufficiently small δ, we can obtain the estimate (20). This ends the proof of Lemma 6.
Finally, we prove Theorem 1.
(21)
Since we have
Next, we estimate the terms on the right-hand side of the error equation (22). It is clear that and
Substituting the above estimates into (22) and then summing it up from 1 to n, we get Applying a known inequality and discrete Gronwall's lemma to (23), we derive that
Using Lemma 1, we can obtain the estimate (11). The proof of Theorem 1 is complete.
Numerical results
As in , we first consider the one dimensional convection-diffusion problem:
We divide the domain [0, 1] into three sub-domains:
, where H is the overlapping degree (see Fig. 1 ).
We use piecewise linear polynomial spaces, set h u = h σ = h and take the linear unit decomposition functions as in . We define the L 2 -norm error as follows:
and the L ∞ -norm error Experiment I In this experiment, the exact solution is chosen as u = e t sin 2 πx. Set T = 1, and b = 1. For different parameters a, h, τ and the iterative number m at each time step, we give L 2 -norm errors and the L ∞ -norm errors in Tables 1, 2 and 3. These numerical results suggest that we can get a good result for convection-diffusion problem using parallel algorithm , even iterating only one or two cycle at each time step. Moreover, these numerical results also imply that the errors caused by decomposing domain decrease as the discretization parameters h and τ decrease and increase as the overlapping degree H becomes small, which are coincided with our theoretical result. Experiment II As in , we select the right-hand side function with complex structure and the initial condition as follows:
Choosing H = 1/12, h = τ = 1/48, b = 1, and a = 1e−4, we observe numerical results at different time (see Figs. 2, 3 ). We use " * " to denote u h and σ h , the values of the parallel algorithm and use " -" to denote w h and ̺ h , the values of least-squares algorithm. These figures clearly show that u h , σ h approximate to w h and ̺ h at different time, respectively, which is coincided with our theoretical analysis. Next, we consider the two dimensional convection-diffusion problem:
where
E is the unit matrix, and b = (1, 1) T . We divide Ω into four sub-domains: Fig. 4 . In this section, we use piecewise linear polynomial spaces. And We take the linear unit decomposition functions {ϕ i } 4 i=1 as follows:
Experiment III Here we still select the same right-hand side function with complex structure and the initial condition as in ,
f (x, t) = e y 3 −x 2 −2t sin(3π x − 6y + t 2 ) cos(4πyt), u 0 (x) = 0.
Set H = 0.2, h = τ = 1/40, and a = 1e−2, T = 1.0, m = 1. We can get Figs. 5, 6 and 7. These results suggest that the values u h , σ h = (σ 1 h , σ 2 h ) by parallel algorithm approximate to w h and the values ρ h = (ρ 1 h , ρ 2 h ) by least-squares scheme respectively, which implies that our method is valid for two-dimensional problem. 
Conclusions
In this paper, combined subspace correction method with least-squares mixed element procedure, a new class of parallel domain decomposition algorithm is proposed to solve convection-diffusion problem. The convergence of approximate solution, and the dependence of the convergent rate on the spacial mesh size, time increment, iteration number and sub-domains overlapping degree are studied. Both theoretical analysis and numerical experiments indicate the full parallelization of the algorithms and very good approximate property. Fig. 7 The values of ρ 2 h and σ 2 h at T = 1.0
