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Summary
Young stars have discs and are usually found in binary or multiple systems. In this
thesis, we are interested in (a) the dynamical evolution of young stars in a multiple
system and (b) the evolution of a circumprimary disc in a misaligned binary system.
In a young multiple star system, a close encounter between two stars may result
in either an ejection of the least massive star or a collision. We perform N -body
simulations to investigate the frequencies of both ejections and collisions in young
coplanar triple systems. We find that the chance of a collision among the members
is generally high, at least a few per cent in most configurations. From this finding,
it is possible that collisions among young stars are responsible for some uncommon
features found in young star systems such as an apparent non-coevality of members.
The evolution of a circumprimary disc in a misaligned binary system is, in several
ways, affected by the companion. Dynamically, the disc is tilted by tidal effects from
the companion. We perform SPH simulations to study the tilting process of the disc.
We find that the disc precesses and, in most cases, is brought towards alignment with
the binary orbit. The key findings include: (a) a significantly misaligned disc may not
be aligned with the binary orbit within an estimated disc lifetime ( 106yr) and (b)
the dispersal timescale of a misaligned disc could be of order the precession period of
the disc. These findings would constrain the formation of planets in misaligned binary
systems. For an alignment process that is driven by an alignment torque(s), our semi-
analytic approach shows that the torque is mainly proportional to the change in the
binary semi-major axis. In this work, we suggest a possible formation scenario for
a spin-orbit misaligned planetary system around a single star that the system could
form from a disc in a misaligned binary system which is later disrupted by dynamical
interactions with other star in the cluster.
Additionally, we also perform SPH simulations to study several properties of low-
mass discs. We investigate the influence of resolution, temperature structure, and
artificial viscosity on the stability of those low-mass discs. We find that our low-mass
discs are all stable against gravitational instabilities.
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Chapter 1
Introduction
Understanding star formation is a fundamental problem in astronomy. Not only does
star formation tell us how individual stars form, it also tells us about the formation of
multiple star systems and planetary systems. Theoretical studies of star formation are
based on the principal idea that stars form out of a collapsing cloud of gas and dust.
So far, this idea agrees rather well with observations. With advances in computing
power, numerical studies of star formation become increasingly powerful in enabling
us to model the star formation process. The influence of several parameters can be
explored in detail. However, the formation process involves much complicated physics
that has not been fully understood. Modelling star formation with correct physics is
thus an extremely difficult task.
Observations have found many interesting features of stars. In this work, we
focus on two coexisting features. The first feature is that stars are typically found in
multiple systems. The multiplicity of stars implies that most stars may originally form
as multiple systems and later dissolve via close encounters. Although the dominant
mode of close encounters is disruption, there is a non-zero chance for the encounters
to end up with a collision. The chances of stellar collisions could be higher when the
stars are younger, as younger stars have larger radii. Collisions among young stars
are interesting as they will affect the evolution of the objects.
The second interesting feature of stars is that young stars have discs. Circumstellar
discs are found in stages before the central stars start to burn hydrogen in their
cores and become main-sequence stars. That many main-sequence stars including the
Sun are found with orbiting planets suggests that planets somehow form from the
progenitor discs. Also, in young multiple systems where discs are commonly found,
the evolution of a disc would be affected in many ways by the stellar members.
1
1.1. Star formation 2
From those two interesting points, we ask two questions: (1) How frequently do
collisions occur during close encounters among young stars in multiple systems? and
(2) How do circumstellar discs surrounding the components in binary stars evolve,
especially in systems where the orbital plane of the binary is not the same as that of
the disc(s)? The answer to the first question would tell us how likely that stellar
collisions may be an explanation for some stars which are observed with uncommon
properties, for example, infrared companions found in some young binaries. We find
out this answer in Chapter 4. For the second question, although it has been known
that discs in inclined binary systems are tilted towards alignment, the numerical
investigations are still not thorough. We thus perform simulations to explore the
mechanism in more detail in Chapter 6.
In this chapter, we provide a brief review of the star formation process from molec-
ular clouds to pre-main-sequence stars in Section 1.1. The observations, formation
mechanisms, and evolution of binary stars are given in Section 1.2. In Section 1.3, we
talk about properties and evolution of circumstellar discs. Planet formation mech-
anisms are presented in Section 1.4. Finally, we give an overview of this thesis in
Section 1.5.
1.1 Star formation
The Milky Way Galaxy is estimated to have a total mass of  1012M (e.g. McMillan
2011). Most of the mass is in the form of dark matter while stars and the interstellar
medium (gas and dust), which are observable, comprise only  1011M. Most stars
are low-mass M-dwarfs with masses  0:1  0:5M (e.g. Lada 2006). Most stars are
also found as binaries or multiples, especially in young populations (see Section 1.2.1).
It is believed that stars form as a product of collapsing gas clouds consisting mostly
of molecular hydrogen (H2). Young stars are usually found in dense parts of giant
molecular clouds (GMCs). GMCs have typical diameters of a few to several tens of
parsecs and masses of  105   106M. The density structures inside GMCs are irreg-
ular (preferentially filamentary) and hierarchical (e.g. Williams et al. 2000; Könyves
et al. 2010; André et al. 2010; Molinari et al. 2010), as shown in Figure 1.1. A gi-
ant molecular cloud may consist of several clumps of densities  103   104 cm 3y, or
yFor convenience, extremely low density gas is usually discussed in terms of the number density (n, the number of
atoms or molecules per unit volume) rather than the mass density (, mass per unit volume). The relation between the
two is given by = mHn, where  is the mean molecular weight (' 2:35 for a cloud with  70% H2 and  30% other
heavier elements, see Section 5.2.4) and mH' 1:67 10 24g is the hydrogen mass. That is, for example, n=104cm 3
would correspond to ' 3:910 20g=cm3.
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Figure 1.1 A molecular cloud complex in a 22 field centred at [l; b]' [59; 0] (galactic
coordinates). Showing on the left figure is the three-colour image of the cloud while the
right figure is the colour-enhancement version of the same image revealing the filamentary
structure of the cloud. The blue dots on the right image locate the compact sources detected
at wavelength of 250m. The images are taken from the Hi-GAL survey which is the Herschel
program to map the inner Galactic plane of the Milky Way.
roughly, with masses of a few hundred M and  1pc in extent. Each clump may
consist of several prestellar cores of even higher densities, i.e. with masses of  1M
in less than  0:2pc across (Ward-Thompson et al. 2007). Some of the prestellar cores
may be dense enough to collapse gravitationally to form a single or multiple star
system.
1.1.1 Formation of prestellar cores
Prestellar cores are dense stellar-mass fragments in molecular clumps. They are grav-
itationally bound and tend to collapse to form stellar objects. Despite consisting
mostly of H2, the molecule cannot be detected directly as it has no excitable state in
environments with temperatures as low as 10K. Instead, the abundance of H2 can be
traced by other coexisting molecules such as CO and NH3 (e.g. Evans 1999).
Prestellar cores are observed mostly in submillimetre (submm) to millimetre wave-
lengths of dust continuum emission and some molecular tracers of high density such as
NH3 (e.g. Benson and Myers 1989; Ward-Thompson et al. 1994). Fragments that are
similar to prestellar cores but show no significant tendency to collapse are starless (or
pre-protostellar) cores (e.g. Gregersen and Evans 2000). Figure 1.2 shows a submm
dust continuum map of NGC2068 where evolved prestellar cores containing young
stellar objects (YSOs, marked by star symbols) and starless cores (marked by cross
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Figure 1.2 A submm dust continuum map of NGC2068 showing a number of evolved
prestellar cores containing YSOs (marked by star symbols) and starless cores (marked by
cross symbols). The image is taken from Motte et al. (2001).
symbols) are observed (Motte et al. 2001). In addition, although starless cores are
likely to be transient, some of them might be able to evolve further to the prestellar
core stage.
How prestellar cores actually form or fragment out of a molecular cloud is still
unknown. Along with improvements in observations, two major models have been
proposed: (a) the standard model and (b) the turbulent fragmentation model. In the
standard model of star formation suggested by Shu et al. (1987), prestellar cores are
slowly condensed out of a gas cloud by the interplay between gravity and interstellar
magnetic fields. The magnetic fields play a major role in preventing local contractions
in the cloud which is considered as weakly ionized (containing a small fraction of ions
and electrons). Charged particles in the cloud can be tied to the magnetic field lines,
causing difficulty to the neutral gas particles in the cloud to flow through. This
process is known as ambipolar diffusion (e.g. Mestel and Spitzer 1956). The model
approximates the star formation timescale to be from a few to tens of Myr depending
on the strength of the magnetic fields. However, this timescale does not seem to agree
with observational evidence obtained over the past two decades. A survey by Lee
and Myers (1999), for example, suggests that a typical lifetime of starless cores of
 0:3  1:6Myr, much shorter than that predicted by the model by a factor of 2  44.
From other observations, the star formation timescales seem to be rather short, i.e.
within a few crossing times of the clouds, implying that mechanisms to delay the
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gravitational collapse may not be required (Elmegreen 2000). Nevertheless, it is still
debated if the star formation process is slow (Tan et al. 2006; Krumholz and Tan
2007).
In contrast to the standard model, the turbulent fragmentation model offers a
shorter timescale by suggesting that prestellar cores are formed as a consequence of
shocks generated by supersonic turbulence in a molecular cloud (e.g. Padoan and
Nordlund 2002; Ballesteros-Paredes et al. 2007; Hennebelle and Chabrier 2008). In
a typical molecular cloud where the density is extremely low ( 102   103 cm 3), the
velocity dispersion (, in km=s) is found to be supersonic and scales with the size of
the cloud (L, in pc) as a power law function: /L, where  0:5 (Larson 1981). In
such a situation, supersonic turbulence has a major role in creating shock-compression
regions while supporting the whole cloud against monolithic gravitational collapse.
Once dense regions have been created from shocks, the velocity dispersions in those
regions become subsonic, allowing the condensation of prestellar cores to occur. This
model suggests a star formation timescale to be less than a few Myr.
1.1.2 Prestellar evolution of low-mass stars
A prestellar core may collapse and fragment to form one or several stars, depending on
parameters such as the core mass, density structure, and turbulence (Goodwin et al.
2004a,b; Delgado-Donate et al. 2004; Walch et al. 2010). To be able to collapse in the
first place, the self-gravity of the core must overcome at least the thermal pressure.
In terms of mass, a threshold for the core to collapse is generally given by the Jeans
mass
MJeans ' 6c
3
s
G3=21=2
; (1.1)
where G is the gravitational constant, cs the sound speed, and  the average density
of the core. The sound speed represents the temperature of the gas as
cs =

kbT
mH
1=2
; (1.2)
where  is the ratio of specific heats, kb is Boltzmann’s constant, T is the temperature,
 the mean molecular weight, and mH is the hydrogen mass. A prestellar core is able
to collapse if its mass is greater than the Jeans mass.
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Figure 1.3 Plotting the change of temperature Tc against density c at the centre of a
collapsing cloud core simulated by Masunaga and Inutsuka (2000). The collapse is divided
into the first collapse and second collapse phases, corresponding to the first core and the
second core, respectively. The two phases are separated by the onset of molecular hydrogen
dissociation at Tc 2000K. Also depicted along the curve is the effective ratio of specific
heats , i.e. the approximate slope of each segment is    1.
To illustrate the thermal evolution of the central core during collapse, let us con-
sider the simulation of a collapsing cloud core performed by Masunaga and Inutsuka
(2000). Figure 1.3 shows a plot between the temperature Tc and density c at the
centre of the core. Changes in the temperature according to density can be approxi-
mately described by the equation of state Tc/  1c , i.e.    1 is approximately the
slope of the curve in Figure 1.3. At the early stage of collapse, a prestellar core is
optically thin with densities as low as  10 19 g=cm3. Compressional heat from con-
traction can be efficiently removed by the thermal coupling of gas and dust. This
maintains the temperature of the core to be approximately constant at  10K. Dur-
ing this isothermal stage, the ratio of specific heats is effectively unity (=1). The
Jeans mass decreases as the density increases. The timescale for a prestellar core to
collapse to stellar densities is given by the free-fall time:
t =

3
32G
1=2
: (1.3)
When the density of the central core reaches a value of  10 13 g=cm3, the core
becomes opaque, reducing the efficiency of cooling by dust (Larson 1969; Masunaga
et al. 1998; Masunaga and Inutsuka 2000). As a consequence, the temperature (Tc) at
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the central core starts to increase significantly. The state of gas begins to change from
isothermal to adiabatic. In early adiabatic phase where the central core temperature is
below 100K (see the second slope in Figure 1.3), the molecular hydrogen still behaves
like a monatomic gas with =5=3, as the rotational state of the gas has not yet been
excited. During this phase, the decreasing Jeans mass makes a turning point with a
minimum value of Mmin 10 2M. Fragmentation may be encouraged to occur in a
core whose mass is much greater than Mmin. Once the rotational state is excited, the
gas behaves as a diatomic gas with =7=5 (the third slope in Figure 1.3). The Jeans
mass increases as the density increases, reducing the chances of core fragmentation.
Suppression of the fragmentation during this phase is known as the opacity limit for
fragmentation (Low and Lynden-Bell 1976).
So far, the core has undergone the first collapse phase to form the first core (see
Figure 1.3). The adiabatic collapse (with =7=5) proceeds rather slowly until the
central temperature reaches  2000K where the dissociation of molecular hydrogen
begins. The dissociation process absorbs energy and enhances the second collapse.
The core is then called the second core or protostar, which is enshrouded by an opti-
cally thick envelope of gas and dust. The ratio of specific heats in this phase is =1:1
(the fourth slope in Figure 1.3); the collapse is nearly isothermal. The protostar then
continues to evolve to a pre-main sequence star.
From observations, the evolutionary stages of young low-mass stars may be clas-
sified by the spectral features of the objects in infrared (IR) wavelengths. These
features indicate the evolving characteristics of the disc and envelope surrounding
young stars. Four major Classes (from Class 0 to Class III) are presented to dis-
tinguish those stages. Class I-III are defined by the values of the spectral index IR
obtained from spectral energy distributions (SEDs) of the stars. An SED of a young
star is a log-log plot of the observed flux (F) against the observed wavelengths
(), as shown in Figure 1.4 for the DL Tau system. The spectral index is the slope
of the SED measured in the mid-IR wavelengths (2.. 100m) where the SED is
approximately linear, i.e. log10(F)/IR log10 . The stages from Class I to III were
introduced by Lada (1987) while Class 0 was introduced later by Andre et al. (1993)
to include younger stellar objects that are very bright in submm wavelengths. In
addition to the main classification, Greene et al. (1994) introduced an intermediate
stage separating Class I and Class II called flat spectrum. The sketch of an SED for
each stage is illustrated in Figure 1.5 and the details are described as follows.
1.1. Star formation 8
Figure 1.4 Spectral energy distribution (SED) of DL Tau. The SED plots the flux (F)
against wavelength (). The spectral index (IR) is the slope of the SED in the mid-IR
wavelengths shown as the red shaded area. The solid curve shows the black body fit of
the central star. The dashed curve shows an SED predicted by the flat disc model (see
Section 1.3). The image is taken and modified from Kundurthy et al. (2006).
Class 0. The earliest stage of YSOs where the central protostar is dense and hot but
still embedded in its optically very thick envelope. Reprocessing of radiation from the
centre by the dusty envelope makes Class 0 sources very bright in submm wavelengths,
corresponding to a bolometric temperature of Tbol< 80K. During this stage, material
from the more massive envelope keeps falling onto the less massive protostar at the
centre. Strong bipolar outflows are another feature observed in Class 0 sources more
frequently than in Class I sources (e.g. Bontemps et al. 1996). The lifetime of the
Class 0 stage is less than a few times 105yr (e.g. Evans et al. 2009; Enoch et al. 2009).
Class I. The intrinsic angular momentum of the core plays its role in building up
a rotational plane of material, i.e. a disc. As more material from the envelope is
accreted onto the disc, the envelope becomes optically thin to far-IR wavelengths,
giving a positive spectral index (measured in the mid-IR) of IR> 0:3. This stage
may last up to  106yr. During this phase, it is possible for some systems that the
rate of mass infalling from the envelope onto the disc may be higher than that of
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Figure 1.5 Spectral energy distributions (SEDs) of young stellar objects in different evolutionary
stages. Heavily embedded Class 0 sources have SEDs peaking in the submm wavelengths (upper left
subfigure). Class I sources show a large amount of IR excess (the solid line above the dashed line in
the upper right subfigure). The spectral index (or slope) IR of the excess in the mid-IR wavelengths
(2.. 100m) is positive in this stage. Class II and III sources have the peak of the central young
star shifting towards the optical (lower left and lower right subfigures). The spectral index of Class
III sources is more negative than that of Class II as the amount of IR excess is much lesser or almost
disappeared. The image is adapted from Lada (1987).
the mass accreting onto the central star. The disc becomes heavy and would need to
find a way to maintain the stability, probably, by occasionally dumping some amount
of the excess mass onto the star. This may cause a sequence of eruptive changes in
the brightness of the central star. The stellar brightness may increase rapidly by a
few orders of magnitude within a short period of time from  1 to a few years; it
may decrease slowly afterwards within a period of time from several years to several
decades. Class I sources that exhibit this eruptive phenomenon are classified as FU
Orionis objects. A lightcurve example of FU Orionis objects (V1057 Cyg) is shown
in Figure 1.6.
Flat spectrum. This stage is intermediate between Class I and Class II. Flat-
spectrum sources begin to be optically visible while still exhibiting a large amount
of IR excess, which flattens the SED profile in the mid-IR wavelengths and provides
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Figure 1.6 Lightcurves in different wavebands of V1057 Cyg showing an abrupt increase of
the brightness, followed by the slow decline. Symbols and colours denote the data compiled
different sources of data. The image is taken from Clarke et al. (2005).
the spectral index  0:3<IR< 0:3. The excess may be produced from the remaining
envelope or comes from a heavily extincted companion in the case of binaries.
Class II. Young stars of Class II are optically visible as most of the envelope mass
has been accreted by the disc. The spectral index of Class II sources lies in the range
 1:6<IR< 0:3. Radiation from the central star is still reprocessed to the mid- to
far-IR by dust in the disc. Class II sources are also known as Classical T Tauri stars
(CTTSs). CCTSs have protoplanetary discs out of which planets are thought to be
formed. This stage may last for a few times 106yr.
Class III. In this stage, most of the disc mass has been accreted onto the central
star and dispersed by some mechanisms discussed in Section 1.3.6. The spectral index
IR< 1:6. The disc material may also be depleted by planets that form in the disc.
Class III sources are bright in the optical wavelengths with a small amount of IR
excess of the remaining (or debris) disc. The objects of this stage are also known
as Weak-lined T Tauri stars (WTTSs). A PMS star may take a few times 107yr to
become a main-sequence (MS) or hydrogen-burning star.
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Figure 1.7 Pre-main-sequence evolutionary tracks on the Hertzsprung-Russell diagram.
The main sequence is shown as the thick red line. The dashed lines mark the stages of equal
radius. The image is adapted from Yorke and Sonnhalter (2002).
From a theoretical point of view, pre-main sequence evolution is usually described
by evolutionary tracks on the Hertzsprung-Russell diagram shown in Figure 1.7. The
key parameter to determine the evolution of a young star is the stellar mass, i.e. the
higher the mass the faster the evolution toward the main sequence (the red stripe
in Figure 1.7). For example, a star with mass 15M (see Figure 1.7) would spend
only 0:062106yr evolving towards the main sequence while a star with mass 0:5M
would take 155106yr (e.g. Iben 1965). The PMS tracks shown in Figure 1.7 begin
at the points where the contracting protostars are close to the hydrostatic equilib-
rium (slow contraction). In low- to intermediate-mass stars (masses less than a few
M), the contraction continues with an approximately constant surface temperature;
the luminosity of stars thus decreases with the decreasing radius. The evolutionary
curve during this phase is nearly vertical and is known as the Hayashi track (Hayashi
1961, 1966). Stars with masses below  0:5M continue their slow contraction along
the Hayashi track until reaching the main sequence. For stars with higher masses,
the evolution along the Hayashi track ends once the temperature is high enough for
radiative transport to dominate the convective. The contraction continues on the
nearly horizontal path, called the Henyey track (Henyey et al. 1955), towards the
main sequence (see Figure 1.7 for stars with masses > 0:5M).
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1.2 Binary star systems
Binary and multiple star systems are very important in the theory of star formation.
Their existence implies that the majority of stars may originally form in multiples
before dynamically dissolving into single stars and binaries (Goodwin and Kroupa
2005; Goodwin et al. 2007). Typically, binary stars are of the most interest as they
outnumber the other (higher-order) multiple systems. In this section, we summarize
the general statistics of binaries and briefly review the mechanisms by which binaries
are formed.
1.2.1 Observations
Observations of binary and multiple star systems are usually focused in the Galactic
field and nearby star-forming regions. Studying differences in binary statistics among
these environments may help to shape the theory of star formation (Goodwin 2010).
Binaries in the Galactic field are sampled from solar neighbourhood stars within
 20  22pc. The surveys of binaries in the field are thus more complete than those
in other regions faraway. The major surveys of the field stars have been conducted
by Duquennoy and Mayor (1991) for G-dwarf stars with masses 0:84M  1:2M;
Metchev and Hillenbrand (2009) and Raghavan et al. (2010) for solar-type stars of
spectral type from F6 to K3; Mayor et al. (1992) for K-dwarf stars with masses
0:47M  0:84M; Fischer and Marcy (1992) for M-dwarf stars with masses 0:08 
M  0:47M; and Bergfors et al. (2010) for southern M-dwarf stars (M0 M6) within
52pc of the Sun. In general, the abundance of multiple systems from a survey can be
indicated by the multiplicity fraction
fmult =
B + T +Q+ :::
S +B + T +Q+ :::
; (1.4)
where S, B, T , Q, etc. are the number of single, binary, triple, quadruple, etc.
systems. Those field surveys suggest fmult 0:57 for G-dwarfs,  0:45 for K-dwarfs,
and  0:42 for M-dwarfs; that is, roughly a half of stars are found in multiple systems.
Other binary parameters from those surveys are the distributions of mass ratio
(q=M2=M1, where M2M1) and separation. For G-dwarf stars, the mass ratio
distribution peaks at q=0:2 (Duquennoy and Mayor 1991), while stars of lower-mass
types have rather flat distribution profiles (see references above). The separation
distribution is found to be peaking at  30AU, corresponding to a period of  164yr
(or  104:8d) for a binary star with total mass of  1M.
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Unlike the Galactic field, star-forming regions contain mostly PMS stars. Many
star-forming regions have been surveyed over the last few decades: for example, Taurus
(e.g. Leinert et al. 1993; Simon et al. 1995; Köhler and Leinert 1998; Kraus et al. 2011);
Orion (e.g. Prosser et al. 1994; Padgett et al. 1997; Simon et al. 1999; Scally et al.
1999; Reipurth et al. 2007); and Ophiuchus (e.g. Simon et al. 1995; Barsony et al.
2003; Duchêne et al. 2004; Ratzka et al. 2005). Star-forming regions usually have a
multiplicity fraction higher than (or at least similar to) that of the field, depending
on the number density of stars in the regions, i.e. the lower the number density the
higher the multiplicity fraction (Mathieu 1994; Patience et al. 2002; Goodwin 2010;
King et al. 2012). In low-density star-forming regions such as Taurus, for example,
the multiplicity fraction of PMS stars in the separation range 18:2 a 1820AU is
roughly a factor of two higher than that of MS stars in the field. Lower multiplicity
fractions are found in higher-density clusters such as Orion (e.g. Petr et al. 1998;
Köhler et al. 2006; Reipurth et al. 2007) and IC348 (Duchêne et al. 1999). Combining
the observations from several star-forming regions suggests that young binaries also
have a rather wider separation ( 100AU) than stars in the field (e.g. Mathieu 1994).
1.2.2 Formation mechanisms
Currently, binary stars are thought to be formed by core and/or disc fragmentation
during the early adiabatic collapse phase (e.g. Tohline 2002; Goodwin et al. 2007).
Dating back to the time of low computing power, theories of binary star formation
include fission and capture. These mechanisms are now out of favour as they are ruled
out by modern simulations and by the extensive range of binaries that they are unable
to explain. Nevertheless, we present all the mechanisms here for completeness.
Fission
Fission mechanism suggests that a binary system may be created from a rapidly
rotating protostar that breaks into two parts at some critical point. Although this
idea has a long history back to the 19th century, modern simulations (e.g. Durisen
et al. 1986; Williams and Tohline 1988; Tohline and Durisen 2001, and references
therein) have shown that a rapidly rotating protostar does not split into two parts but
instead forms a bar-like structure as a consequence of angular momentum transport.
The protostar remains stable. Fission mechanism, if does occur, may only produce
close binaries according to the sizes of protostars. This clearly disagrees with the
observations.
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Capture
Capture mechanism pairs up two independently formed single stars to create a binary
system by means of dynamical encounters. For this mechanism to work, however, the
presence of a third object is required in order to remove the excess energy and angular
momentum between the two stars which are usually unbound (e.g. Clarke 1992). For
this reason, the possibility of the mechanism depends on the likelihood of a three-body
encounter which, in typical environments, is extremely low. The dynamical capture
mechanism is thus clearly unable to produce the large binary fractions in both the field
and cluster environments; not to mention the population of close and low-eccentricity
binaries that are very unlikely to be formed by the mechanism. Furthermore, the
age independence of the binary components suggested by the mechanism seems not
to agree with observations suggesting that stars in binaries are of the same age (e.g.
White and Ghez 2001).
An alternative capture scenario with the assistance of protostellar discs has also
been presented for pairing up young stellar objects. The mechanism operates in a close
encounter between a young star with disc and a passing star with an approximately
parabolic orbit. In a relatively wide-orbit encounter where the periastron radius is
longer than the disc radius, tide occurring on the disc may slightly dissipate the excess
orbital kinetic energy, changing the orbit from parabolic to highly eccentric. If the
periastron radius is shorter than the disc radius, the passing star can plough through
the disc, dissipating a larger amount of the excess kinetic energy. In some situations
such as in retrograde encounters (Heller 1995) and in a massive disc surrounding a
massive star (Moeckel and Bally 2007), the efficiency of the energy dissipation can be
even higher; the passing star may be effectively captured. The possibility of the disc-
capture process could be high in young star clusters where the members still have large
discs and the encounter rates are high. Nevertheless, the binary formation rate from
this mechanism has been shown to be very low even in very dense cluster environments
(Clarke and Pringle 1991). Furthermore, it is clear that capture mechanism may only
be able to produce very wide binary population since typical discs are capable of
dissipating only a small fraction of the excess orbital energy; the deviation of the
orbital eccentricity after encounter is rather small (e.g. Forgan and Rice 2009). With
more support from some numerical works such as Boffin et al. (1998) and Kroupa and
Burkert (2001), the disc capture mechanism is by no means a major mode of binary
star formation.
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Fragmentation
Fragmentation has two major modes: (a) core fragmentation and (b) disc fragmenta-
tion. The occurrence of each mode depends on several factors including the influence
of external triggers.
Core fragmentation. As mentioned in Section 1.1.2, fragmentation of a collapsing
prestellar core is most likely to occur during the transition from isothermal to adi-
abatic phases, i.e. at c 10 13 g=cm3. Nevertheless, one of the important factors
to determine the fragmentation of an isolated core is the rotation. The influence of
rotation is usually quantified by the rotational energy ratio =Erot= jEgravj and the
thermal energy ratio =Etherm= jEgravj, where Erot is the rotational energy, Etherm the
thermal energy, and Egrav the gravitational potential energy. For a prestellar core with
solid-body rotation, it has been found that fragmentation occurs when the product
. 0:12  0:15 (e.g. Goodwin et al. 2007, and references therein). The efficiency of
core fragmentation can be increased in cores that have differential rotation (Myhill
and Kaula 1992; Boss and Myhill 1995). In a radially symmetric core with differen-
tial rotation, for example, the centrifugal support begins to play its role in clearing
the central part of the core when the value of  is approaching unity. The material
bouncing back radially outwards from the centre facing with the material from the
outer part creates a shock front of a ring-like shape. The density ring may be unstable
to fragmentation (Bonnell and Bate 1994; Cha and Whitworth 2003).
Another key factor is turbulence in the core. The internal turbulence helps prepar-
ing the core ready for fragmentation by generating a complex structure of high-density
regions that are prone to be gravitationally unstable. Simulations have shown that
cores with different levels of turbulence fragment and produce different number of stars
(e.g. Bate et al. 2002a,b, 2003; Delgado-Donate et al. 2004; Goodwin et al. 2004a,b,
2006). Other than the influences of rotation and turbulence, core fragmentation may
occur as a result of collision between two prestellar cores (e.g. Bhattal et al. 1998;
Kitsionas and Whitworth 2007).
Disc fragmentation. A collapsing prestellar core can be flattened by its intrinsic
rotation, forming a centrally dense protostar surrounded by disc and envelope. Under
some conditions, density enhancement occurred on the disc may grow up and become
gravitationally unstable, leading the disc to fragmentation (Shu et al. 1990; Heemskerk
et al. 1992; Woodward et al. 1994; Bonnell 1994). Fragmentation of a disc, despite
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depending on several parameters, is usually determined from Toomre parameter (Q,
Toomre 1964) and a cooling time parameter (, Gammie 2001). The value of Q(R)
represents how gravitationally stable the disc is at a given radius R, the higher the
value the higher the stability. The value of (R) represents the ability of the disc at
radius R to cool down, the higher the value the poorer the cooling rate the higher the
stability. We explain these parameters in more details in Section 1.4.2. The regions
where Q and  are satisfied are rather restricted, i.e. not too close to the central star
as the temperature is very high and not too far out to the edge of the disc as the
density is very low. Indeed, Whitworth and Stamatellos (2006) have shown that the
radius where a disc surrounding a star of mass M? may be able to fragment should be
greater than  150(M?=M)1=3AU. This has been verified later by Stamatellos et al.
(2007) and Stamatellos and Whitworth (2009a).
In young cluster environments where the chances of close encounters among the
members are not negligible, gravitational instabilities in a protostellar disc may be
induced by tidal perturbations during close encounters. This has been shown to be
the case in simulations of young stars with a massive extended disc, i.e. as massive as
the central star with radius of several hundred AU, (Boffin et al. 1998; Watkins et al.
1998a,b; Thies et al. 2010). However, simulations performed by Lodato et al. (2007)
and Forgan and Rice (2009) for young stars with a typical-size disc (a protoplanetary
disc of radius . 100AU and mass  0:1M) show no fragmentation even in the cases
where the periastron is smaller than the disc radius. The authors point out that disc
fragmentation depends mainly on cooling process than other factors such as external
perturbation (see also Stamatellos et al. 2011). In addition to disc fragmentation
by stimuli, it is also possible for a circumbinary disc to be gravitational unstable
under the influence of its own binary star (Bonnell and Bate 1994). Fragmentation
of a circumbinary disc may produce one or several objects that later have dynamical
interaction with the binary components.
Although disc fragmentation seems to be more efficient in producing binaries than
the other non-fragmentation mechanisms mentioned above, it cannot be a major mode
of binary formation. There are two main reasons for this. First, there seems to be
a disagreement between the masses of most secondary stars which are & 0:1M (e.g.
Duquennoy and Mayor 1991) and the masses of the discs surrounding young stars
which are  0:001  0:1M (e.g. Beckwith et al. 1990; Osterloh and Beckwith 1995).
Second, this mechanism may only contribute binaries with separations in the order of
a few to several hundred AU.
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1.2.3 Modification of binary properties
Based on the fragmentation model, one prestellar core may form a small-N system
of stars. From considering the observed properties of multiple systems, Goodwin and
Kroupa (2005) suggest that one typical core would form only 2 to 3 stars. In general,
non-hierarchical multiple systems with N  3 are unstable to dynamical decay. Close
encounters among the members preferentially result in the least massive being ejected
(e.g. Anosova 1986; Sterzik and Durisen 1998, and references therein). Disintegration
would eventually leave the two most massive stars as a tightly bound binary system.
For a triple system, the decay timescale is estimated to be within  100 crossing times
(tcr), given by
tcr  0:16
 R3
Mtot
1=2
yr; (1.5)
where R is the characteristic size of the system in AU and Mtot is the total mass of
the system in M (Anosova 1986).
In young star clusters that consist of many small-N systems (or subclusters),
binary properties can also be altered by dynamical interactions between stars from
different subclusters. Dynamically, binaries can be categorized into three types: soft,
dynamically active, and hard binaries (Heggie 1975; Hills 1975, also see Parker and
Goodwin 2012). In fact, the criteria to distinct those types depend largely on the
environment where the binaries live. Soft binaries are those with relatively wide
orbits and are easily disrupted. When considering binaries as a simplified one-body
system, the reduced mass of a soft binary system moves with speed much lower than
the velocity dispersion of the cluster or the environment it lives. Soft binaries may
be disrupted even in gentle encounters. In contrast, hard binaries have relatively
close orbits. The reduced mass of a simplified hard-binary system moves with speed
much higher than the velocity dispersion. Hard binaries are very stable to dynamical
disruption.
Between hard and soft binaries is a type of dynamically active binaries. The
evolution of active binaries can be varied by the intense of interactions the system
experienced (Parker and Goodwin 2012). Binaries of this type play a key role in
distributing energy in star clusters. Heggie (1975) and Hills (1975) have found that,
in cluster environments, dynamical interactions tend to harden the hard binaries and
soften the soft binaries (the Heggie-Hills law).
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Figure 1.8 Images of young stars with discs. (a) Circulmstellar discs (dark area) around
the objects 183-405, 182-413, and 183-419 in the Orion Nebula. The estimate radius are
 289AU,  165AU, and  103AU, respectively. The image was taken with the Hubble
Space Telescope (HST) by Bally et al. (1998). (b) An extended disc surrounding AB Aur
star showing spiral structure. The image was taken with the Subaru telescope by Fukagawa
et al. (2004).
1.3 Circumstellar discs
Observations in the IR, submm, and mm wavelengths imply the existence of circum-
stellar discs around young stars. Various properties of the discs can be investigated
from the observations in those wavelengths (e.g. Strom et al. 1989; Weintraub et al.
1989; Beckwith et al. 1990). The first resolved disc around a young star is of HL Tauri,
obtained from radio maps of 13CO emission line (Sargent and Beckwith 1987). How-
ever, undoubted observations of disc morphology are conducted in optical wavelengths
following the work of O’dell and Wen (1994) using the Hubble Space Telescope (HST).
As examples, Figure 1.8 shows images of discs surrounding (a) young stellar objects
(YSOs) in the Orion Nebula (Bally et al. 1998) and (b) AB Aur star (Fukagawa et al.
2004).
Several properties of circumstellar discs can be drawn from observational data
using simple model in which the disc is assumed to be completely flat (e.g. Adams
et al. 1987; Beckwith et al. 1990). In this section, the main properties of circumstellar
discs are described.
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1.3.1 Mass
Circumstellar discs consist of gas and dust with a gas-to-dust ratio generally assumed
to be fg:d=Mgas=Mdust 100. Despite contributing only a small fraction to the disc
mass, dust is used as a tracer of gas in the disc; the mass of the disc can then be
estimated. The amount of dust can be quantified from the observed flux (F) in
submm-to-mm wavelengths (10m.. 1cm) where dust emission is optically thin
(Hildebrand 1983; Adams et al. 1987; Beckwith et al. 1990; Andrews and Williams
2005). For simplicity, the disc is assumed be flat and vertically isothermal. Therefore,
the flux observed from a disc surrounding a star at distance d with rotational axis
deviated from the line of sight by an angle i can be written as
F =
cos i
d2
Z Rd
rd
B(T )
h
1  exp

  
cos i
i
2R dR; (1.6)
where B(T ) is the Planck function (as a function of wavelength  and temperature
T ) and  is the vertical optical depth at wavelength  (e.g. Hartmann 2009, and
references therein). Note that the temperature is varying with radius R, i.e. T =T (R),
and the integration considers the disc from its inner radius rd to outer radius Rd.
For the optically thin regime in which  1, Equation 1.6 becomes
F =
2
d2
Z Rd
rd
B(T )R dR; (1.7)
since the exponential term can be approximated by that exp( x)' 1  x for any
variable x 1. In the long-wavelength emission of dust, an approximation can be
made to B by adopting the Rayleigh-Jeans law, i.e.
B(T ) ' 2ckbT
4
; (1.8)
where c and kb are the speed of light and the Boltzmann constant, respectively. By
assuming that the optical depth () in Equation 1.7 is dominated by the dust opacity
(), we have
 = dust =

fg:d
; (1.9)
where dust and  are the dust and gas-plus-dust surface densities of the disc at
radius R. Now, for Equation 1.7 to be integrable, we need to express the temperature
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in Equation 1.8 and surface density in Equation 1.9 in terms of R. Several authors
have used a power-law function of R for both T and , i.e.
T (R) = T

R
R
 q
; (1.10a)
(R) = 

R
R
 p
; (1.10b)
where T and  are respectively the temperature and surface density at radiusR=R;
p and q are the power-law indices. Substituting B and  as a function of R into
Equation 1.7 gives us
F ' 4ckbTR
3d2
Z Rd
rd

R
R
1 p q
dR: (1.11)
By assuming that the inner radius is much smaller than the outer, rdRd, we have
F ' 4ckbTR
2

3d2(2  p  q)

Rd
R
2 p q
; (1.12)
for p+ q 6=2. Since the total mass of the disc is
Md =
Z Rd
rd
2RdR =
2R2
2  p

Rd
R
2 p
; (1.13)
Equation 1.14 can be rearranged to
F ' 2ckb
3d2
2  p
2  p  qMdT (Rd): (1.14)
From this equation, the mass of a disc can be found if we know the values of ,
p, q, Rd, and T. Among these parameters, the dust opacity  can cause the most
uncertainty to the inferred result (for details, see Hartmann 2009). The dust opacity
is generally assumed to be a power-law function (Beckwith et al. 1990):
 = 



 
; (1.15)
where =1, =0:1cm2=g, and =300m (corresponding to frequency =1012Hz
given by the authors). However, the values of  and  are not absolute. Disc observa-
tions in the Taurus-Auriga star forming region by Andrews and Williams (2007) have
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Figure 1.9 Distributions of the power-law index  (left) and disc masses (right) of cir-
cumstellar discs in the Taurus-Auriga star forming region (Andrews and Williams 2007).
In figure (right), the dashed line marks on the value ' 1:7 for the interstellar medium
(Hildebrand 1983).
shown, in Figure 1.9(left), that the distribution of  is rather scattered, though with
a median of  1 in agreement with  suggested by Beckwith et al. (1990). We can
see from Figure 1.9(left) that most discs have a value of  lower than that of the ISM
(' 1:7, marked by the dashed line in the figure, Hildebrand 1983). This is believed
to be the effect of grain growth within the disc (Testi et al. 2001; Natta et al. 2004).
That the value of  cannot be obtained without uncertainty is a major source of er-
ror in the disc mass estimation; it is likely that most disc masses are underestimated
(Hartmann et al. 2006).
Typically, circumstellar discs are relatively less massive than their central star. An-
drews and Williams (2005) have found that most young low-mass stars (M?. 1M) in
the Taurus-Auriga star forming region are surrounded by discs of masses from  10 4
up to  0:1M. The distribution of disc masses for low-mass stars are rather scattered
about the median mass of  0:06M, as shown in Figure 1.9(right), for the Taurus-
Auriga and Ophiuchus-Scorpius star forming regions (Andrews and Williams 2007).
In Orion Nebula Cluster, a number of low-mass stars with relatively massive discs
( 0:2  0:5M) are observed (Eisner and Carpenter 2006; Eisner et al. 2008). Mas-
sive discs surrounding low-mass stars are believed to be susceptible to gravitational
instabilities (see Section 1.2.2).
For very low-mass stars and brown dwarfs (M?. 0:08M), the disc masses range
from < 1 up to a few Jupiter masses (Scholz et al. 2006). In contrast, young massive
stars with mass below  20M are commonly found with massive discs of comparable
masses (e.g. Cesaroni et al. 2007). All these mass ranges of young stars, from brown
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Figure 1.10 Scattered trend of star-disc mass dependence. The plot suggests that, for
young stars with masses of M?=0:04  10M, Md=M? 0:01 with  1dex about the me-
dian (the grey shaded area). The dotted horizontal line marks on the minimum mass solar
nebula (MMSN), the lowest mass required to form the planets in the Solar System, i.e.
 0:01  0:07M or  10  70MJup (Kusaka et al. 1970; Weidenschilling 1977a). The plot is
taken from Williams and Cieza (2011).
dwarfs to high-mass stars, seem to suggest that the disc mass may correlate with
the mass of the central star (e.g. Natta et al. 2000). A compilation of several data
sources suggests a roughly constant ratio between disc mass and stellar mass, i.e.
Md=M? 0:01 (Williams and Cieza 2011). The trend is shown in Figure 1.10.
1.3.2 Radius
In order to determine the disc radius, the disc has to be spatially resolved. The
angular extent of a disc may be measured directly if the object is silhouetting against
an optically bright background such asHii region (e.g. McCaughrean and O’dell 1996).
An example of disc silhouettes in the Orion Nebula is shown in Figure 1.11. For discs
in other environments, interferometry may be used instead (e.g. Dutrey et al. 1996).
Typical radii of discs surrounding young low-mass stars range from several tens
up to a thousand of AU. Discs in the Taurus-Auriga star forming region, for example,
have a radius distribution as shown in Figure 1.12 with a median value of  200AU
(Andrews and Williams 2007). As well as the disc mass, the disc radius also seems to
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Figure 1.11 Disc silhouettes in the Orion Nebula showing the clear extent of the discs
(Bally et al. 2000). Note that the disc of the 294  606 object is seen edge-on.
Figure 1.12 Distribution of disc radii in the Taurus-Auriga and Ophiuchus-Scorpius star
forming regions (Andrews and Williams 2007).
scale with the mass of the central star. For brown dwarfs in the Taurus star forming
region, the discs are observed to have radii of a few to several tens of AU (Scholz et al.
2006). Discs surrounding young massive stars are found to have radii from  103 up
to 105AU (e.g. Cesaroni et al. 2007).
1.3.3 Density structure
The power-law index (p) of the surface density profile (Equation 1.10b) is difficult to
determine. In general, the value of p is assumed to be 1 in the -disc model (Shakura
and Sunyaev 1973) and 1:5 in the solar nebula model of Solar System formation
(Weidenschilling 1977b; Hayashi et al. 1985). An early attempt to confine the range
of p was made by Mundy et al. (1996) for the disc around HL Tau. They found that
0 p 1. This range of p was found to be consistent with that obtained from a survey
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(a) (b)
Figure 1.13 Distributions of (a) the power-law index (p) and (b) surface density at R=5AU
(5) of the discs in the Taurus-Auriga star forming region (Andrews and Williams 2007).
of T Tauri stars in Taurus by Kitamura et al. (2002). Andrews and Williams (2007)
were later able to constrain the values of p and 5 (i.e.  defined at R=5AU) from a
circumstellar disc survey of the Taurus-Auriga star forming region. The distributions
of p and 5 are shown in Figure 1.13. From the distributions, the median values are
p 0:5 and 5 14g=cm2.
1.3.4 Temperature structure
According to the power-law assumption of the temperature profile (Equation 1.10a),
the temperature structure of the disc is characterized by the value of q and T. The
power-law index q can be obtained from comparing the spectral index IR measured
in the mid-IR wavelengths with the exponent of wavelength in the expression derived
from Equation 1.6. In this case, we consider Equation 1.6 in the optically thick regime
in which  1. The observed flux can be written as
F =
cos i
d2
Z Rd
rd
B(T )2R dR: (1.16)
To simplify the integration, let us consider the Planck function
B(T ) =
2hc2

1
exp(hc=kbT )  1 : (1.17)
By using T from Equation 1.10a, the argument of the exponential function may be
defined as a new variable
x =

hc
kbT
1=q
=

hc
kbT
1=q
R
R
; (1.18)
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and thus
R =

kbT
hc
1=q
Rx: (1.19)
Rewriting Equation 1.16 in terms of x gives
F =
2 cos i
d2
2hc2
4

kbT
hc
2=q
R2
Z xmax
xmin
x
exp(xq)  1 dx: (1.20)
The limits of the integration can be considered from that, for a wide range of wave-
lengths, most of the observed flux is a contribution from the intermediate radii of the
disc, i.e. rdRRd (Beckwith et al. 1990). Therefore, an approximation can be
made by using the limits from 0 to 1 for xmin and xmax, respectively. The flux can
now be written as
F ' 2 cos i
d2
2hc2
4

kbT
hc
2=q
R2
Z 1
0
x
exp(xq)  1 dx
' C(q)4hc
2R2 cos i
d2

kbT
hc
2=q
2=q 4; (1.21)
where C(q) is the outcome value of the integral term for a given value of q. Since C(q)
is constant, we have
F / 2=q 4: (1.22)
By comparing the exponent of the RHS term with that of the observed flux in the
mid-IR wavelengths, i.e.
F / IR ; (1.23)
we then come up with
q =
2
4 + IR
: (1.24)
Note that, for an SED which is plotted in terms of frequency rather than wavelength,
q =
2
4  IR : (1.25)
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(a) (b)
Figure 1.14 Distributions of (a) the temperature profile index (q) and (b) the disc temper-
ature at 1AU (T1) of circumstellar discs in Taurus-Auriga star forming region (Andrews and
Williams 2007). The dot-dash lines in figure (a) mark on the values of q that are usually
assumed in the flat disc model (q 0:75) and the flared disc model (q 0:43).
Once we have a value of the temperature profile index q, we may find the value of T
from substituting q back into Equation 1.21, provided that the other parameters are
already known or assumed.
Although Equation 1.21 provides a good fit for typical SEDs in mid-IR wavelengths
up to a few 10m, it usually fails to fit the flux at longer wavelengths; for example, the
SED of DL Tau shown in Figure 1.4. This implies that the outer radii of the disc are
hotter than that has been assumed in the flat disc model. It has been suggested that
the shape of most discs would rather be flared than flat especially at the outer parts
(Kenyon and Hartmann 1987). This is simply because the influence of gravity from the
central star to keep the warm material in a thin plane decreases with radius. Hence,
the thickness of the disc increases as a function of distance from the central star.
Chiang and Goldreich (1997) have shown that the height of the visible photosphere
above the disc midplane is proportional to R58=45. The details of the flared disc
model can be found in, for example, Calvet et al. (1992) and Chiang and Goldreich
(1997).
Observations have found that the value of the index q is in between the theoretical
values for the flat (thin) disc (q=0:75, Pringle 1981; Adams et al. 1987) and flared
disc (q=0:43, Chiang and Goldreich 1997); mostly, q 0:5 (e.g. Beckwith et al. 1990;
Henning et al. 1993; Osterloh and Beckwith 1995). Submm survey of circumstellar
discs in Taurus-Auriga star forming region by Andrews and Williams (2007), for
example, is able to show the distribution of q and T1 (disc temperature at 1AU) in
Figure 1.14. From the figure, the median values are q 0:62 and T1 200K.
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Figure 1.15 Diagram illustrating the magnetospheric accretion model for discs in T Tauri
stars. The inner disc material (light grey shaded areas) falls along the magnetic field lines
(accretion columns) onto the stellar surface. The accretion shock at the surface emits the
hot continuum excess in UV wavelengths. The diagram is taken from Hartmann (2009).
1.3.5 Mass accretion rate
Young stars accrete mass from the inner part of their discs. The disc material landing
on the stellar surface produces the UV continuum excess (Lynden-Bell and Pringle
1974). It is suggested that the stellar magnetic field may play a major role in chan-
nelling the disc material onto the stellar surface (Uchida and Shibata 1984, 1985;
Bertout et al. 1988; Königl 1991; Shu et al. 1994). This magnetospheric accretion
model can be illustrated in Figure 1.15. The luminosity of the excess emission from
the accretion process, once distinguished from the stellar photospheric emission, can
be used to estimate the mass accretion rate ( _M) onto the central star (e.g. Hartmann
2009). In the magnetospheric accretion model, the accretion luminosity is given by
Lacc ' GM?
_M
R?

1  R?
Rin

; (1.26)
where M? and R? are the stellar mass and radius, and Rin is the inner radius of the
disc. The value of Rin is typically around the value of the co-rotation radius, which
is  5  6R? (Gullbring et al. 1998). Once the other parameters in Equation 1.26 are
known, the mass accretion rate _M can be calculated.
Surveys of star forming regions such as done by Gullbring et al. (1998) for the
Taurus and Calvet et al. (2004) for the Taurus and Orion have found the typical
values of _M from  10 9 to 10 7M=yr for T Tauri stars. Very low-mass stars and
brown dwarfs have lower mass accretion rates ranging from  10 11 up to 10 9M=yr
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(e.g. Natta et al. 2004), while high-mass stars with masses  8M have higher mass
accretion rates from  10 4 to 10 3M=yr or even higher (e.g. Fuller et al. 2005; Keto
and Wood 2006). This apparently indicates a relation between the accretion rate and
stellar mass. Indeed, for T Tauri stars and brown dwarfs, it is found that the mass
accretion rate scales quadratically with the stellar mass, i.e. _M /M2? (Hartmann
et al. 2006, and references therein). In addition, the accretion rate also changes with
the age of the system due to the dissipation of the disc over time. It is found that
the accretion rate changes roughly as a power-law function of time: _M / t , where
 1:5  2:8 (Hartmann et al. 1998).
1.3.6 Lifetime
In theories of planet formation (Section 1.4) in which planets are thought to from out
of circumstellar discs, the disc lifetime is a fundamental parameter for constraining the
formation timescale of the planets. Disc lifetime can be estimated from the assump-
tion that young star clusters of different ages would have different fractions of stars
surrounded by discs. That is, the fraction should decrease with the age of the cluster.
From a survey of stars with IR excess in star clusters aged 2:5 30Myr compiled with
other previous observations, Haisch et al. (2001) have found a relation between the
fraction of stars with disc and the age of the clusters, as shown in Figure 1.16. The
trend in the figure suggests a disc lifetime of  6Myr. This extrapolated value is in
agreement with the disc lifetime from a few to  10Myr suggested by other studies
(e.g. Strom et al. 1989; Skrutskie et al. 1990; Hillenbrand et al. 1998; Jayawardhana
et al. 1999; Lada et al. 2000; Sicilia-Aguilar et al. 2005; Uzpen et al. 2009).
Circumstellar discs may be dispersed by various mechanisms during the transition
from Class II (CTTS) to Class III (WTTS). Observations have found a number of
young stars which exhibit spectral excess in mid- to far-IR wavelengths similar to
typical CTTSs but lack of near IR excess. These young stars are interpreted as hav-
ing their disc on the process of disc clearing, so called transition discs. The objects
are believed to be representing the beginning of the transition phase from CTTS to
WTTS. However, the number of young stars with transition discs is very low com-
pared to that of CTTSs and WTTSs found in the same region (e.g. Persi et al. 2000;
Hartmann et al. 2005; Padgett et al. 2006). This implies that the transition phase
is short-lived, possibly as short as < 105yr (Simon and Prato 1995). Viscous accre-
tion alone cannot clear the whole disc within this very short timescale nor do other
mechanisms such as grain growth, stellar winds and outflows, and photoevaporation
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Figure 1.16 Correlation between the fraction of stars with discs in young clusters and the
age of the clusters. The extrapolation suggests a disc lifetime of  6Myr. The plot is taken
from Haisch et al. (2001).
from nearby massive stars, which also have their own limitations (e.g. Alexander 2008;
Hartmann 2009). The more efficient mechanism seems to be from combining viscous
accretion with photoevaporation from the central star (Clarke et al. 2001; Alexander
et al. 2006a,b). The photoevaporation of a disc becomes important in increasing the
mass-loss rate of the disc in the late stage of disc evolution. The disc clearing process
begins when the mass-loss rate due to photoevaporation at the gravitational radius
Rg, beyond which the ionized gas escapes as a wind, exceeds the viscous accretion rate
(see Alexander et al. 2006b). As a consequence, the outer disc beyond Rg is unable
to replenish the disc inside Rg. Viscous accretion of the inner disc onto the star then
leaves a hole of radius Rg. The UV radiation from the central star can now reach
the inner rim of the outer disc and starts to evaporate the disc from the inside out.
The disc clearing process occurs rapidly within  105yr, consistent with the estimated
transition timescale.
1.3.7 Timescales
Disc timescales indicate roughly how efficient the disc is in adjusting itself back to
an equilibrium after some perturbation has occurred. In this aspect, the timescales
may be used as the instability criteria for a disc. Among all the disc timescales we
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are discussing here, the dynamical timescale (tdyn) is the shortest one. The dynamical
timescale of the disc at any radius R is defined as
tdyn =
R
v
=
T
2
= 
 1; (1.27)
where v is the local azimuthal velocity, T the local time period, and 
 the local
angular speed. For a Keplerian disc in which the disc mass is negligible compared to
the stellar mass, we have
tdyn '
s
R3
GM?
; (1.28)
whereM? is the mass of the central star. The dynamical timescale more or less reflects
the influence of the centrifugal force in bringing the disc, at a given radius, back to
centrifugal balance, i.e. a circular orbit.
In a non-self-gravitating disc where the gravity of the central star dominates the
internal gravity of the disc, the timescale required for pressure forces to adjust the
disc to a vertical hydrostatic equilibrium is represented by the vertical timescale
tz =
H
cs
; (1.29)
where H and cs are respectively the local scale height and local sound speed of the
disc. For a Keplerian disc, this timescale is approximately equal to the dynamical
timescale.
In thermal evolution of the disc, the time required for the disc to cool down or heat
up to its thermal equilibrium is given by the thermal timescale (Gammie 2001):
tth =
4
9
1
(   1)ss
 ; (1.30)
where  is the ratio of the specific heats and ss. 1 is the viscosity parameter in
the -disc model (Shakura and Sunyaev 1973). By comparing with the dynamical
timescale, we find that
tth  tdyn
ss
 tdyn: (1.31)
Furthermore, in thermal equilibrium, the thermal timescale is equal to the cooling
and heating timescales of the disc.
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Finally, the timescale for the disc to adjust its surface density is the viscous
timescale, given by
t =
R2

=
1
ss


R
H
2
; (1.32)
where  is the viscosity. Since the disc scale height (H) is much smaller than the
radius (R), we have (R=H)2 (4=9)((   1)) 1; that is, the viscous timescale is
much greater than the thermal timescale. In comparison, we have
t  tth  tz  tdyn: (1.33)
The details of deriving the thermal and viscous timescales can be found in, for exam-
ple, Lodato (2008).
1.4 Planet formation
The formation of planets is intimately linked to star formation processes. Current
theories of planet formation agree on that planets are formed out of protoplanetary
discs around young stars, T Tauri stars in particular. Two formation models that have
been proposed as a formation mechanism are (a) the core accretion model (e.g. Mizuno
1980; Pollack et al. 1996) and (b) the disc instability model (e.g Cameron 1978; Boss
1997, 2000; Durisen et al. 2007). The major difference of the two model is the process
of building up a planet: core accretion builds planets up gradually ( 107yr) from
dust particles while disc instability can rapidly ( 103yr) produce heavy planetary
seeds to begin with. Of course, both models still have their own pros and cons. In
this section, we summarize the main aspects and briefly discuss the problems of the
models.
1.4.1 Core accretion model
In the core accretion model, planet formation begins with the coagulation of dust and
small solid grains of submicron-sizes into larger particles. The early growth phase is
to become a centimetre-size pebble and settle down as a thin layer in the disc mid-
plane. The pebbles aggregate further via inelastic collisions to form kilometre-size
agglomerates or planetesimals which, by now, have decoupled from the gas and move
in nearly circular orbits. The process of building up a planetesimal may take  104yr
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(Weidenschilling and Cuzzi 1993). As a planetesimal being sufficiently massive, its
gravity begins to play a key role in gathering more mass from surrounding objects.
Since the gathering rate depends on the mass and size of the planetesimal and the dis-
tribution of the surrounding neighbours, the planetesimal grows up with an increasing
rate. This rapid accumulation of mass is known as the runaway growth (e.g. Wetherill
and Stewart 1989; Kokubo and Ida 1996). Eventually, when the number of small
planetesimals drops, the growth rate of the remaining largest bodies decreases. Many
accumulated bodies may now be large enough to be considered as a planetary core
or protoplanet. The estimate building-up timescale of protoplanets via the runaway
growth is  106yr (Wetherill and Stewart 1989; Aarseth et al. 1993; Weidenschilling
et al. 1997). For protoplanets that orbits near the central star where the tempera-
ture is high, the further growth process by capturing the disc gas may progress very
slowly. These protoplanets evolve towards terrestrial planets, i.e. with iron-silicate
composition. Protoplanets at larger radii (several AU), on the other hand, are able
to accrete more mass from the surrounding disc gas. These protoplanets may take
another  107yr (e.g. Wuchterl et al. 2000) to evolve to gas giant planets.
During the accumulation process of a planetesimal, gravitational interaction with
the surrounding gas can change the angular momentum of the object. This causes
the planetesimal to have an orbital migration in either radially inward or outward
directions. In this stage where the planetesimal is not massive enough to open a
gap in the disc, the migration is known as Type I migration which generally moves
the body towards the central star (Ward 1997). For a protoplanet in the later stages,
however, the object may be massive enough to clear the disc material in its orbit. The
migration of a protoplanet with an opening gap is called Type II migration. Sample
simulations of planetary migration Type I and II are shown in Figure 1.17. In addition,
the inward migration rate of Type I is rather higher than that of Type II (e.g. Ward
1997; D’Angelo et al. 2010).
Core accretion is an extremely slow process for building up a planet. One ma-
jor issue of this model is the formation timescale of giant planets which exceeds the
estimated disc lifetime of  6Myr (Section 1.3.6). A long period of time is spent on
growing the gaseous envelope in which the heat generated by the gravitational collapse
is inefficiently removed due to the high dust opacity. However, Podolak (2003) has
found that the dust opacity is significantly lower than that of previously estimated be-
cause of the rapid growth and settling of dust grains once entering the protoplanetary
envelope. Using lower values of dust opacity in modelling the accumulation of the
envelope, it is found that the formation timescale can be shorter and consistent with
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Figure 1.17 Disc simulations showing the main distinctive characteristic between Type I
(left) and Type II (right) migrations. Type I migration progresses without creating a gap in
the disc while Type II does. The image is taken from Armitage (2009).
the estimate disc lifetime (Hubickyj et al. 2005). Nevertheless, another important
issue of core accretion model is the formation mechanism of planetesimals. Although
collision provides a constructive effect in the coagulation of micron-size grains up to
centimetre-size pebbles, it tends to provide destructive effect to objects with larger
sizes (Dominik et al. 2007).
1.4.2 Disc instability model
Disc instability model suggests that protoplanetary mass objects is created from grav-
itational instabilities in a sufficiently massive protoplanetary discs. This model is
essentially a smaller scale of multiple star formation via fragmentation of a massive
extended disc, mentioned in Section 1.2.2. The onset of gravitational instabilities de-
pends mainly on two parameters: (a) the Toomre parameter (Toomre 1964) and (b)
the cooling time parameter (Gammie 2001). The Toomre parameter of a thin disc at
radius R is given by
Q(R) =
cs(R)(R)
G(R)
; (1.34)
where cs, , and  are the local sound speed, epicyclic frequency, and surface density,
respectively. The disc at radius R becomes susceptible to gravitational instabilities
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when Q(R). 1. Each variable in Equation 1.34 has its own role in controlling the
local stability. First, for an adiabatic disc, the local sound speed is given by
cs =
s
RT

(1.35)
where , R, T , and  are the ratio of heat capacities, the specific gas constant,
the temperature, and the mean molecular weight, respectively. It is clear that high
temperature would tend to increase the value of Q, hence increasing the local sta-
bility of the disc. Second, for a Keplerian disc, the epicyclic frequency  is equal to
the local angular velocity 
(R) or equivalently a reciprocal of the local dynamical
timescale (Equation 1.27 and 1.28). The value of  thus describes how fast a local
region changes dynamically. In other words, significant dynamical changes such as
clumping of the disc material have to occur within the dynamical timescale, other-
wise would be smeared out by the centrifugal balance. Finally, for the disc to become
unstable by the Toomre criterion, the product of cs(R) and (R) in Equation 1.34
has to be smaller than the denominator term dominated by the local surface density
(R).
In more realistic situations, consideration of the Toomre parameter alone may
not suffice to justify the likelihood of gravitational instabilities. That is, in order to
promote the instabilities, the disc has to be able to efficiently remove excess heat from
compression and other sources. This ability can be represented by the cooling time
parameter, defined as
cool(R) = tcool(R)
(R); (1.36)
where tcool is a local cooling time required for removing heat occurs in a region at
radius R from the central star. Stated otherwise, the cooling time parameter is a ratio
between the local cooling time and the local dynamical timescale (Equation 1.27). For
a thin disc, gravitational instabilities are likely to occur when cool. 3 (Gammie 2001);
the value may vary in discs with more realistic conditions (e.g. Rice et al. 2003, 2005).
It seems very promising that disc instability model is able to form giant plan-
ets within the disc lifetime and may only be a formation mode for giant planets at
large orbital radii including those that found to have orbits exceeding 100AU (e.g.
Lafrenière et al. 2008; Kalas et al. 2008). Nevertheless, it is found to be unlikely for
disc fragmentation to occur in typical protoplanetary discs with radii smaller than
100AU because the cooling timescales in those discs are too long for gravitational
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instabilities to be encouraged (Rafikov 2005). Although some earlier disc simulations
have found the possibility of disc fragmentation in the protoplanetary discs (e.g. Boss
2000; Mayer et al. 2002), recent numerical works using more sophisticated radiation
treatments confirm that the fragmentation is unlikely (e.g. Boley et al. 2006; Stamatel-
los and Whitworth 2008). In summary, even if the disc instability model is feasible,
it may only be responsible for the formation of rather massive giant planets at large
radii (i.e. several tens or a hundred of AU) while giant planets at smaller radii are
formed by core accretion (Boley 2009).
1.5 Overview of thesis
In this thesis, we study (a) the dynamical evolution of young triple systems, (b) the
evolution of isolated star-disc systems, and (c) the evolution of circumprimary discs
in binary systems. Relevant background for this work have been provided in this
chapter. In Chapter 2, we describe the methods for solving the N -body problem in
the later chapters. Chapter 3 provides the description for the method of smoothed
particle hydrodynamics (SPH). We use this method for our hydrodynamic disc sim-
ulations. In Chapter 4, we perform N -body simulations to investigate the dynamical
evolution of young triple systems, particularly looking at the chance of collisions in
coplanar systems. In Chapter 5, we move on to perform hydrodynamic simulations of
isolated star-disc systems to investigate the behaviour of the discs prior to their quasi-
equilibrium state. The discs are set up with various initial conditions and evolved up
to the limit of particle resolution. In Chapter 6, we use one of the star-disc systems
prepared in Chapter 5 to create star-disc-companion systems. The systems are initial-
ized with various orbital configurations of the companion, especially inclined orbits.
The perturbation from the inclined companion onto the disc in the systems causes
the disc to precess and adjust the relative inclination angle. Our explanation to the
behaviour of the disc is also provided in this chapter. Finally, we give a conclusion to
our work in Chapter 7.
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Chapter 2
Numerical methods for solving the
N -body problem
In this chapter, we describe the numerical integration methods used for solving the N -
body problems in our work. We begin this chapter with an outline of N -body problem
in Section 2.1. The basic procedure for solving the problem with the Euler method
is described in Section 2.2. Section 2.3 explains a second-order method known as the
leapfrog integrators. The leapfrog method will be used for hydrodynamic simulations
of circumstellar discs in Chapter 5 and Chapter 6. Section 2.4 explains a fourth-order
Adams-Bashfourth-Moulton predictor-corrector method used for the N -body problem
in Chapter 4. Finally, we summarize this chapter in Section 2.5.
2.1 N-body problem
The N -body problem concerns the evolution of a system consisting of N point-mass
particles interacting with each other via only gravitational forces. By Newton’s laws
of motion and gravity, the motion of a particle of mass mi in the system can be
described by the equation of motion
d2ri
dt2
= ai =  G
NX
j=1
j 6= i
mj
jrijj2
r^ij (2.1)
where G is the gravitational constant, ai the acceleration of particle i, and rij = ri   rj
the relative position between particle i and j. Once the initial positions and velocities
of all particles are known, the position ri(t) and velocity vi(t) of particle i at any time
t can be solved by integrating Equation 2.1.
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2.2 Basic numerical integration
Apart from systems with N  2 and a handful of very special few-body systems,
Equation 2.1 can be integrated only numerically. There are many numerical methods
available with different degrees of accuracy and efficiency. However, the basic principle
of most methods are similar. Suppose that we are to integrate a first-order differential
equation
y0(x) = f(x; y(x)); a  x  b; (2.2)
with the initial condition
y(a) = y0: (2.3)
First of all, the interval from a to b needs to be divided into ntot smaller steps, each
with size of x=(b  a)=ntot. The step size x must be small enough so that the
value of y at step n+ 1 can be approximated by
yn+1 ' yn + f(xn; yn)x; (2.4)
where 0n<ntot. This basic method is also known as the Euler method. It provides
a first-order approximation in which the error is of the order of x or O(x). Since
the Euler method uses only the information from step n to approximate the solution
at step n+ 1, it is also classified as a one-step method.
From Equation 2.4, the position and velocity of particle i at time t= tn+1 can be
written as
ri;n+1 = ri;n + vi;nt; (2.5a)
vi;n+1 = vi;n + ai;nt; (2.5b)
where ai;n is obtained from Equation 2.1.
In N -body simulations, error in the approximation at timestep tn is usually mea-
sured by the fractional error of the total energy defined as
En =
En   E0E0
 ; (2.6)
where E0 and En are the total energy at t= t0 and t= tn, respectively. The total
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energy of an N -body system can be calculated from
E =
NX
i=1
1
2
miv
2
i  
N 1X
i=1
NX
j= i+1
Gmimj
rij
: (2.7)
In this chapter, we will focus on two numerical methods used in this thesis: the
second-order leapfrog and the fourth-order predictor-corrector methods. The second-
order method provides a sufficient accuracy and speed for solving problems that re-
quire a huge number of particles, e.g. hydrodynamic problems in Chapter 5 and Chap-
ter 6. The second-order method will be used together with the method of smoothed
particle hydrodynamics described in Chapter 3. The fourth-order method, on the
other hand, will be used for the N -body simulations in Chapter 4 since the nature of
the problem requires higher accuracy.
2.3 Leapfrog method
Leapfrog integrators can be derived from Hamilton’s equations (e.g. Binney and
Tremaine 2008). Basically, a leapfrog integrator consists of two steps of integra-
tion called drift and kick. The drift step advances position while the kick step
advances velocity. Therefore, one needs to combine both drift and kick steps to ad-
vance both position and velocity with a timestep size of t. A drift-kick integrator
would thus sequentially perform
rn+1 = rn + vnt; (2.8a)
vn+1 = vn + an+1t; (2.8b)
where an+1 is calculated from Equation 2.1 using the new positions rn+1 from Equa-
tion 2.8a. By similar manner, a kick-drift integrator would perform
vn+1 = vn + ant; (2.9a)
rn+1 = rn + vn+1t: (2.9b)
Leapfrog integrators are symplectic in that they conserve phase-space when a fixed
timestep size is used. This means that they are good at confining the oscillation in
the energy error between integration timesteps. However, the leapfrog in Equation 2.8
and 2.9 provide only first-order accuracy, O(t).
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Figure 2.1 Diagrams illustrating three integration steps in the leapfrog DKD and KDK. Solid
arrows link the relevant variables in each calculation step. The step numbers from 1 to 3
correspond to Equation 2.10a-c and Equation 2.11a-c. Dashed arrows show the intermediate
step where forces (accelerations) are evaluated.
The higher-order leapfrog integrators can be obtained from the combinations
drift-kick-drift (or DKD) and kick-drift-kick (or KDK). Both combinations con-
sist of three integration steps: the first step advances position or velocity for t=2,
the second step for t, and the third step for t=2. The leapfrog DKD integrator
sequentially performs
rn+ 1
2
= rn +
1
2
vnt (2.10a)
vn+1 = vn + an+ 1
2
t (2.10b)
rn+1 = rn+ 1
2
+
1
2
vn+1t (2.10c)
while the leapfrog KDK integrator performs
vn+ 1
2
= vn +
1
2
ant (2.11a)
rn+1 = rn + vn+ 1
2
t (2.11b)
vn+1 = vn+ 1
2
+
1
2
an+1t: (2.11c)
These integration steps are illustrated in Figure 2.1.
One advantage of the two integrators over many second-order integrators is that
they require only one force calculation per timestep (at Equation 2.10b in DKD and at
Equation 2.11c in KDK). Although both DKD and KDK perform equally well in hydrody-
namic simulations, our preferred choice of integrator is the leapfrog KDK.
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2.4 Adams-Bashfourth-Moulton method
In contrast to one-step methods such as the Euler and the leapfrog methods de-
scribed above, multistep methods achieve a better approximation by considering the
information from the previous timesteps in the integration. Our choice of the multi-
step method for this work is the fourth-order Adams-Bashfourth-Moulton predictor-
corrector (ABM). This method provides fourth-order accuracy, O(t4), with only two
force evaluations per timestep required. As the name suggests, the method consists of
two integrators: the predictor and the corrector. The ABM scheme uses the four-step,
fourth-order Adams-Bashfourth
yn+1 = yn+
1
24
[55f(tn; yn) 59f(tn 1; yn 1)+37f(tn 2; yn 2) 9f(tn 3; yn 3)]t (2.12)
as the predictor, and the three-step, fourth-order Adams-Moulton
yn+1 = yn+
1
24
[9f(tn+1; yn+1)+19f(tn; yn) 5f(tn 1; yn 1)+f(tn 2; yn 2)]t (2.13)
as the corrector (see e.g. Binney and Tremaine 2008). We can see that the corrector
(Equation 2.13) is implicit in that the solution itself is required as a variable on the
RHS of the equation. The advantage of this implicit method occurs in situations where
an extremely small timestep size needs to be used if solved by an explicit method,
i.e. the implicit method allows us to use a larger timestep size to achieve the same
accuracy. Apparently, Equation 2.13 can not be solved directly. But, with the help of
the predictor (Equation 2.12), the value of yn+1 required on the RHS of Equation 2.13
can be predicted and thus it can be used to evaluate yn+1 on the LHS.
The ABM predictor for N -body problems is given by
rp = rn +
1
24
(55vn   59vn 1 + 37vn 2   9vn 3)t; (2.14a)
vp = vn +
1
24
(55an   59an 1 + 37an 2   9an 3)t; (2.14b)
while the corrector is
rc = rn +
1
24
(9vp + 19vn   5vn 1 + vn 2)t; (2.15a)
vc = vn +
1
24
(9ap + 19an   5an 1 + an 2)t: (2.15b)
Note that ap in Equation 2.15b is calculated by using rp from Equation 2.14a.
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Before the ABM method can be used, the first four integration steps needs to be
initiated. This can be done by using any one-step method with a sufficiently small and
fixed timestep size. To obtain the same order of accuracy, we choose the fourth-order
Runge-Kutta method in which its general form is given by
yn+1 = yn +
1
6
(c1 + 2c2 + 2c3 + c4)t; (2.16)
where
c1 = f(tn; yn) ;
c2 = f(tn +t=2; yn + c1=2) ;
c3 = f(tn +t=2; yn + c2=2) ;
c4 = f(tn +t; yn + c3) :
In N -body simulations, the error of integration usually increases during a close
encounter between particles. The situation can be worsened if a large timestep size is
used. Using a smaller timestep size may help improve the accuracy, but it comes at the
price of a longer simulation runtime. To overcome this problem, the timestep size of an
integrator should be able to adjust according to the error. That is, a smaller timestep
size should be used when the error tends to increase, otherwise use a larger size to
speed up the calculation. In order to do this, some criteria are required to justify
when the size should be changed to keep the balance between speed and accuracy.
For the ABM method, the criterion for adjusting the timestep size is obtained from
the truncation error of the method, given by
 =
19
270
yc;k+1   yp;k+1
yc;k+1
; (2.17)
(Mathews and Fink 2004). The timestep size should be adjusted when the error is
out of some specified tolerable range, i.e. min<< max. In other words, the timestep
size should be decreased to minimize the error when  max and increased to speed
up the calculation when  min. For our work in Chapter 4, we use our empirical
error limits min=810 25 and max=810 17.
Since the ABM method needs even time-intervals for the contiguous steps from
n  3 to n, resizing the timestep interval therefore needs adjustment for the values of
those previous steps. This can be done by storing the values of y back to yn 6 and
allowing the timestep size to be changed only by a factor of two, i.e. tnew=told=2
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or tnew=2told. When the timestep size is decreased, the values for the new set of
previous timesteps can be interpolated by
~yn = yn;
~yn 1 =
1
128
(35yn + 140yn 1   70yn 2 + 28yn 3   5yn 4) ;
~yn 2 = yn 1;
~yn 3 =
1
128
( 5yn + 60yn 1 + 90yn 2   20yn 3 + 3yn 4) ;
where ~y is an interpolated value of y, (Mathews and Fink 2004). The interpolation is
easier in the case that the timestep size is increased, namely,
~yn = yn;
~yn 1 = yn 2;
~yn 2 = yn 4;
~yn 3 = yn 6:
2.5 Summary
We have described the numerical integration methods for using in our work. The
methods will be used according to the nature of the problems. The second-order
leapfrog KDK, which (as well as DKD) provides good approximation and speed for the
problems that require a large number of particles (e.g. > 104), will be used for the
hydrodynamic simulations performed in Chapter 5 and Chapter 6. The fourth-order
Adams-Bashfourth-Moulton method that provides better approximation will be used
for the N -body integration in Chapter 4 where the problem contains only three bodies
but requires very high accuracy (En 10 5).
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Chapter 3
Smoothed particle hydrodynamics
In this chapter, we describe a method for solving hydrodynamic problems. The
method is known as smoothed particle hydrodynamics, or SPH for short. This method
is now wildly used in many areas of science, including computational astrophysics.
Being simple, adaptive to high density, and Galilean invariant make SPH a favourite
choice for many star formation simulations. The formalism of SPH and some of its
features that are used in this work will be described. However, some in-depth details
of the method may be omitted as those can be found in a number of extensive reviews
(e.g. Monaghan 1992; Cossins 2010; Price 2010).
This chapter begins with a brief introduction to Lagrangian hydrodynamics in
Section 3.1, followed by the standard formalism of SPH in Section 3.2. The currently
popular formalism of SPH (grad-h SPH) is described in Section 3.3. The equation of
state that links thermal and dynamical quantities of the system together is described in
Section 3.4. Timestepping and additional techniques used in this work are described
respectively in Section 3.5 and 3.6. Finally, we briefly summarize this chapter in
Section 3.7.
3.1 Lagrangian hydrodynamics
In fluid dynamics, there are two different approaches for describing fluid flow: the
Eulerian and the Lagrangian approaches. The Eulerian approach describes a fluid
flow with respect to fixed points on an equally-spaced grid spanning over the fluid
volume. Fluid quantities at each point can be approximated by, for example, finite
difference methods. In the Lagrangian approach, on the other hand, a fluid flow is
traced by a number of movable particles. Fluid flow quantities are approximated at
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the positions of the sampling particles which are moving along with the flow. SPH
is one example of the particle-based methods that follow the Lagrangian approach.
The advantages and disadvantages of both approaches have been demonstrated with
several hydrodynamic codes (e.g. O’Shea et al. 2005; Agertz et al. 2007; Hubber et al.
2011).
Fluid dynamics are fundamentally shaped up by the conservation laws of mass,
linear momentum, and energy. These three laws can be represented by three equations
in Lagrangian form as
Continuity equation:
d
dt
=  rv; (3.1a)
Momentum equation:
dv
dt
=  rP

+ f ; (3.1b)
Energy equation:
du
dt
=  P

rv; (3.1c)
where  is the density, P the pressure, v the velocity, f the non-pressure forces (e.g.
gravity), and u the specific internal energy of the fluid. The principal idea of SPH is
to turn Equation 3.1(a)-(c) into the discrete forms that can be solved numerically.
3.2 Standard formalism of SPH
The SPH method was introduced independently by Lucy (1977) and Gingold and
Monaghan (1977). In SPH, a fluid is represented by a number of SPH particles
distributed over the volume. Each SPH particle carries quantities such as mass,
velocity, temperature, etc., of its current position in the volume. Other quantities
such as density and pressure can be estimated by gathering the contribution from the
surrounding or neighbouring particles. The amount of the contribution depends on
the separation between the particle and its neighbours via an interpolating function.
The mathematical formulation of SPH is based on a weighted integral of a function
A(r) which is given by
A(r) =
Z
A(r0)W (r  r0; h) dr0; (3.2)
where W is a weighting (or interpolating) function. In SPH, W is known as the
smoothing kernel and the length h the smoothing length. The smoothing kernel de-
scribes how physical quantities distribute around the position r, while the smoothing
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length defines the extent covered by the kernel. In two and three dimensions, dr0 in
Equation 3.2 is replaced by dr02 and dr03, respectively. With Equation 3.2, a physical
quantity at any point in the fluid volume can be estimated.
For consistency in the estimation, the smoothing kernel function has to be (a) an
even function, i.e.
W (r  r0; h) = W (jr  r0j ; h); (3.3)
(b) normalizable, so that Z 1
0
W (r  r0; h) dr0 = 1; (3.4)
(c) singular when h! 0,
lim
h! 0
W (r  r0; h) = (r  r0); (3.5)
where (r  r0) is the Dirac delta function; and finally (d) differentiable (or smooth)
to at least the second derivative. One of the functions that satisfies these requirements
and was also used in early years of SPH is a Gaussian function of the form
W (r  r0; h) = 1
h=2
exp

 (r  r
0)2
h2

; (3.6)
where  is the number of spatial dimensions.
Since a volume of fluid in SPH is represented by a finite number of particles,
Equation 3.2, which holds for continuum distribution, needs to be modified to suit the
discrete nature of a particle distribution. This can be done by turning Equation 3.2
into its equivalent summation form:
A(r) '
X
i
A(ri)W (r  ri; h)

mi
i

; (3.7)
where mi=i represents the volume (three dimension). From this equation, the accu-
racy of the approximation depends on the number of SPH particles within the kernel,
i.e. the higher the number the better the approximation.
In general, the points where the quantity A is estimated are chosen to be the
same as the positions of the SPH particles. The estimated value of the quantity Ai
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at particle i is then given by
Ai '
X
j
mj
Aj
j
W (rij; h); (3.8)
where rij = ri   rj. The number of particles to be considered in the summation and
the value of smoothing length will be discussed later in Section 3.3. A basic example
of using Equation 3.8 in SPH is the estimation of density, i.e. A= , at the position
of particle i:
i '
X
j
mjW (rij; h): (3.9)
In typical simulations, every SPH particle has the same mass which is constant
throughout the simulation. Selecting a value for the particle mass depends on a
trade-off between the resolution and computing resources available. In star formation
simulations, the resolution requirement may be set by the physical processes that need
to be modelled properly. Fragmentation of a prestellar core, for example, is one of
the processes that depend on resolution. Bate and Burkert (1997) suggest that, in
order to resolve the fragmentation, the total mass of other particles neighbouring to
one particle should be lower than the local Jeans mass (MJ, Equation 1.1) by a factor
f ' 1:5  2. The mass required for each particle is therefore msph<MJ=fNneib, i.e.
the lower the better.
For later references in deriving SPH, some useful expressions for the spatial deriva-
tives (gradient, divergence, and curl) of Equation 3.8 are given as:
Gradient: rAi '
X
j
mj
Aj
j
riW (rij; h) (3.10a)
Divergence: rAi '
X
j
mj
Aj
j
riW (rij; h) (3.10b)
Curl: rAi '  
X
j
mj
Aj
j
riW (rij; h) (3.10c)
where ri is the gradient with respect to the coordinates of particle i. Since it is clear
that all SPH quantities are from estimations, the equals sign that will be used in
all following SPH equations for convenience will actually mean approximately equal.
Also, the smoothing kernel may be written in a concise form as Wij for Wij(rij; h)
and Wij(hi) for Wij(rij; hi).
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3.2.1 Smoothing kernels
Using the Gaussian kernel in Equation 3.6 (suggested by Gingold and Monaghan
(1977)), each particle needs to gather the contributions from the rest of the parti-
cles, even ones from large distances whose contribution can be negligible. This thus
requires a huge computational effort in high-resolution simulations. To overcome this
problem, a kernel function with compact support (i.e. W =0 everywhere outside a
certain range) may be used instead. One of the widely used kernels is the M4 cubic
spline suggested by Monaghan and Lattanzio (1985):
W (r; h) =

h
8>><>>:
1  3
2
 
r
h
2
+ 3
4
 
r
h
3 for 0  r
h
< 1
1
4
 
2  r
h
3 for 1  r
h
< 2
0 for r
h
 2
; (3.11)
where r is a separation between the particles,  the number of spatial dimensions (1,
2, or 3), and  a normalization constant corresponding to the dimension;  =2=3,
10=7, and 1= for  =1, 2, and 3, respectively.
The gradient of the M4 kernel is
rW (r; h) =   
h+1
8>><>>:
3
 
r
h
  9
4
 
r
h
2 for 0  r
h
< 1
3
4
 
2  r
h
2 for 1  r
h
< 2
0 for r
h
 2
9>>=>>; r^; (3.12)
where r^ is the unit vector. For better results, however, one may use the modified
version of the kernel gradient suggested by Thomas and Couchman (1992). The
Thomas-Couchman M4 kernel gradient is given by
rW (r; h) =   
h+1
8>>>>><>>>>>:
1 for 0  r
h
< 2
3
3
 
r
h
  9
4
 
r
h
2 for 2
3
 r
h
< 1
3
4
 
2  r
h
2 for 1  r
h
< 2
0 for r
h
 2
9>>>>>=>>>>>;
r^: (3.13)
The flat piecewise at 0 r=h2=3 is to cope with the pairing instability in which the
lowering of pressure force between a pair of particles calculated using the M4 kernel
gradient often causes the two particles to pair up with each other; thus, sampling by
the particles can be poor as particle distribution is not well dispersed. The compari-
son plots of the kernels and their derivatives are shown in Figure 3.1.
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Figure 3.1 A comparison plot of un-normalized smoothing kernels. The solid curves are of
the M4 kernel while the dashed curves are of the Gaussian. The kernels and their derivatives
are on the positive and negative sides, respectively. The dotted straight line shows the aspect
of the Thomas-Couchman M4 kernel derivative for 0 r=h 2=3.
Additionally, the derivative of the M4 kernel with respect to the smoothing length
is given by
@W
@h
(r; h) =

h+1
8>>>><>>>>:
  + 32 ( + 2)
 
r
h
2   34 ( + 3)   rh3 for 0  rh < 1
 2 + 3( + 1)   rh  32 ( + 2)   rh2   34 ( + 3)   rh3 for 1  rh < 2
0 for rh  2
: (3.14)
This kernel derivative will be used in the variable smoothing length formalism de-
scribed in Section 3.3.
3.2.2 Equation of motion
Most astrophysical fluid simulations are generally concerned with both hydrodynamic
and gravitational forces. From the momentum equation of a fluid (Equation 3.1b), we
may alternatively write the acceleration of an SPH particle i as
dvi
dt
=
"
dvi
dt

pres
+

dvi
dt

visc
#
hydro
+

dvi
dt

grav
; (3.15)
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where the pressure term 
dvi
dt

pres
=  riPi
i
: (3.16)
The gravity term can be determined from the N -body equation (Equation 2.1) with
an extra consideration of kernel-softened gravity when the separation of the particles
is shorter than the smoothing length (see below). The viscous force term will be
described later in Section 3.2.4.
Pressure forces
The RHS of Equation 3.16 can be expressed in terms of SPH approximation by using
the vector identity
r

P


=
rP

  P
2
r:
Rearranging the terms and applying the SPH approximation (Equation 3.8) give us
rPi
i
= ri

Pi
i

+
Pi
2i
rii
= ri
 X
j
mj
Pj
2j
Wij
!
+
Pi
2i
ri
 X
j
mjWij
!
=
X
j
mj
Pj
2j
riWij + Pi
2i
X
j
mjriWij:
The acceleration of particle i due to pressure forces then reads
dvi
dt

pres
=  
X
j
mj

Pi
2i
+
Pj
2j

riWij: (3.17)
Gravitational forces
Since the mass of an SPH particle represents the mass inside the radius 2h, the
gravitational interaction between any pair of particles with separation rij < 2h needs to
be modelled consistently by accounting for the distribution of mass in that separation.
In order to achieve this, let us consider the gravitational potential (i) at particle i
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defined by
i = G
X
j
mjij; (3.18)
where ij =(rij; h) is the softening kernel for gravitational potential. The kernel
must have the same properties as the potential i: namely, (a) (r; h)< 0 for all r
and h, (b) r(0; h)= 0, and (c) lim
r=h!1
(r; h)= 1=r (Cossins 2010). It can be shown
that ij is related to Wij by considering Poisson’s equation,
r2i = 4Gi: (3.19)
Substituting i from Equation 3.18 and i from Equation 3.9 gives us
r2
 
G
X
j
mjij
!
= 4G
 X
j
mjWij
!
: (3.20)
We can see that
r2ij = 4Wij: (3.21)
As the extent of the particle is spherically symmetric, only radial component of the
Laplacian needs to be considered, i.e.
@
@r

r2
@
@r

= 4r2W; (3.22)
where r= rij is used and the index variables are dropped for convenience. Integrating
this equation gives us the gradient of ,
@
@r
=
4
r2
Z r
0
r02W (r0) dr0: (3.23)
For the M4 kernel given by Equation 3.11, one can find that
r(r; h) = 1
h2
8>>>><>>>>:
4
3
 
r
h
  65  rh3 + 12  rh4 for 0  rh < 1
8
3
 
r
h
  3  rh2 + 65  rh3   16  rh4   115 hr 2 for 1  rh < 2 
h
r
2 for rh  2
9>>>>=>>>>; r^: (3.24)
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Now, the gravitational acceleration acting on particle i can be found from
dvi
dt

grav
=  ri =  G
X
j
mjriij: (3.25)
With the kernel gradient provided by Equation 3.24, the strength of gravity between
particles will be softened when rij < 2h and follows the usual inverse-square law when
rij  2h.
Before we move on, it is useful to find the expression for , as we will need to use
it later in Section 3.4.4. This can be obtained from integrating Equation 3.23, i.e.
 = 4
Z r
0
1
r02
Z r
0
r02W (r0) dr0

dr0: (3.26)
Rearranging the terms gives us
 = 4

 1
r
Z r
0
r02W (r0) dr0 +
Z r
0
r0W (r0) dr0

: (3.27)
For the same M4 kernel (Equation 3.11), we can find that
(r; h) =  1
h
8>>>><>>>>:
7
5   23
 
r
h
2
+ 310
 
r
h
4   110  rh5 for 0  rh < 1
8
5   43
 
r
h
2
+
 
r
h
3   310  rh4 + 130  rh5   115 hr for 1  rh < 2
h
r for
r
h  2
: (3.28)
3.2.3 Energy equation
In standard SPH, the RHS of Equation 3.1c can be expressed by two expressions
derived from different vector identities. The first expression for the energy term is
derived from the identity
r(v) = rv + vr: (3.29)
By multiplying both sides with P=2 and rearranging the terms, we have
Pi
i
rvi = Pi
2i
[ri(ivi)  virii]
=
Pi
2i
"X
j
mjvjriWij  
X
j
mjviriWij
#
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=  
X
j
mj

Pi
2i

(vi   vj)riWij:
The energy equation resulting from this derivation is then
dui
dt
=
X
j
mj

Pi
2i

vijriWij: (3.30)
where vij =vi   vj.
The second expression is derived from the vector identity
r

Pv


=
P

rv + vr

P


: (3.31)
From this, we have
Pi
i
rvi = ri

Pivi
i

  viri

Pi
i

=
X
j
mj

Pj
2j

vjriWij  
X
j
mj

Pj
2j

viriWij
=  
X
j
mj

Pj
2j

(vi   vj)riWij:
The energy equation becomes
dui
dt
=
X
j
mj

Pj
2j

vijriWij: (3.32)
Although Equation 3.30 and 3.32 can be used on their own, the average form is
also preferred, i.e. 
dui
dt

pres
=
1
2
X
j
mj

Pi
2i
+
Pj
2j

vijriWij: (3.33)
Note that the energy equations derived here are only for the change of energy due
to pressure forces, the one that is associated with viscous forces is described in next
section.
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3.2.4 Artificial viscosity
When supersonic flows are colliding, a sudden increase in density (or a shock) is cre-
ated. In the shock compressed regions, the kinetic energy of the flows is turned into
heat. Modelling this phenomenon using the SPH method prescribed earlier fails as
the pressure terms alone are inadequate to prevent SPH particles in a high-velocity
flow passing through each other freely. In order to alleviate this problem, an artificial
viscous force and its corresponding energy are added to the force equation (Equa-
tion 3.15) and the energy equation (Equation 3.33), respectively (e.g. Monaghan 1992,
and references therein). The artificial viscosity that causes the artificial viscous force
is given by
ij =
8><>:
 cijij + 2ij
ij
for vij  rij < 0
0 for vij  rij  0
; (3.34)
where the parameter
ij =
hvij  rij
jrijj2 + 2 (3.35)
specifies how the viscosity should behave, i.e. proportional to the relative velocity
and the inverse of separation. The other parameters in Equation 3.34 and 3.35 are
the average sound speed cij =(ci + cj)=2, the average density ij =(i + j)=2, and
a constant ' 0:1h for preventing a singularity when jrijj! 0. The parameters 
and  are for controlling the viscosity of the fluid at low and high relative velocities,
respectively. Although Monaghan (1992) suggests ' 1 and ' 2 for general SPH
simulations, the values can be varied. In many works, keeping ' 2 is usually
preferred. The acceleration and energy terms due to the artificial viscosity can be
written as 
dvi
dt

visc
=  
X
j
mjijriWij (3.36)
and 
dui
dt

visc
=
1
2
X
j
mjijvijriWij; (3.37)
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respectively. The equations of the hydrodynamic acceleration and energy become
dvi
dt

hydro
=  
X
j
mj

Pi
2i
+
Pj
2j
+ij

riWij (3.38)
and 
dui
dt

hydro
=
1
2
X
j
mj

Pi
2i
+
Pj
2j
+ij

vijriWij: (3.39)
respectively.
Besides the standard viscosity prescription, an alternative form which is based on
Riemann solvers was suggested to provide a better viscosity modelling (Monaghan
1997; Price 2008). In this form, the acceleration equation is given by
dvi
dt

visc
=  
X
j
mj
vsigvij ^rij
ij
riW ij; (3.40)
while the energy equation is
dui
dt

visc
=  
X
j
mj
ij

1
2
vsig(vij ^rij)2 + 0v0sig(ui   uj)

r^ijriWij; (3.41)
where 0' 1. The first and the second terms in the square brackets on the RHS asso-
ciate with the artificial viscosity and the artificial thermal conductivity, respectively.
The parameters vsig and v0sig are signal speeds given by
vsig = ci + cj   vij ^rij (3.42)
and
v0sig =
s
jPi   Pjj
ij
; (3.43)
respectively.
Even though the artificial viscosity helps improve modelling shocks, it can result
in an unphysical transfer of angular momentum in shearing motions between particles
such as found in disc simulations. Two methods were introduced to reduce the effect
of the artificial shear viscosity. They are described as follows.
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Balsara switch
Balsara (1995) suggests that the artificial viscosity should be fully active only in strong
converging flows and completely vanished in strong shear flows. The amplitude of
converging flows and shear flows can be represented by jrvj and jrvj, respectively.
These terms can be found from the identities
rv = 1

[r(v)  vr] ; (3.44)
which is Equation 3.29, and
rv = 1

[r(v) + vr] : (3.45)
With some manipulations using Equation 3.10a-c for the spatial derivatives in both
identities, we have
rvi =   1
i
X
j
mjvijriWij; (3.46)
and
rvi = 1
i
X
j
mjvijriWij: (3.47)
Weighting the influence of viscosity is done by multiplying the viscosity term ij by
a factor fij =(fi + fj)=2, where
f =
jrvj
jrvj+ jrvj+ 0:0001c=h: (3.48)
With this factor, the viscosity will be minimized ( fij  0) in shear dominated flows
where jrvj  jrvj and maximized ( fij  1) in convergence dominated flows where
jrvj  jrvj.
Time-dependent viscosity
This method allows each particle to have its own viscosity parameter i which varies as
a function of time and the velocity divergence. Morris and Monaghan (1997) suggest
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i obtained from the differential equation
di
dt
=  i + min
i
+ Si; (3.49)
where min is the minimum viscosity parameter, i the decay timescale for the viscosity,
and Si the source function given by
Si = max( rvi; 0)(max   i); (3.50)
where max is the maximum value of viscosity parameter. Typically, we use min=0:1
and i=hi=Cci, where C=0:1  0:2 and ci is the local sound speed.
From Equation 3.49, i attenuates exponentially to min within a timescale i in a
non-converging flow in which rvi 0 and thus Si=0. Once a shock starts to form,
i.e. rvi< 0 and thus Si> 0, the source term can increase the value of i according
to the intensity of the shock.
3.3 Variable smoothing length SPH
In early versions of SPH, every particle uses the same value of smoothing length,
which is also held constant throughout the simulation. The problem arises when the
density varies from region to region. That is, particles in very low density regions
may have too few neighbouring particles, while particles in very high density regions
have too many. This may severely reduce the accuracy of the approximation in very
low density regions while unnecessarily causing longer calculation times in the other.
To overcome this problem, particles should be allowed to have their own smoothing
length which is adaptable to the local particle distribution.
One simple way is by forcing the smoothing length of each particle to vary with
the extent of its own nearest neighbours. To do so, the number of neighbours Nneib is
set to be globally constant, i.e. every particle has the same number of nearest neigh-
bours. Typically, Nneib=50 is used for three-dimensional simulations. The smoothing
length of any particle thus becomes a half of the distance between the particle and its
outermost neighbour, hi= jri   rNneibj=2.
Once the particles have their own smoothing length, however, there comes a prob-
lem with momentum conservation due to particles having different smoothing lengths.
In other words, if hi 6=hj, the forces acting on particles i and j due to one another
can not be equal and opposite, violating Newton’s third law of motion. In order to
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guarantee the symmetry of pairwise forces, Hernquist and Katz (1989) suggest using
the average smoothing kernel
W (rij) =
Wij(hi) +Wij(hj)
2
;
while Benz (1990) suggest using the average smoothing length
hij =
hi + hj
2
:
Nevertheless, Hernquist (1993) points out that the energy may not be conserved well
from using either of these methods. Until recently, the more sophisticated grad-h
method has been introduced to improve the situation.
3.3.1 The grad-h method
This method intends to ensure energy conservation in SPH whilst the smoothing
length is varying. Springel and Hernquist (2002) and Price and Monaghan (2004)
reformulate the momentum and energy equations from the Euler-Lagrangian equation
and use an adaptive smoothing length that varies with the local density. The relation
between the smoothing length hi and local density i of particle i is given by
hi = 

mi
i
1=3
; (3.51)
where  is a parameter valued between 1:2 and 1:5 (Gingold and Monaghan 1982; Price
2004; Monaghan 2005). This parameter  controls the average number of neighbours
via Nneib' 2R, (2R)2, and (4=3)(2R)3 for one, two, and three dimension, re-
spectively. The parameterR=2 is used for the M4 kernel of Monaghan and Lattanzio
(1985). The density in Equation 3.51 is obtained from
i =
X
j
mjWij(hi); (3.52)
where only hi is used in the kernel and the summation is over all particles including
particle i itself. One can see that the smoothing length is now an implicit function
which can be solved only by using an iterative method (see Price 2004).
Before we proceed to further derivations, it is useful to derive the expressions for
the gradient and time derivatives of the separation rij and the kernel Wij. First of
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all, let us consider the gradient of rij = jri   rjj with respect to the coordinate of an
arbitrary particle k,
rkrij = @
@rk
jri   rjj = r^ij(ik   jk); (3.53)
where ik and jk are the Kronecker delta functions. If k is either i or j, we have
rkrij =
(
r^ij for k = i
 r^ij for k = j
: (3.54)
Therefore,
ririj =  rjrij: (3.55)
Similarly, with the help of Equation 3.53, one can find that the gradient of Wij with
respect to the coordinate of an arbitrary particle k is
rkWij = @Wij
@rk
=
@Wij
@rij
@rij
@rk
=
@Wij
@rij
r^ij(ik   jk)
= riWij(ik   jk): (3.56)
This gives us the relation
riWij =  rjWij: (3.57)
Since rij depends on both ri(t) and rj(t), its time derivative must be obtained by
means of the total derivative
drij
dt
=
@rij
@ri
dri
dt
+
@rij
@rj
drj
dt
=
@rij
@ri
dri
dt
  @rij
@ri
drj
dt
= (vi   vj) @rij
@ri
= vijririj: (3.58)
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With this expression, the time derivative of Wij becomes
dWij
dt
=
@Wij
@rij
drij
dt
=
@Wij
@rij
@rij
@ri
vij
= vijriWij: (3.59)
3.3.2 Equation of motion
To derive the equation of motion (see e.g. Price 2004; Rosswog 2009; Cossins 2010),
let us consider the Lagrangian (L) of a fluid parcel
L =
Z 
1
2
vv   u(; s)  1
2


 dV ; (3.60)
where v is the velocity of the fluid parcel, u the specific internal energy as a function
of density  and specific entropy s,  the gravitational potential, and V the fluid
volume. This Lagrangian can be expressed in terms of a summation over all SPH
particles as
Lsph =
X
j
mj

1
2
vjvj   u(j; sj)  1
2
j

: (3.61)
By using a constant value of mass, Lsph satisfies the Euler-Lagrange equation
d
dt

@Lsph
@vi

  @Lsph
@ri
= 0: (3.62)
The first term on the LHS is the total rate of change of the linear momentum, i.e.
d
dt

@Lsph
@vi

=
d
dt
"
@
@vi
X
j
mj

1
2
vjvj   u(j; sj)  1
2
j
#
=
d
dt

1
2
mi
@
@vi
(vivi)

= mi
dvi
dt
; (3.63)
or the total force. The second term thus consists of the forces associated with the
motion of particle i, i.e. pressure and gravity. For simplicity, we may split the
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Lagrangian in Equation 3.61 into two terms of pressure and gravity:
Lsph = Lpres + Lgrav; (3.64)
where
Lpres =
X
j
mj

1
2
vjvj   u(j; sj)

(3.65)
and
Lgrav =  1
2
X
j
mjj: (3.66)
By writing the equation of motion as
dvi
dt
=

dvi
dt

pres
+

dvi
dt

grav
; (3.67)
we then have 
dvi
dt

pres
=
1
mi
@Lpres
@ri
(3.68)
and 
dvi
dt

grav
=
1
mi
@Lgrav
@ri
: (3.69)
The pressure term. Substituting Lpres from Equation 3.65 into 3.68 gives us
dvi
dt

pres
=
1
mi
@
@ri
"X
j
mj

1
2
vjvj   u(j; sj)
#
=   1
mi
X
j
mj
@uj
@ri
=   1
mi
X
j
mj
@uj
@j
@j
@ri
; (3.70)
where uj =u(j; sj). The partial derivative @u=@ can be found from the first law of
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thermodynamics where the entropy (S) of the system is considered to be constant,
i.e. dS=0. The change of the internal energy (U) becomes
dU =  PdV: (3.71)
Replacing V =m=, or dV = m=2d, gives us
du =
P
2
d (3.72)
or
@u
@

s
=
P
2
; (3.73)
where u=U=m and s denotes the constant specific entropy.
The expression for the gradient of the density (@=@r) in Equation 3.70 can be
derived with the help of an additional index variable k, i.e.
@j
@ri
=
@
@ri
 X
k
mkWjk(hj)
!
=
X
k
mk

@Wjk(hj)
@ri
+
@Wjk(hj)
@hj
@hj
@ri

=
X
k
mk

riWjk(hj) + @Wjk(hj)
@hj
@hj
@j
@j
@ri

:
Gathering the terms with @j=@ri from both sides gives us
@j
@ri
=
1

j
X
k
mkriWjk(hj); (3.74)
where

j = 1  @hj
@j
X
k
mk
@Wjk(hj)
@hj
: (3.75)
In the grad-h formalism, 
 acts more or less like a correction for quantities derived
by the standard formalism; 
=1 when h is constant. We can see that the index
variables in the RHS of Equation 3.74 are not yet ready for the summation over j
in Equation 3.70. This can be changed by invoking Equation 3.56 with the index
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variables shifted from i! j, j! k, and k! i, i.e.
rkWij(hi) = riWij(hi)(ik   jk)  ! riWjk(hj) = rjWjk(hj)(ji   ki): (3.76)
The gradient of the density thus becomes
@j
@ri
=
1

j
X
k
mkrjWjk(hj)(ji   ki): (3.77)
Substituting Equation 3.73 and 3.77 into Equation 3.70 gives us
dvi
dt

pres
=  
X
j
mj
Pj
2j
1

j
X
k
mkrjWjk(hj)(ji   ki)
=   1
mi
"
mi
Pi
2i
1

i
X
k
mkriWik(hi) 
X
j
mj
Pj
2j
1

j
mirjWji(hj)
#
=  
"
Pi
2i
1

i
X
j
mjriWij(hi) +
X
j
mj
Pj
2j
1

j
riWij(hj)
#
or 
dvi
dt

pres
=  
X
j
mj

Pi

i2i
riWij(hi) + Pj

j2j
riWij(hj)

: (3.78)
The gravity term. By considering that the local gravitational potential j in Equa-
tion 3.66 can expressed as
j = G
X
k
mkjk(hj); (3.79)
the acceleration due to gravity (Equation 3.69) becomes

dvi
dt

grav
=   1
mi
@
@ri
 
1
2
X
j
mjj
!
=   1
mi
@
@ri
 
G
2
X
j
X
k
mjmkjk(hj)
!
=  1
2
G
mi
X
j
X
k
mjmk

rijk(hj) + @jk(hj)
@hj
@hj
@ri

;
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or

dvi
dt

grav
=  1
2
G
mi
24X
j
X
k
mjmkrijk(hj) +
X
j
X
k
mjmk
@jk(hj)
@hj
@hj
@j
@j
@ri
35 : (3.80)
In order to use this equation in practice, the double summations on the RHS of this
equation have to be simplified to a single summation over j. The first double summa-
tion can be reorganized by using the same method of shifting indices in Equation 3.76
for rijk(hj). That is,X
j
X
k
mjmkrijk(hj) =
X
j
X
k
mjmkrjjk(hj)(ji   ki)
= mi
X
k
mkriik(hi) mi
X
j
mjrjji(hj)
= mi
X
j
mj [riij(hi) +riij(hj)] : (3.81)
For the second double summation on the RHS of Equation 3.80, we can substitute
Equation 3.77 for the density gradient term (with a new index variable l instead of k)
to obtain
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Since l and j run through the same values, we can use l= j so that the terms can be
grouped together. Equation 3.82 becomes
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where  is defined such that
a =
X
b
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@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@ha
@ha
@a
: (3.84)
Substituting Equation 3.81 and Equation 3.83 back into Equation 3.80 and rearranging
the terms give us the gravitational acceleration
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#
: (3.85)
Apart from Equation 3.78 for pressure forces and Equation 3.85 for gravitational
forces, the grad-h formalism uses the same artificial viscosity forces (Equation 3.40)
as the standard formalism.
3.3.3 Energy equation
The energy equation in the grad-h formalism can be derived from Equation 3.1c with
the substitution of rv from Equation 3.1a. This gives us
dui
dt

pres
=
Pi
2i
di
dt
(3.86)
the energy equation associated with the pressure force. The time derivative of the
density can be found from
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By gathering di=dt from both sides, we have
di
dt
=
1

i
X
j
mjvij  riWij(hi); (3.87)
where 
i is as defined by Equation 3.75. The energy equation associated with pressure
forces becomes 
dui
dt

pres
=
Pi

i2i
X
j
mjvij  riWij(hi): (3.88)
In the grad-h formalism, the energy equation associated with viscous forces is given
by Equation 3.41, as in the standard formalism.
3.4 Equation of state
In order to model gas dynamics in star formation properly, we need an equation of
state to link the dynamical quantities to the thermal quantities. In star formation
simulations where the gas is assumed to be ideal, the local state variables are connected
through the ideal gas law of the form
Pi =
kbiTi
m
= (   1)iui; (3.89)
where kb is Boltzmann’s constant, m the mean gas-particle mass, and  the ratio of
specific heats. This equation is generally used for an adiabatic process in which no heat
is lost or gained from the system; for example, the optically thick stages of a collapsing
molecular cloud core. In some situations, however, we may use the simplified equations
of state such as the isothermal, the polytropic, and the barotropic. These equations
of state do not need the energy equation to be solved as the pressure is a function of
only density; thus, the simulation runtime can be reduced. Although SPH simulations
in our work use a more sophisticated method described in Section 3.4.4 for treating
the thermal processes, the descriptions of the simplified equations are still provided
as follows.
3.4.1 Isothermal equation of state
In optically thin environments such as the early stage of protostellar cloud collapse,
where thermal radiation produced from the collapse can get through the gas very
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easily, the temperature of the whole cloud can be approximately constant. Under the
isothermal approximation, the local pressure is linearly proportional to the density,
i.e.
Pi = c
2
i; (3.90)
where c is the isothermal sound speed given by
c =
r
kbT
m
: (3.91)
3.4.2 Polytropic equation of state
The polytropic equation of state is given by
Pi = K

i = K
(1+ 1n)
i ; (3.92)
where K is the polytropic constant,  the polytropic exponent, and n the polytropic
index. The value of  can be varied in order to model the change of state. In a
collapsing cloud core, for example,  as a piecewise function of density can be used to
follow the change of state from isothermal to early adiabatic (e.g. Bate 1998).
3.4.3 Barotropic equation of state
The barotropic equation of state can be used for modelling the change of state from
isothermal to early adiabatic. The equation is given by
Pi = c
2
i
"
1 +

i
crit
 1#
; (3.93)
where crit is the critical density at which the state of the gas changes from isothermal
to adiabatic. The critical density is usually crit 10 13 g cm 3 (e.g. Larson 1969;
Masunaga and Inutsuka 2000), while the ratio of specific heats for a monatomic gas
is ' 5=3 (e.g. Goodwin et al. 2004a).
3.4.4 Radiative cooling method
The radiative cooling method was introduced by Stamatellos et al. (2007) to estimate
the net radiative energy from heating and cooling processes occurring in a gas cloud.
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In this method, the energy equation can be written as
dui
dt
=

dui
dt

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+

dui
dt

visc
+

dui
dt

rad
; (3.94)
where the first two terms on the RHS are from Equation 3.88 and 3.41. The third
term on the RHS is the change of energy associated with radiation, given by
dui
dt

rad
=
4sb
 
T 4bg(ri)  T 4i

2i i(i; Ti) + 
 1
i (i; Ti)
; (3.95)
where sb is the Stefan-Boltzmann constant,  the opacity,  the mass weighted
opacity, and Tbg the background temperature. By using this equation, the local tem-
perature Ti of the gas is maintained to be above the background temperature Tbg by
the artificial heating process, i.e. that Ti<Tbg makes Equation 3.95 positive. On the
other hand, the artificial cooling process begins when Ti>Tbg, turning Equation 3.95
negative. In the case that TiTbg, the denominator of Equation 3.95 ensures that
the equation is approximately valid in both optically thin and optically thick cool-
ing regimes. That is, in the optically thin regime where 2i i 1i , Equation 3.95
reduces to 
dui
dt

rad
'  4sbi(i; Ti)T 4i ; (3.96)
while, in the optically thick regime where 2i i 1i , the equation becomes
dui
dt

rad
'   4sbT
4
i
2i i(i; Ti)
: (3.97)
The opacities in Equation 3.95 can be calculated from considering that the particle
i is embedded in a spherically symmetric pseudo-cloud. The particle’s mean optical
depth (i), which plays a major role in heating and cooling processes, can be esti-
mated from the local density (i), temperature (Ti), and gravitational potential (i,
Equation 3.18). By modelling the pseudo-cloud with a polytrope of index n=2 and
solving the Lane-Emden equation (see Stamatellos et al. (2007) for the details), the
pseudo-mean opacity is
i =
i
i
; (3.98)
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where i is the pseudo-mean column density given by
i = n
r
ijij
4G
: (3.99)
According to Stamatellos et al. (2007), 2=0:368. For a fixed value of n, it is better to
evaluate the values of the opacities in advance and tabulate them in a look-up table.
The values can then be recalled when needed by interpolating from the table.
In this radiative cooling method, solving Equation 3.94 explicitly may lead to very
short timesteps when some particles are rapidly thermalized to their equilibrium.
Stamatellos et al. (2007) suggest that this situation can be avoided by using a semi-
implicit scheme in which the thermalization timescale (tth) is considered in calculating
the internal energy. That is, the internal energy ui(t+t) at time t+t is controlled
by
ui(t+t) = ui(t) exp

  t
tth;i

+ ueq;i

1  exp

  t
tth;i

; (3.100)
where ueq;i is the internal energy at equilibrium and ui(t) the internal energy calculated
from solving Equation 3.94. To find ueq;i and tth;i, let us consider the equilibrium state
at particle i where
dui
dt
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
hydro
+

dui
dt

visc
+
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 
T 4bg(ri)  T 4eq;i

2i i(i; Teq;i) + 
 1
i (i; Teq;i)
= 0: (3.101)
Solving this equation gives us the equilibrium temperature Teq;i which can be used
in Equation 3.89 to find ueq;i. The thermalization timescale can then be calculated
from
tth;i = (ueq;i   ui)

dui
dt
 1
: (3.102)
In one extreme case where thermalization occurs in a very short time, i.e. tth;it,
the internal energy calculated from Equation 3.100 is quickly converged to the equi-
librium value:
ui(t+t) ' ueq;i: (3.103)
In the other extreme case where thermalization is very slow, i.e. tth;it, the expo-
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nential terms in Equation 3.100 become
exp

  t
tth;i

' 1  t
tth;i
: (3.104)
The internal energy is thus
ui(t+t) ' ui(t) + [ueq;i   ui(t)] t
tth;i
: (3.105)
3.5 Integration and timestepping
For our SPH simulations in this work, we use the second-order leapfrog KDK described
in Section 2.3. Although a higher-order integration scheme can be used, the leapfrog
method is sufficient as the error from the SPH interpolation is already second-order.
In other words, there would be no point in using any higher-order scheme if it cannot
reduce the interpolation error while costing considerably more computational effort.
To optimize the integration, we employ adaptive timesteps and a hierarchical block
timestep scheme. These are described as follows.
3.5.1 Adaptive timesteps
For more efficiency in the integration, particles are allowed to have their own timestep
that is adaptive to the local conditions. In SPH, the timestep of each particle can be
chosen from the smallest value among those provided by the Courant condition, the
acceleration condition, and the energy condition (Hubber et al. 2011):
ti = min
"
c
hi
(1 + 1:2)ci + (1 + 1:2)hi jrivij ; a
s
hi
jaij+ a ; e
ui
j _uij+ e
#
(3.106)
where ci is the local sound speed; c, a, and e are constants for the Courant con-
dition, the acceleration condition, and the energy condition, respectively;  and 
are the viscosity parameters; a and e are small values for preventing the denomina-
tors being zero. Typically, c=0:3, a=0:4, and e=0:3 are used. However, in this
work, we omit the the energy condition term since the energy equation is not solved
explicitly in the radiative cooling scheme (Section 3.4.4).
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Figure 3.2 Diagram illustrating a block of five timestep levels, i.e. from `=0 to 4. Each
level ` has an associated timestep value of t`=tmin2`max ` shown on the right. Time
progressing inside the block is counted as an integer multiple (n) of the minimum timestep
tmin. The solid dots mark the complete timesteps in each level.
3.5.2 Hierarchical block timesteps
A hierarchical block timestep scheme (e.g. Binney and Tremaine 2008) is used for
synchronizing the integration of an N -body system in which particles in the system
have different timesteps. The procedure begins with creating a hierarchy of quantized
timestep levels; each level ` has an associated timestep value of t`. To do this, we:
(1) calculate the timestep ti for every particle using Equation 3.106
(2) find the minimum value (tmin) among those timesteps of all particles
(3) assign a value of t`=tmin2`max ` to each timestep level `=0; 1; 2; :::; `max
(4) assign particle i to its appropriate level `, where tit` and ti  t` is minimum,
and reduce the timestep ti to t`.
Note that the total number of the levels is `max + 1. In practice, a few more lev-
els may be added below the bottom level (`max) for some particles that need even
smaller timestep sizes (ti<tmin) during the integration. A block of five timestep
levels (`=0  4) is illustrated in Figure 3.2. In this figure, the integer time n denotes
the multiple of the minimum timestep tmin of the block. The solid dots mark the
complete timesteps in each level.
Once particles are assigned a quantized timestep, integration can proceed. As an
example, let us consider the integration of particles in a block of three timestep levels
using the leapfrog KDK integration scheme (Equation 2.11), as illustrated graphically
in Figure 3.3. First of all, for the first kick step at n=0, the half-step velocity of
all particles are calculated by using Equation 2.11a with t=t`. This kick step is
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Figure 3.3 Leapfrog KDK integration in a simple block timestep with `max=2. The curved
and straight arrows represent kick and drift steps, respectively. The open squares mark
the points in time where velocity is calculated, while the open circles mark where position is
calculated. Note that, forces are calculated only in the second kick step (the third column)
for each timestep.
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illustrated by the curved arrows depicted in Figure 3.3(a). The points in time where
the half-step velocity is calculated are marked by the open squares in the same figure.
Then, in the following drift step (represented by the straight arrows in Figure 3.3(b)),
the position of every particle is advanced to the integer time n=1 (marked by the
open circles) by using Equation 2.11b with t=t2 (`=2). To complete the first
KDK cycle, the second kick step is performed only to particles in level `=2 by using
Equation 2.11c with t=t2. The particle positions for calculating all forces in this
step are from the previous drift step. It is clear that not all particles need force
calculations in every timestep. The integration is therefore speeded up.
For the remaining cycles of the integration, the key procedures are that (a) both
kick steps at any integer time n are always performed only to particles in the levels
marked by solid dots in Figure 3.3, (b) the timestep size for the drift step toward inte-
ger time n is obtained from ti=(n  nlast;i)tmin, where nlast;i is the last completed
integer time of particle i, and (c) the new timesteps of all particles are calculated
after finishing each cycle. The last procedure is for assigning particles to the appro-
priate levels before proceeding the next integration cycle. For a downward change of
the level (i.e. `new>`old), particles are allowed to be assigned directly to any corre-
sponding lower level as long as `new `max. The particles moved to the new level are
ready to be advanced in the next cycle. On the other hand, an upward change (i.e.
`new<`old) needs to be done with two extra restrictions: (a) the particles are allowed
to change by only one level upward at a time and (b) the changes are allowed only
when the full-timestep on the old level is synchronized with that of the new one. The
latter condition means that, from Figure 3.2, the solid dots on the two levels must be
vertically aligned; if not, the particles must continue in their current levels until all
conditions are satisfied.
3.6 Additional techniques and the code seren
In this section, we describe two widely used techniques for optimizing SPH simula-
tions: sink particles and tree data structures. Both techniques improve the simulation
speed considerably. We also briefly describe the SPH code seren which is used for
performing our simulations.
3.6. Additional techniques and the code seren 75
3.6.1 Sink particles
In typical star formation simulations using SPH, interactions between gas particles
become stronger when the gas begins to clump together. According to the acceleration
condition in Equation 3.106, the timesteps of particles need to be shorter to maintain
the accuracy; the computation time increases significantly as a consequence. At some
point when the density of the clump is sufficiently high, e.g. when a protostar forms,
the simulation may grind to a halt. To reduce such a high computational effort, Bate
et al. (1995) introduce a method of replacing a high-density clump with a sink particle
when the central density of the clump exceeds a threshold value, e.g.  10 11 g cm 3.
Sink particles have a spherical shape of a specified constant radius. The mass and
momentum of the sink particle are calculated collectively and straightforwardly from
the particles involved. Other gas particles can be accreted by sink particle if they are
inside and bound to the sink. The masses and momenta of accreted particles are also
contributed to the sink. Particles that form or are accreted by the sink are removed
from the calculation, reducing the computational workload.
Nevertheless, the main problem of the standard sink particle is that it can interact
with gas and other sink particles only gravitationally. With the lack of hydrodynamic
pressure support around the surface, the sink particle may accrete gas particles too
easily and unphysically. Therefore, this issue has to be considered when interpreting
the simulation results.
3.6.2 Trees
Without any additional technique, the gravitational force calculation is no doubt
the most computationally expensive part of SPH. High-resolution simulations with
N 103 are simply prohibited by the fact that the number of force calculations per
timestep goes with O(N2). To alleviate the situation, Barnes and Hut (1986) intro-
duce the tree method for organizing the particles so that gravitational forces can be
calculated efficiently. Using a tree can speed up the computation considerably as the
number of force calculations per timestep is reduced to O(N logN). Moreover, the
tree is also beneficial to the neighbour searching procedure in the hydrodynamic part
of SPH. With an adjustable trade-off between speed and accuracy, the method was
soon adopted by the SPH community.
The standard tree algorithm uses a repetitive partitioning of spaces occupied by
particles to create a hierarchical data structure of particle positions. In calculating
gravitational forces acting on one particle, the tree data structure allows us to decide
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Figure 3.4 Spatial divisions for making a tree of two-dimensional particle distribution. See
text for details.
whether other surrounding particles should be considered individually or grouped
together so that they can be considered as a single object. A basic tree data structure
can be created by the following steps, see Figure 3.4:
(1) Define the extent of all particles with a cubic bounding box labelled as the root cell of
the tree (Figure 3.4(a)).
(2) Divide the cell equally into four quadrants (or eight octants for three dimensions),
each one called a child cell (Figure 3.4(b)).
(3) Repeatedly perform step (2) for child cells containing particles more than a specified
number (usually one or a few particles per cell, Figure 3.4(c)-(e)). Child cells con-
taining a specified minimum number of particles is a leaf cell that requires no more
division.
(4) From a leaf cell up to the root cell, calculate and record the mass, the centre of mass,
multipole quantities (see below), and particle identifiers.
Structuring the data in this way makes it easy to find the nearest neighbours of a
particle. More details can be found in, e.g., Pfalzner and Gibbon (1996).
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Once a tree has been created, force calculations between particle i and the rest of
the system are performed by (a) direct summation for nearby particles and (b) mul-
tipole expansion for clusters of distant particles. While the former can be performed
directly, the latter involves more complicated procedures. First of all, it needs to be
decided whether a child cell containing a cluster of particles is far enough away to be
considered as a single object. The criterion for this is given as the angle subtended
by the length of the cell
cell ' s
d
; (3.107)
where s is the diagonal width of the cell and d is the distance between the centre
of the cell and particle i, see Figure 3.4(f). That is, the cluster of particles in the
cell can be thought of as a single object located at its centre of mass only if cell is
smaller than some tolerable value, say max; otherwise, the cell needs to be opened
and the sub-cells are brought into consideration instead. The value of max controls
the trade-off between the accuracy and efficiency of the tree; namely, the accuracy
of the tree can be as good as the direct summation when a very small value of max
is used, but this in turn reduces the efficiency of the tree as more cells need to be
opened.
The force calculation can be made more accurate by including the higher-order
terms of the multipole expansion. Generally, including just the quadrupole terms
gives a sufficiently accurate result. With the quadrupole terms, the gravitational
acceleration acting on particle i due to particles in cell k of total mass Mk is
dvik
dt

grav
=  GMkjrikj2 r^ik +
G(Qk  r^ik)
jrikj4  
5
2
G(r^ik Qk  r^ik)
jrikj4 r^ik; (3.108)
where Qk is the quadrupole moment tensor of the cell and rik is the position of
the cell’s centre of mass relative to particle i (Hernquist 1987). For a leaf cell, the
quadrupole components Qpq of the quadrupole moment tensor Q are defined as
Qpq =
X
l
ml
 
3xp;lxq;l   r2l pq

; (3.109)
where ml is the mass of particle l, rl=(x1;l; x2;l; x3;l)= (xl; yl; zl) are the coordinates
of particle l relative to the centre of mass of the cell, and pq is the Kronecker delta.
For a cell that contains sub-cells, the quadrupole components are calculated collec-
tively from that of the sub-cells. That is, the quadrupole components of cell k in
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Equation 3.108 are obtained from
Qab;k =
X
c
mc
 
3xa;cxb;c   r2cab

+
X
c
Qab;c; (3.110)
where mc is the total mass of particles in sub-cell c and, in this case, the coordinates
rc=(x1;c; x2;c; x3;c)= (xc; yc; zc) represent the centre of mass of sub-cell c relative to
that of cell k. Note that the quadrupole moment and related quantities of every cell
and sub-cell are calculated in step (4) of the tree building process.
In summary, using the tree can speed up the simulation by reducing the number
of force calculations per timestep from O(N2) to O(N logN). In simulations in which
the positions of particles do not change considerably, one constructed tree may be
used economically for several timesteps, e.g. . 20. During those timesteps, some
information still needs to be updated in every timestep according to the motion of
particles and that some particles may have been accreted by sink particles. Despite
being economical, using the same tree for too many timesteps increases the overlaps
between the cells, eventually reducing the efficiency of the tree.
3.6.3 The SPH code seren
seren is a high-performance SPH code created by Hubber et al. (2011) for modelling
various astrophysical phenomena. The code is written in Fortran 95/2003 and is also
parallelized with OpenMP, allowing it to utilize computational resources effectively
to obtain maximum performance. The demonstrations of seren on several standard
tests can also be found in Hubber et al. (2011).
3.7 Summary
SPH is an efficient method for solving hydrodynamic problems. We have described
the method in both the standard and the grad-h formalisms. We will use the latter
formalism for our SPH simulations in Chapter 5 and Chapter 6. The simulations will
be performed by the SPH code seren with the radiative cooling scheme for radiation
treatment and the leapfrog KDK as the integrator.
Chapter 4
Dynamical evolution of young triple
systems
In this chapter, we perform N -body simulations to explore the dynamical evolution
of young triple systems. Our triple systems consist of two low-mass companions
orbiting around a relatively more massive primary in coplanar orbits. The possible
outcomes of the evolution are ejections, collisions, and stable systems. We find that
the chance of a collision between the two companions is generally high, at least a few
per cent, in several configurations. Since a collision between young stars would change
the evolution of the objects, we suggest that collisions among young stars might be
responsible for some rare features found in young star systems such as apparently
different ages between the members.
In Section 4.1, we provide a brief review of the age discrepancy problem in some
young star systems. Details of the simulations are described in Section 4.2 followed
by the results and analyses in Section 4.3. Finally, we discuss the role of collisions in
stellar evolution in Section 4.4.
The work in this chapter has been published in the Monthly Notices of the Royal
Astronomical Society (Rawiraswattana, Lomax, and Goodwin 2012).
4.1 Infrared companions in young star systems
Observations have found that most young stars are in binary or multiple systems
(Section 1.2.1). According to the theory of star formation via fragmentation (Sec-
tion 1.2.2), stellar components in binary and multiple systems are expected to have
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Figure 4.1 Spectral energy distribution (SED) of the young triple system WL 20. The
system consists of WL 20 E, WL 20 W, and WL 20 S. The infrared companion WL 20 S
(Class I) is much brighter in mid- to far-IR wavelengths than the other two components
which are T Tauri stars (Class II). The plot is taken from Ressler and Barsony (2001).
roughly the same age. In observations, however, it is found that there are a number
of young star systems that consist of a visually bright T Tauri star(s) (TTS) and
a component(s) called infrared companion (IRC) which is bright in mid- to far-IR
wavelengths (e.g. Hartigan et al. 1994; Koresko et al. 1997; Ressler and Barsony 2001;
Hartigan and Kenyon 2003; Prato et al. 2003; Kraus and Hillenbrand 2009). The
infrared excess of an IRC suggests that the object is less evolved (Class I) than other
members (Class II or TTS) in the system. The system thus appears to be non-coeval.
It is estimated by Zinnecker and Wilking (1992) that the population of IRCs could be
around 10% of PMS binaries. An example of non-coeval systems is the young triple
WL 20 (Ressler and Barsony 2001) which has spectral energy distribution (SED) as
shown in Figure 4.1. The system consists of two TTSs (WL 20 E and WL 20 W) and
an IRC (WL 20 S). The figure shows that WL 20 S (both filled and hollow triangles)
is much brighter in mid- to far-IR wavelengths than the other two components (filled
and hollow circles). WL 20 S is classified as a Class I object while WL 20 E and WL
20 W are classified as Class II objects or TTSs (Section 1.1.2).
It is still unclear whether an IRC is genuinely younger than other TTSs in the
same system or just a peculiarly embedded typical TTS. As discussed in Koresko et al.
(1997) and Duchêne et al. (2003), most explanations lean towards the latter possibility.
Koresko et al. (1997), for example, suggest that the appearance of an IRC in a young
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binary system may be due to that the object is enshrouded by material taken from
the inner part of a circumbinary disc surrounding the system during apastron passage.
Optical radiation from the central part of the IRC can be heavily absorbed by dust
grains in the surrounding dusty envelope. Warm dust grains can cool down afterwards
by radiating in longer wavelengths beyond near-IR. These absorption and re-radiation
processes make the IRC appear to be cooler or less evolved than its counterpart.
In this work, we suggest an alternative explanation to the age discrepancy problem.
The explanation is based on the results from Baraffe et al. (2009) which show that
the evolution of a PMS star depends largely on the accretion history of the star
and the efficiency in removing the accretion energy. A high accretion rate of various
durations at the early stage of a young star can later shift the position of the star on
the Hertzsprung-Russell diagram away from that predicted by non-accreting models.
This situation seems to be applicable to the age discrepancy problem. In our point
of view, however, the effect of the episodic accretion in a young star might also be
obtained from an alternative process such as merging between two young progenitor
stars in a collision. To provide some support for this idea, we investigate how common
a collision is as a result of dynamical evolution in a young multiple system. We will
show in our simulation results later that, for a coplanar triple system, a collision
between low-mass components is quite common.
4.2 Simulation set-up
In this section, we describe the initial conditions of our simulations and the crite-
ria for termination. Simulations in this chapter are performed by using the Adams-
Bashforth-Moulton predictor-corrector method with the variable timestep size scheme
described in Section 2.4. The fractional energy error (Equation 2.6) of the calculations
is kept below 10 5. A system with unacceptable error is reintegrated from the begin-
ning with a more stringent limit for timestep size. If an error persists, the result is
omitted from analyses; the number of the systems in the ensemble is reduced accord-
ingly.
4.2.1 Initial conditions
We set up a three-body system of young stars in which two low-mass companions of
massesM2 andM3 are orbiting around a primary star of a higher mass M1. The com-
panions are assumed to form from circumstellar disc fragmentation (e.g. Stamatellos
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and Whitworth 2009a). However, our simulations ignore the presence of the remaining
disc material to avoid the complicated hydrodynamic modelling. This assumption can
be acceptable, regarding the results from Stamatellos and Whitworth (2009a) which
show that the disc material is soon accreted by the forming objects and is reduced to
a small fraction in only a few thousand years. The three-body system of young stars
can be characterized by three sets of parameters:
Protostellar masses
Most of the simulation ensembles useM1=1M for the primary mass; some ensembles
use M1=2M. The companion masses are obtained from (a) the companion total
mass, M2 +M3=0:1  0:6M in steps of 0:05M, and (b) the companion mass ratio,
M2=M3=0:25; 0:5 and 1. This gives us 33 combinations of companion masses for each
primary.
Protostellar radii
The radius of a young star in the systems is estimated and scaled from the mass-
radius relation of low-mass main-sequence stars. In this work, we use the empirical
mass-radius relation from Caillault and Patterson (1990) which is for stars of mass
 0:1  0:5M in the Solar neighbourhood. We assume that the relation extends to
very low-mass stars of a few tens of Jupiter mass. Since the PMS stars are young,
their radius could be larger by a factor of > 1. The radius R of a PMS star of mass
M is then given by
R = 0:918

M
M
0:796
R: (4.1)
The values of  used in the simulations are selected from 1 up to 20: in steps of 0:5
for =1  10, and in steps of 1 for =10  20.
We also assume that the stellar radius is constant throughout simulations. This
is reasonable as we will see later that most ejection and collisions occur on timescales
. 105yr which is much shorter than the evolution timescale of low-mass PMS stars
( 107   108yr for stars with masses . 1M, see the change of radius in Figure 1.7).
Initial positions
The initial orbital radii of the companions are chosen to cover the range from which
the results of disc fragmentation (Stamatellos and Whitworth 2009a) are consistent
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with the observations of PMS binary separations. The simulations performed by
Stamatellos and Whitworth (2009a) show that massive extended discs can fragment
at large radii as estimated by Whitworth and Stamatellos (2006), i.e.
rfrag & 150

M?
M
1=3
AU: (4.2)
The Stamatellos and Whitworth (2009a) disc fragments to form a number of low-mass
objects, mostly with mass ranging between brown dwarfs to hydrogen-burning stars.
Due to the dynamical interactions between the objects, the higher-mass objects that
frequently form closer to the central star tend to move inwards to smaller radii of a few
hundreds of AU, while the lower-mass objects that frequently form in the outer part
of the disc tend to move outwards to larger radii. This agrees with the observations
of PMS binaries in which most PMS binaries are with separations ranging from a few
tens to a few hundreds of AU (e.g. Mathieu 1994; Patience et al. 2002; Konopacky
et al. 2007; Goodwin 2010). We then perform simulations to cover three ranges of
orbital radii: 20  100AU, 100  200AU, and 200  300AU. For each value of M1,
M2, M3, and  we perform an ensemble of 5103 simulations for the first range and
104 simulations for the second and the third ranges. The two companions are placed
randomly in the given ranges measured from the primary in the same plane. Their
angular separation is greater than 45 in order to avoid initial conditions which may
result in a collision or ejection almost immediately. The companions are initiated with
the correct velocities to orbit in the same direction.
We also perform simulations to test the effect of non-coplanar motion. This is
done by giving the mass M3 a small velocity component in the z-direction.
4.2.2 Termination criteria
The possible outcomes of the simulations are ejections, collisions, and stable systems.
The criteria for these cases are described as follows.
Ejections
A companion that travels beyond 5000AU from the primary star is considered as an
ejected component, even though it might not be moving with the escape speed and
may still be weakly bounded to the primary. In a star cluster, this separation may be
widely enough for an ejected component to be disrupted by other stars.
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We also record the ejection timescale which defined as the time when the energy
Ei of an ejecting component i is at its last maximum. The energy Ei is given by
Ei =
1
2
Miv
2
i  
1
2
X
i 6= j
GMiMj
rij
(4.3)
where G is the gravitational constant, rij the distance between components i and j,
and vi the velocity of component i. Note that the total energy of the system is
E =
3X
i=1
Ei: (4.4)
Collisions
A collision occurs when any rij Ri +Rj. There are two possible types of collisions
that can occur and are counted separately: (a) collisions between companions or
companion-companion collisions (CCCs) and (b) collisions between a companion and
the primary star or companion-primary collisions (CPCs).
Stable systems
A system is stable if it evolves with no ejections or collisions for 5Myr.
4.3 Results
The main outcome of the simulations is as expected by, for example, Anosova (1986)
and Sterzik and Durisen (1998) in that most of the systems decay by ejection within
 100 crossing times and the least-massive member is preferentially ejected. However,
a significant number of collisions are found in systems with radius factors > 1 (young
systems). We also find that the distributions of both ejection and collision times are
essentially similar (decaying exponentially), as shown in Figure 4.2 for a system with
M1=1M, M2=M3=0:15M, and =5.
4.3.1 Companion-companion collisions
Collisions between the companions (CCC) occur mostly in a coplanar system with
equal-mass companions. In such system, the number of CCCs depends on the radius
factor () as shown in Figure 4.3. The plots in the figure are of the ensembles with
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Figure 4.2 Distributions of ejection times (open histogram) and CCC times (cross-hatched
histogram) of the system with M1=1M, M2=M3=0:150M, and =5. The crossing
time of the system is tcr 2104 yr
primary mass M1=1M and companion mass ratio M2=M3=1. The number of col-
lisions is shown by the lines with circle symbols, while the number of ejections by
the lines with diamond symbols. The increasing thickness of the lines corresponds to
=1; 5; 10; 15; 20. This figure shows that CPCs and stable systems are very rare in
systems with equal-mass companions. The increase in the number of CCCs with in-
creasing values of  suggests that collisions among companions may be not uncommon
in young systems in which the components still have large radii. However, the slow
increase in the number of CCCs at high values of  tells us that, within a reasonable
range of  assumed, CCCs cannot be very common.
Changes in the number of CCCs with  reveal to us an interesting aspect of the
separation distribution of close encounters, as shown in Figure 4.4. The vertical axis
of the plot in this figure is the probability P (r23) of CCCs occurring at separation
r23, where r23=R2 +R3. In other words, P (r23) is a cumulative distribution func-
tion (CDF) of separation r23. The selected ensembles shown in Figure 4.4 have the
companion total mass of M2 +M3=0:3M and mass ratios of M2=M3=0:25 (red
circles) and 1:0 (black circles). Each point on the CDFs tells us the probability of
the companions having a separation less than r23 during a close encounter if they are
considered as point masses.
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Figure 4.3 Effects of changing the radius factor () on the frequencies of ejections (blue
lines with diamond symbols), CCCs (red lines with circle symbols), CPCs (purple lines
with triangle symbols), and stable systems (cyan lines with square symbols). The frequen-
cies are plotted against total companion-mass M2 + M3 of the ensembles. In all cases
M1=1M and M2=M3. Increasing line thicknesses correspond to increasing radius factors
=1; 5; 10; 15; 20. Note that the fractions of CPCs and stable systems are very small.
Figure 4.4 The probability of an encounter at companion separation  r23, P (r23), as
measured by the frequency of CCCs with increasing . In all cases M1=1M and
M2 +M3=0:3M. Black circles are for systems with mass ratio M2=M3=1 and red circles
for M2=M3=0:25. Solid lines are the fits from Equation 4.5 for all data, while dashed lines
show the fits for only =1  10.
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The trends in Figure 4.4 can be fitted very well with Lévy’s CDF (solid lines) of
the form
P (r) = a erfc
 r
b
r
!
+ c; (4.5)
where a, b, and c are constants; and erfc(x) is the complementary error function of
variable x. This CDF provides the best fit with some meaningful properties, namely,
dP (r)=dr=0 at r=0 and lim
r!1
P (r)= constant. The values of the constants (a, b,
and c) and the coefficient of determination (R2) corresponding to each data set are
summarized in Table 4.1.
That the data are well fitted (R2' 1) by the Lévy distribution can be explained by
assuming that (1) as r23 r12 r13, the close encounter between the two companions
is approximately a two-body problem and (2) the effects of a rotating frame of refer-
ence is small at small r23. The problem can then be simplified to one body of a reduced
mass =M2M3=(M2 +M3) orbiting around a fixed central mass of M =M2 +M3.
Let us now consider r23 as the separation between the masses  and M at the peri-
centre of the orbit. At this turning point, as the radial velocity is zero, we assume
further that (3) the tangential velocity (vt) of the mass  follows the one-dimensional
Maxwell-Boltzmann distribution, i.e. f(vt)/ exp( v2t =22), where  is the velocity
dispersion. The probability of the mass  having vt from that for a circular orbit to
hyperbolic orbits around the fixed mass M may be written as
P (vt  vcir) /
Z 1
vcir
e v
2
t =2
2
dvt / erfc

vcirp
2

(4.6)
By substituting vcir=
p
GM=r23 into Equation 4.6, one can find that
P (r23) = a erfc
 r
b
r23
!
; (4.7)
where a and b are constants. The constant c in Equation 4.5 is due to head-on collisions
in which vt 0.
In addition to the solid lines in Figure 4.4, the dashed lines show the fits of the data
with  10. Although these lines have better values of R2, as shown in Table 4.1,
they tend to diverge from the data at higher . These divergences may indicate some
complicated dynamics that we have not included in our derivation above, for example,
the effects of motion in rotating frame of reference.
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Table 4.1 Constants in Equation 4.5 obtained from nonlinear regressions of the data in
Figure 4.4. The goodness of fit is represented by the coefficient of determination R2 (closer
to 1 is better).
 M2=M3 a b c R2
1-20 1.00 0.254 1.242 0.091 0.99710.25 0.207 1.265 0.079 0.9945
1-10 1.00 0.232 0.972 0.084 0.99880.25 0.180 0.847 0.070 0.9984
The differential of P (r23) with respect to r23 is the probability density function
(PDF) of the encounter having a separation at pericentre of r23,
p(r23) = a
r
b

e b=r23
r
3=2
23
: (4.8)
The plots of p(r23) from all fitted lines in Figure 4.4 are shown in Figure 4.5.
In addition to CCCs, the distribution of collision distances measured from the
primary star is shown in Figure 4.6. The figure is for systems with M1=1M,
M2 = M3 = 0:15M, and =5 in the three initial ranges of companion orbits:
20  100AU (red histogram on the left), 100  200AU (blue histogram in the middle),
and 200  300AU (black histogram on the right). In other cases, we find that the
distance distribution does not depend on the companion mass ratio. Also, systems
with more massive companions have similar distributions but with longer tails.
4.3.2 Systems of unequal-mass companions
The companion mass ratio (M2=M3) plays an important role in the energy distribution
during close encounters between the companions. In an N -body system, the objects
in the system tend to distribute kinetic energy equally (equipartition). The system
tends to have slow-moving-high-mass and fast-moving-low-mass objects.
In our three-body system, the primary star is more massive than the companions.
It therefore moves rather slowly compared to the companions which are, most of the
time, also interacting with each other. For a system with unequal-mass companions
(M2=M3< 1), the equipartition of kinetic energy usually causes the least massive
companion to be ejected from the system. For a system with equal-mass companions,
in contrast, the companions need more close encounters to find themselves having
unequal amounts of kinetic energy that are sufficient to send one of them out of the
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Figure 4.5 Probability density functions (PDFs) of the fitted lines in Figure 4.4. Colours
and line styles are the same as in the previous figure.
Figure 4.6 Distribution of collision distances measured from the primary star. The three
histograms are of systems withM1=1M,M2=M3=0:15M, and =5 in the three initial
ranges of companion orbits: 20  100AU (red histogram on the left), 100  200AU (blue
histogram in the middle), and 200  300AU (black histogram on the right).
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Figure 4.7 Effects of changing companion mass ratio (M2=M3) on the frequencies of CCCs
(red lines with circle symbols), CPCs (purple lines with triangle symbols), and stable sys-
tems (cyan lines with square symbols). Different line styles represent different mass ratios:
M2=M3=0:25 (dotted lines), 0:5 (dashed lines), and 1:0 (solid lines). In all cases, M1=1M
and =5.
system. The chance of collisions in an equal-mass system is therefore higher than
in an unequal-mass system. We can see in Figure 4.7 that the number of collisions
between companions (marked with circles) increases with the increasing mass ratio
from M2=M3=0:25 (dotted lines) to M2=M3=1:0 (solid lines).
Figure 4.7 also shows an interesting feature of systems with unequal-mass com-
panions, i.e. the increasing numbers of CPCs. We find that it is almost always the
least-massive companion that collides with the primary star. This occurs after the
least-massive companion has been regularly perturbed by the more-massive one whose
orbit is larger. The least-massive loses angular momentum during each encounter with
the more-massive, causing its orbit to become more and more eccentric. Eventually,
the least-massive companion collides with the primary star. From our simulations, it
is very likely that CPCs occur only in systems with unequal-mass companions.
4.3.3 The influence of other parameters
Apart from the radius factor () and the companion mass ratio, three other parameters
can also affect the number of collisions: (1) the potential energy of the system, (2)
the orbital separation between the companions, and (3) the coplanarity of the orbits.
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Figure 4.8 Effects of changing the initial orbital range of the companions on the frequencies
of CCCs (red lines with circle symbols), CPCs (purple lines with triangle symbols), and stable
systems (cyan lines with square symbols). Different line styles represent different ranges of
the orbital radii: 20  100AU (dotted lines), 100  200AU (dashed lines), and 200  300AU
(solid lines). In all cases, M1=1M, M2=M3=1, and =5.
Potential energy
To some extent, the potential energy sets how difficult an ejection is. In a particular
configuration like our coplanar three-body system, an increase of the potential energy,
either by increasing the primary mass or decreasing the range of companion orbits,
produces less ejections but more CCCs and stable systems. The results are shown
in Figure 4.8. We can see from the figure that the number of stable systems from
the companion orbital range of 20  100AU (dotted cyan line with square symbols)
is much higher than that from the other two ranges. This is because the companions
can hardly feel each others gravity while orbiting near the central star. The closest
separation for a close encounter to result in ejection is decreased. This reduces the
chance of ejections but increases the chance of collisions.
Separation between the companions
The companions cannot interact with each other to cause dramatic results if they
are separated by too large a distance. We demonstrate this with three ensembles
whose companion’s initial orbits are restricted to be inside two widely-separated ranges
of r2=50  60AU (for M2) and r3=200  210AU (for M3): (a) M2=M3=0:5, (b)
M2=M3=1, and (c) M2=M3=2.
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Figure 4.9 Effects of large initial separation between the companions (r23) on the frequencies
of ejections (blue lines with diamond symbols), CCCs (red lines with circle symbols), CPCs
(purple lines with triangle symbols), and stable systems (cyan lines with square symbols).
Dotted lines represent the systems with M2=M3=0:5 (the less massive in the smaller orbit),
dashed lines with M2=M3=1, and solid lines with M2=M3=2 (the more massive in the
smaller orbit). In all cases M1=1M and =5.
We can see from Figure 4.9 that the systems initialized with widely-separated
companions are very stable. The way in which the number of stable systems (cyan
lines with square symbols) changes along the total companion-mass is almost exactly
opposite to that of ejections (blue lines with diamond symbols). The systems tend
to be more stable if the lower-mass companion is initialized with a smaller orbit
(M2=M3< 1), compare the dotted cyan line (M2=M3=0:5) with the dashed cyan line
(M2=M3=1) and the solid cyan line (M2=M3=2) in Figure 4.9. CPCs occur only in
systems with M2=M3< 1 (the dotted purple line with triangle symbols). The number
of CCCs drops significantly, especially in systems with low total masses of companions.
Coplanarity of the orbits
To test the effect of non-coplanarity, we perform some ensembles of simulations in
which the companionM3 is given a small velocity component in z-direction just enough
to make its orbit initially inclined by  5 and  10. We find that the number of
CCCs drops significantly as the inclination increases, as shown in Figure 4.10, from
zero (solid line) to  5 (dashed line) and  10 (dashed line). Although the number of
collisions decreases in non-coplanar configurations, it is still a non-negligible number.
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Figure 4.10 Effects of changing orbital coplanarity on the frequencies of CCCs (red lines
with circle symbols), CPCs (purple lines with triangle symbols), and stable systems (cyan
lines with square symbols). Different line styles represent different degrees of orbital inclina-
tion between the two companions: coplanar orbits (solid lines),  5 inclined orbits (dashed
lines), and  10 inclined orbits (dotted lines). In all cases, M1=1M, M2=M3=1, and
=5.
4.3.4 The remaining binary system
After one of the companions has been ejected, the remaining system becomes a binary
system. The binary system has some interesting properties such as the distributions
of the semi-major axis and eccentricity. The distribution of both quantities does not
seem to vary significantly with the total mass of the companions but rather with
mass ratio. Figure 4.11 and 4.12 show the distribution of the semi-major axis and
eccentricity of systems with M1=1M, M2 +M3=0:3M, and =5. The initial
range of the orbital radii for the systems is 100  200AU. The red, blue, and black
histograms are of the systems with mass ratio M2=M3=0:25, 0:5, and 1, respectively.
We can see from Figure 4.11 that the orbital range of the remaining companion is
displaced from the initial range (100  200AU). The displacement increases with the
increase of companion mass ratio (M2=M3). This result may be explained in terms of
the energy partitioning during ejection. As the kinetic energy of a particle is also a
function of mass, more massive escaper would take more energy from the system with
it than the less massive one does. In a system with low companion mass ratio, the
escaper is always the least massive companion; thus, only a small amount of energy
would be taken from the system. This leaves the more massive companion with a
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Figure 4.11 Distributions of the semi-major axis of the remaining binary system. The
histograms are of systems with mass ratio M2=M3=0:25 (red), 0:5 (blue), and 1 (black),
respectively. All systems have M1=1M, M2 +M3=0:3M, and =5.
Figure 4.12 Distributions of the eccentricity of the remaining binary system. The his-
tograms are of systems with mass ratio M2=M3=0:25 (red), 0:5 (blue), and 1 (black), re-
spectively. All systems have M1=1M, M2 +M3=0:3M, and =5.
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slightly shrunken orbit, i.e. small displacement in the orbital range of the remaining
companion. The eccentricity of the remaining companion is also lower in systems with
lower companion mass ratios, as shown in Figure 4.12.
4.4 Discussion
We have studied the dynamical evolution of young triple systems, in which collisions
among the members are considered. We have found that the chance of a collision
between the companions (CCC) is surprisingly high, especially in a compact, copla-
nar system with equal-mass companions. The chance of a collision between one of
the companions and the primary (CPC) increases in a system with low companion
mass ratio, but the chance is generally lower than that of a CCC. The radius of the
components, which is assumed to be related to the ages, affects the chance of CCCs
but not CPCs. We have also found that the separation distribution of close encoun-
ters can be described by the Lévy cumulative distribution function. The distribution
shows us that the chance of head-on collisions is actually high. Although the chance of
collisions in triple systems may be affected by several factors, it is still not negligible
in most cases.
That the chance of collisions in young systems is high supports our idea that
collisions may occasionally play a significant role in the early stages of multiple star
formation. Collisions between two members in a young multiple system would result in
the two components to merge and form a new object with different internal structure.
Based on Baraffe et al. (2009), this restructuring process would more or less define a
new evolutionary path to the object. At later times, the new object may look different
from other components in the system. We suggest that this could be an explanation
for the age discrepancy problem in some young star systems that are observed with
infrared companions.
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Chapter 5
Stable circumstellar discs
The main goal of this chapter is to simulate a number of isolated star-disc systems
and study their properties under the variations of some parameters such as resolution,
temperature structure, and viscosity. We focus our study on low-mass compact discs
which are robust against gravitational instabilities. The purpose of this chapter is
also to find a disc with suitable conditions for using as an initial disc in simulations
performed in Chapter 6.
This chapter begins with a brief review of disc simulations in Section 5.1. The
disc initialization is described in Section 5.2. The simulation details are provided
in Section 5.3, followed by simulation results in Section 5.4. We then describe in
Section 5.5 the criteria for choosing the disc to be used for simulations in the next
chapter. Finally, we summarize this chapter work in Section 5.6.
5.1 Simulations of circumstellar discs
It is well known that circumstellar discs are a natural outcome of a collapsing cloud
core with angular momentum. Disc formation has been investigated by means of
hydrodynamic simulations since the early works of, for example, Larson (1972) and
Tscharnuter (1975). Huge improvements in computing power over the last two decades
provide us with the capability to perform three-dimensional simulations of astrophys-
ical phenomena. Subsequent to the first three-dimensional simulation of a collapsing
cloud core performed by Bate (1998), an increasing number of star formation simula-
tions including disc evolution have been performed with various initial conditions and
radiation treatments (e.g. Goodwin et al. 2004a,b, 2006; Boley et al. 2007; Attwood
et al. 2009; Tscharnuter et al. 2009; Rice et al. 2010; Bate 2010; Walch et al. 2010;
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Bate 2011; Machida et al. 2010; Machida and Matsumoto 2011). Some simulations
also include complicated physics such as magnetic field (e.g. Machida et al. 2004;
Hennebelle and Fromang 2008).
Circumstellar discs are thought to be a place out of which low-mass stars and plan-
ets may form. The formation of those objects depend largely on physical properties of
the disc such as mass, density, and temperature. In simulations, it has been found that
methods used for modelling physical processes are crucial to the outcomes. Stamatel-
los and Whitworth (2009b), for example, have shown that using different prescriptions
to treat radiation transfer in the simulation of a massive extended disc can affect both
the efficiency of disc fragmentation and the properties of the forming objects.
In general, numerical studies of instabilities in a disc focus on (a) massive extended
discs with outer radii & 100AU and mass comparable to that of the central star; (b)
low-mass compact discs with outer radii of a few tens of AU and mass of a few per
cent of the central star’s mass; and (c) discs in multiple systems. The last category
will be discussed later in Chapter 6.
For a massive extended disc, simulations performed by Stamatellos et al. (2007)
and Stamatellos and Whitworth (2009a) have shown that a heavy disc of initial mass
Md=0:7M with outer radii Rout 400AU surrounding a 0:7M star can fragment
to form a number of low-mass hydrogen-burning stars, brown dwarfs, and planets.
The fragmentation of the disc occurs rapidly within a few thousand years and prefer-
entially occurs in the middle parts of the disc (R 100  200AU). Just after the disc
has fragmented, the newly forming objects begin to accrete material from the disc.
Within several thousand years, the disc material is almost depleted and the objects are
interacting dynamically with each other. On one hand, this simulation result seems
to be consistent with observations in that only a small number of massive extended
discs have been observed (Eisner et al. 2005; Eisner and Carpenter 2006; Eisner et al.
2008); that is, massive extended discs are short lived because of the fragmentation
process. On the other hand, it is still unclear how those heavy discs were being formed
without having been interrupted by instabilities on the way.
In contrast, more attention has been paid to numerical studies of low-mass com-
pact discs which are often called protoplanetary discs. Low-mass discs tend to be
robust against fragmentation or gravitational instabilities when the Toomre param-
eter and cooling timescale of the discs are considered (see Section 1.4.2). However,
it has been argued that gravitational instabilities may be promoted by some cooling
processes, leading to fragmentation of the disc. There are two candidates for the
cooling mechanisms: convection and radiation. Boss (2004) and Mayer et al. (2007)
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have suggested that convection may play a leading role in cooling the midplane of
an optically thick disc where radiation transfer finds difficulty in operating. It is ar-
gued by Rafikov (2007) that convective cooling may not actually operate as fast as
required by the cooling timescale, especially in the region within several tens of AU
from the central star. Nevertheless, radiative cooling does not seem to be efficient
either. Stamatellos and Whitworth (2008), for example, use the Stamatellos et al.
(2007) radiative cooling method to show that a disc of mass Md=0:07M with outer
radii Rout 40AU surrounding a 0:5M star is still stable even in the case in which
only a background radiation temperature of 10K is considered throughout the disc.
In the following sections, we perform numerical simulations of low-mass discs to in-
vestigate their evolution under variations of resolution, temperature structure, and vis-
cosity. The evolution of the discs will be considered in two stages: the early stage dur-
ing which the discs become quasi-steady (t=0  2kyr) and the rest (t=2  102kyr).
The latter is to verify that the discs are stable and can be used as an initial disc for
the simulations in the next chapter.
5.2 Disc initialization
Our star-disc systems for SPH simulations are initialized by using similar initial condi-
tions and methods described in Stamatellos andWhitworth (2008). An initial star-disc
system consists of a central star of mass Ms=0:5M surrounded by a disc of mass
Md=0:07M with radius R extended from 0:5 to 40AU. We use a sink particle, de-
scribed in Section 3.6.1, to represent the central star. The sink can accrete particles
which are bound within the sink radius of Rsink=0:5AU. The disc is embedded in
the background radiation field of T1=10K and assumed to be heated by the central
star with a temperature profile described below.
5.2.1 Density and temperature profiles
Initial discs are assumed to have axial symmetry in mass distribution and temperature
structure. A power-law function is often used for modelling the surface density ()
and temperature (T ) of circumstellar discs (e.g. Beckwith et al. 1990). For surface
density, we use Equation 1.10b from Section 1.3.1, i.e.
(R) = 

R
R
 p
(5.1)
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where p is the power-law index and  is the surface density at radius R=R. The
value of  can be calculated by supposing that the disc is flat, so that the mass of an
annular strip with inner radius R and width dR is dM =2RdR. By integration,
we have
M(R) = 2Rp
Z R
Rmin
R1 p dR
=
2
2  pR
p

 
R2 p  R2 pmin

; (5.2)
where Rmin is the inner radius of the disc. Integrating for the entire disc (R=Rmax)
with p=1=2 (see Section 1.3.3) and rearranging the terms give us
 =
3
4
Md
Rp

R
3=2
max  R3=2min
 : (5.3)
By using R=1AU, Rmin=0:5AU, Rmax=40AU, and Md=0:07M, we then have
=6:61510 5M=AU2. We will see later in the simulations that the initial value
of p is not crucial as the disc particles will be redistributed according to the effects of
viscosity and temperature structure; the value of p changes accordingly.
Similar to the surface density profile, the temperature profile is also assumed to
be a power-law function (Equation 1.10a). However, the profile that we use here is
modified by including the background radiation temperature T1=10K:
T (R) = T

R
R
 q
+ T1; (5.4)
where q is the power-law index and T the temperature at R=R=1AU. According
to the observations discussed in Section 1.3.4, we explore the influence of temperature
profile indices q=1=2 (flared disc), 3=4 (flat disc), and (an extra steep) 1 on the
disc evolution. We also investigate the effect of using the inner disc temperatures
T=300K, 600K, and 1200K.
5.2.2 Distribution of SPH particles
To create a disc, SPH particles are distributed within a volume constrained by the
density and temperature of the disc. For convenience, the positions are calculated
in cylindrical coordinates (r; ; z) and then transformed to rectangular coordinates
(x; y; z). The distribution in each coordinate is described as follows.
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Radial distribution
To obtain the radial distribution constrained by the surface-density profile (Equa-
tion 5.1), let us define the fraction between the disc mass enclosed by radius R and
the disc total mass as
fr =
M(R)
Md
: (5.5)
Using Equation 5.2 with p=1=2 for M(R), one can find that
R =

3
4
Md
R
p

fr +R
3=2
min
2=3
: (5.6)
Given fr a set of random numbers valued between 0 and 1 (inclusive) and R=1AU,
this equation provides us the radial distribution of particles.
Azimuthal distribution
Since the disc is axially symmetric in density, the azimuthal component () of particles
in the disc can directly be found from the azimuthal fraction f==2, or
 = 2f: (5.7)
Similar to the distribution of the previous component, f is chosen randomly from
values between 0 and 1 (inclusive).
Vertical distribution
In order to find the distribution in this component, the vertical scale height (z),
which represents the thickness of the disc, has to be determined first. This can be
roughly approximated by considering that particles at vertical height z(R) above the
disc midplane is in an equilibrium of vertical forces (e.g. Stamatellos and Whitworth
2008). The balance of vertical accelerations (az) may be written as
[az]sgrav + [az]dgrav = [az]dhydro ; (5.8)
where [az]sgrav is the gravitational acceleration due to the central star, [az]dgrav the
gravitational acceleration due to the self gravity between disc particles, and [az]dhydro
the hydrostatic acceleration in the disc. The two gravitational accelerations have
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directions pointing towards the disc midplane, opposite to the directions of the hy-
drostatic acceleration.
By assuming that the disc is thin (z(R)R) the gravitational acceleration from
the central star may be approximated as
[az]sgrav =
GMs
R2 + z2(R)
z(R)p
R2 + z2(R)
' GMs
R2
z(R)
R
: (5.9)
The gravitational acceleration from the disc itself, on the other hand, is very diffi-
cult (if not impossible) to calculate directly. It may only be estimated by considering
the disc as an infinite sheet, so that Gauss’s law for gravity can be applied. One can
find that the acceleration is
[az]dgrav ' 2G(R): (5.10)
The vertical hydrostatic acceleration can be derived from the momentum equation
of a fluid given by
[az]dhydro =  
1

@P
@z

z= z
; (5.11)
where P =P (R; z) is the local isothermal pressure,
P (R; z) = (R; z)c2s (R): (5.12)
The isothermal sound speed cs= cs(R) in Equation 5.12 is given by
cs(R) =
s
kbT (R)
mH
; (5.13)
where kb is Boltzmann’s constant, T (R) the temperature at radius R (Equation 5.4),
 the mean molecular weight (see Section 5.2.4), and mH the hydrogen mass. The
volume density (R; z) in Equation 5.12 is another parameter that is difficult to obtain
an exact expression. Nevertheless, we may obtain its closest form from considering
(for a moment) that the disc has no self gravity, i.e. [az]dgrav =0. In this way, we can
equate Equation 5.11 to Equation 5.9 (with z! z). After rearrangement, we have
@
@z
=  GMsz
c2sR
3
: (5.14)
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The solution to this equation is simply a Gaussian function. If we assume that gravity
from the central star dominates self gravity in the disc as MdMs, approximating
the volume density with a Gaussian profile may be acceptable. In our disc set-up, we
employ a Gaussian function of the form
(R; z) ' (R; 0) exp
"
 

bz
z(R)
2#
; (5.15)
where (R; 0) is the volume density at the midplane and b is an arbitrary constant.
The hydrostatic acceleration (Equation 5.11) now becomes
[az]dhydro '  
c2s (R)
(R; z)
@(R; z)
@z

z= z
'   c
2
s (R)
(R; z)
(
  2b
2z
z2(R)
(R; 0) exp
"
 

bz
z(R)
2#) 
z= z
' 2b
2c2s (R)
z(R)
: (5.16)
Rearranging the substitution of Equation 5.9, 5.10, and 5.16 into Equation 5.8 gives
us the quadratic equation
z2(R) +

2(R)R3
Ms

z(R)  2b
2R3c2s (R)
GMs
= 0:
Solving this equation gives us the force-balanced scale height
z(R) '  (R)R
3
Ms
+
"
(R)R3
Ms
2
+
2b2R3c2s (R)
GMs
#1=2
: (5.17)
The vertical distribution of particles can be obtained from the fraction of surface
density defined as
fz =
Z z
 z
dZ 1
 1
d
=
Z z
 z
(R; z) dzZ 1
 1
(R; z) dz
: (5.18)
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For convenience in integration, we use
(R; z) ' (R; 0)sech2

bz
z(R)

(5.19)
instead of Equation 5.15. This is because Equation 5.19 is an integrable function and
also closely resembles the Gaussian. By substituting Equation 5.19 into Equation 5.18,
we have
fz = tanh

bz
z(R)

: (5.20)
The vertical component of particles in the disc becomes
z =
z(R)
b
tanh 1(fz) : (5.21)
The value of b roughly defines the initial thickness of the disc, namely, the bigger
the value the thicker the disc. For our simulations, we simply use b=1. Note that
the random number fz in this case is  1<fz < 1 (exclusive), for both positive and
negative sides of the disc.
5.2.3 Initial velocities
Particles are initiated with Keplerian velocities to move in circular orbits. The az-
imuthal velocity of a particle at radius R from the central star is given by
v =

G (Ms +M(R))
R
1=2
; (5.22)
where, from Equation 5.2 with R=1AU and p=1=2,
M(R) =
4
3


R3=2  R3=2min

(5.23)
is the mass of the interior disc enclosed by radius R. The velocities in the radial and
vertical components are zero.
5.2.4 Composition
Our discs are assumed to be comprised of 70 per cent of molecular hydrogen and 30
per cent of helium with no other heavier elements. The mean molecular weight  for
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using in SPH simulations can be obtained from
1

=
X
H2
+
Y
He
; (5.24)
where X is the fraction by weight of hydrogen, Y the fraction by weight of helium, H2
the molecular weight of molecular hydrogen, and He the molecular weight of a helium
atom. Substituting X =0:7, Y =0:3, H2 =2, and He=4 gives us ' 2:35. The mean
gas-particle mass in the ideal gas law Equation 3.89 is obtained from m= mH, where
mH is the mass of hydrogen.
5.3 Simulations
We use the initial conditions described in the previous section to set up a number of
circumstellar discs with different resolutions, viscosity parameters, and temperature
profiles. Note again that all discs use the power-law index p=1=2. The surface density
profile of a disc that is created from 2105 SPH particles is as shown in Figure 5.1(left).
The light-green line in the figure is the theoretical profile with p=1=2. We can see
that the density profile of the generated disc agrees with that expected. This simply
depends on the resolution of the disc, the higher the better.
Figure 5.1 Surface density (left) and volume density (right) of a disc created from 2105
SPH particles. The light-green line in the left subfigure is the expected profile of p=1=2.
Although all of our discs use the same value of p, their vertical distributions may
be different by the different value of q (the temperature profile index). A disc with
flatter temperature profile (low q) may be thicker (or fluffier) than a disc with steeper
temperature profile (high q).
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At the beginning of each simulation, the smoothing length (h) and volume density
() of all SPH particles are calculated. The volume density can be plotted as shown
in Figure 5.1(right).
We perform a number of tests to investigate the influences of resolution, temper-
ature structure, and viscosity parameters on the evolution of the discs. The specifi-
cations of the tests in this chapter are described as follows.
5.3.1 Resolution tests
In a numerical study of gravitational instabilities in a disc, resolution of the disc
needs to be sufficiently high to ensure that the instabilities are not due to numerical
effects. However, using higher resolution does cost more computational resources and
is sometimes unnecessary for some problems. It is thus useful to be able to estimate the
minimum resolution required by the system in question. In core fragmentation studies,
the minimum resolution for an SPH simulation is suggested by Bate and Burkert
(1997) (Section 3.2). For our disc simulations, we adopt the resolution requirement
criterion used in Forgan and Rice (2009), i.e.
MJ
Mmin
 1
2

Md
Ms
2
Ntot
Nneib
; (5.25)
where MJ is the Jeans mass, Mmin the minimum resolvable mass, Ntot the total num-
ber of particles in the disc, and Nneib' 50 the number of nearest neighbours. With
Md=0:07M, Ms=0:5M, and giving MJ=Mmin=1, we then have Ntot 5102 par-
ticles for the minimum resolution. Therefore, using 2105 particles for our main disc
simulations would be sufficient. In resolution tests, nevertheless, we perform simu-
lations with various resolutions to investigate the effects of resolution on the mass
accretion rate of the central star and the stability of the disc. The disc specifications
for the resolution tests are given in Table 5.1.
5.3.2 Temperature tests
We perform nine tests to explore the effects of using different temperature profiles (q)
and inner disc temperatures (T). The disc specifications for the temperature tests
are given in Table 5.2.
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Table 5.1 Disc specifications for the resolution tests. Five tests in total.
Number of particles (103) : Nsph=10; 50; 100; 200; 300
Viscosity parameters : =0:1, =0:2
Balsara switch : No
Disc temperature profile : q= 12
Disc temperature at 1AU : T=300K
Simulation time : tend=2kyr
Table 5.2 Disc specifications for the temperature tests. Nine tests in total.
Number of particles (103) : Nsph=200
Viscosity parameters : =0:1, =0:2
Balsara switch : No
Disc temperature profile : q= 12 ;
3
4 ; 1
Disc temperature at 1AU : T=300K; 600K; 1200K
Simulation time : tend=2kyr
5.3.3 Artificial viscosity tests
The artificial viscosity parameters  and  have a major role in controlling the artificial
viscosity in a disc (Section 3.2.4). Viscous forces can cause an outward transfer of
angular momentum in a disc (Lynden-Bell and Pringle 1974). The particles that gain
angular momentum tend to move radially outwards while the ones that lose do the
opposite. This would affect the mass accretion rate of the central star. However,
choosing the values of  and  for simulations is rather empirical. For the high-
resolution set of simulations that will also be used in the next chapter, we use =0:1
and =0:2.
The effects of artificial viscosity are explored by the tests that use various values
of viscosity parameters with and without Balsara viscosity switch (Balsara 1995, Sec-
tion 3.2.4). The disc specifications for the viscosity tests are given in Table 5.3. Note
for the viscosity parameters that, in all cases, we use =2. Therefore, in many
places, only  is mentioned for convenience.
5.3. Simulations 108
Table 5.3 Disc specifications for the viscosity tests. Twenty one tests in total.
Number of particles (103) : Nsph=200
Viscosity parameters (=2) : =0; 0:01; 0:03; 0:05; 0:1; 0:2; 0:3; 0:4; 0:5; 1; 2
Balsara switch : Yes, for > 0.
Disc temperature profile : q= 12
Disc temperature at 1AU : T=300K
Simulation time : tend=2kyr
5.3.4 Stability tests
In the next chapter, we will study the evolution of a disc in a binary system. The
star-disc system with q=3=4, T=600K, and resolution of 200k particles will be used
as a circumprimary disc to be perturbed by the companion star in the binary system.
In order tell that any change occurring in the disc is not from the disc itself but the
perturbation from the companion, we evolve the star-disc system in isolation for the
same length of simulation time (500kyr). In this chapter, however, we also evolve the
remaining systems (of the same resolution) further from 2kyr up to 102kyr to study
the evolution of the systems.
5.3.5 Numerical details
Our SPH simulations are performed by using the SPH code seren (Hubber et al.
2011) mentioned in Section 3.6.3. The grad-h scheme of SPH (Section 3.3.1) is used
with the Thomas-Couchman M4 smoothing kernel (Thomas and Couchman 1992)
(Section 3.2.1). Our preferential choice of integrator is the leapfrog KDK (Section 2.3).
We use the Monaghan (1997) prescription for the artificial viscosity (Section 3.2.4).
The radiation transfer is treated by the Stamatellos et al. (2007) radiative cooling
scheme (Section 3.4.4). Finally, to reduce the time for building a particle tree, the
particles whose distances from the central star are greater than 3000AU will be re-
moved from the calculation.
5.4. Results 109
Figure 5.2 Outward propagation of density waves in the disc with q=3=4, T=600K, and
=0:1. Colours of the lines varying from cyan to black represent the time from t=0 to
100yr in steps of 20yr.
5.4 Results
We find that, in all cases, the disc tends to adjust itself rapidly into a quasi-steady
state in the first hundred years of its evolution. This creates a brief phase of an
outward density propagation as found in other disc simulations (e.g. Boley et al. 2006).
Figure 5.2 shows the outward propagation of density waves over time from t=0 to
100yr in steps of 20yr represented by lines with colours varying from cyan to black. y
Within a thousand years the disc is in a quasi-steady state where properties of the disc
change gradually. The disc also expands slowly due to an outward transfer of angular
momentum. Apparent spiral-arm patterns are found in discs with steep temperature
profiles (high q) and low inner edge temperatures (low T), see Section 5.4.2.
The disc properties discussed in this section are the mass accretion rate of the
central sink _Ms(t), surface density (R), temperature T (R), Toomre parameter Q(R)
(Equation 1.34), and cooling parameter cool(R) (Equation 1.36). The cooling time
tcool required by Equation 1.36 can be obtained from that
du
dt
'   u
tcool
; (5.26)
where u=u(R) is the average specific internal energy of particles at radius R. Disc at
yFor the rest of this thesis, the colour codes for any change from low to high, unless stated
otherwise, are Grey, Yellow, Orange, Cyan, Green, Magenta, Red, Blue, and Black.
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Figure 5.3 The influence of resolution on the mass accretion rate _Ms(t) of the central sink.
Changes in mass accretion rates over time are plotted as grey lines. The straight lines are
linear fits to the data of the discs with resolutions 50k (magenta), 100k (red), 200k (blue),
and 300k (black) particles. The dotted grey line that cannot not be fitted is of the disc with
10k particles.
radius R may be gravitationally unstable if Q(R). 1 (Toomre 1964) and cool(R). 3
(Gammie 2001).
5.4.1 Influence of resolution
The resolution of the disc affects the mass accretion rate _Ms of the central sink as
shown in Figure 5.3 for discs with q=1=2, T=300K, and =0:1. During this early
stage (t 2000yr), the change in the mass accretion rate with time on log-log scales
is approximately linear, i.e.
log10 _Ms /   log10 t; (5.27)
suggesting that
_Ms / t ; (5.28)
where  is a positive constant, which is the absolute value of the slope obtained from
a linear fit to log10 _Ms versus log10 t. From Figure 5.3, the coloured straight lines are
linear fits on log-log scales to _Ms versus t of the discs with resolutions 50k (magenta),
100k (red), 200k (blue), and 300k (black) particles. The figure shows that the value
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Figure 5.4 Radial profiles of the Toomre parameter Q (left) and cooling parameter cool
(right) at t=2000yr. The lines are of the discs with resolutions 10k (green), 50k (magenta),
100k (red), 200k (blue), and 300k (black) particles.
of  (higher is better) increases with resolution.
One of the factors that can affect the mass accretion rate of the central sink is the
artificial transfer of angular momentum. This artificial effect may be amplified in a
low-resolution disc where the nearest neighbours of a particle are sparsely distributed.
Since a relative velocity between two particles in a disc depends on the radial distance
between them (the longer the distance the larger the relative velocity), sparse distri-
bution in a low-resolution disc may cause large relative velocities between a particle
and its neighbours. Viscous forces acting on the particle could be high accordingly.
Particles in a low-resolution disc would then experience more viscous torques than
particles in a disc with higher resolution. More angular momentum would thus be
transferred artificially in a low-resolution disc. Given that angular momentum is
transferred outwards while mass moves inwards and gets accreted by the central sink,
which is usually the case in isolated disc simulations, the sink in a lower-resolution
disc would accrete more mass than that in a higher-resolution disc.
For the effect of resolution on the stability of a disc, Figure 5.4 compares the
Toomre parameter Q (left) and cooling parameter cool of the discs with different
resolutions at time t=2000yr. We can see that resolution does not significantly affect
the stability of the discs although it tends to reduce cool in the case of low resolution,
e.g. the 10k-particle disc (green line). This is because the disc mass is very low
compared to the star mass. Self gravity in the disc is thus overshadowed by gravity
of the central star; this represents via the high values of Q above the critical value.
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5.4.2 Influence of temperature
Discs quickly adjust themselves in the first few hundred years to their quasi-steady
state where properties of the discs gradually change over time. Changes in tempera-
ture profiles of the discs are shown in Figure 5.5(top group). The large deviations of
most temperature profiles (at t=2000yr, black lines) from the background tempera-
tures (green lines) could be due to the effect of artificial viscosity (see Section 5.4.3).
The disc’s temperature structure has some influence on the particle distribution at
outer radii (R& 10AU) where the density is low. Significant changes can be seen from
comparing the density profiles at outer radii in subfigure (g) with those in subfigure
(i) (in the bottom group of Figure 5.5). The effect on vertical distribution of particles
are shown as xz-cross-sectional plots in Figure 5.6; the plot layout is the same as
Figure 5.5, i.e. same discs are labelled with the same letters. The plots in Figure 5.6
are rendered by the density of SPH particles near the xz-plane (within 2h from the
plane), see Price (2007) for plotting methods. We can see from Figure 5.6 that the
flatter the temperature profile the fluffier the disc.
The temperature structure does affect the stability of a disc. Here, we use the
Toomre parameter Q and cooling parameter cool to indicate a disc’s stability. Fig-
ure 5.8 shows changes in the radial profiles of Q (top group) and cool (bottom group)
over the first 2000yr of evolution. From the figure, a thoroughly warm disc (with high
T and low q) such as that in subfigure (g) is more gravitationally stable than the
other. In contrast, the disc in subfigure (c) (with low T and high q) is marginally
stable at R 30AU since the value of Q is  1; that it is still stable against gravi-
tational instabilities is mainly because the cooling parameter is well higher than the
critical value. In addition to this disc, a weak spiral density pattern can be observed
as shown in Figure 5.7.
5.4.3 Influence of artificial viscosity
In disc simulations, artificial viscosity can cause artificial heat and affect the process
of angular momentum transfer, altering the density structure of the disc and the mass
accretion rate onto the central star. The influence of artificial viscosity on a disc’s
temperature and density structures can be seen from Figure 5.5. In the top group of
Figure 5.5, the excess temperatures in most discs over the background temperatures
(green lines) is mainly due to the artificial heating, occurring especially in the inner
parts of the discs (R. 20AU) where particle’s smoothing lengths are comparable or
greater than the disc scaleheights (e.g. Forgan et al. 2011). The bottom group of
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Figure 5.5 Changes in temperature profiles (top group) and surface density profiles (bottom
group) of the discs with different values of q and T. Lines with different colours represent
the profiles at the time from t=0 (green) to 2000yr (black) in steps of 500yr.
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Figure 5.6 Cross-sectional plots of the discs in Figure 5.5(a)-(i) (labelled with the same
letters) at t=2000yr. The plots are rendered by the density of SPH particles around the
xz-plane. The value of the density is indicated by the colour bar on the top.
Figure 5.7 Cross-sectional plot of the disc in Figure 5.5(c) showing a weak spiral pattern
of the midplane density. The plots are rendered by the density of SPH particles around the
xy-plane.
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Figure 5.8 Changes in radial profiles of Toomre parameter (top) and cooling parameter
(bottom) of the discs with different values of q and T. Line colour description is the same
as Figure 5.5.
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Figure 5.9 Changes in the mass accretion rates against time in the discs with viscosity
parameters =0  2. Both subfigures compare the results of using the standard artificial
viscosity without Balsara switch (left) and with Balsara switch (right). Straight lines with
colours cyan, green, magenta, red, blue, and black are the linear fits to log10 _Ms versus log10 t
of the disc with =0:05; 0:1; 0:3; 0:5; 1 and 2, respectively. Note that the plot of the disc
with =0 (dotted grey line) cannot be fitted.
Figure 5.5 shows that the effect of artificial viscosity dominating in the inner disc
tends to flatten the disc’s density profiles from p=1=2 to p 0. Changes in density
profiles according to artificial viscosity (represented by ) is shown in Figure 5.12
below; we can see that the higher the viscosity the more the alteration in the density
profile from the original (p=1=2).
From our simulation results, the mass accretion rate seems to have a rather com-
plicated relation with the viscosity parameter . Figure 5.9 shows the mass accretion
rates of the discs with different selected values of  from 0 to 2. All the plotted data
are fitted with straight lines of different colours except that of the disc with =0
(dotted grey lines in both subfigures). The left and right subfigures are respectively
of the discs simulated without and with Balsara switch. Some interesting features are
described as follows.
Mass accretion rate
From Figure 5.9, changes in mass accretion rates of low-viscosity discs (. 0:5) are
rather unusual. For better comparison, we plot the mass accretion rates from all cases
(see Table 5.3) against  in Figure 5.10. Now, line colours in Figure 5.10 represent time
from t=0 (grey) to 2000yr (black) in steps of 250yr. The interesting change in the
plots is where 0<. 0:2. This unusual change may be described by assuming that
the efficiency of the inward transfer of angular momentum in a disc increases as 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Figure 5.10 Changes of the mass accretion rates in terms of viscosity parameter =0  2.
Lines with colours from grey to black correspond to time from t=0 to 2000yr in steps of
250yr. Both subfigures compare the results of using the standard artificial viscosity without
(left) and with (right) Balsara switch.
increases. During the transfer process, particles gaining angular momentum flow out-
wards while particles losing angular momentum flow inwards. The number of particles
accreted by the central sink may depend on the interaction between three groups of
particles around the surface of the sink: (1) particles losing angular momentum near
the surface moving inwards, (2) particles gaining angular momentum near the surface
moving outwards, and (3) particles losing angular momentum at radii further away
making their way towards the sink.
Let us consider the black line in Figure 5.10(left) where t=2000yr (quasi-steady
state). In a very low-viscosity disc (0<. 0:03), viscosity would barely influence the
exchange of angular momentum between particles throughout the disc. The majority
of accreted particle would come from (3) as the resistance from the outward flows of
(2) is not strong enough. The mass accretion rate would increase with  up to the
point (the peak at  0:03) where the flows of (2) become significant enough to resist
the flows of (3). For 0:03.. 0:2, the number of particles from (3) might decrease
considerably as the resistance from (2) increases. Although the number of accreted
particles increasingly comes from (1), it does not compensate the considerable drop of
(3). Therefore, the mass accretion rate decreases as  increases. Until the point where
the increasing number of particles from (1) begins to dominate, the mass accretion
rate begins to rise again. From Figure 5.10(left), this seems to occur at & 0:2.
The increasing number of particles from (1) may be roughly illustrated by the pixel
plots in Figure 5.11. Each pixel is rendered by the averaged radial mass-flux (vr)
of particles inside the pixel column. The subfigures from (a) to (f) are of the discs
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Figure 5.11 Pixel plots of radial mass-fluxes in the discs. Subfigures from (a) to (f) show the
discs with =0:05; 0:1; 0:3; 0:5; 1 and 2, respectively. Each pixel of in the plots is coloured by
the average value of radial mass-fluxes of particles inside the pixel column. The magnitude
and direction of the average flux are given by a colour bar at the top: blueward colours for
inward fluxes and redward colours for the outward.
with =0:05; 0:1; 0:3; 0:5; 1 and 2, respectively. A pixel containing particles mostly
moving inwards has a blueward colour, while that containing particles mostly moving
outwards has a redward colour. We can see from the figure that, in a low-viscosity disc
(e.g. Figure 5.11(a)), particle fluxes are mostly outward (red) and mixed rather well
with inward fluxes throughout the disc. In the higher-viscosity discs (Figure 5.11(b)-
(f)), the fluxes begin to be separated especially in the inner parts of the disc where
inward fluxes (blue) dominate (Figure 5.11(f)). The high mass accretion rates in high-
viscosity discs are due to these inward fluxes in the inner disc. As well as producing
the inward fluxes, the exchange of angular momentum in the inner disc also push
particles outwards, reducing the surface density in the area. This can be seen from
the density plots in Figure 5.12 which are of the same set of discs from Figure 5.11
plus the non-viscous disc (=0, the orange lines on both subfigures).
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Figure 5.12 Surface density at t=2000yr of the discs with =0; 0:05; 0:1; 0:3; 0:5; 1 and 2
represented by orange, cyan, green, magenta, red, blue, and black lines, respectively. The
two subfigures are from the simulations performed without (left) and with (right) Balsara
switch.
Particle stratification in highly viscous discs
As we can see from Figure 5.11(f), particles in the disc are radially stratified in patterns
of tightly wound spirals. This can be seen more clearly in the particle plots shown
in Figure 5.13. The stratified pattern in the disc corresponds with the zigzag density
pattern on the black line in Figure 5.12(left). This stratification of particles is a
numerical effect innate to the SPH method. That is, when high viscosity is used in a
disc simulation, shear forces between particles of adjacent orbits are high accordingly.
As a consequence, particles tend to clump together in the same orbital radii where
relative velocities between them are minimized. The orbital radii are discretized by
the effective ranges of viscous forces, i.e. approximately two smoothing lengths (2h).
This can be seen from comparing the gap sizes of stratified rings in Figure 5.13 to the
average smoothing lengths of particles in the disc plotted in Figure 5.14. Finally, that
the rings are spiral as clearly seen in Figure 5.13(b) is due to the inward drift of the
particles in the radial direction.
Simulations with Balsara switch
The role of Balsara switch is to reduce the effect of shear viscosity between particles in
adjacent orbits in a disc. Using the Balsara switch seems to reduce the mass accretion
rates effectively in high-viscosity discs, for example, the mass accretion rates of the
discs with & 0:2 in Figure 5.10(left) and (right). Balsara switch also removes the
stratification of particles in the disc as the effect of shear forces have been reduced.
This can be seen from the black line (=2) in Figure 5.12(right) which is smoother
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Figure 5.13 Plain particle plots of the disc from Figure 5.11(f) with the same xy-range (a)
and the close-up range around the sink (b). Note that only particles within the vertical
range  0:25 z 0:25AU are plotted.
Figure 5.14 Average smoothing length (h) of particles in the disc from Figure 5.11(f).
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than that in the left subfigure. However, Balsara switch seems to have adverse effect
on the mass accretion rates in some low-viscosity discs (0:05.. 0:2), i.e. the rates
are increased slightly.
5.4.4 Disc stability
All discs with initial resolution  190k particles have been evolved 100kyr further
from t=2kyr. For convenience, however, we reset the beginning time to t=0. Mass
accretion rates of the central sink over 100kyr are shown in Figure 5.15. We can see
that the rates become non-linear in the log-log scales after t 10  20kyr. In terms
of lifetimes, the disc with q=1=2 and T=1200K (orange line in Figure 5.15) is the
most short-lived while the disc with q=1 and T=300K (red line in Figure 5.15) is
the most long-lived. Changes in temperature and surface density profiles of the discs
are shown in Figure 5.16. As suggested by the accretion rate, the disc with q=1=2
and T=1200K disperses much quicker than other systems. In all cases, the edges
of the discs expand to radii > 100AU. The discs tend to be more stable with age as
shown in Figure 5.17 where the Toomre parameter Q and cooling parameter cool of
the discs are plotted.
Figure 5.15 Changes in the mass accretion rates of the central sinks of the discs with differ-
ent q and T. The lines are, in fcolour; q; Tg format, fgrey; 1=2; 300Kg; fyellow; 1=2; 600Kg;
forange; 1=2; 1200Kg; fcyan; 3=4; 300Kg; fgreen; 3=4; 600Kg; fmagenta; 3=4; 1200Kg;
fred; 1; 300Kg; fblue; 1; 600Kg; and fblack; 1; 1200Kg.
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Figure 5.16 Changes in temperature profiles (top group) and surface density profiles (bot-
tom group) of the discs with different values of q and T. Lines with different colours
represent the profiles at the time from t=0 (green) to 100kyr (black) in steps of 25kyr.
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Figure 5.17 Changes in the radial profiles of Toomre parameter (top group) and cooling pa-
rameter (bottom group) of the discs with different values of q and T. Line colour description
is the same as Figure 5.16.
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5.5 The disc for simulations in Chapter 6
In Chapter 6, we will study the effects of tidal perturbations from the companion star
in a binary system onto the disc surrounding the primary star (circumprimary disc).
A relaxed disc simulated in this chapter work will be used as the initial circumpri-
mary disc. Since we are studying the long-term dynamics of the disc rather than the
gravitational instability as a consequence of tidal perturbations, the disc has to be
stable against the instability and long-lived. Considering both Toomre parameter and
cooling parameter in Figure 5.17, we can see that the disc in subfigure (g) is the most
stable disc while the disc in subfigure (c) is the least (marginally stable). However, in
terms of disc lifetimes by considering Figure 5.15 and Figure 5.16(bottom group), the
disc in subfigure (g) is the most short-lived disc while the disc in subfigure (c) is the
most long-lived. It thus appears that the intermediate disc, i.e. the disc in subfigure
(e), gives the best compromise between stability and longevity. This disc has q=3=4
and T=600K. We can also see that the deviation of the disc’s temperature from the
background after time t=2kyr (see subfigure (e) in the top group of Figure 5.16) is
small, meaning that the artificial heating is not very significant. We therefore choose
this disc for our simulations in the next chapter.
5.6 Summary
We have performed numerical simulations to study properties of low-mass discs. There
are several factors that affect the mass accretion rate onto the central star and the sta-
bility of the disc. In this work, we focus on the influence of the resolution, temperature
structure, and artificial viscosity that are used in the simulations.
Resolution. We have found that using insufficient resolution can increase the mass
accretion rate of the central sink. Low resolution also tends to decrease the cooling
time of the disc, but it is still unlikely to result in gravitational instabilities. This is
because the Toomre parameter of the disc is well above the critical value and seems
to be unaffected by resolution.
Temperature. Temperature structure affects the vertical structure and stability of
a disc. A disc with low temperature profile index (q) and high inner edge temperature
(T) is fluffy and stable but can be rapidly dispersed. In contrast, a disc with high q
and low T is thin and marginally stable but disperses slowly. Nevertheless, this would
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mainly depend on the radiation treatment used in the simulations, i.e. the radiative
cooling method (Stamatellos et al. 2007).
Artificial viscosity. The influence of artificial viscosity on disc evolution are rather
complicated. We have found that the mass accretion rate of a central sink changes
with the viscosity parameter  in an interesting way. We have described this behaviour
in terms of viscous interactions between particle fluxes from different sources.
We have also found that high artificial viscosity (& 1) can cause particles to
stratify in a spiral pattern. This is a numerical effect corresponding to strong shear
forces. The stratification of particles can be prevented by using Balsara switch.
We have tested the long-term stability of all discs up to t=102kyr and found that
all of them are stable as would be expected from low-mass discs. Finally, from our
study in this chapter, we find that the disc that is suitable for simulations in Chapter 6
is the one with =0:1, q=3=4, and T=600K.
5.6. Summary 126
Chapter 6
Circumstellar discs in misaligned
binary systems
In this chapter, we perform simulations to investigate the evolution of a circumprimary
disc in a binary star system. We focus on discs whose midplane is misaligned with
respect to the orbital plane of the binary. In such a system, the disc is tilted by the
influence of tidal forces and tends to be adjusted towards alignment with the binary
orbital plane. This process may in some way affect planet formation in the disc. At
least, the tilting process would make the orbital axis of planets that are formed from
a misaligned disc to be misaligned with respect to the spin axis of the host star.
In binary star formation by core fragmentation, primordial misaligned binaries
could be rare as they require highly non-uniform distribution of angular momentum
in the natal cores. However, since most binaries are formed in cluster environments,
misaligned binaries may be formed at later stages by dynamical interactions between
the members in the cluster. The likelihood of this scenario has been shown by Parker
and Goodwin (2009) via N -body simulations of star clusters. They have found that
up to 20 per cent of binaries in an Orion-like star cluster have orbital planes been
misaligned from the originals by an angle & 40.
As well as creating misaligned binaries, dynamical interactions can also destroy the
systems. One interesting scenario is a binary destruction that occurs to a misaligned
binary star whose circumprimary disc is tilted and evolves into a planetary system. If
the planet(s) remains bound to the host star after the interaction, this process would
create a planetary system whose planetary orbital axis is misaligned with respect to
the spin axis of the host star, i.e. a spin-orbit misaligned planetary system.
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In Section 6.1, we review the observations, formation mechanisms, and tilting
mechanism of discs in misaligned binary systems, followed by a discussion of the
implication to planet formation in those discs. The simulation details of discs in
misaligned systems are provided in Section 6.2. The results are presented afterwards
in Section 6.3. Then, in Section 6.4, we discuss the alignment mechanism(s) and the
effect of disc dispersal on planet formation. Finally, the key findings of this chapter
work are summarized in Section 6.5.
6.1 Discs in misaligned binary systems
Young stars have discs and are usually found in binaries or multiples with a multiplic-
ity higher than that of main-sequence stars in the field (see Chapter 1). It is interesting
to understand how those discs evolve, as this would be beneficial to understanding
planet formation occurring within.
In a small multiple system, close encounters among the members can be common
and are likely to cause some of the members (usually the least massive ones) to be
ejected out of the system (e.g. Anosova 1986; Sterzik and Durisen 1998). During a
close encounter between two stars, tidal forces from each star can affect the discs of
one another. However, tidal effects from a close encounter are typically transient.
The discs may only be disrupted if the periastron separation of the encounter orbit is
sufficiently small.
In contrast to the brief perturbations in close encounters, binary stars are the
place where disc(s) surrounding each component can be perturbed regularly. In this
case, tidal effects would play a significant role in altering some properties of the
components such as the mass accretion rates of the stars, the disc’s density profiles,
and the transfer processes of angular momentum inside the discs and/or between the
stellar components. As an example, it has been suggested that rapid accretion of disc
mass onto the central star as a result of interactions between binary components may
account for strong outburst phenomena such as those produced by FU Orionis objects
(Bonnell and Bastien 1992) and Herbig-Haro objects (Reipurth 2000).
In this work, we are interested in the evolution of a circumprimary disc in a
binary system. The main parameters of the system that we aim to study are the
initial inclination and eccentricity of the binary orbit. The system whose orbital
inclination of the orbit is non-zero, i.e. misaligned system, has several interesting
dynamical features. That is, in a misaligned system, the circumprimary disc is tilted
by tidal forces from the companion (e.g. Papaloizou and Terquem 1995). To some
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extent, tilting process may affect the dispersal rate of the disc and the formation
of planets. In this section, we review the observations, formation mechanisms, and
tilting mechanism of discs in misaligned binaries. Subsequently, the implication to
planet formation in the disc is discussed.
6.1.1 Observations
A number of T Tauri binaries have been found with misaligned discs surrounding the
stellar components (e.g. Monin et al. 2006, and references therein). In the Taurus-
Auriga and Scorpius-Ophiuchus star-forming regions, mildly misaligned discs with
misalignment angles . 20 are found in wide T Tauri binaries with separations be-
tween 200 1000AU (Jensen et al. 2004). As an example from some resolved systems,
the protobinary system HH 24 MMS with separation  360AU has been found to
have misaligned discs with a relatively large difference in position angles ( 45, Kang
et al. 2008). Another example is the T Tauri binary system Haro 6-10 where discs
surrounding the components separated by  160AU are seen to be strongly misaligned
from each other by  70 (Roccatagliata et al. 2011). Indeed, discs surrounding the
archetypal T Tauri triple (separation between T Tau N and T Tau Sab & 100AU) are
also found to be relatively misaligned to each other (Skemer et al. 2008; Ratzka et al.
2009). We can see that most observed misaligned systems tend to have separations
greater than  100AU. Apart from that misalignment in systems with smaller separa-
tions may be difficult to observe, this may tell us something about the formation and
evolution of misaligned systems. For example, it is possible that misaligned systems
with smaller separations evolve towards alignment faster. We discuss this later in the
result section (Section 6.3).
In observations, the orientation of a circumstellar disc may be obtained by means
of (a) the polarization map of the sources (e.g. Monin et al. 1998; Wolf et al. 2001;
Monin et al. 2006), (b) the directions of the emanated jets (e.g. Davis et al. 1994;
Eisloffel et al. 1996; Davis et al. 1997), and (c) the direct observation of the disc (e.g.
Koresko 1998; Stapelfeldt et al. 1998; Roccatagliata et al. 2011). However, the tilting
motion of the disc may only be inferred from observable bends in the jet flows. This
method is based on the fact that jets are usually launched in directions perpendicular
to the plane of the inner disc (e.g. Eisloffel et al. 1996; Terquem et al. 1999). A
change in the orientation of the disc would cause the directions of the jets to change
accordingly. Nevertheless, disc precession is not the only mechanism that can change
the direction of jet outflows (e.g. Eisloffel and Mundt 1997).
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6.1.2 Formation of misaligned binaries
Young binary systems with misaligned discs can be formed by several mechanisms
(e.g. Bate et al. 2000; Monin et al. 2007). The possible mechanisms may be catego-
rized into (a) core fragmentation and (b) dynamical interactions. In binary formation
by core fragmentation, the forming protostellar components may have different orien-
tations in their rotational axes if the distribution of angular momentum in the core
is considerably non-uniform. Bonnell et al. (1992) have demonstrated that the frag-
mentation of an elongated cylindrical core with rotational axis anti-parallel to the
major-axis can produce protobinary stars with some degree of misalignment between
the disc midplanes and the binary orbital plane. For typical prestellar cores with ar-
bitrary shapes, spatial variations in angular momentum distribution may be provided
by turbulence in the cores, i.e. turbulent core fragmentation (see Section 1.2.2).
In a young star cluster, it is possible that misaligned binary systems are created
from dynamical interactions among the members. From Section 1.2.2, capture process
might occur during a close encounter between two stars (in the case of disc capture)
or three stars (in dynamical capture). A misaligned system would likely to be an
outcome of the capture as the orientations of the discs surrounding the interacting
bodies are not necessary aligned. However, as discussed in Section 1.2.2, the likelihood
of a binary star paired up by capture process in a star cluster is very low, so to the
likelihood of a misaligned system formed by this mechanism. Apart from capture, a
misaligned system may be created from an aligned system which experienced a non-
coplanar encounter with another star (or star system) in the cluster. The encounter
does not disrupt the aligned system but does generate non-coplanar velocities in the
components in the system. Parker and Goodwin (2009) have found that dynamical
interactions in a typical Orion-like star cluster can alter the orbital inclination of
binary stars in the system. Up to 20 per cent of binaries in the system are found
with misalignment angles & 40. This mechanism could be more efficient in dense
star clusters.
In addition, a misaligned system may be created by the combination of core
fragmentation and dynamical interactions. This may occur when a prestellar core
fragments into an N  3 system with all the members having non-coplanar velocity
vectors. The dynamical decay of the system might eventually produce a misaligned
binary system. In this case, the discs surrounding both components may still be
aligned with each other, as they are formed from the same (less turbulent) core, but
they are misaligned from the orbital plane of the binary.
6.1. Discs in misaligned binary systems 131
6.1.3 Tilting mechanism
Tilting of a misaligned disc is described by the motion of the disc’s rotational axis
relative to the binary orbital axis. The tilting motion is a combination of precession,
alignment, and nutation. However, in this work, we focus on the first two kinds. The
details for the nutation (or nodding motion) of the disc may be found in, for example,
Katz et al. (1982).
Figure 6.1 Diagram showing the precession angle  and misalignment angle  for describing
changes in orientation of tilting disc. The red circles represent the disc midplane before
(dashed circle) and after (solid circle) the disc has been tilted. The blue circle represents
the orbital plane of the binary which is also tilted but the movement (not shown) is small
compared to that of the disc. The coordinates (x; y; z) are of the rest frame of reference
while (X; Y ; Z) are of the disc’s comoving frame. See text for the definitions of the angles
and the comoving coordinates.
Tilting of the circumprimary disc in a binary system is a result of torques ex-
erted perpendicular to the disc’s rotational axis, or parallel to the disc midplane.
To describe the motion, let us consider the diagram illustrated in Figure 6.1. The
blue and red circles in the figure represent the orbital plane of the binary and the
rotational plane of the disc, respectively. The intersection of both planes creates a
line joining the descending node N1 and ascending node N2, i.e. the line of nodes.
The comoving coordinates (X; Y ; Z) are defined by the basis unit vectors Z^=Ld= jLdj,
Y^=LbLd= jLbLdj, and then X^= Y^Z^. The parameters that are used to describe
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the precession and alignment processes are the precession angle  and alignment angle
, respectively. From the diagram in Figure 6.1, the precession angle is obtained from
 = cos 1(Y^  y^) ; (6.1)
while the misalignment angle from
 = cos 1

Lb  Z^
jLb  Z^j

: (6.2)
In the disc’s comoving frame depicted in Figure 6.1, the precession of the disc is
due to the torque p exerted along the Y -axis while the alignment process is due to
the torque a exerted along the X-axis. For precession, the torque p is generated
by non-symmetric forces acting on both sides of the disc which are separated by the
line of nodes (the Y -axis). In the disc’s comoving frame, the forces on both sides
are the remainders of the gravitational force from the companion and the fictitious
forces of the binary co-rotating frame. That is to say, from Figure 6.1, the net force
on the +X-side of the disc has a component in +Z^ while that on the other side has a
component in  Z^. The resulting torque is thus p= pY^. This component of torque
brings the disc’s angular momentum Ld leaning towards the node N2 (or towards the
 Y -axis). When viewing from the rest frame, it appears that the vector Ld precesses
about the vector Lb in a retrograde direction with respect to the rotational direction
of the disc.
The rate of change of the precession angle, or the precession rate _=d=dt, can be
approximated by considering the diagram illustrated in Figure 6.2. From the figure,
the infinitesimal change of the angular momentum in the direction of Y^ is
dLY =  Ld sin  d Y^: (6.3)
The magnitude of the precession torque (p) can then be found from
p =
dLYdt
 = Ld sin  ddt : (6.4)
When the orbital average of the torque is considered, the average precession rate may
be written as


_

=

d
dt

=
hpi
Ld sin 
: (6.5)
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Figure 6.2 Diagram showing the infinitesimal changes d in the precession angle , and d
in the misalignment angle . For clarity, only the Z-axis is depicted for the comoving frame.
We should note that the values of the angle  and


_

are alway positive in our
consideration.
Despite the fact that the disc can be treated approximately as a rigid body (e.g.
Papaloizou and Terquem 1995; Larwood et al. 1996), deriving an expression for


_

in a mathematically rigorous way is very complicated (see Papaloizou and Terquem
1995). For the sake of simplicity, let us begin by considering a flat disc of radius Rd.
The time-averaged magnitude of torque exerted on an annulus of mass dM and inner
radius R is given by


dp
 ' 3
4
GMcR
2dM

1
r3

sin  cos ; (6.6)
where G is the gravitational constant,Mc the mass of the companion, and r the binary
separation (Bate et al. 2000). By using the surface density profile (R)=(R=R)
 p
(Equation 5.1) for dM =2RdR, we have the average torque


p
 ' 3
2
GMcRp

1
r3

sin  cos 
Z Rd
0
R3 p dR
' 3
2
GMcRpR
4 p
d
(4  p)

1
r3

sin  cos : (6.7)
6.1. Discs in misaligned binary systems 134
The time-averaged term of 1=r3 can be found from
1
r3

=
1
P
Z P
0
1
r3
dt; (6.8)
where P is the orbital period of the binary. The time dt in this equation can be
written in terms of the orbital angle  and the angular speed _ of the binary orbit as
dt=d= _. From Kepler’s second law, we have
_ =
2a2(1  e2)1=2
r2P ; (6.9)
where a and e are respectively the semi-major axis and eccentricity of the orbit. Also,
the orbital separation r as a function of  is given by
r =
a(1  e2)
1  e cos  : (6.10)
Substituting dt and the relevant variables back into Equation 6.8 and rearranging the
terms give us 
1
r3

=
1
2a3(1  e2)3=2
Z 2
0
1  e cos  d = 1
a3(1  e2)3=2 : (6.11)
The average torque in Equation 6.7 thus becomes


p
 ' 3
2
GMcRpR
4 p
d
(4  p)a3(1  e2)3=2 sin  cos : (6.12)
The angular momentum Ld required by Equation 6.5 can be calculated from con-
sidering the angular momentum dL of an annulus of mass dM and inner radius R:
dL ' RvdM ' 2
p
GMsR
2dR; (6.13)
where v=
p
GMs is the orbital speed of the annulus and Ms is the mass of the central
star. By using the same surface density profile (Equation 5.1), one can find that
Ld ' 4R
p

p
GMs
5  2p R
5=2 p
d ; (6.14)
where Rd is the radius of the disc. Note that this expression is valid only for star-
disc systems with MdMs. Now, substituting


p

from Equation 6.12 and Ld from
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Equation 6.14 into Equation 6.5 gives us


_
 ' 3
8

5  2p
4  p

GM2c
Ms
1=2
R
3=2
d cos 
a3(1  e2)3=2 : (6.15)
the average precession rate. In this equation, the choice of Rd for a typical disc can be
rather arbitrary since the density at the outer radii does not drop suddenly but rather
attenuates exponentially as the radius increases (see the density profiles of discs in
Chapter 5). Nevertheless, we will show later in Section 6.3.2 that Rd may be estimated
from the characteristic (or effective) radius which scales with the semi-latus rectum
of the binary orbit.
From Figure 6.2, one can find that the alignment rate is
_ =
d
dt
=
a
Ld
; (6.16)
where a is the magnitude of the alignment torque exerted along the X-axis. Although
finding an expression for a is beyond the scope of this work, we discuss the factors
that may involve in determining the value of torque in Section 6.4.1.
6.1.4 Implication for planet formation
Planets are thought to be formed out of protoplanetary discs surrounding young stars
(Section 1.4). Since young stars are also commonly found in binary systems (Sec-
tion 1.2.1), it is possible that the discs surrounding those young binary components
can form planets. This seems to be supported by a growing number of observational
evidence (e.g. Mugrauer et al. 2007; Daemgen et al. 2009; Desidera et al. 2011) since
three exoplanets have been found to orbit the primary component of the three binary
stars HR 3522, HR 5185, and HR 458 (Butler et al. 1997). However, it is still difficult
to explain how those planet were formed. Planet formation in a binary system could
be different from that in a single star mainly because of tidal effects from the stellar
components onto the discs. Tidal effects may increase the mass accretion rates of
the stars and disperse the disc material, shortening the dispersal timescale of discs.
As a consequence, the formation of planets by the core accretion mechanism may
be difficult while the formation via disc instabilities is still possible. Nevertheless, if
the effect of tidal perturbations on grain growth processes is constructive, the core
accretion timescale may be shortened, increasing the possibility of the mechanism.
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As discussed above, a disc in a misaligned system tends to have its orientation
changed towards alignment by tidal interactions. Planets that might form out of
the disc may still have their orbital planes significantly misaligned if the alignment
timescale of the system is longer than the planet formation timescale. An example to
this is the HD 80606 misaligned planetary system observed by Pont et al. (2009). To
sketch the aspect of binaries that might be found with misaligned planetary systems,
let us use the estimate alignment timescale from Bate et al. (2000) which is roughly
the viscous timescale of the disc:  100 precession periods, and one precession period
is  20 binary orbital periods. If we assume that the planet formation timescale
of  106yr is less than a half of the alignment timescale (. 50 precession periods),
the expected orbital period of the binary should be & 106yr=5020=103yr. This is
equivalent to binary systems with total masses 1M and semi-major axes & 100AU.
During the past few years, many exoplanets have been found with orbital planes
misaligned to the rotational plane of their host star (spin-orbit misaligned planets,
e.g. Winn et al. 2009; Pont et al. 2010; Triaud et al. 2010; Johnson et al. 2011;
Albrecht et al. 2012); the measurement of the misalignment is usually done via the
Rossiter-McLaughlin effect (Rossiter 1924; McLaughlin 1924), see Winn (2011) for
details. Several formation mechanisms for those systems have been discussed in Winn
et al. (2010). However, we suggest in this work that a spin-orbit misaligned exoplanet
could also form from a disc in a misaligned binary system which is later disrupted by
a close encounter with other star in the cluster. In this scenario, the misalignment
between the rotational axis of the disc and the spin axis of the host star is a result
of disc precession. Thus, it is unlikely for both axes to be aligned even though they
are aligned at the beginning. Since a misaligned binary with disc(s) is expected to
have a wide orbit (see above), the system can be disrupted by a passing star in the
cluster. If the planetary system(s) around the disrupted components survives from
the interaction, its spin-orbit misaligned orientation remains. In order to justify the
plausibility of this scenario, let us consider the encounter timescale of a binary star
in a young star cluster, given by
tenc  1
4r2n
; (6.17)
where r is the characteristic radius of the binary (e.g. the semi-major axis), n the
number density of the cluster, and  the velocity dispersion of the cluster (Bin-
ney and Tremaine 2008). For example, a young binary star with r=300AU in
the Orion Trapezium Cluster with n 2103   1104pc 3 (e.g. Hillenbrand 1997)
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and  1:5km=s (van Altena et al. 1988) would have an encounter timescale tenc 
2:4  12:1106yr. Therefore, given that the average age of Orion is  2:5106yr (Jef-
fries et al. 2011), at least a few tens per cent of the stars in the cluster should have
had an encounter at  300AU. This may provide a sufficient possibility for spin-orbit
misaligned exoplanets to be created from the disruption of misaligned binaries.
6.2 Simulations
We perform a number of SPH simulations to study the evolution of a circumprimary
disc in a misaligned binary star system. The initial system is illustrated in Figure 6.3.
The system is prepared by adding a companion star (sink particle) of massMc=0:1M
and accretion radius Rc=0:5AU to a relaxed star-disc system prepared in Chapter 5.
The position of the primary star is set as the origin with the disc midplane lying on
the xy-plane. The companion is initially placed above the +x-axis, at apastron radius
rmax=300AU from the primary, and with initial velocity (vc) in the +y-direction given
by
vc =
2a
P

1  e
1 + e
1=2
; (6.18)
where e is the eccentricity of the orbit, a= rmax=(1 + e) the semi-major axis, and P
the approximate period of the orbit obtained from
P '

a3
Ms +Md +Mc
1=2
yr; (6.19)
where Ms and Md are the masses of the central star and the disc, respectively. Note
that, as well as elsewhere in this thesis, the fundamental units of mass, length, and
time are, in respective order, M, AU, yr, unless stated otherwise.
A number of systems are set up from the combination of (a) inclination angles
ib=0
, 22:5, 45, 67:5, and 90 and (b) eccentricities e=0, 0:2, 0:4, and 0:6. The
corresponding semi-major axes and orbital periods for the systems with those ec-
centricities are presented in Table 6.1. All systems are simulated with the same
temperature profile index q=3=4, inner radius temperature T=600K, and resolu-
tion Nsph 190k particles. Additionally, systems with ib=45 are also set up and
performed on a lower resolution disc with Nsph 47k particles to test the effects of
orbital directions (prograde and retrograde) and the resolution of simulations. The
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Figure 6.3 Initial configuration of a star-disc-companion system. The primary star (red
dot) is at the origin and surrounded by a disc. The companion (green dot) is initially placed
above the +x-axis with apastron radius rmax=300AU away from the primary and with
inclination angle ib relative to the disc midplane. The companion is given an initial velocity
of vc=+vcy^ (Equation 6.18).
Table 6.1 The semi-major axes and orbital periods corresponding to different values of
eccentricity.
Eccentricity Semi-major axis (AU) Orbital period (yr)
0 300:0 6348:1
0:2 250:0 4829:2
0:4 214:3 3832:2
0:6 187:5 3136:6
maximum simulation time is 500kyr but most of the simulations may be terminated
by this time as their resolution is insufficient.
For concise references, we use some conventions to name the simulation in each
case. The label begins with the resolution of the system, followed by some system
properties. The label is written distinctively in monospaced typeface. For exam-
ple, the system 200ke2i450 will refer to a system with original resolution of 200k
particles, eccentricity e=0:2, and initial inclination ib=45. Note that, throughout
this chapter, systems with Nsph 47k and  190k particles will be labelled with their
original resolution numbers 50k and 200k (in Chapter 5), respectively.
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6.3 Results
The results are divided into two ensembles by the initial inclination of the systems,
i.e. aligned systems (ib=0) and misaligned systems (ib> 0).
6.3.1 Aligned systems
In a coplanar binary system with a circular orbit, i.e. 200ke0i000 (e=0 and ib=0),
tidal perturbations from the companion have a negligible effect on the stability against
fragmentation of the disc; the disc is stable through the end of the simulation. The
outward transfer of angular momentum in the disc makes the disc expand and fill up
its Roche lobe on the plane. The mass at the rim of the disc is then transferred to
the companion, as shown in Figure 6.4. The transferred mass forms a secondary disc
around the companion. The secondary disc rotates in the same direction as that of
the circumprimary disc (counterclockwise).
Figure 6.5 compares the density profiles of the system 200ke0i000 (right) to that
of the isolated star-disc system (left) of the same physical properties from Chapter 5.
Since some disc material in the system 200ke0i000 has been taken by the companion,
the density at the outer radii (R& 100AU) is lower than that of the disc in the isolated
system. The secondary disc created from the transferred material appears as a density
peak on the profile of the system 200ke0i000 at radius  300AU. The mass accretion
rates of the main star in the binary and the isolated systems are shown in Figure 6.6
as blue and black lines, respectively. We can see that, after t 50kyr, the primary
star in the binary system accreted mass with higher rate than the star in the isolated
system. This suggest that the mass accretion rate of the primary is affected by tidal
interactions from the companion.
In a binary system with an elliptical orbit, the companion generates more tidal
effects onto the circumprimary disc. Figure 6.7 shows the snapshots of the interaction
occurring in the first orbit of the binary systems with three different eccentricities:
200ke2i000 (first column), 200ke4i000 (second column), and 200ke6i000 (third
column). We can see from the figure that the degree of interaction increases with the
eccentricity. After each pericentric passage of the companion, the mass accretion rate
of the primary star increases slightly as shown in Figure 6.8. However, the change is
not significant except in the system 200ke6i000 (the black line in Figure 6.8).
Although spiral-arm patterns can be seen on the disc during the pericentric ap-
proach in the system 200ke6i000 (Figure 6.7), no fragmentation occurs. This may
suggest that protoplanetary discs are rather stable to gravitational instabilities in-
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Figure 6.4 Density plots showing the interaction between the circumprimary disc and the
companion in the system 200ke0i000 during the first 200kyr. Mass transferring from the
outer parts of the disc to the companion can be observed.
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Figure 6.5 Comparison between the surface density profiles of an isolated star-disc system
(left) and the system 200ke0i000 (right). Apart from the added companion in the latter
system, both have the same physical properties. The grey dashed-lines mark the density
profile with index p=1=2. The profiles are shown from t=0 (grey) to 200kyr (black) in
steps of 25kyr (see Section 5.4 for colour codes).
Figure 6.6 Comparison between the mass accretion rates of the main star in an isolated
star-disc system (black) and the binary system 200ke0i000 (blue).
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Figure 6.7 Density plots showing the interaction between the companion and the disc during the
first orbit of the systems 200ke2i000 (first column), 200ke4i000 (second column), and 200ke6i000
(third column). In a high-eccentricity system such as 200ke6i000, a large amount of disc material
has been taken by the companion during each pericentric passage. The spiral-arm pattern of density
can also be seen clearly in the system 200ke6i000 at t=1720yr.
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Figure 6.8 Comparison of the mass accretion rates of the primary star in the systems
200ke0i000 (magenta), 200ke2i000 (red), 200ke4i000 (blue), and 200ke6i000 (black). The
periodic enhancement on the accretion rate can only be noticeable in the system 200ke6i000.
duced by the companion, even in a highly eccentric binary system. However, this may
not be definitely true since the simulations depend largely on the radiation treatment
used in the code (the Stamatellos et al. radiative cooling, see Section 3.4.4). It has
been shown recently by Wilkins and Clarke (2011) that the method may systemati-
cally underestimate the total cooling rate in a disc simulation by as much as a factor of
200. If this is the case, the results of our disc simulations might change dramatically;
that is, the disc might fragment. Nevertheless, this may not be crucial in our work
since we focus more on the bulk dynamical properties of a circumprimary disc in a
misaligned binary system (see the next section) than the gravitational instability as
a consequence of tidal perturbations.
6.3.2 Misaligned systems
Circumprimary discs in misaligned binary systems are tilted by tidal effects from the
companion. Figure 6.9 shows the density plots of the circumprimary disc in the system
200ke0i450 viewed along different directions. Subfigures in the first columns show
the disc viewed over the xy-plane while the second and the third columns show the
cross-sectional plots of the xz- and yz-planes, respectively. Some properties of the
system that change with time (t) shown on the right side of the plots include the
misalignment angles between: the binary orbital vector and the z-axis, bz; the disc’s
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rotational vector and the z-axis, dz; the disc’s rotational vector and the binary orbital
vector, db. The binary orbital vector and the disc’s rotational vector are practically
the angular momentum vectors of the binary (Lb) and the disc (Ld), respectively.
In Figure 6.9, the vector Ld is represented by the arrow pointing outwards from the
primary.
It should be noted that, in this work, the angular momentum vector of the disc is
calculated from
Ld = msph
X
RiRd
RiVi; (6.20)
where msph is the constant mass for all SPH particles in the simulation, Ri the orbital
radius of particle i, Vi the velocity of particle i, and Rd the radius of the disc. Since
there is no other quantitative use of the vector Ld apart from its direction, the choice
of the disc radius Rd for calculating the quantity can be arbitrary. We use Rd=40AU
for all the result analyses henceforth. The reasons for this value are that (a) it contains
a sufficient number of the disc particles when the resolution of the disc is low and (b)
it is not too far out to be contaminated by the particles associated with the secondary
disc in the cases of high eccentric binary systems (the closest separation between the
stars is 75AU for the system with e=0:6).
Changes in the precession angle  and misalignment angle  for each system can
be shown in Figure 6.10. In each subfigure, the red pattern is drawn by the vector Ld
(or Z^) of the disc that is precessing about the vector Lb of the binary. The pattern is
drawn on a plane perpendicular to Lb. The angle  is measured on the scales marked
by the concentric circles while the angle  is measured azimuthally clockwise from
the vertical axis shown on the plot. The values given in the brackets are  and  (i.e.
(; )) at time t=200kyr, except for the system 200ke6i450 which are at t=120kyr
because of the poor resolution beyond that time. The precession and misalignment
angles of each system are also plotted against time (up to 500kyr) in Figure 6.11,
where the noise due to low resolution is also included. The grey lines linking the
data points mark on times where systems lose their resolution by  104 particles. The
following are some details of the results.
Precession rate. From comparing the precession angles in subfigures (a), (b), (c),
and (e) in Figure 6.10, or the corresponding data curves (orange, red, blue, and black)
in Figure 6.11(top), it appears that the lower the misalignment angle the higher the
precession rate ( _). Also, we can see the disc in the system 200ke0i900 begins to
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Figure 6.9 Density plots showing the change in the orientation of the circumprimary disc in the
system 200ke0i450 over 100kyr. Snapshots in the first column are of the disc viewed from above
the xy-plane. Snapshots in the second and the third columns are respectively the xz- and yz-cross-
sectional plots of the disc. Snapshot time (t) and other properties of the system including the
misalignment angles (bz, dz, and db; see text for the description) are shown on the right side of
the plots.
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Figure 6.10 Red patterns showing the motions of the vector Ld about the vector Lb. The patterns are drawn
on a plane perpendicular to Lb and shown as if it were viewed in the direction opposite to Lb. The radial scale
marked by the concentric circles measures the misalignment angle . The precession angle  is measured azimuthally
clockwise from the vertical axis shown on the plot. The values in the brackets are of  and  at time t=200kyr, except
in subfigure (g) that shows the values at t=120kyr. The subfigures labelled alphabetically are of the systems (a)
200ke0i225, (b) 200ke0i450, (c) 200ke0i675, (d) 200ke2i450, (e) 200ke0i900, (f) 200ke4i450, and (g) 200ke6i450;
that is, (a)-(c) and (e) are circular-orbit binaries while (d), (f), and (g) are eccentric-orbit binaries.
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Figure 6.11 Plots of the angles  (top) and  (bottom) against time t. The data curves with
different colours are of the systems 200ke0i225 (orange), 200ke6i450 (cyan), 200ke4i450
(green), 200ke2i450 (magenta), 200ke0i450 (red), 200ke0i675 (blue), and 200ke0i900
(black). The grey lines link the data points where the systems lose their resolution by  104
particles, i.e. the lines of equal resolution in steps of 10k particles. The noise at the end of
each data curve is due to the poor resolution near the end of the simulation.
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precess only after it has been tilted, i.e.  < 90 at t& 60kyr. This suggests that no
disc precession occurs in the perpendicularly misaligned configuration.
With the same initial inclination, the system with a smaller orbit (or with higher
eccentricity) precesses faster. Subfigures (b), (d), (f), and (g) in the second column
of Figure 6.10 and the corresponding data curves (red, magenta, green, and cyan) in
Figure 6.11(top) show the increasing rate of precession when the value of e increases
(orbital size decreases).
Alignment rate. The tilting of the disc seems to be more complicated than the
precession. In circular-orbit binaries of the same separation, the disc is tilted to-
wards alignment faster in systems with higher initial inclinations. This can be seen
from comparing the changes in the data curves of the systems 200ke0i450 (red),
200ke0i675 (blue), and 200ke0i900 (black) in Figure 6.11(bottom). It is interesting
that the disc in the system 200ke0i225 (orange) seems to be tilted towards a more
misaligned configuration, suggestive of a turning point of the tilting behaviour at some
point where the initial inclination angle is 22:5< ib< 45. Unfortunately, the point
cannot be verified by our limited number of simulations.
In eccentric-orbit binaries of the same apastron radius, the disc is tilted faster in
systems with higher eccentricities (smaller orbital sizes). The changes can be seen by
comparing the data curves of the systems 200ke0i450 (red), 200ke2i450 (magenta),
200ke4i450 (green), and 200ke6i450 (cyan) in Figure 6.11(bottom).
Prograde vs retrograde. The evolution of systems with different directions of the
binary orbits are presented in Figure 6.12. The simulations shown in this figure are
performed with low resolution ( 47k) as they are also for investigating the effect of
resolution (see below). The subfigures in the first column of Figure 6.12 are of systems
50ke0i450, 50ke2i450, 50ke4i450, and 50ke6i450. The subfigures in the second
column are of the systems with the same initial discs as systems on the first column
except that the binary orbits are retrograde. In retrograde systems, the misalignment
angle  is an obtuse angle ( > 90). Hence, for convenience in comparing the results,
the vector Ld in the second column is shown as if it is viewed in the same direction as
that of those plots in the first column. The numbers marked on the concentric circles
and those in the brackets show the actual value of  and .
From comparing both columns in Figure 6.12, the precession rates in both cases
seem to be roughly the same, except for the system 50ke6i450 in the subfigure (g)
where the precession rate may be affected by the resolution of the disc (see below).
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In terms of the alignment process, both orbital directions tend to bring Ld and Lb
towards alignment in the same direction, i.e. from  > 0 to =0.
Resolution. Comparing the subfigures in the first column of Figure 6.12 (initial
resolution  47k particles) with those in the second column of Figure 6.10 (initial
resolution  190k particles) suggests that a lower-resolution disc tends to precess and
tilt towards alignment faster. This is probably due to the hydrodynamic forces being
poorly modelled when the resolution is low. That is, the sparse particle distribution
in a low-resolution disc might increase relative velocities between particles in adjacent
orbits, increasing the artificial-viscosity forces and hence the transfer rate of angular
momentum.
Surface density and accretion rate. Changes in the disc’s surface density profiles
are shown in Figure 6.13 whose figure layout is the same as Figure 6.10. The density
profiles are shown at times from t=0 (grey) to 200kyr (black) in steps of 25kyr (see
Section 5.4 for colour codes). The small density peak appearing around the rim of
the primary disc is of the secondary disc. From the figure, the discs expand to reach
the orbit of the companion within t< 25kyr. In systems with high eccentricities such
as 200ke6i450 in Figure 6.13(g), the discs are truncated by the companion. The
mass accretion rate of the primary star in this case is also enhanced, as shown in
Figure 6.14(cyan).
Effective radius for precession. If we were to estimate the precession rate of a
misaligned binary system by using Equation 6.15, the choice of radius Rd would be
crucial, given that other parameters can be measured accurately. This is because
the density profiles at outer radii of typical circumstellar discs are not well truncated
but rather exponentially attenuated, as can be seen from Figure 6.13. However, by
assuming that the precession rate given by Equation 6.15 is correct, we may have some
clue for the effective (or characteristic) radius on which the precession mechanism
operates. The effective radius (Rde) of the disc can be obtained from rearranging
Equation 6.15, i.e.
Rde '
"
8
3

4  p
5  2p

Ms
GM2c
1=2a3(1  e2)3=2
 _
cos 
#2=3
: (6.21)
The value of Rde can be calculated from simulation results where all orbital pa-
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Figure 6.12 Red patterns showing the motions of the vector Ld about the vector Lb under the
influence of a prograde companion (first column) and retrograde companion (second column). The
simulations are performed with initial resolution of  47k particles. The values in the brackets are
of  and  at time t=100kyr. The pair of plots in each row are of the systems 50ke0i450 (a and
b), 50ke2i450 (c and d), 50ke4i450 (e and f), and 50ke6i450 (g and h).
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Figure 6.13 Change of the surface density profile of the discs from t=0 (grey) to t=200kyr
(black) in steps of 25kyr. The plots are of the systems (a) 200ke0i225, (b) 200ke0i450, (c)
200ke0i675, (d) 200ke2i450, (e) 200ke0i900, (f) 200ke4i450, and (g) 200ke6i450. The
square symbols show the density at the effective radius of precession (see below).
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Figure 6.14 Plots comparing the mass accretion rates of the central star in the isolated star-
disc system (yellow) and the primary star in the systems 200ke0i225 (orange), 200ke6i450
(cyan), 200ke4i450 (green), 200ke2i450 (magenta), 200ke0i450 (red), 200ke0i675 (blue),
and 200ke0i900 (black).
rameters are already known. The value of


_

at any snapshot time t required in
Equation 6.21 can be interpolated with the following procedure. First, divide the
time range of the whole simulation time equally into n intervals. The size of the
intervals is an integer multiple of the snapshot time interval (t=500yr). Second,
calculate the rate of change _i at the middle of each time interval (ti) from a linear
fit of the data in the interval, i.e. the slope of the fit is _i. Finally, the value of _ at
any time t is interpolated from using the Lagrange form of interpolating polynomial
(e.g. Bradie 2006):
_(t) =
nX
i=1
0B@ nY
j=1
j 6= i
t  tj
ti   tj
1CA _i: (6.22)
Good interpolation may be obtained from adjusting the size of the intervals. The
interpolated value of _ should not oscillate or change abruptly if the data () does
not suggest so.
By assuming that the density profile index p=0 (flat profile), the interpolated
value of _(t) for each system can be calculated and plotted in Figure 6.15. The squares
on each curve mark the set of _i calculated at the middle of each interval. Note that
(a) the interpolation is generally poor near the end of each simulation as the value
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Figure 6.15 Interpolated values for


_

in Equation 6.21. The squares mark the set of _i
from which the value of _(t) is interpolated. Line colour-description is the same as that in
Figure 6.11.
of  becomes uncertain due to poor resolution and (b) the assumed value of p is not
crucial as long as p< 1.
With the interpolated value of


_

shown in Figure 6.15, the value of Rde can be
calculated and plotted in Figure 6.16(left). The value of Rde at different times can
be mapped onto the surface density profiles in Figure 6.13 (the square symbols). We
can see from the figure that the characteristic location of Rde on the profiles does
not significantly change with time. In most cases, we empirically find that Rde is
roughly a linear function of the semi-latus rectum of the binary orbit:
Rde =
a(1  e2)

; (6.23)
where  is a constant of value  2:5. The comparison between Rde calculated from
Equation 6.21 and that from Equation 6.23 is also shown in Figure 6.16. The relation
seems to break down in the case of high orbital inclination (ib! 90) and also around
the beginning of each case. We discuss the use of this relation later in Section 6.4.2.
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Figure 6.16 Comparison between the effective radius calculated from Equation 6.21 (left)
and the value calculated from Equation 6.23 (right) where =2:5. Note that the plot of
200ke0i900 in the left figure is rather chaotic at the beginning due to cos  0. Line colour-
description is the same as that in Figure 6.11.
6.4 Planet formation in tilting discs
In this section, we discuss (a) the alignment rate, (b) the dispersal timescale of mis-
aligned discs, and (c) the formation of retrograde planetary systems. For the align-
ment mechanism of the disc, we intend to describe the process empirically from our
simulation results rather than by means of rigorous mathematics as can be found in
Papaloizou and Terquem (1995).
6.4.1 Alignment rate
The alignment process may be described partly in terms of the angular momentum
transfer from the binary orbit into the disc. The indirect evidence of the transfer can
be seen as changes in the binary orbital properties such as the semi-major axis (a)
and eccentricity (e) shown in Figure 6.17. The resemblance between the changes in a
(Figure 6.17) and  (Figure 6.11) implies that these parameters are closely related. If
we naively assume that the orbital angular momentum loss from the binary was fully
transferred to the disc, we would have the alignment rate (from Equation 6.16)
_ =
a
Ld
=
_Lb sin 
Ld
; (6.24)
6.4. Planet formation in tilting discs 155
Figure 6.17 Plots showing the changes in semi-major axis (left) and eccentricity (right) of
misaligned systems. The lines are of the systems 200ke0i225 (orange), 200ke6i450 (cyan),
200ke4i450 (green), 200ke2i450 (magenta), 200ke0i450 (red), 200ke0i675 (blue), and
200ke0i900 (black). The grey lines are the lines of equal resolution in steps of 10k particles.
where _Lb is the rate of change of the binary angular momentum (i.e. torque); the
sin  term denotes the projection of the torque onto the X-axis. The orbital angular
momentum can be written in terms of the moment of inertia Ib and angular speed
!b of the orbit as
Lb = Ib!b: (6.25)
We note that both Lb and _Lb belong to the binary centre of mass frame; however,
for simplicity in calculation, the quantities are used as if they belonged to the disc’s
comoving frame. In the centre of mass frame, we have
Ib = r
2 =
MsMc
Ms +Mc

a(1  e2)
1  e cos 
2
; (6.26)
where  is the reduced mass and r is the binary separation from Equation 6.10. By
using !b= _ from Equation 6.9, we have
!b =
p
G(Ms +Mc)
a3=2
(1  e cos )2
(1  e2)3=2 : (6.27)
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Substituting Ib and !b into Equation 6.25 gives us
Lb = MsMc

Ga(1  e2)
Ms +Mc
1=2
: (6.28)
The torque _Lb can be found from
_Lb =
@Lb
@a
_a+
@Lb
@e
_e+
@Lb
@Ms
_Ms +
@Lb
@Mc
_Mc
=
1
2
MsMc

Ga(1  e2)
Ms +Mc
1=2"
_a
a
  2e _e
1  e2 +
_Ms
Ms
+
_Mc
Mc
#
: (6.29)
With the angular momentum of the disc (Lb) from Equation 6.14, the alignment rate
(Equation 6.24) becomes
_ =
5  2p
8R
p


MsM
2
c
Ms +Mc
a(1  e2)
R5 2pd
1=2"
_a
a
  2e _e
1  e2 +
_Ms
Ms
+
_Mc
Mc
#
sin : (6.30)
The consistency of this equation may be verified by integration using Huen’s method
(the explicit trapezoidal rule):
k ' k 1 + t
2
( _k + _k 1) (6.31)
where t=500yr is the fixed time interval between snapshots and the index k starts
from 1 (at t=500yr) with 0 being the initial inclination of the system.
From the simulation results, (1) _a is generally negative except for 200ke0i225,
(2) _e may vary around zero in the case of circular orbits but is generally negative
in the other cases, and (3) _Ms and _Mc are always positive. In most cases where
the misalignment angle decreases, the alignment rate in Equation 6.30 is expected
to be sufficiently negative in order to reproduce the curves that are similar to those
from simulations. However, we find that this is not the case: the values vary between
slightly negative to slightly positive, making most of the integrated curves flatter than
the data curves from simulations. From investigation, we find that the _a=a term in
Equation 6.30 is rather smaller than it should be. Empirically, we also find that the
integrated  curves can be improved by multiplying the _a=a term with a constant so
that the RHS of Equation 6.30 can be more negative; here, we use 5 _a=a. Also, to
obtain the reproduced curves, the radius Rd of the disc has to be assumed; the values
are shown in Table 6.2. For a fixed value of initial inclination angle (ib=45), we find
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Table 6.2 The assumed values of the disc radius Rd for each system. The values of Rd en-
closed by square brackets tend to decrease exponentially with the eccentricity of the system.
System Rd(AU)
200ke0i225 120
200ke0i450 [180]
200ke2i450 [145]
200ke4i450 [120]
200ke6i450 [105]
200ke0i675 155
200ke0i900 170
that the value of Rd (enclosed by square brackets in the table) decreases roughly as
an exponential function of the orbital eccentricity (e), suggesting that the effective
radius scales with the size of the binary orbit. On the other hand, the value of Rd
seems to have no particular relation with the initial inclination angle. Other assumed
parameters in the calculations are, for all cases, the inner disc radius R=1AU and
the power-law index p=0 (flat profile) for surface density. The value of , for any
time t, is taken from the disc’s surface density at radius R'R=1AU. Lastly, those
first derivative variables in Equation 6.30 are obtained from a simple approximation
method: that is, for any variable xk at timestep tk, its first derivative is calculated
from
_xk =
1
2

xk+1   xk
tk+1   tk +
xk   xk 1
tk   tk 1

=
xk+1   xk 1
2t
; (6.32)
where t= tk   tk 1=500yr for any k. Note that the index k runs from k=1 to
n   1, where n is the snapshot index starts from 0; and we assume that _x0' _x1 and
_xn' _xn 1 for the first and last snapshots, respectively. With all these, the reproduced
values of  can be plotted in Figure 6.18 (the grey curves).
That the _a=a term in Equation 6.30 has to be modified to give better results simply
tells us that our consideration is oversimplified. Nevertheless, this shows us that the
missing torque(s) would in some way be proportional to the change in the semi-major
axis ( _a). This requires more investigation.
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Figure 6.18 Plots showing the comparisons between the values of misalignment angle 
from the integration of Equation 6.30 (grey lines) and from the simulation results (coloured
lines). Coloured lines represent the same systems as shown in Figure 6.11. Note that the
system 200ke0i000 is not included.
6.4.2 Dispersal timescale of misaligned discs as a constraint
for planet formation
Our simulation results suggest two key characteristics of discs in misaligned systems
that might have some implication for the formation of planets in the discs. First, we
find that it is unlikely for a disc to become aligned with the binary within the disc
lifetime. One apparent factor is the sin  term in Equation 6.30, i.e. the misalignment
rate becomes very small when  approaches zero. Another factor is that there seems
to be an anti-alignment process that prevents the system from becoming aligned.
The existence of this process is suggested by the misalignment angle of the system
200ke0i225 (Figure 6.18) which slightly increases rather than decreases. Without
further investigation in this work, we suggest that the anti-alignment mechanism could
be related to an outward transfer of angular momentum caused by tidal interactions
from the companion. It has been found that the inward propagation of acoustic waves
generated by tidal perturbations can transfer angular momentum of the disc outwards
(e.g. Larson 2002, and references therein). The transfer process is observed on the
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Figure 6.19 Diagram showing the offset direction of the tidal torque tidal from the disc’s
angular momentum Ld by an offset angle '. The component of the tidal torque on the
+X-axis, as oppose to that of the alignment torque a, would tend to bring the disc out of
alignment.
disc with spiral patterns of density. In aligned systems, tidal torques responsible for
redistributing angular momentum in the inner parts of the disc would have a direction
opposite to that of the angular momentum Ld of the disc. However, this may not
necessarily be the case in misaligned systems since the disc material tend to be pulled
out of the midplane by tidal forces from the companion. The offset in direction of the
tidal torque (tidal) would have one of the components on the +X-axis, as illustrated
in Figure 6.19. The component torque varies with the magnitude of tidal and the
offset angle ', which are dependent on the misalignment angle . The magnitude of
tidal is expected to be largest in an aligned system and smallest in a perpendicularly
misaligned system, while the offset angle ' would vary the opposite way round. It is
likely that there is a critical value of misalignment angle (c) where the component
of the tidal torque on the +X-axis is a maximum, and it is around this critical angle
that the alignment mechanism would find difficult to bring the disc through. From
the plot of the system 200ke0i225 in Figure 6.18, the angle c would be slightly
higher than 22:5 for a misaligned circular system with orbital radius of 300AU. Of
course, the value would be different in other systems with different disc properties and
orbital configurations. In any case, the anti-alignment mechanism would slow down
the alignment process, possibly resulting in the disc remaining significantly misaligned
with the binary orbit throughout its lifetime. Therefore, planets that might form from
a misaligned disc would have their orbital planes misaligned with respect to the orbital
plane of the binary and often the rotational plane of the star they orbit.
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Figure 6.20 Plots of the misalignment angle  against time in units of the initial orbital
period (Orbits). The filled squares mark on the point where the precession angle is a multiple
of =2. The grey lines mark on the data curves where the disc mass within radius R 60AU
is reduced by a factor of two. Note that filled-square marks are omitted for the system
200ke0i000 as the precession of the disc is not significantly measurable.
Second, simulations suggest that most of the disc mass is dispersed within a
timescale shorter than the precession period of the disc. Let us consider Figure 6.20
where the misalignment angle  is plotted against time in units of the initial orbital
period (labelled as ‘Orbits’ on the axis). The filled squares on each line mark on the
point where the precession angle is a multiple of =2, i.e. the first precession round is
completed at the fourth mark. The grey lines mark on the data curves where the disc
mass within radius R 60AU is reduced by a factor of two, i.e. only 1=26 original
disc mass is left at time marked by the sixth line. This plot shows that, in all cases,
only tiny amount of disc material is left by the end of the first precession round. In
other words, the dispersal timescale is shorter than the precession period (a few times
105yr) which is rather short compared to the estimate lifetime of isolated T Tauri
stars (a few times 106yr). This short lifetime might rule out the possibility of planet
formation via the core accretion mechanism. Therefore, in misaligned binary systems,
disc instabilities may be a major mode of planet formation.
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If the dispersal timescale of the disc in any misaligned system is of order the pre-
cession period regardless of the variation in several parameters involved, the timescale
may be defined as
tdisp  2_ ; (6.33)
where _ is the precession rate which may be considered as constant in systems where
the initial inclination angle and eccentricity are not too high, for example, the systems
200ke0i225 and 200ke2i450 in Figure 6.15. By using Equation 6.15 for the precession
rate _ and using Rd=Rde given by Equation 6.23, one can find that
tdisp  8
3

4  p
5  2p
p
Ms
Mc
3=2a3=2
cos 
; (6.34)
where the constant  2:5 and the gravitational constant G=42 when M, AU,
and yr are used as the units of mass, length, and time, respectively. From this equa-
tion, the timescale depends on parameters which are measurable, though with some
uncertainties. With more realistic considerations, the dispersal timescale would sig-
nificantly depend on physical properties of the disc such as viscosity and temperature
structure. Further analytical and numerical investigations are thus required in order
to find out how significant these properties are to the dispersal timescale.
6.4.3 Formation of retrograde planetary systems
A significant number of retrograde planetary systems has been found over the last few
years (e.g. Narita et al. 2009; Anderson et al. 2010; Bayliss et al. 2010; Triaud et al.
2010; Hébrard et al. 2011). These retrograde systems seem unable to be explained
by the planet formation models described in Section 1.4, as it is rather unnatural for
a circumstellar disc to rotate against the host star. So far, there are three formation
scenarios to explain the retrograde systems: (a) close planet-planet interactions (e.g.
Naoz et al. 2011), (b) flipping of the orbital plane by the Kozai mechanism in a
star-planet-star (or star-planet-planet) triple system (e.g. Kozai 1962; Lithwick and
Naoz 2011; Katz et al. 2011), and (c) resonance capture-and-release by an outer
planet migrating inwards (Yu and Tremaine 2001). The orbit of the retrograde planet
may then be circularized by tidal friction from the host star (e.g. Wu and Murray
2003; Fabrycky and Tremaine 2007). Note that all these scenarios are the dynamical
evolution of a ready-formed planet with a third body.
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In this work, we suggest that a retrograde planetary system could also be formed
from a prograde circumstellar disc in a misaligned retrograde binary. From the results
in Section 6.3.2 (see the right column of Figure 6.12), it is possible that the disc can
be flipped as it tend to be aligned with the binary orbit. Planets that are formed
from the disc would then have retrograde orbits relative to the spin direction of the
host star. If the system has close encounters with other stars in the cluster, there
is a chance that the binary disruption (see Section 6.1.4) would leave a retrograde
planetary system with the host star. The effectiveness of this scenario may depend
on several factors that need to be examined in future work.
6.5 Summary
We have performed simulations to investigate the evolution of a circumprimary disc
in a binary star system. Various configurations between the disc and the binary
components have been studied. In this work, we focus on the disc whose midplane is
misaligned from the orbital plane of the binary. We have found that the disc precesses
and, in most cases, is brought towards alignment with the binary orbit. This is in line
with previous studies by several authors (e.g. Papaloizou and Terquem 1995). The
essential results from our work can be summarized as follows.
(1) For the precession process, the effective radius of the disc can be roughly ap-
proximated by a linear function of the semi-latus rectum of the binary orbit
(Equation 6.23), provided that the initial inclination angle of the orbit is not
too high. The relation helps in simplifying the estimate dispersal timescale of
the disc (Equation 6.34).
(2) We have derived the alignment rate from the assumption that the corresponding
torque is directly related to the change in the orbital angular momentum of the
binary. We have found that the derived alignment rate (Equation 6.30) can
not reproduce the misalignment angles that fit the simulations. However, by
adjusting the term associated with _a in Equation 6.30, the equation is able to
reproduce the misalignment angles that generally agree with the results in most
cases. The modified expression may imply the complexity of the alignment
mechanism. We aim to investigate this in future work.
(3) From our simulation results, we have found that: (a) a significantly misaligned
system might not be able to reach an aligned configuration within the estimated
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lifetime of the disc; (b) the dispersal timescale of a disc in a misaligned system
could be of orders of the precession period of the disc. We then suggest that, in
order to form planets out of a precessing misaligned disc, the formation mech-
anism has to occur rapidly within the first precession round. Also, it is likely
that the orbits of the resulting planets are still misaligned with respect to the
orbital plane of the binary and the rotational plane of the star.
(4) We have suggested that a spin-orbit misaligned planetary system could also
form from a disc in a misaligned binary system which is later disrupted by a
close encounter with other star in the cluster. We have also suggested that
this mechanism might be able to form a retrograde planetary system from a
misaligned retrograde binary.
To verify the validity of these findings, more analytical and numerical works are
required. We discuss our future work in Chapter 7.
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Chapter 7
Conclusion
7.1 Main conclusions
We have performed both N -body and SPH simulations to study the dynamics of stars
and discs in multiple systems. We have found several interesting features that may
be useful for understanding the formation of stars and planets.
7.1.1 Dynamical evolution of young triple systems
In Chapter 4, we have performed N -body simulations to investigate the dynamical
evolution of young triple systems. We have found that a collision between the two
companions is not uncommon, especially in a compact, coplanar system with equal-
mass companions. The chance of companion-companion collisions increases with the
radii of the companions. The chance of a collision between one of the companions and
the primary star is also non-negligible, especially in a system with a low companion
mass ratio.
Those results support our idea that collisions may occasionally play a significant
role in the early stages of multiple star formation. From the dramatic nature of colli-
sions, we have suggested that collisions may be an explanation for the age discrepancy
in some young multiple star systems with infrared companion(s). That an infrared
companion appears younger than other components in the same system may be due
to its different accretion history that has been interrupted by collisions in the earlier
stages.
In addition, we have also found that the separation distribution of close encounters
can be described by the Lévy cumulative distribution function. This finding reveals
to us a significantly high chance of head-on collisions.
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7.1.2 Stable circumstellar discs
We have studied several properties of low-mass (protoplanetary) discs via SPH sim-
ulations in Chapter 5. The main investigations are on the influence of resolution,
temperature structure, and artificial viscosity that are used in the simulations. We
have found that our low-mass discs are all long-term stable against gravitational in-
stabilities, even in low-resolution simulations where numerical effects could lead to an
artificial instabilities. The major factors that make those discs stable are the mass
and temperature structure of the discs.
The artificial viscosity affects the mass accretion rate of the central sink. We
have found an interesting relation between the mass accretion rate and the viscosity
parameter . We have given an explanation to the relation in terms of the flows of disc
particles from various sources. We have also observed and given an explaination to a
numerical effect caused by very high viscosity, i.e. the stratification of disc particles.
Using the Balsara viscosity switch can remove this effect.
7.1.3 Circumstellar discs in misaligned binary systems
In Chapter 6, we have performed SPH simulations to investigate the evolution of a
circumprimary disc in a misaligned binary system. We have found that the disc
precesses and, in most cases, is brought towards alignment with the binary orbit, in
line with previous studies by several authors.
From analysing the precession process, we have found that the effective radius of
a disc is roughly a linear function of the semi-latus rectum of the binary orbit. This
relation is useful for estimating the precession rate of a disc.
We have described the alignment mechanism semi-analytically in terms of ideally
efficient transfer of angular momentum in the system. Although our assumption of
the transfer process is oversimplified, it shows us the aspect of the relevant torque
which is mainly related to the rate of change of the orbital semi-major axis.
Simulation results also have suggested that (a) the alignment timescale of a disc
may be longer than the disc lifetime and (b) the dispersal timescale of a disc in a
misaligned system could be of order the precession period of the disc. These findings
could be constraints for planet formation in misaligned systems.
Finally, we have suggested that a spin-orbit misaligned planetary system could also
form from a disc in a misaligned binary system which is later disrupted by dynamical
interactions with other star in the cluster. This mechanism might also be able to create
a misaligned retrograde planetary system if the misaligned binary is retrograde.
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7.2 Future work
Our future work will focus on further investigation of misaligned binary systems. The
possible work may be listed as follows.
(1) We aim to perform a new set of simulations with higher resolution, i.e.  3105
particles. This is to find out the influence of numerical effects on the disc’s
dispersal timescales which is found to be rather short (less than one precession
period) in this work.
(2) We will investigate the effect of viscosity and temperature structure on both
precession and alignment mechanisms. Simulations will be performed with other
values of viscosity parameter  and temperature profile parameters q and T.
(3) We aim to investigate how the disc tilting mechanism would affect planet for-
mation in the disc.
(4) We aim to investigate the possibility and effectiveness of the formation scenario
for retrograde planetary systems suggested in Chapter 6.
(5) We aim to examine other remaining features of misaligned systems that have
not been done in this work, for example, the properties of the secondary disc
formed around the companion.
(6) We may also explore other more realistic and complicated configurations of
misaligned systems such as a misaligned binary with discs on both components.
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