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Abstract. Spline smoothing is a popular method for estimating the function in nonparametric 
regression  model. Its performance depends greatly on the choice of smoothing parameters. 
Many methods of selecting smoothing parameters such as GCV, GML and UBR are 
developed under the assumption of independent observations. They fail badly when data are 
correlated. In nonparametric regression, correlated error could be solved by finding weighted 
estimator and determine the correlation matrix from the error. Estimation of nonparametric 
function is obtained by minimizing the penalized weighted least-square (PWLS). In this 
paper, the extension of the GML method to estimate the smoothing parameters and correlation 
simulataneously is presented. Simulation was conducted to evaluate and to compare the 
performance of  the original GML and the extended GML method. The extended GML is 
recommended since it works well in all simulation scheme. This method is also able to 
illustrate the data concentration data in a continous chemical process. 
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1. PENDAHULUAN 
Misalkan diberikan data berpasa-
ngan n,...,2,1i),iy,it( =  dan hubungan an-
tara it  dan iy diasumsikan mengikuti mo-
del 
n,...,2,1i],b,a[it,i)it(fiy =∈+= ε
  
(1.1) 
 
dimana )it(f  adalah kurva regresi dan iε  
adalah sesatan random yang diasumsikan 
memiliki mean nol dan varian 2σ . Dalam 
pembahasan model regresi parametrik ben-
tuk kurva regresi diketahui, sedangkan da-
lam pendekatan regresi nonparametrik ti-
dak ada asumsi terhadap bentuk kurva 
)it(f . Kurva tersebut hanya diasumsikan 
termuat dalam suatu ruang fungsi tertentu, 
dimana pemilihan ruang fungsi ini dimoti-
vasi oleh sifat kehalusan (smoothness) 
yang dimiliki oleh fungsi regresi tersebut. 
Adapun regresi semiparametrik merupakan 
gabungan dari pendekatan regresi parame-
trik dan nonparametrik.  
Pada estimasi kurva regresi nonpa-
rametrik, spline memainkan peranan yang 
cukup penting. Spline dikembangkan dari 
potongan polinomial yang mempunyai si-
fat fleksibel dan efektif untuk menangani 
sifat lokal data [4]. Spline yang didasarkan 
pada suatu persoalan optimasi telah dikem-
bangkan oleh [10]. 
Pada penelitian-penelitian sebelum-
nya, sebagian besar penulis membahas ba-
gaimana mengestimasi kurva regresi non-
parametrik berdasarkan asumsi bahwa se-
satan random adalah independen. Tidak se-
dikit kasus-kasus yang ada dalam aplikasi, 
sering terjadi observasi yang diperoleh sa-
ling berkorelasi, misalnya data time series, 
data spasial. Banyak penulis yang mem-
pelajari efek korelasi, diantaranya ada yang 
membahas bagaimana efek korelasi berpe-
ngaruh terhadap pemilihan bandwidth 
([1],[5],[6],[7]).  Estimasi bandwidth dari 
mean square error (MSE) telah dikaji oleh 
beberapa peneliti ([1],[5]). Data timeseries 
dengan metode cross-validation untuk me-
ngetimasi bandwidth dan fungsi autokore-
lasi diteliti oleh [6]. Beberapa metode juga 
telah dikembangkan untuk penghalus spli-
ne. [3] memperluas metode  GCV untuk 
mengestimasi parameter penghalus dan pa-
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rameter autokorelasi. [9] merepresentasi-
kan penghalus spline dengan suatu model 
state-space dan menggunakan CV, GCV 
dan GML untuk mengestimasi suatu baris-
an autoregressive moving average. [8] 
menggunakan suatu frekuensi domain 
cross validation untuk mengestimasi para-
meter penghalus. 
Observasi berkorelasi sangat berpe-
ngaruh terhadap pemilihan parameter 
penghalus, yang merupakan hal penting 
pada pendekatan spline. Beberapa metode 
yang cukup populer dalam memilih para-
meter penghalus adalah generalized maxi-
mum likelihood (GML), generalized cross 
validation (GCV), dan unbiased risk 
(UBR) [10]. Metode-metode tersebut cen-
derung kurang mampu mengestimasi de-
ngan baik terhadap parameter penghalus 
jika data yang digunakan memiliki korelasi 
positif dan korelasinya diabaikan. Untuk 
mengatasi masalah tersebut, pada peneli-
tian ini akan diajukan suatu model peng-
halus spline yang mampu mengestimasi 
kurva regresi dan parameter penghalus jika 
data yang digunakan adalah observasi data 
yang terdapat korelasi. Untuk menunjuk-
kan bagaimana perbandingan metode pe-
milihan parameter penghalus standar yang 
diakibatkan oleh error yang berkorelasi a-
kan dilakukan simulasi data dari model 
n,...,i,i)/isin(iy 11002 =+= εpi , n=50, 100, 
150, dengan iε  dibangkitkan dari proses 
autoregressive orde pertama (AR(1)), de-
ngan mean nol, variansi σ 2 3.0,1.0=  dan 
korelasi orde pertama =ρ 0.1, 0.5,  0.8. 
Dalam kajian ini, akan diberikan 
metode GML untuk observasi berkorelasi 
yang menggunakan pendekatan spline. 
Metode ini diaplikasikan pada data  kon-
sentrasi dari suatu proses kimia (Box and 
Jenkins, 1994). 
 
2.  ESTIMATOR MODEL SPLINE 
DENGAN ERROR BERKORELASI 
 Berikut diberikan beberapa definisi 
yang akan digunakan pada pembahasan ini. 
Definisi 1. Ruang inner product adalah 
suatu ruang vektor X dengan suatu inner 
product yang didefinisikan pada X. 
Inner product pada X adalah suatu peme-
taan dari XX × ke skalar di X; yaitu, untuk 
setiap pasang vektor x dan y, terdapat suatu 
hubungan dengan sebuah skalar yang di-
tulis sebagai 〉〈 yx,  
 
Definisi 2. Reproducing kernel (r.k.) dari 
H adalah suatu fungsi R yang didefinisikan 
pada ]1,0[]1,0[ ×  sedemikian hingga untuk 
setiap titik tertentu ]1,0[∈t  berlaku HtR ∈  
dengan )t,s(R)s(tR =  dan 
,f,tR)t(f ><= Hf ∈ . 
 
Definisi 3 Reproducing kernel Hilbert 
space (r.k.h.s.) H adalah suatu ruang Hil-
bert dari fungsi-fungsi bernilai real pada 
[0,1] dengan sifat bahwa untuk setiap 
]1,0[∈t , fungsional tL  yang  menghubung-
kan f dengan )(tf , )(tfftL → , merupakan 
fungsional linier terbatas, dalam arti terda-
pat bilangan real c sedemikian hingga 
fctfftL ≤= )( , untuk semua  f di 
r.k.h.s, dengan ⋅  adalah norm di ruang 
Hilbert. 
Asumsikan data mengikuti model 
(1.1) dengan 2mWf ∈  dan  
iε ~ )W,(N 120 −σ . Jika model data dihu-
bungkan dengan permasalahan spline seca-
ra umum maka model (1.1) menjadi: 
niifiLiy ,...,2,1, =+= ε ,   (2.1) 
dengan iε ~ )12,0( −WN σ , ∈f H, dan 
nLL ,...,1  merupakan fungsional linier ter-
batas di H. Misalkan H  dapat didekompo-
sisi menjadi  
H = H0 ⊕  H1 , 
dimana ⊕  adalah direct sum. Estimator f  
diperoleh dengan mencari ∈f H yang me-
minimumkan 
2
1
21 Pfn
i
))it(fiy(iwn λ+∑
=
−
−
  (2.2) 
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dengan P  adalah proyeksi ortogonal f pa-
da H1 di H. Bentuk estimator f diberikan 
melalui teorema berikut. 
 
Teorema 2.1. Misalkan mφφ ,...,1  basis rua-
ng H0 dan n,...,ξξ1  basis H1. Jika P  adalah 
proyeksi ortogonal dari f ke H1 dalam H 
dan matrik mn×T  adalah matrik full rank 
yang diberikan oleh  
m
v
n
ivimn }L{ 11 ==× = φT   (2.3) 
maka fˆ , yang meminimumkan (2.2) dibe-
rikan oleh: 
∑∑
==
+=
n
i
ii
m
v
vv ,cdfˆ
11
ξφ        (2.4) 
dengan  
)'d,....,d( m1=d  
yMT'TMT' 111 −−−= )(  
)'c,....,c( n1=c                   
,))(( yMT'TMT'TIM 1111 −−−− −=  
  (2.5) 
1−+= WΣM λn , 
.n,...,,j,i},,{ ji 21=><= ξξΣ  
 
Bukti. 
Karena  f ∈  H  =  H0 ⊕  H1, maka  f selalu 
dapat ditulis menjadi  
,Hf 0dengan ∈+= dφ'c,ξ'dφ'
,H1∈cξ'  
dimana 
mmd...d φφ ++= 11dφ' , 
nncc ξξ ++= ...11cξ' . 
 
Berdasarkan teorema representasi Riesz di-
peroleh 
ΣcTd +=>< },{ fiη . (2.6) 
Karena P adalah proyeksi ortogonal dari f 
pada 1H  dan 0' H∈φ , maka 0=dφ'P . 
Sehingga diperoleh 
  
2Pf  ><= cξ'cξ' , cξξ'c'= Σcc'= .      
 (2.7) 
Substitusi (2.6) dan (2.7) ke (2.2) diperoleh 
Σc.c'ΣcTdyWΣcTdy λ+−−−−− )()'(n 1
 (2.8) 
Dengan memaksimumkan (12) diperoleh 
 c )yMT'T)M(T' T-(IM 1111 −−−−=  .                       
 (2.9) 
yMT'T)MT' d 111 −−−= ( .  (2.10) 
           ■ 
 
3. PEMILIHAN PARAMETER 
PENGHALUS 
Parameter penghalus merupakan pe-
ngontrol keseimbangan antara kesesuaian 
kurva terhadap data dan kemulusan kurva. 
Beberapa peneliti ([4],[10]) telah menun-
jukkan bahwa memasangkan parameter 
penghalus yang sangat kecil atau besar a-
kan memberikan bentuk fungsi penyele-
saian yang sangat kasar atau mulus. Dilain 
pihak diinginkan suatu bentuk estimator 
disamping mempunyai suatu derajat kemu-
lusan, juga sesuai dengan datanya. Memi-
lih parameter penghalus pada prinsipnya 
adalah sama dengan memilih titik knot op-
timal yang menghasilkan nilai GML mini-
mum [2]. Berikut diberikan metode untuk 
memilih parameter penghalus  dan parame-
ter korelasi yang optimal dengan metode 
Generalized Maximum Likelihood (GML).  
Diberikan dua buah vektor z dan w 
dengan dekomposisi sebagai berikut 
yT'
Q'
w
z








=





η
1
2
  (3.1) 
yang memenuhi mn−= IQQ' 22 ,  
mmn ×−= )(2 0TQ' , ba /=η  dan nb/2σλ =                     
Berdasarkan dekomposisi ini, akan ditentu-
kan distribusi  z dan w melalui teorema be-
rikut 
 
Teorema 3.1. Misalkan diberikan variabel 
random =y )',...,( nyy1 ,  
=f ))'(),...,(( ntftf 1  dan ε = )',...,( nεε1  
berdistribusi normal dengan mean nol dan 
mengikuti model 
εfy  += ,              
dengan  0)( =fE , fbE Σff' =)( ,  
ΣTTΣ f += 'b
a
, 0)( =εE ,  
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12)( −= Wεε' σE , dan 0)( =ε'fE . Jika 
]1,0[),( ∈ttf  mempunyai distribusi prior 
improper dengan fungsi prior  adalah 
]1,0[,)()()(
1
2/1 ∈+= ∑
−
ttXbttf m
v vv
φθ
 
dengan )',...,( 1 mθθθ = ~ N(0, aI),  a dan b 
adalah konstanta positif dan z,w mem-
punyai dekomposisi (3.1), maka untuk 
∞→a  
(i)      z  ~ N(0, 212 )( QWΣQ' −+ λnb )      
(ii)     w  ~ N(0, ))(( TT'TT'b )             
 
Bukti: 
(i)  Karena  12)var( -b WΣy f σ+= dan 
ΣTTΣ f += 'b
a
 sehingga 
var (y) )'( 1-nb WΣTT λη ++= , 
 
Sehingga berdasarkan dekomposisi (3.1) 
diperoleh 
]')[var()var( 22 Q'yQ'z =  
)( 21222 QWQ'ΣQQ' -nb λ+= , 
 
(ii)  Dari dekomposisi (3.1) diperoleh 
 
( )yT'w η1= , sehingga 
       ( ) ( )T' yT'w ηη 11 )var()var( =  
          
TWΣTT'T' )( 1-nb λη
η
++=  
untuk ∞→η diperoleh     
∞→η
lim =)var(w ))(( TT'TT'b . 
  
 
Teorema diatas memperlihatkan bahwa 
hanya z yang tergantung pada λ , sehingga 
estimasi generalized maximum likelihood 
(GML) untuk λ  dan ρ  adalah memaksi-
mumkan log likelihood berdasarkan           
z: l1( λ , ρ ,b|z) 
2),(log2
1blog
2
mn QBQ' ρλ2−−−=  
1
1
2 C)),((b2
1
+− − zQBQ'z' ρλ2  
Memaksimumkan l1 terhadap b diperoleh     
mn
b
−
=
− zQBQ'z' 122 )),((ˆ ρλ
.                    
Estimasi GML terhadap λ  dan ρ  adalah 
dengan cara maksimumkan: 
=)bˆ|,(l2 ρλ   
−
−
− bˆlog
2
mn
  
−2),(log2
1 QBQ' ρλ2  
 C2 2 +
− zQBQ'z' 12 )),((bˆ2
1 ρλ  
2
mn −
−=  
311
2
22 C])),([det(
),(log )mn/( +−−QBQ'
zQBQ'z'
ρλ
ρλ
 
 
dengan 3C  adalah suatu konstanta. Untuk 
memaksimumkan )ˆ|,(2 bl τλ  ekivalen de-
ngan meminimumkan 
=),( τλM )1/(1
22
1
22
])),([det(
)),((
n-m−
−
QBQ'
zQBQ'z'
ρλ
ρλ
 
)n-m1/(])(([det
)(
AIW
yAIWy'
−
−
=
+
 (3.2) 
dimana +det  adalah hasil kali nilai-nilai 
eigen yang tak nol. Karena  nb/2σλ =  
maka estimasi varians 2σ adalah 
2σˆ
mn
)(
−
−
=
yAIWy'
. 
 
4.  HASIL SIMULASI 
 Studi simulasi dilakukan untuk 
mengevaluasi dan membandingkan  GML 
original dan GML dengan error berkorelasi 
berdasarkan kriteria MSE minimum. Mo-
del yang dipakai dalam simulasi  adalah 
.n,...,i,)n/isin(y ii 12 =+= εpi  
dan membangkitkan error iε  dari proses 
AR(1) dengan mean 0, dan menetapkan ti-
ga ukuran sampel n = 50, 100, 150; dua va-
riansi 2σ  = 0.1, 0.3 dan tiga korelasi yaitu 
ρ  = 0.1, 0.5, 0.8. Dengan demikian akan 
terdapat 3 x 2 x 3 = 18 percobaan. Titik 
knot optimum dipilih berdasarkan nilai 
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GML minimum, selanjutnya model spline 
original dan spline dengan error berkorela-
si dihitung nilai MSE-nya untuk berbagai 
ukuran sampel, koefisien korelasi dan vari-
ansi. Fungsi spline yang digunakan adalah 
Cubic spline, yaitu 
3
14
3
3
2
210 )()(ˆ +−++++= ktttttf βββββ  
3
3
3
25 )(...)( +++ −++−+ pp ktkt ββ  
 (3.3) 
dengan 31 +pββ ,..., adalah parameter model 
dan pkk ,...,1 adalah titik-titik knot. 
 Pada simulasi dengan n = 50, ter-
dapat  enam percobaan yang berbeda, yang 
masing-masing akan dicobakan pada dua 
ukuran variansi dan tiga ukuran korelasi. 
Adapun setting pertama dari simulasi de-
ngan n = 50 adalah dengan memasang ko-
relasi sebesar 0,1 dan variansi sebesar 0.1. 
Pada semua replikasi, seluruh nilai MSE  
spline error berkorelasi  lebih kecil daripa-
da MSE spline original. Ini menunjukkan 
bahwa spline error berkorelasi memiliki 
kualitas yang lebih baik daripada spline 
original. Rata-rata semua nilai MSE pada 
simulasi untuk n = 50 dengan berbagai 
korelasi dan variansi diberikan pada Tabel 
1. Terlihat dari Tabel 1, dari sebanyak 
duapuluh lima replikasi yang dilakukan, 
diperoleh rata-rata MSE spline original se-
besar 0.0087 yang lebih besar dari rata-rata 
spline dengan error berkorelasi 0.0009. 
Gambar 1 berikut  adalah histogram rata-
rata MSE untuk n = 50. 
 Gambar 1 memperlihatkan, dengan 
meningkatnya variansi menyebabkan MSE 
untuk kedua model spline semakin besar 
dan jika koefisien korelasi meningkat, ma-
ka selisih MSE kedua model spline sema-
kin besar. Ini menunjukkan bahwa, apabila 
koefisien korelasi besar maka pendekatan 
spline dengan error berkorelasi akan meng-
 
 
Tabel 1. Rata-rata nilai MSE untuk n = 50 dengan berbagai korelasi dan variansi 
ρ  2σ  Spline Original 
Spline dengan Error 
Berkorelasi 
MSE MSE 
0.1 0.1 0.0087 0.0009 0.3 0.0899 0.0652 
0.5 0.1 0.0084 0.0012 0.3 0.0804 0.0336 
0.8 0.1 0.0097 0.0021 0.3 0.0817 0.0244 
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Gambar 1. Histogram rata-rata MSE untuk n = 50 
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hasilkan model yang lebih baik. Plot data 
simulasi untuk  n = 50, ρ  = 0.8  dan 
=
2σ 0.3  beserta kurva estimasi spline de-
ngan error berkorelasi dan spline original 
diberikan pada Gambar 2.  
 Berdasarkan hasil uji signifikansi 
model dan parameter yang meliputi pengu-
jian hipotesis, analisis residual dan analisis 
variansi untuk spline error berkorelasi dan 
spline original maka diperoleh model pen-
dekatan 
 
+−+−= 2t0132.0t2686.06796.0)t(fˆ  
−−+ +
33 )39t(0135.0t0001.0  
3)40t(0222.0 +−  
 
 
Gambar 2. Plot data simulasi (titik-titik), 
kurva pendekatan spline error 
berkorelasi (kurva solid) dan 
kurva pendekatan spline origi-
nal (kurva putus-putus) untuk n 
= 50, ρ  = 0.8 dan =2σ 0.3 
 
dengan nilai MSE sebesar 0.1098. Sedang-
kan model kurva pendekatan  spline de-
ngan error berkorelasi adalah: 
−−+−= +
33 )21t(007.0t0002.0)t(fˆ  
3)45t(0121.0 +−  
dengan nilai MSE untuk model ini adalah 
sebesar 0.0321. Berdasarkan nilai MSE, 
diperoleh kesimpulan bahwa model spline 
dengan error berkorelasi memiliki kualitas 
yang lebih baik. 
 Pada simulasi selanjutnya, dicoba-
kan pada  n = 100  dengan dua macam va-
riansi dan tiga koefisien korelasi. Hasil da-
ri semua simulasi untuk n = 100, ρ  = 0.5 
dan =2σ 0.1 dapat dilihat pada Tabel 2 
(Lampiran). Nilai MSE pada spline dengan 
error berkorelasi seluruhnya lebih kecil 
daripada nilai MSE model spline original. 
Perbedaan rata-rata dua nilai MSE ini 
sangat kecil, ini disebabkan karena koefi-
sien korelasi yang diambil sangat kecil. Se-
lanjutnya dipasang variansi 0.3. Pemasa-
ngan variansi ini menyebabkan membesar-
nya nilai MSE dari kedua model spline. 
Percobaan terakhir dari simulasi dengan n 
= 100 adalah dengan memasang korelasi = 
0.8 dan variansi = 0.3. Plot hasil simulasi 
pada percobaan ini dapat dilihat pada 
Gambar 3.  
 
 
Gambar 3. Plot data simulasi untuk n =100,  
 ρ  = 0.8  dan 2σ  = 0.3 
 
Data asal (titik-titik), estimasi spline de-
ngan error berkorelasi (kurva solid), esti-
masi spline original(kurva titk-titik). 
 Berdasarkan hasil uji signifikansi 
model dan koefisien regresi untuk spline  
original diperoleh model pendekatan: 
−+−= 2t06641.0t5687.01647.1)t(fˆ  
 −−+ +
33 )17t(0120.0t0019.0  
 
3)18t(0101.0 +−  
dengan nilai MSE untuk model ini adalah 
0.2627.   
Sedangkan untuk spline dengan error ber-
korelasi diperoleh model pendekatan: 
+−+= 2t0011.0t0254.001603)t(fˆ  
 +−− +
33 )46t(0002.0t0010.0  
 
3)44t(0002.0 +−  
dengan nilai MSE sebesar 0.1210. Terlihat 
dari nilai MSE, bahwa model pendekatan 
spline dengan error berkorelasi lebih baik 
daripada model spline original. 
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Gambar 4. Plot data simulasi (titik-titik),  
Estimasi dengan spline origi-
nal (kurva putus-putus), esti-
masi dengan spline terbobot 
(kurva solid) 
 
 Pada bagian simulasi berikutnya di-
cobakan pada n = 150 dengan dua macam 
variansi dan tiga macam korelasi. Selanjut-
nya akan ditampilkan uji signifikansi mo-
del dan parameter untuk n= 150, 8.0=ρ  
dan 3.02 =σ . Plot data simulasi beserta 
kurva pendekatan spline dengan error ber-
korelasi dan spline original bisa diberikan 
pada Gambar 4. 
 Berdasarkan hasil uji signifikansi 
model parameter, diberikan model pende-
katan kurva regresi spline original adalah: 
+−+−= 2t0023.0t1204.04950.0)t(fˆ  
 −−+ +
33 )129t(0047.0t001.0  
 
3)128t(0042.0 +−  , 
dengan MSE sebesar 0.2213. Sedangkan 
model pendekatan kurva regresi dengan 
spline error berkorelasi  adalah: 
+−+−= 2t0013.0t0804.01452.0)t(f  
 −−+ +
33 )74t(0567.0t0182.0  
 
3)110t(0883.0 +−  . 
dengan nilai MSE untuk model ini adalah 
0.1331. 
 Dari hasil keseluruhan simulasi di-
peroleh kesimpulan bahwa model spline 
dengan error berkorelasi lebih baik daripa-
da model spline original untuk kasus data 
yang memiliki korelasi antar error, karena 
semua nilai MSE untuk model spline de-
ngan error berkorelasi lebih kecil daripada 
spline original. 
 
5. APLIKASI 
 Pada bagian ini, diberikan penera-
pan model spline dengan error berkorelasi 
pada konsentrasi dari suatu proses kimia. 
Data ini memuat 197 pengukuran yang di-
catat setiap dua jam (Box and Jenkins, 
1994). Permasalahan yang muncul adalah 
bagaimana menentukan estimasi untuk mo-
del data tersebut. Untuk mengestimasi kur-
va regresi pada data konsentrasi kimia di-
gunakan cubic spline. Estimasi  kurva reg-
resi pada data ini digunakan cubic spline.  
 [3] dan [12] telah menggunakan da-
ta ini untuk mengestimasi parameter peng-
halus dan parameter korelasi. Dari hasil 
yang diperoleh oleh [12] didapatkan error 
yang mengikuti model AR(1) dengan nilai 
parameter korelasi sebesar 0.305 dan vari-
ansi sebesar 0.098. Pada penelitian ini 
menggunakan hasil estimasi parameter ya-
ng diperoleh oleh [12]. 
 
 
Gambar 5. Plot data  konsentrasi kimia  
 yang dicatat setiap dua jam 
 
 Pertama digunakan pendekatan 
spline original tanpa mempertimbangkan 
adanya korelasi antar error. Pemilihan titik 
knot optimal didasarkan pada kriteria 
GML minimum.  Dengan metode GML di-
peroleh titik knot optimal  pada t = 125 dan 
t = 1 dengan nilai GML minimum 6.9143. 
Hasil uji signifikansi model dan koefisien 
regresi memberikan model kurva pendeka-
tan untuk spline original adalah 
+−+= 2t1649.2t1876.22171.16)t(fˆ  
33 )1t(7215.0)125t(7215.0 ++ −−−  
dengan nilai MSE sebesar 0.1093.  
 Selanjutnya, karena errornya saling 
berkorelasi dan mengikuti model AR(1), 
Nalim, I Nyoman Budiantara dan Kartika Fitriasari (Model Spline dengan Error Berkorelasi) 
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maka dilakukan pendekatan spline dengan 
menggunakan bobot (Wang,1998). Matriks 
pembobot yang digunakan adalah matriks 
kovarian dari AR(1). Berdasarkan hasil uji 
signifikansi model dan koefisien regresi 
diperoleh model pendekatan spline dengan 
error berkorelasi, yaitu 
+−+= 2t2596.2t3394.26638.15)t(f  
333 )1t(7435.0)57t(03.0t7526.0 ++ −−−+ , 
dengan nilai MSE sebesar 0.0125. Berda-
sarkan tingkat signifikansi 5% diperoleh 
kesimpulan bahwa model spline dengan 
menggunakan bobot lebih baik dibanding-
kan  spline original jika ditinjau dari nilai 
MSE.  Plot data konsentrasi kimia beserta 
model pendekatan spline original dan spli-
ne dengan error berkorelasi diberikan pada 
Gambar 6. 
 Dari plot tersebut (gambar 6), 
terlihat bahwa model pendekatan spline 
dengan error berkorelasi lebih sesuai untuk 
mengestimasi kurva regresi pada data ini. 
Ini juga terbukti dengan lebih kecilnya 
nilai MSE spline dengan error berkorelasi 
daripada MSE spline original. 
 
 
Gambar 6. Plot data konsentrasi kimia, 
kurva estimasi model spline 
dengan error berkorelasi (kurva 
solid), kurva estimasi spline 
original (kurva putus-putus) 
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Tabel 2. Hasil simulasi untuk  n = 100, ρ  = 0.5 dan =2σ 0.1 
Replikasi Original Spline Correlated Error Spline Knot1 Knot2 GML MSE Knot1 Knot2 GML MSE 
1 32 11 0.4309 0.0098 11 30 0.0645 0.0015 
2 37 12 0.3457 0.0079 37 12 0.0435 0.001 
3 5 41 0.4295 0.0098 34 5 0.0614 0.0014 
4 17 41 0.3197 0.0073 16 41 0.0358 0.0008 
5 37 16 0.4375 0.0099 36 16 0.0509 0.0012 
6 35 34 0.289 0.0066 34 35 0.0381 0.0009 
7 14 40 0.504 0.0115 14 41 0.0615 0.0014 
8 18 34 0.4753 0.0108 18 34 0.0582 0.0013 
9 40 12 0.5142 0.0117 39 11 0.0631 0.0014 
10 32 12 0.3829 0.0087 31 11 0.0414 0.0009 
11 36 37 0.3617 0.0082 36 37 0.0554 0.0013 
12 7 29 0.4984 0.0113 29 7 0.06 0.0014 
13 28 27 0.5078 0.0115 26 28 0.0674 0.0015 
14 16 17 0.3476 0.0079 17 15 0.0481 0.0011 
15 38 10 0.4491 0.0102 9 38 0.0691 0.0016 
16 9 45 0.3439 0.0078 9 45 0.0477 0.0011 
17 34 10 0.5342 0.0121 9 34 0.0856 0.0019 
18 27 28 0.4223 0.0096 29 27 0.0378 0.0009 
19 15 34 0.4446 0.0101 35 15 0.0575 0.0013 
20 35 33 0.5584 0.0127 13 40 0.087 0.002 
21 18 19 0.3592 0.0082 18 20 0.043 0.001 
22 14 29 0.2744 0.0062 14 28 0.0341 0.0008 
23 32 33 0.3484 0.0079 32 33 0.0498 0.0011 
24 25 31 0.442 0.01 25 32 0.0544 0.0012 
25 32 15 0.3747 0.0085 31 15 0.0473 0.0011 
 
