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機械制御への応用 
 要  旨 
脳は生命活動に必要不可欠な器官でありながらも，その機構について多くの未知が残る器官で
ある．その解明の為に数値シミュレーションを利用することは有効だが，その為には脳のモデル
化のために多くの情報が必要となる．小脳についてはその機能と構造についての文献が多く，例
えば小脳は身体の運動制御を行い，学習機能を有していると言われ，神経回路のネットワークに
ついても詳細が判明している．従ってそのデータに基づいて数理モデルを組み立て，数値計算を
行うことで，計算機上に人工小脳を作成することができる． 
人工の脳が必要とされる最たる理由として，動物に負担をかけてしまう動物実験を，人工脳を
用いた実験に置き換える事が挙げられる．置き換えに堪える人工脳を開発する為には，脳を構成
するニューロン数やシナプス数，更にはそれぞれのニューロンがどの様に結合しているかといっ
た回路構造を緻密に再現し，実時間で動作させる必要がある．しかしながら実在の動物の脳は，
例えばヒトでは約 1 千億個のニューロンから構成されていると言われており，実時間で動作する
人工小脳を構築するためには莫大な計算資源が必要である為，スパコン等に実装されてきた． 
アクセラレータの 1種である PEZY-SCの後継モデルである，PEZY-SC2 を使用したスーパー
コンピュータ“Gyoukou”が海洋研究開発機構に設置されて利用可能になったことを受けて，本
研究ではネコスケール小脳モデルの PEZY-SC2 向けの最適化とスケールアップを兼ねた移植作
業を行った．Gyoukou の持つ 10,000 個のプロセッサの内，7,920 個のプロセッサを使用して約
80億ニューロンからなる人工小脳を構築し，眼球の単純反射運動のシミュレーションを行い，正
しく学習を行える様子を確認した．この数字はサル 2 匹分の小脳が持つニューロン数と同等であ
るので，我々は今回構築したモデルを，サルスケール人工小脳と呼んでいる．さらに，構築した
人工小脳が，単純な眼球の反射運動だけでなく，より複雑な運動制御も行えることを確認するた
めに，多関節ロボットアームの制御とハンドロボットの制御を行った．小脳回路と同じ計算能力
を持ち，小脳回路に構造が近しい Echo State Network(ESN) を用いて制御を行えることを確認
し，人工小脳で運動制御を行うことができることを示した． 
これらの結果は，構築した人工小脳を実際の運動制御に利用できることを示唆し，将来的には，
事故等で小脳を損傷してしまった患者の運動制御を，人工小脳で補助することなどに応用される
と期待される． 
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第 I部
はじめに
脳はその機構について，未だに多くの未知が残る部位である．特に大脳と呼ばれる部分については，後頭葉
や前頭前皮質などの領域分けと大まかな役割などは判明していても，実際にどのような機構によってその役割
が果たされているかといったことについては，詳しいことは分かっていない．しかしながら小脳については，
その機能と構造についての文献が多く，大脳に比べると分かっていることが多い．小脳は身体の運動制御を
行い，学習機能を有していると言われ，神経回路のネットワークについても詳細が判明している．従ってそ
のデータに基づいて数理モデルを組み立て数値計算を行うことで，計算機上に人工小脳を作成することがで
きる．
人工の脳が必要とされる最たる理由として，動物に負担をかけてしまう動物実験を，人工脳を用いた実験に
置き換える事が挙げられる．置き換えに堪える人工脳を開発する為には，実在の動物の脳が持つニューロン
数やシナプス数，さらにはそれぞれのニューロンがどの様に結合しているかといった回路構造を緻密に再現
し，実時間で動作する必要がある．ここで実時間で動作するという意味は，1秒間の活動のシミュレーション
が 1秒以内に完了するという意味である．この条件が必要とされる理由は，もし 1秒間の活動が 1秒以上か
かったとするならば，実際の動物を用いた時よりも時間がかかることになってしまうからである．しかしなが
ら実在の動物の脳は，例えばヒトでは約 1千億個のニューロンから構成されていると言われており，実時間で
動作する人工小脳を構築するためには莫大な計算資源が必要であり，計算機の性能向上が必要不可欠である．
従って，これまで構築されてきた人工小脳は，高性能計算が可能な Graphics Processing Unit (GPU)の様な
アクセラレータや，スーパーコンピュータ上に実装されてきた．しかしながらその規模は未だにヒト規模に
は至っておらず，本研究以前で大規模なものは，PEZY Computing/ExaScaler社製のスーパーコンピュータ
\Shoubu"上に実装されたネコスケール人工小脳であった．
スーパーコンピュータ \Shoubu" に使用されていたプロセッサである PEZY-SC の後継モデルである，
PEZY-SC2 を使用したスーパーコンピュータ \Gyoukou" が海洋研究開発機構 (JAMSTEC) の地球シミュ
レータ棟に設置されて利用可能になったことを受けて，本研究ではネコスケール小脳モデルの PEZY-SC2向
けの最適化とスケールアップを兼ねた移植作業に取り組んだ．プロセッサの性能の向上もあり，ネコスケール
人工小脳と比較して 2:65 倍の性能向上が見られた．また，\Gyoukou"の持つ 10,000 個の PEZY-SC2 プロ
セッサの内，7,920個のプロセッサを使用して約 80億ニューロンからなる人工小脳を構築し，眼球の単純反
射である視機性眼球運動のゲイン適応シミュレーションを行い，正しく学習を行える様子を確認した．80億
という数字はおよそマカクサル 2匹分の小脳が持つニューロン数と同等であるので，我々は今回構築した小脳
モデルを，サルスケール人工小脳と呼んでいる．
さらに，構築した人工小脳が，単純な眼球の反射運動だけでなく，より複雑な運動制御も行えることを確認
するために，多関節ロボットアームの制御とハンドロボットの制御を行った．小脳回路と同じ計算能力を持つ
Recurrent Neural Network (RNN) の一種である，Long-Short Term Memory (LSTM) と呼ばれるニュー
ラルネットワークを用いて同様な制御を行った研究を参考に，LSTM よりも小脳回路に構造が近しい Echo
State Network (ESN)を用いて制御を試みた．結果，ESNを用いても同様の制御を行えることを確認し，小
脳回路で機械制御を行うまでの筋道を立てた．将来的に人工小脳でも機械制御を行えれば，山﨑研究室で開発
している人工小脳には実際の小脳と同じ様に運動制御や運動学習を行なう能力があることが保証され，小脳損
傷患者などの運動制御のサポートや，損傷部分の完全な置き換えに人工小脳を用いることができることを示唆
4
する．
今後の方針としては，現在のシミュレーションプログラムにはまだ最適化の余地が残っているので，それを
行なう．Gyoukou上に実装された小脳モデルにより複雑なタスクを行わせるためには，シナプスに別のダイ
ナミクスを新たに実装する必要があるので，それを実装する．PEZY-SC2の次世代モデルである PEZY-SC3
を用いたスーパーコンピュータがリリースされた暁には，PEZY-SC3向けに再度最適化して移植し，さらな
るスケールアップとしてヒトスケール人工小脳の構築等が考えられる．
本論文の構成は以下の通りである．第 II 部 1 節では基礎的な知識として，神経細胞の構造や電気的性質，
単一細胞の数理モデルについて記した．第 II部 2節では，小脳の構造や機能について記した．また，研究で
はスーパーコンピュータ \Shoubu"を使用することから，第 II部 3節では並列計算の一般的な手法について
記した．第 II部 4節では，スーパーコンピュータ \Gyoukou"の構成や，使用されているプロセッサである
PEZY-SC2のアーキテクチャについて記した．第 II部 5節には，現在実装されている人工小脳について記し
た．第 II部 6節には，多関節ロボットアームの制御を考える際に必要となる知識や，ESNについて記した．
その後の第 III部に，これらの知識に基づいて行った研究内容を記した．
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第 II部
学習内容
1 脳と神経細胞
この節では脳を構成する神経細胞とその基本的な機能，及び数理モデルについて説明する．
1.1 脳
脳は，多くの生命が有している生命活動に必要不可欠な器官である．私達が普段，歩いたり友人と会話をし
たり，あるいはこうして論文を執筆したりできるのも，脳の活動によるものである．この様に重要な器官であ
りながらも，未だに多くの事が解明されていない器官であり，分かっている事は，ニューロンとも呼ばれる神
経細胞が複雑に結合してネットワークを構築しており，ニューロン同士がスパイクと呼ばれる電気パルスを相
互に送受して，先に述べた高度な情報処理を行っているという事である [1]．
また，脳には図 1に示すように，大きく分けて大脳と小脳の 2つの部位がある．大脳では主に高次の情報処
図 1 ヒトの脳の模式図
理を行っていると言われており，さらに幾つかの領野に分けられ，視覚情報を処理する領野や，聴覚情報を処
理する領野，運動を計画する領野等があることが分かっている．どの様なニューロンが存在していて，それら
がどの様に繋がってネットワークを構成しているのかは徐々に判明してきているが，それぞれの活動によって
どの様に高次の情報処理が行われているのか，詳しいことはよく分かっていない．小脳では主に運動制御や運
動学習が行われていることが分かっており，また，古くから研究されてきた部位で，小脳を構成する細胞の種
類やその特性，どの様な回路が構築されているかといったことが非常に良く調べられている [2]
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1.2 神経細胞
神経細胞は，様々な入力への応答として電気信号を作り，他の細胞へ伝達することに特化した細胞であ
る [3]．神経細胞の模式図を図 2に示す．
図 2 神経細胞の模式図 (a)核 (b)樹状突起 (c)軸索 (d)シナプス
神経細胞において重要な特徴は以下の４つである．
(a) 核
(b) 樹状突起
(c) 軸索
(d) シナプス
核及び細胞体は神経細胞の主要部分である．神経細胞の表面にはイオンチャネルと言う小孔が存在しており，
この孔を通じて神経細胞の内外でイオンのやり取りを行っている．このイオンのやり取りによって，細胞の内
外で電位差が生じる．この電位差のことを膜電位という．
樹状突起は他の神経細胞からの信号を受け取る部位である．他の多くの神経細胞からの入力を受け取るため
に，その名の通り入り組んだ枝状の構造をしている．平均で樹状突起の長さ 1m当たりに 2つのシナプスか
らの入力を受け取ることができる．
軸索は神経細胞の出力を他の細胞へ伝達する部位であり，その末端にはシナプスを形成する．神経細胞が生
成した信号は軸索を通じて他の神経細胞へ伝達される．軸索は途中で枝分かれするなどして複数の神経細胞に
対して信号を伝えることもある．
シナプスは先に述べたとおり，軸索の末端において形成される部位である．シナプスにおいて，信号を発し
た神経細胞 (シナプス前細胞と言う)の軸索と，信号を受信する側の神経細胞 (シナプス後細胞と言う)の樹状
突起の間には隙間が存在し，この隙間のことをシナプス間隙という．軸索を通じて伝達されてきた信号がシナ
プスまで到達すると，シナプスにおけるイオンチャネルが開き，それによってカルシウムイオンが流入し，神
経伝達物質の放出を引き起こす．神経伝達物質はシナプス間隙を渡ってシナプス後神経細胞の受容体と結合
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し，イオン伝導チャネルを開かせることで，信号を伝達する．シナプスはイオンの流れの性質に応じて，興奮
性のものと抑制性のものとに分けられる．
1.3 刺激と応答
多くの神経細胞はそれぞれ，ある刺激に対して選択的に応答する．応答信号は膜電位の変化として表れ，そ
の膜電位のことを活動電位またはスパイクと言う．スパイクが発生することを発火するとも言う [3]．
刺激に対する神経細胞の応答は常に同じではなく，同じ刺激を与えてもそれぞれの刺激ごとに応答は変化す
る．従ってある神経細胞がある刺激に対して選択的であるかどうかを調べる際には，発火率というものを考え
ることが多い．
1.3.1 膜電位
神経細胞は，その表面に存在するイオンチャネルやイオンポンプによってイオンを細胞の内外でやり取り
し，それによって生じた神経細胞内外における電位差によって，神経細胞の細胞膜表面には膜電位が生じ
る [3]．イオンチャネルによってやり取りされるイオンは主に，ナトリウムイオン，カリウムイオン，カルシ
ウムイオン，塩化物イオンである．
活動電位が発生していない時に神経細胞に維持される膜電位は，神経細胞を取り巻く液体の電位を基準とし
て約  70mV であり，この膜電位を静止電位と言う．また，この状態を分極されたと言う．細胞膜上にある
イオンポンプはこの膜電位を保持しようとして，細胞内外のイオンの濃度の差 (濃度勾配と言う)を一定に保
つようにイオンのやり取りを行う．例えば，神経細胞の内側ではナトリウムイオンの濃度が増加し，外側では
カリウムイオンの濃度が増加すると，それぞれのイオンは互いに流入，流出し，濃度勾配を保とうとする．正
の電荷を帯びたイオンが細胞から流出すると膜電位は負に傾き，この過程を過分極と言う．逆に正の電荷を帯
びたイオンが細胞へ流入すると膜電位は正に傾き，この過程を脱分極と言う．
十分に脱分極されたある神経細胞の膜電位がある閾値を超えると，フィードバック効果によって膜電位が急
上昇する．この電位を活動電位と言う．活動電位は約 1msだけ発生し，電位は約 100mV程度変動する．活
動電位の発生は直近の活動電位の発生状況にも依存する．活動電位が発生したあとの数ミリ秒の間，神経細胞
はスパイクを全く出せなくなる．この期間のことを絶対不応期と言う．また，絶対不応期に続く数十ミリ秒の
期間のことを相対不応期と言い，この期間では神経細胞は，スパイクを生成しづらくなる．閾値未満の電位の
変動では減衰してしまったり，軸索上を 1mmかそれ未満しか伝播できなかったりするのに対して，活動電位
では軸索に沿って長い距離を迅速にかつ，減衰の影響を少なく伝播させることができる．
1.3.2 発火率
活動電位はそれらが発生するタイミングで情報を伝える [3]．活動電位の波形は様々な形を取ることができ
るが，活動電位の短い時間幅を無視すると，それぞれのスパイクはデルタ関数として単純に特徴付けることが
できる．従って，ある刺激に対する神経細胞の活動電位のシーケンスは，それぞれのスパイクの発生した時間
のリストとデルタ関数によって次のような関数で表すことができる．
(t) =
nX
i=1
(t  ti) (1)
ti はそれぞれのスパイクが発生した時間を表しており，シーケンスが記録された時間が T で，n個のスパイク
が記録されたとすると，0  ti  T で i = 1; 2; : : : ; nである．これらを用いて表された式 (1)を，神経細胞応
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答関数と言う．
活動電位のシーケンスは試行ごとに変化するので，神経細胞の応答は一般的に統計学的または確率論的に論
じられる．例えば，ある刺激に対して特有なスパイクシーケンスが生成されるかどうかよりも，一定時間中に
どれぐらいの数のスパイクが生成されたかという発火率によって特徴づけられる．試行時間中に現れた活動電
位の数を，試行時間で割ることで得られる数値をスパイクカウントレートと呼び，以下の式で計算される．
r =
n
T
=
1
T
Z T
0
() d (2)
式 (2) で決定されるスパイクカウントレート r は，その試行全体における神経細胞応答関数の時間平均であ
る．スパイクカウントレートは，その試行中の応答の変動についてすべての時間分解能を失うが，単一の試行
から決定することができる．
一方でやはり，試行中におけるある時点での応答の変動を知りたい場合もある．その場合に用いられる発火
率を時間依存の発火率と言い，通常，発火率と表現した場合はこの時間依存の発火率のことを指す．時間依存
の発火率は，ある小さな時間区間 tを考え，その区間中に発生したスパイクの数を tで割ることで定義さ
れる．発生したスパイクの数は，試行で平均化された神経細胞応答関数によって決定される．以上より，時間
依存の発火率 r(t)は以下の式で計算される．
r(t) =
1
t
Z t+t
t
h()i d (3)
山括弧でくくられた量は，その量について試行で平均化したものを示し，試行平均は同じ刺激を使った試行全
体での合計を，試行回数で割ることで得られる．また，tを十分小さく取って計算される r(t)は，ある時間
tにおいて 1つのスパイクが発生する試行の割合も示すので，r(t)tは，時間 t付近においてスパイクが発生
する確率も示す．
最後に，スパイクカウントレート rについて試行平均を取ったものを，平均発火率と言う．平均発火率は以
下の式で計算される．
hri = hni
T
=
1
T
Z T
0
h()i d = 1
T
Z T
0
r(t) dt (4)
1.4 神経細胞の電気的性質
神経細胞も他の細胞と同様に，その内外には莫大な種類と数のイオンと分子が存在している．これらのイオ
ンや分子は正か負かどちらかの電荷を運び，これに対して細胞膜は，このようなイオンや分子を通さない，厚
さ 3～4nm程度の脂質二重層となっている．このような特徴が細胞膜の内側と外側で電荷を分けるので，細胞
膜はコンデンサとして振る舞う．このように細胞膜は絶縁体であるが，細胞膜の表面に存在しているイオン
チャネルが細胞膜の抵抗率を大幅に下げ，コンダクタンスを上昇させる [3]．
1.4.1 膜の電気容量と抵抗値
一般的に神経細胞の細胞膜の内側では負の電荷が多く，それと釣り合うように外側では正の電荷が分布して
いる [3]．細胞膜の静電容量 (以下，膜容量と表す)を Cm，電圧を V とすると，この時の電荷量は Q = CmV
で定められる．膜容量は細胞の表面積の大きさに比例するので，単位面積あたりの膜容量を cm，膜の表面積を
Aとすると，Cm = cmAと表される．神経細胞は様々な大きさのものが存在するため，膜容量の大きさは一定
ではないが，単位面積あたりの膜容量は同じ全ての神経細胞について，cm  10nF=mm2 程度に近似される．
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細胞膜の抵抗は膜抵抗と呼ばれ，その逆数は膜コンダクタンスである．これは単位面積あたりの値について
も同様であり，単位面積あたりの膜抵抗を rmとすると，単位面積あたりの膜コンダクタンス gmは gm = 1=rm
である．膜コンダクタンスは神経細胞の表面積の大きさに比例し，従って逆に膜抵抗は神経細胞の表面積の大
きさに反比例する．単位面積あたりの膜抵抗の値は膜容量と違って神経細胞毎に異なっており，イオンチャネ
ルの数やタイプ，膜電位など様々な条件によって決まる．
膜抵抗Rmと膜容量 Cmの積RmCmは膜時定数 mと呼ばれ，膜電位の変化に対する時間スケールを決定す
る．ここで膜抵抗 Rm は膜の表面積の大きさに反比例し，膜容量 Cm は膜の表面積の大きさに比例するので，
膜時定数 m は膜の表面積の大きさに依存せず，単位面積あたりの膜抵抗と膜容量の積に等しく，m = rmcm
とも表される．
1.4.2 平衡電位と反転電位
細胞の外側と内側との間の電位差は，イオンを移動させる力を生成する．細胞の内外に存在しているイオン
は，細胞膜上のイオンチャネルを通って細胞膜を通過する．イオンが移動すると電流が発生するが，イオンが
外側へと移動する量と内側へ移動する量とが釣り合い，神経細胞に見かけ上電流が発生しなくなった電位を，
平衡電位という [3]．
ある 1 つのタイプのイオンを通過させるチャネルに対する平衡電位の式として，Nernst の式が存在する．
細胞の内側におけるイオン濃度を [inside]，外側におけるイオン濃度を [outside]，q を電気素量とした時にイ
オンの電荷が zq，1molのイオンを移動させるのに必要な電位差を VT とそれぞれ定義すると，平衡電位 E は
Nernstの式によって以下のように表される．
E =
VT
z
ln

[outside]
[inside]

(5)
式 (5)を用いて神経細胞の主立ったイオンについての平衡電位を計算すると，カリウムイオンの平衡電位は一
般的に  70～  90mV，ナトリウムイオンの平衡電位は約 50mV，カルシウムイオンの平衡電位は約 150mV，
塩化物イオンの平衡電位は－ 60～－ 65mVである．
Nernstの式 (5)は，チャネルがある 1つのタイプのみの通過を許す場合にのみ用いることができる．しか
し，幾つかのチャネルは選択的ではないものもあり，このようなチャネルに対する平衡電位 E は式 (5)から
は決定できない．その代わりに，それぞれのイオンにおける個別の平衡電位の中間値を取ることにする．この
電位を境目にしてチャネルを通る電流の向きが切り替わることから，この電位を反転電位と呼ぶ．反転電位を
E，神経細胞の膜電位を V とすると，V > E の時は外側に向かって電流が流れ，V < E の時は内側に向かっ
て電流が流れる．ナトリウムイオンとカルシウムイオンのコンダクタンスは正の反転電位を持つので，これら
のイオンは神経細胞を脱分極する傾向にあり，反対にカリウムイオンのコンダクタンスは負の反転電位を持つ
ので，神経細胞を過分極するする傾向にある．塩化物イオンの反転電位は静止電位に近いことから，僅かな電
流を通す働きがある．
シナプスのコンダクタンスも反転電位によって特徴づけられる．活動電位生成のための閾値未満の反転電位
を持つシナプスは抑制性シナプスであり，閾値より大きい反転電位を持つシナプスは興奮性シナプスである．
1.4.3 膜電流
イオンチャネルを通って膜に流れる電流の合計を，神経細胞の膜電流と言う [3]．慣例により，膜電流は外
側から内側へ流れる向きを正，内側から外側へ流れる向きを負と定義される．膜電流は，神経細胞の細胞膜上
の異なるタイプすべてのチャネルについての電流の総和によって決定される．あるタイプ i のチャネルにつ
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いて，反転電位を Ei，単位面積あたりのコンダクタンスを gi とする．このチャネルの通す電流は，膜電位が
V = Ei を満たす時に 0となるので，このチャネルの通す電流は gi(V   Ei)と表される．膜電流は全てのタ
イプについての電流の総和であるので，単位面積あたりの膜電流 im は以下の式で表される．
im =
X
i
gi(V   Ei) (6)
神経細胞内外の濃度勾配を維持するために稼働しているイオンポンプによって運ばれる電流はリーク電流と
呼ばれる．通常，膜コンダクタンスは膜電位の変化とともに時間で変化しているので定数ではないが，イオン
ポンプは比較的安定して動作するので，生成される電流は時間から独立した膜コンダクタンスによるものとし
て良い．このコンダクタンスをリークコンダクタンス gL とし，定数として扱うことにする．リークの反転電
位を EL とすると，リーク電流 iL は gL(V   EL)と表される．
1.5 Integrate-and-Fireモデル
神経細胞の空間形状などを考慮せず，1つの変数 V によって神経細胞の膜電位を説明するモデルを，シング
ルコンパートメントモデルと呼ぶ [3]．シングルコンパートメントモデルの方程式の出発点となる式は，電荷
と電圧と静電容量の関係式である CV = Qの両辺を時間で微分した，以下の式である．
Cm
dV
dt
=
dQ
dt
(7)
式 (7)の右辺である電荷の時間微分は電流を意味するので，ここでは神経細胞における膜電流のことを示して
いる．この式 (7)に，外部からの刺激として電極などを用いて入力される電極電流 Ie の項を加え，両辺を神
経細胞の表面積 Aで割ると，以下の式が導かれる．
cm
dV
dt
= im +
Ie
A
(8)
慣例により，電極を通り注入される電流は内向きを正とし，膜電流は外向きを正とすることから，慣例に合う
ように式 (8)の符号を合わせると，シングルコンパートメントモデルの基本的な式が以下のように導かれる．
cm
dV
dt
=  im + Ie
A
(9)
1.3.1章で述べたように，神経細胞は一般的にある閾値に達した時，1つの活動電位を発火する．Integrate-
and-Fireモデル (以下 IFモデルと表す)はその原理に従って，膜電位がある閾値 Vth に到達した時に活動電
位を発火するように設計されたモデル神経細胞である．IFモデルは活動電位を発火した後，設定された静止
電位 Vreset にリセットされる．
基本的な IFモデルは 1907年に提唱されており，非常に単純なモデルであるにもかかわらず，依然として
神経細胞の活動を説明するのには極めて有用である．IFモデルは，数多く存在する神経細胞のチャネルをど
の程度モデル化するかによってモデルの正確さのレベルが変わる．最も単純なモデルは，シナプスの入力を含
む全てのチャネルの膜コンダクタンスを無視し，膜電流は 1.4.3節で述べたリーク電流のみとしてモデリング
したものである．このタイプの IFモデルの膜電位の式は，式 (9)の膜電流の項に，im = gL(V  EL)を代入
し，以下のように表される．
cm
dV
dt
=  gL(V   EL) + Ie
A
(10)
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式 (10)に単位面積あたりの膜抵抗 rm = 1=gL を両辺に掛けることで，別の形式で表すことができる．式変形
の際には cmrm = m と rm=A = Rm を用いる．m は神経細胞の膜時定数，Rm は神経細胞の膜抵抗である．
式 (10)の別の形式は以下のように表される．
m
dV
dt
= EL   V +RmIe (11)
式 (11)において Ie = 0である時，膜電位は時定数 m の指数関数的に EL に収束するので，EL はリークコ
ンダクタンスの反転電位であると同時に，このタイプの IFモデル神経細胞の静止電位でもある．
1.6 電圧依存のコンダクタンス
神経細胞における数多くのチャネルが互いに独立に変動するならば，大数の法則により，任意の時間で開い
ているチャネル数の割合は，その時点であるチャネルが開いている確率とすることができる [3]．この原理を
用いて電圧依存のチャネルのモデルを考える．あるタイプ iのイオンチャネルの単位面積あたりのコンダクタ
ンスを gi とする．ある時点での gi の値は，gi の最大値とその時点で開いていたチャネルの割合との積で表
される．gi の最大値 gi は，開いたチャネルのコンダクタンスとチャネルの密度の積によって決まる．開いた
チャネルの割合は上で述べたようにあるチャネルが開いている確率とすることができ，その値を Pi とすると，
gi = giPi である．電圧依存なチャネルにおいて，チャネルの開く確率は神経細胞の膜電位に依存するので，
この Pi について電圧を絡めたダイナミクスを考えることで，それぞれのタイプのチャネルの電圧依存のコン
ダクタンスをモデリングしていく．
1.6.1 カリウムイオンコンダクタンス
カリウムイオンのチャネルは電圧依存のチャネルで，活動電位生成後に神経細胞を再分極させる役割を持
つ [3]．カリウムイオンチャネルが開く確率 PK は，神経細胞が脱分極する時に上昇し，過分極する時に減少
する．カリウムイオンチャネルは 4つのサブユニットから構築されており，1つのサブユニットが開いている
確率を nとすると，カリウムイオンチャネルが開いている確率は以下の式で書き表される．
PK = n
4 (12)
n は 0 から 1 の間で変化し，活性化変数と呼ばれる．1 つのサブユニットが開いている確率を示しているの
で，1  nはサブユニットが閉じている確率を示している．
それぞれのサブユニットの開閉の遷移は，電圧依存の確率 n(V )で閉じている状態から開いている状態へ
遷移し，電圧依存の確率 n(V )で開いている状態から閉じている状態へと遷移するとする．この時，ゲート
が開く確率は，閉じている状態で開いている状態への遷移が発生する必要があるのでこれらの積で表され，
n(V )(1 n)である．一方，ゲートが閉じる確率は，開いている状態で閉じている状態への遷移が発生する必
要があるので，n(V )である．サブユニットが開く確率 nの変化率はこれらの差で，以下のように表される．
dn
dt
= n(V )(1  n)  n(V )n (13)
式 (13)の両辺を n(V ) + n(V )で割ることで，以下のような表現もできる．
n(V )
dn
dt
= n1(V )  n (14)
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ここで，
n(V ) =
1
n(V ) + n(V )
(15)
であり，
n1(V ) =
n(V )
n(V ) + n(V )
(16)
である．式 (14)はある定電圧に対して，nが極限値 n1(V )に時定数 n(V )で指数関数的に収束することを
示している．従って n1(V )は定常状態での活性化変数 nの値を示しているとも言える．開く確率関数 n(V )
と閉じる確率関数 n(V )の具体的な形は，実験によって得られるデータに対するフィッティングによって得
られる．
1.6.2 ナトリウムイオンコンダクタンス
ナトリウムイオンチャネルは，2つの対となるような電圧依存のプロセスによって開閉するので，膜電位が
脱分極する時に一瞬だけ開く [3]．ナトリウムイオンチャネルは，カリウムイオンチャネルと同様な仕組みの
サブユニットと，チェーン付きのボールによるチャネルの孔の開閉によってモデリングされる．チェーン付き
のボールによる開閉は，浴槽の排水栓を想像すると分かりやすい．サブユニットが開いている確率は mで表
し，活性化変数と言う．ボールが孔を塞いでいない確率は hで表し，こちらは不活性化変数と言う．脱分極は
mの増加と hの減少を引き起こし，過分極は hの上昇とmの減少を引き起こす．チャネルが開くにはサブユ
ニットとボール型の両方が開いている必要があることから，ナトリウムイオンチャネルの開く確率 PNa は以
下のように表される．
PNa = m
kh (17)
k は実験データに対するフィッティングによって得られる．活性化変数 mと不活性化変数 hもカリウムイオ
ンチャネルの活性化変数 nのように 0から 1の間で変化する．これらの変数はゲート変数とも呼ばれる．活
性化変数mの変化率と不活性化変数 hの変化率も，式 (13)と同様な形で以下のように表される．
dm
dt
= m(V )(1 m)  m(V )m (18)
dh
dt
= h(V )(1  h)  h(V )h (19)
式 (18) における m(V ) と m(V ) や，式 (19) における h(V ) と h(V ) も，実験データに対するフィッ
ティングによって得られる．定常状態における m の値を示す関数 m1(V ) や h の値を示す関数 h1(V ) も，
式 (16)と同様な形で表される．
1.7 Hodgkin-Huxleyモデル
Hodgkin-Huxleyモデル (以下，HHモデルと表す)は電圧依存のコンダクタンスによる膜電流の影響も
含めて考案されたモデル神経細胞である [3]．HHモデルは，カリウムイオンコンダクタンスによる電流とナ
トリウムイオンコンダクタンスによる電流を膜電流に含めたモデルである．従って HHモデルにおける膜電
流の式は，リーク電流も含めて以下のように表される．
im = gL(V   EL) + gKn4(V   EL) + gNam3h(V   ENa) (20)
HHモデルで用いられているコンダクタンスの最大値と反転電位を表 1に示す．
13
表 1 HHモデルの各パラメータ
z gz [mS mm 2] Ez [mV]
L 0:003  54:387
K 0:36  77
Na 1:2 50
ヤリイカの巨大軸索に対する実験結果に対して，Hodgkinと Huxleyは各ゲート変数の確率関数 z(V )と
z(V )を表 2のようにフィッティングした．
表 2 HHモデルでの各ゲート変数の確率関数
z z(V ) [ms
 1] z(V ) [ms 1]
n
0:01(V + 55)
1  exp( 0:1(V + 55)) 0:125 exp( 0:0125(V + 65))
m
0:1(V + 40)
1  exp( 0:1(V + 40)) 4 exp( 0:0556(V + 65))
h 0:07 exp( 0:05(V + 65)) 1
1 + exp( 0:1(V + 35))
以上より，膜電位には式 (9)の膜電流に式 (20)を代入したものを使用し，各ゲート変数には式 (13) (18) (19)
を用いた連立微分方程式を解くことで，HHモデル神経細胞の数値シミュレーションを行うことができる．
1.8 シナプスの数理モデル
シナプスに活動電位が到達した時，シナプス前細胞側の末端から小胞に包まれた神経伝達物質がシナプス間
隙に放出され，シナプス後細胞側の樹状突起はその小胞をレセプタでバインドすることでイオンチャネルを開
き，活動電位の伝達を行う [3]．シナプスのコンダクタンス gs も電圧依存のコンダクタンスと同様にして，コ
ンダクタンスの最大値 gs とチャネルの開く確率 P との積で表され，gs = gsP である．先に述べたシナプスに
よる活動電位伝達のプロセスを踏まえて，シナプス前細胞側の末端から伝達物質が放出される確率を Prel と
し，シナプス後細胞が伝達物質をバインドしてチャネルを開く確率を Ps とすると，シナプスとしてチャネル
の開く確率は P = PrelPs と書き表すことができる．
シナプス後細胞のチャネルが開く確率の時間変化は，チャネルの動作の仕組みが似ていることから，1.6で
述べた電圧依存のコンダクタンスのゲート変数の式と同様の形式を使うことができ，以下のように表される．
dPs
dt
= s(1  Ps)  sPs (21)
s と s は実測値に対するフィッティングによって得られる．一方，シナプス前細胞による活動電位に従うコ
ンダクタンスは，しばしば指数関数として以下のように記述される．
Ps(t) = Pmax exp

  t
s

(22)
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ここで Pmax は Ps の最大値であり，式 (22)は t = 0でシナプス前細胞が発火した場合の式である．Ps(t)は
時定数 s に従って減衰する．
以上より，シナプスによる電流 Isyn は以下のように表される．
Isyn = gsPrelPs(t)(V   Es) (23)
ここで Es はシナプスのチャネルの反転電位であり，抑制性のシナプスと興奮性のシナプスで値が異なる．
式 (23)で表されるシナプス電流を膜電流の式に加えることで，シナプスによる影響も含めたシミュレーショ
ンをすることができる．
1.9 シナプスの可塑性
シナプスは結合強度と言われるパラメータを持っており，シナプスがスパイクを他の細胞へと伝達する能力
に影響している．従って結合強度を w と表すと，この w はシナプスのコンダクタンス gsyn(t)に影響するの
で，gsyn(t)は以下の式で記述される [4]．
gsyn(t) = wgsyn
X
i
G(t  t(i))(t  t(i)) (24)
ここで G(t)は 1つのスパイクがシナプス後細胞においてどのような膜電位の変化を引き起こすのかを記述す
る関数である．すなわち，シナプス後細胞が神経伝達物質をバインドし，チャネルを開く確率関数 Ps(t)と同
値なものである．t(i) はシナプス前細胞が i番目のスパイクを発火した時刻で，(t)は t > 0ならば 1でそれ
以外なら 0である関数である．
神経細胞の活動によってシナプス結合の強度 w が変化することをシナプス可塑性という．シナプス可塑性
は脳の記憶や学習機能に対して重要な役割を持つと考えられている．結合強度を変化させるルールはいくつか
存在している．ヘブ則と呼ばれるものは，シナプスで結合している前細胞と後細胞のそれぞれの発火率 pre
と post に比例させて結合強度を変化させる．
w / hpre  posti (25)
一方パーセプトロン則と呼ばれるものは，シナプス前細胞の発火率 pre と，教師信号となるようなスパイク
を発火する細胞の発火率 teacher の積に比例させて結合強度を変化させる．
w / hpre  teacheri (26)
ヘブ則がシナプス前細胞と後細胞の活動相関を用いるのに対し，パーセプトロン則はシナプス前細胞と，シナ
プス後細胞とは別の細胞との活動相関を用いており，シナプス後細胞の活動を考慮しない点が異なっている．
1.10 ネットワークモデル
N 個の同じモデルの神経細胞が互いにシナプスで接続されたモデルを考える．この時，各神経細胞の持つ
膜電位を Vi と表すことにする．ここで iは 0  i  N となる数である．また，i番目の神経細胞にシナプス
による入力を与える神経細胞のリストを Ji とし，その要素を j 2 Ji として，各シナプスの結合重みを wij と
表すことにする．
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以上の条件より，ネットワークモデルにおける各神経細胞の膜電位の変化を表す微分方程式は，IFモデル
では以下の様に書ける．
cm
dVi
dt
=  gL(V   EL) + Isyn;i (27)
シナプス電流 Isyn;i は以下の式で表される．
Isyn;i = gsyn;i(t)(V   Esyn) (28)
時間変化するコンダクタンス値 gsyn;i(t) は，i 番目の神経細胞に接続しているシナプス前細胞の数の分，
式 (24)が計算されるので，以下の式で表される．
gsyn;i(t) = gsyn
X
j2Ji
wij
X
k
G(t  t(k))(t  t(k)) (29)
関数 Gと は式 (24)に示したものと同じ関数で，それぞれスパイクによるシナプスの活性化度合いを意味
する関数と，そのスパイクが計算対象であるかどうかを判断する関数である．t(k) は j 番のシナプス前細胞に
おいて，k 番目のスパイクを発火した時刻を表している．
神経細胞のネットワークのシミュレーションを行うには，これらの式をネットワークを構成する神経細胞の
数の分，計算しなければならない．つまり N 個の神経細胞からなるネットワークであるならば，上に示した
式を N 個の神経細胞に対応する数だけ解かなければならない．特に式 (29)については，もし全ての神経細胞
が他の全ての神経細胞とシナプス接続していると，1つの神経細胞について N   1個分の式 (24)を計算する
ことになるので，計算コストが O(N2)と高くなる．従って神経細胞のネットワークモデルの数値シミュレー
ションを行う際には，これらの式を如何に高速に計算することができるかが重要になる．
2 小脳
2.1 小脳の構造
図 1に示したヒトの脳の模式図から分かるように，小脳は後部に位置している．体積は脳全体の 10%を占
めるのみであるが，小脳には脳全体の神経細胞の 80%が存在しており，さらにそのほぼ全ては顆粒細胞と呼
ばれる細胞である [5]．
小脳皮質の神経回路は同じ構造を持つ小さな回路の集合体であり，その機能単位の回路は図 3のような模式
図で表される 2入力 1出力の回路である [6]．
小脳皮質の神経回路は顆粒細胞，ゴルジ細胞，バスケット細胞，星状細胞，プルキンエ細胞の 5つの細胞と，
入力として文脈信号を与える橋核と教師信号を与える下オリーブ核の 2つの核，最終的な出力を与える小脳核
のからなっており，全て小脳皮質と呼ばれる表層で回路を構築している．さらに小脳皮質は異なる 3つの層に
分けることができ，それぞれ顆粒層，プルキンエ細胞層，分子層と言い，この順番で層を成している．即ち分
子層が最も表層側であり，顆粒層が最も小脳の中心側である [1]．
小脳皮質の回路におけるそれぞれの核と細胞のシナプスによる接続は次のようになっている．橋核に与えら
れた文脈信号は苔状線維を介して顆粒細胞と小脳核へ興奮性の刺激として与えられる．顆粒細胞はその軸索で
ある平行線維を介してゴルジ細胞，バスケット細胞，星状細胞，プルキンエ細胞を興奮させる．一方，ゴルジ
細胞は顆粒細胞を，バスケット細胞はプルキンエ細胞を，プルキンエ細胞は小脳核をそれぞれ抑制する．ま
た，教師信号は下オリーブ核から登上線維を介してプルキンエ細胞へ非常に強い興奮性の入力を与える．これ
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図 3 小脳の神経回路の模式図
らのシナプス結合の内，小脳の学習機能の上で重要であるのは，図 3中の星印で示されている平行線維とプル
キンエ細胞間のシナプス結合であると言われている．このように構成される回路は小脳皮質核微小複合体と呼
ばれており，この回路自体で 1つの教師付き学習機械として機能する．小脳全体の回路は，この微小複合体と
同じ回路が整然と配置されることで構成される．
2.2 小脳の機能
小脳の主な機能は学習である．小脳は図 3に示した様に，様々な種類の細胞間でシナプスが形成されている
が，小脳の学習機能においては平行線維とプルキンエ細胞間のシナプス可塑性が重要であると言われている．
平行線維とプルキンエ細胞間のシナプスは，登上線維が発火した時と同時か直近に発火していると，その結
合重みが小さくなる事が知られている．この現象は長期抑圧 (long-term depression: LTD) と呼ばれる．一
方，平行線維のみが発火する時，この位置でのシナプスの結合重みは僅かに大きくなる．この現象は長期増強
(long-term potentiation: LTP)と呼ばれる．長期抑圧はシナプス後細胞であるプルキンエ細胞の活動によら
ず，シナプス前細胞である顆粒細胞と下オリーブ核の活動によってシナプスの結合重みが変化する現象である
ので，パーセプトロン則によるシナプス可塑性モデルであると言える．
長期抑圧によって平行線維とプルキンエ細胞間のシナプスの結合重みが小さくなると，プルキンエ細胞の発
火率が小さくなる．プルキンエ細胞は小脳核を抑制しているので，プルキンエ細胞の発火率が小さくなると小
脳核への抑制が小さくなる．小脳核は抑制が小さくなるので，それに合わせて活動が活発になる．従って小脳
は，平行線維とプルキンエ細胞間の学習が進むと，学習強度に応じて出力が増幅されるのである．以上より小
脳の学習において，平行線維とプルキンエ細胞間のシナプス可塑性が重要であると言える．
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2.3 小脳の計算能力
小脳皮質を構成する 3 層を，パーセプトロンと呼ばれるニューラルネットワークに見立てることで，小脳
は教師付き学習機械であるという仮説が考えられている [7]．パーセプトロンとは図 4に示す様なニューラル
ネットワークであり，入力層，中間層，出力層の 3層からなっている．
図 4 パーセプトロンの概略図
パーセプトロンでは教師付学習によってパターン認識を行うことが可能である．教師付き学習とは，文脈信
号とそれに対する教師信号が与えられ，学習後は文脈信号の入力に対して，共に与えられた教師信号と同じ信
号を出力するようになる機械である．図中の白丸を神経細胞と見なし，矢印をシナプスによる結合であると見
なす．さらに入力層を橋核，中間層を顆粒細胞，出力層をプルキンエ細胞とそれぞれ対応させることで，図 3
の小脳回路を図 4のパーセプトロンに見立てることができる．
また、顆粒細胞とゴルジ細胞の相互結合に注目すると、小脳皮質核微小複合体はRecurrent Neural Network
(RNN)の様な再帰結合を有しているように見られ、特にEcho State Network (ESN)や Liquid State Machine
(LSM)などのニューラルネットワークと同じ様な計算能力を有していると考えられている [8]。ESNや LSM
等の RNN は時系列学習に強みを持つニューラルネットワークであり、機械翻訳や音声解析に応用されてい
る。時系列学習とは、時間とともに変化する信号列を学習することであり、正しく学習が行えれば、入力の時
系列から未来の予測となるような出力を行えるようになる。小脳皮質核微小複合体も RNN と同様の構造を
持っていることから、時系列解析に応用できると考えられている。
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2.4 小脳の役割
上で述べた様に，小脳を構成する神経細胞の数は脳全体の約 80%にも及び，この膨大な数の神経細胞を用
いて高度な情報処理を行なっていると考えられている．小脳は損傷すると，運動機能に障害が発生する事が知
られており，この事から運動の制御や学習において重要な役割を担っていると考えられている．特に，大脳皮
質の運動野との双方向の結合が存在する事から，運動野の活動を小脳が修飾する事で精緻な運動を実現してい
ると考えられている．
運動の制御にはタイミング制御とゲイン制御の 2つがあり，両方を適切に制御することで精緻な運動を行う
ことができる．それぞれの制御について，小脳による制御が行われる例を以下に紹介する．
2.4.1 瞬目反射条件付け
運動のタイミングを制御するためには時間経過を表現する神経機構が必要であり，運動制御に必要な数百ミ
リ秒程度の時間経過表現には小脳が関与していることが知られている [4]．
小脳による時間経過表現は瞬目反射条件付けによってよく調べられており，それは次の様な実験である．実
験内容を図で表したものを図 5に示す．
図 5 瞬目反射条件付けで与えられるタスクの模式図
まず動物に音を聞かせる (条件刺激，CS)．音が鳴っている間に目にエアパフを当て (侵害刺激，US)瞬きを
起こさせる．この時，音が鳴り始めてからエアパフを当てるまでのインターバルを設定し，同じインターバル
で実験を繰り返すと，動物は音を聞くだけで設定したインターバルで瞬き (条件反射，CR)をする様になる．
小脳を損傷するとこの課題はできなくなるので，小脳において CS-US間の時間経過が表現されていると考え
られる．
瞬目反射条件付けにおいて，入力として苔状線維から受け取るのは CSの信号であり，音が鳴っている間持
続するスパイク列として与えられる．USの信号は教師信号として登上線維から与えられ，エアパフのタイミ
ングで 1発のスパイクとして与えられる．最後に前庭核の出力が CRとなり，この出力によって瞬きを起こす
のである．
この入力によって小脳が学習を行う過程は次の様に考えられている．顆粒細胞の活動パターンは一見ランダ
ムだが，同じ刺激に対しては同じ活動パターンを示している．従ってエアパフのタイミングで活動する顆粒細
胞の集団は一意に決まり，その集団の平行線維のシナプスの結合重みを小さくすれば，プルキンエ細胞はエア
パフのタイミングで発火しなくなるので，条件付けをすることができる [4]．
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2.4.2 視機性眼球運動 (OKR)
動物の周りの視野が動く時に，網膜に写る像がぶれない様に眼球が動いてしまう反射がある．この反射を視
機性眼球運動 (Optokinetic Response: OKR)と言う [4]．動物実験では，コントラストが明瞭なチェック柄
のスクリーンを眼前で左右に移動させることで現象を確認できる．実験内容を図示したものを図 6に示す．
図 6 OKRの実験の模式図
小脳の学習は，スクリーンを移動させる速度に対して行われる．スクリーンの移動する速度が時間とともに
変化する場合，眼球は像のぶれがなくなる様に眼球を回転させる．小脳は繰り返されるスクリーンの移動の速
度変化に対してどの程度眼球を動かせば良いかを学習していく．従って OKRの場合，視野像の移動速度を入
力として苔状線維から受け取り，前庭核からは眼球の回転量が出力される．この時網膜上の像のぶれが教師信
号として登上線維から与えられて学習が行われ，それに合わせて眼球の回転量が最適になる様に変化する．
3 並列計算
今回の研究ではスーパーコンピュータ \Gyoukou"を利用した．Gyoukouのアーキテクチャの詳細は後述
するが，メニーコアプロセッサの集合体であるので，活用するためには並列計算のための知識が必要不可欠で
ある．ここでは研究で使用した OpenCLと OpenMPIについて触れる．
3.1 OpenCL
OpenCLとは，マルチコア CPUやGraphics Processing Unit (GPU)などを利用した並列コンピューティ
ングのためのフレームワークであり，CL は Computing Language の略称である [9]．OpenCL は様々なプ
ラットフォームで動作するように設計されており，その利用のためには様々な前準備が必要となる．OpenCL
を用いて並列計算を行うには，並列計算機上で実行される関数であるカーネルを記述したカーネルコードと，
並列計算機の管理をするために CPU で実行されるホストコードの 2 種類のソースコードを用意する必要が
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ある．
3.1.1 ホストコードの書き方
ホストコードでは，以下の流れで並列計算のための用意をする必要がある．まず始めに，プラットフォー
ムを用意する必要がある．プラットフォームとは，計算機のハードウェアを作成したメーカが用意した
OpenCL に対応する環境のことである．例えば，NVIDIA の CUDA などはプラットフォームである．プ
ラットフォームを取得するには，clGetPlatformIDs関数を使用する．次に，デバイスを取得する．デバイ
スとは実際に計算を行うハードウェアのことである．例えば GPUなどもそうであるが，Gyoukouの場合な
らば PEZY-SC2 プロセッサがデバイスである．デバイスを取得するには，clGetDeviceIDs 関数を使用す
る．次に，コンテキストを作成する．コンテキストとは，複数のデバイスをまとめて，それぞれのデバイス
のメモリやプログラムの管理を行うものである．コンテキストを作成するには，clCreateContext 関数を
使用する．次に，コマンドキューを作成する．コマンドキューとは，それぞれのデバイスに対する操作の管
理をするものである．デバイスのバッファへのデータの読み書きなどが該当する．コマンドキューを作成す
るには，clCreateCommandQueue関数を使用する．次に，バッファを作成する．バッファとは，デバイス内
で確保するメモリのことである．従って，それぞれのカーネルを実行するのに必要な引数の数だけバッファ
を作成する必要がある．バッファを作成するには，clCreateBuffer 関数を使用する．バッファへの書き
込みには，clEnqueueWriteBuffer 関数を使用し，バッファからの読み込みには，clEnqueueReadBuffer
関数を使用する．次に，実行されるカーネルのインスタンスを作成する．カーネルのソースファイル中に
カーネル関数は一つのみである必要は無く，複数のカーネル関数が記述されていても良い．この時，ソー
スファイルから読み取れるコード全てをまとめてプログラムとして扱っている．プログラムを作成するに
は，clCreateProgramWithBinary 関数を使用する．この時点ではプログラムを生成しただけであるので，
デバイス向けにコンパイルする必要がある．コンパイルするには，clBuildProgram 関数を使用する．最後
に，カーネルを作成し呼び出すことで，ようやく並列計算を行うことができる．カーネルを生成するには，
clCreateKernel関数を使用する．カーネル関数を実行する前に，引数と用意したバッファとを関連付けなけ
ればならない．カーネルの引数とバッファの関連付けには，clSetKernelArg関数を使用する．以上でカーネ
ル呼び出しのための準備が全て完了した．最後にカーネルを実行するには，clEnqueueNDReadBuffer関数を
使用する．
並列計算を行った後には，作成したバッファなどは開放する必要がある．バッファの開放には
clReleaseMemObject 関数，カーネルの開放には clReleaseKernel 関数，コマンドキューの開放には
clReleaseCommandQueue関数，プログラムの開放には clReleaseProgram関数，コンテキストの開放には
clReleaseContext関数をそれぞれ使用する．
3.1.2 カーネルコードの書き方
OpenCLは C言語をベースとした OpenCL Cや，C++言語をベースにした OpenCL C++という言語
を用いてカーネルコードを記述することができる．ベースとなった言語とほぼ同じ様に記述することが可能で
あり，さらに並列計算向けに自身の演算コアの IDや，実行中のスレッドの IDを調べる関数が用意されてい
る．これらを活用してカーネルコードを記述していく．
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3.1.3 OpenCLの使用例
実際に OpenCLを用いて並列に計算する例として，行列ベクトル積を考える．N N の行列 M[]と要素
数 N のベクトル v[]の積を逐次的に計算する単純なプログラムは以下の様なプログラムである．
1 ...
2 float result[N];
3 for (int i = 0; i < N; i++) {
4 float local_sum = 0.0f;
5 for (int j = 0; j < N; j++) {
6 local_sum += M[i*N + j] * v[j];
7 }
8 result[i] = local_sum;
9 }
10 ...
行列ベクトル積では，各行ごとの計算は他の行の計算に影響を与えることはなく独立に行うことができるの
で，各行ごとの計算を並列に行うことができる．割り当てられたグローバル ID を担当する行とし，1 つの
カーネルで行列の 1行の計算を担当させることにする．この考えに基づくと，上に示した逐次プログラムを並
列化させるカーネルプログラムは以下の様に書ける．
1 __kernel void mv_product(__global float* M,
2 __global float* v,
3 __global float* result)
4 {
5 int index = get_global_id(0);
6 int j;
7
8 float local_sum = 0.0f;
9 for (j = 0; j < N; j++) {
10 local_sum += M[index*N + j] * v[j];
11 }
12 result[index] = local_sum;
13 }
5行目で実行中のカーネルのグローバル IDを取得し，これが逐次プログラムでの iに相当するので，この ID
を用いて逐次プログラムでの 4から 8行目を同じ様に計算している．単純な並列化のプログラムならばこの様
に書くことができる．
3.2 OpenMPI
MPIとはMessage Passing Interfaceの略であり，分散メモリ型の並列計算においてメッセージ通信を行う
ための規格である．この規格を元にした実装がいくつかあり，OpenMPIもその一つである [10]．今回の研究
では，各 PEZY-SC2プロセッサ間でデータの通信を行うために使用した．
OpenMPIを使用したソースコードは mpiccなどの専用のコンパイラを使用してコンパイルする必要があ
り，実行する際にも mpirunなどの専用の実行環境を使用する必要がある．MPIを使用してプログラムを実
行する際には，並列に実行させるプロセス数を指定する必要がある．この時にオプションで，1プロセッサあ
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たりに割り当てるプロセスの数や，使用するプロセッサを指定することもできる．この様にして並列に起動さ
れた各プロセスには，ランクと呼ばれる整数が割り振られる．この数値を用いて，計算する部分を指定した
り，通信を行う他プロセッサを指定することができる．
MPIを使用するためにはプログラム中にて，初めに MPI Init関数をする必要がある．その後，自プロセス
のランクを知りたければ MPI Comm rank関数を使用することで調べられ，自プロセスと同時に実行されてい
るプロセス数を知りたければ MPI Comm size関数を使用することで調べられる．他のプロセスに向けてデー
タを送信するときは MPI Isend関数を使用し，他のプロセスからデータを受け取る時には MPI Irecv関数を
使用する．プログラムの最後では必ず MPI Finalize関数を実行する．
3.2.1 OpenMPIの使用例
OpenMPIを使用した単純な例として，各ランク毎に \Hello world"を出力するプログラムを示す．プログ
ラムは以下の様に書ける．
ソースコード 1 hello.c
1 #include <mpi.h>
2 #include <stdio.h>
3
4 int main(int argc, char** argv) {
5 MPI_Init(NULL, NULL);
6
7 int world_size;
8 MPI_Comm_size(MPI_COMM_WORLD, &world_size);
9
10 int world_rank;
11 MPI_Comm_rank(MPI_COMM_WORLD, &world_rank);
12
13 char processor_name[MPI_MAX_PROCESSOR_NAME];
14 int name_len;
15 MPI_Get_processor_name(processor_name, &name_len);
16
17 printf("Hello world from processor %s, rank %d out of %d processors\n", processor_name,
world_rank, world_size);
18
19 MPI_Finalize();
20 return 0;
21 }
OpenMPIを使用するプログラムは，以下のコマンドでコンパイルすることができる．
> mpicc -o hello ./hello
OpenMPIを使用するプログラムは，コンパイル後に以下の様なコマンドで実行することができる．
> mpirun -np 3 ./hello
npオプションの後の数字は，並列に実行されるプロセス数である．上のコマンドでは 3プロセスで MPI実
行される．例えば shoubu上で実行した時は，以下の様な結果が得られた．
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> mpirun -np 3 ./hello
...
Hello world from processor shoubu, rank 0 out of 3 processors
Hello world from processor shoubu, rank 2 out of 3 processors
Hello world from processor shoubu, rank 1 out of 3 processors
3.3 数値シミュレーションの並列計算化
上で記してきた並列計算の手法が一般にどの様に用いられるか，今回の研究題材である小脳のシミュレー
ションを用いて簡単に触れておく．
小脳神経回路のシミュレーションを行うには，モデル化する神経回路に現れる全ての神経細胞と全てのシナ
プスについて IFモデル等で膜電位の微分方程式を記述し，モデル化する細胞に合わせたパラメータを設定し
た後に，ルンゲクッタ法などの適当な数値計算法で時間ステップ t毎に数値解を計算する必要がある．従っ
て CPU等で 1スレッドで計算する場合は，以下のようなプログラムになる．
for (時間刻み DT で 1ステップずつ計算する) {
for (全ての神経細胞に対して) {
シナプス電流の計算 ();
}
for (全ての神経細胞に対して) {
膜電位の計算 ();
}
for (全ての神経細胞に対して) {
スパイクの計算 ();
}
for (全ての神経細胞に対して) {
可塑性の計算 ();
}
}
一般に，あるネットワークに含まれる神経細胞の数を N とすると，それらは自分以外の神経細胞とシナプ
ス結合する可能性があるので，同じネットワークに含まれるシナプスの数は O(N2)となる．先にも述べたよ
うに，小脳には莫大な数の神経細胞の数があるので，このオーダーのシナプスの数を上に示したプログラムで
計算すると時間がかかりすぎてしまう．もし，1神経細胞あたりのシナプスの数を限定し，定数にしてしまえ
ばシナプスの数は O(N)にすることができるが，それでも小脳の神経細胞数を 1スレッドで行っていてはか
なり時間がかかることが予想される．従って GPU などを用いて並列計算を行い，高速化する必要が出てく
る．神経回路のモデルでは，シナプス電流の計算や膜電位の計算など，多くの計算を独立に行うことができる
ので，並列計算でシミュレーションを行うことに向いていると言える．
例えば，CPUで計算を行う場合，シナプスの計算である式 (29)は以下のようなコードで記述される．
// i:シナプス前細胞，j:シナプス後細胞
for (int i = 0; i < N_post; i++) {
for (int j = 0; j < N_pre; j++ {
g[i] += w[i][j] * psp[j];
}
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}ここで，N postはシナプス後細胞の細胞数，N preはシナプス前細胞の細胞数，g[i]は式 (24)のコンダク
タンスの値，w[i][j]は細胞 iと細胞 j のシナプスの結合強度，psp[j]は式 (24)の積分の値である．この
プログラムを次のようなカーネルコードに書き直すことで，並列に計算を行うことができるようになる．
void pzc_kernel(int t) {
int i = get_pid() * get_maxtid() + get_tid();
for (int j = 0; j < N_pre; j++) {
g[i] += w[i][j] * psp[j];
}
}
上に示したプログラムは，PEZY-SC や PEZY-SC2 を利用する際に用いる PZCL 風に書いてみたものであ
る．あくまでも PZCL風であるので，厳密にはこのプログラムでは動かない．このプログラムを計算機上で
動かすには，CPUのプログラムでデバイスやコンテキストを用意するといった並列計算のための準備を行っ
た後に，このカーネルを呼び出す必要がある．
小脳の数値シミュレーションを実装する際の考え方や方針は以上の通りである．この方針に基づき，使用す
る計算機のアーキテクチャに合わせて最適化を行ったり，並列化の仕方などを工夫したりすることによって効
率よく計算機に計算させることが重要である．
4 スーパーコンピュータ
Gyoukou とは，PEZY Computing 社製のメニーコアプロセッサである PEZY-SC2 を用いて構築された
スーパーコンピュータ [11]で，現在，サルスケールの人工小脳はこのスーパーコンピュータ上に構築されて
いる．この章ではそのアーキテクチャとプログラムの作成方法について説明する．
4.1 PEZY-SC2
PEZY-SC2の構成を表す模式図を図 7に示す．
PEZY-SC2プロセッサはメニーコアプロセッサであり，1つの演算コアを Processing Element (PE)と言
う．1つの PEには表と裏の切り替え方式でそれぞれ 4スレッド実行することができ，従って表と裏を合わせ
て 8スレッド実行することができる．4つの PEの集合体を Villageと言い，4つの Villageの集まりを City
と言う．さらに 16の Cityの集まりを Prefectureと言い，8つの Prefectureによって PEZY-SC2プロセッ
サは構成されている．従って 1つの PEZY-SC2プロセッサは 2,048個の PEから構成され，16,384スレッド
実行することができる．前世代モデルである PEZY-SCプロセッサは，同様の構成の Prefectureを 4つ用い
て構成されていたので，PEZY-SC2プロセッサは PEZY-SCプロセッサに比べて 2倍の PEを有している．
しかしながら，Gyoukouの構築に使用された PEZY-SCプロセッサの多くは，歩留まり向上の為に動作可能
PE数が 1,984個に制限されており，従って 15,872スレッドまでが同時実行可能な状態であった．
PEZY-SC2の特徴としては，先に述べた 8スレッド分のレジスタファイルが用意してあることや，多層の
キャッシュ構造が挙げられる．キャッシュ構造としては，各 Prefecture 毎に 2560KB の Last Level Cache
(LLC)が 2つあり，各 City毎に 32KBの L2 Instruction Cacheと 64KBの L2 Data Cacheがあり，各 PE
毎に 4KBの L1 Instruction Cacheと，2KBの L1 Data Cacheがある．階層が上がれば上がるほど通信速
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図 7 PEZY-SC2の構造の模式図．演算コアである Processing Element (PE)の集まり毎に名前がつけ
られ階層構造を成していることや，それに合わせて主記憶よりも高速にアクセス可能なキャッシュも階層
構造を成していることが特徴的である．
度が速くなるので，PEZY-SC2の性能を引き出すプログラムを作成する際にはキャッシュを強く意識する必
要がある．また，キャッシュの内容を主記憶に書き出すフラッシュ操作を行う際，どの階層のキャッシュのフ
ラッシュを行うのかをソフトウェアで制御することが可能であるので，適切に使用していくことでプログラム
を最適化することができる．PEZY-SCプロセッサからのキャッシュ関係の変更点としては，主記憶に最も近
いキャッシュの名称が L3 Cacheから Last Level Cache (LLC)に変更され，PEZY-SCでは 2つの PEで共
有するように割り当てられていた L1 Data Cacheが PE毎に割り当てられるようになった事が挙げられる．
特に LLCについては，各 LLC同士は相互に通信し，メモリコヒーレンスをハードウェアレベルで保つよう
になったので，ソフトウェア開発の際の負担が少し軽減されるようになった．
また，各 PE は 20KB のローカルメモリを持っており，特に設定を行わなければ，各スレッドに 2KB の
ローカルスタックとして割り当てられ，4KB余る．PEに備え付けられているメモリであるので，デバイスメ
モリや低層のキャッシュと比較して高速にアクセスすることができる．従って有効に活用すれば，プログラム
の高速化が期待できる．初期状態では，余りの 4KB分をローカルメモリとして使用することが出来るが，各
スレッドのローカルスタックの使用量を指定する命令をホストコードで用いて，スタックの容量を初期設定よ
りも少なく設定することで，使用可能なローカルメモリの容量を増やすことが出来る．この設定を行わずに，
スタックとして確保されたアドレスをローカルメモリとして使用することは可能だが，当たり前だがそのよう
なアドレスはいつ内容が書き換えられてもおかしくないので，ローカルメモリとして使用するアドレスは，ス
タックとして確保されていないアドレスを使用するべきである．
4.2 Gyoukou
Gyoukouは PEZY Computing社と ExaScaler社によって開発されたスーパーコンピュータで，神奈川県
横須賀市の海洋研究開発機構 (JAMSTEC)の地球シミュレータ棟に設置されていた．スーパーコンピュータ
の性能を競うランキングである Top500の 2017年 11月のリストでは 4位を記録し [12]，日本では最も性能
の良いスーパーコンピュータであったが，諸般の事情により，2018年 4月に JAMSTECから撤去されてし
まった．
Gyoukouはノードと呼ばれる計算ユニットの集合で構築されている．Gyoukouの構成を表す模式図を図 8
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に示す．
図 8 Gyoukouの構造の模式図．1つのノードはコントローラとなる Intel Xeon-Dプロセッサと 8つの
PEZY-SC2プロセッサから成る．4つのノードの集まりをブリックと呼び，16個のブリックから 1つのタ
ンクが構成される．Gyoukouのシステム全体は 26個のタンクで構成され，PEZY-SC2の総数は 10,000
個である．
PEZY Computing社と ExaScaler社によって開発されるスーパーコンピュータは，液浸冷却と呼ばれる冷
却技術を採用していることが特徴である．熱輸送効率が高く，絶縁性もあるフロリナートという液体を循環さ
せたタンクの中にマシンを構築することで，高い冷却効率と静音性を実現している．冷却効率が良いことから
高密度化と省スペースも実現できている．Gyoukouは全部で 26個のタンクで構成されており，1つのタンク
は 16個のブリックと呼ばれる塊で構成される．1つのブリックは 4つのノードで構成されており，1つのノー
ドは 1つの Intel Xeon-Dプロセッサと 8つの PEZY-SC2プロセッサで構成されている．主記憶は 32GBの
DDR4メモリが Intel Xeon-Dに，64GBの DDR4メモリが PEZY-SC2プロセッサ 1つ当たりにそれぞれ割
り当てられている．また，各ノード同士は InniBandを用いて結合されている．以上の構成で Gyoukouは
構築されており，PEZY-SC2の総数は 10,000個となる．PEZY-SC2の総数が 8 4 16 26と一致しない
のは，幾つかのタンクは 16個よりも少ないブリックで構築されているからである．
4.2.1 Shoubu system B
Shoubu system Bは和光にある理化学研究所の情報基盤センターに設置されているスーパーコンピュータ
で，Gyoukou と同様に PEZY-SC2 を用いて構築されたスーパーコンピュータである．ノードやブリックの
構成も同様であり，Shoubu system Bは Gyoukouのタンク 1つ分で構築されているものである．消費電力
あたりの性能を競うランキングである Green500にて，2017年 11月のリストから 3期連続で 1位を記録して
いる．
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4.3 プログラミング方法
Gyoukou 上で稼働するアプリケーションを作成するには，2 種類のプログラムを作成する必要がある．
1 つは CPU 上のプログラムで，C++ で記述する．もう一つは PEZY-SC2 上のカーネルプログラムであ
り，PZCLと呼ばれる PEZY独自仕様の言語で記述する必要がある．独自仕様の言語ではあるが，PZCLは
OpenCL をベースとしており，OpenCL を用いる際の考え方に基づいて PZCL を使うことができるようで
ある．
CPU のプログラムは通常のプログラムと同様に main 関数から開始される．その後，各命令の接頭辞は
pzclになっているものの，通常の OpenCLの初期化処理，メイン処理，終了処理と同様の処理を行う．これ
らの処理の詳細は後述する．
カーネルコードを記述したファイルの拡張子は.pzc にする必要がある．また，カーネル関数の接頭辞には
pzc をつける必要があり，CPUのプログラムで呼び出す際にはこの接頭辞を外した名前で指定する必要があ
る．PEZY-SC2の制御に必要な BuiltIn-APIも用意されており，主な機能としては，各キャッシュにアクセ
スする単位でのスレッドの同期命令や，上でも著した各キャッシュへのフラッシュ，PEの IDや自身のスレッ
ド IDの取得を行う命令が提供されている．バッファフラッシュの制御はユーザが明示的に行う必要がある．
頻繁に使用する命令を以下に列挙する．
get pid() 実行している PEの IDを取得する．
get tid() 実行しているスレッドの IDを取得する．
sync() 全ての PEを同期する．
sync L2() L2キャッシュにアクセスする PE間で同期を取る．
flush() 全ての PEで同期を取り，LLCの内容を主記憶へ書き戻す．
flush L2() L2キャッシュにアクセスする PE間で同期を取り，L2キャッシュの内容を LLCに書き出す．
CPUで実行するホストコードと PEZY-SC2で実行するカーネルコードの 2種類のプログラムを用意してコ
ンパイルすることで，PEZY-SC2上で動作するプログラムを作成することができる．コンパイルは Gyoukou
のフロントエンド上で行い，プログラムの実行自体は各ノードにログインして行うか，使用するノードのリス
トを用意してフロントエンドから OpenMPIによる複数プロセス実行コマンドである mpirunや mpiexecを
実行する．
5 人工小脳
Gyoukou上には，7,920個の PEZY-SCチップを利用した，80億個の神経細胞からなる小脳回路が実装され
ている．この神経細胞数はサル 2匹分の小脳相当であり，面積換算すると 198mm 160mmである．シミュ
レーションの時間刻みは 1msで，1秒間の小脳の神経活動を 1秒以内でシミュレートできている．Shoubu上
に実装されていたネコスケール人工小脳 [13]を Gyoukou上に移植する際に新たに施した工夫は第 III章 2節
にて解説し，この節では移植に際して変化の無かった使用するニューロンモデルやプロセッサへの実装方針，
引き続き採用した最適化手法について解説する．
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5.1 使用したニューロンモデル
小脳モデルを構成するそれぞれのニューロンには，式 (30)で表される IFモデルを使用した [14]．
cm
dV (t)
dt
=  gleak(V (t)  Eleak)  gex(t)(V (t)  Eex)
  ginh(t)(V (t)  Einh)  gahp(t)(V (t)  Eahp) (30)
ここで cm は膜容量，V (t)は膜電位，gleak と Eleak はそれぞれリーク電流の最大コンダクタンスと反転電
位，gex(t)と ginh(t)，それから Eex と Einh はそれぞれ興奮性シナプスと抑制性のシナプスのコンダクタンス
と反転電位，最後に gahp(t)と Eahp はそれぞれ，後述する活動電位後過分極をモデル化する電流のコンダク
タンスと反転電位である．また，膜電位 V (t)がある閾値 を超えた時，そのニューロンはスパイクを発射し，
適当な膜電位へリセットされることとする．これらのパラメータはニューロンの種類によって異なり，それぞ
れのニューロン毎に表 3に示すように設定した．表 3に示されるデータは電気生理学の知見に基づいており，
先行研究 [6]から使用されている．
表 3 ニューロンモデルに使用する定数パラメータの一覧
パラメータ名 ニューロンの種類
顆粒細胞 ゴルジ細胞 プルキンエ細胞 星状細胞 前庭核 下オリーブ核
 (mV)  35:0  52:0  55:0  55:0  38:8  50:0
cm (pF) 3:1 28:0 106:0 106:0 122:3 1:0
gleak (nS) 0:43 2:3 4:37 4:37 1:64 0:015
Eleak (mV)  58:0  55:0  68:0  68:0  56:0  60:0
gex (nS) 0:18 45:5 0:7 0:7 50:0 0:1
Eex (mV) 0:0 0:0 0:0 0:0 0:0 0:0
ginh (nS) 0:028 | 1:0 | 30:0 0:018
Einh (mV)  82:0 |  75:0 |  88:0  75:0
gahp (nS) 1:0 20:0 100:0 100:0 50:0 1:0
Eahp (mV)  82:0  72:7  70:0  70:0  70:0  70:0
記号の \|"はそのニューロンにはそのパラメータが存在しないことを意味する．
興奮性と抑制性のシナプスコンダクタンスである gex(t)と ginh(t)は，時間とともに変化する関数で，以下
の式を使用した [14]．
gfex, inhg(t) = gfex, inhg
X
j
wj
Z t
0
(t  s)(s)ds (31)
ここで，gex と ginh はそれぞれのシナプスのコンダクタンスの最大値であり，wj は j 番目のシナプス前細胞
との間のシナプス結合重み，はシナプス後電位の指数関数，そして (s)は時刻 sでそのニューロンがスパイ
クを出したかどうかを表す関数である．更にこの式 (31)を計算しやすいように，時間刻み tで以下の様に
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離散化して使用した．
gx(t) = gx
X
j
wj
Z t
0
(t  s)(s)ds
= ( t)gx(t t) + tgx
X
j
wjsj(t) (32)
ここで sj(t)は，j のシナプス前細胞が時刻 tでスパイクを発射したなら 1を返し，それ以外のときには 0を
返す関数である．時間ステップごとの減衰率を示す関数 は，ニューロンの種類とシナプスの種類毎に以下の
表で与えられる．
表 4 時間刻みが 1msの時のシナプスの減衰率の一覧
ニューロンの種類 式
顆粒細胞 ex(t) = e t=1:2
inh(t) = e
 t=7:0
ゴルジ細胞 ex(t) = e t=1:5
プルキンエ細胞 ex(t) = e t=8:3
inh(t) = e
 t=10:0
星状細胞 ex(t) = e t=8:3
前庭核 ex(t) = e t=9:9
inh(t) = e
 t=42:3
下オリーブ核 ex(t) = e t=10:0
ニューロンは自身の膜電位 V (t) がある閾値  を超えた時，そのニューロンはスパイクを他のニューロン
に向けて発射するが，発射後，膜電位は一時的に静止電位を下回る．この現象を活動電位後過分極 (After
Hyperpolarization) と呼び，gahp(t) と Eahp はその現象をモデル化する電流に関係するパラメータである．
gahp(t)は以下の式で計算される．
gahp(t) = exp
 (t  t^)
ahp

(33)
ここで，ahp は膜電位がどれだけ早く静止状態に回復するかを表す定数で, t^は最後にニューロンがスパイク
を発射した時刻を表す．
更にこの小脳モデルでは，シナプスの結合重みを変化させることで，学習を行うことが出来る．小脳の学習
において重要であると考えられているのは，平行線維とプルキンエ細胞間シナプスの可塑性である．この部分
の可塑性として， 2.2節で述べた LTDと LTPが知られている．
LTDについては，以下の式でモデル化した．
wPKJi!PFj (t) = wPKJi!PFj (t t)  wPKJi!PFj (t t)
50X
s=0
CF(t)PFj(t t s) (34)
ここで，wPKJi!PFj (t) は j 番目の平行線維から i 番目のプルキンエ細胞へのシナプスの結合重みである．
PFj(t)と CF(t)はそれぞれ，j 番目の平行線維と登上線維の活動であり，スパイクが出ていれば 1を，それ
以外では 0を示す．最後に は学習係数である．
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LTPについては以下の式でモデル化した．
wPKJi!PFj (t) = wPKJi!PFj (t t) + (winit   wPKJi!PFj (t t))PFj(t); (35)
ここで， は学習係数，winit は重みの初期値である．
以上の式 (30)， (31)， (33)を，小脳のニューロン全てについて解くことで，小脳の活動のシミュレーショ
ンを行い，式 (34)と式 (35)を用いて平行線維とプルキンエ細胞の間のシナプスの結合重みを更新し，学習を
行う．
5.2 PEZY-SC2プロセッサへの実装
図 3に示した小脳の回路は皮質上に構築されており，皮質は小脳の表面に構成される部位なので，この回路
も小脳の表面部分に構築されている．そこで，図 9の様に小脳の表面の皮質部分を平面的に展開し，回路も平
面的に構築されていると考え，PEZY-SC2の 1プロセッサに 2 2mm2 の回路を実装することにした．
図 9 小脳皮質の平面展開と，1プロセッサ毎に小脳皮質核微小複合体を実装するイメージ図．それぞれの
プロセッサに実装されたモデル同士がMPI通信によって結合することで，全体としてより大きな一つのモ
デルを形成している．図の様に小脳モデルが実装されたプロセッサを横方向に 99列，縦方向に 80行並べ
ることで，小脳皮質を長方形状に展開したと見なす．
元は立体構造を取っていたので，平面に展開した両端は互いに接していることとして計算した．図中のタ
イル 1 つ 1 つが PEZY-SC2 の 1 プロセッサを表しており，それぞれが小脳の回路を計算し，図の様に並べ
て図 9に示した矢印のように相互に通信することで小脳全体を平面的に再現した．プロセッサ間の通信には
OpenMPIを使用した．2 2mm2 の微小複合体には以下の数の細胞が含まれている．
1プロセッサに表 5の規模からなる小脳皮質核微小複合体を実装した時，7,920個のプロセッサを使用する
と，実装される人工小脳を構成する神経細胞数が約 80億個となり，ほぼサル 2匹分の小脳と同スケールとな
ることから，現在構築されている人工小脳をサルスケール人工小脳と呼んでいる．
5.3 リアルタイム実行のための高速化
シミュレーションがリアルタイムで完了するように，ネコスケール小脳のプログラムには幾つかの最適化が
行われていた．今回の移植に際してそのまま引き継いだものを解説する．
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表 5 1プロセッサに実装される微小複合体中の細胞の種類とその数
細胞の種類 個数
顆粒細胞 1; 048; 576
ゴルジ細胞 1; 024
プルキンエ細胞 32
星状細胞 32
下オリーブ核 1
前庭核 1
5.3.1 MPI通信の削減
プロセッサ毎に実装される小脳モデル同士を結合し，より大きなモデルとするためにMPI通信を用いてい
るが，この通信で実際に交換されるのは，顆粒細胞のスパイクの情報である．これは顆粒細胞の軸索である平
行線維が延伸しているという電気生理学の知見に基づくものである．どの範囲のどれぐらいの数の顆粒細胞の
情報が交換されるのかを図 10に示す．
図 10 顆粒細胞のスパイクの情報の交換図．矢印がMPI通信を表している．中心の四角い枠が情報を受
け取るプロセッサで，それぞれの枠の塗りつぶしはそのプロセッサが送信する顆粒細胞の情報の範囲を示
している．塗りつぶしが枠の上の方であるほど配列の先頭を意味し，枠の下の方であるほど配列の末尾を
意味する．
自身から見て上にある 3つのチップからはスパイクの情報の配列の下から 4分の 1の範囲の結果を受け取
り，自身から見て下にある 3つのチップからは配列の上から 4分の 1の範囲の結果を受け取る様にしている．
自身の左右にある 2チップからは全ての結果を受け取るが，計算に使用されるのは縦に 4等分した内の自身の
チップに近い範囲のみである．ここで交換された顆粒細胞のスパイクの情報は，次のプルキンエ細胞の計算の
部分で使用される．従って，時間ステップ毎の更新の後にこの交換を行う必要がある．しかしながら時間ス
テップ毎にMPI通信を挟むことは，計算時間を大きく増やしてしまう．そこでネコスケール人工小脳の構築
の際には，\Noisy delayed spike transmission"と呼ばれるMPI通信を減らす手法が開発された [15]．
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この手法では 4ms毎，ステップ数では 4ステップ毎にMPI通信を行うようにしている．この様に通信回数
を削減して良い理由として，実際のニューロンのスパイクの伝達には遅延が含まれ，その時間は 4ms程度で
あることや，顆粒細胞の発火頻度は最大でも 100Hz程度であることから，1つのニューロンは 1度発火する
と少なくとも 10ms程度は発火しなくなること等が述べられている．
5.3.2 スパイクやシナプス結合重みのメモリ効率の良い表現
神経細胞が発火したスパイクは，unsigned longに 1ビットで記録されている．このようにすることで 1
つの変数で 64個の神経細胞のスパイクの情報が記録でき，1度の unsigned long型の変数の読み込みで 64
個の神経細胞のスパイクの情報が取得できるようになる．また，ビット演算を駆使した以下のプログラムで，
64ビットの中の 1が立っているビット数を高速に数えることができる [16]ので，スパイクの数を数え上げる
ことも高速にでき，計算時間の短縮に貢献している．
ソースコード 2 64ビットの数値から 1の数を数えるプログラム．
1 int bitcount(unsigned long x) {
2 x = (x & 0x5555555555555555) + ((x >> 1) & 0x5555555555555555);
3 x = (x & 0x3333333333333333) + ((x >> 2) & 0x3333333333333333);
4 x = (x & 0x0F0F0F0F0F0F0F0F) + ((x >> 4) & 0x0F0F0F0F0F0F0F0F);
5 x = (x & 0x00FF00FF00FF00FF) + ((x >> 8) & 0x00FF00FF00FF00FF);
6 x = (x & 0x0000FFFF0000FFFF) + ((x >> 16) & 0x0000FFFF0000FFFF);
7 x = (x & 0x00000000FFFFFFFF) + ((x >> 32) & 0x00000000FFFFFFFF);
8
9 return x & 0x000000000000007F;
10 }
また，顆粒細胞とプルキンエ細胞間のシナプスの結合重みは 256 階調で記録され，4 つの重みを一つの
unsigned intの変数の中に記録している．重みの情報を 256階調に制限することで 8ビットで記録できる
様にしているのである．こうすることで 32ビットの unsigned intの変数の中に 4つ分の重みの情報を圧縮
することができる．
6 ロボットアーム制御
2 節で述べたように，小脳の役割は運動学習と運動制御である．従って OKR のゲイン適応のシミュレー
ションや瞬目反射条件付けのシミュレーションが行われるが，本研究ではより複雑な運動制御の題材として，
多関節ロボットアームの制御や指の関節を制御することで手にポーズを取らせるタスク等を人工小脳を用いて
行わせてみた．この節では，ロボットアームの運動を考える際に必要となる運動学の知識や，類似の先行研究
の紹介を行う．
6.1 ロボットの構成要素
ロボットは，関節によって接続された剛体によって構成されるが，各部品は以下のように呼ばれる．
リンク ロボットを構成する個々の剛体のこと．
ジョイント リンク同士の接合点である関節のこと．本研究では回転のみ可能なジョイントを考える．
自由度 (Degree of Freedom: DoF) ロボットを構成する全ての関節の回転軸の総和．
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マニピュレータ 複数のリンクとジョイントの連結で構成されるロボット．
ベースリンク マニピュレータの固定される根本側のリンク．
エフェクタ マニピュレータのベースリンクとは反対側のリンクの先端．
6.2 運動学
運動学には順運動学と逆運動学の 2種類が存在し，順運動学では，ロボットの関節角が与えられた時に，そ
のロボットがどのような姿勢にあるかを計算するような問題を考え，逆運動学では，ロボットをある姿勢にし
たい時に，それぞれの関節を何度に設定すればよいかを計算するような問題を考える．
運動学の計算で重要となるのは，ジョイントの回転による座標の回転移動の計算と，リンクの向いている方
向に座標を移動させる平行移動の計算である．回転移動の計算の際に使用する回転行列や座標の平行移動は，
線形代数学の基礎的な範囲の話であるので，ここでは回転行列などの話は紹介だけに留め，証明などの具体的
な話は割愛し，回転を考える際に注意するべきである回転させる軸の順番の話や，回転と平行移動を一つの行
列で表現する同時変換行列の紹介，また，複数のリンクからなるロボットアームのエフェクタの位置や各ジョ
イントの位置を計算する際に便利な表現である，Denavit-Hartenberg記法について述べる．
6.2.1 回転と平行移動
3次元空間の点 p;p0 2 R3 を考える．今，x軸，y 軸，z 軸のいずれかの軸 n 2 fx; y; zgの周りで点 pを角
度 回転させて点 p0 に到達したとすると，この計算は以下の式で表される．
p0 = Rn;p (36)
ここで，Rn; は軸 nの周りで角度 回転させる回転行列を表す．具体的には，x軸周りの回転 (n = x)では，
Rx; =
24 1 0 00 cos    sin 
0 sin  cos 
35 (37)
y 軸周りの回転 (n = y)では，
Ry; =
24 cos  0 sin 0 1 0
  sin  0 cos 
35 (38)
z 軸周りの回転 (n = z)では，
Rz; =
24 cos    sin  0sin  cos  0
0 0 1
35 (39)
である．回転の方向は，それぞれの軸の正方向に右ねじが進む時のねじの回転方向と同一である．複数の軸で
回転させたい場合は，これらの行列を左から順にかければ良く，例えば点 pを x軸で角度  回転させた後，y
軸で角度 回転させた結果，点 p00 2 R3 に移動したならば，
p00 = Ry;Rx;p (40)
と表せる．この様に複数の軸で回転を行う場合は，回転させる順番を意識することが重要である．なぜなら，
順番によって全く異なる点に移動してしまうからである．例として，p = [1; 0; 0]T という点を x軸の周りで
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90，y 軸の周りで  90 回転させることを考える．T は転置を意味する．回転後の点の座標を p0 とすると，
p0 =Ry; 90Rx;90p
=
24 0  1 00 0  1
1 0 0
3524 10
0
35
=
24 00
1
35 (41)
となり，p0 = [0; 0; 1]T へと遷移させるが，回転させる軸の順番を逆にし，y 軸の周りで  90 回転させた後，
x軸の周りで 90 回転させると，
p0 =Rx;90Ry; 90p
=
24 0 0 1 1 0 0
0  1 0
3524 10
0
35
=
24 0 1
0
35 (42)
となり，p0 = [0; 1; 0]T という先に計算した点とは異なる点に推移する．従って複数の回転軸での回転を取
り扱う際には，その順番に注意を払う必要がある．
最後に平行移動だが，この計算は単純なベクトルの足し算である．点 pが方向 d = [x; y; z]T に平行移動し
た場合，移動後の点 p0 は p+ dである．
6.2.2 同時変換行列
回転と平行移動を組み合わせて点 pを点 p0 へ移動させる時，以下の式で計算を行う．
p0 = Rp+ d (43)
ここで Rは任意の回転を表す 3  3行列，dは平行移動を表すベクトルである．この計算には何も問題はな
いが，p を 4 次元に拡張し，第 4 要素に 1 を割り当てることで，d の足し算を削除し，代わりに 3  4 行列
[ R d ]と pとの掛け算に纏めることができる．しかし，このままでは計算結果が 3次元ベクトルとなり，
計算のたびにベクトルを拡張する必要がでてくるので，行列 T を以下のような 4 4行列で定義し，式 (43)
を p0 = Tpと表すことにする．
T =

R d
0 1

(44)
この時，T を同時変換行列と呼び，位置ベクトルを 4次元に拡張したベクトルを同時変換ベクトルと呼ぶ．
6.2.3 Denavit-Hartenberg(DH)記法
本研究で取り扱う多関節ロボットアームとは，図 11に示すようなジョイントとリンクの連結で表されるロ
ボットである．
今，ジョイント i+ 1の座標系でのジョイント i+ 1の座標 ri+1 が，ジョイント iの座標系ではどのような
座標 ri で表されるのかを考える．ジョイント iの角度が 0 の時，リンク iのジョイント i+ 1との接合点の，
ジョイント iの座標系での位置座標を diniti とする．ジョイント iが適当に回転し，その回転が行列Ri で表さ
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図 11 N 個のジョイントで構成される多関節ロボットアームの模式図．問題を簡単化するため z 軸方向
に移動せず，X{Y平面上でのみ運動するとしている．
れる時，diniti は di = Ridiniti に移動する．従って，ジョイント i+ 1の座標系の座標をジョイント iの座標系
の座標に変換する同時変換行列 iTi+1 は以下のように表される．
iTi+1 =

Ri di
0 1

(45)
この時，
ri =
iTi+1ri+1 (46)
となる．同様にして，ジョイント iの座標系は，その前のジョイント i  1の回転やリンク i  1の長さによっ
て決まる同時変換行列 i 1Ti によってジョイント i  1の座標系へと変換されるので，
ri 1 = i 1Tiri
= i 1TiiTi+1ri+1 (47)
となる．以上より，ジョイント j の座標系の座標からジョイント iの座標系の座標への変換は一般に以下のよ
うに書き表される．
ri =
iTi+1
i+1Ti+2 : : :
j 1Tjrj (48)
N 個のジョイントを持つ多関節ロボットアームにて，一番最初のジョイントの番号を 0とし，更に座標軸は
グローバル座標系と一致させる．ジョイント 1からジョイント N   1までの座標系を次のように割り当てる．
1. z 軸をジョイントの回転軸方向に定める．
2. x軸を一つ前のジョイントの z 軸と，上で定めた z 軸との共通法線上に定める．
3. y 軸を右手系に従って y = z  xで定める．
このようにして座標系の系列を定義する方法を，Denavit-Hartenberg記法 (DH記法)と言う．
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6.2.4 逆運動学
多関節ロボットアームの各ジョイントの角度と各リンクの長さが与えられた時，アームのエフェクタの座標
を求めるような順運動学の問題は，式 (48)を用いて一意に求めることができる．しかし，エフェクタの座標
を指定して，それぞれのジョイントの角度を求めるような逆運動学の問題は解くことが非常に難しい．なぜな
らば，図 12に示すように，たった 2リンクのアームでさえ姿勢は一意に定まらないからである．
図 12 2リンクのロボットアームのエフェクタを星印の位置に到達させうる 2種類の姿勢パターン．z 軸
は紙面手前方向とする．(A)はジョイント 0を z 軸周りで 0，ジョイント 1を 90 回転させた時の姿勢．
(B)はジョイント 0を 90，ジョイント 1を  90 回転させた時の姿勢．
一般に，ジョイントの数が増えれば増えるほど，取りうる姿勢のパターンは増えるので，逆運動学を解くこ
とは難しくなっていく．
6.3 RNNを用いた多関節ロボットアーム制御の研究
本研究の目標は，この様な多関節ロボットアームの逆運動学を小脳モデルを用いて解くことである．即ち，
小脳モデルと同じ計算能力を有する RNNを用いて多関節ロボットアームの逆運動学を解くことができるかど
うかが焦点となるが，その様な研究を行ったというプロシーディングが発表されている [17]．この研究で用い
られた RNNは Long-Short Term Memory (LSTM)と呼ばれるもので，小脳のネットワークとは構造が大き
く乖離している．従って，電気生理学の知見に基づいて組まれたリアリスティックな小脳モデルを用いて，実
際の小脳のように運動制御を行うという本研究の新規性には何ら影響しないものである．計算能力の面で見た
時に，小脳と可換なネットワークを用いて行われた研究例として，大いに参考にしながら研究を行った．
この研究では，多関節ロボットアームのそれぞれのジョイント毎に学習モジュールとして RNN を取り付
け，各 RNNが与えられたターゲットの座標にエフェクタの座標を近づける様なジョイントの角度を出力する
ように学習させる．論文 [17]から引用した，多関節ロボットアームの各ジョイントの RNNによる制御の模
式図を，図 13に示す．学習中は，ターゲットの座標とそこにエフェクタを到達させることができるジョイン
トの角度の列が教師信号のセットとして与えられ，それぞれのジョイントに取り付けられた RNNの出力とし
て得られるジョイントの角度から，順運動学を用いて計算されたエフェクタとの誤差を計算し，その誤差を減
らすように，教師信号として与えられた角度の値に RNNの出力する角度の値を近づける．この時のターゲッ
トの座標と誤差の時間変化と角度の時間変化を対応付けて学習する．正しく学習が行えれば，ターゲットの座
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図 13 多関節ロボットアームを複数の RNN を用いて制御する概念図．論文 [17] より引用．入力列であ
るそれぞれジョイントの角度は対応する RNNに逐次的に渡され，それぞれのジョイントの姿勢列の予測
を生成する．出力と望まれる姿勢との誤差はネットワークを通して逆伝播され (青線)，入力列上に反映さ
れる．
標が与えられた時に，その誤差を見ながらエフェクタをターゲットに到達させられるジョイントの角度を出力
するという，逆運動学の問題を解くことができるようになる．学習中は順運動学を用いることで，ターゲット
の座標とそこにエフェクタを到達させる姿勢を一意に定めることができるので，逆運動学の複雑性の問題を解
決できるのである．
この研究の目標は，図 13に示したような連結した RNNを用いて，以下の式の様に，ロボットアームのそ
れぞれのジョイントの角度 'の列を，それぞれのジョイントのローカル座標系からグローバル座標系へと変
換する同時変換行列Aの列へと写像するシステムM を構築することである．
('1; : : : ;'n)
M7 ! (01A; : : : ; 0NA) (49)
システムM を獲得するために，連結された RNNは次のように学習させられる．はじめに，現在の腕の状態
('1; : : : ;'n) = が RNNによって逐次的に処理され，姿勢列の見積もり (01 ~A; : : : ; 0N ~A)が生成される．こ
れらの見積もりと望ましい姿勢列 (01A^; : : : ; 0NA^) との間の誤差 Lは，連結された RNNを通して逆方向に伝
播される．ジョイント j の i番目の回転軸の角度 'ji に対する誤差 Lの勾配は以下の様に計算される．
@L
@'ji
=
HX
h=1
"
@sjh
@'ji
@L
@sjh
#
=
HX
h=1
wih
j
h (50)
ここで hは RNNの隠れ層のニューロンのインデックスで，sjh はジョイント j に対応する RNNにおけるユ
ニット hへの入力を表している．この様にして計算される値を用いて，慣性項つき勾配降下法である以下の式
によって，関節角を更新した．
( + 1) ()  r()L+ [() (   1)] (51)
ここで  は現在の時間ステップ， 2 R は勾配降下学習における学習係数，そして慣性項はレート  2 R
(  0:5)でスケールされており，これは勾配が弱い時に収束を加速させる効果がある．式 (51)によって誤差
は入力列に反映される．
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この論文を参考に小脳モデルでも多関節ロボットアームの制御を試みるのだが，先にも述べたように，この
論文で RNNとして使用されている LSTMと小脳回路では，計算能力は等価でも回路の構造が大きく異なっ
ている．従って，そのまま LSTMを小脳回路で置き換えた際に，構造上のギャップが深すぎて動かなかった
際の問題点の洗い出しで困難を極めることが予想されたので，同じ RNNの一種であり，かつ LSTMよりも
小脳回路に構造が近しい Echo State Network (ESN)を使用して実験を行った．次節からは ESNについて述
べる．
6.4 ESN
ESNもその一種である RNNは，入力層，中間層，出力層の 3層からなるネットワークにおいて，中間層が
自分自身への再帰結合を有しているネットワークの事である．この再帰結合を通してそれまでの入力や中間層
の影響を次の入力に対して与えることが出来るので，時系列学習を行うことができ，RNNは文章を構成する
単語同士の関係性を見出すような構文解析や，発音を理解するような音声解析に使用されている．学習方法と
してはバックプロパゲーションを再帰結合を遡りながら行う Back Propagation Through Time (BPTT)が
一般的であるが，再帰結合を遡ることは無限の中間層を遡ることに等しく，計算コストが非常に高くなり，同
時に勾配消失問題も発生する．これらの問題を解決する手法が開発され，その中の一つにレザボアコンピュー
ティングがある．ESNはレザボアコンピューティングの一種であり，ESNの他には Liquid State Machine
(LSM)や FORCEラーニング [18]がある．
レザボアコンピューティングでは，RNNでは再帰結合を持っていた中間層の代わりに，中間層のニューロ
ン同士がランダムに結合したレザボアと呼ばれるものを使用する．この結合には自分自身への結合も含む可能
性がある．例えば ESNは図 14の様に構成される．
レザボアコンピューティングの利点は，内部結合の重みを含む殆どの結合重みを完全に固定し，出力層への
読み出し重みのみを学習によって変化させることから，計算負荷が非常に低いことにある．読み出し重み以外
は完全に固定するが，適切に定めることで様々な基底となる時系列信号をレザボアに生成することができ，学
習対象をよく再現するような基底の組み合わせを読み出しの重みの調整のみで獲得できるというのがこの手法
のアイデアである．
6.4.1 ESNの構築方法
ESNを正しく構築するためには，上で述べた適切な結合重みを生成する必要があるが，ESNの発明者であ
る Jaegerが発表した論文 [19]では，適切なパラメータの設定方法が解説されている．論文 [19]では，以下の
手順で生成されたW in，W，W back を用いれば ESNを構築できると記されている．
1. レザボア内部の結合重み行列W0 をランダム生成する．
2. 行列W0 をその最大固有値 max の絶対値で割り，W1 = 1=jmaxjW0 と置くことで，単位スペクトル
半径に正規化された行列W1 を得る．
3. W = W1 とスケーリングすることで，スペクトル半径 の行列W を得る．ここで  < 1である．
4. 入力の重みW in と出力からの逆伝播の重みW back をランダム生成する．するとこのネットワーク
(W in;W ;W back)はW in とW back に寄らず ESNである．
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図 14 Echo State Network (ESN)の概略図．入力層はK 個のニューロンで，レザボアはN 個のニュー
ロンで，出力層は L 個のニューロンでそれぞれ構成されるとする．u(t) は時刻 t での入力層のニューロ
ンの活動を表す縦ベクトル．x(t)は時刻 tでのレザボアのニューロンの活動を表す縦ベクトル．y(t)は時
刻 t での出力層のニューロンの活動を表す縦ベクトル．W in は入力層からレザボアへの結合重みを表す
N K 行列．W はレザボアのニューロン同士の内部結合重みを表す N N 行列．W back は出力層から
レザボアへの結合重みを表す N  L行列．W out はレザボアと場合によっては入力層から出力層への結合
重みを表す L  (K + N) 行列．黒矢印は重みが学習によって更新されない結合を表し，赤矢印は学習に
よって重みが更新される結合を表す．
6.4.2 ESNの学習方法
ESNの学習方法は，ニューラルネットワークの学習で一般的に用いられる誤差逆伝播法ではなく，学習中
の全てのユニットの活動と教師信号をそれぞれサンプリングし，サンプリングされたユニットの活動から教
師信号を生成できるような重みを線形回帰で求める．具体的には以下の手順で出力の重みW out が決定され
る [19]．
1. ネットワークを任意の状態に初期化する．例えば x(0) = 0として 0で初期化する．
2. 時間 t = 0; : : : ; T に対して，入力 u(t)と教師信号 d(t  1)を用いて以下の式を計算することで，ネッ
トワークを更新する．
x(t+ 1) = f(W inu(t+ 1) +Wx(t) +W backd(t)) (52)
ここで f は活性化関数であり，シグモイド関数等が使用される．本研究では tanhを使用した．
3. そうすると時間 t = 0の時に教師信号 d( 1)は定義されていないので，d( 1) = 0を使用する．
4. 初期状態による活動の乱れがリセットされる時間を T0 として，その時間以降の入力とレザボアと 1ス
テップ前の出力の活動を結合した (u(t)T;x(t)T;y(t   1)T) を新しい行として行列M に格納してい
く．そうすると最終的には (T   T0 + 1) (K +N + L)の行列が得られる．
5. 同様にして，教師信号を行列 T に格納していく．こちらの場合は最終的に，(T   T0 + 1) Lの行列
が得られる．
40
6. M の擬似逆行列を T に掛け，i番目の列が全てのネットワークユニットから i番目の出力ユニットへ
の出力重みを含む (K +N + L) Lの行列 (W out)T を得る．
(W out)T =M 1T (53)
7. (W out)T を転置する．
与えられた入力信号 u(t) に対して，レザボアのユニットを以下の式 (54) で更新し，出力層のユニットを
式 (55)で更新することで，完成した ESNを使用することができる．
x(t+ 1) = f(W inu(t+ 1) +Wx(t) +W backy(t)) (54)
y(t+ 1) = fout(W out(u(t+ 1)T;x(t+ 1)T;y(t)T)) (55)
以上の内容を踏まえて，ESNを pythonで実装した．実装した ESNについて，付録 Aで述べている．
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第 III部
研究内容
1 目的
本研究の目的は，スーパーコンピュータ Shoubu上に構築されていたネコスケール人工小脳を，新たに構築
されたスーパーコンピュータ Gyoukou上に移植し，性能を引き出した上でネコ以上の細胞規模へとスケール
アップを試みることである．また，視機性眼球運動のゲイン適応のシミュレーションを通して，構築した人工
小脳の有効性を確認した後，より複雑な運動制御のタスクを行えるかどうか，多関節ロボットアームの制御と
ハンドロボットの制御をそれぞれ試みる．
2 方法
2.1 サルスケール人工小脳の構築
本研究ではまず，スーパーコンピュータ Shoubu 上に実装されていたネコスケール人工小脳を，新たに
JAMSTECの地球シミュレータ棟に設置されたスーパーコンピュータ Gyoukou上に移植した．スーパーコ
ンピュータを構成するプロセッサが PEZY-SCから PEZY-SC2へと変更され，両チップは若干構造が異なっ
ているので，改めて最適化を行った．
実装の方針は第 II部 5.2節で解説したとおりである．それぞれの PEZY-SC2プロセッサに表 5で表され
る細胞数の規模の小脳皮質核微小複合体のモデルを実装し，PEZY-SC2プロセッサ同士はMPI通信を用いて
モデルを結合することで，大規模な小脳モデルを構築した．この節では，第 II部 5.3節で触れなかった，今
回の移植に際して新たに行った最適化について説明する．
2.1.1 ローカルメモリの活用
PEZY-SC2で動作するプログラムの最適化方法を考える時，必ず考慮すべきことはローカルメモリを使用
することである．ネコスケール人工小脳では，1024個の顆粒細胞の計算に必要な膜電位 V，抑制性シナプス
入力のコンダクタンス ginh，After Hyperpolarizationをモデル化する電流のコンダクタンス gahp の 3種類の
float型の変数，合計 12KBをローカルメモリに載せていた．使用していた PEZY-SCプロセッサの各 PE
が有するローカルメモリは 16KBであったので，使用するスレッドを 1つの PEあたりに 4スレッドまでに
制限し，さらにスレッドごとのスタックサイズを 1KB に制限することで，各 PE のローカルメモリを使い
切っていた．このようにすることで，ネコスケール人工小脳では，顆粒細胞の計算は非常に高速に行えていた
が，実装する小脳サイズのスケールアップを考えた時に，小脳回路の殆どは顆粒細胞が占めていることから，
同じ手法を用いるためには多くのローカルメモリが必要となってしまう．PEZY-SC2ではローカルメモリの
容量が 20KBに増えたが，増えた 4KBを全て顆粒細胞の変数に当てても 340個程度しか増やせず，1:5倍の
スケールアップもできない．従って今回の実装では，顆粒細胞のパラメータ変数は主記憶の方に移し，空い
た領域にはゴルジ細胞，プルキンエ細胞，星状細胞，前庭核，下オリーブ核のパラメータ変数をセットした．
PEZY-SC2のそれぞれの PEのローカルメモリに領域を確保した変数の一覧を表 6に示す．
1つのプロセッサで計算すべきゴルジ細胞の数は 1024個であるので，PEの ID0から ID1023までにゴル
ジ細胞のパラメータを管理する変数を 1つずつ割り当てた．プルキンエ細胞，星状細胞，前庭核，下オリーブ
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表 6 ローカルメモリに割り立てた変数の一覧
変数 型 変数の数 サイズ (byte)
作業領域 float 8 32
乱数のシード値 unsigned int 8 32
V (ゴルジ細胞) float 1 4
gex (ゴルジ細胞) float 1 4
gahp (ゴルジ細胞) float 1 4
スパイク (ゴルジ細胞) unsigned char 1 1
V 1 float 1 4
gex
1 float 1 4
ginh
1 float 1 4
gahp
1 float 1 4
スパイク 1 unsigned char 1 1
細胞 1 の種類 unsigned short 1 2
細胞 1 の ID unsigned short 1 2
平行線維{プルキンエ細胞間シナプスの結合重み unsigned int 1; 280 5; 120
合計 5; 216
1 32個のプルキンエ細胞，32個の星状細胞，1個の前庭核，1個の下オリーブ核の内のどれか 1つ．
核のパラメータは少し特殊な割当を行った．これは次の節で解説するプルキンエ細胞と星状細胞のシナプス入
力の高速化を考慮したためである．細胞の種類と，割り当てられた PEの IDの対応を，表 7に示す．
unsigned short型の変数として確保してある細胞の種類と細胞の IDにはそれぞれ，細胞の種類を表す定
数値と，表 7で PEの IDの隣の括弧中に示した値を割り当てた．ローカルメモリに割り当てられている作業
領域という部分は，プルキンエ細胞や星状細胞のシナプス入力のようにリダクション計算が必要な際に，計算
途中の値を一時的に置いておいたり，最後にそれらを高速に足し合わせるために使用する場所で，各スレッド
に float変数 1つ分用意した．乱数のシード値は，各スレッドで乱数を使用する際に使用する値で，スレッ
ドごとに異なる値を 1つずつ与えた．最も多く消費しているのが，平行線維{プルキンエ細胞間シナプスの結
合重みである．詳しくは次の節で説明するが，プルキンエ細胞へのシナプス入力の計算は，1つの Prefecture
に 1つのプルキンエ細胞を割り当てて 1度に 7個分を計算し，5回ループさせて 32個分を計算させている．1
つのプルキンエ細胞は 262,144個の顆粒細胞からの入力を受け取るので，Prefectureが持つ 256個の PEの
1つ 1つに 1,024個ずつ分配して，それぞれのスパイクと結合重みの積を計算させる．従って 1つの PEは 1
つのループにおいて 1; 024=4 = 256個の重みの変数にアクセスする．ここで 4で割っているのは，重みの情
報は unsigned intの変数 1つあたりに 256階調で 4つ分が格納されているからである．計算は 5回ループ
するので，1つの PEは最大で 256 5 = 1; 280個の重みの変数にアクセスする可能性がある．従って，それ
ぞれの PEのローカルメモリに，平行線維{プルキンエ細胞間シナプスの結合重みとして，unsigned intの
変数 1,280個分の領域を確保した．
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表 7 ローカルメモリに割り当てる細胞の種類と割り当てられた PEの IDの対応表
ニューロンの種類 [ニューロン番号] 割り当てられた PEの ID[ニューロン番号]
プルキンエ細胞 [0{31] 0[0], 1[7], 2[14], 3[21], 4[28]
256[1], 257[8], 258[15], 259[22], 260[29]
512[2], 513[9], 514[16], 515[23], 516[30]
768[3], 769[10], 770[17], 771[24], 772[31]
1024[4], 1025[11], 1026[18], 1027[25]
1280[5], 1281[12], 1282[19], 1283[26]
1536[6], 1537[13], 1538[20], 1539[27]
星状細胞 [32{63] 5[32], 6[39], 7[46], 8[53], 9[60]
261[33], 262[40], 263[47], 264[54], 265[61]
517[34], 518[41], 519[48], 520[55], 521[62]
773[35], 774[42], 775[49], 776[56], 777[63]
1029[36], 1030[43], 1031[50], 1032[57]
1285[37], 1286[44], 1287[51], 1288[58]
1541[38], 1542[45], 1543[52], 1544[59]
前庭核 [64] 1033[64]
下オリーブ核 [65] 1289[65]
2.1.2 プルキンエ細胞と星状細胞への平行線維からのシナプス入力計算の高速化
シナプス入力の計算は式 (32)で行われ，これが複数のシナプスについて行われるので，全体としてはシナ
プス重みの行列と細胞の活動を表すベクトルとの行列ベクトル積となることが分かる．特にプルキンエ細胞と
星状細胞の 2つでは，1つの細胞毎に 262,144要素の積和の計算となり，特に計算負荷がかかる部分である．
従って，この計算の最適化を考えることは計算時間を短くする上で有効である．この計算の高速化は卒業研究
でも取り組んだが，今回 PEZY-SC2に移植する上で PE数が増えたことによって幾つかの微調整を加えた．
最適化を行った計算手順を表す模式図を図 15に示す．
シナプス入力の計算は，1つの Prefecture毎に 1つの細胞について担当し，同時に 7 つの細胞について 7
つの Prefectureを使用して並列に行う．細胞はプルキンエ細胞が 32個，星状細胞が 32個あるので，それぞ
れのルーチン毎に 5 回ループすることで 32 個ずつの計算を行い，全体の行列ベクトル積の計算を完了させ
る．PEZY-SC2には Prefectureが 8つあるが，7つしか使用しない理由は，使用した時の PEZY-SC2は動
作 PE数が 1,984個に制限されており，1Prefectureを構成する 256PE単位での計算方法となっている本手
法では端数が出てしまうからである．この事は使用しているフラッシュ命令にも影響しており，64個の未動
作 PE がどこに存在しているか分からないことで，必ずしも PE の ID が 16 区切りで City を構成していた
り，256区切りで Prefectureを構成していたりする訳ではないことから，データの一貫性を保持するために，
計算ステップごとに毎回 LLCまで書き戻しているのである．主記憶ではなく LLCまでの書き戻しで良い理
由は，PEZY-SC2から搭載された LLCには，ハードウェアレベルでデータの一貫性を維持する機能を有して
いるからである．
44
図 15 プルキンエ細胞と星状細胞へのシナプス入力計算であるリダクションの高速化．プルキンエ細胞
または星状細胞 1 つあたりが入力として受け取る値は全部で 262,144 個の値である．この値をそれぞれ
の Prefectureにある 256個の PEの 2048スレッドを使用して 2048個の値までリダクションする．その
内容は flush L2 命令を用いて LLC に書き戻す．次に，同じ様に Prefecture の 2048 スレッドを用いて
256 個の値までリダクションし，同様に flush L2 命令で LLC に書き戻す．そして，City が持つ 16PE
の 128スレッドを用いて 16個の値までリダクションし，flush L2命令で LLCに書き戻す．最後に，事
前にローカルメモリに割り当てられている細胞の IDの値に基づいて，現在リダクションを行っているシナ
プス入力を受け取るべき細胞のパラメータがローカルメモリに格納されている PE が，8 スレッドを用い
て 1つの値にまとめて，保存しているパラメータの値に反映させて更新を行う．
2.1.3 OKRのゲイン適応シミュレーション
スーパーコンピュータ Gyoukouへの移植後，実時間で動作し，正しく学習が行えるかどうかを確認するた
め，第 II部 2.4.2節で説明した OKRのゲイン適応学習のシミュレーションを行った．入力は，6秒間のサイ
ン波状の視野像の動きを苔状線維に，眼球運動と視野像とのブレを下オリーブ核にそれぞれ入力し，前庭核か
ら眼球運動の出力を得た．今まで解説してきた 1プロセッサに，2 2mm2 の小脳皮質を実装して，7,920プ
ロセッサを使用したサルスケール小脳モデルと，1プロセッサに今までの 8倍のサイズである 4 8mm2 の小
脳皮質を実装して，96  96 = 9; 216プロセッサを使用したヒトスケール人工小脳モデルの 2種類について，
データを取得した．ヒトスケール人工小脳のシミュレーションを行った理由は，現在のアプローチと現在のマ
シンスペックでは，ヒトスケール人工小脳のシミュレーションを行うために何倍高速化する必要があるかを調
べるためである．
2.2 多関節ロボットアームの ESNを用いた制御
次に，構築した小脳モデルを用いて，OKR のゲイン適応よりもより複雑な運動タスクを行うことを試み
た．題材として，多関節ロボットアームの制御を扱い，小脳回路と同じ計算能力を持ち，かつ構造が非常に近
い Echo State Networkを用いて制御を試みた．ESNは，回路構造は小脳モデルと同等であるが，他の人工
ニューラルネットワークの様に計算は離散時間毎に代数的に行われる単純なモデルであり，微分方程式で記述
された物理モデルである人工小脳モデルとは異なるものである．多関節ロボットアームを現実に用意すること
は難しいので，図 16の様な 3Dモデルで表されたバーチャルな多関節ロボットアームを制御対象とした．
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図 16 制御対象の多関節ロボットアームモデル．赤いボールはエフェクタの目標位置．
2.2.1 ESNの設定
LSTMを用いて制御を行った研究 [17]と同様に，それぞれのジョイントに学習モジュールとして ESNを取
り付けた．直接小脳モデルに置き換えてシミュレーションを行わなかったのは，人工ニューラルネットワーク
である LSTMと物理モデルである人工小脳との間のギャップを，人工ニューラルネットワークでありながら
回路構造は人工小脳に近い ESNを用いることで和らげるためである．それぞれの ESNは，エフェクタの目
標位置を入力として，最適な角度を出力するように学習させたいので，入力としてエフェクタの目標位置であ
る 3次元空間座標 pt(t) = [pt;x(t); pt;y(t); pt;z(t)]T を与え，出力は角度ベクトル '(t)とした．出力の要素数
は，ESNが対応するジョイントの回転軸の数に依存する．ここで tは 0からスタートする離散時間ステップ
である．また，手先の位置の誤差の量を見ながら動作するように学習させたいので，エフェクタの位置 pe(t)
と pt(t)の差 (t)も入力に加えた．従って，各ジョイントには 6つの入力と，ジョイントの回転軸数の出力を
持つ ESNを取り付けた．ESNのレザボアのユニット数は 300とし，生成した結合の 50%を切り落として疎
結合とし，ESNを構築する際に使用するパラメータ の値は 0:9とした．これらのユニットの他に，i番目の
ジョイントの一つ前のジョイントに取り付けられている ESNのレザボアの活動 xi 1(t)を，出力の計算の際
に使用した．これは，担当するジョイントの角度を決める際に，一つ前のジョイントの姿勢を考慮に入れるた
めである．
以上より，ジョイント iに取り付けられた ESNの入力 ui(t)は，
ui(t) = [pt;x(t); pt;y(t); pt;z(t); x(t); y(t); z(t)]
T (56)
となり，これは全ての ESNで共通だが，レザボアの活動 xi(t)は，
xi(t) = tanh(W
in
i ui(t) +Wixi(t  1) +W backi yi(t  1)) (57)
出力 yi(t)は，
yi(t) = f(W
out
i (ui(t);xi(t);xi 1(t))) (58)
でそれぞれ計算を行った．ジョイント 0の計算では x 1(t)の代わりに 0を使用した．ここで，(; )は要素を
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連結する演算であり，f は以下のような関数とした．
f(x) =
8><>:
xmax (xmax < x)
x (xmin  x  xmax)
xmin (x < xmin)
(59)
xmax と xmin はそれぞれ，ジョイントが取り得る角度の最大値と最小値である．
2.2.2 姿勢の学習と動作テスト
学習対象として，ジョイントの角度の配列と，その角度を多関節ロボットアームにセットした時に到達する
エフェクタの位置を組み合わせたデータセットを幾つか用意し，それぞれのデータセットについて，20ステッ
プずつで学習を行った．ここでそれぞれの ESNにとっての教師信号となるのは，データセットのジョイント
の角度である．学習中のジョイント iの ESNの出力は，教師信号であるそのジョイントの目標の角度 'ti を
用いて以下のように決めた．
yi(t+ 1) y(t) + ('ti   yi(t)) (60)
ここで は学習係数であり，0:75を使用した．また，学習するデータセットが切り替わるタイミングで，全
ての ESN の入力と出力を 0 に固定した状態で 300 ステップ実行し，レザボアの活動を落ち着かせる処理を
行った．
学習終了後，各ジョイントの ESNで式 (53)を実行して出力計算用の重み行列を生成した．その後，ジョイ
ントが取り得る角度の範囲で到達し得る位置から，テスト用の目標位置として 40個のデータを生成し，それ
ぞれの目標毎に 20ステップ分，各 ESNを活動させて各ジョイントとエフェクタの位置の遷移を確認した．
2.3 ハンドロボットの制御
最後に，多関節ロボットアームの制御を応用して，手形のロボットの指を制御し，幾つかのハンドサインを
取らせてみた．指の付け根を根本とし，そこから指先までを一本の多関節ロボットアームとしてみると，片手
は 5本の多関節ロボットアームの集合体として見ることができるので，その様に見立てて実装を行った．多関
節ロボットアームの時との違いとして，各アームの根本がそれぞれ異なる位置にあるので，各アームを平行移
動させる処理が必要であることが挙げられる．これを解決するために，根本の位置までの平行移動のみを行
い，制御の対象には含めないダミージョイントを各アームに設定した．
2.3.1 制御対象の手のモデル
多関節ロボットアームの時と同様に，こちらも 3D モデルを用いて制御を行った．モデル関節の長さなど
は，私の左手を定規で測り，その値を使用した．手首の中心を原点に取り，原点から親指の方向に向けて x
軸，原点から手のひらの方向に向けて y 軸，原点から中指の指先に向けて z 軸をそれぞれ設定した．その他の
設定は付録 Cに記す．以上の設定で，ハンドロボットの初期状態は図 17の様になる．
2.3.2 ハンドサインの学習方法とテスト方法
多関節ロボットアームに比べて厄介な点として，同じ角度をジョイントにセットしても，指によって指先の
位置が異なることが挙げられる．従って今回は，教師信号として取らせたいハンドサインの時の関節角度の集
合を用意し，学習前に一度，それぞれの指にその角度をセットし，角度をセットした時の指がどの位置に来る
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図 17 制御対象のハンドロボットモデル．
かを計算させた．この時にそのサインの名前も与え，それぞれの指ごとに計算した位置をターゲットの座標と
して，名前と関連付けて記録させた．この様にすることで，取らせたいサインの名前を指定することで，それ
ぞれの指ごとに異なる目標位置に向かわせることが出来る．
1つのハンドサインの学習に要するステップ数などは，多関節ロボットアームの時と同様に 20ステップで
行った．学習時には，学習させるハンドサインの名前と，そのハンドサインの時に取るべき角度の配列を与え
た．学習後は ESNの読み出し重み行列を生成させた後，テストを行った．テストも同様にハンドサイン毎に
20ステップずつ行い，今度はサインの名前のみを指定して，正しくポーズを取ることが出来るかどうか確認
した．
3 結果
3.1 サルスケール人工小脳を用いた OKRのゲイン適応シミュレーション
実装したサルスケール人工小脳が，リアルタイムに動作し，正しく学習が行えるかどうかを確認するため，
第 II部 2.4.2節で説明した，眼球の単純な反射運動である OKRのゲイン適応学習のシミュレーションを行っ
た．入力として，6秒間のサイン波状の視野像の動きを苔状線維に，眼球運動と視野像とのブレを下オリーブ
核にそれぞれ入力し，前庭核から眼球運動の出力を得た．この 6秒間の入力 1回毎のシミュレーションを 1ト
ライアルと呼ぶことにし，全部で 100トライアルを行った．
100トライアルの内，1トライアル目，50トライアル目，100トライアル目のそれぞれのシミュレーション
中でのプルキンエ細胞と前庭核の活動から発火率を計算し，サイン波でフィッティングした結果を図 18に示
す．発火率の計算は，計算対象の時間の前後 500msのスパイクの数を数え，それを 1,000msで割っている．
従って単位は，スパイクの数=秒である．
図 18からは，プルキンエ細胞の発火率は学習が進むにつれて低下している様子が確認でき，小脳核につい
ては学習が進むにつれて発火率が高くなっている様子がそれぞれ確認できる．これは，OKRのゲイン適応シ
ミュレーションにおいて期待される発火率の変化であるので，正しく学習できていると言える．
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図 18 学習によるプルキンエ細胞と前庭核の発火率の変化の様子．(A)プルキンエ細胞の発火率．(B)前
庭核の発火率．グラフはどちらも，横軸が時間 (s)，縦軸が発火率 (spikes/s) をそれぞれ表している．ま
た，1トライアル目での発火率が青線，50トライアル目での発火率が緑線，100トライアル目での発火率
が赤線で示されている．
また，各トライアル毎に必要とする計算時間は 2:20 秒であり，6 秒間のシミュレーションが 2:20 秒で完
了することから，実時間よりも 2:72倍高速に動作していることが分かる．従って，サルスケール人工小脳は
時間刻み 1ms でサル 2 匹分の小脳の神経活動をシミュレートし，リアルタイムに学習を行う能力があると
言える．ネコスケール人工小脳と比較すると，卒業研究の時点で 1 トライアルの計算に 5:82 秒必要として
いたことから，こちらも約 2:65倍高速になっている．更に，1トライアル中に計算する浮動小数点演算の数
を数えると，約 5:16  1011 回であった．従って，1つのプロセッサの 1トライアルの計算中の平均性能は，
5:16 1011=2:20(s) = 234GFlopsである．Flopsとは，1秒間に浮動小数点演算が何回行えるかを表す，プロ
セッサの性能指標の 1つである．234GFlopsは，ピークパフォーマンスが 8:2TFlopsの PEZY-SC2の 2:9%
の性能を引き出したことを意味する．今回サルスケール人工小脳では，7,920プロセッサを用いてシミュレー
ションを行ったので，ピーク性能が 28:192PFlopsである Gyoukou全体では 1:85PFlopsを発揮した事が分
かった．
更に，プロセッサ数を変化させた時の計算時間の変化を調べた．サルスケール人工小脳では，1プロセッサ
が計算する量は固定であるので，この調査は言い換えると，サルスケール人工小脳の弱スケーリング性能を調
べたことを意味する．結果を図 19に示す．今回はプロセッサ数を 256個，1; 024個，4; 096個，7; 920個と
変化させながら計算時間を測定した．256個のプロセッサは 32mm  32mmの小脳皮質を，1; 024個のプロ
セッサは 64mm 64mmの小脳皮質を，4; 096個のプロセッサは 128mm 128mmの小脳皮質を，7; 920個
のプロセッサは 198mm 160mmの小脳皮質を，それぞれシミュレートしている．それぞれのサイズに置い
て，計算時間は 2:105秒，2:109秒，2:141秒，2:198秒であった．1プロセッサあたりのサイズを固定して使
用するプロセッサ数を増やした時に，殆ど計算時間が増加していないことから，サルスケール人工小脳は良い
弱スケーリング性能を有していることが分かる．
ところで，山﨑研究室の当面の目標の一つは，リアルタイムで動作するヒトスケール人工小脳を構築するこ
とである．ヒトの小脳は 6:9  1011 個のニューロンで構成されていると言われており [5]，これを Gyoukou
が有している 10,000プロセッサで動作させるためには，1プロセッサ当たりに 4mm 8mmの小脳皮質核微
小複合体を実装する必要がある．これはサルスケール人工小脳の 8倍の規模である．従って，サルスケール人
工小脳で実装していた表 5のニューロン数を全て 8倍して，1つのプロセッサに実装した．その状態で，プロ
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図 19 計算時間の弱スケーリング性能を表すプロット. 横軸は使用したプロセッサ数を表し，縦軸は 1ト
ライアルの OKRシミュレーションにかかる計算時間を表しており，どちらも対数軸である．黒線はサル
スケール人工小脳での計算時間を表しており，灰色の線はヒトスケール小脳での計算時間を表している．
点線は OKRシミュレーションの 1トライアルの時間である 6秒を表しており，この線よりも下側にある
ならばリアルタイムよりも計算が早いことを意味し，この線よりも上側にあるならばリアルタイムよりも
計算に時間がかかっていることを意味する．
セッサ数を 16個，256個，1; 024個，4; 096個，8; 192個，9; 216個と変化させて計算時間を調べた．結果は
それぞれ，43:9秒，44:0秒，44:4秒，44:8秒，45:5秒，44:6秒であった．図 19中に灰色の線で示されてい
る．計算時間は平均して 44:5秒であり，これは実時間よりも 7:42倍遅い記録であるが，計算時間は殆ど変化
していないことから，弱スケーリング性能は維持されている．
3.2 多関節ロボットアームの制御
10 個の関節からなるロボットアームのモデルを構築し，教師信号として，図 20 に示す 9つの姿勢を与え
た．各ジョイントの回転軸や根本の位置，各リンクの長さ等の設定は付録 Bに示す．
教師信号としての姿勢は次のように決めた．まず，全てのジョイントの角度を 0 とした全く曲げない姿勢
と，エフェクタの位置はジョイント 0の座標と全く曲げない姿勢の時のエフェクタの座標を結ぶ直線上に来る
が，最も関節を曲げた姿勢を考える．この時，両姿勢のエフェクタの座標の差が，エフェクタの可動域となる．
2つの姿勢を 22:5，45， 22:5， 45 傾けた姿勢をそれぞれ考え，合計 8つの姿勢を考えた．この 8つの
姿勢に，全く曲げない姿勢を加えた 9つの姿勢を教師信号として与え，それぞれ 20ステップずつ学習させた．
学習後，テストを行ったが，テストデータは次のようにして生成した．まず，全く曲げない姿勢のエフェ
クタの位置ベクトルから，最も曲げた時のエフェクタの位置ベクトルを引き，可動域を表すベクトルを計算
する．このベクトルに，[0; 1]の乱数を一つ掛けて，可動域上のランダムな点を生成する．更に教師信号では，
[ 45; 45]の範囲で傾けた位置を与えていたので，可動域上の点もこの範囲から選ばれたランダムな角度で
傾け，その位置をテスト用の目標位置とする．全部で 40パターンを生成し，テストを行った．結果の幾つか
を図 21に示す．
図 21より，20ステップ目には概ね目標の位置に向かわせることができていることが確認できる．
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図 20 多関節ロボットアームに教師信号として与えた姿勢とそれぞれの目標のエフェクタの位置．
図 21 多関節ロボットアーム動作テスト．目標位置は一定の規則に従ってランダムに生成される．生成
方法は本文中に記載．画像は全て，それぞれの目標位置ごとの 20 ステップ目の姿勢を画像にしたもので
ある．
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3.3 ハンドロボットの制御
最後に，ハンドロボットモデルの制御を行った．今回，図 22に示す 4つのハンドサインを学習させた．
図 22 ハンドロボットに学習させるハンドサインの一覧．それぞれのサインを取らせるのに必要な角
度の設定は付録 C に示す．左上が握り拳 (rock)，右上が手を開くサイン (paper)，左下がピースサイン
(scissors)，右下が親指と人差指で物をつまみ上げる動作をイメージしたサイン (pick)である．
多関節ロボットアームの時と同様に，それぞれのサインについて 20ステップずつ学習させた後，任意のサ
インシーケンス，例えば [rock, paper, scissors, paper, rock, pick]のような列を与え，それぞれについて正し
くハンドサインを取ることができることを確認した．
4 考察
本研究ではまず，Shoubu上に実装されていたネコスケール人工小脳を Gyoukouに移植し，使用するプロ
セッサ数を増やすことでサルスケール人工小脳の構築に成功した． 3.1に示したように，サルスケール人工小
脳は 6秒間の眼球運動のシミュレーションを 2:20秒で行うことに成功し，さらにその運動の学習にも成功し
たことで，構築したサルスケール人工小脳はリアルタイムに学習を行なうことができるという意味で，オンラ
イ学習能力を有していると言える．計算時間も，ネコスケール人工小脳よりも高速に動作することが確認でき
たが，これには PEZY-SC2での性能向上や，ネコスケールの時と比べて 8スレッド使えるようになったこと
が貢献していると考えられる．
以上のように，現状では実時間よりも圧倒的に高速に動作しているサルスケール人工小脳だが，最適化の余
地はまだ残っている．特にローカルメモリの使用と，プルキンエ細胞と星状細胞へのシナプス入力の計算にお
けるフラッシュ命令を適切なレベルに設定することは，どちらも行なう必要がある．リダクション計算の 3ス
テップ目である City単位で行なう計算の結果は，せいぜい L2キャッシュまでの書き戻しでよいはずなので，
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この部分のフラッシュ命令は flush L2から flush L1に変更することが可能である．その為には，実装され
ている全ての PEが正しく動作し，PEの IDから属している Cityの IDや Prefectureの IDを計算できるよ
うになる必要があるので，現在開発中と噂の PEZY-SC3は，リリースの段階から全ての PEが動作するモデ
ルであることを期待する．または，Gyoukouが JAMSTECから撤去された後，カーネルコードを書くための
ライブラリである PZSDKのバージョンアップがあり，その更新によって，動作可能スレッド数を取得する命
令が追加されたので，この命令によって取得された値が 16,384(2048PE8スレッド)かどうかで処理内容を
分岐させることも可能である．その場合は，分岐処理による速度低下と，flush L2を flush L1に変える事
による速度向上のどちらが大きいか調べる必要はある．
また，図 19に示したように，サルスケール人工小脳とヒトスケール人工小脳でそれぞれ弱スケーリング性
能を確認した．この事は，1プロセッサに実装するサイズが 2mm  2mmの皮質ならば，使用するプロセッ
サ数を増やせば実時間で動作するヒトスケール人工小脳を構築することができるということを意味し，1プロ
セッサに実装するサイズを 4mm 8mmの皮質に増やすならば，プロセッサの性能が向上することでヒトス
ケール小脳を構築することができるということを意味する．Gyoukouが撤去されてしまったことから，今後
PEZY-SC2を更に多く搭載したスーパーコンピュータの設置は期待されないので，やはり次世代プロセッサ
である PEZY-SC3のリリースが待たれる．PEZY-SC3では，ハードウェアの性能向上は勿論だが，PZSDK
やソフトウェア側の充実も最近は目覚ましく，PEZY-SCシリーズ上で動作する高速な線形代数計算ライブラ
リである BLASも，PEZY Computingの社員の方の手によって開発された．従って単なるハードウェアの向
上以上に，プロセッサの性能の引き出しやすさも向上するのではないかと期待している．
3.2節と 3.3節では，使用したのは ESNだが，小脳モデルに近いモデルによってロボット制御が可能であ
ることを示した．この事は，山﨑研究室で開発している小脳モデルが，実際の小脳の様に運動制御や運動学習
が可能で，置き換え得ることを示唆する．従って将来的には，小脳を損傷してしまった人の運動機能を，人工
小脳によって補完することが可能になると考えられる．例えば手の動きにはハンドロボットの制御を，腕から
先を制御して手先の位置を目標に持っていく動きには多関節ロボットアームの制御をそれぞれ応用すること
で，腕から先の完全制御を行なうことができると考えられる．手をドアノブに持っていってひねって開ける動
作や，ペンを持って手首の動きをコントロールして字を書くなどが考えられる．例えば小脳に変性が起こるこ
とで運動失調をきたす疾病として，毛細血管拡張性運動失調症 (Ataxia-telangiectasia: A-T)という疾病があ
る [20]．以下にその症状の解説を引用する．
脳の一部である小脳に進行性変性が始まることを初発症状とし，次第に全身の筋肉の調節の障害に進行
し，最終的に患者は車椅子の生活を余儀なくされます．運動失調症が悪化すると，A-Tの小児は書くこ
とができなくなり，また発語が緩慢でうまく話せなくなります．さらに眼球のコントロールが困難にな
り，最終的には読むことさえもできなくなります．
有効な治療法がなく，進行を遅らせる方法も無い厳しい病気であるが，小脳モデルと筋電制御技術を用いて腕
から先を制御し，文字などが書けるようになれば他者ともコミュニケーションが取れるようになるので，いく
らかストレスを緩和できるのではないかと考えられる．本研究ではバーチャルなモデルの制御に留まったが，
将来的に実際の患者の症状の緩和やリハビリなどに応用されれば幸いである．
しかし，実際の患者などに適応する際には，ESNではなくて小脳モデルで制御を行えている必要があるの
で，今後，今回の成果を小脳モデルを用いて再現する必要がある．そのためには小脳モデルでレザボアコン
ピューティングを行う必要があるが，顆粒細胞とゴルジ細胞とのシナプス結合のループにレザボアを構築する
ためには，2種類のシナプスのダイナミクスを実装する必要がある．1つは時定数が小さく，すばやく変化す
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るダイナミクスで，もう 1つは時定数が大きくゆっくりと減衰し，時間的に遠く離れた場所にも影響を及ぼす
ダイナミクスである．現在は時定数が小さいダイナミクスしか実装しておらず，レザボア計算を行うためには
遅いダイナミクスを実装する必要がある．そのためには，遅いダイナミクスによる値を格納する配列を新たに
カーネルの引数に与える必要があるが，今までは一度に指定できるカーネルの引数を上限まで使用していたの
で，実装することができなかった．しかしこちらも，2018年の末頃の PZSDKのアップデートにより，上限
数が大きく増えたので，実装することが可能になった．実は第 II部 2.4.1節で解説した瞬目反射条件付けも，
シミュレーションで再現するには遅いダイナミクスを必要とするタスクである．従って今後，顆粒細胞とゴル
ジ細胞間シナプスに遅いダイナミクスを実装し，瞬目反射条件付けと今回のロボット制御に挑戦してもらい
たい．
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第 IV部
おわりに
本研究では，スーパーコンピュータ Gyoukou上にサルスケール人工小脳を構築し，その動作確認を OKR
のゲイン適応シミュレーションを通して行った．その後，より複雑な運動制御タスクとして，多関節ロボット
アームの制御と，ハンドロボットの制御を行った．それらの結果を踏まえて，今回実装した小脳モデルは，サ
ル 2匹分と同規模の細胞数をリアルタイムでシミュレートし，かつ学習を行なうことができ，さらに眼球運動
の単純な反射だけではなく，より現実的な運動学習や運動制御も行えることが確認できた．
今後の展望としては，今後リリースされるであろう次世代プロセッサ PEZY-SC3を利用して，ヒトスケー
ル人工小脳を実装することや，より複雑なダイナミクスの実装を加えて，学習可能なタスクの幅を広げるこ
とが考えられる．その際は，再び PEZY-SC3向けに最適化をやり直す必要が出てくるだろう．しかしそれに
よって，PEZY-SCシリーズのプロセッサに実装されている小脳モデルでもレザボアコンピューティングが可
能となれば，今回 ESNを使用して行ったロボット制御タスクを小脳モデルで行えるようになるだろう．人工
小脳モデルが小脳損傷患者の運動制御を支援する日が来ることを期待している．
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付録 A ESNの実装
第 II部 6.4で説明した理論に基づいて pythonで実装した．以下にソースコードを示す．
ソースコード 3 esn.py
1 import math
2 import random
3 import numpy as np
4 import numpy.linalg as la
5
6 class Layer:
7 def __init__(self, num):
8 self.units = np.zeros(num) if num != 0 else np.zeros(1)
9
10 def set_zero(self):
11 self.units.fill(0)
12
13 def set_value(self, value):
14 self.units = value
15
16 class InputLayer(Layer):
17 def __init__(self, num = 0):
18 super().__init__(num)
19
20 class Reservoir(Layer):
21 def __init__(self, num, num_input, num_output):
22 super().__init__(num)
23 self.w = np.random.uniform(-1.0, 1.0, [num, num])
24 cut_rate = 0.5
25 spectral_radius = 0.9
26 mask = np.random.rand(num, num) < cut_rate
27 self.w[mask] = 0.0
28 self.w = self.w / abs(max(la.eigvals(self.w))) * spectral_radius
29 self.w_in = np.random.uniform(-1.0, 1.0, [num, num_input]) if num_input != 0 else
np.zeros((num, 1))
30 self.w_back = np.random.uniform(-1.0, 1.0, [num, num_output])
31
32 def update(self, input_layer, output_layer):
33 values = np.dot(self.w_in, input_layer.units) + np.dot(self.w, self.units) + np.dot
(self.w_back, output_layer.units)
34 self.units = np.tanh(values)
35
36 class OutputLayer(Layer):
37 def __init__(self, num = 1):
38 super().__init__(num)
39 self.outer_input = None
40
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41 def setup_w(self, w):
42 self.w = w
43
44 def update(self, input_layer, reservoir, extra_input):
45 if len(self.units) == 0: return
46 inputs = input_layer.units
47 acts = reservoir.units
48 values = np.hstack((inputs, acts, extra_input) if extra_input is not None else (
inputs, acts))
49 self.units = np.dot(self.w, values)
50
51 LEARNING_RATE = 0.75
52 class ESN:
53 def __init__(self, num_input = 0, num_reservoir = 300, num_output = 1):
54 if num_output < 1: raise ValueError('Do not set 0 to num_output.')
55 self.input_layer = InputLayer(num_input)
56 self.reservoir = Reservoir(num_reservoir, num_input, num_output)
57 self.output_layer = OutputLayer(num_output)
58
59 self.__M = []
60 self.__T = []
61
62 self.timeframe_to_wash = num_reservoir
63 self.wash()
64
65 def wash(self):
66 self.input_layer.set_zero()
67 self.output_layer.set_zero()
68 for time in range(self.timeframe_to_wash):
69 self.reservoir.update(self.input_layer, self.output_layer)
70
71 def learn(self, inputs, teacher, extra = None):
72 self.input_layer.units = inputs
73 update = LEARNING_RATE * (teacher - self.output_layer.units)
74 self.reservoir.update(self.input_layer, self.output_layer)
75 inputs = self.input_layer.units
76 acts = self.reservoir.units
77 m = np.hstack((inputs, acts, extra) if extra is not None else (inputs, acts))
78 self.output_layer.units += update
79 t = self.output_layer.units.copy()
80 self.__M.append(m.tolist())
81 self.__T.append(t.tolist())
82
83 def make_w_out(self):
84 w_out = np.dot(la.pinv(np.array(self.__M)), np.array(self.__T))
85 self.output_layer.setup_w(w_out.transpose())
86
87 def forget(self):
88 self.output_layer.w = None
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89 self.__M = []
90 self.__T = []
91
92 def use(self, inputs, extra = None):
93 self.input_layer.units = inputs
94 self.reservoir.update(self.input_layer, self.output_layer)
95 self.output_layer.update(self.input_layer, self.reservoir, extra)
96 return self.output_layer.units
97
98 if __name__ == "__main__":
99 print('This is a echo state network test.')
100 print('Generate sinusoidal wave.')
101
102 esn = ESN()
103 step = 20
104 delta = 2 * math.pi / step
105
106 print('Start training.')
107 LEARNING_RATE = 1.0
108 for i in range(step):
109 esn.learn([0], math.sin(delta * i))
110
111 esn.make_w_out()
112
113 print('Start testing.')
114 with open('out', mode = 'w') as f:
115 for i in range(step):
116 f.write(str(delta * i) + ' ' + str(esn.use([0])[0]) + '\n')
117 print('Finish.')
118 print('Results are exported to \'out\' file.')
ESNクラスの定義は 52行目から 96行目に書かれている．ESNクラスを他のファイルから利用する際には
このファイルを同じディレクトリに設置し，利用する pythonスクリプトで from esn import ESNすること
で利用可能となる．
また，このファイル単体でも以下のように実行することが可能である．
ソースコード 4 esn.pyの実行ログ
PS D:\ownCloud\Study\ESN> python -V
Python 3.7.0
PS D:\ownCloud\Study\ESN> python esn.py
This is a echo state network test.
Generate sinusoidal wave.
Start training.
Start testing.
Finish.
Results are exported to 'out' file.
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実行されるのは ESN のチュートリアル [19] でも紹介されているタスクの一つである正弦波生成タスクであ
る．生成されたファイル'out'を gnuplotを用いてプロットすると，以下のグラフが得られる．
図 23 ESN による正弦波生成タスクの結果を示したプロット．紫色の線が ESN による出力で，緑色の
線が教師信号である正弦波である．グラフは一周期のみであるが ESN は非常によく正弦波を再現できて
いる．
ESNクラスを利用する際には，コンストラクタに入力層のユニット数 (num input)，レザボアのユニット
数 (num reservoir)，出力層のユニット数 (num output) を指定することができる．それぞれの引数には既
定値が設定されており，それぞれ 0，300，1である．従って，何も指定せず以下のようにすると，入力層のユ
ニット数は 0，レザボアのユニット数は 300，出力層のユニット数は 1の ESNのインスタンスが生成される．
esn = ESN()
以下のようにすると入力層のユニット数を 2としてそれ以外は既定値を割り当てた ESNのインスタンスを作
成できる．
esn = ESN(2)
以下は入力層のユニット数を 2，レザボアのユニット数を 100，出力層のユニット数を 4とする ESNのイン
スタンスを作成する．
esn = ESN(2, 100, 4)
一部のみを変更する場合は，以下のように引数名を指定して値を渡す方法が便利である．
esn = ESN(num_input = 6, num_output = 2)
学習には learnメソッドを，使役する際には useメソッドを使用する．これらのメソッドには，レザボアの
活動には影響を与えないが，出力の計算には使用するような外部入力を設定することができ，その場合には引
数 extraに，外部入力の配列を与える．指定しなかった場合は無視されるだけなので，指定しなくても良い．
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付録 B 多関節ロボットアームの実装
第 III部 2.2節の多関節ロボットアーム制御で使用したプログラムも pythonで開発した．ソースコードを
以下に示す．
ソースコード 5 multi.py
1 import os
2 import json
3 import math
4 import random
5 import numpy as np
6 import numpy.linalg as la
7
8 from esn import ESN
9 from kinematics import generate_htm
10
11 class Joint:
12 def __init__(self, default_pose, dof = 1, angle_max = math.pi * 0.5, angle_min = -math.
pi * 0.5, rot_axis = [[0, 1, 0]], prev_joint = None):
13 self.__max = angle_max
14 self.__min = angle_min
15 self.__prv = prev_joint
16
17 self.esn = ESN(num_input = 6, num_output = dof)
18 self.__axis = rot_axis
19 self.__def_pose = default_pose
20 self.__origin = np.array([0, 0, 0, 1])
21 self.__trans_local = generate_htm(default_pose, rot_axis[0], rot_axis[1] if dof > 1
else None, rot_axis[2] if dof > 2 else None)
22 local_trans_zero = self.__trans_local([0.0 for i in range(dof)])
23 self.trans = np.dot(prev_joint.trans, local_trans_zero) if prev_joint is not None
else local_trans_zero
24 self.root = np.dot(prev_joint.trans, self.__origin) if prev_joint is not None else
self.__origin
25 self.effector = np.dot(self.trans, self.__origin)
26
27 def __update_pose(self):
28 outputs = self.esn.output_layer.units
29 self.trans = np.dot(self.__prv.trans, self.__trans_local(outputs))
30 self.root = np.dot(self.__prv.trans, self.__origin)
31 self.effector = np.dot(self.trans, self.__origin)
32
33 def learn(self, target, delta, teacher):
34 inputs = np.hstack((target, delta))
35 self.esn.learn(inputs, teacher, self.__prv.esn.reservoir.units)
36 self.__update_pose()
37
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38 def use(self, target, delta):
39 inputs = np.hstack((target, delta))
40 outputs = np.clip(self.esn.use(inputs, self.__prv.esn.reservoir.units), self.__min,
self.__max)
41 self.esn.output_layer.units = outputs
42 self.__update_pose()
43
44 def set_angles(self, angles):
45 angles = np.clip(angles, self.__min, self.__max)
46 self.esn.output_layer.units = angles
47 self.__update_pose()
48
49 def initial_state(self):
50 self.esn.wash()
51 self.__update_pose()
52
53 def memorize(self):
54 self.esn.make_w_out()
55
56 def forget(self):
57 self.esn.forget()
58
59 class MultiJointArm:
60 def __init__(self, settings):
61 self.root_dummy = Joint(settings['root_pos'])
62 dof_per_joint = int(settings['DoF'] / settings['n_joint'])
63 if dof_per_joint > 3: raise ValueError('The degree of freedom for each joint must 
not be over 3.')
64 pre_joint = self.root_dummy
65 self.joints = []
66 for i in range(settings['n_joint']):
67 joint = Joint(settings['joint_pose'], dof_per_joint, settings['max'], settings[
'min'], settings['rot_axis'], pre_joint)
68 self.joints.append(joint)
69 pre_joint = joint
70
71 def learn(self, target, teacher_pose):
72 delta = target - self.joints[-1].effector[:3]
73 for i, joint in enumerate(self.joints):
74 joint.learn(target, delta, teacher_pose[i])
75
76 def pose(self, target):
77 delta = target - self.joints[-1].effector[:3]
78 for joint in self.joints:
79 joint.use(target, delta)
80
81 def set_pose(self, pose):
82 for i, joint in enumerate(self.joints):
83 joint.set_angles(pose[i])
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84
85 def initial_state(self):
86 for joint in self.joints:
87 joint.initial_state()
88
89 def memorize(self):
90 for joint in self.joints:
91 joint.memorize()
92
93 def forget(self):
94 for joint in self.joints:
95 joint.forget()
96
97 def print_joint_pos(self, time, target = None):
98 print(f'time = {time}')
99 for i, joint in enumerate(self.joints):
100 print(f'Joint{i} : pos = {joint.root[:3]}, angle = {np.rad2deg(joint.esn.
output_layer.units)}')
101 print(f'Target : pos = {target} Effector : pos = {self.joints[-1].effector[:3]}')
102
103 def setup_file(self, filename = 'arm_noname.csv'):
104 self.filename = filename
105 with open(filename, mode='w') as f:
106 f.write('time,tx,ty,tz,')
107 for i in range(len(self.joints)):
108 f.write(f'j{i}x,j{i}y,j{i}z,')
109 f.write('effx,effy,effz')
110 for i, joint in enumerate(self.joints):
111 for j in range(joint.esn.output_layer.units.size):
112 f.write(f',a{i}{j}')
113 f.write('\n')
114
115 def print_to_file(self, time, target = [0, 0, 0]):
116 with open(self.filename, mode='a') as f:
117 f.write(f'{time},{target[0]},{target[1]},{target[2]},')
118 for i, joint in enumerate(self.joints):
119 pos = joint.root[:3]
120 f.write(f'{pos[0]},{pos[1]},{pos[2]},')
121 eff = self.joints[-1].effector[:3]
122 f.write(f'{eff[0]},{eff[1]},{eff[2]}')
123 for joint in self.joints:
124 for j in range(joint.esn.output_layer.units.size):
125 f.write(f',{joint.esn.output_layer.units[j]}')
126 f.write('\n')
127
128 import shutil
129 import sys
130 from esn import LEARNING_RATE
131
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132 if __name__ == "__main__":
133 print('Setup')
134 settings = {}
135 setting_filename = 'multi/multi.json'
136 if os.path.exists(setting_filename):
137 with open(setting_filename) as f:
138 settings = json.load(f)
139 else:
140 settings = {
141 'arm0':{
142 'root_pos':[0.0, 0.0, 0.0],
143 'DoF':10,
144 'n_joint':10,
145 'joint_pose':[0.0, 0.0, 0.5],
146 'max':math.pi * 0.5,
147 'min':-math.pi * 0.5,
148 'rot_axis':[[0.0, 1.0, 0.0]]
149 }
150 }
151
152 if not os.path.exists(setting_filename):
153 with open(setting_filename, mode='w') as f:
154 json.dump(settings, f, indent=4)
155
156 multi_arms = []
157 for arm_name, setting in settings.items():
158 arm = MultiJointArm(setting)
159 arm.setup_file(f'multi/{arm_name}_teacher.csv')
160 multi_arms.append(arm)
161
162 poses = [{'angles':np.deg2rad([[ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [
0]])},
163 {'angles':np.deg2rad([[ 22.5], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0],
[ 0]])},
164 {'angles':np.deg2rad([[-58.5], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [
18], [ 18], [ 18]])},
165 {'angles':np.deg2rad([[ 45 ], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0],
[ 0]])},
166 {'angles':np.deg2rad([[-36 ], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18],
[ 18], [ 18]])},
167 {'angles':np.deg2rad([[-22.5], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0],
[ 0]])},
168 {'angles':np.deg2rad([[ 58.5], [-18], [-18], [-18], [-18], [-18], [-18],
[-18], [-18], [-18]])},
169 {'angles':np.deg2rad([[-45 ], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0],
[ 0]])},
170 {'angles':np.deg2rad([[ 36 ], [-18], [-18], [-18], [-18], [-18], [-18], [-18],
[-18], [-18]])}]
171
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172 straight_pose = poses[0]['angles']
173 straights = []
174 for multi_arm in multi_arms:
175 multi_arm.set_pose(straight_pose)
176 straights.append(multi_arm.joints[-1].effector[:3].copy())
177 bend_pose = np.deg2rad([[-81], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18],
[ 18]])
178 bends = []
179 for multi_arm in multi_arms:
180 multi_arm.set_pose(bend_pose)
181 bends.append(multi_arm.joints[-1].effector[:3].copy())
182 diffs = []
183 for i in range(len(straights)):
184 diffs.append(straights[i] - bends[i])
185
186 for i in range(len(poses)):
187 poses[i]['targets'] = []
188 for multi_arm in multi_arms:
189 multi_arm.set_pose(poses[i]['angles'])
190 poses[i]['targets'].append(multi_arm.joints[-1].effector[:3].copy())
191 multi_arm.print_to_file(i, multi_arm.joints[-1].effector[:3])
192
193 multi_arms = []
194 for arm_name, setting in settings.items():
195 arm = MultiJointArm(setting)
196 arm.setup_file(f'multi/{arm_name}.csv')
197 multi_arms.append(arm)
198
199 print('Learning')
200 global LEARNING_RATE
201 LEARNING_RATE = 0.5
202 learning_step = 20
203 error = 0.0
204 for pose in poses:
205 for multi_arm in multi_arms:
206 multi_arm.initial_state()
207 for t in range(learning_step):
208 for i, multi_arm in enumerate(multi_arms):
209 multi_arm.learn(pose['targets'][i], pose['angles'])
210 for i, multi_arm in enumerate(multi_arms):
211 err = pose['targets'][i] - multi_arm.joints[-1].effector[:3]
212 error += la.norm(err)
213 error /= len(poses) * len(multi_arms)
214 print(f'error during learning : {error}')
215 for multi_arm in multi_arms:
216 multi_arm.memorize()
217
218 print('Testing')
219 error = 0.0
65
220 for pose in poses:
221 for multi_arm in multi_arms:
222 multi_arm.initial_state()
223 for t in range(learning_step):
224 for i, multi_arm in enumerate(multi_arms):
225 multi_arm.pose(pose['targets'][i])
226 for i, multi_arm in enumerate(multi_arms):
227 err = pose['targets'][i] - multi_arm.joints[-1].effector[:3]
228 error += la.norm(err)
229 error /= len(poses) * len(multi_arms)
230 print(f'error in learned pattern : {error}')
231
232 n_test = 40
233 minimum_error = sys.float_info.max
234 rot_base = generate_htm([0, 0, 0], [0, 1, 0])
235
236 while True:
237 tests = []
238 for i in range(n_test):
239 patterns = []
240 for i, multi_arm in enumerate(multi_arms):
241 angle = np.random.uniform(-math.pi * 0.25, math.pi * 0.25, 1)
242 rot = rot_base(angle)[:3,:3]
243 diff = np.dot(rot, diffs[i]) * random.random()
244 base = np.dot(rot, bends[i] - multi_arm.root_dummy.effector[:3])
245 patterns.append(multi_arm.root_dummy.effector[:3] + base + diff)
246 tests.append(patterns)
247
248 error = 0.0
249 for multi_arm in multi_arms:
250 multi_arm.setup_file(multi_arm.filename)
251 for i, test in enumerate(tests):
252 for multi_arm in multi_arms:
253 multi_arm.initial_state()
254 for time in range(learning_step):
255 for j, multi_arm in enumerate(multi_arms):
256 multi_arm.pose(test[j])
257 multi_arm.print_to_file(learning_step * i + time, test[j])
258 for j, multi_arm in enumerate(multi_arms):
259 err = test[j] - multi_arm.joints[-1].effector[:3]
260 error += la.norm(err)
261 error /= len(tests) * len(multi_arms)
262 print(f'error : {error}, minimum_error : {minimum_error}')
263
264 if error < minimum_error:
265 minimum_error = error
266 print(f'minimum_error is updated : {minimum_error}')
267 for multi_arm in multi_arms:
268 shutil.copy(multi_arm.filename, f'{multi_arm.filename}.champ')
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269
270 print('Completed')
以下に抜粋した 162行目から 170行目の内容が，教師信号として与えた角度の配列である．一番左はジョ
イント 0の角度から始まり，一番右の要素がジョイント 9の角度である．2次元配列で確保しているのは，そ
れぞれのジョイントの回転軸数が増えたらそれぞれの要素も増えるからである．
[{'angles':np.deg2rad([[ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[ 22.5], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[-58.5], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [
18]])},
{'angles':np.deg2rad([[ 45 ], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[-36 ], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [
18]])},
{'angles':np.deg2rad([[-22.5], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[ 58.5], [-18], [-18], [-18], [-18], [-18], [-18], [-18], [-18],
[-18]])},
{'angles':np.deg2rad([[-45 ], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[ 36 ], [-18], [-18], [-18], [-18], [-18], [-18], [-18], [-18],
[-18]])}]
多関節ロボットアームのインスタンスは，\multi.json" というファイルの内容に基づいて生成される．設定
ファイルを作成しなくても，初回起動では以下の内容でインスタンスが生成される．
settings = {
'arm0':{
'root_pos':[0.0, 0.0, 0.0],
'DoF':10,
'n_joint':10,
'joint_pose':[0.0, 0.0, 0.5],
'max':math.pi * 0.5,
'min':-math.pi * 0.5,
'rot_axis':[[0.0, 1.0, 0.0]]
}
}
それぞれの設定項目は以下のような意味を持つ．
arm0 アームの設定のプロファイル名．複数のアームを生成したい場合は異なる名前を決めて以下の内容を
設定する必要がある．
root pos ロボットアームの根本の位置座標．3次元ベクトル．
DoF ロボットアームの自由度．整数値．
n joint ロボットアームのジョイント数．整数値．
joint pose それぞれのジョイントの角度が 0の時に，そのリンクの向いている方向を示す 3次元ベク
トル．
max ジョイントの角度の最大値．
min ジョイントの角度の最小値．
rot axis 各ジョイントの回転軸．全てのジョイントに同じ設定が行われる．3次元ベクトルの配列．
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付録 C ハンドロボットの実装
第 III部 2.3節のハンドロボットのプログラムを以下に示す．
ソースコード 6 hand.py
1 import os
2 import json
3 import math
4 import random
5 import numpy as np
6 import numpy.linalg as la
7
8 from esn import ESN
9 from kinematics import generate_htm
10 from multi import Joint
11
12 class Finger:
13 def __init__(self, settings):
14 set_j0 = settings['joint0']
15 set_j1 = settings['joint1']
16 set_j2 = settings['joint2'] if 'joint2' in settings else None
17 self.root_dummy = Joint(settings['root_pos'], 1, 0, 0, [[1, 0, 0]])
18 joint0 = Joint(set_j0['pose'], set_j0['DoF'], set_j0['max'], set_j0['min'], set_j0[
'rot_axis'], self.root_dummy)
19 joint1 = Joint(set_j1['pose'], set_j1['DoF'], set_j1['max'], set_j1['min'], set_j1[
'rot_axis'], joint0)
20 joint2 = Joint(set_j2['pose'], set_j2['DoF'], set_j2['max'], set_j2['min'], set_j2[
'rot_axis'], joint1) if set_j2 is not None else None
21 self.joints = [joint0, joint1] if joint2 is None else [joint0, joint1, joint2]
22 self.pose_list = {}
23
24 def learn_pose(self, pose_name):
25 target = self.pose_list[pose_name]['target']
26 teacher_pose = self.pose_list[pose_name]['pose']
27 delta = target - self.joints[-1].effector[:3]
28 for i, joint in enumerate(self.joints):
29 joint.learn(target, delta, teacher_pose[i])
30
31 def pose(self, pose_name):
32 target = self.pose_list[pose_name]['target']
33 delta = target - self.joints[-1].effector[:3]
34 for joint in self.joints:
35 joint.use(target, delta)
36
37 def set_pose(self, pose):
38 for i, joint in enumerate(self.joints):
39 joint.set_angles(pose[i])
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40
41 def initial_state(self):
42 for joint in self.joints:
43 joint.initial_state()
44
45 def register_pose(self, name, pose):
46 self.set_pose(pose)
47 target = self.joints[-1].effector[:3]
48 self.pose_list[name] = {'target':target, 'pose':pose}
49 self.initial_state()
50
51 def success(self, pose_name, threshold):
52 target = self.pose_list[pose_name]['target']
53 delta = target - self.joints[-1].effector[:3]
54 return la.norm(delta) < threshold
55
56 def memorize(self):
57 for joint in self.joints:
58 joint.memorize()
59
60 def forget(self):
61 for joint in self.joints:
62 joint.forget()
63
64 def print_joint_pos(self, time, pose_name):
65 target = self.pose_list[pose_name]['target'] if pose_name is not None else None
66 print(f'time = {time}')
67 for i, joint in enumerate(self.joints):
68 print(f'Joint{i} : pos = {joint.root[:3]}, angle = {np.rad2deg(joint.esn.
output_layer.units)}')
69 print(f'Target : pos = {target} Effector : pos = {self.joints[-1].effector[:3]}')
70
71 def setup_file(self, filename = 'finger_noname.csv'):
72 self.__filename = filename
73 with open(filename, mode='w') as f:
74 f.write('time,tx,ty,tz,')
75 for i in range(len(self.joints)):
76 f.write(f'j{i}x,j{i}y,j{i}z,')
77 f.write('effx,effy,effz')
78 for i, joint in enumerate(self.joints):
79 for j in range(joint.esn.output_layer.units.size):
80 f.write(f',a{i}{j}')
81 f.write('\n')
82
83 def print_to_file(self, time, pose_name):
84 target = self.pose_list[pose_name]['target']
85 with open(self.__filename, mode='a') as f:
86 f.write(f'{time},{target[0]},{target[1]},{target[2]},')
87 for i, joint in enumerate(self.joints):
69
88 pos = joint.root[:3]
89 f.write(f'{pos[0]},{pos[1]},{pos[2]},')
90 eff = self.joints[-1].effector[:3]
91 f.write(f'{eff[0]},{eff[1]},{eff[2]}')
92 for joint in self.joints:
93 for j in range(joint.esn.output_layer.units.size):
94 f.write(f',{joint.esn.output_layer.units[j]}')
95 f.write('\n')
96
97 class Hand:
98 def __init__(self):
99 settings = {}
100 setting_filename = 'hand/hand.json'
101 if os.path.exists(setting_filename):
102 with open(setting_filename) as f:
103 settings = json.load(f)
104 else:
105 settings = {
106 'thumb':{
107 'root_pos':[0.050, 0.0, 0.045],
108 'joint0':{
109 'length':0.040,
110 'pose':[0.040, 0, 0],
111 'DoF':2,
112 'rot_axis':[[0, -1, 0], [0, 0, 1]],
113 'max':[math.pi * 0.5, math.pi],
114 'min':[0.0, math.radians(-20)]
115 },
116 'joint1':{
117 'length':0.035,
118 'pose':[0.035, 0, 0],
119 'DoF':1,
120 'rot_axis':[[0, 0, 1]],
121 'max':math.radians(90),
122 'min':math.radians(0)
123 },
124 },
125 'index':{
126 'root_pos':[0.025, 0, 0.085],
127 'joint0':{
128 'length':0.048,
129 'pose':[0, 0, 0.048],
130 'DoF':2,
131 'rot_axis':[[0, -1, 0], [-1, 0, 0]],
132 'max':[math.radians(5), math.radians(90)],
133 'min':[math.radians(-30), math.radians(-20)]
134 },
135 'joint1':{
136 'length':0.030,
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137 'pose':[0, 0, 0.030],
138 'DoF':1,
139 'rot_axis':[[-1, 0, 0]],
140 'max':math.radians(90),
141 'min':math.radians(0)
142 },
143 'joint2':{
144 'length':0.025,
145 'pose':[0, 0, 0.025],
146 'DoF':1,
147 'rot_axis':[[-1, 0, 0]],
148 'max':math.radians(90),
149 'min':math.radians(0)
150 },
151 },
152 'middle':{
153 'root_pos':[0, 0, 0.090],
154 'joint0':{
155 'length':0.050,
156 'pose':[0, 0, 0.050],
157 'DoF':2,
158 'rot_axis':[[0, -1, 0], [-1, 0, 0]],
159 'max':[math.radians(5), math.radians(90)],
160 'min':[math.radians(-5), math.radians(-20)]
161 },
162 'joint1':{
163 'length':0.034,
164 'pose':[0, 0, 0.034],
165 'DoF':1,
166 'rot_axis':[[-1, 0, 0]],
167 'max':math.radians(90),
168 'min':math.radians(0)
169 },
170 'joint2':{
171 'length':0.027,
172 'pose':[0, 0, 0.027],
173 'DoF':1,
174 'rot_axis':[[-1, 0, 0]],
175 'max':math.radians(90),
176 'min':math.radians(0)
177 },
178 },
179 'ring':{
180 'root_pos':[-0.020, 0, 0.085],
181 'joint0':{
182 'length':0.047,
183 'pose':[0, 0, 0.047],
184 'DoF':2,
185 'rot_axis':[[0, -1, 0], [-1, 0, 0]],
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186 'max':[math.radians(10), math.radians(90)],
187 'min':[math.radians(-5), math.radians(-20)]
188 },
189 'joint1':{
190 'length':0.033,
191 'pose':[0, 0, 0.033],
192 'DoF':1,
193 'rot_axis':[[-1, 0, 0]],
194 'max':math.radians(90),
195 'min':math.radians(0)
196 },
197 'joint2':{
198 'length':0.026,
199 'pose':[0, 0, 0.026],
200 'DoF':1,
201 'rot_axis':[[-1, 0, 0]],
202 'max':math.radians(90),
203 'min':math.radians(0)
204 },
205 },
206 'little':{
207 'root_pos':[-0.037, 0, 0.080],
208 'joint0':{
209 'length':0.038,
210 'pose':[0, 0, 0.038],
211 'DoF':2,
212 'rot_axis':[[0, -1, 0], [-1, 0, 0]],
213 'max':[math.radians(30), math.radians(90)],
214 'min':[math.radians(-5), math.radians(-20)]
215 },
216 'joint1':{
217 'length':0.025,
218 'pose':[0, 0, 0.025],
219 'DoF':1,
220 'rot_axis':[[-1, 0, 0]],
221 'max':math.radians(90),
222 'min':math.radians(0)
223 },
224 'joint2':{
225 'length':0.025,
226 'pose':[0, 0, 0.025],
227 'DoF':1,
228 'rot_axis':[[-1, 0, 0]],
229 'max':math.radians(90),
230 'min':math.radians(0)
231 },
232 }
233 }
234
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235 thumb = Finger(settings['thumb'])
236 index = Finger(settings['index'])
237 middle = Finger(settings['middle'])
238 ring = Finger(settings['ring'])
239 little = Finger(settings['little'])
240 self.fingers = {'thumb':thumb, 'index':index, 'middle':middle, 'ring':ring, 'little
':little}
241
242 filenames = {'thumb':'thumb.csv', 'index':'index.csv', 'middle':'middle.csv', 'ring
':'ring.csv', 'little':'little.csv'}
243
244 for finger_name, finger in self.fingers.items():
245 finger.setup_file('hand/' + filenames[finger_name])
246
247 if not os.path.exists(setting_filename):
248 with open(setting_filename, mode='w') as f:
249 json.dump(settings, f, indent=4)
250
251 def set_pose(self, pose):
252 for finger_name, finger in self.fingers.items():
253 finger.set_pose(pose[finger_name])
254
255 def initial_state(self):
256 for finger in self.fingers.values():
257 finger.initial_state()
258
259 def register_pose(self, name, pose):
260 for finger_name, finger in self.fingers.items():
261 finger.register_pose(name, pose[finger_name])
262
263 def learn_pose(self, pose_name, step = 20):
264 for t in range(step):
265 for finger in self.fingers.values():
266 finger.learn_pose(pose_name)
267
268 def memorize(self):
269 for finger in self.fingers.values():
270 finger.memorize()
271
272 def pose(self, pose_name, grobal_time = 0, step = 20):
273 for t in range(step):
274 for finger_name, finger in self.fingers.items():
275 finger.pose(pose_name)
276 finger.print_to_file(grobal_time + t, pose_name)
277
278 def success(self, pose_name, threshold = 1e-3):
279 for finger_name, finger in self.fingers.items():
280 if not finger.success(pose_name, threshold): return False
281 return True
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282
283 def print_pose(self, time = 0, target = None):
284 for name, finger in self.fingers.items():
285 print(f'Finger : {name}')
286 finger.print_joint_pos(time, target)
287
288 from esn import LEARNING_RATE
289
290 def deg2rad(angle_set):
291 return [np.deg2rad(angles) for angles in angle_set]
292
293 if __name__ == "__main__":
294 pose = {
295 'paper':{
296 'thumb':deg2rad([[45, 0], [0]]),
297 'index':deg2rad([[0, 0], [0], [0]]),
298 'middle':deg2rad([[0, 0], [0], [0]]),
299 'ring':deg2rad([[0, 0], [0], [0]]),
300 'little':deg2rad([[0, 0], [0], [0]])},
301 'pick':{
302 'thumb':deg2rad([[40, 90], [30]]),
303 'index':deg2rad([[0, 45], [85], [85]]),
304 'middle':deg2rad([[0, 0], [0], [0]]),
305 'ring':deg2rad([[0, 0], [0], [0]]),
306 'little':deg2rad([[0, 0], [0], [0]])},
307 'rock':{
308 'thumb':deg2rad([[40, 110], [90]]),
309 'index':deg2rad([[0, 90], [90], [90]]),
310 'middle':deg2rad([[0, 90], [90], [90]]),
311 'ring':deg2rad([[0, 90], [90], [90]]),
312 'little':deg2rad([[0, 90], [90], [90]])},
313 'scissors':{
314 'thumb':deg2rad([[40, 155], [0]]),
315 'index':deg2rad([[0, 0], [0], [0]]),
316 'middle':deg2rad([[0, 0], [0], [0]]),
317 'ring':deg2rad([[0, 90], [90], [90]]),
318 'little':deg2rad([[0, 90], [90], [90]])}
319 }
320
321 print('Setup')
322 hand = Hand()
323
324 print('Learning')
325 global LEARNING_RATE
326 LEARNING_RATE = 0.5
327 for pose_name, p in pose.items():
328 hand.register_pose(pose_name, p)
329 hand.learn_pose(pose_name)
330 hand.memorize()
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331
332 print('Testing')
333 step = 20
334 succeeded = 'succeeded'
335 failed = 'failed'
336 pose_sequence = ['paper', 'rock', 'rock', 'scissors']
337 for i, pose_name in enumerate(pose_sequence):
338 hand.initial_state()
339 hand.pose(pose_name, step * i, step)
340 print(f'Pose {pose_name} is {succeeded if hand.success(pose_name) else failed}.')
以下に抜粋した 294行目から 319行目の内容が，今回学習させたハンドサインの教師データである．
pose = {
'paper':{
'thumb':deg2rad([[45, 0], [0]]),
'index':deg2rad([[0, 0], [0], [0]]),
'middle':deg2rad([[0, 0], [0], [0]]),
'ring':deg2rad([[0, 0], [0], [0]]),
'little':deg2rad([[0, 0], [0], [0]])},
'pick':{
'thumb':deg2rad([[40, 90], [30]]),
'index':deg2rad([[0, 45], [85], [85]]),
'middle':deg2rad([[0, 0], [0], [0]]),
'ring':deg2rad([[0, 0], [0], [0]]),
'little':deg2rad([[0, 0], [0], [0]])},
'rock':{
'thumb':deg2rad([[40, 110], [90]]),
'index':deg2rad([[0, 90], [90], [90]]),
'middle':deg2rad([[0, 90], [90], [90]]),
'ring':deg2rad([[0, 90], [90], [90]]),
'little':deg2rad([[0, 90], [90], [90]])},
'scissors':{
'thumb':deg2rad([[40, 155], [0]]),
'index':deg2rad([[0, 0], [0], [0]]),
'middle':deg2rad([[0, 0], [0], [0]]),
'ring':deg2rad([[0, 90], [90], [90]]),
'little':deg2rad([[0, 90], [90], [90]])}
}
ハンドロボットのインスタンスは，\hand.json"というファイルの内容に基づいて生成される．設定ファイル
を作成しなくても，初回起動では以下の内容でインスタンスが生成される．
settings = {
'thumb':{
'root_pos':[0.050, 0.0, 0.045],
'joint0':{
'length':0.040,
'pose':[0.040, 0, 0],
'DoF':2,
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'rot_axis':[[0, -1, 0], [0, 0, 1]],
'max':[math.pi * 0.5, math.pi],
'min':[0.0, math.radians(-20)]
},
'joint1':{
'length':0.035,
'pose':[0.035, 0, 0],
'DoF':1,
'rot_axis':[[0, 0, 1]],
'max':math.radians(90),
'min':math.radians(0)
},
},
'index':{
'root_pos':[0.025, 0, 0.085],
'joint0':{
'length':0.048,
'pose':[0, 0, 0.048],
'DoF':2,
'rot_axis':[[0, -1, 0], [-1, 0, 0]],
'max':[math.radians(5), math.radians(90)],
'min':[math.radians(-30), math.radians(-20)]
},
'joint1':{
'length':0.030,
'pose':[0, 0, 0.030],
'DoF':1,
'rot_axis':[[-1, 0, 0]],
'max':math.radians(90),
'min':math.radians(0)
},
'joint2':{
'length':0.025,
'pose':[0, 0, 0.025],
'DoF':1,
'rot_axis':[[-1, 0, 0]],
'max':math.radians(90),
'min':math.radians(0)
},
},
'middle':{
'root_pos':[0, 0, 0.090],
'joint0':{
'length':0.050,
'pose':[0, 0, 0.050],
'DoF':2,
'rot_axis':[[0, -1, 0], [-1, 0, 0]],
'max':[math.radians(5), math.radians(90)],
'min':[math.radians(-5), math.radians(-20)]
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},
'joint1':{
'length':0.034,
'pose':[0, 0, 0.034],
'DoF':1,
'rot_axis':[[-1, 0, 0]],
'max':math.radians(90),
'min':math.radians(0)
},
'joint2':{
'length':0.027,
'pose':[0, 0, 0.027],
'DoF':1,
'rot_axis':[[-1, 0, 0]],
'max':math.radians(90),
'min':math.radians(0)
},
},
'ring':{
'root_pos':[-0.020, 0, 0.085],
'joint0':{
'length':0.047,
'pose':[0, 0, 0.047],
'DoF':2,
'rot_axis':[[0, -1, 0], [-1, 0, 0]],
'max':[math.radians(10), math.radians(90)],
'min':[math.radians(-5), math.radians(-20)]
},
'joint1':{
'length':0.033,
'pose':[0, 0, 0.033],
'DoF':1,
'rot_axis':[[-1, 0, 0]],
'max':math.radians(90),
'min':math.radians(0)
},
'joint2':{
'length':0.026,
'pose':[0, 0, 0.026],
'DoF':1,
'rot_axis':[[-1, 0, 0]],
'max':math.radians(90),
'min':math.radians(0)
},
},
'little':{
'root_pos':[-0.037, 0, 0.080],
'joint0':{
'length':0.038,
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'pose':[0, 0, 0.038],
'DoF':2,
'rot_axis':[[0, -1, 0], [-1, 0, 0]],
'max':[math.radians(30), math.radians(90)],
'min':[math.radians(-5), math.radians(-20)]
},
'joint1':{
'length':0.025,
'pose':[0, 0, 0.025],
'DoF':1,
'rot_axis':[[-1, 0, 0]],
'max':math.radians(90),
'min':math.radians(0)
},
'joint2':{
'length':0.025,
'pose':[0, 0, 0.025],
'DoF':1,
'rot_axis':[[-1, 0, 0]],
'max':math.radians(90),
'min':math.radians(0)
},
}
}
それぞれの設定項目は以下のような意味を持つ．
thumb 続く設定がどの指のものであるかを表す．他に \index"(人差し指)，\middle"(中指)，\ring"(薬指)，
\little"(小指)がある．
root pos 指の根本の位置座標．3次元ベクトル．
joint0 続く設定がどの関節のものかを表す．普通は指先を第 1関節として根本に行くに連れて数字が
増えていくが，逆になっているので注意．他には \joint1"と \joint2"があるが，親指は \joint2"
が無い．ジョイント毎の設定内容は多関節ロボットアームで設定する内容と同じ意味である．
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