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Abstract
We show that to each symmetric elliptic operator of the form
A = −
∑
∂k akl ∂l + c
on a bounded Lipschitz domain Ω ⊂ Rd one can associate a self-adjoint
Dirichlet-to-Neumann operator on L2(∂Ω), which may be multi-valued
if 0 is in the Dirichlet spectrum of A. To overcome the lack of coercive-
ness in this case, we employ a new version of the Lax–Milgram lemma
based on an indirect ellipticity property that we call hidden compact-
ness. We then establish uniform resolvent convergence of a sequence
of Dirichlet-to-Neumann operators whenever their coefficients converge
uniformly and the second-order limit operator in L2(Ω) has the unique
continuation property. We also consider semigroup convergence.
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1 Introduction
Let ∆D be the Dirichlet Laplacian on a bounded Lipschitz domain Ω ⊂ Rd with boundary
Γ = ∂Ω. Then for all λ ∈ R \ σ(−∆D) one can define the Dirichlet-to-Neumann operator
Dλ as a self-adjoint operator on L2(Γ) which can be described by its graph
Dλ = {(g, h) ∈ L2(Γ)× L2(Γ) : there exists a u ∈ H
1(Ω) such that
−∆u = λ u weakly in Ω, u|Γ = g and ∂νu = h}.
Here u|Γ is the trace of u on Γ and ∂νu its outer normal derivative, and we identify the
operator Dλ with its graph in a natural way. (See, e.g., [AE1, AE2, AM, BR, Dan, GM],
and the references therein.)
What is perhaps less well known is that it is still possible to give meaning to Dλ
if λ ∈ σ(−∆D). In this case there is now a nontrivial solution to −∆u = λ u in Ω
with u|Γ = 0. For simplicity assume that Ω has a C
2-boundary, so that this solution
u ∈ W 2,2(Ω). Then for each g ∈ D(Dλ), the domain of Dλ, there is no longer a unique
h ∈ L2(Γ) for which Dλg = h, since h + ∂νu is obviously also a solution.
However, if we consider Dλ as a graph (which we will do throughout the paper), then
Dλ becomes the graph of a possibly multi-valued operator if λ ∈ σ(−∆
D). In order to avoid
confusion, we will henceforth always use the term ‘graph’ to mean ‘multi-valued operator’,
reserving ‘operator’ for the single-valued type. It was shown in [AM] that the graph Dλ
is in fact self-adjoint (see Section 3 for the precise definitions), which is a consequence of
the range condition R(Dλ + isI) = L2(Γ) being satisfied for all s ∈ R \ {0}. In order
to establish this, one cannot use the usual form methods, since coerciveness (and even
ellipticity) of the associated form are lost. In [AM] an alternative argument based on
a Galerkin approximation method given by Gre´goire, Ne´de´lec and Planchard [GNP] was
used.
The purpose of this paper is to develop a form method which can be used in the above
setting, whose point of departure may be found in the framework introduced in [AE1, AE2].
This will allow us not only to give an alternative proof that Dλ is a self-adjoint graph, but
also to establish various other properties of more general ‘Dirichlet-to-Neumann graphs’.
The key component of our work is a new argument which we call ‘hidden compactness’.
It establishes the Fredholm alternative (injectivity implies invertibility) for an operator
defined by a sesquilinear and continuous but non-coercive form a:V × V → C under the
assumption that a is ‘compactly elliptic’, that is, that there exists another Hilbert space
H˜ and a compact map j˜ ∈ L(V, H˜) such that a is j˜-elliptic (see Lemma 4.1). The space H˜
and map j˜ may be essentially arbitrary, provided only that the compact ellipticity criterion
is satisfied, and do not enter into the theory in any other way; hence the ‘hiddenness’ (and
the tildes). This result, which we regard as a ‘Fredholm–Lax–Milgram lemma’, contains
the classical Fredholm alternative as a special case and may be used as a substitute for
the usual Lax–Milgram lemma, allowing us to develop a general theory of Dirichlet-to-
Neumann graphs. Although we will only be considering graphs, we wish to emphasize that
this Fredholm–Lax–Milgram lemma and its application are new, and possibly of general
interest, even in the case of (single-valued) operators, as an addition to the general corpus
of available form-theoretic tools.
In Section 2 we introduce the motivating example of a Dirichlet-to-Neumann graph
which will be of especial interest to us, and to which we will repeatedly return throughout
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the paper. In Section 3 we introduce a number of essential definitions and basic results
in the study of self-adjoint graphs in order to fix notation and terminology, and to keep
the paper more self-contained. In Section 4 we formally introduce the notion of hidden
compactness, give our Fredholm–Lax–Milgram lemma, and use it to prove, among other
properties, that compact ellipticity of the symmetric form a implies self-adjointness of the
associated Dirichlet-to-Neumann graph A (Theorem 4.5), as well as the surprising result
that A is always bounded below (Theorem 4.13). We also characterize the single-valued
part of A (Proposition 4.15) and cast our results in the setting of the (concrete) Dirichlet-
to-Neumann graph from Section 2.
The other main topic of interest of the paper, which is the focus of Sections 5–7, is
the study of ‘approximation of graphs’, that is, under what conditions one can expect
convergence of the resolvents and semigroups associated with a sequence of Dirichlet-to-
Neumann graphs (An)n∈N. If A is a self-adjoint graph, then for all s ∈ R\{0} the resolvent
(A + i s I)−1 is a single-valued bounded operator on L2(Γ). In Section 5 we give a useful
and natural criterion on a sequence (an)n∈N of forms converging weakly to another form
a, which implies that lim(An + i s I)
−1 = (A + i s I)−1 strongly, where An and A are
the associated Dirichlet-to-Neumann graphs (see Theorems 5.3 and 5.11, the latter being
arguably the deepest abstract result in the paper). In Theorems 5.5 and 5.13 we give
an analogous criterion on the forms under which the graphs An are uniformly bounded
below. In fact, it turns out that this property is independent of convergence in the strong
(even uniform) resolvent sense; it seems that two different subspaces of V associated with
a, which we denote by W (a) and V (a) (defined in Section 4), emerge naturally when
determining resolvent convergence and uniform lower boundedness of the An, respectively.
We also consider strong convergence of the associated semigroups in Section 6.
As an application to our specific operator/graph Dλ we obtain limλ→λ0(Dλ+ i s I)
−1 =
(Dλ0 + i s I)
−1 for all λ0 ∈ R, regardless of whether or not λ0 ∈ σ(−∆
D). This is the
subject of Section 7 (see Theorem 7.3), where we also prove a similar statement for the
corresponding semigroups (Theorem 7.5).
Our criterion is also applicable in the far more general setting of a sequence of second-
order elliptic operators with real symmetric bounded measurable coefficients. If the relevant
coefficients converge uniformly, then the results from Section 5 imply that the associated
Dirichlet-to-Neumann graphs converge uniformly in the resolvent sense, if the limit oper-
ator in L2(Ω) satisfies the interesting additional hypothesis that it possesses the unique
continuation property (see Theorem 7.7). This latter property has received much attention
in the literature. It is known to hold, for example, in two dimensions (Schulz [Sch]), or in
higher dimensions if the coefficients are Lipschitz continuous (cf. Kurata [Kur]), but not
in general if the coefficients are only Ho¨lder continuous (see [Fil]).
Finally, in Section 8, we consider m-accretive graphs. We prove that if the form a is
accretive and compactly elliptic, then the associated Dirichlet-to-Neumann graph is m-
accretive (Theorem 8.1).
2 The basic example
Throughout this paper we consider a basic example, namely the Dirichlet-to-Neumann
graph Dm associated with −∆ + m, which arises naturally in the context of what may
be thought of as the ‘classical’ Dirichlet-to-Neumann operator. Here we shall explain this
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basic example in more detail and only afterwards introduce the abstract tools which allow
us to treat this and also much more general examples. In several instances we shall explain
the abstract notions and results in terms of this concrete example.
Let Ω ⊂ Rd be a Lipschitz domain, i.e. an open bounded non-empty set such that for all
z ∈ ∂Ω there exists an r > 0 such that B(z, r)∩∂Ω is a Lipschitz graph with B(z, r)∩Ω on
one side. On the boundary Γ = ∂Ω we consider the (d−1)-dimensional Hausdorff measure
(the surface measure). The space L2(Γ) is formed with respect to this measure. We denote
by
H1(Ω) = {u ∈ L2(Ω) : ∂ju ∈ L2(Ω) for all j ∈ {1, . . . , d}}
the first Sobolev space with norm ‖u‖2
H1(Ω) = ‖u‖
2
L2(Ω)
+
∑d
j=1 ‖∂ju‖
2
L2(Ω)
. The space H10 (Ω)
is the closure of the space of test functions D(Ω) = C∞c (Ω) in H
1(Ω). There exists a unique
bounded operator Tr :H1(Ω)→ L2(Γ), called the trace operator, such that
Tru = u|Γ
for all u ∈ H1(Ω) ∩ C(Ω).
Next we define the normal derivative in a weak form by requiring Green’s formula to
be valid.
Definition 2.1 Let u ∈ H1(Ω) be such that ∆u ∈ L2(Ω) in the sense of distributions. If
h ∈ L2(Γ) and ∫
Ω
(∆u) v +
∫
Ω
∇u · ∇v =
∫
Γ
hTr v
for all v ∈ H1(Ω), then we call h the normal derivative of u and write ∂νu = h. (The
element h is obviously unique if it exists.) We write ∂νu ∈ L2(Γ) if there exists an h ∈ L2(Γ)
such that ∂νu = h.
Let m ∈ L∞(Ω,R). We denote by −∆
D +m the realization of −∆+m with Dirichlet
boundary conditions, i.e.
D(−∆D +m) = {u ∈ H10 (Ω) : ∆u ∈ L2(Ω)}
and
(−∆D +m)u = −∆u+mu
for all u ∈ D(−∆D +m). This is a self-adjoint operator with compact resolvent.
Now we introduce our basic example.
Definition 2.2 Given m ∈ L∞(Ω,R), the Dirichlet-to-Neumann graph Dm is defined
by
Dm = {(g, h) ∈ L2(Γ)× L2(Γ) : there exists a u ∈ H
1(Ω) such that
(−∆+m)u = 0, Tr u = g and ∂νu = h}.
If 0 6∈ σ(−∆D + m), then Dm is the graph of a (single-valued) self-adjoint operator,
but in general Dm might be multi-valued, i.e. there exists an h ∈ L2(Γ) with (0, h) ∈ Dm
but h 6= 0. Nevertheless, Dm is a self-adjoint graph. We will explain this notion in the
following section.
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3 Self-adjoint graphs
Multi-valued operators play an important role in non-linear analysis (see Bre´zis [Bre´1] and
Showalter [Sho]). As mentioned in the introduction, we will use the term graph instead
of ‘(possibly) multi-valued operator’ and always consider linear graphs in this paper. We
reserve the term operator for single-valued operators. In this section we give an expository
account of some basic properties of graphs.
Let H be a complex Hilbert space. A graph is a subspace of H×H . Let A be a graph.
Then for each x ∈ H we define A(x) as the set
A(x) = {y ∈ H : (x, y) ∈ A}.
Moreover, we set
D(A) = {x ∈ H : there exists an y ∈ H such that (x, y) ∈ A} and
R(A) = {y ∈ H : there exists a x ∈ H such that (x, y) ∈ A},
to be the domain and range of the graphA, respectively. The graphA is called surjective
if R(A) = H . We denote the reflection of A in the diagonal of H ×H by A†. So
A† = {(y, x) : (x, y) ∈ A}.
We call A single-valued if A(x) has at most one element for all x ∈ H . This is equivalent
to A(0) = {0}. We call A invertible if A† is single-valued, A is surjective and A is closed.
If the graph A is invertible then one can define the operator A−1:H → H by A−1y = x if
(x, y) ∈ A. It follows from the closed graph theorem that A−1 is a bounded operator. If
λ ∈ C then define the graph A+ λ I by
A+ λ I = {(x, y + λ x) : (x, y) ∈ A}.
Define the resolvent set ρ(A) by
ρ(A) = {λ ∈ C : the graph A− λ I is invertible}.
It is easy to verify the resolvent identity
(A− λ I)−1 − (A− µ I)−1 = (λ− µ) (A− λ I)−1 (A− µ I)−1 (1)
for all λ, µ ∈ ρ(A). We say that the graph A has compact resolvent if there exists a
λ ∈ ρ(A) such that (A− λ I)−1 is compact. By (1) this is equivalent to (A− λ I)−1 being
compact for all λ ∈ ρ(A).
We call the graph A symmetric if (x, y)H ∈ R for all (x, y) ∈ A. The graph A is called
self-adjoint if A is symmetric and for all s ∈ R \ {0} the graph A + i s I is surjective.
Finally, a self-adjoint graph is called bounded below if there exists an ω ∈ R such that
(x, y)H + ω ‖x‖
2
H ≥ 0
for all (x, y) ∈ A. If ω can be taken as 0, then A is called positive.
Lemma 3.1 Let A be a self-adjoint graph in a Hilbert space H. Then iR \ {0} ⊂ ρ(A).
Moreover, ‖(A+ i s I)−1‖ ≤ 1
|s|
for all s ∈ R \ {0}.
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Proof Let s ∈ R \ {0}. Let x ∈ (A + i s I)†(0). Then (x, 0) ∈ A + i s I. Hence
(x,−i s x) ∈ A. Since A is real one deduces that i s ‖x‖2H = (x,−i s x)H ∈ R. So x = 0.
If (x, y) ∈ A+i s I, then (x, y−i s x) ∈ A. Therefore (x, y)H+i s ‖x‖
2
H = (x, y−i s x)H ∈
R and |s| ‖x‖2H = | Im(x, y)H| ≤ ‖x‖H ‖y‖H. Consequently, |s| ‖x‖H ≤ ‖y‖H. This implies
that A+ i s I is closed and hence invertible. Then the norm estimate is obvious. ✷
We list some properties of self-adjoint graphs.
Proposition 3.2 Let A be a self-adjoint graph.
(a) The set A is closed in H ×H.
(b) If s ∈ R \ {0}, then ((A+ i s I)−1)∗ = (A− i s I)−1.
(c) If (x, y), (u, v) ∈ A, then (u, y)H = (v, x)H .
(d) A(0) = ker(A+ i s I)−1 for all s ∈ R \ {0}.
(e) The graph A is single valued if and only if (A + i s I)−1 is injective for all (or for
one) s ∈ R \ {0}.
Note that (c) is the condition (u,Bx)H = (Bu, x)H for all x, u ∈ D(B) if A is the graph
of a self-adjoint operator B in H .
Let A be a self-adjoint graph. If (x, y) ∈ A then (x, y + y′) ∈ A for all y′ ∈ A(0).
Therefore (x, y + y′)H ∈ R for all y
′ ∈ A(0), which implies that x ∈ A(0)⊥. So D(A) ⊂
A(0)⊥. Define the operator A◦ in A(0)⊥ by D(A◦) = D(A) and
A◦x = y
where y ∈ A(0)⊥ is the unique element such that (x, y) ∈ A. We call A◦ the single-valued
part of A.
Proposition 3.3 Let A be a self-adjoint graph.
(a) The single-valued part A◦ of A is a self-adjoint operator. In particular, D(A◦) is
dense in A(0)⊥.
(b) The graph A is bounded below if and only if the single-valued part A◦ is bounded
below.
(c) If s ∈ R \ {0}, then (A + i s I)−1 = (A◦ + i s I)−1 ⊕ 0, where the decomposition is
with respect to the decomposition H = A(0)⊥ ⊕A(0).
Proof Clearly (x,A◦x) ∈ A, so (x,A◦x)H ∈ R for all x ∈ D(A
◦). Therefore A◦ is
symmetric.
Next let s ∈ R \ {0}. Let y ∈ A(0)⊥. Since A is a self-adjoint graph, there exists a
x ∈ H such that (x, y) ∈ A+ i s I. Then x ∈ D(A) = D(A◦) and (A◦ + i s I)x = y. Hence
A◦ + i s I is surjective. Therefore A◦ is self-adjoint. In particular, A◦ is densely defined
and D(A◦) is dense in A(0)⊥.
The other statements are easy. ✷
The following converse of Proposition 3.3 is easy to see.
Proposition 3.4 Let H1 be a closed subspace of H and let B be a self-adjoint operator in
H1. Define
A = {(x, y +Bx) : x ∈ D(B) and y ∈ H⊥1 }.
Then A is a self-adjoint graph and A◦ = B.
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4 Self-adjointness via hidden compactness
The aim of this section is to give a criterion, which we call hidden compactness, to prove
that a graph is self-adjoint. First we introduce some notation and terminology.
Let V be a complex Hilbert space and let a:V × V → C be a continuous sesquilinear
form. The form a is called coercive if there exists a µ > 0 such that
Re a(u) ≥ µ ‖u‖2V
for all u ∈ V , where a(u) = a(u, u). Given a Hilbert space H and j ∈ L(V,H), we recall
from [AE2] that the form a is called j-elliptic if there are ω ∈ R and µ > 0 such that
Re a(u) + ω ‖j(u)‖2H ≥ µ ‖u‖
2
V
for all u ∈ V . If j is the inclusion of V into H , then we also say that a is H-elliptic if a is
j-elliptic. Next we introduce the following expression, which is new. We say the form a is
compactly elliptic if there exists a Hilbert space H˜ and a compact j˜ ∈ L(V, H˜) such that
a is j˜-elliptic. Clearly each coercive form is compactly elliptic. In the next lemma, which
we call the Fredholm–Lax–Milgram lemma, the coerciveness condition in the original
Lax–Milgram lemma is replaced by compact ellipticity and an injectivity hypothesis. Thus
the hypothesis is a kind of hidden compactness, which will be central to establish self-
adjointness and lower boundedness of our Dirichlet-to-Neumann graphs. However, the
map j˜ and the space H˜ surprisingly serve no further purpose in the development of the
subsequent general theory, and are therefore marked with tildes throughout to prevent
confusion with other maps and spaces.
Lemma 4.1 Let V be a Hilbert space and a:V × V → C a compactly elliptic continuous
sesquilinear form. Define the operator A:V → V ′ by
a(u, v) = (Au, v)V ′×V .
Suppose that A is injective. Then A is invertible.
Proof By assumption there exist a Hilbert space H˜, a compact j˜ ∈ L(V, H˜) and µ > 0
such that Re a(u)+‖j˜(u)‖2
H˜
≥ µ ‖u‖2V for all u ∈ V . There exists a unique T0 ∈ L(V ) such
that a(u, v) = (T0u, v)V for all u, v ∈ V . Define T = T0 +K, where K = j˜
∗ j˜ is compact
by assumption. Then Re(Tu, u)V ≥ µ ‖u‖
2
V and ‖Tu‖V ≥ µ ‖u‖V for all u ∈ V . Hence
T is injective and T has closed range. Similarly T ∗ is injective. Therefore T is invertible.
Since T0 = T (I − T
−1K) is injective and T−1K is compact, the operator T0 is invertible
by the Fredholm alternative for (I − T−1K). This is equivalent to A being invertible. ✷
Remark 4.2 Lemma 4.1 contains the classical Fredholm alternative as a special case.
In fact, let H˜ be a Hilbert space and let K ∈ L(H˜) be compact. Suppose that I + K is
injective. Then I+K is surjective. Just choose V = H˜ , j˜ = K and a(u, v) = ((I+K)u, v)
H˜
in Lemma 4.1.
Not every continuous sesquilinear form is compactly elliptic, as the following simple
example shows.
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Example 4.3 Let V be a Hilbert space and a:V × V → C given by a(u, v) = −(u, v)V .
Then a is compactly elliptic if and only if V is finite dimensional. Indeed, if H˜ is a Hilbert
space, j˜ ∈ L(V, H˜) is compact and a is j˜-elliptic, then there exists an α > 0 such that
‖j˜(u)‖2
H˜
≥ α ‖u‖2V for all u ∈ V . Then there exists an S ∈ L(H˜, V ) such that S ◦ j˜ = IV .
So the identity operator IV on V is compact.
Compact ellipticity has some useful permanence properties.
Proposition 4.4 Let V be a Hilbert space and a:V × V → C be a continuous compactly
elliptic form.
(a) If b:V × V → C is a compactly elliptic form, then so is a+ b.
(b) Let K ∈ L(V ) be compact. Define b:V × V → C by b(u, v) = a(u, v) + (Ku, v)V .
Then b is a compactly elliptic form.
(c) Let V1 be a closed subspace of V . Then a|V1×V1 is compactly elliptic.
Proof By assumption there exist a Hilbert space H˜, a compact j˜ ∈ L(V, H˜) and µ > 0
such that Re a(u) + ‖j˜(u)‖2
H˜
≥ µ ‖u‖2V for all u ∈ V .
‘(a)’. Since b is compactly elliptic, there exist a Hilbert space H˜1, a compact j˜1 ∈
L(V, H˜1) and µ1 > 0 such that Re b(u) + ‖j˜1(u)‖
2
H˜1
≥ µ1 ‖u‖
2
V for all u ∈ V . Choose
H˜2 = H˜ ⊕ H˜1 and j˜2 = j˜ ⊕ j˜1. Then j˜2 is compact and a+ b is j˜2-elliptic.
‘(b)’. Choose H˜3 = H˜ ⊕ V and define j˜3 ∈ L(V, H˜3) by j˜3(u) = (j˜(u), Ku). Then j˜3 is
compact. Let u ∈ V . Then
|(Ku, u)V | ≤ ‖Ku‖V ‖u‖V ≤
µ
2
‖u‖2V +
1
2µ
‖Ku‖2V .
Therefore
Re b(u) + (1 +
1
2µ
) ‖j˜3(u)‖
2
H˜3
≥
µ
2
‖u‖2V
and b is j˜3-elliptic.
The last statement is easy. ✷
Given Hilbert spaces V and H , a continuous form a:V × V → C and an operator
j ∈ L(V,H) we define the graph associated with (a, j) in H ×H by
A = {(x, y) ∈ H ×H : there exists a u ∈ V such that
j(u) = x and a(u, v) = (y, j(v))H for all v ∈ V }.
We consider A as an abstract Dirichlet-to-Neumann graph. If a is j-elliptic and j(V ) is
dense in H , then A is the graph of a (single-valued) sectorial operator (see [AE2] The-
orem 2.1). The following is the main result of this section. It is a generation theorem
where we replace j-ellipticity by the condition that a is compactly elliptic, i.e. we assume
the existence of a compact operator j˜ ∈ L(V, H˜) for which the form a is j˜-elliptic. We
emphasize that the maps j and j˜ are different in general.
We need the following subspace of V . For any form a on V and fixed j ∈ L(V,H)
define
W (a) = {u ∈ ker j : a(u, v) = 0 for all v ∈ V }.
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This space is always taken with respect to the map j. The map j˜, used in compact
ellipticity, plays no role in the definition of W (a) and the graph A.
This space will play a decisive role later in Section 5, but it will also be used in the
proof of Theorem 4.5. Note that if (x, y) ∈ A and u0 ∈ V is such that j(u0) = x and
a(u0, v) = (y, j(v))H for all v ∈ V , then
{u ∈ V : j(u) = x and a(u, v) = (y, j(v))H for all v ∈ V } = u0 +W (a). (2)
Therefore we call W (a) the space of non-uniqueness.
Theorem 4.5 Let V and H be Hilbert spaces. Let a:V×V → C be a symmetric continuous
sesquilinear form. Further, let j ∈ L(V,H). Let A be the graph associated with (a, j). If a
is compactly elliptic, then A is a self-adjoint graph.
Proof First suppose that W (a) = {0}.
Let (x, y) ∈ A. Let u ∈ V be such that j(u) = x and a(u, v) = (y, j(v))H for all v ∈ V .
Then
(x, y)H = (y, x)H = (y, j(u))H = a(u) ∈ R.
Next let s ∈ R \ {0}. We shall show that A + i s I is surjective. Define the sesquilinear
form b:V × V → C by
b(u, v) = a(u, v) + i s (j(u), j(v))H.
Since j is continuous it follows that the form b is continuous. Because a is compactly
elliptic, there exist a Hilbert space H˜ , a compact j˜ ∈ L(V, H˜) and µ > 0 such that
a(u) + ‖j˜(u)‖2
H˜
≥ µ ‖u‖2V for all u ∈ V . Then
Re b(u) + ‖j˜(u)‖2
H˜
= a(u) + ‖j˜(u)‖2
H˜
≥ µ ‖u‖2V
for all u ∈ V . Therefore b is j˜-elliptic. Define B:V → V ′ by (Bu, v)V ′×V = b(u, v). We
show that B is injective.
Let u ∈ V and suppose that Bu = 0. Then
0 = (Bu, u)V ′×V = b(u) = a(u) + i s ‖j(u)‖
2
H.
Since a(u) ∈ R and s ∈ R \ {0} this implies that j(u) = 0. Then for all v ∈ V one has
0 = (Bu, v)V ′×V = b(u, v) = a(u, v) + i s (j(u), j(v))H = a(u, v).
So u ∈ W (a) = {0} by assumption. So B is injective and therefore also surjective by
the Fredholm–Lax–Milgram lemma, Lemma 4.1. Now let y ∈ H . Define α:V → C by
α(v) = (y, j(v))H. Then α ∈ V
′ since j is continuous. Because B is surjective, there exists
a (unique) u ∈ V such that Bu = α. Then for all v ∈ V one has
(y, j(v))H = (Bu, v)V ′×V = b(u, v) = a(u, v) + i s (j(u), j(v))H = a(u, v) + i s (x, j(v))H,
where x = j(u). So (x, y) ∈ A + i s I. This proves that A is a self-adjoint graph if
W (a) = {0}.
Finally we drop the assumption that W (a) = {0}. Let V1 = W (a)
⊥, where the or-
thogonal complement is in V . Define a1 = a|V1×V1 and j1 = j|V1. Then a1 is com-
pactly elliptic by Proposition 4.4(c). Let u ∈ W (a1). Then u ∈ V1, j(u) = 0 and
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a(u, v) = 0 for all v ∈ V1. If w ∈ W (a) then a(w, u) = 0 by definition of W (a). So
a(u, w) = a(w, u) = 0. Hence by linearity a(u, v) = 0 for all v ∈ V . Therefore u ∈ W (a).
So u ∈ W (a) ∩ V1 ⊂ W (a) ∩ W (a)
⊥ = {0}. Thus W (a1) = {0}. Let A1 be the graph
associated with (a1, j1). By the first part of the proof one deduces that A1 is a self-adjoint
graph. In the next lemma we show that A = A1. Hence A = A1 is a self-adjoint graph. ✷
To complete the proof of Theorem 4.5 it remains to show the following general fact.
Lemma 4.6 Let V and H be Hilbert spaces and a:V × V → C a continuous symmetric
sesquilinear form. Let j ∈ L(V,H). Define V1 = W (a)
⊥, a1 = a|V1×V1 and j1 = j|V1. Let
A and A1 be the graphs associated with (a, j) and (a1, j1). Then A = A1.
Proof ‘A1 ⊂ A’. Let x, y ∈ H and suppose that (x, y) ∈ A1. Then there exists a u ∈ V1
such that j1(u) = x and a1(u, v) = (y, j1(v))H for all v ∈ V1. Let v ∈ V . Write v = w + v1
with w ∈ W (a) and v1 ∈ V1. Then j(w) = 0. Moreover, a(u, w) = a(w, u) = 0. So
a(u, v) = a(u, v1) = a1(u, v1) = (y, j1(v1))H = (y, j(v1))H = (y, j(v))H.
Therefore (x, y) ∈ A.
‘A ⊂ A1’. Let x, y ∈ H and suppose that (x, y) ∈ A. Let u ∈ V be such that j(u) = x
and a(u, v) = (y, j(v))H for all v ∈ V . Write u = w + u1 with w ∈ W (a) and u1 ∈ V1.
Then a(w, v) = 0 for all v ∈ V and j(w) = 0. So j(u1) = x and
a1(u1, v) = a(u1, v) = a(u, v) = (y, j(v))H
for all v ∈ V1. Therefore (x, y) ∈ A1. ✷
Remark 4.7 Under the assumptions of Theorem 4.5 the space W (a) is finite dimensional.
Indeed, if H˜ is a Hilbert space, j˜ ∈ L(V, H˜) is compact and µ > 0 are such that a(u) +
‖j˜(u)‖2
H˜
≥ µ ‖u‖2V , then ‖j˜(u)‖
2
H˜
≥ µ ‖u‖2V for all u ∈ W (a). Since j˜|W (a) is compact, the
space W (a) must be finite dimensional.
In Theorem 4.13 we shall prove that the self-adjoint graph A is bounded below. But
first we prove that, as for sectorial forms, the associated graph has compact resolvent if
the map j is compact.
Proposition 4.8 Adopt the assumptions and notation of Theorem 4.5. In addition assume
that the operator j is compact. Then A has compact resolvent.
Proof Using Lemma 4.6 we may assume without loss of generality that W (a) = {0}.
Let s ∈ R \ {0}. Let B be as in the proof of Theorem 4.5. Then B is invertible and
(A+ i s I)−1 = j ◦ B−1 ◦ j∗. Since j is compact, this resolvent is also compact. ✷
Before proving some additional properties in the situation of Theorem 4.5, we show
that the basic example of Section 2 is a self-adjoint graph with compact resolvent.
Example 4.9 Let Ω ⊂ Rd be a Lipschitz domain and let m ∈ L∞(Ω,R). Then
Dm = {(g, h) ∈ L2(Γ)× L2(Γ) : there exists a u ∈ H
1(Ω) such that
(−∆+m)u = 0, Tr u = g and ∂νu = h}.
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is a self-adjoint graph with compact resolvent.
To see this, chooseH = L2(Γ), V = H
1(Ω) and j:H1(Ω)→ L2(Γ) as the trace operator.
Define a:V × V → C by
a(u, v) =
∫
Ω
∇u · ∇v +
∫
Ω
muv. (3)
Then Dm is the graph associated with (a, j). This can be shown as follows. Let g, h ∈
L2(Γ). Suppose that (g, h) is an element of the graph associated with (a, j). Then there
exists a u ∈ H1(Ω) such that Tr u = g and∫
Ω
∇u · ∇v +
∫
Ω
muv =
∫
Γ
hTr v (4)
for all v ∈ H1(Ω). Taking v ∈ D(Ω) we see that (−∆+m)u = 0. Replacing mu by ∆u in
(4) we deduce that ∂νu = h. Hence (g, h) ∈ Dm. The converse inclusion is proved similarly.
We choose as j˜ the inclusion of H1(Ω) into L2(Ω). This is a compact map and a is
j˜-elliptic. Now it follows from Theorem 4.5 that Dm is a self-adjoint graph. Since the trace
operator is also compact, it follows from Proposition 4.8 that Dm has compact resolvent.
It is not obvious that Dm is lower bounded. This follows from Theorem 4.13 below,
which needs further preparation.
In order to prove that the graph of Theorem 4.5 is bounded below, we need some
reduction properties which are of independent interest.
Let V and H be Hilbert spaces, let a:V × V → C be a continuous sesquilinear form
and let j ∈ L(V,H). Further, let V1 ⊂ V be a closed subspace. We define the restriction
to the space V1 by a1 = a|V1×V1 and j1 = j|V1 . Let A be the graph associated with (a, j)
and A1 be the graph associated with (a1, j1). In general there is no relation between A and
A1. Even if one knows that A ⊂ A1 or A1 ⊂ A, then it is still possible that the inclusion
is strict. But if a is compactly elliptic, then so is a1. Hence both graphs are self-adjoint
and an inclusion implies equality.
We have to introduce one more space. Let V and H be Hilbert spaces, let a:V ×V → C
be a continuous sesquilinear form and let j ∈ L(V,H). Define
V (a) = {u ∈ V : a(u, v) = 0 for all v ∈ ker j}.
The space V (a) will be used throughout this paper. Its most important and immediate
application is that we can consider the form a restricted to this space and still obtain the
same operator. Thus we only need to consider the functions u ∈ V ‘orthogonal’ to ker j
with respect to the form a.
Proposition 4.10 Adopt the assumptions and notation of Theorem 4.5. Let V1 = V (a).
Define a1 = a|V1×V1 and j1 = j|V1. Let A1 be the graph associated with (a1, j1). Then
A = A1. Moreover, V (a1) = V (a).
Proof Let (x, y) ∈ A. Then there exists a u ∈ V such that j(u) = x and a(u, v) =
(y, j(v))H for all v ∈ V . In particular, u ∈ V (a) = V1. Moreover, for all v ∈ V1 one has
a1(u, v) = a(u, v) = (y, j(v))H = (y, j1(v))H. Hence (x, y) ∈ A1. So A ⊂ A1. Since both
graphs are self-adjoint one deduces that A = A1.
Obviously V (a1) ⊂ V1 = V (a). Conversely, let u ∈ V (a). Then for all v ∈ ker j1 one
has v ∈ ker j and hence a1(u, v) = a(u, v) = 0. So u ∈ V (a1) and V (a) ⊂ V (a1). Therefore
V (a) = V (a1). ✷
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Corollary 4.11 Adopt the assumptions and notation of Theorem 4.5. Let V1 = V (a) ∩
(V (a) ∩ ker j)⊥. Define a1 = a|V1×V1 and j1 = j|V1. Let A1 be the graph associated with
(a1, j1). Then A = A1.
Proof By Proposition 4.10 we may without loss of generality assume that V = V (a).
Let (x, y) ∈ A1. Then there exists a u ∈ V1 such that j1(u) = x and a1(u, v) = (y, j1(v))H
for all v ∈ (ker j)⊥. Then u ∈ V = V (a) and a(u, v) = (y, j(v))H for all v ∈ (ker j)
⊥. Also,
if v ∈ ker j then a(u, v) = 0 = (y, 0)H = (y, j(v))H. So by linearity a(u, v) = (y, j(v))H
for all v ∈ V . Therefore (x, y) ∈ A and A1 ⊂ A. By self-adjointness one deduces that
A = A1. ✷
We also need the following lemma, which shows that the hidden compactness argument
does not cover a new situation if j is injective. Note that symmetry of the form a is not
required in the next lemma.
Lemma 4.12 Let V be a Hilbert space and a:V ×V → C be a compactly elliptic continuous
form. Further, let H be a Hilbert space and j ∈ L(V,H). Suppose that j is injective. Then
a is j-elliptic.
Proof Because a is compactly elliptic, there exist a Hilbert space H˜ , a compact j˜ ∈
L(V, H˜) and µ > 0 such that
Re a(u) + ‖j˜(u)‖2
H˜
≥ µ ‖u‖2V
for all u ∈ V . Choose ε = µ
2
. Since j˜ is compact and j is injective, there exists a c > 0
such that ‖j˜(u)‖2
H˜
≤ ε ‖u‖2V + c ‖j(u)‖
2
H for all u ∈ V . Then
Re a(u) ≥ (µ− ε) ‖u‖2V − c ‖j(u)‖
2
H =
1
2
µ ‖u‖2V − c ‖j(u)‖
2
H
for all u ∈ V and a is j-elliptic. ✷
Now we are able to prove lower boundedness.
Theorem 4.13 Adopt the assumptions and notation of Theorem 4.5. Then A is bounded
below.
Proof Let V1 = V (a) ∩ (V (a) ∩ ker j)
⊥. Set a1 = a|V1×V1 and j1 = j|V1. Then A is the
graph associated with (a1, j1) by Corollary 4.11. But j1 is injective. So a1 is j1-elliptic by
Lemma 4.12. Hence there exists an M ≥ 0 such that a1(u)+M ‖j(u)‖
2
H ≥ 0 for all u ∈ V1.
Let (x, y) ∈ A. Then there exists a u ∈ V1 such that j1(u) = x and a1(u, v) = (y, j(v))H
for all v ∈ V1. Therefore
(y, x)H = (y, j(u))H = a1(u) ≥ −M‖j(u)‖
2
H = −M ‖x‖
2
H
and A is bounded below. ✷
It is remarkable that the graph A is bounded below, since the form in general is not
bounded below (i.e. j-elliptic). For example, consider a Lipschitz domain Ω, let λD1 and λ
D
2
denote the first and second eigenvalue of −∆D. Further, let λ ∈ (λD1 , λ
D
2 ) and let Dλ be the
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Dirichlet-to-Neumann graph associated with (a, j), where the form a:H1(Ω)×H1(Ω)→ C
is given by
a(u, v) =
∫
Ω
∇u · ∇v − λ
∫
Ω
u v
and j = Tr is the trace operator. Then Dλ is a self-adjoint graph which is bounded below
by Theorem 4.13. But if u is an eigenfunction of −∆D to the eigenvalue λD1 , then
a(u) +M ‖j(u)‖2L2(Γ) =
∫
Ω
|∇u|2 − λ
∫
Ω
|u|2 = (λ1 − λ)
∫
Ω
|u|2 < 0
for all M ∈ R. Thus the form associated with Dλ is not bounded below.
Finally we determine the single-valued part of the self-adjoint graph in Theorem 4.5.
For that we need one more lemma, which is also valid for non-symmetric forms.
Lemma 4.14 Let V and H be Hilbert spaces. Let a:V ×V → C be a continuous sesquilin-
ear form and j ∈ L(V,H) be injective. Suppose that a is j-elliptic. Let A be the graph
associated with (a, j). Then j(V ) = A(0)⊥, where the orthogonal complement is in H.
Moreover, the restriction A|j(V ) is a (single-valued) operator in j(V ) which is m-sectorial.
Proof Let y ∈ (j(V ))⊥. Then for all v ∈ V one has a(0, v) = 0 = (y, j(v))H. Hence
(0, y) ∈ A and y ∈ A(0). Conversely, suppose that y ∈ H and (0, y) ∈ A. Then there exists
a u ∈ V such that j(u) = 0 and a(u, v) = (y, j(v))H for all v ∈ V . Then u = 0 since j is
injective. Moreover, (y, j(v))H = a(0, v) = 0 for all v ∈ V . So y ∈ (j(V ))
⊥. This proves
the equality j(V ) = A(0)⊥.
Let j1:V → H1 be the restriction of j, but with co-domain H1 = A(0)
⊥. Then j1 ∈
L(V,H1) and j1(V ) is dense in H1. By [AE2] Theorem 2.1 one can associate a (single-
valued) operator A1 with (a, j1). Then A1 is m-sectorial. It is straightforward to see that
G(A1) = (H1 ×H1) ∩A. This proves the lemma. ✷
We are now able to characterize the single-valued part of the self-adjoint graph in
Theorem 4.5.
Proposition 4.15 Adopt the assumptions and notation of Theorem 4.5. Let
H1 = j(V (a)),
where the closure is in H. Then A∩ (H1×H1) is the graph of the single-valued part of A.
Proof Since j(V (a)) = j(V (a) ∩ (V (a) ∩ ker j)⊥), this follows from Corollary 4.11 and
Lemma 4.14. ✷
5 Resolvent convergence
We now wish to investigate the convergence of a sequence of Dirichlet-to-Neumann graphs,
where ‘convergence’ is generally understood to be either of the associated resolvents or the
semigroups.
In this section we consider the resolvent convergence limn→∞(An + i s I)
−1 in various
operator topologies. Although we will generally consider only self-adjoint graphs An, our
first result concerns resolvent convergence for arbitrary graphs.
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Proposition 5.1 Let A,A1, A2, . . . be graphs. Let λ, µ ∈ C and suppose that λ, µ ∈ ρ(An)∩
ρ(A) for all n ∈ N. Suppose that sup ‖(An − λ I)
−1‖ < ∞ and sup ‖(An − µ I)
−1‖ <
∞. Finally, suppose that limn→∞(An − λ I)
−1y = (A − λ I)−1y for all y ∈ H. Then
limn→∞(An − µ I)
−1y = (A− µ I)−1y for all y ∈ H.
Proof This follows as in [Kat] Theorem IV.2.25. ✷
Let A,A1, A2, . . . be graphs. We say that limn→∞An = A in the strong resolvent
sense if limn→∞(An − λ I)
−1 = (A− λ I)−1 strongly for one (equivalently all) λ ∈ C with
λ ∈ ρ(An) ∩ ρ(A) and sup ‖(An − λ I)
−1‖ < ∞. If An and A are self-adjoint, this is
equivalent to limn→∞(An + i s I)
−1 = (A+ i s I)−1 strongly for one (or all) s ∈ R \ {0}.
Throughout this section we fix Hilbert spaces V , H and H˜, a continuous map j:V → H
and a compact map j˜:V → H˜ . Further, for all n ∈ N let an, a:V × V → C be continuous
symmetric sesquilinear forms. For all n ∈ N let An be the graph associated with (an, j)
and let A be the graph associated with (a, j).
We say that the sequence (an)n∈N is uniformly j˜-elliptic if there exist µ, ω > 0 such
that
an(u) + ω ‖j˜(u)‖
2
H˜
≥ µ ‖u‖2V (5)
for all n ∈ N and u ∈ V . In addition, we say that (an)n∈N converges weakly to a if
lim
n→∞
an(un, v) = a(u, v) (6)
for all v ∈ V and u, u1, u2, . . . ∈ V with lim un = u weakly in V .
Clearly, if the sequence (an)n∈N is uniformly j˜-elliptic and converges weakly to a, then
the form a is also j˜-elliptic and satisfies the bounds (5) with an replaced by a. Then An and
A are self-adjoint graphs for all n ∈ N by Theorem 4.5. A natural question is whether these
conditions suffice to show limn→∞(An+ i s I)
−1 = (A+ i s I)−1 strongly for all s ∈ R \ {0}.
There is a surprisingly simple counter-example which shows that more conditions are
needed.
Example 5.2 Choose V = H˜ = C2, H = C, j(u) = u1, j˜(u) = u, a(u, v) = 0 and
an(u, v) =
1
n
(u1 v2 + u2 v1)
for all n ∈ N. Clearly j˜ is compact and the sequence (an)n∈N is uniformly j˜-elliptic and
converges weakly to a. An easy calculation gives A = C × {0} and An = {0} × C for all
n ∈ N. Note that An is multi-valued. If s ∈ R \ {0} then
(A+ i s I)−1 = 1
i s
I and (An + i s I)
−1 = 0
for all n ∈ N. Therefore limn→∞(An + i s I)
−1 6= (A + i s I)−1 in any Hausdorff topology
on L(H).
To understand this counter-example better, we recall the spaces of non-uniqueness
W (an) = {u ∈ ker j : an(u, v) = 0 for all v ∈ V } and
W (a) = {u ∈ ker j : a(u, v) = 0 for all v ∈ V }.
In Example 5.2 one has dimW (a) = 1 whilst dimW (an) = 0 for all n ∈ N. We shall
show in Proposition 5.9 that in general lim supn→∞ dimW (an) ≤ dimW (a) if the sequence
(an)n∈N is uniformly j˜-elliptic and converges weakly to a. The first main theorem of this
section is the following.
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Theorem 5.3 For all n ∈ N let a, an:V ×V → C be continuous symmetric forms. Suppose
that the sequence (an)n∈N is uniformly j˜-elliptic and converges weakly to a. Moreover,
suppose that W (a) = {0}. Then
lim
n→∞
(An + i s I)
−1 = (A+ i s I)−1
strongly for all s ∈ R \ {0}. Moreover, if in addition the map j is compact, then the
convergence is uniform in L(H).
This theorem will be a special case of Theorem 5.11 together with Proposition 5.9,
which we prove later. It will allow us to prove convergence results, not only for our basic
example, but also for Dirichlet-to-Neumann graphs associated with elliptic operators (see
Section 7).
In Theorem 5.3 one has uniform resolvent convergence if j is compact. Moreover, each
graph An is lower bounded by Theorem 4.13. Hence it is tempting to conjecture that the
graphs An are lower bounded uniformly in n ∈ N. The next example shows that this
conjecture is false in general.
Example 5.4 Choose V = H˜ = C2, H = C, j(u) = u1, j˜(u) = u, a(u, v) = u1 v2 + u2 v1
and
an(u, v) = u1 v2 + u2 v1 +
1
n
u2 v2
for all n ∈ N. Clearly j˜ is compact and the sequence (an)n∈N is uniformly j˜-elliptic and
converges weakly to a. Moreover, ker j = {0}×C and W (a) = W (an) = {0} for all n ∈ N.
So by Theorem 5.3 the sequence (An) converges in the uniform resolvent sense to A. But
An = {(λ,−nλ) : λ ∈ C}
for all n ∈ N. Hence An is not lower bounded uniformly in n ∈ N.
In Example 5.4 one has
V (a) = {(0, λ) : λ ∈ C} and
V (an) = {(−
1
n
λ, λ) : λ ∈ C}
for all n ∈ N. So V (an)∩ker j = {0} and V (a)∩ker j = {0}×C. Hence dim(V (an)∩ker j) =
0 for all n ∈ N whilst dim(V (a) ∩ ker j) = 1. This, together with Example 5.2 and
Theorem 5.3, suggests that the dimension of the spaces W (a) and W (an) is intimately
connected with the question of whether the An converge in the strong resolvent sense, while
the dimension of V (a)∩ker j and V (an)∩ker j influences uniform lower boundedness. This
will be the subject of Theorems 5.11 and 5.13, respectively. As the second main theorem of
this section, we first give a special case of Theorem 5.13, which is analogous to Theorem 5.3.
Theorem 5.5 For all n ∈ N let a, an:V ×V → C be continuous symmetric forms. Suppose
that the sequence (an)n∈N is uniformly j˜-elliptic and converges weakly to a. Moreover,
suppose that V (a) ∩ ker j = {0}. Then the graphs An are bounded below uniformly in
n ∈ N.
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We now wish to develop the prerequisites necessary for the proofs of Theorems 5.11 and
5.13. These are quite similar and much of what follows will be used for both. Throughout
the remainder of this section we assume, in addition to the assumption that an and a are
continuous and symmetric for all n ∈ N, that the sequence (an)n∈N is uniformly j˜-elliptic
and converges weakly to a.
The first lemma is of independent interest.
Lemma 5.6 Let (un)n∈N be a sequence in V and u ∈ V . Suppose that limn→∞ un = u
weakly in V and limn→∞ an(un) = a(u). Then limn→∞ un = u strongly in V .
Proof Let n ∈ N. Then
an(un − u) = an(un)− 2Re an(un, u) + an(u).
So lim an(un − u) = 0 by assumption and the weak convergence of (an)n∈N. Clearly
lim j˜(un − u) = 0 in H˜. Finally, the uniform j˜-ellipticity (5) gives
µ ‖un − u‖
2
V ≤ an(un − u) + ω ‖j˜(un − u)‖
2
H˜
for all n ∈ N and the lemma follows. ✷
Lemma 5.7 Suppose that either
U =W (a) and Un =W (an) for all n ∈ N, or,
U = V (a) ∩ ker j and Un = V (an) ∩ ker j for all n ∈ N.
For all n ∈ N let un ∈ Un and let u ∈ V . Suppose that limn→∞ un = u weakly in V . Then
u ∈ U and limn→∞ un = u strongly in V .
Proof Since j is weakly continuous and un ∈ Un ⊂ ker j for all n ∈ N, one deduces that
j(u) = lim j(un) = 0. Moreover, a(u, v) = lim an(un, v) for all v ∈ V . So u ∈ U in both
cases. In particular, a(u) = 0. Clearly an(un) = 0 for all n ∈ N. Now use Lemma 5.6. ✷
By Remark 4.7 we know that the spaces W (a) and W (an) are finite dimensional for all
n ∈ N. The same argument also shows that the spaces V (a) ∩ ker j and V (an) ∩ ker j are
finite dimensional. The weak convergence of (an) allows one to compare their dimensions
in the next proposition.
Proposition 5.8 Suppose that either
U =W (a) and Un =W (an) for all n ∈ N, or,
U = V (a) ∩ ker j and Un = V (an) ∩ ker j for all n ∈ N.
Then
lim sup
n→∞
dimUn ≤ dimU. (7)
Moreover, if dimUn = dimU for all n ∈ N, then for all u ∈ U there exists a sequence
(un)n∈N in V such that un ∈ Un for all n ∈ N and limn→∞ un = u.
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Proof Let d0 ∈ N and suppose that d0 ≤ lim sup dimUn. We shall prove that d0 ≤ dimU .
This implies (7).
Without loss of generality we may assume that d0 ≤ dimUn for all n ∈ N. For all
n ∈ N let {un1, . . . , und0} be an orthonormal set in Un of dimension d0. Let ℓ ∈ {1, . . . , d0}.
Then (unℓ)n∈N is a bounded sequence in V , so passing to a subsequence if necessary, there
exists a uℓ ∈ V such that lim unℓ = uℓ weakly in V . Then uℓ ∈ U and lim unℓ = uℓ strongly
in V by Lemma 5.7. Since {un1, . . . , und0} is an orthonormal set in V for all n ∈ N, also
{u1, . . . , ud0} is an orthonormal set in V , of dimension d0. Hence dimU ≥ d0.
For the last statement choose d0 = dimU and fix u ∈ U . Then the above gives that
there exists a subsequence (Unk)k∈N of (Un)n∈N and for all k ∈ N there exists a uk ∈ Unk
such that limk→∞ uk = u. Hence for all ε > 0 there exists an N ∈ N such that for all n ∈ N
with n ≥ N there is a v ∈ Un such that ‖v − u‖ < ε. This implies the last statement. ✷
Proposition 5.8 gives a remarkable inequality for the dimensions of the spaces of non-
uniqueness if the sequence of forms (an) converges weakly. We state it explicitly.
Proposition 5.9 lim sup
n→∞
dimW (an) ≤ dimW (a) and also lim sup
n→∞
dim(V (an) ∩ ker j) ≤
dim(V (a) ∩ ker j).
Proposition 5.10 Suppose that either
U =W (a) and Un =W (an) for all n ∈ N, or
U = V (a) ∩ ker j and Un = V (an) ∩ ker j for all n ∈ N,
and that limn→∞ dimUn = dimU . Let u ∈ V and for all n ∈ N let un ∈ U
⊥
n . If
limn→∞ un = u weakly in V , then u ∈ U
⊥.
Proof Let v ∈ U . By Proposition 5.8 for all n ∈ N there exists a vn ∈ Un such that
lim vn = v strongly in V . Then (un, vn)V = 0 for all n ∈ N. Taking the limit n → ∞ one
deduces that (u, v)V = lim(un, vn)V = 0. So u ∈ U
⊥. ✷
Now we are able to prove our main convergence result, which is the extension of The-
orem 5.3 to which we have alluded.
Theorem 5.11 For all n ∈ N let a, an:V × V → C be continuous symmetric forms. Sup-
pose that the sequence (an)n∈N is uniformly j˜-elliptic and converges weakly to a. Moreover,
suppose that limn→∞ dimW (an) = dimW (a). Then
lim
n→∞
(An + i s I)
−1 = (A+ i s I)−1
strongly for all s ∈ R \ {0}. Moreover, if in addition the map j is compact, then the
convergence is uniform in L(H).
Proof Let y, y1, y2, . . . ∈ H and suppose that lim yn = y weakly in H . For all n ∈ N
define xn = (An + i s I)
−1yn. There exists a un ∈ V such that j(un) = xn and
an(un, v) = (yn − i s xn, j(v))H (8)
for all v ∈ V . Without loss of generality we may assume that un ∈ W (an)
⊥ by (2). Then
‖xn‖H ≤
1
|s|
‖yn‖H and |an(un)| = |(yn − i s xn, j(un))H | ≤
2
|s|
‖yn‖
2
H . Since the sequence
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(yn)n∈N converges weakly, it is bounded. Let M > 0 be such that ‖yn‖H ≤ M for all
n ∈ N. We shall prove that the sequence (un)n∈N is bounded in V . If not, then it follows
from (5) that the sequence (j˜(un))n∈N is not bounded in H˜ . Passing to a subsequence if
necessary, we may assume that lim ‖j˜(un)‖H˜ = ∞. Write λn = ‖j˜(un)‖H˜ for all n ∈ N.
Using again (5) it follows that ( 1
λn
un)n∈N is bounded in V . Passing to a subsequence if
necessary, it follows that there exists a u0 ∈ V such that lim
1
λn
un = u0 weakly in V . Then
lim 1
λn
j˜(un) = j˜(u0) strongly in H˜ , since j˜ is compact. Moreover, ‖j˜(u0)‖H˜ = 1. Using (6)
and (8) one deduces that
a(u0, v) = lim
n→∞
an(
1
λn
un, v) = lim
n→∞
1
λn
(yn − i s xn, j(v))H = 0
for all v ∈ V . Moreover, j(u0) = lim j(
1
λn
un) = lim
1
λn
xn = 0. So u0 ∈ W (a). But also
u0 ∈ W (a)
⊥ by Proposition 5.10. Hence u0 = 0. But ‖j˜(u0)‖H˜ = 1. This is a contradiction.
Hence the sequence (un)n∈N is bounded in V .
Passing to a subsequence if necessary, there exists a u0 ∈ V such that lim un = u0
weakly in V . Set x0 = j(u0). Then lim xn = lim j(un) = j(u0) = x0 weakly in H . Let
v ∈ V . Using (6) and (8) one deduces that
a(u0, v) = lim
n→∞
an(un, v) = lim
n→∞
(yn − i s xn, j(v))H = (y − i s x0, j(v))H (9)
for all v ∈ V . So (x0, y − i s x0) ∈ A. Then (A+ i s I)
−1y = x0.
Now we prove the part of the theorem concerning strong convergence. Let y ∈ H .
Choose yn = y for all n ∈ N. It follows from (8) that an(un) = (y − i s xn, xn)H =
(y, xn)H − i s ‖xn‖
2
H for all n ∈ N. Since a is symmetric, one has an(un) ∈ R. Therefore
s ‖xn‖
2
H = Im(y, xn)H for all n ∈ N. Similarly, s ‖x0‖
2
H = Im(y, x0)H by (9). Since
lim(y, xn)H = (y, x0)H by the weak convergence of (xn)n∈N, one has lim ‖xn‖
2
H = ‖x0‖
2
H .
Hence lim xn = x0 strongly in H . This implies the strong resolvent convergence.
Finally suppose that the map j is compact. We shall prove that
lim
n→∞
(An + i s I)
−1 = (A+ i s I)−1
in L(H). Suppose not. Then passing to a subsequence if necessary, there are ε > 0 and
y1, y2, . . . ∈ H such that ‖yn‖H ≤ 1 and ‖(An + i s I)
−1yn − (A + i s I)
−1yn‖H ≥ ε for all
n ∈ N. Passing to a subsequence if necessary, there exists a y ∈ H such that lim yn = y
weakly in H . For all n ∈ N there exists a un ∈ V such that j(un) = (An + i s I)
−1yn
and an(un, v) = (yn − i s j(un), j(v))H for all v ∈ V . By the above there exists a u ∈ V
such that, again passing to a subsequence if necessary, lim un = u weakly in V and j(u) =
(A+ i s I)−1y. Since j is compact one has
lim(An + i s I)
−1yn = lim j(un) = j(u) = (A+ i s I)
−1y.
Moreover, the operator (A+ i s I)−1 is compact by Proposition 4.5. Therefore
lim(A+ i s I)−1yn = (A+ i s I)
−1y.
This is a contradiction. The proof of Theorem 5.11 is complete. ✷
Remark 5.12 Note that actually lim un = u0 strongly in V in the proof of Theorem 5.11.
The reason is as follows. If n ∈ N then an(un)+i s ‖xn‖
2
H = (y, xn)H and a(u0)+i s ‖x0‖
2
H =
(y, x0)H . So lim an(un) = a(u0). Now apply Lemma 5.6.
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We now prove our main result on uniform lower boundedness, the analogue of The-
orem 5.11 involving the spaces V (an) ∩ ker j rather than W (an). It turns out that this
property will be needed to prove convergence of the associated semigroups in Section 6.
Theorem 5.13 For all n ∈ N let a, an:V × V → C be continuous symmetric forms. Sup-
pose that the sequence (an)n∈N is uniformly j˜-elliptic and converges weakly to a. Moreover,
suppose that limn→∞ dim(V (an) ∩ ker j) = dim(V (a) ∩ ker j). Then the graphs An are
bounded below uniformly in n ∈ N.
Proof Suppose that the graphs An are not bounded below uniformly in n ∈ N. Then
for all n ∈ N there exists a pair (xn, yn) ∈ An such that (yn, xn)H + n ‖xn‖
2
H < 0. By
Corollary 4.11 for all n ∈ N there exists a un ∈ V (an) ∩ (V (an) ∩ ker j)
⊥ such that
j(un) = xn and an(un, v) = (yn, j(v))H for all v ∈ V (an) ∩ (V (an) ∩ ker j)
⊥. Then un 6= 0.
Without loss of generality we may assume that ‖j˜(un)‖H˜ = 1. Let µ, ω > 0 be as in (5).
Then
µ ‖un‖
2
V + n ‖j(un)‖
2
H ≤ an(un) + ω ‖j˜(un)‖
2
H˜
+ n ‖j(un)‖
2
H < ω ‖j˜(un)‖
2
H˜
= ω
for all n ∈ N. Hence the sequence (un)n∈N is bounded in V and lim j(un) = 0 in H .
Passing to a subsequence if necessary we may assume that there exists a u ∈ V such that
lim un = u weakly in V . Then ‖j˜(u)‖H˜ = 1 since j˜ is compact. Moreover, j(u) = 0, so
u ∈ ker j.
Let v ∈ ker j. If n ∈ N, then an(un, v) = 0 since un ∈ V (an). Hence a(u, v) =
lim an(un, v) = 0. So u ∈ V (a). Thus u ∈ V (a) ∩ ker j.
Next, un ∈ (V (an) ∩ ker j)
⊥ for all n ∈ N and lim un = u weakly in V . Therefore
Proposition 5.10 implies that u ∈ (V (a) ∩ ker j)⊥. Hence u = 0. But ‖j˜(u)‖H˜ = 1. This is
a contradiction. Hence the graphs An are bounded below uniformly in n ∈ N. ✷
Now Theorem 5.5 is an easy corollary. Note that Theorem 5.13 also gives a different
proof of Theorem 4.13.
We next wish to compare briefly the conditions on the dimensions in Theorems 5.11 and
5.13 through examples, in particular as regards sufficiency and necessity. We first observe
that the conditions in Theorem 5.11, while sufficient (and arguably somehow natural) for
resolvent convergence, are not necessary, as the following example shows.
Example 5.14 Let V = C2, H = C and define j:V → H by j(u) = u1. Define the
forms a and an on V by a(u, v) = u1 v1 and an(u, v) = u1 v1 +
1
n
u2 v2 for all n ∈ N. Then
A = An = I, W (a) = {0} × C and W (an) = {0} for all n ∈ N. So clearly limAn = A
uniformly in resolvent sense, but lim dimW (an) < dimW (a).
Similarly, the conditions in Theorem 5.13 are sufficient for uniform lower boundedness,
but not necessary. An example is as follows (cf. Example 5.4).
Example 5.15 Choose V = H˜ = C2, H = C, j(u) = u1, j˜(u) = u, a(u, v) = u1 v2 + u2 v1
and
an(u, v) = u1 v2 + u2 v1 −
1
n
u2 v2
for all n ∈ N. Clearly j˜ is compact and the sequence (an)n∈N is uniformly j˜-elliptic and
converges weakly to a. Moreover, V (an) ∩ ker j = {0} for all n ∈ N and V (a) ∩ ker j =
{0} × C. Hence dim(V (an) ∩ ker j) = 0 for all n ∈ N whilst dim(V (a) ∩ ker j) = 1. But
An = {(λ, nλ) : λ ∈ C}
for all n ∈ N. Hence the An are lower bounded uniformly in n ∈ N.
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We also note that the two conditions are not interchangeable. The following counter-
example shows that limn→∞ dim(V (an) ∩ ker j) = dim(V (a) ∩ ker j) is not sufficient for
strong resolvent converge of the sequence (An) to A. We recall meanwhile that Exam-
ple 5.4 shows that the condition limn→∞ dimW (an) = dimW (a) is likewise not sufficient
for uniform lower boundedness.
Example 5.16 Let V , H , H˜ , j, j˜, a and an be as in Example 5.2. Then the sequence
of graphs (An) does not converge to A in the resolvent sense. But ker j = {0} × C,
V (an) = ker j and V (a) = V for all n ∈ N. So dim(V (an)∩ ker j) = 1 = dim(V (a)∩ ker j)
for all n ∈ N and the graphs An are bounded below uniformly in n ∈ N.
It is possible to reformulate the conditions on the dimensions limn→∞ dimW (an) =
dimW (a) and limn→∞ dim(V (an)∩ker j) = dim(V (a)∩ker j) using the concept of the gap
between two closed subspaces. We define the gap δˆ(M,N) between two closed subspaces
M and N of H as in Kato [Kat] (IV.2.2), that is,
δ(M,N) = sup
u∈M
‖u‖≤1
d(u,N),
δˆ(M,N) = max(δ(M,N), δ(N,M)).
Lemma 5.17 Suppose that either
U =W (a) and Un =W (an) for all n ∈ N, or
U = V (a) ∩ ker j and Un = V (an) ∩ ker j for all n ∈ N.
Then limn→∞ δ(Un, U) = 0. Moreover, let PU and PUn be the orthogonal projection in H
onto U and Un for all n ∈ N. Then the following are equivalent.
(i) lim
n→∞
dimUn = dimU .
(ii) lim
n→∞
δˆ(Un, U) = 0.
(iii) lim
n→∞
δ(U, Un) = 0.
(iv) lim
n→∞
PUn = PU in L(H).
Proof We first show that limn→∞ δ(Un, U) = 0. Suppose not. Then passing to a sub-
sequence if necessary, there exists an ε > 0 such that δ(Un, U) ≥ 2ε for all n ∈ N. Then
for all n ∈ N there exists a un ∈ Un such that d(un, U) ≥ ε and ‖un‖ ≤ 1. Passing to
a subsequence if necessary, there exists a u ∈ V such that lim un = u weakly in V . By
Lemma 5.7 it follows that u ∈ U and lim un = u strongly in V . So ε ≤ d(un, U) ≤ ‖un−u‖
for all n ∈ N. This is a contradiction.
The equivalence ‘(ii)⇔(iii)’ is now trivial.
‘(i)⇒(iii)’. Suppose (i) and not (iii). Then passing to a subsequence if necessary, there
exists an ε > 0 and for all n ∈ N there exists a vn ∈ U such that ‖vn‖ ≤ 1 and d(vn, Un) ≥ ε.
The space U is finite dimensional. So passing to a subsequence if necessary, there exists a
u ∈ U such that lim vn = u strongly in U . By Proposition 5.8 and (i), for all n ∈ N there
exists a un ∈ Un such that lim un = u in V . Then d(vn, Un) ≤ ‖vn−un‖ ≤ ‖vn−u‖+‖u−un‖
for all n ∈ N. So lim d(vn, Un) = 0. This is a contradiction.
‘(ii)⇒(i)’. This follows from [Kat] Corollary IV.2.6.
‘(ii)⇔(iv)’. This is in [Kat] Footnote 1 on page 198. ✷
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6 Semigroup convergence
In this section we consider the semigroup generated by a self-adjoint graph which is
bounded below. Let A be a self-adjoint graph which is bounded below. For all t > 0
define the operator e−tA by
e−tA = lim
n→∞
(
(I + t
n
A)−1
)n
.
Using the decomposition H = A(0) ⊕ A(0)⊥ one has e−tA = 0 ⊕ e−tA
◦
. We call (e−tA)t>0
the semigroup generated by A.
Let A,A1, A2, . . . be self-adjoint graphs. In Theorem 5.11 we provided conditions such
that (An) converges uniformly to A in the resolvent sense. So one might hope that then
the semigroups converge too, at least pointwise. In general, however, this is false.
Example 6.1 Consider Example 5.4 again. Then H = C and e−tAn1 = ent for all t > 0
and n ∈ N. So lim e−tAnx does not exist in H for any x ∈ H \ {0} and any t > 0.
The main problem in Example 6.1 is that the sequence of self-adjoint graphs is not
bounded below uniformly in n ∈ N.
Lemma 6.2 Let A,A1, A2, . . . be positive self-adjoint graphs. Suppose that limn→∞An = A
in the strong resolvent sense. Let K ⊂ C \ [0,∞) be compact and y ∈ H. Then
lim
n→∞
(An + λ I)
−1y = (A+ λ I)−1y
in H uniformly for all λ ∈ K.
Proof Let n ∈ N. Then ‖(An + λ I)
−1‖ ≤ 1
| Imλ|
if λ ∈ C \R and ‖(An + λ I)
−1‖ ≤ 1
λ
if
λ ∈ (0,∞). Similar estimates are valid for A. The resolvent identities (1) then imply locally
uniform convergence in λ, and the lemma now follows by a compactness argument. ✷
Theorem 6.3 Let A,A1, A2, . . . be self-adjoint graphs which are uniformly bounded below.
Suppose that limn→∞An = A in the strong resolvent sense. Then limn→∞ e
−tAn = e−tA
strongly for all t > 0. An analogous statement is valid for uniform convergence.
Proof We may assume that the An and A are positive. Let γ be the contour in C formed
by combining the two line segments {λ ∈ C : arg λ = ±3π
2
and |λ| ≥ 1} together with
the arc {λ ∈ C : |λ| = 1 and | arg λ| ≤ 3π
2
}. Let n ∈ N. Then ‖(An + λ I)
−1‖ ≤ 1
| Imλ|
if
λ ∈ C \R and a similar estimate is valid for A. So
e−tAny =
1
2πi
∫
γ
etλ(An + λ I)
−1y dλ
for all t > 0 and y ∈ H . Now take the limit n→∞ and use Lemma 6.2. ✷
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7 Convergence of Dirichlet-to-Neumann resolvents
and semigroups
In this section we give applications of the generation result, Theorem 4.5, and the conver-
gence theorem, Theorem 5.3. Throughout this section Ω ⊂ Rd is Lipschitz with boundary
Γ = ∂Ω and we choose j:H1(Ω)→ L2(Γ) the trace operator. Moreover, j˜:H
1(Ω)→ L2(Ω)
is the natural injection throughout this section.
At first we consider the basic example of Section 2. The following property of unique
continuation plays an important role.
Theorem 7.1 Let u ∈ H1(Rd) and m ∈ L∞(R
d,R). Suppose that −∆u +mu = 0. If u
vanishes on a non-empty open set, then u = 0.
Proof See [RS] Theorem XIII.57. ✷
Let m ∈ L∞(Ω,R). This theorem allows us to prove that W (a) = {0} for the basic
example, where a is as in (3). Recall that a:H1(Ω)×H1(Ω)→ C is given by
a(u, v) =
∫
Ω
∇u · ∇v +
∫
Ω
muv.
Proposition 7.2 One has W (a) = {0}.
Proof If f : Ω→ C is a function we denote by f˜ :Rd → C the extension of f by 0. Note
that ker j = H10 (Ω). Let u ∈ W (a). Then u ∈ H
1
0 (Ω), −∆u + mu = 0 and ∂νu = 0.
Since u ∈ H10 (Ω) one has u˜ ∈ H
1(Rd) and ∂ku˜ = ∂˜ku for all k ∈ {1, . . . , d} cf. [Bre´2]
Proposition IX.18(iii). Then∫
Rd
∇u˜ · ∇v +
∫
Rd
m˜ u˜ v =
∫
Ω
∇u · ∇v +
∫
Ω
muv = 0
for all v ∈ D(Rd). Therefore −∆u˜ + m˜ u˜ = 0 weakly in Rd. Thus it follows from Theo-
rem 7.1 that u˜ = 0. ✷
Now we can deduce from Theorem 5.3 the following convergence result.
Theorem 7.3 Let (mn)n∈N be a sequence in L∞(Ω,R) and let m ∈ L∞(Ω,R). Suppose
that limn→∞mn = m weak
∗ in L∞(Ω,R). Then limn→∞(Dmn + i s I)
−1 = (Dm + i s I)
−1
in L(L2(Ω)) for all s ∈ R \ {0}.
Proof We consider the forms an and a on H
1(Ω) given by
an(u, v) =
∫
Ω
∇u · ∇v +
∫
Ω
mn u v, (10)
a(u, v) =
∫
Ω
∇u · ∇v +
∫
Ω
muv. (11)
Since the sequence (mn) is uniformly bounded in L∞(Ω,R) it follows that the sequence
(an) is uniformly j˜-elliptic. Next, let v ∈ V and u, u1, u2, . . . ∈ H
1(Ω) with lim un = u
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weakly in H1(Ω). Then lim un = u strongly in L2(Ω) and lim un v = u v in L1(Ω).
Hence lim
∫
Ω
mn un v =
∫
Ω
muv. Moreover, lim
∫
Ω
∇un · ∇v =
∫
Ω
∇u · ∇v. Therefore
lim an(un, v) = a(u, v) and we have shown that (an) converges weakly to a. Now Theo-
rem 5.3 gives the result. ✷
Concerning convergence of the semigroups a further condition is needed. Even if the
functions mn are constant, the graphs Dmn need not be uniformly bounded below, so that
the semigroups cannot converge strongly by the uniform boundedness principle. We give
an example.
Example 7.4 Let (λn) be a strictly increasing sequence in R such that limλn = λ
D
1 , where
λD1 is the first eigenvalue of −∆
D. Choose mn = −λn constant and abbreviate Dn := Dmn .
Then Dn is single-valued. It follows from [AM] Propositions 5 and 3 that the sequence
(Dn) is not uniformly bounded below.
If, however, the operator −∆D+m is invertible, then the sequence is uniformly bounded
below. This is the content of the next theorem. Note that −∆D + m is the operator
associated with the classical form a|H1
0
(Ω)×H1
0
(Ω) in L2(Ω), where a is as in (11).
Theorem 7.5 Let (mn)n∈N be a sequence in L∞(Ω,R) and let m ∈ L∞(Ω,R). Suppose
that limn→∞mn = m weak
∗ in L∞(Ω,R). Moreover, assume that 0 ∈ ρ(−∆
D +m). Then
the graphs Dmn are bounded below uniformly in n ∈ N and limn→∞ e
−tDmn = e−tDm in
L(L2(Γ)) for all t > 0.
Proof Let an and a be as in (10) and (11). Then V (a) ∩ ker j = ker(−∆
D +m). But
ker(−∆D +m) = {0} by assumption. Therefore V (a) ∩ ker j = {0} and the graphs Dmn
are bounded below uniformly in n ∈ N by Theorem 5.5. Now apply Theorems 7.3 and
6.3. ✷
We next consider elliptic operators in divergence form with real symmetric coefficients
instead of the Laplacian. It is interesting that now the unique continuation property
depends on the regularity of the coefficients (if d ≥ 3) and the equality W (a) = {0} is not
always valid.
For all k, l ∈ {1, . . . , d} let akl: Ω → R be bounded, measurable with akl = alk and
assume that there exists a µ > 0 such that the uniform ellipticity condition
d∑
k,l=1
akl(x) ξk ξl ≥ µ |ξ|
2 (12)
holds for all x ∈ Ω and ξ ∈ Rd. Moreover, let c ∈ L∞(Ω,R). We associate with these
coefficients the symmetric form a:H1(Ω)×H1(Ω)→ C given by
a(u, v) =
∫
Ω
d∑
k,l=1
akl (∂ku) ∂lv +
∫
Ω
c u v. (13)
Then a is j˜-elliptic. We denote by Da the self-adjoint graph associated with (a, j).
We next consider the space W (a).
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Proposition 7.6 Assume that the second-order coefficients akl are Lipschitz continuous
for all k, l ∈ {1, . . . , d} or that d = 2. Then W (a) = {0}.
Proof By the McShane–Whitney extension theorem each Lipschitz continuous function
on Ω has a Lipschitz continuous extension to Rd. Hence we may assume that the akl are
defined on Rd, are Lipschitz continuous, symmetric, bounded and satisfy the ellipticity
condition (12) uniformly for all x ∈ Rd, possibly with a different value of µ > 0. Moreover,
we may assume that akl(x) = δkl for all x ∈ R
d with |x| large. Arguing as in the proof of
Proposition 7.2 and using the unique continuation property (see [AKS] Section 5, Remark
3, or (W) in the Introduction of [Kur], or [GL] Theorem 1.1) one deduces thatW (a) = {0}.
In case d = 2 Schulz [Sch] proved the unique continuation property without the as-
sumption that the leading coefficients are Lipschitz continuous. ✷
Triviality of W (a) is a most interesting property. In fact, given s ∈ R \ {0} and
h ∈ L2(Γ) we can always find a u ∈ H
1(Ω) such that
a(u, v) + i s
∫
Γ
Tr uTr v =
∫
Γ
hTr v
for all v ∈ H1(Ω). By our results the trace of u does not depend on the choice of u and
by definition Tr u = (Da + i s I)
−1h. The element u is unique if and only if W (a) = {0} by
(2).
Filonov [Fil] constructed a remarkable example of an elliptic operator with Ho¨lder
continuous real symmetric coefficients on the open ball Ω in R3 (even Ho¨lder continuous
of order ν for every ν ∈ (0, 1)) and a w ∈ D(Ω) such that w ∈ W (a) \ {0}. Thus we have
non-uniqueness of the function u above. By the theorem on unique continuation, these
coefficients cannot be Lipschitz continuous.
For Lipschitz continuous coefficients in the limit we can prove the following convergence
result.
Theorem 7.7 For all k, l ∈ {1, . . . , d} and n ∈ N let a
(n)
kl ∈ L∞(Ω,R). Further assume
d = 2 and akl ∈ L∞(Ω,R), or d ≥ 3 and akl ∈ W
1,∞(Ω,R) for all k, l ∈ {1, . . . , d}. Next
let cn, c ∈ L∞(Ω,R) and fix µ > 0. Suppose that a
(n)
kl = a
(n)
lk for all k, l ∈ {1, . . . , d} and
d∑
k,l=1
a
(n)
kl (x) ξk ξl ≥ µ |ξ|
2
for all x ∈ Ω, ξ ∈ Rd and n ∈ N. Suppose that limn→∞ ‖a
(n)
kl − akl‖∞ = 0 for all
k, l ∈ {1, . . . , d} and limn→∞ cn = c weak
∗ in L∞(Ω). For all n ∈ N define the form
an:H
1(Ω)×H1(Ω)→ C by
an(u, v) =
∫
Ω
d∑
k,l=1
a
(n)
kl (∂ku) ∂lv +
∫
Ω
cn u v
and define a as in (13). Let An be the graph associated with (an, j) and A the graph
associated with (a, j). Then
lim
n→∞
(An + i s I)
−1 = (A+ i s I)−1
in L(L2(Γ)) for all s ∈ R \ {0}.
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Proof By Proposition 7.6 we know that W (a) = {0}. Arguing as in the proof of
Theorem 7.3 one deduces that the sequence (an)n∈N converges weakly to the form a. Now
the claim is a consequence of Theorem 5.3. ✷
Adopt the assumptions and notation of Theorem 7.7. Let AD be the operator in L2(Ω)
associated with the form a|H1
0
(Ω)×H1
0
(Ω). Assuming that A
D is invertible we can deduce
uniform convergence of the associated semigroups exactly as in Theorem 7.5.
It is remarkable that we can deduce from Proposition 5.9 that the set of all second-order
coefficients for which W (a) = {0} is open in the following sense. Let µ > 0. Consider the
set
Q = {(ckl)kl ∈ L∞(Ω,R)
d×d
sym :
d∑
k,l=1
ckl(x) ξk ξl ≥ µ |ξ|
2 for all ξ ∈ Rd and x ∈ Ω}.
To each c = (ckl)kl ∈ Q we associate the form ac:H
1(Ω)×H1(Ω)→ C defined by
ac(u, v) =
d∑
k,l=1
∫
Ω
ckl (∂ku) ∂lv.
Let c ∈ Q and suppose that W (ac) = {0}. Then there exists an ε > 0 such that for all
cˆ ∈ Q with ‖c− cˆ‖L∞(Ω)d×d < ε one also has the uniqueness property W (acˆ) = {0}.
8 Lumer–Phillips by hidden compactness
In this section we replace the condition that the form a is symmetric with the condition
that a is accretive.
We say that a graph A is accretive if Re(x, y) ≥ 0 for all (x, y) ∈ A. The graph A is
called m-accretive if it is accretive and A + I is surjective. Our point here is that this
latter condition of surjectivity can be obtained by hidden compactness. More precisely, we
show the following.
Theorem 8.1 Let V and H be Hilbert spaces. Let a:V ×V → C be an accretive continuous
sesquilinear form. Further let j ∈ L(V,H). Let A be the graph associated with (a, j). If a
is compactly elliptic, then A is m-accretive.
Proof Clearly the graph A is accretive.
First suppose that W (a) = {0}. We shall show that I + A is surjective. Define the
sesquilinear form b:V × V → C by
b(u, v) = a(u, v) + (j(u), j(v))H.
Then b is compactly elliptic. Define B:V → V ′ by (Bu, v)V ′×V = b(u, v). We shall show
that B is injective. Let u ∈ V and suppose that Bu = 0. Then
0 = Re(Bu, u) = Re a(u) + ‖j(u)‖2H ≥ ‖j(u)‖
2
H .
So j(u) = 0. Then for all v ∈ V one has
0 = (Bu, v)V ′×V = b(u, v) = a(u, v) + (j(u), j(v))H = a(u, v).
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So u ∈ W (a) = {0} by assumption. Therefore B is injective and hence also surjective by
the Fredholm–Lax–Milgram lemma, Lemma 4.1. Now let y ∈ H . Define α:V → C by
α(v) = (y, j(v))H. Then α ∈ V
′ since j is continuous. Because B is surjective, there exists
a (unique) u ∈ V such that Bu = α. Then for all v ∈ V one has
(y, j(v))H = (Bu, v)V ′×V = b(u, v) = a(u, v) + (j(u), j(v))H = a(u, v) + (x, j(v))H ,
where x = j(u). So x ∈ D(A) and (A + I)x = y. This proves that A is m-accretive if
W (a) = {0}.
Finally we drop the assumption thatW (a) = {0}. There exists a unique T ∈ L(V ) such
that a(u, v) = (Tu, v)V for all u, v ∈ V . Then T is m-accretive. So ker T = ker T
∗. Hence
W (a) = ker j ∩ ker T = ker j ∩ ker T ∗ = W (a∗). Let V1 = W (a)
⊥, where the orthogonal
complement is in V . Define a1 = a|V1×V1 and j1 = j|V1 . Then a1 is compactly elliptic
too by Proposition 4.4(c). Let u ∈ W (a1). Then u ∈ V1, j(u) = 0 and a(u, v) = 0 for
all v ∈ V1. If w ∈ W (a) then w ∈ W (a
∗) and a∗(w, u) = 0 by definition of W (a∗). So
a(u, w) = a∗(w, u) = 0. Hence by linearity a(u, v) = 0 for all v ∈ V . Therefore u ∈ W (a).
So u ∈ W (a) ∩ V1 ⊂ W (a) ∩W (a)
⊥ = {0}. Thus W (a1) = {0}. Let A1 be the operator
associated to (a1, j1). By the first part of the proof, the operator A1 is m-accretive. Since
A is accretive, it suffices to show that A1 ⊂ A. Let (x, y) ∈ A1. By definition there exists a
u ∈ V1 such that j1(u) = x and a1(u, v) = (y, j1(v))H for all v ∈ V1. Let w ∈ W (a). Then
w ∈ W (a∗), so as above one deduces that a(u, w) = 0. So a(u, w) = (y, 0)H = (y, j(w))H.
Then by linearity one has a(u, v) = (y, j(v))H for all v ∈ V . Therefore (x, y) ∈ A and
A1 ⊂ A. This completes the proof of the theorem. ✷
Example 8.2 Let V and H be Hilbert spaces such that V is densely and compactly
embedded in H . Let a:V × V → C be a continuous accretive form which is H-elliptic.
Let A be the m-accretive operator associated with a. Next, let Ĥ be a Hilbert space and
T ∈ L(H, Ĥ). Define the graph B in Ĥ by
B = {(x, y) ∈ Ĥ × Ĥ : there exists a u ∈ D(A) such that Tu = x and T ∗y = Au}.
Then B is m-accretive. The proof is as follows. Define j:V → Ĥ by j(u) = Tu. Let B2
be the graph associated with (a, j). Then B2 is m-accretive by Theorem 8.1.
We show that B is accretive. Let (x, y) ∈ B. Then there exists a u ∈ D(A) such that
Tu = x and Au = T ∗y. Therefore
Re(x, y)Ĥ = Re(Tu, y)Ĥ = Re(u, T
∗y)H = Re(u,Au) = Re a(u) ≥ 0.
So B is accretive.
Next we show that B2 ⊂ B. Let (x, y) ∈ B2. Then there exists a u ∈ V such that
j(u) = x and a(u, v) = (y, j(v))Ĥ for all v ∈ V . Hence a(u, v) = (y, Tv)Ĥ = (T
∗y, v)H for
all v ∈ V . This implies that u ∈ D(A) and Au = T ∗y. Therefore (x, y) ∈ B.
Since an m-accretive operator does not have a proper accretive extension, it follows
that B = B2.
In Theorem 8.1 the condition that a is accretive cannot be removed in general. An
example is as follows.
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Example 8.3 Let V = H˜ = C and H = C. Let a:V ×V → C be given by a(u, v) = u2 v1.
Define j(u) = u1 and j˜(u) = u. Then a is j˜-elliptic. The graph associated with (a, j)
is C × C, which is not lower-bounded in the sense that there is no M > 0 such that
Re(x, y)H ≥ −M ‖x‖
2
H for all (x, y) ∈ A.
Note that for symmetric a we proved lower boundedness in Theorem 4.13.
We conclude with an example of a form a and a map j for which one has hidden
compactness, but such that the form a is not j-elliptic.
Example 8.4 Let Ω be a Lipschitz domain such that the boundary Γ has measure 1.
Choose V = H1(Ω), H = L2(Γ) and a(u, v) =
∫
Ω
∇u · ∇v. Moreover, define B:L2(Γ) →
L2(Γ) by Bg = g − (g,1Γ)L2(Γ) 1Γ. Then B1Γ = 0. Choose j = B ◦ Tr . Then a is
accretive and symmetric. Let A be the graph associated with (a, j). Then A is self-
adjoint and m-accretive by hidden compactness. But the form a is not j-elliptic since
a(1Ω) + ω ‖j(1Ω)‖
2
L2(Γ)
= 0 for all ω ∈ R.
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