The distribution of red tide monitoring data is obviously imbalanced, which usually causes "uniform effect" problem and has negative influence on red tide prediction accuracy. In order to alleviate this problem, this paper focuses on semi-supervised learning, and proposes an improved method for semi-supervised clustering based on metric learning with pairwise constraints. The main idea is to establish harsher conditions for learning cannot-link constraints, so as to increase distances among clusters. The effectiveness of the proposed method is verified on some balanced and unbalanced UCI datasets. Furthermore, we extend our approach and apply it to red tide forecast, and get excellent performance on real dataset, which is extracted from red tide monitoring data during 2003 to 2009. In addition, we find that the concentration of chlorophyll-a, pH value and dissolved oxygen are key factors to red tide forecast.
Introduction
The red tide is a kind of marine disasters, which means that some tiny phytoplankton, protozoa or bacteria suddenly proliferate and aggregate under certain environmental conditions and cause water discoloration during a period of time (1) . In recent years, the red tide occurs more and more frequent, and the magnitude and extent of damage becomes more and more serious, which has become a big threaten to the marine ecological balance, fishery resources, marine aquaculture and human healthy. How to accurately predict the occurrence of red tide as soon as possible is a problem to be solved urgently. Thus, it attracted more and more researchers. Generally, they treat red tide forecast as a two-class classification, and use the composite index (2) , neural networks (3) , clustering analysis (4, 5) to determine whether the red tide will occur, or evaluate the probability of occurrence. However, most of the red tide monitoring data in the ocean database is normal, and the records about occurrence of red tide are still less. For example, in recent ten years, the normal records in the water quality table of the ocean database are more than four thousands, while the records about the occurrence of red tide are only about one hundred. The main reason is that red tide generally occurs between June and August. To our knowledge, all the aforementioned approaches have not paid attention to the imbalance of red tide data. As stated in literatures (6, 7) , it probably causes "uniform effect" problem (the sizes of produced clusters are relatively uniform) when the input data have varied class sizes. Take Figure 1 as an example, red data points is obviously more than blue ones. If we employ k-means algorithm to partition them randomly select initial point, two initial cluster representatives are probably all red, which may make some red points grouping with the nearby blue ones. Therefore, Liang et al (7) proposed a multi-center clustering algorithm, and discussed with the fuzzy k-means clustering. Different with Liang's unsupervised strategy, this paper will discuss the problem with the semi-supervised learning mechanism. As shown in Figure 1 , if we enlarge the weight of the x axis as much as possible and make sure the initial cluster representatives are not too bad, it probably deserves a satisfactory performance. Therefore, in order to evaluate the attribute weights to scale the dataset, this paper adopts metric learning (8, 9) with prior knowledge in the form of pairwise constraints. We improve Xing's method (8) by establishing harsher conditions for learning cannot-link constraints, so as to increase the distances among clusters. The effectiveness of the proposed strategy is verified on some imbalanced and balanced UCI datasets. Furthermore, we extend our approach and apply it to red tide forecast. As red tide forecast is a two-class classification, we derive more pairwise constraints based on the property of cannot-link constraints, which improves the performance of metric learning; on the other hand, we adopt hard-constraint (10, 15) strategy to lead pairwise constraints into clustering process, so as to improve the clustering quality. We get excellent performance on the real dataset, which is extracted from the red tide monitoring data from 2003 to 2009. In addition, we find that the concentration of chlorophyll-a, pH value and dissolved oxygen are key factors to red tide forecast. The remaining chapters are organized as follows. In the next section, we elaborates semi-supervised clustering algorithm based on metric learning and verifies the effectiveness of the improved method on UCI datasets. Net in Section 3, we introduce our approach for red tide forecast based on semi supervised clustering; finally, Section 4 concludes the paper.
Semi-supervised Clustering based on Metric Learning
Generally, the traditional clustering divides the objects on the basis of objective indicators (distances/similarities), which does not require training data and has high efficiency. However, its performance is poor, the result is difficult to understand, and it cannot integrate users' requirements. In order to solve these problems, researchers propose semi-supervised clustering, which incorporates a small amount of prior knowledge, so as to guide clustering and get better performance (8) (9) (10) . The learning mechanism with a small amount of labeled data and a large number of unlabeled data is suitable for real application requirements, such as Web Mining, thus has gradually been paid more and more attention to.
Metric Learning
Metric learning is an important semi-supervised clustering strategy, which constructs optimization to satisfy the prior knowledge as much as possible and obtain new metric via the solution. In 2002, Xing et al. (8) made important contribution to metric learning. They proposed an effective strategy incorporating pairwise constraints and applied it to clustering analysis. Compared to pointwise constraints, pairwise constraints is more suitable for clustering analysis. The reason is that clustering focuses on similarities between objects rather than the specific categories of objects; on the other hand, the assignment for pairwise constraints is much easier than pointwise constraints in applications. Definition: must-link constraints set S and cannot-link constraints set D are defined as follows： ▪if objects x and y are in the same cluster, (x, y)∈S; ▪if objects x and y are in different clusters, (x, y)∈D.
As shown in formula (1), Xing et al. constructed the optimization with pairwise constraints, which ensures that pairs of points in S have small squared distance between them while the constraint is to make sure that sum of distances between pairs of points in D is not too small. It's because that Xing et al. aimed to enhance tightness between pairs of points in S, which is also usually adopted in lots of work (11, 12) . However, our main idea is to increase the distances between clusters, thus Xing's solution for learning cannot-link constraints is no longer suitable. We should pay enough attention to cannot-link constraints, especially when distances between pairs of points in D are lager. In fact, differently treating the instance level knowledge has been a hotpot of supervised learning and semi-supervised learning. For instance, Karasuyama et al. (13) identified better classification hyperplane through exploring the weight of pointwise constraints; Basu et al. (9) 
Algorithm Procedure
When A is diagonal, the Mahalanobis distance can be transformed into parameterized Euclidean distance. And, we can transform metric learning into learning attribute weights.
Given dataset X, the number of clustering k, must-link constraints set S and cannot-link constraints set D, the semi-supervised clustering algorithm based on metric learning is as follows:
Step 1 Construct and solve the optimization as formula (1), so as to obtain attribute weights w;
Step 2 Scale dataset X according to the attribute weights w,
Step 3 Adopt Basu's strategy (9) , use weighted farthest first selection method with pairwise constraints to initialize cluster representatives；
Step 4 Partition scaled dataset ' X through k-means clustering algorithm。
Experimental Results
We compare k-means, Xing's method and our approach on some UCI datasets 1 to verify the effective of the proposed method. For robustness, each result in the experiment is averaged from 10 trials. In addition, we choose two classic external indexes, Purity and NMI, to evaluate clustering quality. As shown in Figure 2 , we randomly select 5% 2 must-link constraints and 5% cannot-link constraints for Xing's method and our approach, and the performance of our approach on six datasets is superior to k-means algorithm and Xing's method, especially under NMI index. On diabetes and vowel datasets, Xing's method is worse than k-means algorithm under Purity index. On the one hand, it is because that the prior knowledge is little, especially Xing's method mainly focuses on must-link constraints; on the other hand, inconsistence between must-link and cannot-link constraints may reduce clustering quality (14) . Even with such little knowledge, our approach still improves clustering quality through effectively learning cannot-link constraints.
(a) (b) Fig 2. Clustering accuracy on UCI datasets. In addition, this paper also verifies the scalability of our approach on vowel dataset. As shown in Figure 3 , with the growth of number of pairwise constraints, the proposed method can achieve a more stable growth, and can converge with little knowledge. 
Red Tide Forecast based on Semi-supervised clustering
Red tide forecast is a two-class (red tide class and normal class) classification problem. Firstly, we should make sure that semi-supervised clustering algorithm is able to accomplish the task of identifying category. It can be solved though providing some pointwise constraints. The categories of clustering result can be identified according to number of red tide instances in clusters. In addition, derive more pairwise constraints based on the property of cannot-link constraints, so as to improve the effect of metric learning.
Red Tide Forecast
In order to satisfy requirements of red tide forecast, we extend the algorithm proposed in section 2, so as to identify the categories of clusters.
Clustering analysis aims to calculate the similarity between objects without concerning the categories of objects. Therefore, after obtaining clustering results, we count number of red tide instances in each cluster, then, treat the cluster with more samples of red tide as red tide class.
As red tide prediction is a two-class classification, pairwise constraints have some interesting properties. For instance, if (x, y) and (x, z) belong cannot-link constraints set D, (y, z) should be a must-link constraint; if (x, y) belong cannot-link constraints set D while (x, z) belong must-link constraints set S, (y, z) should be a cannot-link constraint. On basis of properties of pairwise constraints, we derive more prior knowledge, which effectively improve the performance of initialization and clustering quality.
Moreover, metric learning is independent of clustering process which results that some pairwise constraints are still not satisfied after partitioning. Thus, we adopt hard constraint strategy (10, 15) , and modify cluster label of instances during clustering process so as to satisfy pairwise constraints as much as possible.
Experimental Analysis
We generate red tide dataset through extracting data from the ocean database from 2003 to 2009. Firstly we extract the water temperature, PH value, Vibrio total number and other features from red tide organisms table,  hydrometeorological table and water quality table. Secondly, we transform some nominal features, such as date, time, to numeric feature. The missing values are replaced with average value of its corresponding feature. Finally, we get a red tide dataset consist of 615 instances, including 458 normal instances and 157 red tide instances. Figure 4 is comparison of Xing's method, the proposed method in Section 2 (Our approach 1) and our approach in section 3 (Our approach 2) on the red tide dataset. We select 30% instances as training data. As shown in Figure 4 , Our approach 1 is better than the Xing's method, while the improvement is not obvious. In contrast, Our approach 2 has obvious enhancement with more generated pairwise constraints. The hard constraints strategy also plays an important role, which makes almost the entire pairwise constraints can be satisfied. In addition, we find that the attribute weights of the concentration of chlorophyll-a concentration, pH value and dissolved oxygen are much larger, which should be important factors for red tide prediction. 
Conclusions
The distribution of red tide monitoring data is obviously imbalanced, which usually causes "uniform effect" problem and has negative influence on red tide prediction accuracy. Different with unsupervised strategy, this paper focuses on semi-supervised learning and improves metric learning with pairwise constraints. We set harsher constraint conditions according to distances between pairs of points in cannot-link constraints set, so as to enlarge the distance between clusters as much as possible. The effectiveness of the proposed method is verified on UCI datasets. Furthermore, we extend our approach to identify categories of clusters for red tide forecast. Moreover, we generate more prior knowledge on basis of properties of pairwise constraints, and adopt hard constraint strategy to satisfy all the pairwise constraints as much as possible. Finally, the effective of the extended approach is verified on Red tide monitoring data from 2003 to 2009. In addition, we find that the concentration of chlorophyll-a, pH value and dissolved oxygen are key factors for red tide prediction.
