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Abstract—Gaussian processes (GPs) are Bayesian nonpara-
metric generative models that provide interpretability of hy-
perparameters, admit closed-form expressions for training and
inference, and are able to accurately represent uncertainty.
To model general non-Gaussian data with complex correlation
structure, GPs can be paired with an expressive covariance
kernel and then fed into a nonlinear transformation (or warp-
ing). However, overparametrising the kernel and the warping
is known to, respectively, hinder gradient-based training and
make the predictions computationally expensive. We remedy
this issue by (i) training the model using derivative-free global-
optimisation techniques so as to find meaningful maxima of
the model likelihood, and (ii) proposing a warping function
based on the celebrated Box-Cox transformation that requires
minimal numerical approximations—unlike existing warped GP
models. We validate the proposed approach by first showing
that predictions can be computed analytically, and then on a
learning, reconstruction and forecasting experiment using real-
world datasets.
I. INTRODUCTION
A Gaussian process (GP) [1] is a prior distribution over
functions with a support that includes a wide class of phe-
nomena via the design of its mean and covariance functions,
the parameters of which provide meaningful interpretation of
the process at hand. Beyond regression [2], GPs have been
extensively used in the last two decades for classification [3],
density estimation [4], filter design [5], model identification
[6] and optimisation [7]. In general terms, all these generative
models have two stages: The latent process is modelled as a
GP and the observation is modelled (conditional to the latent
process) as a non-Gaussian variable. This class of models
is referred to as GP with non-Gaussian likelihood, or as
Generalised GPs. These usually consider likelihood functions
from the exponential family such as the Laplace, Poisson, beta
and gamma distributions [8]. A well-known example is the GP
classification model, where the classes are represented by the
output of an activation neuron into which a latent GP is fed.
A slightly different approach to non-Gaussian models,
which is not constrained to the exponential family, is the
warped GP (WGP, [9]). The WGP models non-Gaussian data
by assuming that there is a transformation φ such that the
observations can be passed through φ to yield a GP, therefore,
the likelihood function of this model is not designed directly
but, rather, induced by the transformation (a.k.a. warping).
Expressive WGP models can be designed by choosing com-
plex warping functions and covariance kernels; however, this
can lead to critical implementation issues for training and
prediction. First, the likelihood function is in general not
convex and populated with local maxima, each of which
representing a possible model that explains the observations,
as a consequence, the use of the standard BFGS method is not
guaranteed to find the global maximum unless the appropriate
initial condition is provided. Second, predictions under WGP
require us to evaluate the inverse warping function, therefore,
if this inverse is not available in closed form (as it is the case
for the sum of tanh(·) functions in [9]), there is additional
computational complexity arising from this numerical approx-
imation. In practice, this can result in an increase of one or
two orders of magnitude in prediction times.
We now address the two issues of WGP identified above,
that is, finding appropriate hyperparameters and guaranteeing
efficient predictions, by (i) using derivative-free optimisation
methods based on the Powell’s method and ensemble MCMC,
and also (ii) proposing a warping that has known inverse based
on the Box-Cox transformation of the Statistics literature.
II. TWO DRAWBACKS OF WARPED GPS
A Gaussian process [1], denoted by
x (t) ∼ GP (m(t), k (t, t¯)) , (1)
is a stochastic process {xt}t∈T with mean function m(·) and
covariance function k(·, ·), such that any finite collection of
values of the process in t ∈ RN is distributed as a multivariate
Normal distribution with mean m(t) and covariance k(t, t).
GPs can be used as a building blocks of a non-Gaussian model,
one way of doing this is by following the warping rationale
introduced in [9].
A warped Gaussian process is a stochastic process y such
that, φ(y) = x ∼ GP (m,K), where φ is referred to as
the warping and x as the base GP. A key property of the
WGP model for regression is that the predictive and prior
distributions belong to the same family: they are both φ-
warped Gaussians with known statistics—this closure under
conditioning property is inherited from the base GP.
The change of variables Theorem [10] can be used to
calculate conditional densities of transformed Gaussian ran-
ar
X
iv
:1
80
3.
07
10
2v
1 
 [s
tat
.M
L]
  1
9 M
ar 
20
18
0 50 100 150 200 250 300
Time
1.5
1.0
0.5
0.0
0.5
1.0
1.5
P
ro
ce
ss
Gaussian Process
Mean 95% CI
0 50 100 150 200 250 300
Time
0
1
2
3
4
5
6
P
ro
ce
ss
Log Gaussian Process
Mean
Median
95% CI
Fig. 1. Samples drawn from a GP prior (left) and a logarithmic WGP prior (right). Notice how the log-WGP generates paths that have positive codomain
and exhibit large positive deviations (heavy tails).
dom vectors: For two jointly-Gaussian vectors x,x′ with
conditional density p(x|x′) = N (µx|x′ ,Σx|x′), and a pair
of vectors y,y′ such that x = φ(y) and x′ = φ(y′), the
conditional density p(y|y′) is given by
p (y|y′) =
n∏
i=1
dφ (yi)
dy
N (φ (y) |µx|x′ ,Σx|x′)
µx|x′ = µx + Σxx′Σ
−1
x′x′ (φ (y
′)− µx′)
Σx|x′ = Σxx − Σxx′Σ−1x′x′Σx′x
where Σxx′ denotes the covariance between x and x′, and µx
denotes the marginal mean of x.
As mentioned above, observe that the posterior density of
the transformed element p (y|y′) belongs to the same family
as the unconditional density p(y); this property of closure
under conditioning is inherited from the (base) Gaussian
pdf and preserved by the coordinate-wise transformation φ.
Furthermore, the non-Gaussian multivariate distribution p(y)
is also closed under marginalisation and permutation, again
since φ is defined coordinate-wise.
By virtue of the change of variables Theorem [10], the train-
ing and prediction expressions of WGP are stratighforward
to derive, however, they are problematic to implement. We
discuss these issues in the following two subsections.
A. Model fitting via optimisation and local minima
In order to construct a general WGP model, it seems that
complex forms for both the covariance function k and the
transformation φ are a necessary condition, however, these
expressive forms are defined by a large number of parameters.
Although this rationale undoubtedly leads to more flexible
generative models, the overparametrisation results, in general,
in a negative log-likelihood function with several local minima
given by
NLL = − log p(y|θx, θφ) (2)
=
n log(2pi)
2
+
1
2
(φ(y)− µx)>Σ−1xx (φ(y)− µx)
+
1
2
log |Σxx| −
n∑
i=1
log
(
dφ(yi)
dy
)
,
where Σxx and µx are the covariance (kernel) and mean of the
base GP respectively. As it is well known for deep structures
having several parameters [11], the gradient-based method
fails to escape these minima and therefore more elaborate opti-
misation methods need to be considered. This fact motivates us
to depart from the the standard training method for GPs, the
Broyden–Fletcher–Goldfarb–Shanno algorithm (BFGS) [12],
towards methods that do not rely on differentiating the NLL.
As we will see in the experimental section, we shown how
BFGS is trapped in local minima, whereas derivative-free
methods such as Powell [13] and ensemble MCMC [14] are
able to locate better solutions.
Powell’s method is a derivative-free direction set method
that only evaluates the n-dimensional cost function, and not
its derivatives, to construct a set on n conjugate (orthogonal)
directions. The supporting concept in Powell’s approach is
that the minimum of a positive-definite quadratic form can be
found by performing at most n successive line searches along
mutually conjugate directions [15]. Also, this procedure can be
applied to non-quadratic functions by adding a new composite
direction at the end of each cycle of n line searches.
The second approach to be used in this work is ensemble
MCMC. Recall that standard MCMC proceeds by constructing
a Markov chain such that samples generated by the chain
converge to those sampled from a target density. Within
optimisation, MCMC can be used to explore the cost function
as if it were a distribution from where one is sampling, to
then report the solution simply as the sample with lowest
cost (or highest probability). Ensemble MCMC refers to sam-
pling from an n-dimensional parameter space by constructing
a kn-dimensional Markov chain, operating on the product-
space of k n-dimensional spaces, where normally k ≥ 2n
[16]. Due to the distributed-exploration nature of ensemble
MCMC, the constructed Markov chain converges faster and
(simultaneously) explores several high-probability regions of
the likelihood function, as we will see later on experimentally.
B. Closed-form prediction
Inference follows from a corollary of the change of variables
theorem that states that the probability (measure) of a set E
under the density of y, is equal to the probability of the image
of E, φ(E), under the density of x. Conditioning on observed
data y, we can express the corollary as∫
E
py (y|y) dy =
∫
φ(E)
px (x|y) dx =
∫
φ(E)
px (x|x) dx
where the first identity is due to the change of variables The-
orem and the second one due to the deterministic relationship
x = φ(y). For different choices of the set E and using the
inverse transformation φ−1 we can express the median as
median(y(t)) = φ−1 (median(x(t))) = φ−1 (m(t)) (3)
and its p-percentile confidence intervals as
Ipy(t) =
[
φ−1 (m(t)− zpσ(t)) , φ−1 (m(t) + zpσ(t))
]
(4)
where σ(t) =
√
k(t, t), zp is the quantile of standard Gaussian
(ex. z95 ≈ 1.96) and we used the fact that for a Gaussian
median(x) = mean(x).
Sampling the non-Gaussian process is also direct: it is only
required to simulate a realisation of the GP and then apply the
inverse of the transformation, that is,
x(t) ∼ GP (m(t), k(t, t))
y(t) = φ−1 (x(t)) .
III. AN EXPLICIT-INVERSE WARPING FOR WGPS
We next propose a warping φ that allows us to calculate
eqs. (2)-(4) analytically. We achieve this based on the Box-
Cox transformation and thus refer to the proposed WGP using
the Box-Cox transformation as the Box-Cox Gaussian Process
(BCGP).
A. Logarithmic transformation
A standard approach to transform non-Gaussian positive
observations into (approximately) Gaussian ones is to apply
the logarithmic function, in the WGP setting this is expressed
as φ(x) = exp(x), whose derivative and inverse are known
explicitly. It is particularly interesting that, within the loga-
rithmic transformation, the mean and covariance of y are no
longer the transformations of the statistics m and k, but (more
generally) we have that the nth moment of the y is given by
Ey [yn] = exp
(
nm+
n2k
2
)
.
This transformation induces a stochastic process of different
nature than x, since we emphasise that y is always positive.
Fig. 1 shows samples drawn from a standard GP (left) and a
logarithmic WGP (right).
B. Beyond log-Gaussian: The Box-Cox transformation
Although the logarithmic transformation is a standard in the
Statistics literature, [17] studies a family of power functions
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Fig. 2. An example of how two Gaussian densities (top), using a Box-Cox
transformation (middle), are transformed into two Box-Cox densities (bottom).
that generalise the logarithm known as Box-Cox transforma-
tions, these depend on a single parameter λ ∈ R+0 and are
given by
φλ (y) =
sgn (y) |y|λ − 1
λ
(5)
dφλ (y)
dy
= |y|λ−1 (6)
φ−1λ (x) = sgn (λx+ 1) |λx+ 1|
1
λ (7)
For λ > 0 the codomain of the transformation is R, whereas
for λ = 0 the codomain is R+, since lim
λ→0
φλ(y) = log(y). The
inverse and derivative of this transformation are known explic-
itly, therefore, training and prediction using the WGP model
induced by the Box-Cox transformation can be performed
in an analytic manner. Recall that to provide sound point
predictions, non-Gaussian models need to report more than
the mean, in this sense, the Box-Cox transformation results
in closed-form expressions [18] for the confidence intervals,
median, and mode given by
mode(y) =
[
1
2
(
1 + λm+
√
(1 + λm)
2
+ 4kλ (λ− 1)
)] 1
λ
.
Figure 2 shows an example of the Box-Cox transformation
with λ = 0.58 (in red), two base Gaussian densities (in blue
and green) and the transformed non-Gaussian densities (in blue
and green, respectively).
C. Relationship to other methods
The original warped Gaussian processes [9] considers the
monotonic warping of the identity function given by
φ (y) = y +
∑J
j=1
aj tanh (bj (y + cj)) (8)
where aj , bj ≥ 0 ∀j = 1, . . . , J . This idea has been further
extended by considering a transformation given by a single
GP with the identity as mean function (Bayesian WGP, [19])
or a concatenation of GPs (deep GP, [20]). These extensions
point in the direction of providing a flexible warping, however,
this comes with a considerable cost for performing predic-
tions, where it is needed to compute the inverse warping.
For instance, although the standard WGP [9] is the most
computationally-efficient of the WGP family, approximating
the inverse of φ in eq. (8) using the Newton-Raphson [21]
method increases the prediction running time in one or two
orders of magnitude in practice. Additionally, for the Bayesian
and deep variants of WGP, besides the prediction cost, there is
also a training cost associated to the use of variational inducing
variables to deal with the intractability of the model [22].
All these expressive models rule out standard transforma-
tions (WGP) or have a considerable computational complexity
in the general case (Bayesian and deep WGP). Conversely, the
proposed model is based on a standard transformation from the
Statistics literature and provides efficient prediction due to the
existence of an analytical inverse warping.
D. More-expressive Box-Cox transformations via compositions
The affine transformation is given by
φaffine(y) = a+ by, a, b ∈ R (9)
and is referred to as shift when b = 1 and as scale when a = 0.
The affine transformation does not provide enhanced mod-
elling ability over standard GPs since an affine-transformed
GP is still a GP with a shifted mean and scaled variance.
However, the affine warping will be composed with Box-Cox
transformation to produce more expressive transformations,
motivated by the fact that the inverse and derivatives of
function compositions are given by the inverses and derivatives
of their component functions. For instance, for a composition
φ(y) = φ2(φ1(y)) = x the inverse and the derivative are given
respectively by
φ−1 (x) = φ−11 (φ
−1
2 (x))
dφ (y)
dy
=
dφ2 (φ1 (y))
dy
dφ1 (y)
dy
.
As mentioned above, when the data are strictly positive a
standard practice is to apply the logarithmic transformation.
Critically, if the data is known to be lower-bounded by an
unknown quantity, one can compose the logarithmic transfor-
mation with the shift transformation in eq. (9) in order to find
the shift parameter during training. An upper bound to the data
can be found in an analogous way by replacing the shift by
an affine transformation, thus allowing a negative scaling. In
this sense, composing two affine-logarithmic allows us to find
the upper and lower bounds simultaneously.
To further relax the strict (lower) bound condition of the
logarithmic transformation to a more permissive one, we can
also replace the logarithm by the Box-Cox transformation in
eq. (5), where the permissiveness of the bound is controlled
by the λ.
We now show that the proposed compositional warping can
replicate an usual warping architecture implemented by WGP,
that is, a sum of two hyperbolic tangents as in eq. (8). We
approximated this warping with a composition of two Box-
Cox and affine transformations fitted via least squares. Fig.
3 shows the tanh(·) (blue) and our Box-Cox composition
(green) warpings and induced distributions. Observe the point-
wise similarity of the warpings and probability distributions.
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Fig. 3. Approximating a WGP warping (sum of hyperbolic tangents, blue)
using the proposed compositional warping (Box-Cox and Affine functions,
green). The top plot shows the Gaussian density, the WGP transformation
and the (proposed) BGCP approximation, whereas the bottom plot shown all
CDFs: Gaussian, WGP and BCGP approximation of WGP.
E. Approximating the moments
To perform predictions, it is often necessary to compute
the (posterior) moments of the marginal distribution of WGP,
this involves numerical approximations. Relying on the change
of variables theorem, we can formulate the expectation of a
measurable function h : Y → R under the non-Gaussian law
p(y) as an expectation under the Gaussian law p(x) given by
Ey [h (y)] = Ex
[
h
(
φ−1 (x)
)]
which can be efficiently computed numerically using the
Gauss-Hermite quadrature [23], for which k-point approxima-
tions are exact when the integrand h ◦φ−1 is a polynomial of
order 2k − 1 or less. Choosing h(y) = y, the approximation
of the mean of y is given by
Ey [y] =
∫
φ−1 (x) px (x) dx
≈ 1√
pi
k∑
i=1
wiφ
−1
(√
2σxxi +mx
)
(10)
where the weights {wi}ki=1 and locations {xi}ki=1 are given
by the Gauss-Hermite quadrature method [23]. Obtaining a
formula to approximate the variance is analogous.
Finally, observe that evaluating φ−1 is required to compute
expectations, the median and confidence intervals of the non-
Gaussian model. Since for our model φ−1 is known, the cost
of evaluating it is O(d), where d is the number of Box-Cox
and affine components of φ. Therefore, the cost of evaluating
Ey [y] in eq. (10) using the k-point Gauss-Hermite quadrature
is O(kd) for our model, which give computationally-efficient
approximations due to the polynomial nature of the Box-Cox
transformation. Conversely, WGP approximates φ−1 using
the Newton-Raphson method [21], meaning that the cost of
evaluating Ey [y] for WGP is O(kdt), where t is the number
of iterations of Newton-Raphson. In practice, the availability
of an explicit expression for φ−1 makes our proposed model
between one and two orders of magnitude more computation-
ally efficient than WGP.
IV. SIMULATIONS: AN ACCURATE TRAINING FRAMEWORK
FOR THE BOX-COX GP
We validated the proposed Box-Cox GP in two parts: the
first one illustrates the advantages of derivative-free training
for the Box-Cox GP and uses it for reconstruction and forecast-
ing of a Sunspot time series. The second part presents a routine
of model average and selection of the proposed model using
ensemble MCMC on macroeconomic data, where the modes
of the solutions are found using a Dirichlet process [24]. We
emphasise that, as our aim is to construct computationally
efficient models, comparisons against Bayesian and deep GPs
is out of the scope of this paper.
A. Performance indices
The models implemented were evaluated via three perfor-
mance indices which should be interpreted as the lower the
better. For a test set {yi}ni=1 and reported predictive means
{y∗i }ni=1, we considered the point-prediction measures given
by the mean squared error (MSE) and the mean absolute error
(MAE)—respectively:
MSE =
1
n
n∑
i=1
(yi − y∗i )2 and MAE =
1
n
n∑
i=1
|yi − y∗i |
and also the negative log prediction distribution (NLPD), a
measure of distribution prediction error given by
NLPD = − 1
n
n∑
i=1
log(pi(yi)). (11)
TABLE I
PERFORMANCE OF GP AND BCGP FOR RECONSTRUCTION AND
FORECASTING OF THE SUNSPOTS DATA TRAINED USING BFGS AND
BFGS-POWELL.
MAE MSE NLPD NLL
GP BFGS 11.06 237.19 4.06 608.27
R
ec
on
st
.
GP BFGS-Powell 10.37 217.96 4.03 587.98
BCGP BFGS 11.06 239.36 4.03 578.68
BCGP BFGS-Powell 8.85 150.36 3.90 542.58
GP BFGS 40.36 2509.55 5.36 608.27
Fo
re
ca
st
GP BFGS-Powell 30.68 1414.81 5.17 587.98
BCGP BFGS 40.25 2526.24 5.20 578.68
BCGP BFGS-Powell 26.90 1253.10 4.95 542.58
B. Reconstruction and forecasting of the Sunspots time series
We first considered the Sunspot time series available from
the scikit-learn toolbox in Python. This time series rep-
resents the yearly number of sunspots for each year between
1700 and 2008, with a total of 309 data points. We considered
131 observations for training, these were randomly selected
only between years 1700 and 1961 (50% of missing data),
this allowed us to perform two experiments: reconstructing
the signal between years 1700 and 1961, and forecasting the
signal from year 1961 to 2008 (47 data points). The ability
of the proposed BCGP for reconstruction and forecasting was
compared to the standard GP via the MAE, MSE and NLPD
scores on the corresponding test sets.
Both the GP and BCGP models used a 2-component spectral
mixture (SM) kernel [25], [26], which is particularly difficult
to adjust since it is equivalent to fitting a Gaussian RBF to
the (sample approxiation of the) power spectral density of the
process; this leads to a NLL with several local minima. Each
model was trained minimising the NLL in eq. (2) using two
strategies starting from a common initial point: the derivative-
based BFGS method [12], and an iterative procedure that
implemented BFGS and the derivative-free global optimisation
Powell [13] sequentially; we refer to the second method as
BFGS-Powell. This resulted in two sets of hyperparameters
for each model (GP and BCGP), thus yielding four trained
models.
Table I shows the scores of all four trained models both
for the reconstruction and the prediction examples. For all
indices, we can see that the proposed training procedure
(BFGS-Powell) succeeded in unlocking the potential of BCGP
to discover non-Gaussian features, where the BFGS-trained
BCGP is only marginally better than a standard GP. Critically,
even for the standard GP, BFGS-Powell improved over the
pure BFGS model. Fig. 4 shows the reconstruction and fore-
casting of the series using both the best GP (top) and the best
BCGP (bottom). Notice how both models successfully learnt
the right frequency, which is the difficult part when using the
SM kernel, however, the GP fails to estimate the range of
the time series, while BCGP learns that the data are always
positive and have a skewed marginal density
C. Learning a macroeconomic time series
We next considered the quarterly average 3-Month Treasury
Bill: Secondary Market Rate [27], representing the price of
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Fig. 4. Reconstruction and forecasting of the Sunspot series using GP (top) and BCGP (bottom) trained using BFGS-Powell. The log-likelihood is shown
with the titles. Notice the (incorrect) symmetry of the GP posterior and the skewed posterior found by BCGP.
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Fig. 5. Standard GP (top) and Box-Cox GP (bottom) trained using the BFGS-
Powell method on a macroeconomic time series.
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Fig. 6. Standard GP (top) and Box-Cox GP (bottom) trained using the
ensemble MCMC method on a macroeconomic time series.
U.S. government risk-free bonds, which cannot take nega-
tive values and can have large positive deviations. Out of
the 203 observations between 1959 and 2009, we randomly
(uniformly) selected 30 datapoints (the 15% of the data) for
training both GP and BCGP, and left the remaining 85% for
evaluation. Fig. 5 shows the GP and BCGP models trained
using the BFGS-Powell procedure described in the previous
section. Notice how the standard GP fails to adjust to the
data, misidentifies the (zero) lower bound, and shows excessive
noise variance—the proposed BCGP did not suffer of any of
these issues.
We then found the full posterior of the model hyperparam-
eters using ensemble MCMC [14] (using an uninformative
prior). Fig. 6 shows the GP and BCGP models trained using
the ensemble MCMC procedure described in the previous
section. Fig. 7 shows a scatter plot of all hyperparameter
samples against their marginal likelihood, where we used the
Bayesian Gaussian Mixture Model [24] to find the number of
clusters of the posterior samples. This revealed the existence
of three-well defined modes for the model likelihood, were
the classic maximum-likelihood (ML) solution is found in
the green mode. Fig. 8 also show all the scores against the
log-likelihood colour-coded per mode, where unlike the ML
criteria, the mode that has lowest scores (MAE, MSE and
NLPD) is shown in blue. Fig. 9 shows a histogram of the
hyperparameters in the blue cluster, where the model selected
by BFGS-Powell is marked with the symbol “1” and the ML
hyperparameters found via MCMC with the symbol “2”. Note
that the MCMC solution is much closer to the marginal modes
than that of BFGS-Powell.
Finally, Table II shows the scores of the chosen models.
Notice the critical improvement of the MCMC model selection
against BFGS-Powell, and that the proposed model was able
to find an accurate probabilistic representation for the non-
Gaussian behaviour of the time series.
TABLE II
PERFORMANCE OF GP AND BCGP FOR RECONSTRUCTION OF
MACROECONOMIC DATA TRAINED USING BFGS-POWELL AND ENSEMBLE
MCMC.
MAE MSE NLPD NLL
GP BFGS-Powell 1.28 2.83 1.94 64.27
GP MCMC 0.95 1.69 1.74 64.96
BCGP BFGS-Powell 0.93 1.94 1.69 59.21
BCGP MCMC 0.88 1.75 1.42 57.36
V. DISCUSSION
We have proposed a prediction-efficient warped GP model
based on the Box-Cox transformation. This transformation has
analytical inverse and a polynomial nature, thus allowing for
the design of expressive non-Gaussian models while relying
on minimal numerical approximations for prediction. The pro-
posed model has been paired with a novel training procedure
using derivative-free methods, namely Powell and ensemble
Fig. 7. Scatter plot of BCGP hyperparameters against their log-likelihood using with ensemble MCMC for the macroeconomic data. The first plot is a
smoothed histogram and the colours denote the three clusters found using the Bayesian Gaussian mixture model.
Fig. 8. Scatter plot of log-likelihood against scores for BCGP trained on
macroeconomic data.
Fig. 9. BCGP marginals of likelihood: line 1 denote the BFGS-Powell selected
and line 2 is the ensemple MCMC model selected.
MCMC, to avoid the optimiser to become trapped in local
minima. Through two case studies using real-world data, the
proposed Box-Cox GP has exhibited the ability to discover
non-Gaussian features from observed data, reconstruct and
forecast time series, show the shortcoming of gradient-based
methods and illustrate the appealing performance of Powell
and the ensemble MCMC for WGP training. Finally, further
research in transformed GPs will be devoted to constructing
even more expressive transformations, for instance, concate-
nating multiple warpings having analytical inverse and also
multi-coordinate transformations such as the Gaussian process
mixture of measurements [28].
ACKNOWLEDGMENTS
This work was funded by Conicyt projects AFB 170001
(Center for Mathematical Modeling), Fondecyt #11171165
(F.T.) and PCHA Doctorado Nacional 2016-21161789 (G.R.)
REFERENCES
[1] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for Machine
Learning, MIT, 2006.
[2] C. K. I. Williams and C. E. Rasmussen, “Gaussian processes for
regression,” in Proc. of NIPS, pp. 514–520. 1996.
[3] L. Csato´, E. Fokoue´, M. Opper, B. Schottky, and Ole W., “Efficient
approaches to Gaussian process classification,” in Proc. of NIPS, pp.
251–257. 2000.
[4] I. Murray, David M., and R. P. Adams, “The Gaussian process density
sampler,” in Proc. of NIPS, pp. 9–16. 2009.
[5] F. Tobar, T. D. Bui, and R. E. Turner, “Learning stationary time series
using Gaussian processes with nonparametric kernels,” in Proc. of NIPS,
pp. 3501–3509. 2015.
[6] M. P. Deisenroth, D. Fox, and C. E. Rasmussen, “Gaussian processes for
data-efficient learning in robotics and control,” IEEE Trans. on Pattern
Analysis and Machine Intelligence, vol. 37, no. 2, pp. 408–423, 2015.
[7] B. Shahriari, K. Swersky, Z. Wang, R. P. Adams, and N. de Freitas,
“Taking the human out of the loop: A review of bayesian optimization,”
Proceedings of the IEEE, vol. 104, no. 1, pp. 148–175, Jan 2016.
[8] A. B. Chan and D. Dong, “Generalized Gaussian process models,” in
Proc. of CVPR, 2011, pp. 2681–2688.
[9] E. Snelson, C. E. Rasmussen, and Z. Ghahramani, “Warped Gaussian
processes,” NIPS, vol. 16, pp. 337–344, 2004.
[10] T. Tao, An introduction to measure theory, vol. 126, American
Mathematical Soc., 2011.
[11] I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning, MIT, 2016.
[12] S. J. Wright and J. Nocedal, “Numerical optimization,” Springer
Science, vol. 35, no. 67-68, pp. 7, 1999.
[13] M. J. D. Powell, “An efficient method for finding the minimum of
a function of several variables without calculating derivatives,” The
computer journal, vol. 7, no. 2, pp. 155–162, 1964.
[14] J. Goodman and J. Weare, “Ensemble samplers with affine invariance,”
Communications in applied mathematics and computational science, vol.
5, no. 1, pp. 65–80, 2010.
[15] P. M. Pardalos, A. Migdalas, and R. E. Burkard, Combinatorial and
global optimization, World Scientific, 2002.
[16] D. Foreman-Mackey, D. W. Hogg, D. Lang, and J. Goodman, “emcee:
the MCMC hammer,” Publications of the Astronomical Society of the
Pacific, vol. 125, no. 925, pp. 306, 2013.
[17] P. J. Bickel and K. A. Doksum, “An analysis of transformations
revisited,” Journal of the american statistical association, vol. 76, pp.
296–311, 1981.
[18] J. Freeman and R. Modarres, “Properties of the power normal distribu-
tion,” Department of Statistics. George Washington University, 2002.
[19] M. La´zaro-Gredilla, “Bayesian warped Gaussian processes,” NIPS, vol.
25, pp. 1619–1627, 2012.
[20] A. C. Damianou and N. D. Lawrence, “Deep Gaussian processes,” in
Proc. of AISTATS, pp. 207–215. 2013.
[21] K. E. Atkinson, An introduction to numerical analysis, Wiley, 2008.
[22] M. K. Titsias, “Variational learning of inducing variables in sparse
Gaussian processes.,” in AISTATS, 2009, vol. 12, pp. 567–574.
[23] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions:
with formulas, graphs, and mathematical tables, vol. 55, Courier
Corporation, 1964.
[24] D. M. Blei, M. I. Jordan, et al., “Variational inference for Dirichlet
process mixtures,” Bayesian analysis, vol. 1, no. 1, pp. 121–143, 2006.
[25] A. G. Wilson and R. P. Adams, “Gaussian process kernels for pattern
discovery and extrapolation,” in Proc. of ICML, 2013, pp. 1067–1075.
[26] G. Parra and F. Tobar, “Spectral mixture kernels for multi-output
Gaussian processes,” in Proc. of NIPS, pp. 6681–6690. 2017.
[27] Federal Reserve Bank of St. Louis Federal Reserve Economic Data,
“http://research.stlouisfed.org/fred2/,” 2009.
[28] F. Tobar, G. Rios, T. Valdivia, and P. Guerrero, “Recovering latent
signals from a mixture of measurements using a Gaussian process prior,”
IEEE Signal Processing Letters, vol. 24, no. 2, pp. 231–235, 2017.
