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 I 
Abstract 
The quality of software requirements and design documents are success critical issues in soft-
ware engineering (SE) practice. Organizational measures, e.g., software processes, help struc-
turing the development process along the project life-cycle, constructive approaches support 
building software products, and analytical approaches aim at investigating deliverables with 
respect to defects and product deviations. Software inspection and testing are well-known and 
common techniques in Software Engineering to identify defects in code documents, specifica-
tions, and requirements documents in various phases of the project life-cycle. 
A major goal of analytical quality assurance activities, e.g., inspection and testing, is the detec-
tion of defects as early as possible because rework effort and cost increase, if defects are iden-
tified late in the project. Software inspection (SI) focuses on defect detection in early phases of 
software development without the need for executable software code. Thus, SI is applicable to 
written text documents, e.g., specification and requirements documents. Traditional testing 
approaches focus on test case definition and execution in later phases of development be-
cause testing requires executable code. Thus, we see the need to combine test case genera-
tion and software inspection early in the software project to increase software product quality 
and test cases.  
Bundling benefits from early defect detection (SI application) and early test case definition 
based on SI results can help identifying (a) defects early and (b) derive test cases definitions 
for systematic testing based on requirements and use cases. Our approach – inspection-based 
testing – leads to a test-first strategy on requirements level.  
This thesis focuses on the investigation of an inspection-based testing approach and software 
inspection with respect to the temporal behavior of defect detection with emphasis on critical 
defects in requirements and specification documents. 
The outcomes concerning the temporal behavior showed up some interesting results. UBR 
performs in the time interval of the first 120 minutes very effective and efficient. UBT-i in con-
trary needs more time, about 44 % for its testing duration to achieve as good defect detection 
results as UBR. The comparison of these two software fault detection techniques showed that 
UBR is on the whole not the superior technique. Because of the inconsistent findings in the 
experiment sessions a clear favorite cannot be named. Concerning the results for the fault posi-
tives the expected temporal behavior, which was that the fewest false positives were found in 
the first 120 minutes, could not be investigated and the hypothesis on this had to be rejected. 
A controlled experiment in an academic environment was made to investigate defect detection 
performance and the temporal behavior of defect detection for individuals in a business IT soft-
ware solution. 
The results can help project and quality managers to better plan analytical quality assurance 
activities, i.e., inspection and test case generation, with respect to the temporal behavior of 
both defect detection approaches.   
 II 
Kurzfassung 
Die Qualität der Software ist natürlich ein erfolgskritischer Faktor im Software Engineering (SE), 
genauso wie die Design Dokumente in den frühen Softwareentwicklungsphasen. Organisatori-
sche Faktoren, wie etwa der verwendete Software-Entwicklungsprozess, helfen den Prozeß an 
sich besser zu Strukturieren und zu Optimieren. Entwicklungsansätze unterstützen diesen Pro-
zeß, während analytische Ansätze darauf abzielen Fehler und Produktabweichungen zu ver-
meiden. Software Inspektionen (SI) und Tests sind bereits bekannte und anerkannte Techniken 
im SE um Fehler im Software Code, in Spezifikationen oder Design Dokumenten, während 
verschiedenster Phasen des Produktlebenszykluses, zu identifizieren.  
Ein Hauptaugenmerk von analytischen Qualitätssicherungen wie SI und Tests liegt auf der 
frühen Entdeckung von Fehlern. Denn je später ein Fehler im Produktentwicklungsprozess 
gefunden wird, desto aufwendiger und teurer ist dessen Entfernung. SI fokussieren auf eine 
Fehlerfindung in einer sehr frühen Phase des gesamten Prozesses ohne die Notwendigkeit 
eines Ausführbaren Software Codes. Deshalb ist SI anwendbar auf geschriebene Text Doku-
ment wie Design Dokumente. Traditionelle Testansätze fokussieren auf die Erstellung von 
Testfällen und deren Exekution in späteren Phasen des Prozesses, weil sie im Gegensatz zu 
SI auf ausführbaren Code angewiesen sind. Folgernd ist es notwendig Testfallerstellung und SI 
zu kombinieren, um in noch frühen Phasen die Qualität weiter verbessern zu können. 
Die Vorteile beider Ansätze zu vereinen wird helfen um (a) Fehler sehr früh zu finden und (b) 
Testfälle zu definieren, welche ein systematisches Testen erlauben, daß wiederum auf Anfor-
derungen und Use-Cases basiert. Der Ansatz in dieser These - auf Inspektionen basiertes Tes-
ten – wird zu einer „Zuerst Testen“ Strategie auf Anforderungsbasis führen 
Diese These konzentriert sich auf einen auf Inspektionen basierten Test Ansatz, sowie auf SI 
generell mit einer genaueren Untersuchung des zeitlichen Verhaltens dieser Techniken in De-
sign Dokumenten mit Hauptaugenmerk auf sehr kritische und kritische Fehler. 
Die Ergebnisse der Untersuchungen des zeitlichen Verhaltens ergaben, daß UBR in dem Zeit-
intervall der ersten 120 Minuten äußerst effektiv und effizient agiert. UBT-i hingegen benötigt 
mehr Zeit, ca. 44 % um ein gleichwertiges Ergebnis erzielen zu können. Der Vergleich der bei-
den Software Fehlerfindungstechniken zeigte weiters, daß UBR ganzheitlich gesehen nicht die 
überlegene Technik ist. Wegen der inkonsistenten Resultate der Experiment Sessions kann 
jedoch auch keine überlegene Technik definitiv genannt werden. Betreffend den Ergebnissen 
der False Positives, konnte das erwartete zeitliche Verhalten, daß die wenigsten False Positi-
ves in den ersten 120 Minuten gefunden werden, nicht beobachtet werden. Deshalb mußte die 
betreffende Hypothese verworfen werden. 
Die These basiert auf einem Experiment, welches in einer kontrollierten akademischen Umge-
bung durchgeführt wurde um die Fehlerfindungseffizienz Einzelner zu untersuchen. 
Die Ergebnisse werden Projekt- und Qualitätsmanagern helfen, um deren Qualitätsmaßnah-
men besser planen zu können und es weiters ermöglichen deren zeitliche Dauer und daraus 
folgende Effizienz und Effektivität besser abschätzen zu können.   
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1 Introduction 
 
Software is an important part of many technical products available on the market in 
these days and it will become even more important in the future. Software is used in a 
variety of things, for example, mobile phones, cars, TV sets, coffee machines etc. 
More complex software is used in more complex systems, like computers and the used 
software is of course sensitive to any kind of defects made in any development phase. 
The errors which come from human faults are making the software product fault-prone. 
This lack of quality ends often in a lost of money as well as reputation, because cus-
tomers naturally don’t want to spend money for low quality software products. But until 
yet many software products still ship late, with a fewer functionality than originally ar-
ranged, higher production costs and with poor quality. A number of factors exist, lead-
ing to such unwanted project results. The main contributor is of course the lack of con-
trols for removing defects. Faults are created and injected throughout the whole soft-
ware development project life cycle into several kinds of artifacts, which seems to be 
an unfortunate fact of software development. Quality control is therefore very important 
for organizations developing software products. 
 
The removal of defects with inspections or tests can be a very expensive task, but 
when the customers find the defects, costs tend to explode and sometime increase by 
a factor of 100 or more as well as the reputation of the firm and the confidence in the 
software products are decreased [70]. The costs to remove defects should be calcu-
lated just from the beginning and naturally included in the whole cost calculation. As 
Radice R. [70] states out, that it can happen that these kinds of costs can in some 
software projects conduct up to 65 % of the total estimated project costs. So there is of 
course a large economic opportunity in reducing and improving the effectiveness of 
quality assurance. 
 
Fagan [32] strongly emphasizes that software inspections have a formal procedure 
and therefore are able to produce repeatable results. On the contrary walkthroughs are 
performed not so regularly and thoroughness. He also remarks that in some cases 
walkthroughs may be identical to formal inspections, but in many cases they are infor-
mal and less efficient [48]. Wheeler et al. [101] point out some principal differences 
between review processes. Knight and Myers [48] suggest that walkthroughs are used 
to examine the source code and that formal reviews are the presentation of the work 
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product to the rest of the team members and inspections are error detection tech-
niques that ensure particular coding standards and issues are enforced [5]. According 
to these authors, Fagan’s inspection method is a combination of a walkthrough, formal 
review and inspection [5]. IEEE Standard 1028-1997 [41] provides the following de-
scriptions: 
 
• an inspection is ‘a visual examination of a software product to detect and 
identify software anomalies, including errors and deviations from standards 
and specifications’; 
• a walkthrough is ‘a static analysis technique in which a designer or pro-
grammer leads members of the development team and other interested 
parties through a software product, and the participants ask questions and 
make comments about possible errors, violation of development standards, 
and other problems’; 
• a review is ‘a process or meeting during which a software product is pre-
sented to project personnel, managers, users, customers, user representa-
tives, or other interested parties for comment or approval’. 
 
The software engineering process itself is a process, which has the reputation of being 
very complex and therefore a number of different models exist, which are trying to im-
proving the process. Conventional models are for example the Waterfall Model, Spiral 
Model, the V-Model and many others. There are lots of varieties which had been de-
veloped and how these models were put into practical work, but all these different ap-
proaches of these development models have some activities in their processes in 
common.  
 
The waterfall model, which was first formally described by Royce W. [72], shown in 
Figure 1-1, consists of several sequential development phases and each of them can 
include a verification step which can lead back to the previous phase. These steps 
backwards give the possibility to correct and so to enhance the product’s quality. The 
weakness of this model is that defect detection in late development phases leads to 
high expenses. 
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Figure 1-1 The Waterfall Model [43] 
 
 
The spiral model, which can be seen in Figure 1-2, was developed by Boehm B. [16] 
and is like the waterfall model one of the first development models for software engi-
neering. The phases of this model are more complex and have to be passed sequen-
tially whereas in each phase a prototype is developed. The model itself is split into four 
areas which all phases have to run through:  
 
1. Determine objectives, alternatives and constraints 
2. Evaluate alternatives and identify and resolve risks 
3. Develop and verify next level product 
4. Plan next phase 
 
All phases together try to avoid mistakes and wrong decisions in the development 
process and therefore to enhance the product’s quality and at the same time to keep 
the costs as minimal as possible [16].  
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Figure 1-2 The Spiral Model [43] 
 
 
The V-Model is shown in Figure 1-3. On the left side of the V the system’s specification 
can be seen and on the right side of the V the verification and validation measure-
ments are listed. Starting from testing each unit step by step the whole system is 
tested where various verification and validation activities are applied. The model em-
phasizes the fact, that the activities in the latter part of the project are all about testing 
implementations of the specifications produces in the earlier part [64].  
 
Figure 1-3 The V-Model [3] 
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The three described models show that quality assurance is always somehow inte-
grated in the development processes. Software inspection is needed and should there-
fore applied to the process as early as possible to be able to detect defects. Thus in 
early phases executable software is not present, written text documents, e.g., specifi-
cation and requirements documents have to be evaluated.  
 
Software inspections and testing methods are mostly relative simple and straightfor-
ward to use. Radice R. [70] states out that the most important thing is for sure a belief 
in its capabilities, application of necessary preconditions and a good management 
support to make it work to a software organization’s best advantage. Because when 
the management level doesn’t support the used software inspection or test method 
then the programmers and managers will find countless excuses to cause the quality 
assurance method to fail. When the software managers and software engineers of an 
organization think that the process will not work, then there is a very good chance that 
they will fulfill their expectations [70].  
 
So, when the quality process is given a fair chance by the management and the soft-
ware engineers and some fundamental things are taken into account, like training of 
the inspecting participants and a committed time frame for inspections and tests, then 
the process will work effectively and efficiently [70]:  
‘When practicing inspections one should always work to achieve ef-
fectiveness first, then, while maintaining high effectiveness, work to 
improve the efficiency.’ [70] 
 
Software inspections and tests have the same main goal, which is to detect faults. A 
lot of different research activities has been made in these areas. They were mostly 
conducted isolated, but a few studies were made which try to highlight the way on how 
the methods could benefit from each other [6] [85].  
 
UBR and UBT are focused on detecting the most critical faults from a user’s point of 
view. UBR provides reviewers with prioritized use cases and UBT provides testers with 
prioritized test cases. Although UBR and UBT are two complementary fault detection 
techniques, in the software development they have a relationship to each other, which 
is shown in Figure 1-4. 
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Figure 1-4 The connection between UBR and UBT [3] 
 
 
For the inspection based testing approach UBT has been improved. Winkler et al. 
[108] added testing capabilities based on a modification by including inspection me-
thods into the standard usage based testing approach, called “Usage-based Testing 
with inspection” (UBT-i). What means, that the generation of test cases is an additional 
outcome in contradiction to the standard defect detection. This has some benefits; 
UBT-i can now also be applied to design specification as well as the generation of test 
cases has become an integral part of the testing process itself. Now it is therefore 
possible to compare temporal behavior of the defect detection performance concerning 
UBR and UBT-i in design documents, which is the main topic of this thesis.  
 
The topic of this master thesis is based on the investigation of an inspection based 
testing approach and software inspection. The software fault detection techniques 
UBR and UBT-i will be investigated concerning their temporal behavior of defect detec-
tion performance. It should be examined if the most critical defects of the inspected 
and tested artifacts will be found at the beginning, in the mid or at the end of the in-
spection and testing duration. This outcome should help project and quality managers 
to better address and define the needed time to achieve their wanted quality assur-
ance arrangements. Knowing how much time is really needed to detect the most criti-
cal defects in software artifacts with the usage of UBR and UBT-i should add a useful 
and cost reduction benefit to the software development life cycle. 
 
The mentioned techniques will be measured concerning their performance defect de-
tection with effectiveness, efficiency and false positives. All these measures will be 
  - 7 - 
 
investigated in context of the temporal behavior, which will be addressed that the in-
spections and testing are split into similar time intervals. Each of these time intervals is 
then examined separately to be able to make conclusions. 
 
The study experiment was made in an academic environment, which provides the 
base to derive the results from for the software fault detection technique UBR as well 
as UBT-i and to investigate defect detection performance in context with their temporal 
behavior. 
 
In section 2, Product and Process Improvement, it is explained how the software in-
spection process works and what is basically needed to go on. Section 3, Best-
Practice Software Inspections, gives an overview about some often used and well 
proved inspection techniques as well as section 4 ,Software Testing and Test-First 
Development, gives some theoretical background information about the most common 
testing techniques. In chapter 5, the Research Approach explains the variables that 
exist in the experimental environment as well as the proposed hypotheses. The sub-
sequent chapter 6, Experiment, describes all the relevant things about the study de-
sign followed by the results made from it in the section 7, Results of the Experiment. 
The Discussion in chapter 8, which concerns and addresses al made hypotheses fol-
lowed by the Conclusions in chapter 9 are the final of this master thesis. 
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2 Product and Process Improvement  
 
Successful software engineering requires the application of engineering 
principles guided by informed management. The principles must themselves 
be rooted in sound theory. While it is tempting to search for 
miracles and panaceas, it is unlikely that they will appear. The best 
course of action is to stick to age-old engineering principles. There simply 
are no “silver bullets.” [19] 
 
In the early engineering days ships sank and bridges collapsed [68]. Nowadays these 
accidents occur only rarely because these engineering fields have very well evolved 
and their procedures are grounded in age-old engineering principles [68]. 
 
Software engineering is in comparison a very young discipline and still seeks this kind 
of evolvement and verified procedures and solutions. A vast majority of scientist re-
search some kind of design patterns to be able to develop proven solutions to common 
design problems in the software product life cycle. Other computer scientists are also 
researching in a mathematical way, which addresses methods to verify the correctness 
and stability of software algorithms. In fact the software engineering community has 
realized that it is in need of a high-quality software development process to be able to 
produce high-quality software products [52]. Process standards such as ISO 9000, the 
Capability Maturity Model (CMM) and the Software Process Improvement and Capabil-
ity Determination (Spice) have therefore been developed to aid enterprises and people 
to achieve more predictable results by guiding them to incorporate proven procedures 
into their process. Normally the companies who adopt the standards advocated in ISO 
9000 and CMM have typically shown tremendous improvements in their software 
quality output.  
 
The term quality is however difficult to define. Therefore, the quality term has been 
elaborated in terms of six attributes for easier explanation (ISO-9126) [82]. The expla-
nations of the quality attributes below are the ones used by Bass et al [10].  
 
• Functionality: The ability of the software to do work for which it was intended 
• Reliability: The ability of the software to keep operating over time 
• Efficiency: The ability of the software to respond with appropriate speed to a 
user’s requests 
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• Usability: The ability of the software to satisfy the user 
• Maintainability: The ability to make changes quickly and cost effectively in the 
software 
• Portability: The ability of the software to run under different computer envi-
ronments 
 
The next chapter describes the Capability Maturity Model (CMM) and how the outcome 
of this thesis should help to improve the outcome when using a Software Process and 
Product Improvement reference model. 
 
2.1 Capability Maturity Model (CMM) 
The CMM for software is a reference model to examine software process maturity and 
a normative model for helping software organizations progress along an evolutionary 
path from ad hoc, chaotic processes to mature discipline software processes [40]. The 
CMM is organized into five maturity levels as described: [40] 
 
1. Initial: The software process itself can be characterized as ad hoc as well as in 
some cases chaotic. Few processes are defined, and success depends on in-
dividual effort and heroics. 
2. Repeatable: Basic project management processes are established to track 
cost, schedule, and functionality. The necessary process discipline is in place 
to repeat earlier successes on projects with similar applications. 
3. Defined: The software engineering process for the management as well as the 
engineering activities are very well documented, standardized, and integrated 
into the software process for an organization. Projects use an approved, tai-
lored version of the organization's standard software processes for developing 
and maintaining software. 
4. Managed: Detailed measures of the software engineering process and their 
quality are collected.  
5. Optimizing: Continuous process improvement is facilitated by quantitative 
feedback from the process and from piloting innovative ideas and technologies. 
 
Except for Level 1 each of the described maturity levels is sub-divided into several key 
process areas that indicate the areas an organization should focus on to improve its 
software process [40]. These areas are shown in Table 2-1 
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Table 2-1: CMM Level and Key Process Areas [40] 
CMM Level Focus Key Process Areas 
1 
Initial 
Competent 
people and 
heroics 
 
2  
Repeatable 
Project man-
agement 
processes 
Requirements management 
Software project planning 
Software project tracking and oversight 
Software subcontract management 
Software quality assurance 
Software configuration management 
3 
Defined 
Engineering 
processes and 
organizational 
support 
Organization process focus 
Organization process definition 
Training program 
Integrated software management 
Software product engineering 
Intergroup coordination 
Peer reviews 
4 
Managed 
Product and 
process quality 
Quantitative process management 
Software quality management 
5 
Optimizing 
Continuous 
process 
improvement 
Defect prevention 
Technology change management 
Process change management 
 
 
The rating components of the CMM, for the purpose of assessing an organizations 
process maturity, are its maturity levels, key process areas as well as their goals and 
furthermore every key process area is described by informative components: key prac-
tices, sub practices and examples. The key practices are describing as the main infra-
structure and activities that contribute most to the effective implementation and institu-
tionalization of the key process area [40]. 
 
This thesis affects the CMM level 2: Repeatable in the context the key process areas 
of software project planning and software quality assurance, level 4: Managed in area 
software quality management and in level 5: Optimizing with are defect prevention. 
There it should help the management to more precisely define the timely amount, 
which has to be assigned to inspections and testing durations to get an adequate and 
acceptable defect detection outcome. To improve the whole software quality manage-
ment process as well as to improve defect prevention with the capability to detect de-
fects in very early stages in the software process life cycle.  
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2.2 The Process of Software Inspection 
Software inspection is a static method to verify and validate a software artifact manual-
ly [34] [83]. Verification means checking if the product is developed correctly or fulfils 
its specifications. Validation means checking if the correct product is developed or ful-
fils the customer’s needs [58]. It can be applied to hardly any artifact produced during 
the whole software development life cycle. Unfortunately software inspection is not 
always applied.  
 
The software inspection is a peer review process, which is normally led by software 
developers. These developers are normally very well trained in the used techniques 
[101]. Fagan M. originally developed the software inspection process “out of sheer 
frustration” [31]. It has been more than 30 years since Fagan M. published the inspec-
tion process in his famous article in 1976 [32]. Since then the importance of the soft-
ware inspection process has been raised and many different software firms and devel-
opers started using it. Many software developers and researchers engaged in improv-
ing the inspection process in the last years. Fagan’s inspection method has been stu-
died and presented by many researchers in various forms around the world [5]. 
 
The following figure shows the technical dimensions of software inspections. The in-
spections process, the inspected artifact, the team roles participants as well as their 
team size and the reading technique. Since the inspections must be tailored to fit many 
different development situations, it is essential to characterize the technical dimension 
of current inspection methods and their refinements to grasp the similarities and differ-
ences between them. 
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Figure 2-1 The Technical Dimensions of Software Inspections [62] 
 
 
 
A software inspection is a well-structured technique that originally began on hardware 
logic and moved to design and code, test plans and documentation [30]. The process 
itself can be characterized in terms of its objective, number of participants, preparation, 
participants’ roles, meeting duration, work product size, work maturity, output products 
and the process discipline [31]. First it is needed that a very well defined software 
process has been defined. Is this criterion available and also with an exit-option, then a 
software product is needed that exactly meets this kind of criterion [12].  
 
A reference model for software inspection processes is needed to be able to explain 
the various similarities and differences between the inspection methods. To define 
such a reference model, Laitenberger O. [62] argues, that the purpose of the various 
activities within an inspection rather than their organization, with which it would be 
possible to provide a different examination of these approaches. Six major process 
phases are implemented as depicted in Figure 2-1. 
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• Planning 
• Overview 
• Defect Detection 
• Defect Collection 
• Defect Correction 
• Follow-up 
 
The inspection is performed by a team in which every participant has its well defined 
role. It is important that the people performing the inspection are familiar with the prod-
uct as well as having a basic knowledge about the inspection process. If this know-
ledge is not present they must be trained. The members of the inspection team ex-
amine the material individually to learn about the product. After this, the participants 
attend a meeting in which they have to identify defects. The next step is, that the list of 
defects found is sent back to the author of the documents. These documents will then 
be repaired and removed during any of the later stages in the review process [5].  
 
An effective software review process needs to address the relationships of all the re-
quired variables in terms of tasks involved, tools and methods used, and the skill, train-
ing and motivation of people [5]. Various researchers have made proposals which at-
tempt to improve upon the process of Fagan’s inspection method. A literature review 
reveals two major areas of study, as illustrated in Figure 2-2. 
 
A lot of research of different developers and organizations has been done on the struc-
ture of the inspection process. They have developed several new process and models 
by restructuring the basic processes in Fagan’s inspection method [5]. 
 
This master thesis focuses on the methods and models that support the structure, 
preparation of the inspection process. 
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Figure 2-2: Evolution of the inspection process with change and support to structure [5]. 
 
 
 
Planning 
In the planning phase the main goal is to organize a particular inspection when arti-
facts, which have to be inspected, pass specific entry criteria. For example, when a 
source code successfully compiles without any syntax errors. This phase includes the 
selection of inspection participants, their assignment to roles, the scheduling of the 
inspection meeting and the partitioning and distribution of the inspection material [62]. 
Planning is very important to be a separate phase, because there must be a person 
within a project or organization who is responsible for planning all inspection activities, 
even if such an individual plays numerous roles [62].  
 
Overview 
The next step is the overview phase. In this phase a first meeting should be made and 
the author should explain the inspected artifact to the participants. This phase should 
mainly be used to provide a more transparent view of the inspected artifact to the par-
ticipants, what makes it easier for them to understand its functionality. Such a first 
meeting could be particularly valuable for the inspection of early artifacts, such as a 
requirements or design document, but also for complex source code [62]. On the other 
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hand, does this meeting consumes some effort and therefore increases also the dura-
tion of any kind of inspection and it may therefore focus the participants attention on 
particular issues. These limitations may be one reason why Fagan M. [34] states that 
an overview meeting for code inspection is not necessary. This statement is supported 
by Gilb et al. [37], who call the overview meeting the “Kickoff Meeting” and point out 
that such a meeting can be held, if it is desired, but it is not mandatory for each inspec-
tion cycle. On the contrary other authors consider this phase essential for effectively 
performing the subsequent inspection phases. Ackerman et al. [1] for example argued 
that the overview brings all inspection participants to the point where they can easily 
read and analyze the inspected artifact.  
 
Laitenberger O. [62] claims, that there are three conditions under which an overview 
meeting is definitely justified and beneficial: 
1. When the inspected artifact is complex and difficult to understand. In this case, 
declarations from the author over the inspected artifact make it easier to under-
stand it for the participants 
2. If the inspected artifact belongs to a large software system, the author should 
then explain the relationship between the inspected artifact and the whole soft-
ware system to the other participants.  
3. When new team members join the inspection team, the author should explain 
the inspected artifact so that the new team members are also able to inspect it.  
 
Summarized can be said, that most published applications of inspections report per-
forming an overview meeting, but on the other hand he also says that there are also 
examples that either did not perform one.  
 
Defect Detection 
The defect detection phase can be named as the core of an inspection. The main goal 
of this phase is to identify the defects of a software artifact. How this phase should be 
organized best, is still in debate in the literature. Laitenberger O. [62] says that the is-
sue is whether defect detection is more an individual activity and hence should there-
fore be conducted as part of a group meeting, that is, an inspection meeting. Fagan M. 
[34] says that a group meeting has very positive influences on the achievement, be-
cause participants check the inspection artifact together. He makes the implicit as-
sumption that interaction contributes something to an inspection that is more than the 
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mere combination of individual results. This effect is called the “phantom” inspector 
[34].  
 
In many cases, authors distinguish between a “preparation” phase of an inspection, 
which is performed individually, and a “meeting” phase of an inspection, which is per-
formed within a group [1]. However, it is often not really clear for which purpose the 
preparation phase is performed. It could be for the main goal, which is naturally to 
detect defect, or just to be able to understand the artifact, which then leads in a later 
meeting phase to detect defects. For example, Ackerman et al. [1] state that a prepa-
ration phase lets the inspectors thoroughly understand the inspected artifact. They say 
that the main goal of the preparation phase is not explicitly the defect detection.  
 
The literature on software inspection does not really provide a definitive answer on 
which alternative is best; Laitenberger O. [51] took a look at some literature from the 
psychology of small group behavior [79] [45] [53]. The conclusion of the psychologists 
asked, regarding the question if individuals or groups are more effective, depends on 
the past experience of the persons involved, the kind of task they are attempting to 
complete, the process that is being investigated, and the measure of effectiveness, 
because some of these parameters of course vary a little bit in the context of a soft-
ware inspection [51]. Finally it is recommended that the defect detection activity may 
be organized as both individual and group activity with a strong emphasis on the indi-
vidual part [62].  
 
Defect Collection 
In most published inspection processes more than one person participates in an in-
spection and checks a software artifact for defects. Every detected must of course be 
collected and documented. Also a decision has to be made about every reported de-
fect if it is really a defect, which is the main objective of the defect collection phase. 
Another objective may be at the end of the phase if the artifact has to be inspected 
again. The defect collection phase is mostly performed in a group meeting so the deci-
sion if the found defect really is a defect or not is often a group decision as well as if to 
perform a re-inspection. To make the re-inspection decision a more objective one, 
some authors suggest applying a statistical model, such as a capture-recapture model, 
for estimating the remaining number of defects in the software product after inspection. 
If the number is higher than a certain threshold, then the artifact needs to be inspected 
again [62]. 
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Defect Correction 
In the defect correction phase the author has to rework and correct the defects found. 
To do this the author has to edit the artifact and deals with each reported defect. There 
is only little discussion in the literature about this activity [60][54]. 
 
Follow-up 
The main goal of this objective is to check that the author has resolved all defects 
found in the defect collection phase. To do this, one of the inspection participant has to 
verify the defect resolution. Apparently do many think, that the follow-up phase is an 
optional one, like the overview phase [62]. 
 
Products 
This dimension refers to the product, or artifact which is actually inspected. Boehm B. 
[15] argues that one of the most prevalent and costly mistakes made in software 
projects today are deferring the activity of detecting and correcting software problems 
until late in the project. This statement points out, that software inspections should be 
made also for early life-cycle documents. Also a look in the literature points out that in 
most cases inspection was applied to code documents. Code inspection naturally 
makes the quality of the code a better one and therefore reduces the overall costs, but 
the reduction can be higher when inspection is used for early life-cycle artifacts [15].  
 
2.3 Roles in inspections 
There is not much disagreement regarding the definition of inspection roles in the lite-
rature. In the following the different roles are described [62]:  
• Organizer: The organizer plans all inspection activities within a project or even 
across projects. 
• Moderator: The Moderator moderates the inspection meeting and he ensures 
that the inspection procedures are followed and that team members perform 
their duties. In this case the, moderator is the key person in a successful in-
spection as he manages all inspection team and must offer leadership. A spe-
cial training as well experience for the moderator role is mandatory. 
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• Inspector: Inspectors are the backbone of each inspection and are responsible 
for detecting the defects in the target artifact. Usually all team members can be 
assumed to be inspectors, regardless of their other roles in the inspection 
team. 
• Reader / Presenter: If an inspection meeting is made, the reader will present 
the inspected products at an appropriate pace and lead the team through the 
material in a complete and logical fashion. The reader should also explain and 
interpret he material / artifact rather than reading it literally.  
• Author: The author is the one that developed the inspected artifact and is re-
sponsible for the correction of defects during rework. During an inspection 
meeting, the author addresses specific questions the reader is not able to an-
swer. The author must not serve as moderator, reader or recorder.  
• Recorder: The recorder’s responsibility is to log all kind of defects in an in-
spection defect list. 
• Collector: His job is to collect all defects found by the inspectors, if an inspec-
tion meeting has not been made. 
 
2.4 Inspection Team Size 
Fagan M. [83] recommends keeping the inspection team quite small, that is, four 
people and Bisant et al. [12] have found performance advantages in an experiment 
with two persons: the inspector and the author, who can also be regarded as an in-
spector. Kusumoto et al. [50] also took a closer look at the two-person approach in an 
educational environment. Weller [100], on the other hand, uses three to four inspectors 
in his field study and from Madachy et al. [55] comes out that the optimal size is be-
tween three and five people and Bougeois K. [17] confirms these results in a different 
study. Porter et al.’s [66] experimental results are, that the reduction of the attendant 
inspectors from four to two significantly reduces the effort but does not increase the 
effectiveness of the inspection.  
 
It can be seen that in the literature there is unfortunately no definitive answer to the 
optimal number of inspectors and team size. The size should better be modulated in 
relationship to the type of the artifact and the environment in which the inspection is 
performed as well as the costs associated with defect detection and correction in later 
development phases. Normally it is recommended to start with one team, consisting of 
three to four people: One must be the author, one or two inspection participants and 
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also one moderator is needed. The Moderator should also play the role of the presen-
ter. When a few inspections are made the benefits of changing the team member size 
can be empirically evaluated, but the question if the effort for the extra person really 
pays off [62]. 
 
2.5 Selection of Inspectors 
The best inspectors are of course the people, who are also involved in the develop-
ment process of the software artifact itself [96]. Also external inspectors could be taken 
into account if they have special experience and or knowledge that would have a posi-
tive influence on the inspection [69]. The chosen inspectors should also have a good 
experience as well as knowledge about the artifact [96] [46] [34]. This often limits the 
possible inspectors to only a small number of developers working on similar artifacts. 
Also personal with only little experience are mostly not chosen as inspectors although 
they would learn about the artifact and so could profit a lot from inspections. With the 
use of reading techniques this problem can widely be avoided.  
 
Managers should mostly not attend or participate in an inspection [61] [69], because 
they do not really concentrate on the quality of the artifact but more on the quality of 
the people who created the artifact [96].  
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3 Best-Practice Software Inspection 
 
There exist a considerable high number of studies that focus on methods and tools to 
support the preparation of the inspection process. This Section reviews different read-
ing techniques and states out why UBR is mainly used for this investigation.  
 
It is very important that the inspector has an understanding of the artifact, which will be 
inspected. Otherwise he wouldn’t be able detecting defects if the artifact tends to be 
very complex, which is often the case. On the whole, a reading technique is just a pro-
cedural method for the individual inspector to detect defects in the inspected artifact. 
At least, it is intended that inspectors use the available reading techniques since this 
makes the result of the defect detection activity less dependent on human factors, for 
example experience. 
 
Multiple reviewers are able to identify several potential defects in the reviewed artifacts 
when using a defined reading technique. A few techniques are available that are prov-
en to be more effective to support these kind of activities. Researchers all agree that 
the choice of the reading techniques has a potential impact on the measured inspec-
tion performance and is therefore very import for the whole process [5].  
 
To improve the quality as well as the amount and the fault searching process used for 
software inspections, a number of different reading techniques have been developed. 
Some of the most often used reading techniques are [65]: 
• ad-hoc reading 
• checklist-based reading 
• perspective-based reading 
• usage-based reading. 
 
As different as these reading techniques are, they have a common general goal, which 
is to help the reviewers to become and stay focused during the inspection of a certain 
software document and thereby to detect more faults [65]. 
 
Reading techniques are classified as systematic techniques and non-systematic tech-
niques [66] [81]. The systematic reading techniques such as perspective-based read-
ing, apply a highly explicit and structural approach to the process. It provides a set of 
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instructions to reviewers and explains how to read the software document and what 
they should especially look for [37]. The non-systematic reading techniques, such as 
ad hoc reading or checklists based reading on the other, apply to an intuitive approach 
and offer little or no support to the reviewer. A number of empirical studies have also 
been made to compare the performance of reading techniques by measuring the over-
all number of defects found from every inspected technique [5].  
 
The following sections gives an overview of the most commonly used forms of reading 
techniques. 
 
3.1 Ad-hoc reading 
Ad-hoc reading, by default, offers only very little reading support at all since a software 
product is just given to an inspector without any comments, explanations or guidelines 
on how to proceed through it and as well as on what a special look should be taken. 
So this reading technique takes a very general viewpoint of reviewers and is denoted 
when no specific reading technique is used. However, ad-hoc does not mean that in-
spection participants do not scrutinize the inspected product systematically. The re-
viewers don’t need to be trained and there is no defined procedure which they can 
follow. Instead the reviewers have to use their own skill, knowledge and experience to 
identify faults in the documents.  
 
Laitenberger [62] argues that also training sessions in program comprehension as pre-
sented in [28] may help subjects develop some of these capabilities to alleviate the 
lack of reading support. Also only a few times in the literature the ad-hoc reading ap-
proach was really used, but many articles were found in which only very little was men-
tioned about how an inspector should proceed in order to detect defects. He assumed 
that in the most of these cases no particular reading technique was provided, because 
otherwise it would have been stated [5]. Summarized: Ad hoc reading doesn’t have 
any support to give to the reviewers [5]. 
 
3.2 Checklist-based reading 
This reading technique is a more systematic and structured one than ad-hoc reading. 
The original procedure developed by Fagan [32] included the use of checklists. The 
reviewer works through a list, in which questions has to be answered or ticks a number 
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of predefined issues that have to be checked. The questions are expected to guide the 
reviewer throughout the whole inspection process [5]. 
 
The major goal is defining the responsibilities regarding the reviewers and providing 
guidance to them helping to identify as many defects as possible. After Gilb et al. [37] 
have the checklists to be developed from the project itself. The preparation of each 
individual type of documentation has to be done for each different type of product and 
also for each process role. The checklist is important, because it helps to concentrate 
on questions that it is easier for reviewers to identify major defects or prioritize different 
defects [5]. A checklist should be no more than one single page for each type of do-
cumentation [37]. In some cases the length of a checklist may exceed one page. In 
these cases, it may be possible to make inspectors responsible for different parts of 
the checklist [62].  
 
Although reading support in the form of a list of questions is better than nothing (such 
as ad-hoc reading), checklist-based reading has several weaknesses [62]. The given 
questions are often kept in a general theme and are not sufficiently tailored to a partic-
ular development environment. So, the checklist often provides only very little support 
for an inspector to understand the inspected artifact, which can often be essential to 
detect, for example, major application logic defects. Also a detailed instruction on how 
the checklist has to be used is often not made. Therefore in some cases it stays quite 
unclear when and also based on what kind of information an inspector has to answer a 
particular question of the list. 
 
Actually several strategies are possible addressing all the questions in a checklist as 
followed: The participant takes a question and then reads through the complete artifact 
answering the questions. Afterwards the next question has to be taken. But this proce-
dure is also quite common: The participant reads through the complete document and 
afterwards the questions of the checklist are answered. It is quite unclear which ap-
proach participants mostly follow when using a checklist and how they achieved their 
results in terms of defects detected. Another problem of checklist-based reading is that 
checklist questions are often limited to the detection of defects that belong to particular 
defect types. Inspectors may often not focus on defect types not previously detected 
and, therefore, may miss whole classes of defects [62]. 
 
With the discussed problems we are now able to develop a checklist according to the 
following principles [62]: 
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• The length of a checklist should not exceed one page. 
• The checklist question should be phrased as precise as possible. 
• The checklist should be structured so that the quality attribute is clear to the in-
spector and the question give hints on how to assure the quality attribute. 
 
Although these actions can be taken, a checklist still provides only little guidance for 
inspectors on how to perform the various checks. This weakness led to the develop-
ment of more procedural reading techniques [62]. 
 
3.3 Perspective-based reading (PBR) 
Perspective-based reading (PBR) was originally developed and experimentally vali-
dated at NASA [51]. PBR is an enhanced version of scenario-based reading. The 
technique focuses on the point of view or needs of the stakeholders [5]. Each scenario 
consists of a set of questions and a scenario itself is a viewpoint of an algorithmic de-
scription. The description shows activities as well as questions of the inspected docu-
ment and from which an abstraction can be build. Afterwards finally this abstraction 
has to be analyzed, which is developed based on the knowledge about the environ-
ment. In this environment the reading process then is applied: roles in the software 
development process and defect classes as shown in the Figure 3-1. 
 
Figure 3-1:  Description of the PBR-Model [86] 
 
 
 
 
 
 
 
 
 
 
 
 
 
M. Ciolkowski [86] describes the activity of a scenario should be a description on how 
to build an abstraction of the inspected document. An activity should be typical for a 
particular role within the software development process. The role has to determine the 
perspective from which the reader is to inspect the document, typically a customer or 
Operational scenario 
Algorithmic description of activities 
Questions 
Defect classes of 
problems in the en-
vironment 
Role / Perspective 
(Description of typi-
cal activities) 
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consumer of the corresponding document. A question is an interrogation of the reader 
about the activity [86], i.e. the process of building the abstraction or the result of the 
activity. The questions are derived from defect classes or problems that are typical for 
the product or for the environment. The question on the scenario should not be com-
pared to the tick-list of a checklist.  
 
Basili et al. [51] made a number of different experiments at the NASA. These experi-
ments tried to investigate the effectiveness of PBR on, for example, requirements doc-
uments. Unfortunately they found no mentionable difference in the performance and in 
the number of defects found of reviewers who used their own usual technique and 
those who were using PBR, but reviewers performed significantly better on the generic 
the generic documents [5]. Laitenberger et al. [92] also found no significant perfor-
mance differences when they ran a more detailed experiment using PBR on code doc-
uments at Robert Bosch GmbH. Shull et al. [37] pointed out that PBR is suited to re-
viewers with a certain range of experience. These authors argued that reviewers using 
PBR on kinds of requirements documents detect more defects, in contrary to those wo 
use, for example, less structured methods. They also emphasized that PBR has bene-
ficial qualities because it is systematic, focused, goal-oriented, customizable and trans-
ferable via training [5]. 
 
3.4 Usage-based reading (UBR) 
The preparation of software inspections, which is made by individuals, enlarged its 
focus from only comprehension, initially proposed by Fagan [33] to also comprise fault 
searching. The aim of many reading techniques is to find as many faults as possible, 
albeit of their importance. The inspection effectiveness in most cases measured in 
numbers of faults detected, without taking into account that some defects in the in-
spected object tend to affect the system quality a lot more than eventually others do 
[91]. What is again a very important point when costs should not exceed expectations, 
because critical failures are mostly more complex than non-critical failures and there-
fore they will need more time to fix. So UBR can help to reduce costs. 
 
The idea behind UBR is to focus on detecting the most critical faults in the inspected 
artifact. The defects are not assumed to be of equal importance and therefore UBR 
concentrates on finding the most critical ones from the users’ point of view, which are 
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most dangerous to the overall system quality. The UBR method focuses the reading 
effort guided by a prioritized, requirements-level use case model [91]. 
 
A use case represents how the system can be used, viewed as a set of related trans-
actions performed by an actor and the system in dialogue [34] [24]. The basic idea of 
modeling usage from an external point of view by describing different usage scenarios 
is practiced in industrial requirements engineering in various contexts and ways [42]. 
Industrial software development projects often produce a set of use cases that 
represents the principal way of using the system, and the set of use cases typically 
acts as a basis for system design and testing [63]. 
 
The background of UBR is from operational profile testing [74] and the user perspec-
tive in object-oriented development [9] [63]. UBR utilizes the set of use cases as a ve-
hicle for focusing the inspection effort, much the same way as a set of test cases fo-
cuses the testing effort [77]. The use cases should show the inspectors how to inspect 
the document in a similar way as the test cases show the testers how to test the sys-
tem [91]. Figure 3-2 shows the input and results of UBR. 
 
Figure 3-2: Input and Output of UBR. [91] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A very important thing concerning the inspection effort in UBR is the prioritization of 
use cases. UBR assumes that a set of use cases is prioritized in a way which reflects 
the desired focusing criterion. If the inspection is aimed at finding the faults that are 
most critical to the system quality, the use cases should be prioritized correspondingly 
use cases with 
priorities 
inspection object 
UBR 
usage-based reading 
 
Check the inspection object 
guided by use cases. 
Focus the fault-finding effort on 
the high-priority use cases. 
list of faults 
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[91]. The use cases may, for example, be prioritized through pair-wise comparison 
using the analytical hierarchy process (AHP) [33] [96] with the criterion: 
“Which use case will impact most negatively  
on the system quality if it is not fulfilled?” 
 
The use cases are prioritized before an inspection session and they should be made 
by some potential users or by someone who is very familiar with the usage of the soft-
ware. The use cases can be utilized for hardly any kind of inspections, like require-
ments documents, design documents or source code. This applies to a specific project 
and has to be done only once for the duration of the whole software project. The in-
spectors then read through the whole documents and manually execute the use cases 
in the defined order. During this process they try to detect as many defects, which are 
most critical and therefore important according to the prioritization and therefore also 
to the users [65].  
 
As told before, UBR is kind of operational profile testing, which takes the inspector into 
the user perspective. This is quite the same way as a set of test cases focuses the 
testing effort. The use cases give the reviewers the guidance how to inspect a design 
or code document in a similar manner as the test cases tell the testers how to test the 
system. The individual inspection of a design document using UBR is performed in the 
following basic steps [65]: 
• Before inspection: The use cases have to be prioritized in order of importance 
from a user’s point of view. 
• Preparation: To read through the whole design document to be inspected, the 
use cases should try to guide the reading. The requirements document is used 
as a reference to which the design is verified.  
• Individual inspection: Inspect the design document by following the proce-
dure: 
1. Select the use case with the highest priority. 
2. Trace and manually executing the use case through the design docu-
ment and use the requirements documents as a reference. 
3. Ensure that the document under inspection fulfills the goal of the use 
case, that the needed functionality is provided, that the interfaces are 
correct etc. indentify and report the issues found. 
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4. Repeat the inspection procedure using the next use case until all use 
cases are covered, or until a time limit is reached.  
 
Two variants of the UBR method are defined, ranked-based reading and time-
controlled reading [65]. 
Ranked-based reading, which is the basic form of UBR, prioritizes the use cases with 
respect to the importance from a user’s perspective. A reviewer who uses the ranked-
based reading variant follows the use cases in the order in which they appear in the 
ranked use case document. Time-controlled reading adds a time budget to each use 
case in order to force a reviewer to utilize a specific use case the specified time. Time 
budgets are given to each use case and are normally longer for use cases which have 
a higher rank and less time budgets for use cases with a lower rank. By using this kind 
of prioritization method, it would be possible to derive the relative priority 𝑝𝑝𝑖𝑖 , (0 ≤  𝑝𝑝𝑖𝑖  ≤1,∑𝑝𝑝𝑖𝑖 = 1), of each use case 𝑈𝑈𝑖𝑖 . Based on this, UBR may be carried out as follows: 
[91]  
[1] Decide on the total time T to be spent on reading of artifact A 
[2] Assign the time 𝑇𝑇𝑖𝑖 =  𝑝𝑝𝑖𝑖 ∗ 𝑇𝑇 to each use case 𝑈𝑈𝑖𝑖  
[3] For each use case 𝑈𝑈𝑖𝑖 , inspect A for a period of 𝑇𝑇𝑖𝑖  by “walking through” the 
events of 𝑝𝑝𝑖𝑖  
and decide if A is correct with respect to 𝑈𝑈𝑖𝑖  [91]. 
 
UBR is a novel reading technique which differs a little bit from the other reading tech-
niques. Although UBR is related to PBR there are some differences between these two 
techniques. The relation to PBR is the utilization of the user perspective. However, 
UBR focuses only on the users and guides the reviewers based on the users’ needs 
during an inspection by providing the reviewers with developed and prioritized use 
cases [65]. In PBR on the other hand different perspectives are used to produce arti-
facts during an inspection. The reviewers that apply the user perspective develop use 
cases based on the inspected artifact and thereby find faults. In UBR, the use cases 
are used as a guide through the inspected artifact. The main goal of UBR is naturally 
to improve the efficiency as well as the effectiveness by directing the inspection effort 
to the most important use cases form a user’s viewpoint. Despite PBR has the goal of 
improving the effectiveness by minimizing the overlap of defects that the reviewers 
tend to find. The latter is, however, not always achieved [1]. 
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Another practical difference exists between PBR and UBR [65]. PBR is a reading 
technique that can be used with hardly all artifacts produced during a software devel-
opment lifecycle, if the developed scenarios for PBR are general. In PBR, the term 
scenario is a metalevel concept, denoting a procedure that a reader of a document 
should follow during an inspection [65]. That means that for example scenarios which 
have been developed for requirements documents may be used for all requirements 
documents. However, the same scenarios cannot be used for design or code inspec-
tions. On the contrary, UBR scenarios are specific to each project, which means that 
the used cases can only be utilized within the project they are developed for [65], but 
on the other hand they can be used for requirements design as well as for code in-
spections in that project. In addition, they may also be used for test specification de-
velopment as well as inspection [65]. This is one of the greatest benefit and also the 
reason why it is used in this master thesis. 
 
3.5 Comparison of reading techniques 
This section is about to give an overview about examined experiments and their re-
sults as well as a comparison of reading techniques made by Laitenberger [62]. A 
general prescription about when to use which reading technique cannot really be done. 
But a comparison between them has been set up following these criteria to provide 
answers to the following questions [62]: 
• Application Context: To which software artifact can this reading technique be 
applied and to which software artifact has this reading technique already been 
applied? 
• Usability: Can the reading technique give you guidelines how the software arti-
fact can be checked for detecting defects? 
• Repeatability: Are the results that the inspector found during inspection re-
peatable, that means, will another person detect the same defects in the soft-
ware artifact? 
• Adaptability: Can the reading technique be adapted to particular aspects, for 
example the notation of the document, or typical defect profiles in an environ-
ment? 
• Coverage: Are all required quality properties of the software product, such as 
correctness or completeness, verified in an inspection? 
• Training required: Is it required that the inspectors are trained in the used 
reading technique? 
  - 29 - 
 
• Validation: How was the reading technique validated, that is, how broadly has 
it been applied so far? 
 
Table 3-1 below shows the characteristics of each reading technique according to 
these criteria. Question marks are used in cases for which no clear answer can be 
provided at this time. 
 
Table 3-1: Characterization of Reading Techniques [62] 
Reading 
Technique 
Characteristics 
 
 
Application 
Context 
Usa-
bility 
Repeat-
ability 
Adapt- 
ability 
Cover-
age 
Training 
required Validation 
Ad-hoc All Products No No No No No Industrial Prac-tice 
Checklist All Products No No Yes 
Case  
depen-
dent 
No Industrial Prac-tice 
Reading by 
stepwise  
Abstraction 
All Products 
allowing  
abstraction, 
Funct. Code 
Yes Yes No 
High for 
correct-
ness 
defects 
Yes 
Applied primar-
ily in Clean 
room projects 
Defect-based 
reading 
All Products, 
Requirements Yes 
Case 
Depen-
dent 
Yes High Yes Experimental Validation 
Perspective 
based read-
ing 
All Products, 
Requirements, 
Design, Code 
Yes Yes Yes High Yes 
Experimental 
Validation and 
Industrial Use 
Traceability 
based  
reading 
Design speci-
fications Yes No No High Yes 
Experimental 
Validation 
Usage based 
reading 
All Products, 
Requirements, 
Design, Code 
Yes Yes Yes High Yes Experimental Validation 
 
 
It can be seen that UBR is achieving quite good results in all questions. Next, UBR will 
be compared in already examined experiments and it will be shown, that this inspec-
tion technique is making good results here too, see Figure 3-3 below. Normally four 
different variables are compared: effort, effectiveness, efficiency and false positives. 
All these studies were conducted in a controlled academic environment.  
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Figure 3-3: Studies on UBR 
Study (author, title, year) Compared tech-
niques Superior technique 
Thelin T. et al, “Prioritized Use Cases as a 
Vehicle for Software Inspections”, 2003 [89] UBR – CBR UBR 
Thelin T. et al, “An Experimental Compari-
son of Usage Based and Checklist-Based 
Reading”, 2003 [92] 
UBR – CBR UBR 
Thelin T. et al, “A Replicated Experiment of 
Usage Based and Checklist-Based Read-
ing”, 2004 [88] 
UBR – CBR UBR 
Winkler D. et al, “Investigating the Effect of 
Expert Ranking of Use Cases for Design 
Inspection”, 2004 [107] 
UBR – UBR-i – CBR UBR 
Winkler D. et al, “Investigating the impact of 
Active Guidance on Design Inspection”, 
2005 [106] 
UBR – CBR UBR 
 
 
The investigations of Thelin T. et al. [89], [92] and [88] figured out that UBR is regard-
ing efficiency and effectiveness significantly better than CBR. Defects were also classi-
fied by the defect severity classes and inspectors who had to apply UBR found mea-
surable more crucial as well as important defects than inspectors which had to deal 
with CBR.  
 
Winkler D. et al. observed in both studies [107] and [106] that effort of all investigated 
techniques is quite similar. But when it comes to effectiveness and efficiency UBR is 
performing better than CBR. False positives where also examined in these studies 
were as a result UBR achieved also better results than CBR.  
 
3.6 Temporal behavior 
A lot of different investigations about reading techniques have been made so far, but 
the temporal behavior is a point in which the related work searched, tends to have a 
gap. Therefore this Thesis tries to find answers on when is which software fault detec-
tion technique basically performing at its peak level, meaning during which time inter-
vals, will the most critical defect be found by the participants.  
  - 31 - 
 
 
Summarized can be said that UBR achieved good results compared with several dif-
ferent reading techniques as well as compared with them in different experiments in-
vestigated in detail in the previous chapter. Thus this technique is worth to have a 
closer look on its temporal behavior and in comparison with a testing method that also 
focuses on the users’ perspective as well as on the most critical and important defects 
in design documents. The temporal behavior of the software fault detection techniques 
will be measured by effectiveness, which is the number of matched defects (= number 
of seeded defects found by a participant) in relation to the overall number of seeded 
defects per individual defect severity class in a certain time interval and efficiency, 
which is the number of matched defects found per certain time interval, for example 60 
minutes. 
 
The main outcome of this thesis will be the temporal behavior, meaning in which time 
interval, UBR and UBT-i are performing most effective and efficient as well as find the 
most critical defects in the inspected software artifacts. This adds a benefit to the 
knowledge about these software fault detection techniques, making it possible to better 
define and more precisely determine the optimal inspection and test duration, or to be 
able to control which kind of defects the inspectors should mainly search by only alter-
ing the duration of the inspection or test. 
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4 Software Testing and Test-First Development 
 
Testing has of course the same challenge that reading techniques have, to find defects 
as early as possible in the specified artifacts and therefore to improve the quality of the 
software product as well as to reduce the overall costs. This section gives an overview 
about the typical testing approaches like black-box, white-box testing and unit testing, 
test-first development as well as a detailed view on usage based testing and its adap-
tion. 
 
Normally a test plan is made, which includes several test-cases [15]. These test-cases 
define the work of the testers and covers the complete functionality of the project. It is 
also important to say that trial and error testing during the implementing sessions is not 
really testing. It is also important that in most cases the person who has the role of the 
implementer not also gets the role of the tester. 
The test protocol is the output when running test cases against a defined system. It is 
of course necessary that the tester writes down the false behavior of the system and, if 
available, the unique error number for the subsequent bug fixing processes that then 
have to come. 
Test reports are normally produced after testing, for example after one week. If the 
testing process is automated, such reports can be produced periodically, for example 
every week. These documents are of great importance for the management to be able 
to make decisions, as well as for the development team to give them feedback about 
the quality of their work.  
 
Software testing methods are traditionally divided into black box testing and white box 
testing. In some cases also the terms behavioral and structural are used, although 
behavioral test design is a little bit different from black box testing. This is, because a 
knowledge of the internal the tested system is not forbidden at all, but it is still discou-
raged. These two different methods are mostly used to describe the point of view that 
a test engineer uses when designing his test cases. Black box and white box are test 
design methods, whereas unit testing or usage based testing, which will also be ex-
plained in the following chapters, are testing processes which conduct a different level 
of testing. Also each level of testing can use any test design method. But unit testing is 
usually associated with white box testing, whereas usage based testing on the other 
hand is usually associated with black box testing. 
  - 33 - 
 
 
4.1 Black-Box Testing 
Black-box testing is also known as functional testing. These are testing techniques that 
have an external view on the system and test cases are generated without knowledge 
of the interior of the system, see Figure 4-1. Only the input and the output are of impor-
tance for the test cases. Therefore is a successful black-box test no guarantee that the 
software is really faultless, because specifications made in early phases of the soft-
ware development life cycle cannot be proven if they have been implemented in the 
right way. The developer of the test cases must not have knowledge about the functio-
nality of the system, therefore a separated team for the creation of the test cases is 
necessary.  
The tester takes for example the role of a user and proves the test cases which were 
worked out in advance. 
 
Figure 4-1: Black-Box Testing 
 
 
 
4.2 White-Box Testing 
White-box testing techniques take an internal view, as shown in Figure 4-2, and aim at 
covering all paths in the code or all lines in the code in contrary to black-box tests. 
White-box tests are made with knowledge about the internal functionality of the sys-
tem. So they focus on testing source code where the coverage is important.  
 
Should also subparts of the system been tested, is it necessary to know a lot about 
their functional behavior. So they are also very suitable to localize known defects in 
those subparts of the system and therefore to identify the component which is respon-
sible for the defect. White-box tests alone are as well as black-box test insufficient to 
 
Test Case 
Black-
Box 
Test 
Software System 
Test 
OK 
Test 
fail 
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guarantee a failure less software product. A meaningful test series should combine 
black-box and white-box tests. The programmers of the code have of course a very 
good knowledge about the system and its functionality and therefore it makes sense 
that the same persons also develop the white-box tests. So it is normally that there is 
no separated team needed that makes these test cases. It would also be very exten-
sive to instruct a new team to the software system that should be tested, what is not 
needed for the system developers [102].  
 
Figure 4-2: White-Box Testing 
 
 
 
4.3 Unit Testing 
In unit testing, which is traditionally a white box testing method; a programmer tests an 
individual part or unit of a source if it is faultless. Therefore each unit is viewed and 
tested isolated. The size of a unit in this correlation can be from the smallest parts of a 
program to methods or even components [98]. These kind of tests are typically written 
and run by the software developers itself. The implementation can vary from being 
completely manual, like paper to being formalized as part of build automation, but 
commonly it is automated. Normally a strict written contract is provided that the piece 
of code must satisfy. Also all test cases are independent of each other [97]. The Figure 
4-3 below, illustrates the unit testing procedure for the Junit approach. 
 
 
 
Test Case 
Software System 
Test 
OK 
Test 
fail 
White-Box 
Test 
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Figure 4-3: Unit Testing Process for the Junit Approach [97] 
 
 
 
 
Unit testing even provides a sort of living documentation for the specified system. The 
software developers can take a look at the unit tests to get knowledge about how to 
use the unit and also to get a basic understanding of the unit API [98]. The success 
critical characteristics of the unit can naturally indicate if the use of it was appropriate 
or inappropriate. On the other hand, an ordinary documentation, which has a kind of a 
narrative character may sometimes drift away from the implementation of the program 
and will therefore sooner be outdated. Especially when design changes happen or 
relaxed practices are common when it comes to keep documents up to date [98].  
 
4.4 Test-First Development 
In Test-First Development (TFD), which is often also called Test-Driven Development 
(TDD) the developer writes automated unit test cases before writing implementation 
code for the new functionality they are about to produce. Therefore this testing process 
is also usually associated with the white box testing method. When the developer has 
written these test cases, which will generally not even be compiled, the developer then 
starts to write the implementation code to pass these test cases created in advance. 
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The developer writes some test cases, implements the code, writes some test cases, 
implements the code, and so on, see Figure 4-4. The whole work is kept within the 
developer’s intellectual control, because he is continuously making small design and 
implementation decisions and increasing functionality at a relatively consistent rate 
[56]. A new functionality will not be implemented unless any unit test case has been 
written for the code and also run properly through the test. 
 
Figure 4-4: Test-First Development [4] 
 
 
These are some benefits of test-first development [56]: 
• By using TFD the gap between decision (design developed) and feedback 
(functionality and performance) can be reduced. Meaning that the fine granular 
test-then-code cycle would be able to give a constant feedback to the develop-
ers. 
• TFD intends the developers to write a kind of code which is automatically test-
able, such as having functions or methods returning a value, which can be 
checked against expected results 
• With the use of these automated test cases generated in advance, it is easily 
possible to identify if a new change in the code breaks anything in the existing 
system. This also allows a smooth integration of new functionality into the code 
base of the system 
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4.5 Usage-based testing (UBT) 
Traditional testing is often concerned with the technical details in the implementation, 
for example: branch coverage, path coverage and boundary-value testing [86]. UBT 
[44] on the contrary takes the view of the end user, so UBT is a black box testing ap-
proach taking the actual operation behavior into account. The focus is not to test how 
the software is implemented, but how it fulfills its intended purpose from the users’ 
perspective [73]. The same focus as UBR has and therefore the original definition of 
UBT is similar to UBR. The workflow is defined by the prioritized test-cases in pre-
given order. As the v-model of Figure 1-4 on page 6 shows, UBR could be prior to im-
plementing, while UBT is normally conducted after implementing.  
 
Several testing techniques have been empirically evaluated and also compared with 
different inspection techniques [6] [85]. UBT again was developed to focus on the us-
ers and to estimate the reliability [75]. Andersson C. et al. [3] also compared testing 
and inspection approaches and introduced as well usage-based testing concerning 
expert prioritized use cases and test cases, which were applied to code documents. 
But an additional work has to be done, because it is necessary to prioritize the use 
cases and test cases, which were set up in advance.  
 
UBT is used to certify a particular reliability level and to validate the functional re-
quirements [13] therefore UBT is to exercise the system under the same circums-
tances as the product is used in production [49].  
 
UBT has two main objectives [73] 
1. To find the faults which have the most influence on the reliability of the whole 
system from the users’ point of view. 
2. To produce data, which makes it possible to certify and predict the software re-
liability. Finally to know when testing can be stopped; the product is ready and 
can be accepted as it is. 
 
Normally when UBT is applied two kinds of models are needed, a model to specify the 
usage and a reliability model [73]. 
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The usage specification is a model that describes how the software has to used during 
operation. In the literature different types of models have been presented: 
• Tree-structure models, which assign probabilities to sequences of events [57] 
• Markov based models, which can specify more complex usage and model sin-
gle events [103] 
The main purpose of such a usage specification is to describe the best way getting a 
basis for the best practice to select test cases for UBT. This can also be used for two 
things, first for the analysis of the intended software usage and second to plan the 
software development itself. Knowing that some parts will have to be reused for some-
times they can be developed in earlier increments and therefore also be certified with 
higher confidence. The development and the certification of such increments is de-
scribed in detail by Wohlin C. [109]. 
A kind of a reliability model will be needed to be able to analyze the defect data col-
lected during the statistical testing. During the last 20 years several different model 
have been published and described, see Goel A. [38] for an overview, where models 
of different complexity and possibility to estimate the software reliability have been 
presented.  
 
In this master thesis a different approach of UBT is used. UBT is typically located in 
the implementation phase or even later of the software development life cycle. There-
fore Winkler et al. [108] improved the testing capabilities of UBT based on a modifica-
tion by including inspection methods into the standard usage based testing approach – 
called “Usage-based Testing with Inspection” (UBT-i). This approach includes a two-
fold benefit: 
1. UBT may also be applied to design specifications and code documents 
2. The generation of test cases is an integral part of the testing process 
What means, that the generation of test cases is an additional outcome in contradic-
tion to the standard defect detection.  
 
When executing this UBT-i approach the inspectors have to perform four major steps: 
1. Choosing the first prioritized use case 
2. Finding equivalence classes as well as test cases equivalent to the selected 
use case, afterwards applying guidelines for equivalence class derivation. 
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3. Apply the test cases relating to the prioritized use cases and record the candi-
dates’ defects. 
4. Go back to step 1 until all use cases and document coverage are executed or 
the time limit is over. 
 
Using this approach of UBT-i, this software fault detection technique can now be 
tested on documents of the design specifications. So it is possible to get an impression 
of its defect detection performance and can also be measured against a software in-
spection technique like UBR.  
 
This thesis should add knowledge to the basic understanding of UBT-i about the per-
formance in context of its temporal behavior. By knowing in which time intervals UBT-i 
is performing at its peak level tests can be better planned and organizations are there-
fore able to reduce efforts and costs for their software quality assurance work. 
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5 Research Approach 
 
The main focus in this thesis is on the temporal behavior of defect detection effective-
ness and efficiency between usage based reading – UBR – and usage based testing 
with inspection – UBT-i – in design documents.  
 
The investigation of an experiment which was conducted also from Biffl S. et al. [11] 
will show how the results of these two software fault detection techniques will vary in 
the asked context of defect detection effectiveness, efficiency and false positives after, 
for example: 30 minutes, 60 minutes, 90 minutes and so on. Also the kind of defect 
types and the defect severity classes are important factors and will therefore be taken 
into analysis. By knowing the effectiveness, efficiency and false positives of each soft-
ware fault detection technique in the context of certain time intervals a conclusion can 
be made if UBT-i with a little higher investment of time, because of the creation of the 
test cases, also leads to a better quality, what should result in a higher effectiveness 
than UBR. 
 
Depending on the results that the investigation of the experiment will reveal different 
inferences can be made. Apart of the question which software fault detection tech-
nique is the more effective and efficient, the crucial question is to know the time inter-
vals in which UBR and UBT-i are most effective and also efficient as well as in which 
the least false positives will be found. If the research will give this information the most 
defect detection effectiveness and efficiency in a temporal context can be identified. By 
having the knowledge which technique finds between which time intervals for example, 
the most crucial defects, companies are therefore able to give their inspections and or 
tests the perfect duration for their individual expected defect-finding outcome. Will the 
investigation not reveal a precise time intervals in which these software fault detection 
techniques are highly effective or efficient; than this could for example mean that these 
measures are tied to each individual inspector. If this happens a further deeper re-
search about the individual skill and experience level of each inspector has to be made 
and hopefully by comparing participants with similar levels some commonness will be 
found. But such a deeper investigation of individual skill and experience levels will not 
be part of this thesis. 
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To summarize three main research questions are asked: 
1. Is UBR more Effective and Efficient than UBT-i? 
2. Are the Techniques basically effective and efficient in the first 120 minutes? 
3. During which time intervals will the fewest False Positives be found? 
 
5.1 Variables 
The types of variables defined for this experiment are independent and dependent 
variables. They are explained in more detail in the following section. 
 
Independent Variables 
The qualification and the document location are the independent variables, so they do 
not depend on other variables. 
 
The Qualification of the subjects was detected by performing an entry assignment. In 
relation to their results all subjects were divided in qualification classes. High, medium 
and low qualified inspectors were distinguished. The assignment included in context to 
reviews, inspection and usage-based reading a corresponding task. 
 
The document location, through which the candidates had to go are of a different 
kind of documents related to the used system. The defects were seeded in the source 
code and design documents of the experiment. In this master thesis we concentrate on 
the design documents only. 
 
Dependent Variables 
These variables capture the performance of the different software fault detection tech-
niques, which were applied in this experiment study. Following the standard practice in 
several empirical studies and the specific experiment, the focus is especially on time 
variables and performance measures. What concerns the time variables it will be ana-
lyzed the time spent on inspection and testing in minutes and the clock time when 
each defect is found (in minutes, starting from the beginning of the inspections and 
tests). 
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As far as performance measures are concerned it will be concentrated on the defect 
detection effectiveness and efficiency as well as false positives in a temporal context 
(30 minutes, 60 minutes, 120 minutes etc.) what means the share of defects found by 
each individual inspector and tester in a certain time interval in relation to the sum of 
the defects of severity classes A+B, which were seeded into the several software arti-
facts.  
 
The Effectiveness is the number of matched defects (= number of seeded defects 
found by a participant) in relation to the overall number of seeded defects per individu-
al defect severity class in a certain time interval. It is expected that a difference in ef-
fectiveness between the inspectors and testers applying one of the two software fault 
detection techniques UBR and UBT-i will be revealed. Effectiveness is further meas-
ured on the severity classes A+B and all seeded defects.  
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 [%] =  𝑚𝑚𝑚𝑚𝐸𝐸𝐸𝐸ℎ𝐸𝐸𝑒𝑒 𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸
𝐸𝐸𝑡𝑡𝐸𝐸𝑚𝑚𝑡𝑡 𝐸𝐸𝑛𝑛𝑚𝑚𝑛𝑛𝐸𝐸𝑛𝑛 𝑡𝑡𝐸𝐸 𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒 𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 
 
The Efficiency is the number of matched defects (= number of seeded defects found 
by a participant) found per certain time interval, for example 60 minutes. 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝐸𝐸𝑖𝑖𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 [𝑝𝑝𝐸𝐸𝑛𝑛 𝐸𝐸𝑖𝑖𝑚𝑚𝐸𝐸𝐸𝐸𝑛𝑛𝑚𝑚𝑚𝑚𝐸𝐸] =  𝑚𝑚𝑚𝑚𝐸𝐸𝐸𝐸ℎ𝐸𝐸𝑒𝑒 𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸
𝐸𝐸𝑖𝑖𝑚𝑚𝐸𝐸𝐸𝐸𝑛𝑛𝑚𝑚𝑚𝑚𝐸𝐸
 
 
False Positives are recorded defects, but these defects could not be associated to 
any reference defects, which were seeded by the experts. So False positives are all 
found but not matched defects. 
 
𝐹𝐹𝑚𝑚𝑡𝑡𝐸𝐸𝐸𝐸 𝑃𝑃𝑡𝑡𝐸𝐸𝑖𝑖𝐸𝐸𝑖𝑖𝐸𝐸𝐸𝐸𝐸𝐸 [%] =  𝐹𝐹𝑡𝑡𝑛𝑛𝐸𝐸𝑒𝑒 𝐷𝐷𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐸𝐸𝑡𝑡𝐸𝐸 𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒 𝐷𝐷𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 
 
 
 
The Effort records the time needed by all participant to get through the used software 
fault detection technique and therefore to detect defects. The effort is calculated by 
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adding the preparation time to the working time and subtracting the break time of the 
candidates. 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡𝑛𝑛𝐸𝐸 =  𝑃𝑃𝑛𝑛𝐸𝐸𝑝𝑝𝑚𝑚𝑛𝑛𝑚𝑚𝐸𝐸𝑖𝑖𝑡𝑡𝐸𝐸 𝑇𝑇𝑖𝑖𝑚𝑚𝐸𝐸 + 𝑊𝑊𝑡𝑡𝑛𝑛𝑊𝑊𝑖𝑖𝐸𝐸𝑊𝑊 𝑇𝑇𝑖𝑖𝑚𝑚𝐸𝐸 − 𝐵𝐵𝑛𝑛𝐸𝐸𝑚𝑚𝑊𝑊 𝑇𝑇𝑖𝑖𝑚𝑚𝐸𝐸 
 
Defect Severity Classes are: class A (critical), these would have serious influence on 
the fundamental functionality of the product. Class B (major), which are defects of me-
dium risk but also have an important influence on the functionality of the software sys-
tem. Defects which have the class C only have a minor influence on the functionality 
and quality of the software product. 
 
The Mann-Whitney Test is performed to examine if the results of two groups are sig-
nificantly different. 
 
𝑈𝑈 = 𝐸𝐸1 ∗  𝐸𝐸2 +  𝐸𝐸1 ∗ (𝐸𝐸1 + 1)2 − 𝑅𝑅 
𝑈𝑈 =  𝐸𝐸1 ∗ 𝐸𝐸22 − 𝑛𝑛(𝛼𝛼) ∗  �𝐸𝐸1 ∗ 𝐸𝐸2 ∗ (𝐸𝐸1 ∗ 𝐸𝐸2 + 1)12  
 
The Kruskal-Wallis Test is quite the same like the Mann-Whitney Test, with the dif-
ference, that it can be used to test if more than only two groups are significantly differ-
ent. 
 
𝐻𝐻 =  12
𝐸𝐸(𝐸𝐸 + 1)�𝑆𝑆ℎ2𝐸𝐸𝑊𝑊 −  3(𝐸𝐸 + 1)
ℎ
 
 
5.2 Hypotheses 
In the experimental study the performance in temporal behavior of two software fault 
detection techniques will be observed and investigated: Usage based Reading – UBR 
– and usage based testing with inspection – UBT-i. As the main goal of this thesis is to 
reveal which of these two techniques is during which time interval more effective and 
efficient. The number of false positives found will also be analyzed in a timely manner. 
The focus on similar research hypotheses regarding effectiveness, efficiency and false 
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positives will be made. The calculation of effectiveness has been adopted to reflect the 
results in timely manner. In more detail the following research hypotheses will be eva-
luated:  
 
5.2.1 Is UBR more Effective and Efficient than UBT-i? 
This question involves two different measures, effectiveness and efficiency. It will give 
clearance about which of these two software fault detection techniques will perform 
better in the first 120 minutes. 
 
H1: Effectiveness (UBR) > Effectiveness (UBT-i) for Design Documents in the first 120 
minutes: This hypothesis is based on the prioritized use cases to use with UBR, 
which were made from experts and on the other hand with the test cases which 
each individual inspector had to made on their own. Therefore even though the 
UBT-i inspectors have to make test cases, which also takes some time, the quality 
i.e. the effectiveness of UBR should be higher for the first 120 minutes of inspec-
tion. 
 
H2: Efficiency (UBR) > Efficiency (UBT-i) for Design Documents in the first 120 mi-
nutes: UBR inspectors don’t have to make test cases prior to start detecting de-
fects and they also have prioritized use cases, which are made by experts. So 
UBR inspectors have several advantages compared to UBT-i inspectors, which 
should in investigations be reflected in a higher efficiency of the first 120 minutes. 
 
5.2.2 Are the Techniques basically effective and efficient in the first 120 
minutes? 
This assumption predicts that in the first 120 minutes of inspection and testing duration 
the most defects of severity classes A+ B will be found and afterwards only fewer of 
them. 
 
H3: Are the techniques most effective and efficient in the time interval from 0 to 120 
minutes for design documents: This hypothesis is based on the assumption that 
the inspectors and testers are mostly concentrated for the first 120 minutes. Also 
because of the prioritized use cases and test cases, which leads them to the de-
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fects and therefore not more than 120 minutes should be necessary to achieve an 
effective and efficient inspection as well as testing performance. 
 
5.2.3 During which time intervals will the fewest False Positives be 
found? 
As according the previous research question it will be assumed that in the first 120 
minutes, from which is assumed to have a better effectiveness as well as efficiency, it 
is further expected that also in these time intervals a smaller number of false positives 
will be found by the participants. 
 
H4: Will with UBR fewer false positives are found in the first 120 minutes than with 
UBT-i: This hypothesis predicts that in the first 120 minutes of duration fewer false 
positives will be found with the software fault detection technique UBR than with 
UBT-i. This could be again because of the use of the prioritized use cases from 
which the inspectors should get an advantage.  
 
H5: Will the fewest false positives in UBR and UBT-i be produced in the first 120 mi-
nutes of inspection and testing: As approached in the hypothesis H3 it is further 
assumed, that the most defects of the severity classes A+B will be found in the 
first 120 minutes of the testing and inspection duration. The logical implication of 
this would be that also in this time interval the fewest false positive will be pro-
duced by the inspectors as well as testers and on the contrary afterwards most of 
them. This could be because inspectors or testers will find defects as a reason 
why they think they have to and therefore the more defects they find and the later 
it is in the inspection or test the more of them could be false positives. 
 
The next section deals with the description and planning of the study experiment and 
how it was hold and evaluated. 
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6 Experiment 
 
The Experiment itself is an extension of previous Experiments, which were concen-
trated on the usage based reading technique. They were made at Lund University in 
Sweden by Thelin et al. [3] [88] [90].  
 
First some of the key aspects of the experiment are described, which form the basis of 
our empirical study including the overview and also which kind of expectations we 
have for the experiment. Next the threats to validity we had to define will be explained 
as well as the planning and preparation, then the operation of the experiment study 
and finally the evaluation phase. 
 
6.1 Experiment Description 
The experiment consists of a taxi management system which was originally provided 
by Thelin et al. [88] [90] who investigated different reading technique approaches. Be-
fore we go into detail a short overview of the system is necessary. The study describes 
a system which consists of two parts, as shown in Figure 6-1, on the left side the taxi 
part and on the right side the central part. These parts are connected to each other 
with the communication link. 
 
Figure 6-1: Taxi Management System – Overview [105] 
Communication 
LinkTaximoduleDriver Central Operator
Taxi Central
 
 
The Taxi module and the Driver represent the Taxi itself, which can be called and/or 
directly occupied. The Central part is handling the entire number of incoming request, 
for example: a taxi call. The central part knows also always all the states that each 
individual taxi has. It consists of Central and the Operator. The two parts of the taxi 
management system are linked together by the Communication Link. 
 
  - 47 - 
 
Each technique, UBR and UBT-i will be introduced to the inspectors separately so they 
are able to apply the method in a correct way. The experiment is held in two sequential 
sessions. Each of the sessions has a duration of approximately 5 hours. The complete 
study design and workflow is visualized in Figure 6-3. In session one, which was the 
first possibility for the subjects in practicing with UBR and UBT-i, the taxi part is in-
spected as well as tested and in session two the central part. The main task of the 
subjects is to detect defects in the source code and design documents. This is of 
course equal to UBR and UBT-i. The difference for UBT-i is that test cases must be 
written which intend to be helpful in finding defects. The detailed workflow for UBR and 
UBT-i, which was also handed out to the participants can be seen in the Appendix. 
Afterwards a feedback questionnaire was done to bring the inspectors in the possibility 
to reflect how well the method had been applied and how the inspectors dealt with the 
tasks. Finally a data registration has to be done, where all paper-based results have to 
be entered into a Web-tool so the evaluation of the results can be done.  
 
The subjects in the study were 41 graduate software engineering students. At first they 
made a PairProgrammig qualification test. This was made that we can be sure that for 
the inspection participants they have sufficient implementation skills to make the tests 
and inspections. All of the chosen participants were assigned randomly to the tech-
niques to be able to control the influence of inspector capability and to achieve a better 
external validity. The experiment was integrated in a practical part of a software engi-
neering and quality assurance workshop. 
 
Figure 6-2 shows the configuration concerning the subjects. Each group of participants 
got the necessary documents, the complete design documents and the source code in 
a document including all the seeded defects.  
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Figure 6-2: Configuration of the Experiment 
 
 
 
6.2 Planning and preparation 
The used taxi management system was adopted from previous studies [88] [90] and 
had to be reviewed and controlled. A big part of the artifacts were given but some had 
to be prepared. This section gives an overview about all used artifacts and a descrip-
tion of seeded defects. 
 
6.2.1 Software Artifacts 
Artifacts have to be distinguished, because of their kind of purpose, on the one hand 
documents for preparation and on the other hand documents which are needed for the 
use for one of the software fault detection techniques. 
 
The documents for the preparation phase were a tutorial and the guidelines: 
• The guidelines were partly taken over but had to be reworked. The aim of this 
document is to provide the subject with a step by step guidance to be able to 
apply the used software fault detection technique.  
Students reading & testing 
(UBT-i) 
Students reading 
(UBR) 
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• The tutorial was a presentation of the used software fault detection technique 
and how to handle with all other needed documents. With an example it was 
shown practically how to use the inspection record including one exemplary 
filled line. Afterward open questions were discussed in the group.  
 
The experiment setup consisting of: 
1. a textual description of the requirements defines the terminology and all func-
tional requirements for both modules central and taxi 
2. the design documents of the taxi management system presents more precisely 
the entertained modules as well as the internal activities, which are for exam-
ple: interface descriptions, data structures and so on 
3. the guideline for the techniques applied as well as questionnaires for determin-
ing inspector capability and feedback. 
 
The following documents have been used to apply the software fault detection tech-
nique on the taxi management system: 
• The textual requirements document consists of 8 pages including 2 UML2 
component diagrams. These documents are describing the basic functionality 
of the system in a very user-friendly way. 
• The design documents consists also of 8 pages, which have about 2400 words, 
2 component diagrams and 2 UML diagrams. An overview of the software 
modules have been described as well as their context including the internal re-
presentation, which means the relationships between two or more modules and 
an external representation. This in turn means the relationships between the 
user and the system. Also a sum of 24 prioritized use case descriptions from 
the users’ point of view and altogether a number of 23 sequence diagrams has 
been provided. This artifact describes the technical dimension of the taxi man-
agement system.  
• Guidelines for the correct use of the assigned techniques are also handed out 
to the participants.  
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Only one form was used in this study which was the inspection record. 
• The inspection record is a form in which all detected defects by the subject had 
to be written down. For each found defect the severity class, the defect type 
and the document location had to be filled in.  
 
Complementary questionnaires were handed out to all subjects. 
• Feedback questionnaires handed out after each session, which gave the can-
didates the possibility to communicate their impressions and estimation about 
their own detected defects.  
• The experience questionnaire was provided online and filled in after the regis-
tration for this task. By this questionnaire we wanted to measures the candi-
dates’ implementation skills. 
 
6.2.2 Reference Defects 
This section gives an overview of all reference defects seeded into the design docu-
ments and how they were split in context to experiment sessions, defect severity 
classes and also document locations.  
 
Experiment Sessions 
The reference defects were not randomly seeded into both experiment sessions, cen-
tral and taxi, but as good as possible equal between them. As the Table 6-1 visualizes 
in number and in percent in the experiment session central there are 2 more defects 
than in the taxi session. 
 
Table 6-1: Reference Defects in both experiment sessions 
 Number of Defects [num] Number of Defects [%] 
Central part 31 51,67 
Taxi Part 29 48,33 
Summary 60 100 
 
 
  - 51 - 
 
Defect Severity classes and Document Location 
Overall 60 faults have been seeded into the document packages as the Table 6-2 
shows below. The figure presents the nominal number of seeded defects according to 
defect severity classes and document location. These faults have been seeded by 
highly experienced experts into the design specification and source code documents 
[105]. In this thesis we focus only on the defect classes crucial and major, which 
should naturally gain a higher weight.  
 
Table 6-2: Allocation of Seeded Defects [105] 
 Design Documents Source Code Sum 
Crucial (class A) 10 (17%) 19 (32%) 29 (49%) 
Major (class B) 12 (20%) 12 (20%) 24 (40%) 
Less important 
(class C) 5 (8%) 2 (3%) 
7 (11%) 
Summary 27 (45%) 33 (55%) 60 (100%) 
 
 
Found defects of the class A (critical), in design documents 10 and in the source code 
19, would have serious influence on the fundamental functionality of the product. De-
fects of the class B (major), in design documents 12 and in the source code also 12, 
are only rarely occurring but also important defects or less important frequent defects 
of medium risk. Defects which have the class C are rarely occurring and only have a 
minor influence on the functionality and quality of the software product. All recorded 
defects had to be classified by the subjects in the inspection record, which was a sub-
jective classification by the candidates, itself. As Table 6-2 further visualizes, exactly 
55 % of all reference defects were strewed in the source code documents and 45 % 
were strewed in the design specification documents. In this thesis only the defects of 
classes A+B in the design documents are of importance. 
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6.3 Operation 
The complete study design and workflow is visualized in Figure 6-3. The knowledge 
and the basic understanding of the subjects was given and proofed with a qualification 
test so we can act with the assumption that everyone has some related knowledge.  
 
Before the first of the two sessions was held, a tutorial was carried out which gave an 
introduction to the concept of inspection and testing. All used artifacts presented and 
explained as well as the inspection record.  
 
The first session, which dealt with was the taxi part, it was also the first possibility for 
practicing with the software fault technique for the participant as well as for ensuring 
that all candidates are proceeding in a correct way. A guideline was also handed out to 
all participants including a step by step instruction. The first session consists of three 
parts which were the same duration for each used technique: 
1. The tutorial lasts 15 minutes and the participants got another short introduction 
in practicing with their technique and how they should operate with the record 
sheet and so on. 
2. Individual reading took 30 minutes for each candidate where they had to read 
through all the provided documents. 
3. Inspection or test took 120 minutes of the given documents. 
 
In the second session, which was the central part, the same software fault detection 
technique was used under same conditions without any task modification. Even the 
same time intervals were maintained. The only difference was that the tutorial at the 
beginning was passed. Also the same guideline as mentioned before was handed out 
again to the participants. So it could be avoided that even when the candidate forgot 
how to perform with the used software fault detection technique he had a detailed 
guideline to follow.  
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Figure 6-3: Experiment operation 
 
 
   
 
The next chapter gives an overview about the evaluation phase of the experiment 
study. 
 
6.4 Evaluation 
The process of the data evaluation can in detail be seen in Figure 6-4. The overall 
process was not very complex but temporal quite extensive. The personal data of the 
candidates and their experience questionnaire were entered into a data gathering tool 
that was set up especially for this experiment. All paper based documents, which the 
subjects had to fill in, were collected after each session. These papers were for exam-
ple the inspection record and the feedback questionnaire. The next step was that the 
collected feedback questionnaires and the inspection records had to be entered into 
the experiments Access database. During the entering process some data validation 
was already made, e.g. some subjects were removed because the sessions were not 
complete. Afterwards all data from the SQL database had to be converted. Finally 
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when all data was completely available in the Access database various control queries 
were made to ensure the consistency and plausibility as well as to examine all needed 
fix values. For example subjects had to be removed who did not finish the task or per-
formed only one session.  
 
Figure 6-4: Data evaluation process 
 
 
The evaluation of all data records was made with Excel, Access queries and SPSS. 
The Excel calculations were performed partly based on Access queries and visualized 
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or analyzed in SPSS. Depending on the individual purpose these tools were also 
mixed. 
 
6.5 Threats to validity 
A key issue when performing experiments is the validity of the results. Therefore this 
section contains possible threats to internal and external validity of the experiment se-
tup and possible countermeasures. We tried to reduce all threats as much as possible 
as in the following described. 
 
Drew [25] defines internal validity as the technical soundness of a study. A study is 
internally valid when all the potential factors that might eventually influence the data 
are controlled except the one under study. This would mean that the main concept of 
control had been successfully implemented. If, for example, two instructional methods 
were being compared, internal validity would require that all differences between the 
groups (e.g. intelligence, age) has to be removed except the differences in the instruc-
tional method, which is the experimental variable.  
 
To address the internal validity some countermeasures have been implemented 
[104].  
• Communication between Individuals: The communications between individuals 
during the study execution phase have been avoided, because this could have 
an impact on experiment results. To achieve this, the experiment supervisors 
paid special attention to the work of the work-units (Inspection, Testing). No 
communication outside the natural work-units was allowed.  
• Individual breaks: In order to increase inspector performance individual breaks 
were allowed during the experiment sessions. The participants have to record 
breaks to identify the real working effort.  
• Duration: An upper time limit regarding the overall inspection duration has been 
set. The inspectors were able to finish earlier but not later than the given max-
imum time limit.  
• Skills: All candidates had to pass a PairProgramming qualification test to en-
sure their sufficient programming skills. 41 subjects of about 60 candidates 
passed this test.  
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• Experiment Proceeding: A feedback questionnaire was made at the end of the 
experiment to be able to get some knowledge of the individual course of action 
and to see if the participants followed the study process and guidelines proper-
ly.  
• Document Package: An initial study to initially verify the experiment package 
has been made. Also intensive reviews by experts of the study package were 
made to verify the correctness of the document package, including modifica-
tions based on the initial study 
 
Drew [25] defines external validity as the generalizability of results from a given study. 
The External validity describes how the results of the experimental study will eventual-
ly apply to the world outside the academically controlled research situation. If a study 
is externally valid or has considerable external validity, one can expect that the results 
are generilizable to a considerable degree. 
 
The following points were made to improve the external validity: 
• Application domain: A well known application domain, the taxi management 
system has been used to avoid general domain specific interpretation prob-
lems.  
• Document Package: To be able to compare the results with real world settings, 
the specification of the experiment has been a real world application. The given 
design specification may be a limitation for IPP application in an industrial set-
ting, where only fragments of a design specification are given.  
• Selection of participants: Students have been used as participants, so this 
might not really be representative for industrial environment. Everyone of the 
students got an intensive training, which was comparable to a real world setting 
within their course. Furthermore most of the participating students work at least 
part-time in industrial context. This information was recorded in the experience 
questionnaire.  
• Arrangement: A classroom setting has been used to be able to make the expe-
riment in controlled environment.  
Several representative defects were seeded in the design specification and source 
code documents according to different types of defects and defect locations. The 
seeded defects were representative of defects found during the development of the 
documents under study.  
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7 Results of the Experiment 
 
This section of the thesis summarizes the performance results of the empirical study 
concerning the effort, effectiveness, efficiency and false positives in a temporal context 
of the two software fault detection techniques usage based reading – UBR – and 
usage based testing with inspection – UBT-i. 
 
7.1 Effort 
With the reported overall effort of the experiment it is possible to illustrate it in the eva-
luated scope. In the study context, effort is defined as the overall session duration in-
cluding individual preparation and execution time in minutes. The Individual prepara-
tion time contains the time used for reading the documents as well as getting familiar 
with the software fault detection technique applied of the participating inspectors. For 
UBR with expert ranking of use cases only little preparation time is needed [107]. The 
effort of UBT-i should be measurably higher due to the fact that they have to produce 
test-cases as an output. 
 
The experiment preparation time has not been taken into account, because this has 
been done by experts as preliminary work packages before the experiment started. In 
this evaluation both time intervals, what means session one (Taxi part) and session 
two (Central part) has been summarized for the effort calculation and illustration, be-
cause there is no additional effort within the inspection or testing execution. Table 7-1 
displays the mean values as well as the standard deviation of the defect detection ef-
fort for UBR and the defect detection effort + test case generation for UBT-i in minutes. 
Also the p-values are shown to investigate significance of difference between the two 
techniques. 
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Table 7-1: Defect Detection Effort (UBR) and Defect Detection Effort + Test Case genera-
tion (UBT-i) [min] 
 
 UBR UBT-i 
Mean Value 272.5 268.8 
Standard Deviation 38.0 29.1 
 
Mann-Whitney-Test 0,497 (-) 
  
 
It can be seen that both techniques have an average similar effort. A great difference 
concerning the effort of the two techniques cannot be recognized, but there is a little bit 
higher mean value for UBR as well as also a higher standard deviation. The Mann-
Whitney test shows, that there is no significant difference concerning the effort be-
tween UBR and UBT-i.  
 
7.2 Effectiveness 
The effectiveness is the number of real defects found in relation to the overall number 
of seeded defects per individual defect severity class in a certain time interval. Effec-
tiveness is measured on the severity classes important, which are A and B. The expe-
riment setup, as described in more detail in section 6, consists of an overall number of 
60 seeded defects. 27 defects are seeded into the design documents, which are au-
thoritative for this investigation and 33 defects in the provided source code. As men-
tioned earlier, only defect severity classes A and B are taken into account, therefore 
attention is paid to 10 critical defects (Class A) and 12 important defects (Class B) in 
design documents. So we are able to view the results in the right context, because for 
the calculation only these defects concerning the design documents are taken into 
account. Defects of classes C will not influence the results, because of their unimpor-
tance they are not taken into account. The beginning of the analysis is also the real 
beginning of the inspection or test, which means the “gross-processing time” will be 
used here in contrary to the investigation of efficiency, where the “net-processing time” 
will be used. 
 
The calculation for effectiveness has also been adopted a little bit to be able to eva-
luate every timeframe independent from each other. Normally the matched defects are 
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divided through the total amount of seeded defects. Using this formula would not be 
able to give us information which timeframe would be the most effective one. There-
fore the found defects in the preceding time interval will be subtracted from the overall 
number of seeded defects for the next time interval. Doing this, will bring each time 
interval in the condition to be evaluated with the found defects of its own time interval 
and the number of the overall seeded defects that can still be detected. With this adap-
tion of the common formula of effectiveness, it is possible to evaluate each time inter-
val with the right number of seeded defects that are responsible.  
 
The conclusions of these results should answer, which of the two used software fault 
detection techniques is the most effective one UBR or UBT-i in which time intervals. 
Afterwards UBR and UBT-i will be investigated separately and we will take a closer 
look at each time interval, each consisting of 30 minutes. The second part of this sec-
tion will show the investigation of each session of UBR and UBT-i completely sepa-
rated from each other, which should give clearance about which time interval of which 
session will be the most effective one.  
 
7.2.1 Combined Sessions – Combined Techniques 
The first investigation will clarify which of these two software fault detection techniques 
performs most effective. Therefore both sessions of UBR and UBT-i of the study expe-
riment are combined and only defect severity classes A and B of both sessions are 
taken into account.  
 
In the Box plot in Figure 7-1, in which the data of session 1 (taxi part) and session 2 
(central part) are aggregated, can clearly be seen that UBR has a somewhat higher 
median as well a higher maximum than UBT-i. The comparison of the Mean Value in 
Table 7-2 shows the outcomes. UBR has a somewhat higher Mean Value 18,89 % 
than UBT-i with 16,91 %. Although the difference is not really great UBR is a little bit 
more effective than UBT-i. The Mann-Whitney test shows, that there is no significant 
difference between UBR and UBT-i.  
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Table 7-2: Effectiveness, UBR 
vs. UBT-i [%] 
 
 Mean 
Value 
Standard 
Deviation 
UBR 18.9 11.3 
UBT-i 16.9 12.6 
   
Mann-
Whitney Test 0.317 (-) 
  
 
 
 
 
 
 
The next section gives an overview about the effectiveness of the software fault detec-
tion techniques UBR and UBT-i in a timely matter. 
 
7.2.2 Temporal behavior of combined sessions and techniques 
This section gives a detailed overview of both sessions of the study experiment, the 
taxi and the central part for the techniques UBR and UBT-i. To be able to analyze each 
session with each technique in a temporal behavior in a very detailed way, each ses-
sion has again be divided into eight time intervals. Each of these intervals has a dura-
tion of 30 minutes. With this kind of investigation it should be possible to determine 
which time intervals are the most effective one between UBR and UBT-i in session one 
and two of the study experiment. It will be analyzed which technique is during which 
session the most effective one. Therefore the mean values of the separated sessions 
of UBR and UBT-i are opposed to each other.  
 
The box plot in Figure 7-2 shows the results of the first session. In this view it can be 
seen that after the fifth time interval or after 150 minutes of duration the effectiveness 
of UBR and UBT-i decreases, but it can clearly be seen that UBR in session one is 
Figure 7-1: Effectiveness, UBR vs. UBT-i [%] 
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more effective in every timeframe than UBT-i. Whereas time intervals two and three 
are very effective for UBR, UBT-i has a complete decrease. In the next interval effec-
tiveness rises again for UBT-i to a quite good value, but decreases again as men-
tioned before in the next time intervals.  
 
Figure 7-2: Effectiveness, Session 1, UBR and UBT-i [%] 
 
 
Session two is a little bit different in comparison to the first session. Effectiveness va-
ries extremely for the time intervals as well as for the investigated technique, which 
can be seen in Figure 7-3. But it can be seen that in session two the most effective 
technique seems to be UBT-i, which stays quite effective until the end of the testing 
duration. Time interval number 1 and 3 are apparently the one with the least effective-
ness for UBT-i as well as for UBR. 
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Figure 7-3: Effectiveness, Session 2, UBR and UBT-i [%] 
 
 
The next investigations concentrate on finding the most effective time intervals for 
each separated session of the software fault detection techniques UBR and UBT-i. 
 
7.2.3 Temporal behavior of separated sessions and techniques 
In this chapter each session will be analyzed separately for UBR and UBT-i to be able 
to determine which technique is during which time intervals of the considered session 
the most effective one.  
 
The results of the first separated investigation can be seen in the bar chart in Figure 
7-4 as well as in Table 7-3. Remarkable at the first view is of course the growth of the 
mean value, because it rises higher even in the last two intervals of the inspection du-
ration. The first interval is the most ineffective one with 18.18 % in the first session of 
UBR, what means that in contrary to the other frames the least defects according to 
the overall number of defects, which could possibly be found, were detected. The 
second and third time intervals are quite effective, but intervals four and five are out-
standing, because they both have the highest level of mean value with 33.33 % and 
also no standard deviation, which is remarkable. Why the inspectors were not able to 
find any defects after this timeframe is not obvious, although there were some seeded 
defects that they hadn’t been detected by any of the participants. So the most effective 
timeframes for UBR in session one of the experiment are time intervals four and five, 
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which is one hour from 90 to 150 minutes of the inspection duration. Although it is cer-
tainly not possible to only hold this time intervals of inspection, so the first five intervals 
must be declared as the most effective one.  
 
Figure 7-4: Effectiveness, UBR, Session 1, Risk A+B [%] 
 
 
In Table 7-3 can also be seen that the Kruskal-Wallis Test shows, that there is no sig-
nificant difference concerning the time intervals in which defects were found. The time 
intervals where no defects were found were not included. 
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Table 7-3: Effectiveness, Session 1, UBR [%] 
 
Time Interval 
[min] 
Mean Value Standard Deviation 
0 – 30 18.18 3.71 
30 – 60 28.14 8.77 
60 – 90 26.20 12.43 
90 – 120 33.33 0 
120 – 150 33.33 0 
150 – 180 0 0 
180 – 210 0 0 
210 – 240 0 0 
   
Kruskal-Wallis-Test 0.720 (-) 
   
 
But although Figure 7-4 gives a detailed overview of the effectiveness, it should not be 
forgotten that, because of the altered calculation method in the second time interval 15 
defects were found and in both of the time intervals four and five only 3.  
 
To ensure that with the adopted calculation method of the effectiveness, for these in-
vestigations, an accurate outcome has been produced, the standard calculation was 
also made. Therefore Figure 7-5 shows the effectiveness with the standard calculation 
method, in which it can be seen that the trend line is absolutely a different one, what 
concerns only the time intervals number 4 and 5. Here the last two time intervals are 
the least effective one, because only a minor number of defects were found in contrast 
to the overall number seeded defects. Although of this different result it can also be 
stated out, that the first five time intervals are very effective, because the last two in-
tervals are not so ineffective at all. 
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Figure 7-5: Effectiveness (standard calculation), UBR, Session 1, Risk A+B [%] 
 
 
The results of the first session of the investigated technique UBT-i can be seen in Fig-
ure 7-6 and Table 7-4. UBT-i starts with a quite good amount of mean value of 15.91 
%, which is the second best value of this session, but also has the highest standard 
deviation of session one with 11.36 %. The next two time intervals are absolutely inef-
fective with mean values of only 6.93 % and 5 %. Interval number 4 is by far the most 
effective time intervals with a mean value 27.51 % and also a very low standard devia-
tion. The rest of the testing duration keeps at a quite ineffective level but also higher 
than time intervals two and three.  
 
UBT-i is therefore most effective, because of time interval four, in the first two hours in 
inspection. But the time intervals afterwards should not be sent to coventry because 
they are not ineffective at all, although they are not able to get a higher mean value 
than 13.35 %.  
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Figure 7-6: Effectiveness, Session 1, UBT-i [%] 
 
 
In Figure 7-3 can also be seen that the Kruskal-Wallis Test shows, that there is no sig-
nificant difference concerning the time intervals in which defects were found. 
 
Table 7-4: Effectiveness, Session 1, UBT-i [%] 
 
Time Interval 
[min] 
Mean Value Standard Deviation 
0 – 30 15.91 11.36 
30 – 60 6.93 2.16 
60 – 90 5.00 0 
90 – 120 27.51 9.33 
120 – 150 11.11 5.56 
150 – 180 11.32 6.32 
180 – 210 13.35 8.08 
210 – 240 10.00 0 
   
Kruskal-Wallis-Test 0.064 (-) 
 
 
To again ensure that the outcomes are accurate the standard calculation was made 
another time for monitoring reasons. The standard calculation, see Figure 7-7 below, 
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of the effectiveness for session 1 of UBT-i shows, in contrary to UBR, exactly the same 
trend line as the adopted calculation method. 
 
Figure 7-7: Effectiveness (standard calculation), UBT-i, Session 1, Risk A+B [%] 
 
 
Figure 7-8 and Table 7-5 show the results of UBR of session two of the experimental 
study. The results of UBR are also very interesting, because it can again clearly be 
seen in the bar chart of Figure 7-8 that the last two time intervals are the most effective 
one, what is again caused by the method of calculation for the effectiveness and there-
fore the standard calculation method will also be taken into account. The first interval is 
not very effective with a mean value of 9.09 % and also a very high value of standard 
deviation of 7.87 %, which is hardly the same as the mean value. The second time 
interval of the inspection is very effective with a mean value of 21.37 %. Effectiveness 
falls down in the third interval to a very low level of mean value, which is 6.61 %. In the 
fourth time interval effectiveness rises again to a very good mean value of 16.14 %. 
The next two intervals of inspection are not very effective and are therefore not really 
mentionable. The last two time intervals have again a very high amount of mean value. 
The most effective intervals are for session two of UBR the first four timeframes of 
testing duration. 
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Figure 7-8: Effectiveness, Session 2, UBR [%] 
 
 
In Table 7-5 can also be seen that the Kruskal-Wallis Test shows, that there is no sig-
nificant difference concerning the time intervals. 
 
Table 7-5: Effectiveness, Session 2, UBR [%] 
 
Time Interval 
[min] 
Mean Value Standard Deviation 
0 – 30 9.09 7.87 
30 – 60 21.37 12.44 
60 – 90 6.61 0.75 
90 – 120 16.14 1.07 
120 – 150 11.47 6.71 
150 – 180 11.11 0 
180 – 210 25.00 0 
210 – 240 33.33 0 
   
Kruskal-Wallis-Test 0.296 (-) 
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Figure 7-7 shows the bar chart for the standard calculation of effectiveness for UBR of 
session two and has the same change in the trend line as session one. The last two 
time intervals are not highly effective, although they are not ineffective at all. The first 
four time intervals are still the most effective one, but this investigation changes the 
results for intervals number 7 and 8 dramatically. 
 
Figure 7-9: Effectiveness (standard calculation), UBR, Session 2, Risk A+B [%] 
 
 
The results of the second session of UBT-i can be seen in the bar chart of Figure 7-10 
as well as Table 7-6, which shows the exact outcomes. The first time interval is quite 
ineffective and reaches therefore only a mean value of 13.64 %. Effectiveness rises in 
time interval two to a very high mean value of 29.07 %, but standard deviation stays at 
a remarkable low level of 2.75 %. Interval three is absolute an outlier and has only a 
mean value of 7.14 %. Interval four has a very good amount of mean value, which is 
40 % and this time interval is therefore very effective. The fifth interval of testing is not 
very effective and reaches only a mean value of 24.49 %. Therefore are the most ef-
fective time intervals one to four, although interval five is also not completely ineffec-
tive.  
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Figure 7-10: Effectiveness, Session 2, UBT-i [%] 
 
 
In Table 7-1 below can be seen that the Kruskal-Wallis test stated out, that there is no 
significant difference between the time intervals. 
 
Table 7-6: Effectiveness, Session 2, UBT-i [%] 
 
Time Interval 
[min] 
Mean Value Standard Deviation 
0 – 30 13.64 0 
30 – 60 29.07 2.75 
60 – 90 7.14 0 
90 – 120 40.00 0 
120 – 150 24.49 19.95 
150 – 180 0 0 
180 – 210 0 0 
210 – 240 0 0 
   
Kruskal-Wallis-Test 0.729 (-) 
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The standard calculation below in Figure 7-11, shows the same trend line as the 
adopted calculation method. Exactly as in the session one of UBT-i the trend line of 
the adopted calculation does not vary from the standard calculation. 
 
Figure 7-11: Effectiveness (standard calculation), UBT-i, Session 2, Risk A+B [%] 
 
 
In the next section of this master thesis the efficiency of the software fault detection 
techniques will be analyzed in a temporal behavior. This section will give clearance 
about in which time intervals the most seeded defects will be found by the inspection 
and testing candidates. 
 
7.3 Efficiency 
The efficiency is the number of real defects found per certain time interval. Several 
different intervals will be investigated, the overall time for the inspection and test as 
well as the time divided into 4 time intervals which consist of each one hour. All inves-
tigations concerning the efficiency will be made only with the defect severity classes 
A+B. Defects of classes C will not be taken into account, because of their unimpor-
tance. This section is also sub classified into the investigation of the efficiency of UBR 
vs. UBT-i with sessions 1 and 2 combined. The second part of this section will show 
the investigation of each session of UBR and UBT-i separately, which should give 
clearance about which interval of which session will be the most efficient one.  
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An additional aspect is also the investigation of the average of the time when the can-
didates recorded their first found matched defect. In Figure 7-12 the box plot can be 
seen when the average of the candidates of each session for UBR and UBT-i found 
their first matched defect. In the Table 7-7 the exact data of mean value and standard 
deviation give a more detailed view. It can be seen that the subjects using UBR are 
able to find their first matched defect earlier in every experiment session than the other 
participants using UBT-i. Mentionable is also that the participants using UBR were not 
able to find their first defect earlier in the second session of the experiment. The exact 
opposite occurred; they found their first defect later. UBT-i on the contrary showed an 
outcome as expected, the subjects were able to reduce the time when the first defect 
was found. Whereas the standard deviation does not reveal any mentionable differ-
ence between the two software fault detection techniques. The Mann-Whitney test, 
which was made for each session separately does not show any significant difference 
between UBR and UBT-i. 
 
Table 7-7: First defect found [min] 
 
 Mean 
Value 
Standard 
Deviation 
S1 UBR 12.17 10.59 
S1 UBT-i 17.57 10.39 
S2 UBR 15.44 10.93 
S2 UBT-i 17.40 10.42 
   
Mann-Whitney-Test 
Session 1 0.473 (-) 
Mann-Whitney-Test 
Session 2 0.639 (-) 
   
 
These outcomes are further used for the calculation of the efficiency in that way that 
not the whole first hour of inspection or test duration7 will be used for calculation - 
“gross-processing time”, but until the first defect is found – “net-processing time”. 
Therefore the mean value of each session from UBR and UBT-i will be used, which 
gives a more exact view on the efficiency of technique, most notably of course on the 
first time interval. 
Figure 7-12: First defect found 
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7.3.1 Combined Sessions – Combined Techniques 
First let us take a look at which of these two software fault detection techniques per-
forms most efficient. Therefore both sessions of UBR and UBT-i are combined and 
defect severity classes A and B are taken into account. As mentioned before only the 
net-processing time is used for this analysis too.  
 
Table 7-8: Efficiency, UBR vs.  
UBT-i [%] 
 
 Mean 
Value 
Standard 
Deviation 
UBR 7.96 2.35 
UBT-i 7.62 2.63 
   
Mann-Whitney-Test 0.773 (-) 
   
 
 
 
 
 
As Figure 7-13 depicts UBR has a higher maximum than UBT-i and the same mini-
mum level, although UBT-i on the other hand has a somewhat higher median. In Table 
7-8 it can also be seen that the difference in efficiency between the two software fault 
detection techniques is only marginal. UBT-i has 0.34 % higher efficiency than UBR, 
which is really not very great. The Mann-Whitney test shows also that there is no sig-
nificantly difference between UBR and UBT-i.  
  
Figure 7-13: Efficiency, UBR vs. UBT-i [%] 
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7.3.2 Temporal behavior of combined sessions and techniques 
This section of the paper gives a very detailed view over both sessions, taxi and cen-
tral, of UBR and UBT-i and its temporal behavior concerning the efficiency. This analy-
sis uses again four timeframes and each of these timeframes consists of a duration 
time of one hour. Also the net-processing time is used for this investigation.  
First it will be analyzed which used technique is during which session the most efficient 
one. Figure 7-14 shows the combined results.  
Afterwards each timeframe of each used software fault detection technique is analyzed 
in detail separately, to be able to determine which timeframe is the most efficient one 
of the investigated technique. 
 
Figure 7-14: Efficiency, Session 1, UBR and UBT-i [%] 
 
 
The box plot in Figure 7-14 shows clearly, that the most efficient timeframes for ses-
sion number 1 are the first two time intervals, or the first 120 minutes of inspection or 
test duration. To declare an overall winner for session one is quite difficult, because in 
interval number 1 UBR is much more efficient than UBT-i whereas UBT-i is performing 
better than UBR in time interval number 2. In the third interval the techniques have 
hardly the same mean value of efficiency and the last time interval is on the whole not 
very efficient. So a definite winner cannot really be determined.  
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Figure 7-15: Efficiency, Session 2, UBR and UBT-i [%] 
 
 
In session two, which can be seen in the box plot in Figure 7-15, the situation is a dif-
ferent one. UBT-i performs in the first two time intervals very efficient and at a higher 
mean value than UBR does. UBR surprisingly raises the mean value to a quite high 
level in the last of the four time intervals. So UBT-i is quite clear the more efficient 
software fault detection technique in session two, which was the central part of the 
study experiment. 
 
7.3.3 Temporal behavior of separated sessions and techniques 
The next investigations take a closer look at the efficiency of every session and tech-
nique separated from each other. This is done to be able to say which time interval of 
which technique is the most efficient one.  
 
The Figure 7-16 gives an isolated view on the technique UBR of session one and 
shows the mean value of efficiency as well as the standard deviation in a bar chart. It 
can be seen that the first hour of inspection is the most efficient one and has also a 
very low value of standard deviation. In the next two time intervals the mean value de-
creases. Whereas the second hour has only the half of the mean value of the first 
hour, it on the contrary has also a higher standard deviation, which is quite remarka-
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ble. In the next time interval efficiency falls again until in the last hour it reaches zero. It 
can also be said, that the first three time intervals of UBR are mainly efficient, whereas 
in the last hour not even one defect were found by the participants. 
 
Figure 7-16: Efficiency, Session 1, UBR [%] 
 
 
Table 7-9 shows the detailed outcomes of the calculation and depicts with the Kruskal 
Wallis test, that there is no significant difference between the records of the time inter-
vals. 
 
Table 7-9: Efficiency, Session 1, UBR [%] 
 
Time Intervals 
[min] 
Mean Value Standard Deviation 
0 – 60 15.56 3.42 
60 – 120 8.56 4.64 
120 – 180 6.25 0 
180 - 240 0 0 
   
Kruskal-Wallis-Test 0.304 (-) 
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Next we take a closer look at the first session of UBT-i. Figure 7-17 gives in the form of 
a bar chart overview about the progression of efficiency in the four time intervals. It 
declares that the most efficient intervals are number two and three or the second and 
third hour of testing duration. The value of standard deviation changes quite propor-
tionally with the mean value and is therefore unremarkable. It can therefore be said, 
that the first three time intervals, or first three hours of UBT-i in session one are the 
highly efficient. 
 
Figure 7-17: Efficiency, Session 1, UBT-i [%] 
 
 
Table 7-10 shows the exact data of the analysis and states out that whit the Kruskal-
Wallis test it can be declared, that there is no significant difference between the 
records of the investigated time intervals. 
  
0
2,00
4,00
6,00
8,00
10,00
12,00
14,00
16,00
0 - 60 60 - 120 120 - 180 180 - 240
Ef
fic
ie
nc
y 
[]
%
]
Time Intervals [min]
Mean Value
Standard Deviation
  - 78 - 
 
 
Table 7-10: Efficiency, Session 1, UBT-i [%] 
 
Time Intervals 
[min] 
Mean Value Standard Deviation 
0 – 60 5 2.36 
60 – 120 14.54 7.87 
120 – 180 7.08 3.63 
180 - 240 3.22 1.22 
   
Kruskal-Wallis 0.330 (-) 
   
 
The next two investigations concentrate on the efficiency of session two, the central 
part of the experiment study.  
 
Figure 7-18 shows the outcomes of UBR for session two in form of bar chart, of the 
most interesting investigation concerning the efficiency of this experiment study, al-
though it can easily be explained. Session two of UBR, which has similarly to session 
one, two very efficient time intervals at the beginning of the inspection. What is highly 
remarkable about this part is the last hour of inspection – time interval number 4. This 
interval is called an outlier, because it has an abnormal high mean value and also no 
standard deviation, which is a little bit curious by itself. Because all investigations 
made, have a standard deviation when the mean value has a minimum of 6 %. This 
circumstance can of course be declared too. It is the consequence when only one 
group finds a quite high number of defects during the concerned time interval. An in-
vestigation of the data confirms this assumption. So the most efficient time intervals of 
session two of UBR are also the first two intervals.  
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Figure 7-18: Efficiency, Session 2, UBR [%] 
 
 
Table 7-11 shows the detailed data of the investigated session and technique and en-
sures that there is no significant difference between the recorded data of these time 
intervals. 
 
Table 7-11: Efficiency, Session 2, UBR [%] 
 
Time- 
Frame 
Mean Value Standard Deviation 
0 – 60 8.33 4.59 
60 – 120 6.83 2.26 
120 – 180 1.89 0.19 
180 - 240 10.64 0 
   
Kruskal-Wallis-Test 0.557 (-) 
   
 
In Figure 7-19 the bar chart for session two of UBT-i can be seen. This session is a 
little bit different than the first session of UBT-i. In the first hour of testing the mean 
value of efficiency reaches a very high level and standard deviation is remarkable low. 
The second hour has also a quite good level of efficiency, but with a definite higher 
value of the standard deviation. The outstanding thing is here that from the second 
hour on, no participant was able to find any matched defect of the classes A or B. A 
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deeper analysis of this part has to be made related to the false positives. But it can of 
course be said, that for UBT-i the first two hours of inspection are the most efficient 
one. 
 
Figure 7-19: Efficiency, Session 2, UBT-i [%] 
 
 
Table 7-12 shows the exact values of the calculations and also depicts with the 
Kruskal Wallis test, that there is no significant difference between the records of the 
time intervals. 
Table 7-12: Efficiency, Session 2, UBT-i [%] 
 
Time- 
Frame 
Mean Value Standard Deviation 
0 – 60 13.33 1.67 
60 – 120 10.27 8.60 
120 – 180 0 0 
180 - 240 0 0 
   
Kruskal-Wallis-Test 0.439 (-) 
 
 
The next part of the thesis deals with the number of false positives found, which are 
also analyzed in a temporal context to find out in which period of time the candidates 
found least of the matched defects. 
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7.4 False positives 
These are defects which are registered by the inspectors, but do not belong to any 
defined referenced seeded defect according to the overall number of seeded defects 
by the experts. This section deals with them and will analyze its spreading in the dif-
ferent time intervals, sessions and used software fault detection techniques of the 
study experiment. The sessions are again divided in eight time intervals, as used in 
investigating the effectiveness before, each consisting of 30 minutes. In contrary to the 
analysis of effectiveness and efficiency, all types of the defect severity classes, which 
are A, B and C are taken into account. The beginning of the analysis is also the real 
beginning of the inspection or test, which means the “gross-processing time” will be 
used here. 
 
A good software fault detection technique guides the inspectors or testers in identifying 
only true defects and therefore it should reduce the overall number of false positives at 
the same time. The more false positives that were found the more effort for defect re-
moval and post-inspection data analysis will be in the later software development life 
cycle.  
 
First a comparison between the overall number of false positives between the used 
techniques UBR and UBT-i, with all data from both sessions will be made. Afterwards 
a detailed look at every separated session of each technique of the experiment study 
will be made.  
 
7.4.1 Combined Sessions – Combined Techniques 
The first investigation of the False Positives is the comparison between UBR and UBT-
i to find out with which of these two software fault detection techniques the fewest false 
defects were found by the participants.  
  
  - 82 - 
 
Table 7-13: False Positives, UBR 
vs. UBT-i [%] 
 
 Mean 
Value 
Standard 
Deviation 
UBR 1.58 0.96 
UBT-i 2.34 0.76 
   
Mann-Whitney-
Test 0.541 (-) 
   
 
 
 
 
When considering the outcomes of Figure 7-20 not a clear decision can be made. Al-
though UBR has an outlier the median of the techniques is hardly at the same level. 
The results of Table 7-13 approve this statement with a somewhat higher mean value 
of UBT-i 2.34 on the contrary to UBR 1.58. Although the difference is not very big UBR 
has a lower mean value of 0.76 and therefore performs a little bit better than UBT-i. 
The Mann-Whitney test shows, that there is no significant difference between these 
two techniques.  
 
7.4.2 Temporal behavior of combined sessions and techniques 
This section of the thesis gives a very detailed overview of the sessions one and two, 
taxi and central, of the used techniques UBR and UBT-i as well as its temporal beha-
vior concerning fault positives. So it should be possible to determine in which time in-
terval the most fault positives of the investigated techniques will be found. This analy-
sis uses again eight time intervals and each of these timeframes consists of duration of 
30 minutes.  
 
First it will be analyzed which technique performs best during which session, i.e. who 
finds the least false positives. Afterwards each timeframe of each used software fault 
detection technique is analyzed in detail separately, to be able to determine in which 
timeframe the least false positives will be found 
Figure 7-20: False Positives, UBR vs. UBT-i [%] 
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To be able to investigate also which of the two techniques performs best concerning 
false positives in which timeframe of session one or two, the next figures are con-
sulted.  
 
Figure 7-21 concerns the session one, the taxi part of the study experiment and re-
veals that UBR performs better in the first three time intervals, or 90 minutes than 
UBT-i, but the tide is turning in the fourth time interval. In this special timeframe UBT-i 
performs much better than it’s counterpart. But this change doesn’t take very long. It 
can be seen that after this interval only by candidates, who are using the UBT-i tech-
nique, a number of false positives were found. That happens, because the inspectors 
using UBR were not able to find in these three time intervals any kind of defects and 
also no fault positives, what can be seen in Figure 7-4. Therefore can be said, that in 
session one of the experiment, UBR performs better than UBT-i.  
 
Figure 7-21: False Positives, Session 1, UBR and UBT-i [%] 
 
 
Figure 7-22 shows the results of session two, the central part. Which is different than 
the results of session one. The amount of mean value of the technique UBR keeps on 
a quite low level only until the first hour of inspection. Whereas UBT-i starts with a very 
high number of faults positives it falls down to zero in the next four timeframes. Candi-
dates using UBT-i were after this time intervals not able to find any kind of defects and 
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also no fault positives, what explains the rest of the time intervals. This can be seen in 
detail in Figure 7-10. Although UBR does not perform as good as in session concern-
ing the number of false positives found it can again be said that in session two UBR is 
performing better than UBT-i, at least for the first four time intervals.  
 
Figure 7-22: False Positives, Session 2, UBR and UBT-i [%] 
 
 
7.4.3 Temporal behavior of separated sessions and techniques 
The next two investigations take a closer look at the fault positives of session one of 
every software fault detection technique separated from each other. This is done to be 
able to say which time intervals of which technique have the least fault positives.  
 
Figure 7-23 shows the mean values, standard deviation and the aggregated number  
of fault positives found by participants using UBR in the first session of the experiment 
study in a combined bar and line chart. It can be seen that during the first three time 
intervals a quite low number of fault positives were found, between 5 and 2. Remarka-
ble is that after the third interval the number of found fault positives rises up to the 7. 
The conclusion is that UBR is performing at a good level concerning fault positives for 
the first three time intervals or until 90 minutes of the first session of the experiment.  
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Figure 7-23: False Positives, Session 1, UBR [%] 
 
 
The exact values are below in Table 7-14, which also shows the outcome of the 
Kruskal-Wallis test. The result is, that there is no significant difference between the 
records of the time intervals of UBR of session one. 
 
Table 7-14: False Positives, Session 1, UBR [%] 
 
Time Interval  
[min] 
Mean Value Standard Deviation 
0 – 30 2.50 0.50 
30 – 60 1.67 0.47 
60 – 90 1.00 0 
90 – 120 3.50 2.50 
120 – 150 1.00 0 
150 – 180 0 0 
180 – 210 0 0 
210 – 240 0 0 
   
Kruskal-Wallis-Test 0.269 (-) 
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The first session of UBT-i is a very interesting one when it comes to investigate the 
temporal behavior of fault positives. Figure 7-24 below illustrates the results in form of 
a combined bar and line chart. On the first view can already be seen that the mean 
value starts good level for time interval one, which is hardly the same as for the first 
session of UBR. Remarkable is a slump of the number of fault positives found in the 
timeframes number 3, 4, 5 and 6. It must be said that UBT-i performs very well, espe-
cially until the sixth or seventh time interval concerning the number of false positives 
found, but the least of them were found from the third to the sixth timeframe of testing 
duration. 
 
Figure 7-24: False Positives, Session 1, UBT-i [%] 
 
 
 
Table 7-15 shows the exact values and the differences of the recorded time intervals 
are again not significantly different, which can be seen by the result of the Kruskal-
Wallis test. 
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Table 7-15: False Positives, Session 1, UBT-i [%] 
 
Time Interval  
[min] 
Mean Value Standard Deviation 
0 – 30 2.33 1.89 
30 – 60 2.67 0.47 
60 – 90 1.00 0 
90 – 120 1.00 0 
120 – 150 1.00 0 
150 – 180 3.00 0 
180 – 210 5.00 1.00 
210 – 240 2.00 1.00 
   
Kruskal-Wallis-Test 0.364 (-) 
   
 
The next two analyses concern the number of fault positives found of sessions 2 for 
UBR and UBT-i. The two techniques are again separated from each other to be able to 
make conclusions for every investigated time interval of the two sessions from the ex-
periment study.  
 
UBR shows a little bit a different trend line in the bar and line chart in Figure 7-25 as it 
did in the first session of the experiment. On the first view can already be seen that the 
mean value of UBR for fault positives keeps a quite low level for the first two timer in-
tervals and then rises consequently until the third and fifth intervals. Although time in-
terval number 3 is an outlier, in which on the whole a quite low number of fault posi-
tives were found the mean value keeps at a quite high level. Remarkable is also inter-
val six in which no fault positive were found by the inspectors. So UBR performs quite 
well for the first 120 minutes of inspection duration.  
  
  - 88 - 
 
Figure 7-25: False Positives, Session 2, UBR [%] 
 
 
In Table 7-16 below the exact values of the investigation can be seen. Also the 
Kruskal-Wallis test is contained, which shows that there is no significant difference 
between the investigated records. 
 
Table 7-16: False Positives, Session 2 UBR [%] 
 
Time Interval  
[min] 
Mean Value Standard Deviation 
0 – 30 1.67 0.94 
30 – 60 1.75 0.83 
60 – 90 2.50 0.50 
90 – 120 2.50 1.50 
120 – 150 3.67 3.09 
150 – 180 0 0 
180 – 210 1.00 0 
210 – 240 0 0 
   
Kruskal-Wallis-Test 0.190 (-) 
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The technique UBT-i is again very special in the second session of this experiment 
study. The first 30 minutes of testing are performing very bad, which can be seen in 
the combined bar and line chart of Figure 7-26 below, because of the high number of 
fault positives found, which is 6. The next time interval is then a better one, only a few 
fault positives were made, what goes along with a lower number of 2. The third interval 
is again performing even better with 1 false positive found by the participants. After-
wards no false positives were found by the testers although some found defects were 
recorded, what can be seen in Figure 7-10.Therefore UBT-i is performing good after 
the third timeframe of testing duration, but the first time interval is a quite outstanding 
one. 
 
Figure 7-26: False Positives, Session 2, UBT-i [%] 
 
 
 
The data values can be seen in the Table 7-17 below and also the Kruskal-Wallis test, 
which depicts that there is no significant difference between the investigated records. 
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Table 7-17: False Positives, Session 2, UBT-i [%] 
 
Time Interval  
[min] 
Mean Value Standard Deviation 
0 – 30 6.00 0 
30 – 60 2.00 0 
60 – 90 1.00 0 
90 – 120 0 0 
120 – 150 0 0 
150 – 180 0 0 
180 – 210 0 0 
210 – 240 0 0 
   
Kruskal-Wallis-Test 0.368 (-) 
   
 
 
The next chapter of the paper concentrates on the findings made and discusses them. 
The analyses are also assembled together in a common context to be able to make 
conclusions about the made investigations and to answer the hypotheses, which were 
made in chapter 5.2. 
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8 Discussion 
In this section the results of the experiment as well as the practical implications are 
discussed. The hypotheses of the experiment are summarized and interpreted as fol-
lows: 
 
8.1 Is UBR more Effective and Efficient than UBT-i? 
This chapter will give information about the performance of the investigated techniques 
and shows the outcomes of the comparison. 
 
H1: Effectiveness (UBR) > Effectiveness (UBT-i) for Design Documents in the 
first 120 minutes:  
The investigations of the experiment study were able to provide positive results for this 
hypothesis in session one. The Figure 8-1 shows a combination of the results, which 
were presented in detail in chapter 7. It can clearly be seen that in the first 120 minutes 
of inspection and testing duration of session one UBR performs more effective than 
UBT-i. 
 
Figure 8-1: Mean Value of Effectiveness, Session 1, UBR and UBT-i  
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The Figure 8-2 below shows the combined results of the investigation of effectiveness 
for session two from the experiment study. It was therefore not possible to provide a 
positive result for the hypothesis concerning session two. UBT-i performs more effec-
tive than UBR for the first 120 minutes of session two. 
 
Figure 8-2: Effectiveness, Session 2, UBR and UBT-i  
 
 
It is therefore not really possible to answer this hypothesis positively or negatively, be-
cause it depends on the experiment session. The outcomes of this hypothesis should 
be analyzed in more detail in future thesis. 
 
H2: Efficiency (UBR) > Efficiency (UBT-i) for Design Documents in the first 120 
minutes of session one and two:  
This hypothesis must be rejected. It can be seen in the combined bar charts below in 
Figure 8-3, that UBR only performs more efficient in the first time interval of session 
one. Afterwards UBT-i performs better in the asked first 120 minutes of inspection and 
testing duration. 
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Figure 8-3: Mean Value of Efficiency, Session one and two, UBR and UBT-i  
 
 
UBT-i is therefore more efficient than UBR, what can bring positive effects on deci-
sions for project and quality managers concerning the choice when UBR or UBT-i 
should be chosen as the software fault detection technique used. 
 
8.2 Are the Techniques basically effective and efficient in the first 
120 minutes? 
This research approach should answer the question, if it is possible to shorten the du-
ration of inspections and tests, but to still provide a high level of the defect detection 
performance of both techniques. 
 
H3: Are the techniques most effective and efficient in the time interval from 0 to 
120 minutes for design documents: 
For UBR as well as for UBT-i concerning the efficiency this hypothesis is correct, what 
can be seen in the Figure 8-3. But things get a little bit complicated when effectiveness 
has to be analyzed, because of the different outcomes of the experiment sessions. 
UBR is very effective in the requested time interval of session one and session two. 
The results for UBT-i are not so good for the first 120 minutes of testing duration. It can 
be said that UBT-i on the whole needs more time to perform really effective. 
This hypothesis can therefore not really be answered with yes. 
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8.3 During which time intervals will the fewest False Positives be 
found? 
With a knowledge of the prediction when the fewest false positives will be found a fur-
ther prescription can be made about the defect detection performance of UBR and 
UBT-i concerning their outcome of the first 120 minutes of inspection and testing dura-
tion. 
 
H4: Will with UBR fewer false positives are found in the first 120 minutes than 
with UBT-i: 
The result of this hypothesis is also different in the experiment sessions. Whereas 
UBR performs better concerning the number of false positives found in session one, 
see Figure 8-4, UBT-i finds fewer false positives in session two, see Figure 8-5. The 
two figures below are combined from the results of chapter 7. For session one the hy-
pothesis is correct, but for session two it has to be rejected.  
 
Figure 8-4: False Positives, Session 1, UBR and UBT-i  
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Figure 8-5: False Positives, Session 2, UBR and UBT-i  
 
 
 
H5: Will the fewest false positives in UBR and UBT-i be produced in the first 120 
minutes of inspection and testing: 
For the software fault detection technique UBR this hypothesis has to be rejected. Al-
though in session two the trend line begins at a low level and rises in the time inter-
vals. It breaks in after the fifth timeframe. Session one has a completely different trend 
line which starts with a higher number of found fault positives and gets lower in the 
later time intervals.  
 
For UBT-i the hypothesis also has to be rejected because in session two fault positives 
were only found in the first three time intervals of testing and the trend line in session 
one is also not very tending increase of found false positives. 
 
Overview of hypotheses 
The following Table 8-1 should give an overview about the final status of the made 
hypotheses. 
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Table 8-1: Overview of hypotheses 
 
Hypotheses Description Status 
H1 Effectiveness (UBR) > Effectiveness (UBT-i)  
H2 Efficiency (UBR) > Efficiency (UBT-i)  
H3.1 UBR most effective and efficient < 120 min  
H3.2 UBT-i most effective and efficient < 120 min  
H4 UBR fewer false positives than UBT-i < 120 min  
H5 Fewest false positives of UBR & UBT-i < 120 min  
   
 positively,  rejected,  cannot be answered (distinction in sessions) 
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9 Conclusions and Follow-Up 
 
In the first part of this thesis an introduction to the basic principles of software fault 
detection techniques were given. These concepts help to understand how the investi-
gated techniques work and which differences and commons they may have. These 
things are important to understand, so the different approaches of them are visible to 
the reader. Afterward the experiment study, on which this thesis relies on, is described 
in detail and visualized with a number of graphics, helping to get a better knowledge of 
the planning, preparation and execution of the experiment held in an academically 
environment. The next chapter is describing the investigated research approach and 
the basic outcome of this paper. Following with the results of the experiment study and 
the investigated measures are presented and described. Afterwards the examined 
results are set in association with the made hypothesis as well as discussed concern-
ing several perspectives of these findings. 
 
Inspection and testing are both very important and also often used approaches in the 
software engineering practice, which addresses the same main goal – find as many 
crucial defects in software products as possible. Software Inspection focuses mainly 
on design specification documents in early phases of the software development life-
cycle, whereas traditional testing approaches concentrate more on the implementation 
phases during the process or even later. Therefore this thesis uses another testing 
variant, which is called UBT-i, it integrates the benefits of software inspection and 
software testing. UBT-i is not in the need of executable code and is also a desk test, 
which is different from traditional testing approaches. Another feature of UBT-i is that 
the participants generate test cases during their inspection process.  
 
The investigations of this thesis concentrate mainly on the temporal behavior of the 
software fault detection techniques UBR and UBT-i. The outcomes concerning this 
temporal behavior showed up some interesting results, but unfortunately not all ap-
proaches could be fulfilled concerning the hypotheses. UBR performs in the asked 
time interval of 120 minutes very effective and efficient. UBT-i in contrary needs more 
time for its testing duration to achieve as good defect detection results. This delivers 
an important indicator for the planning of analytical quality assurances in consideration 
of the scheduled inspection time for UBR as well as UBT-i in a not academically envi-
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ronment. The outcomes of this Thesis should therefore be able to help project as well 
as quality managers to more precisely define their inspection and testing duration ef-
forts to gain the wanted results. 
 
The comparison of the software fault detection techniques UBR and UBT-i showed 
that UBR is on the whole not the superior technique as assumed. Concerning the in-
vestigated measures, effectiveness and efficiency, the findings were not consistent in 
the two sessions of the experiment study. Whereas UBR tends to have a better defect 
detection performance in session number 1 UBT-i did a better job in session number 2. 
Therefore it cannot clearly state out, which of these techniques is the superior one in 
the investigation of this thesis. 
 
The assumed hypotheses concerning the number of false positives found in a tempor-
al context were not able to show the expected outcomes. It showed the complete op-
posite. To clarify these results further studies are needed with a higher number of par-
ticipants, more seeded defects and a greater number of software artifacts in which 
defects have to be detected. 
 
Also the differences between the experiment sessions, as mentioned several time be-
fore, were partially remarkable, in the context of the investigated measures used like, 
effectiveness, efficiency and also false positives. To clarify these correlation further 
studies will be needed. Also the learning effect for these software fault detection tech-
niques should be more investigated, because it was expected that session number 2 
of the experiment study should perform better than session number 1 in all asked per-
formance measures.  
 
To proof these results a larger evaluation should be conducted and further experimen-
tation should be planned to provide more understanding about the temporal behavior 
of UBR and UBT-i. Also a study in a realistic environment or project should be made 
based on this experiment study in an academically environment.  
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Workflow for UBR: 
Steps To Do: Purpose and requirements 
1.  Log the time. 
 
2.  Read through the textual requirements. 
Read the 5 first pages and just briefly 
read the others. 
MAX TIME: 20 minutes. 
•  Understanding. 
•  Locate the components. 
•  Get familiar with the structure of the 
document. 
3.  Log the clock time.  
4.  Read through the design document. 
Read the 2 first pages, and just briefly 
read the others. 
MAX TIME: 20 minutes. 
•  Understanding. 
•  Locate the components. 
•  Get familiar with the structure of the 
document. 
5.  Log the clock time.  
6.  Compare method descriptions and 
source code to find faults in the method 
declarations. Do not yet read the code 
inside the methods. 
•  Detect faults in the method declara-
tions or source code. 
7.  Start reading the first use case. 
8.  Follow the required methods for this 
use case (see method descriptions and 
sequence diagrams). 
9.  When reaching a method that has not 
been checked before, work through the 
source code, otherwise skip it.  
10. Try to detect faults in the method de-
scriptions and the source code while fol-
lowing the use cases and log them. 
•  The use cases have to be utilized in 
order. 
•  Detect faults in the method descrip-
tions and the source code. 
•  It is acceptable to return to a use 
case that you have already worked 
on. 
11. Log the clock time •   
12. When finished inspecting: 
•  Log the last use case used. 
•  Estimate the number faults left  
(minimum, most probable, and 
maximum). 
•  Answer the feedback questionnaire. 
•  Fill out the individual estimation. 
•  Hand in all material used. 
•  You are finished when you have 
worked on each use case or time is 
up. 
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Workflow for UBT-i: 
Steps To Do: Purpose and requirements 
13. Log the time. 
 
14. Read through the textual requirements. Read the first 
pages and just briefly read the others. 
MAX TIME: 20 minutes. 
•  Understanding. 
•  Locate the components. 
•  Get familiar with the 
structure of the docu-
ment. 
15. Log the time.  
16. Read through the design document. Read the first 
pages, and just briefly read the others. 
MAX TIME: 20 minutes. 
•  Understanding. 
•  Locate the components. 
•  Get familiar with the 
structure of the docu-
ment. 
17. Log the time.  
18. Compare method descriptions and source code to find 
faults in the method heads. Do not yet read the code in-
side the methods. 
19. For each method at the system’s border: 
Find equivalent classes for method parameters and write 
them next to the method declaration. 
•  Detect faults in the 
method declarations or 
source code. 
•  Find the equivalent 
classes for each method. 
20. Start reading the first use case. 
21. Follow the required methods for this use case (see 
method descriptions and sequence diagrams). 
22. When reaching a method that has already been 
checked, skip it. 
23. When reaching a method that has not been checked 
before, work through its source code: 
• When the method is at the border of the system (the 
method is supposed to check passed parameters), 
create test cases with found equivalent classes. 
• For ALL methods (also those at the system’s border):  
create test cases for each fork (if/else) using condi-
tion chains (e.g.: C1T-C2F). 
Be sure to check each fork of the code tree. 
24. Try to detect faults in the method descriptions and the 
source code while following the use cases and log them. 
•  The use cases have to 
be utilized in order. 
•  Detect faults in the des-
igndocument and the 
source code. 
•  It is acceptable to return 
to a use case that you 
have already worked on. 
•  Create testcases. 
•  Create only testcases 
that are necessary to 
cover all equivalent 
classes. 
•  The use cases have to 
be utilized in order. 
25. Log the time. •   
26. When finished inspecting: 
•  Log the last use case used. 
•  Estimate the number faults left  
(minimum, most probable, and maximum). 
•  Answer the feedback questionnaire.  
•  Fill out the individual estimation. 
•  Hand in all material used. 
•  You are finished when 
you have worked on 
each use case or time is 
up. 
 
