In 2004 Oort studied the foliation on the space of p-divisible groups. In his theory, special leaves called central streams play an important role. It is still meaningful to investigate central streams, for example, there remain a lot of unknown things on the boundaries of central streams. In this paper, we classify the boundary components of the central stream for a Newton polygon consisting of two segments, where one slope is less than 1/2 and the other slope is greater than 1/2. Moreover we determine the generic Newton polygon of each boundary component using this classification.
Introduction
In [9, p. 1023 ], Oort introduced the notion of minimal p-divisible groups, where p-divisible groups are often called Barsotti-Tate groups. and showed in [9, 1.2] that they have the following special property: Let k be an algebraically closed field of characteristic p. Let X be a minimal p-divisible group over k. Let Y be a p-divisible group over k. If X[p] ≃ Y [p], then X ≃ Y , where X[p] is the kernel of p-multiplication p : X → X; see Section 2.1 for the definition of minimal p-divisible groups.
In [8, 2.1] , for a p-divisible group X, Oort introduced a leaf C X (S) for a p-divisible group X over S characterized by s ∈ C X (S) if and only if X s ≃ X. He called the leaf C X (S) the leaf associated with X in S; see (1) in Section 2.1 for the details. In particular, if X is minimal, he called the leaf the central stream. The notion of central streams is a "central" tool in the theory of foliations.
We are interested in the boundaries of leaves and especially these of central streams. In this paper, we classify the boundary components of central streams associated with some special Newton polygons and determine the Newton polygon of the generic point of every boundary component, where "special" means that the Newton polygon consists of two segments with slopes λ and λ ′ satisfying λ < 1/2 < λ ′ . In Section 2.1, we recall the definition of Newton polygons. For a Newton polygon ξ, we have a minimal p-divisible group H(ξ); see (3) in Section 2.2. Let ξ and ζ be Newton polygons. We say ζ ≺ ξ if each point of ζ is above or on ξ. Moreover, we say ζ ≺ ξ is saturated if there exists no Newton polygon η such that ζ η ξ.
In this paper, we will give two main results. The first result (Theorem 4.1) classifies the boundary components. See Section 4 for the statement as we need some notation given in Section 3 to state the first result. From this result, we expect that Conjecture 4.13 which is stated in Section 4 is true. This conjecture says that it suffices to deal with central streams associated to Newton polygons consist of two segments in order to classify boundary components of arbitrary central streams. The second result is Theorem 1.1. Let ξ be a Newton polygon consists of two segments λ and λ ′ with λ < 1/2 < λ ′ . Let X be a generic specialization of H(ξ). Then there exists a Newton polygon ζ such that ζ ≺ ξ is saturated, and H(ζ) appears as a specialization of X.
For a finite flat commutative group scheme G over some base scheme, we say that G is a truncated Barsotti-Tate group of level one (abbreviated as BT 1 ) if Frobenius F and Verschiebung V on G satisfy that Ker F = Im V and Ker V = Im F. Let W be a Weyl group. It is known that there exists a canonical one-to-one correspondence between the set of BT 1 's and the subset J W of W ; see Section 2.1 for the definition of J W . Let w and w ′ be elements of J W . We say w ′ w if there exists a discrete valuation ring R of characteristic p such that there exists a finite flat commutative group scheme G → Spec R satisfying that G K is a BT 1 of type w ′ , and G L is a BT 1 of type w, where L is the fractional field of R, and K is the residue field R/m with the maximal ideal m of R. For a Newton polygon ξ, we obtain the element w ξ of Weyl group; see Section 2 for this association. Using notation of the Weyl group, we will see the following: Corollary 1.2. Let ξ be a Newton polygon consisting of two segments, where one slope is less than 1/2 and the other is larger than 1/2. For an arbitrary boundary component w ∈ J W of w ξ , i.e., w w ξ and ℓ(w) = ℓ(w ξ ) − 1, there exists a Newton polygon ζ such that (i) ζ ≺ ξ is saturated,
(ii) w ζ w.
The results of this paper lead us to expect that there would be a classification of boundary components of w ξ as in Theorem 4.1, and that unconditionally Corollary 1.2 holds: Conjecture 1.3. For an arbitrary Newton polygon ξ, let w be an element of J W such that w ≺ w ξ and ℓ(w) = ℓ(w ξ ) − 1. Then there exists a Newton polygon ζ such that (i) ζ ≺ ξ is saturated, (ii) w ζ w.
If Conjecture 4.13 stated in Section 4 holds, then for the Newton polygon ξ, the two segments case is essential to show Conjecture 1.3. This paper is organized as follows: In Section 2, we recall definitions of p-divisible groups, truncated Dieudonné modules of level one and related matters. Moreover, we define a notion associated with them which is mainly used in this paper. In Section 3, we give explanations about tools which are used in a proof of the first result, and show some properties of these tools. In Section 4, we give a proof of Theorem 4.1 which classify boundary components of central streams. In Section 5, we see the key proposition used to prove the second result (Proposition 5.1), and we show the theorem.
I would like to express my deepest appreciation to Professor Shushi Harashita for his assistance.
Preliminary
In this section, we recall definitions of p-divisible groups, central leaves, minimal p-divisible groups, central streams and DM 1 's. Finally, we introduce the notion of arrowed binary sequences; see Definition 2.7, used in the proofs of main theorems.
p-divisible groups and Dieudonné modules
First, let us recall the definition of p-divisible groups. Let p be a prime number. Let h be a non-negative integer. Let S be a scheme in characteristic p. We say that X is a p-divisible group (Barsotti-Tate group) of height h over S if X is an inductive system X = (G v , i v ) v≥1 for natural numbers v, where G v is a finite locally free commutative group scheme over S of order p vh , and for each v, there exists the exact sequence of commutative group schemes
where i v is a canonical inclusion. Let X = (G v , i v ) v≥1 be a p-divisible group over S. For an arbitrary scheme T over S, we have the p-divisible group X T over T which is defined by (G v × S T, i v × id) v≥1 . In particular, if T is a closed point s = Spec k over S, then the p-divisible group X s is called fiber of X over s. Let X be a p-divisible group over an algebraically closed field k. In [8, 2.1] , for a p-divisible group Y over S and for a p-divisible group Y over k, Oort gave the definition of a leaf by C Y (S) = {s ∈ S | Y s is isomorphic to Y over an algebraically closed field},
which is considered as a locally closed subscheme of S by giving C Y (S) the induced reduced structure. Let K be a perfect field of characteristic p. We denote the ring of Witt-vectors with coefficients in K by W (K). Let σ be the frobenius over K. We denote the frobenius over W (K) by the same symbol σ if no confusion can occur. We say that M is a Dieudonné module over K if M is a finite W (K)-module equipped with σ-homomorphism F : M → M and σ −1 -homomorphism V : M → M satisfying that F • V and V • F equal to the multiplication by p. It is known that for each p-divisible group X, we have the Dieudonné module M = D(X).
Here, let us recall the notion of minimal p-divisible groups. We define a p-divisible group H m,n over F p as follows: H m,n is of dimension n, and its Serre-dual is of dimension m. Moreover, the Dieudonné module is obtained by
where h = m + n, and Z p is the ring of p-adic integers. For the basis e i , operations F and V satisfy that Fe i = e i−m , Ve i = e i−n and e i−h = pe i . Let {(m i , n i )} i be a finite number of pairs of coprime non-negative integers endowed with a non-increasing order of λ i := n i /h i with h i = m i + n i . Let ξ = i (m i , n i ) be a Newton polygon, i.e., this is a lower convex polygon in R 2 , breaking on integral coordinates, consists of slopes λ i . For a Newton polygon ξ = i (m i , n i ), we set a p-divisible group
A p-divisible group X is minimal if there exists a Newton polygon ξ such that X k ≃ H(ξ) k over k. For a p-divisible group X, the p-kernel X[p] is obtained by X[p] = Ker (p : X → X). It is known that a truncated Dieudonné module of level one is obtained by the Dieudonné module of H(ξ) [p] . Equivalently, the DM 1 appears as the Dieudonné module of a truncated Barsotti-Tate group of level one. In this paper, we give a definition of them as follows.
Definition 2.1. Let N be a K-vector space of dimension h. Let F and V be a σ-linear map and a σ −1 -linear map respectively from N to itself. A triple (N, F, V) is a truncated Dieudonné module of level one over K of height h (abbreviated as DM 1 ) if the above F and V satisfy that Ker F = Im V and Im F = Ker V.
Let us recall the notion of the specialization. Let R be a commutative ring of characteristic p > 0. Let σ : R → R be the frobenius endomorphism defined by σ(a) = a p . Then the definition of DM 1 's over the ring R is given as follows:
(ii) C and D are submodules of N which are locally direct summands of N ,
Let N be an arbitrary DM 1 over R. We set N K = N ⊗ R K, and we have a DM 1 over K. From this we obtain a map specialization
Let ξ = (m i , n i ) be a Newton polygon. We denote the DM 1 associated with the p-kernel of H(ξ) by N ξ . Equivalently, N ξ is denoted by
where N m,n is the DM 1 associated with the p-kernel of H m,n . In this paper, we mainly treat
Especially, if k is an algebraically closed field, then we know the following; see Kraft [5] , Oort [7] and Moonen-Wedhorn [6] . Theorem 2.3. There exists a bijection:
Let k be an algebraically closed field of characteristic p. Here, we associate DM 1 's over k with elements of the Weyl group. Let m and n be non-negative integers. Set h = m + n. Let W be the Weyl group of the general linear group GL h . We identify W with a symmetric group S h . Let s i ∈ W be simple reflections (i, i + 1) for i = 1, . . . , h − 1. Let ∆ be the standard generator of S h . Equivalently, we have ∆ = {s 1 , . . . , s h−1 }. Set J = ∆ \ {s m }. Let W J be the subgroup of W generated by J. Let J W be the set consists of elements of minimal length in W J \W , i.e., shortest representatives of W J \W . Let w be an element of J W . We define S = (S, δ) by the pair of an ordered setS = {t 1 < · · · < t h } and a map δ :S → {0, 1} defined by δ(t i ) = 1 if and only if w(i) ≤ m. We regard this pair (S, δ) as the element of {0, 1} h , and thus we obtain an association of J W and DM 1 's over k of height h via {0, 1} h . We denote by w ξ the element of J W associated with a DM 1 N ξ .
We often identify an element S of {0, 1} h with the pair of an ordered setS = {t 1 , . . . , t h } and a map δ :S → {0, 1}. Note that the i-th coordinate of S corresponds to δ(t i ). We write this isomorphism as an equality. For an element S = (S, δ) of {0, 1} h , withS = {t 1 , . . . , t h }, we obtain a DM 1 (N, F, V) by the following. Let N = Ke 1 ⊕ · · · ⊕ Ke h . We define a map F by
Let t j 1 , . . . , t jm , with j 1 < · · · < j m , be elements ofS satisfying δ(t jx ) = 1. Put n = h − m. Then a map V is defined by
Note that each e i corresponds to t i .
Example 2.4. Let us see an example of DM 1 . Let S = (1, 1, 0, 1, 0) be an element of {0, 1} 5 . Then the DM 1 (N, F, V), with N = Ke 1 ⊕· · ·⊕Ke 5 , corresponding to S is given by the following diagram.
For the above diagram, if there exists no vector of F or V from e i , we regard then F or V maps e i to zero. One can check the above satisfies the condition of DM 1 .
Arrowed binary sequences
By the above, we obtain the diagram corresponding to a DM 1 . To define combinatorial objects arrowed binary sequences which correspond to DM 1 's, we give a map π on S as follows:
Definition 2.5. Let N = (N, F, V) be a DM 1 of height h. Let S = (S, δ) be the element of {0, 1} h corresponding to N . We regard F and V as maps onS by the bijection between e i and t i . We define a bijective map π :S →S by
where
Example 2.6. We obtain the diagram ofS and π corresponding to S = (1, 1, 0, 1, 0) by the following:
From Example 2.4 and this diagram, one can check that the pair of S = (S, δ) and the bijective map π :S →S is obtained by a DM 1 .
The following object can be regarded as a generalization of DM 1 's.
Definition 2.7. An arrowed binary sequence (we often abbreviate as ABS) is the triple (S, δ, π) consisting of an ordered setS = {t 1 , . . . , t h }, a map δ :S → {0, 1} and a bijection π :S →S.
We call an element ofS a term. We often denote the i-th element of S as τ S i with τ = δ(t i ). Let H be the set of all arrowed binary sequences. We define the subset H ′ of H to be consisting of (S, δ, π) satisfying that the map π is defined by (5) . We simply call an element of H a sequence, and we call an element of H ′ an ordered sequence if no confusion can occur.
Remark 2.8. By construction, there exists a one-to-one correspondence between sets J W and H ′ . We often identify these sets if no confusion can occur.
For an element S = (S, δ) of {0, 1} h and the map π defined by (5) of Definition 2.5, as seen in Example 2.6, we obtain the diagram of S using elements ofS and arrows
We call the diagram associated with an arrowed binary sequence ABS-diagram. By construction, for each element S of {0, 1} h associated with a DM 1 , we uniquely obtain the bijection π. Note that for all elements t and t ′ ofS, π satisfies that π(t) < π(t ′ ) if t < t ′ and δ(t) = δ(t ′ ). After this, we often identify an element S of {0, 1} h with an arrowed binary sequence (S, δ, π) by an equality. To simplify, for an element t which belongs toS, we write t ∈ S if no confusion can occur.
From this, we mainly use arrowed binary sequences to show the main theorem. Let us define special DM 1 's which correspond to special p-divisible groups H m,n . We will mainly treat DM 1 's which are defined by the direct sum of this DM 1 's.
Definition 2.9. Let (m, n) be a pair of coprime non-negative integers. Put h = m + n. We say a DM 1 N is DM 1 -simple if it is associated with the sequence ({t 1 , . . . , t h }, δ, π), where δ(t i ) = 1 for i = 1, . . . , m and δ(t i ) = 0 otherwise, and the map π is defined by (5) . In other words, we have π(t i ) = t i−m mod h . That kind of DM 1 corresponds to N m,n , and we call this DM 1 simple DM 1 if no confusion can occur.
Here, let us recall binary expansions of terms of a sequence and the direct sum of ordered sequences, which is associated with direct sum of Dieudonné modules introduced in [1, p. 221] . Let N be a DM 1 , and let S = (S, δ, π) be the sequence associated with N . For each term t of S, we define the binary expansion b(t) by b(t) = 0.b 1 b 2 · · · , where b i = 0 if δ(π −i (t)) = 0, and b i = 1 otherwise. For an ordered sequence S, if t < t ′ inS, then b(t) < b(t ′ ) holds. We often denote the binary expansion b(t x ) of t x for b(τ S x ). Next, we define the direct sum S = (S, δ, π) of elements A = (Ã, δ A , π A ) and B = (B, δ B , π B ) of H ′ as follows. We give an order to all terms ofS :=Ã ⊔B by binary expansions of them. We define A ⊕ B to be the triple of the ordered setS, the map δ :S → {0, 1} which is uniquely defined to be δ|Ã = δ A and δ|B = δ B and the map π :S →S which is uniquely defined to be π|Ã = π A and π|B = π B . Then the sequence A ⊕ B = (S, δ, π) also belongs to H ′ . Let M and N be DM 1 's, and let A (resp. B) be the sequence corresponding to M (resp. N ). Then the sequence A ⊕ B corresponds to the direct sum of DM 1 's M ⊕ N . In this paper, we consider the case that M = N m 1 ,n 1 and N = N m 2 ,n 2 , with pairs of coprime non-negative integers (m 1 , n 1 ) and (m 2 , n 2 ). If A = B, we define the direct sum A ⊕ B = (S, δ, π) as follows. PutS = {t 1 , t ′ 1 , t 2 , t ′ 2 , . . . , t h , t ′ h }, where t i (resp. t ′ i ) is a term of A (resp. B). Maps δ and π are canonically induced from A and B.
Example 2.10. Let M = N 2,7 and N = N 5,3 . Let A and B be sequences corresponding to M and N respectively. Then ABS-diagrams of these sequences are given by the following:
Let t 1 be the term of A corresponding to the underlined term in the diagram. Then the binary expansion b(t 1 ) is given by b(t 1 ) = 0.000010001 · · · . In the similar way, we obtain binary expansions of all terms of A and B. We sort all terms by the binary expansions, and the direct sum A ⊕ B is given by the following: Lemma 2.11. Let ξ = (m 1 , n 1 ) + (m 2 , n 2 ) be a Newton polygon satisfying λ 2 < 1/2 < λ 1 . Let N ξ be the minimal DM 1 of ξ. For the above notation, the sequence S associated with N ξ is obtained by the following:
Proof. See [1] , Proposition 4.20.
3 Constructing a specialization using arrowed binary sequences
In this section, we give a method to construct a specialization of a DM 1 using arrowed binary sequences. We introduce some sets which help us to investigate properties of the specialization obtained by this method. These properties are useful for classification of boundary components of central streams given in Section 4.
Some notation for specializations
Here, we prepare some notation for describing a specialization of a DM 1 in arrowed binary sequences. First, we define the length of a sequence. We use some notation of Section 2.2.
Definition 3.1. Let S be a sequence. We define the length of S by
Remark 3.2. If S corresponds to a minimal DM 1 N ξ , then the value ℓ(S) is equal to the length ℓ(w ξ ) for w ξ ∈ J W . In other words, the length of w ξ can be calculated by the above ℓ(S).
Example 3.3. For the sequence A ⊕ B associated with N 2,7 ⊕ N 5,3 , which is constructed in Example 2.10, we have ℓ(A ⊕ B) = 29. In general, for a Newton polygon ξ = (m 1 , n 1 ) + (m 2 , n 2 ) with λ 2 < 1/2 < λ 1 , we obtain the length of the sequence S, where S corresponds to N ξ , by
Let us introduce an operation of sequences which is associated with constructing a specialization of a DM 1 . Definition 3.4. Let N be a DM 1 , and let S = (S, δ, π 0 ) be the sequence corresponding to N . Let t and t ′ be terms of S. Let s and s ′ be the inverse images of t and t ′ by π 0 respectively, i.e., we have π 0 (s) = t and π 0 (s ′ ) = t ′ . We define a map π fromS to itself by π(s) = t ′ and π(s ′ ) = t, and π(a) = π 0 (a) for the others. In other words, we obtain a map π by swapping images of s and s ′ inS. We call constructing this map exchanging terms t and t ′ . To construct an ordered setS ′ , we sort all terms ofS by binary expansions determined by the map π. For the ordered set S ′ , we regard π as a map fromS ′ to itself. Thus we obtain an element S ′ = (S ′ , δ, π) of H ′ . In particular, for the case δ(t) = 0 and δ(t ′ ) = 1 with t < t ′ in the sequence S, let N ′ be the DM 1 corresponding to S ′ . Then N ′ is a specialization of N . If ℓ(S ′ ) = ℓ(S) − 1, then we often denote N ′ and S ′ by N − and S − respectively. We say that an exchanging t and t ′ is a good exchange or good if we have ℓ(S ′ ) = ℓ(S) − 1 for the sequence S ′ which is obtained by exchanging t and t ′ .
The main purpose of this section is to give a method to construct the ordered setS ′ . We construct the map π by exchanging the underlined terms 0 3 and 0 4 . Then we obtain the sequence
Since these terms are ordered by binary expansions of them, we obtain the sequence S ′ by the above.
After this, let N ξ be the DM 1 of ξ, where a Newton polygon ξ = (m 1 , n 1 )+(m 2 , n 2 ) consisting of two segments satisfies λ 2 < 1/2 < λ 1 , i.e., one slope is less than 1/2, and the other is greater than 1/2. Let A and B be sequences corresponding to N m 1 ,n 1 and N m 2 ,n 2 respectively. We often denote by τ A i (resp. τ B i ), with τ = 0 or 1, the i-th term of A (resp. B). Let S be the sequence associated with N ξ . Then S is given by A ⊕ B. Let us consider exchanging 0 A i and 1 B j to construct a specialization. We will classify exchanges satisfying ℓ(S ′ ) = ℓ(S) − 1, i.e., S ′ is associated with a boundary component of N ξ by considering the following three cases:
We will give a method to construct S ′ using arrowed binary sequences. However, in the case (2), we cannot construct S ′ by this method for some sequences S which have a special condition. Thus we construct S ′ by an well known method by binary expansions for such sequences. For N ξ , we suppose n 1 = m 1 + 1 and m 2 = n 2 + 1. Let S = (S, δ, π 0 ) be the sequence corresponding to N ξ . We have then the following ABS-diagram of S:
In this hypothesis, 0 A i and 1 B j are uniquely determined by 0 A m 1 +1 and 1 B m 2 . Note that the diagram satisfies that δ(t) = δ(π −1 0 (t)) for all terms t except these two terms. We exchange underlined terms, and construct a sequence S ′ = (S ′ , δ, π). By construction of S ′ , we have δ(t) = δ(π(t)) for all terms ofS ′ . Hence we obtain binary expansions of terms by b(t) = 0.1010 · · · if δ(t) = 0 and b(t) = 0.0101 · · · otherwise. Therefore, the sequence S ′ is associated with a DM 1 mN 1,1 , with m = m 1 + m 2 . Note that this sequence satisfy that ℓ(S ′ ) < ℓ(S) − 1. Thus we assume that m 1 + 1 < n 1 or n 2 + 1 < m 2 in the case (2) .
Since the case (3) can be regarded as the dual of (1), it is enough to deal with the case (1) and (2) . After this, we make an assumption m 1 < i ≤ n 1 .
Combinatorial method of constructing a specialization
In this section, we give a method of constructing a specialization by combinatorial operations using arrowed binary sequences. The main purpose of this section is to show that this combinatorial operation is well-defined.
Let ξ = (m 1 , n 1 ) + (m 2 , n 2 ) be a Newton polygon satisfying that λ 2 < 1/2 < λ 1 with h r = m r + n r for r = 1, 2. Let N ξ be the DM 1 of ξ. We use notation of Definition 3.4. Let us consider an exchange of 0 A i and 1 B j . We obtain the map π by this exchange. To construct the specialization S ′ , the remaining matter is to obtain the ordered setS ′ . For the ordered set
We regard the map π as the map from S (0) to itself. Then we obtain (S (0) , δ, π) ∈ H. To simplify, we often denote this sequence by S (0) if no confusion can occur. Note that, in general, this sequence does not belong to H ′ . To obtain a specialization S ′ of S, we give a combinatorial method of sorting all terms of S (0) . Definition 3.6. For the sequence (S (0) , δ, π), we define a set T A by
A is a subset of S (0) consisting of all terms of A. Put α n = π n (0 A i ). For a natural number n, we construct a sequence S (n) inductively. For all elements of S (n−1) we set an order to be π(t max ) < α n and there exists no term between these terms, where t max is the maximum term of T (n−1) A , and the others are ordered by the same way as S (n−1) . Thus we obtain an ordered set S (n) . In other words, we define the sequence S (n) by moving the term α n to the right of π(t max ) in S (n−1) . We define
A is the subset of S (n) consists of all terms of A.
We will see that there exists a non-negative integer n A satisfying T (n A ) A = ∅ in Proposition 3.13. For this number n A , we introduce a definition of sets T (n) B as follows.
Definition 3.7. We define the set
and let I be the subset of T
B consisting of elements t satisfying t = 1 A x . Every element t of I is of the form π n (0 A i ) for a natural number n = n(t). Moreover, 1 B j < 1 B x and π(1 B x ) < π(1 B j ) holds for natural numbers x with x < j in S (n A ) . Thus the set
j ) for non-negative integers n. We construct the sequence S (n A +n) for natural numbers n inductively. For the sequence S (n A +n−1) and the set T (n−1) B , we define an ordered set S (n A +n) and a set T (n) B as follows. We set an order to be β n < π(t min ) and there exists no term between these terms, where t min is the minimum term of T (n−1) B , and the others are ordered by the same way as S (n A +n−1) , and we obtain a sequence S (n A +n) . In other words, we obtain the sequence S (n A +n) by moving the term β n to the left of π(t min ) in S (n A +n−1) . We define
(n A +n) | β n < t and π(t) < β n+1 with δ(t) = δ(β n )}.
We can regard δ and π as maps from S (n) to {0, 1} and S (n) to itself respectively. Hence the triple (S (n) , δ, π) is regarded as an element of H for all non-negative integers n. We will show that there exists a non-negative integer n B such that T (n) B = ∅ in Proposition 3.19. Moreover, we will see that S ′ is obtained by S (n A +n B ) in Proposition 3.20.
Example 3.8. Let us see an example of constructing S ′ from S. Let N = N 2,7 ⊕ N 5,3 , and let S denote the sequence associated to N . In Example 2.10, we obtain the diagram associated with N . Let us exchange terms 0 A 6 and 1 B 3 . Then we obtain a sequence S (0) , and the ABS-diagram of this sequence is described as
First, let us see sets T (n)
A . We have the set T (0)
We move the term 0 A 4 to the right of 0 A 5 , and we obtain the following diagram:
We have the set T
(1)
In the similar way, we have S (2) by moving the term 1 A 2 to the right of 0 A 3 , and we see that T
A is empty. Hence we obtain n A = 2. Next, let us see sets T
We move the term 0 B 6 to the left of 1 B 4 which is the minimum term of
Hence we get a sequence S ′ by S (3) . Thus the diagram of S ′ is denoted by the following.
One can check that ordered sequences S ′ and S satisfy that ℓ(S ′ ) = ℓ(S) − 1. It implies that this S ′ associated with a boundary component of N .
To construct a specialization S ′ from S by the above operation, we show some properties of sequences S (n) and sets T (n) A in Lemma 3.9, Proposition 3.10, Corollary 3.11 and Proposition 3.12. We will show that there exists a non-negative integer n such that T (n) A = ∅ in Proposition 3.13. Lemma 3.9. For every non-negative integer n, we define a set Σ n to be consisting of elements t of A satisfying that there exists a term t ′ of S (n) such that t ′ < t and π(t) < π(t ′ ) for
Let us show the assertion by induction on n. The case of n = 0 is obvious. For a natural number n, suppose that Σ n−1 = {α n−1 }. To obtain the sequence S (n) , we define the order π(t max ) < α n , where t max is the maximum term of T (n−1) A . It implies that π(t) < π(α n−1 ) holds for all terms t of T (n−1) A in S (n) . Then α n−1 does not belong to Σ n . Moreover, the other terms of A ⊂ S (n) except α n do not belong to Σ n . Hence we obtain Σ n = {α n }. A is obtained by
A is a subset of S (n) consists of all elements of A.
Proof. We fix a natural number n. Choose a term t of T (n−1) A satisfying that δ(π(t)) = δ(α n ).
Let us see that if π(t) belongs to A, then the set T (n)
A contains π(t). Since α n < π(t) in S (n−1) , we have α n+1 < π(π(t)) in S (n−1) and S (n) . By construction of S (n) , we have π(t) < α n in S (n) . Hence the set T (n) A contains π(t). Conversely, let t be a term of T (n)
A . Let us see that there exists a term t ′ of T (n−1) A such that π(t ′ ) = t. We immediately obtain a term t ′ of S (n) such that π(t ′ ) = t since the map π is bijective. We have to see that t ′ belongs to T (n−1) A . In the sequences S (n) and S (n−1) , we have t ′ < α n−1 in S (n−1) . Moreover, since α n+1 < π(π(t ′ )) holds in S (n) and S (n−1) , we get α n < π(t ′ ). Hence t ′ belongs to T (n−1) A . We apply Proposition 3.10 repeatedly, and we obtain the following:
Corollary 3.11. Let n be a natural number. Then T (n)
A is described as follows:
Proposition 3.12. Let n be a non-negative integer. Then the set T
(n)
A does not contain a term t which is of the form t = π m (0 A i ) with a non-negative integer m for m ≤ n.
Proof. For every non-negative integer n, the set T
A consists of some elements of A.
Hence sets T (n)
A do not contain the element π −1 (0 A i ) which is an element of B. We show the assertion by induction on n. The case of n = 0 is obvious. Assume that sets T 
Proof. In the case of i = n 1 and 1 ≤ j ≤ n 2 , we immediately have T For the above, we obtain the sequence S (n A ) ∈ H and the set T (0)
, where I is the subset of S (n A ) consists of some elements α n = π n (0 A i ) satisfying that 1 B j < α n and α n+1 < π(1 B j ). Here, we show some properties of sets T (0)
B , . . . in Lemma 3.14, Proposition 3.15, Proposition 3.16, Lemma 3.17 and Lemma 3.18 to see that there exists a non-negative integer n such that T Lemma 3.14. Let n ′ be an arbitrary non-negative integer with n ′ ≥ n A . Set n = n ′ − n A . We define a set Σ ′ n to be consisting of elements t of S satisfying that there exists a term t ′ of S (n ′ ) such that t < t ′ and π(t ′ ) < π(t) for
B is not empty, we have then
Proof. A proof is given by the similar way as Lemma 3.9.
Proposition 3.15. Set β m = π m (1 B j ) for all non-negative integers m. Let n be a natural number. The set T (n) B is obtained by
Moreover, this set is described as
B and δ(π m (t)) = δ(β m ) for all m with 0 ≤ m ≤ n}.
Proof. A proof is given by the same way as Proposition 3.10.
Proposition 3.16. Let n be a non-negative integer. If the set T
does not contain a term t which is of the form t = π m (1 B j ) with a non-negative integer m for m ≤ n.
Proof. A proof is given by the similar way as Proposition 3.12.
Lemma 3.17. If 1 ≤ j ≤ n 2 , then all terms t of I satisfy that δ(π 2 (t)) = 0.
Proof. If m 1 and n 1 satisfy n 1 − m 1 > m 1 , then δ(π 2 (t)) = 0 holds for all terms t of A with δ(t) = 1. It suffices to see the case of n 1 − m 1 < m 1 . Assume that there exists a term t of I satisfying δ(π 2 (t)) = 1. We recall that this t is of the form π n (0 A i ) for a non-negative integer n. We denote this term t by t = 1 A r with a natural number r. Put r ′ = r + n 1 − m 1 . We have then B . To show the statement, let us consider two cases depending on the value of δ(π(1 B j )). On the one hand, suppose that δ(π(1 B j )) = 1, and let us see that T (n)
B consists of some elements of B for n ≥ 1. We have T
B with δ(π(t)) = 1} in this assumption. For elements t of I, all terms π(t) do not belong to T (1) B since δ(π(t)) = 0 holds for all terms t of A with δ(t) = 1.
It induces that T (1)
B is a subset of B, whence we see that T (n) B ⊂ B for all natural numbers. On the other hand, suppose δ(π(1 B j )) = 0. Let Λ be the subset of T
B consists of terms t which belong to B. Then T (1) B is described as the union of Λ and π(I). By condition of m 2 and n 2 , for all terms t of Λ, we have δ(π(t)) = 1. Moreover, by Lemma 3.17, we have δ(π(t)) = 0 for all terms t of π(I). We have then T (2) B is a subset of B since δ(π 2 (1 B j )) = 1 in this hypothesis.
B is a subset of B for every natural number n with n > 1. By the above properties, we show Proposition 3.19. By this proposition, we see that specializations S ′ of S are obtained by the combinatorial method. is the minimum term of all terms t in the sequence B satisfying δ(t) = 0. Proposition 3.16 and Lemma 3.18 imply that every term t of T (m−1) B is of the form π(t) = 1 B
x . Therefore we have T (m) B = ∅. Next, let us see the case n 2 < j ≤ m 2 . We divide the proof into two cases depending on whether I is empty.
Suppose I = ∅. For the minimum non-negative integer n satisfies that
is not empty, then
} contains the inverse image of 1 B j . It contradicts with the assumption. Hence we have δ(π(0 A i )) = 0, and then T (n) B = ∅ holds. Suppose I = ∅. If j > n 2 + 1, then the non-negative integer n B is obtained by the number n satisfying that π n (1
is the minimum term of B. It is clear that δ(π(t)) = 0 for all elements t of T (n−1) B
, and we have then T (n) B = ∅. On the other hand, if j = n 2 + 1, then the non-negative integer n B is obtained by the number n satisfying π n (1 B j ) = 1 B n 2 +2 .
After this, for an exchange of 0 A i and 1 B j , we denote by n A and n B the minimum non-negative integers satisfying that T (n A ) A = ∅ and T (n B ) B = ∅. The following proposition implies that the element S ′ of H ′ is obtained by (S (n A +n B ) , δ, π). Hence we obtain a specialization S ′ from S using sequences S (n) , sets T
(n)
A and T (n) B . We state it as a proposition: Proposition 3.20. For the non-negative integers n A and n B , the sequence S (n A +n B ) ∈ H ′ is a specialization of S. B and an arbitrary non-negative integer n, we have δ(π n (t)) = δ(π n (t ′ )). Hence there exists no non-negative integer n satisfying T (n) B = ∅.
Some examples
In Example 3.8, we introduced an example of the exchange of 0 A i and 1 B j with m 1 < i ≤ n 1 and 1 ≤ j ≤ n 2 . Here, let us see examples of the case of n 2 < j ≤ m 2 which are examples of the latter part of Proposition 3.19. 
A = {0 A 7 , 0 A 8 , 0 A 9 } and n A = 2. The sequence S (2) is described as
Then we have I = ∅, and sets T (n)
B are given by
B = ∅. The sequence S ′ is obtained by the following:
Example 3.23. Let N = N 2,7 ⊕ N 5,3 . We exchange terms 0 A 4 and 1 B 4 . Then we get T
} and n A = 1. The sequence S (1) is described as follows: Then I = {1 A 2 }, and we have sets 
Classification of boundary components
In this section, for the arrowed binary sequence S associated with a minimal DM 1 N ξ , we characterize sequences S ′ satisfying ℓ(S ′ ) = ℓ(S)−1. It gives a criterion of boundary components of central streams. Moreover, we show some properties of boundary components using arrowed binary sequences. We will give a proof of Theorem 1.1 in Section 5 using these properties.
Criterion of boundary components
Now, we state the first result (Theorem 4.1). We fix notation. Let N ξ be a minimal DM 1 , where ξ = (m 1 , n 1 ) + (m 2 , n 2 ) with λ 2 < 1/2 < λ 1 , and let S = A ⊕ B be the arrowed binary sequence corresponding to N ξ , where A (resp. B) is the sequence corresponding to N m 1 ,n 1 (resp. N m 2 ,n 2 ). Let S ′ be the sequence obtained by an exchange of 0 A i and 1 B j . For the Newton polygon ξ = (m 1 , n 1 ) + (m 2 , n 2 ) satisfying that n 1 = m 1 + 1 and m 2 = n 2 + 1, we have seen that S ′ obtained by the exchange of 0 A n 1 and 1 B m 2 corresponds to mN 1,1 with m = m 1 + m 2 . It is clear that these S and S ′ does not satisfy ℓ(S ′ ) = ℓ(S) − 1. Hence it suffices to deal with sequences S ′ obtained by the method of Section 3. The main result of this section is To show the above, we divide the problem into three cases depending on conditions of i and j as follows. Definition 4.2. For the sequence S, we denote by S ′ = S ′ (i, j) the ordered sequence obtained by an exchange of 0 A i and 1 B j . We define sets
Let T be the sequence associated with a DM 1 N , and let T d be the sequence associated with the dual N d of N . We call this sequence dual sequence of T . For the above notation, we will give a concrete condition of i and j satisfying that the exchange of 0 A i and 1 B j is a good exchange. Theorem 4.1 follows from this proposition: (ii) For S ′ ∈ H 2 (S), we have ℓ(S ′ ) < ℓ(S) − 1;
(iii) For S ′ ∈ H 3 (S), the formula ℓ(S ′ ) = ℓ(S) − 1 holds if and only if the dual sequences
As an example, for an element S ′ of H 1 (S), we immediately see that 0 A Definition 4.4. For non-negative integers n with n < n A , we define d A (n) by
Moreover, we define ∆ℓ A (n) by
Put ∆ℓ A = n ∆ℓ A (n).
Definition 4.5. Let n ′ be a non-negative integer with n ′ ≥ n A . Put n = n ′ − n A . We define
Moreover, we define ∆ℓ B (n) by
Put ∆ℓ B = n ∆ℓ B (n).
Example 4.6. Let N = N 2,7 ⊕ N 5,3 . In Example 3.8, we exchanged terms 0 A 6 and 1 B 3 . By this exchange, the length of the sequences decrease by four from S to S (0) . We obtain ∆ℓ A = 1 and ∆ℓ B = 2. Thus the length is increased by three from S (0) to S ′ , and eventually we have ℓ(S ′ ) = ℓ(S) − 1. This result coincides with Example 3.8.
For the above definition of d A (n) and d B (n), we obtain Lemma 4.7 and Lemma 4.8 which are used for evaluating values of ∆ℓ A and ∆ℓ B . We recall that I is the subset of T (0) B consisting of terms t satisfying that t belongs to A.
Lemma 4.7. Let S ′ ∈ H 1 (S). Then the following are true:
obtain the desired value. Similarly, we obtain (2) since |T (0)
Lemma 4.8. Let S ′ ∈ H 2 (S). Then the following are true:
Proof. Note that we have T Notation 4.9. For a term t of S (n) with δ(t) = 1, we define ℓ(t, n) by the number of terms t ′ satisfying that t ′ < t and δ(t ′ ) = 0 in S (n) . For instance, we obtain ℓ(S (n) ) by t ℓ(t, n).
We will give a criterion of boundary components in Proposition 4.3 and Theorem 4.1 by comparing values of d A (n) and ∆ℓ A (n), or d B (n) and ∆ℓ B (n) using Lemma 4.7 and Lemma 4.8. In Proposition 4.10, we will see that ∆ℓ A (n) (resp. ∆ℓ B (n)) equal to d A (n) (resp. d B (n)) in some cases. We compare two values in the following three propositions. Proposition 4.10. Let n be a non-negative integer. Put α = π n+1 (0 A i ) and β = π n+1 (1 B j ). The following holds:
Concretely, if δ(α) = 0 (resp. δ(α) = 1), we have then ∆ℓ A (n) ≤ 0 (resp. ∆ℓ A (n) ≥ 0), and if δ(β) = 0 (resp. δ(β) = 1), we have then ∆ℓ B (n) ≥ 0 (resp. ∆ℓ B (n) ≤ 0).
Proof. We fix a non-negative integer n, and let us see the equation (6) . In the similar way, we can obtain the equation (7). We divide the proof into two cases depending on the value of δ(α). First, suppose δ(α) = 0. If π(T
(n)
A ) does not contain 1 B j , then it follows from Proposition 3.12 that all terms t of π(T A ) satisfy δ(t) = 0 except 1 B j , whence we have d A (n) = 1. Then ℓ(1 B j , n+1) = ℓ(1 B j , n)−1 holds. Moreover, ℓ(t, n+1) = ℓ(t, n) holds for the other terms, whence we have ∆ℓ A (n) = −1. Next, let us see the case of δ(α) = 1. By construction of S (n+1) , it is clear that ℓ(α, n + 1) = ℓ(α, n) + r, where r = #{t ∈ T (n) A | δ(π(t)) = δ(α)}. Moreover, ℓ(t, n + 1) = ℓ(t, n) holds for the other terms t. Clearly we have d B (n) = r. Hence we get desired equality for the case of δ(α) = 1. This completes the proof. A does not contain the inverse image of 1 B j for all n. Proof. By the condition m 1 < i ≤ n 1 , in sequences S (n) , the inverse image of 1 B j is obtained by 0 A i+m 1 . We fix a non-negative integer n with n < n A . Put α = π n+1 (0 A i ). In the sequence S (n+1) , the term α is located in the right of terms of π(T 
A and δ(π(t)) = δ(α)}. We immediately obtain |Ξ| = d A (n). Proposition 4.10 concludes that ∆ℓ A (n) = d A (n).
Assume that there exists a non-negative integer n such that T
A contains 0 A i+m 1
. We divide the proof into two cases depending on the value of δ(α). First, if δ(α) = 0, it follows from ℓ(1 B j , n + 1) = ℓ(1 B j , n) − 1 that ∆ℓ A (n) = −1. On the other hand, as
is obtained by
A , with δ(π(t)) = 0 or π(t) ∈ B}. It is clear that Ξ ′ contains 1 B j in this hypothesis. We have d A (n) = |Ξ ′ |. On the other hand, since δ(1 B j ) = δ(α), we have ℓ(α, n + 1) = ℓ(α, n) + (|Ξ ′ | − 1), and it implies that ∆ℓ A (n) = |Ξ ′ | − 1. Hence we get ∆ℓ A (n) < d A (n). Proposition 4.12. For all non-negative integers n, an inequality ∆ℓ B (n) ≤ d B (n) holds. Moreover, for 1 ≤ j ≤ n 2 , the equality holds for all n if and only if Proof. For all j, the inequality follows from Proposition 4.10. To see the latter part, we treat the case of 1 ≤ j ≤ n 2 . In this hypothesis, in sequences S (n) , the inverse image of 0 A i is obtained by 0 B for all n, then we can show that the equality ∆ℓ B (n) = d B (n) holds in the similar way as Proposition 4.11.
Let us see the converse. Put β n = π n (1 B j ) for non-negative integers n. We assume that T for a non-negative integer n. By the condition n 2 /h 2 < 1/2 with h 2 = m 2 + n 2 , we have δ(t) = 0 and δ(π(t)) = 1 for all elements t of T (n)
. Moreover, we have δ(β n ) = 0 and δ(β n+1 ) = 1. To obtain the sequence S (n A +n+1) , we set β n+1 < π(t min ), where t min is the minimum term of T (n) B . We have then ∆ℓ B (n) = −1 since ℓ(β n+1 , n + 1) = ℓ(β n+1 , n) − 1 and ℓ(t, n+1) = ℓ(t, n) for the other terms t of S (n A +n+1) . On the other hand, we have d B (n) = 1. In fact, T B satisfying t ∈ B. Note that δ(β 2 ) = 1 in this hypothesis. We have δ(π(t)) = 1 for every term t of Λ. Moreover, Lemma 3.17 implies that δ(π(t)) = 0 for every term t of π(I). 
Proof of Proposition 4.3 (i). We have ℓ(S (0) ) − ℓ(S) = −(n 1 − i + j). Note that if there exists no non-negative integer n such that T (n)
A contains the inverse image of 1 B j , then I = ∅ holds. In addition to the above, if there exists no non-negative integer n such that T (n) B contains the inverse image of 0 A i , then Lemma 4.7, Proposition 4.11 and Proposition 4.12 imply that ∆ℓ A = n 1 − i and ∆ℓ B = j − 1. Hence we have ℓ(S ′ ) − ℓ(S (0) ) = n 1 − i + j − 1, and ℓ(S ′ ) = ℓ(S) − 1 holds.
Suppose that there exists a non-negative integer n such that T
(n)
A contains the inverse image
contains the inverse image of 0 A i . If I = ∅, then we have ∆ℓ A < n 1 − i or ∆ℓ B < j − 1. Since ℓ(S (0) ) − ℓ(S) = −(n 1 − i + j), we have ℓ(S ′ ) < ℓ(S) − 1. On the other hand, if I = ∅, then we have ∆ℓ A ≤ n 1 − i − |I|. Moreover, by the proof of Proposition 4.12, as there exists a non-negative integer m such that ∆ℓ B (m) = −|I|, we have ∆ℓ B (n) ≤ j − 1. Hence we have ℓ(S ′ ) < ℓ(S) − 1.
Proof of Proposition 4.3 (ii). In this case, the set T (0)
A is given by T (0)
By the condition of i, the set T Let us distinguish exchanges satisfying ℓ(S ′ ) = ℓ(S) − 1 for S ′ ∈ H 3 (S). We use the duality to consider this case. Let N = N ξ be a DM 1 with a Newton polygon ξ = (m 1 , n 1 ) + (m 2 , n 2 ) satisfying that λ 2 < 1/2 < λ We want to determine boundary components of N ξ with arbitrary Newton polygons ξ. If Conjecture 4.13 is true, then the two segments case is essential for classification of boundary components of N ξ . 
for a natural number n.
Some properties of boundary components
Here, we introduce some notation and properties of good exchanges useful for constructing the Newton polygon ζ from a boundary component of N ξ to N ζ with ζ ≺ ξ is saturated. Theorem 4.1 and Proposition 4.3 implies that it suffices to deal with sequences of H 1 (S) to study boundary components of the central stream. After this, in this paper, we make an assumption that m 1 < i ≤ n 1 and 1 ≤ j ≤ n 2 . Note that if an exchange of 0 A i and 1 B j is good, then non-negative integers n A and n B satisfy that π n A (0 A i ) = 1 A m 1 and π n B (1 B j ) = 0 B m 2 +1 . By Theorem 4.3, for a good exchange, sets T 
We often regard C ′ and D ′ as the set of natural numbers i and j satisfying the above property. 
Lemma 4.16. For a non-negative integer
) has the maximum term 1 A m 1 (resp. the minimum term 0 B m 2 +1 ). Proof. Let us see the case of d A (n) > 0. We can show the case of d B (n) > 0 in the similar way. Fix a non-negative integer n. Put α = π n (0 A i ). Clearly, if δ(α) = δ(π(α)) = 0, then δ(π(t)) = δ(π(α)) holds for all elements t of T (n)
A . Moreover, if δ(α) = 1, we have then δ(π(α)) = δ(π(t)) = 0 for all terms t of T (n)
A . It implies that d A (n) = 0 holds in these cases. Hence it suffices to see the case that δ(α) = 0 and δ(π(α)) = 1. Then we have π(T (n)
Proposition 4.17. For a non-negative integer n such that n < n A and the natural number a satisfying that π n (0 A i ) = τ A a with τ = 0 or 1, the set T
(n)
A is obtained by
where u = |T (n)
A |. Similarly, for a non-negative integer n with n < n B and the natural number b satisfying π n (1 B j ) = τ B b , the set T 
Proof. Let us see sets T (n)
A . Note that we have I = ∅ in this hypothesis, and we can see the latter statement in the similar way. We use induction on n. Clearly the statement holds for n = 0. Fix a natural number n. We have T (n)
If T ′ = ∅, we clearly have the property for T (n)
A . Suppose that T ′ = ∅. By Lemma 4.16, we see T
This completes the proof.
Constructing good specializations
In this section, we will show a proposition which is a key step of constructing a specialization from a boundary component of the minimal DM 1 N ξ to a minimal DM 1 N ζ with ζ ≺ ξ is saturated. For the DM 1 N ξ and its sequence S, we say a specialization of N ξ is a boundary component if the sequence S ′ associated with the specialization satisfies ℓ(S ′ ) = ℓ(S) − 1, and we denote this specialization by N − ξ . The main purpose of this section is Proposition 5.1. Let ξ = (m 1 , n 1 ) + (m 2 , n 2 ) be a Newton polygon satisfying λ 2 < 1/2 < λ 1 , where λ 1 = n 1 /(m 1 + n 1 ) and λ 2 = n 2 /(m 2 + n 2 ). Let N ξ be the DM 1 of ξ. 
where ρ = (a, b) is a Newton polygon and ρ is uniquely determined by ξ so that the area of the region surrounded by ξ, ξ ′ and ρ is one. The diagram of these Newton polygons is described as one of the following:
For the above statement, we will determine the diagram of Newton polygons in Proposition 5.2 dividing the cases into the conditions of ξ. We use notation of Section 4. In addition to it, we fix notation as follows: For the sequence S = A ⊕ B associated with the DM 1 N ξ , let N − ξ be the DM 1 obtained by a good exchange of 0 A i and 1 B j , and let S − be the sequence corresponding to N − ξ . Since we can use the duality of DM 1 's for S − ∈ H 3 (S), it suffices to see the case that S − belongs to H 1 (S). Hence we assume that m 1 < i ≤ n 1 and 1 ≤ j ≤ n 2 . Theorem 1.1 holds by induction using Proposition 5.1. In Proposition 5.2, we concretely give an operation to obtain N −− ξ satisfying the equality (8) , and Proposition 5.1 immediately follows from this proposition. 
Proof of the former part of Proposition 5.2
Let us see the former part of Proposition 5.2. Assume n 1 > m 1 + 1. By construction of S − , we have 0 A i−1 < 1 B j in this sequence. In fact, it is clear that 0
is true in S − , then there exists a natural number n with n < n A such that π n (0 A i ) = 0 A i−1 . Then T 
and we call this diagram a path. with n ≤ n A .
Proof. By the condition n 1 − m 1 > 1, for h = m 1 + n 1 , we have h > 2. First, to show the former statement, let us see that the non-negative integer n A is not greater than h − 2. For a good exchange, the non-negative integer n A satisfies that π n A (0 A i ) = 1 A m 1 . We clearly have n A < h. If n A = h − 1, we have then i = h. It contradicts with the condition of the natural number i. Hence we have n A ≤ h − 2.
In the sequence A which is associated with N m 1 ,n 1 , binary expansions of 1 A m 1 and 0 A m 1 +1 are given by
For terms 0 A i and 0 A i+1 of S − , we have two paths as follows:
It is clear that 0 A i+1 belongs to T
A . Moreover, the above binary expansions and Corollary 3.11 induces that π n (0 A i+1 ) belongs to the set π(T (n−1) A ) for every natural number n with n ≤ n A . In particular, we apply this property for n = n A , and we have 0 A m 1 +1 ∈ π(T Let us see the latter statement. Suppose that there exists a non-negative integer n with n ≤ n A satisfying that π n (0
is true in this hypothesis, then we have a contradiction with the former statement, and this completes the proof. Suppose that
) contains the term π n (0 A i ). It implies that the set T (n A −1) A contains the term π n−1 (0 A i ). Proposition 3.12 concludes that it is a contradiction, and hence 1 A m 1 < 0 A m 1 +1 holds.
In the similar way, we obtain the following assertion which is used in the proof of the latter part of Proposition 5.2. We state it as follows.
Proposition 5.5. For a good exchange of 0 A i ∈ C ′ and 1 B j ∈ D, we have 0 B m 2 +1 < 1 B m 2 in the sequence S − . Moreover, there exists no non-negative integer n such that π n (1 B j ) = 1 B m 2 with n ≤ n B .
Definition 5.6. For the sequence A associated with N m 1 ,n 1 , we define sub-paths P and Q of A by the following:
Clearly A is a disjoint union of P and Q as sets.
The above paths P and Q are useful. For instance, in the case (a) of Proposition 5.2, the path P appears as the sequence associated with the DM 1 N ρ of Proposition 5.1. Moreover, the path Q has the following property:
Proof. Suppose that there exists an element 0 A i of C which belongs to P . Then there exists a natural number n such that π n (0 A i ) = 0 A m 1 +1 with n < n A . It contradicts with the latter statement of Proposition 5.4.
Here, let us consider the construction of the sequence obtained by the exchange (a) or (b) of Proposition 5.2. For an exchange of 0 A i and 1 B j , the sequence S − is described as the following diagram:
First, let us consider the case (a). By this exchange, images of 0 A 2m 1 +1 and 0 A 2m 1 are switched, and we obtain the sequence which consists of two components as follows: are switched, and we obtain the sequence which consists of two components:
Note that the latter component contains terms π n (0 A i ) for all non-negative integers n with n ≤ n A . The former component corresponds to simple DM 1 since this cycle consists of some elements of A. First, we consider the case that C is not empty. We set an order of the set C which plays an important role.
Notation 5.8. For natural numbers x with 1 ≤ x ≤ |C|, let 0 A ix denote an element of C for the path
Here, we give a characterization of the "first" element 0 A A contains 0 A m 1 +1 for a non-negative integer n, then π n+1 (0 A i ) < 1 A 1 holds. It is a contradiction. To see that t c belongs to C, we consider an exchange of t c and 1 B j with 1 B j ∈ D ′ . To lead a contradiction, assume that T
(n)
A contains the inverse image t of 1 B j for π : S (0) → S (0) . In the sequence A, this t is the inverse image of t c . It is clear that t belongs to Q. By Corollary 3.11, there exists an element t ′ of T
(0)
A such that π n (t ′ ) = t. By definition of t c , and since elements 1 A m 1 and 0 A n 1 belong to P , elements τ A x of Q between 0 A m 1 +1 and t c satisfies x < m 1 or n 1 < x.
It implies that these elements do not belong to T (0)
A ⊂ {0 A m 1 +1 , . . . , 0 A n 1 }. Hence t ′ belongs to P , and hence the path from t ′ to t through 0 A m 1 +1 . It contradicts with the above property.
Definition 5.10. We define C 1 (resp. C 2 ) to be a subset of C ′ consists of elements i of C ′ satisfying that for N We denote by S ′′ the sequence obtained by (a) or (b) of Proposition 5.2 for S − . By the above, we see that the sequence S ′′ consists of two components, and a component of S ′′ is associated with N ρ . Let Γ be the other component of S ′′ . To show C 1 ∪ C 2 = C ′ , we give a condition that an element t of C ′ belongs to C 1 or C 2 in Proposition 5.11. In the proof of this proposition, we give a method of determining the structure of the sequence Γ. Let N be the DM 1 associated with Γ. Then S ′′ corresponds to N ⊕ N ρ . Proposition 5.11. Let S − be the sequence obtained by exchanging 0 A i and 1 B j . If Γ contains no term t satisfying that 0 A m 1 +1 < t < 1 A m 1 (resp. 0 A i−1 < t < 1 B j ) in S − , then i belongs to C 1 (resp. C 2 ).
Proof. Let us see the case that we obtain S ′′ by exchanging 0 A m 1 +1 and 1 A m 1 . The other case is shown by the same way. For the sequence S − = (S ′ , δ, π ′ ), we exchange 0 A m 1 +1 and 1 A m 1 , and we obtain the sequence S ′′ consisting of two components. A component of this sequence corresponds to N ρ with ρ = (a, b) satisfying an 1 − bm 1 = 1. To see that there exists a Newton polygon ξ ′ such that N = N − ξ ′ , we consider exchanging 1 B j and 0 A i in the other component Γ of S ′′ . We regard the map π ′ on S − as the map from Γ to itself. By the exchange, we obtain a map π on Γ swapping images of π ′−1 (1 B j ) and
Here, we define sets with a natural number n, we define a sequence Γ (n) by sorting terms of Γ (n−1) as follows. We set an order of Γ (n) to be α n < π(t min ) is adjacent, i.e., there exists no element between these elements, and the other elements are ordered in the same way as Γ (n−1) , where t min is the minimum term of U (n−1) A . In other words, in the sequence Γ (n−1) , we move the term α n to the left of π(t min ) to construct Γ (n) . We define a set
By hypothesis, we have U
A \ S ρ for all n, where S ρ is the sequence associated with N ρ . Hence there exists the smallest integer n ′ A such that U
and sets U , we define Γ (n ′ A +n) by sorting terms of Γ (n ′ A +n−1) as follows. We set an order of Γ (n ′ A +n) to be π(t max ) < β n is adjacent, and the other elements are ordered in the same way as Γ (n ′ A +n−1) , where t max is the maximum term of U (n−1) B
. In other words, to obtain the sequence Γ (n ′ A +n) , we move the term β n to the right of π(t max ). We define a set U (n) B = {t ∈ Γ (n) | t < β n and β n+1 < π(t), with δ(t) = δ(β n )}.
By hypothesis, we have U We exchange terms 0 A 3 and 1 A 2 , and we obtain N −− ξ by the following diagram which is decomposed into two cycles:
It is clear that the latter component is associated with the simple DM 1 N 1,3 . Let us see the former component N . We exchange terms 1 B 3 and 0 A 6 , and we obtain the following diagram.
Clearly the former summand is associated with N 1,4 . We sort terms of the latter summand by binary expansions. For notation of Proposition 5.11, we have U A ) has the maximum term 0 A i−1 . In fact, the term t is obtained by t = π n+1 (0 A i ).
We consider the case C = ∅. Then for notation of Lemma 5.9, we have the term i 1 of C. To apply Proposition 5.11, it is important to study elements between 0 A m 1 +1 and 1 A m 1 . To deal with these elements, the following set and the element of C given in Proposition 5.15 are useful.
Notation 5.14. For an element 0 A i of C ′ , we often denote by T
(n)
A,i sets T
A to avoid confusion. Moreover, we often write n A , which is the smallest number of satisfying T (n A )
A,i } n=0,...,n A with 0 A i ∈ C, we set
).
This set consists of all terms t satisfying 0 A m 1 +1 ≤ t < 1 A m 1 in S − .
Proposition 5.15. Put i = n 1 −γ, with γ = |T i 1 |. Then this i belongs to C. Moreover, T i 1 = T i holds.
Proof. Since T ix is contained in {0 A m 1 +1 , . . . , 0 A n 1 }, we have |T ix | < n 1 − m 1 for all i x ∈ C. Hence we have m 1 < i < n 1 , and δ(τ A i ) = 0 holds. To show that 0 A i belongs to C, it suffices to see that there exists a natural number m such that T (ii) For all n with n < n A,i d , we have |T
(iii) For all x and n with n < n A,ix , we have |T
Proof. Let us see (i). By assumption, there exists a natural number n such that π n (0 A ix ) = 0 A iy and n < n A,ix . We have then T (n)
A,iy holds for all non-negative integers m, and it induces the desired relation.
It is clear that |T 
By (i) and definition of γ, we have |T ix | ≥ γ for all x. Moreover, it is clear that |T
A,ix | ≥ |T ix | for all n and x. Hence we see (iii).
To see (iv), we fix a natural number x satisfying x > d. It suffices to see that q := |T A,ix | is greater than γ. Suppose that q = γ. Then there exists the minimum non-negative integer u such that |T 
Let us consider the path: We fix notation of the non-negative integer d ′ , and we give a proof of Proposition 5.16 as follows.
Proof of Proposition 5.16. For the sequence S − , let Γ and S ρ be components given by an exchange of terms 0 and 1 in S − , where S ρ is the sequence associated with N ρ . Let us see the case (1) of Proposition 5.16. Note that S ρ obtained by the exchange of 0 A m 1 +1 and 1 A m 1 consists of all elements of P . We recall that T ix is the set which consists of terms t satisfying that 0 A m 1 +1 ≤ t < 1 A m 1 in S − . To apply Proposition 5.11, we will show that if x ≤ d, then all terms of T ix except 0 A m 1 +1 belong to S ρ for the exchange of 0 A m 1 +1 and 1 A m 1 . By Proposition 5.17 (v), it suffices to show that each element of Q except 0 A m 1 +1 does not belong to T i 1 . In fact, this claim induces that all elements of T i 1 belong to P = S ρ . We put two sub-paths ω 1 and ω 2 of Q as follows:
It follows from Proposition 3.12 that every element, which is of the form π m (0 A i 1 ) with m < n A,i 1 , of ω 2 does not belong to T i 1 . The property, which is given in Lemma 5.9, of i 1 implies that all elements of ω 1 except 0 A m 1 +1 do not belong to T i 1 which is a subset of {0 A m 1 +1 , . . . , 0 A n 1 }. Next, let us see the case (2). We consider the exchange of 0 A i−1 and 1 B j in S − . By Proposition 5.11, it suffices to show that if x > d, then there exists no term t between 0 A ix−1 and 1 B j in S − . We fix a natural number x with x > d. Then clearly x > d ′ holds. To lead a contradiction, let us suppose that there exists a term between 0 A ix−1 and 1 B j in the sequence S − . By Proposition 5.13, then there exists a non-negative integer v such that 0 A ix−1 is the maximum term of
..,n A and T i d , let Φ be the path consisting of maximum terms of these sets:
We define a non-negative integer m ′ to be T 
Proof of the latter part of Proposition 5.2
Here, let us see the remaining case n 1 = m 1 + 1 for ξ = (m 1 , n 1 ) + (m 2 , n 2 ), and we will give a proof of the latter part of Proposition 5.2. The discussion of this proof is given by the same way as the proof of the former part of this proposition. As we have seen in Proposition 5. We have then j 1 = n 2 .
Proof. For the former part, we see that there exists no non-negative integer n with n ≤ n B such that π n (1 B j ) = 1 B m 2 for every element 1 B j of D by the same reasoning as Proposition 5.4. A proof is given by the same way as Lemma 5.7.
Let us see the latter part. By the former part, if 1 B n 2 belongs to D, then clearly we have j 1 = n 2 . Suppose that the set T , we have bm 2 − an 2 = 1. In the same way as Proposition 5.11, we have the property: If there exists no term t of Γ satisfying that 0 B m 2 +1 < t < 1 B m 2 (resp. 0 A i < t < 1 B j+1 ) in S − , then 1 B j belongs to D 1 (resp. D 2 ). First, let us show the statement (1). We have properties (i) If x < y, then Z jx ⊂ Z jy holds;
(ii) For all n with n < n B,je , we have |Z (iii) For all j x and all n with n < n B,jx , we have |Z (2) . We define a non-negative integer e ′ to be the maximum number of the set {x ∈ N | 1 B jx+1 belongs to T (n) B,je for n = n(x)}. If this set is empty, then we define e ′ = 0. By the same way as Proposition 5.18, we have e ′ ≤ e. For these notation, a proof is obtained by the same way as the proof of Proposition 5.16 (2) . Finally, we prove Theorem 1.1.
Proof of Theorem 1.1. It suffices to show that for a boundary component of the DM 1 N ξ with ξ = (m 1 , n 1 )+(m 2 , n 2 ), there exists a Newton polygon ζ such that N ζ appears as a specialization of N ξ , and ζ ≺ ξ is saturated. We give a proof of the assertion by induction on ξ using Proposition 5. 
