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ABSTRACT
This dissertation concerns the development of an improved algorithm for the inter-satellite
radiometric calibration (XCAL) for cross track scanning microwave radiometers in support of
NASA’s Global Precipitation Mission (GPM). This research extends previous XCAL work to
assess the robustness of the CFRSL “double difference” technique for sounder X-CAL. In this
work, using a two-year of observations, we present a statistical analysis of radiometric biases
performed over time and viewing geometry.
In theory, it is possible to apply the same X-CAL procedure developed for conical-scanning
radiometers to cross-track scanners; however the implementation is generally more tedious. For
example, with the cross-track scan angle, there is a strong response in the observed Tb due to
changes in the atmosphere slant path and surface emissivity with the Earth incidence angle. For
ocean scenes this is trivial; however for land scenes there is imperfect knowledge of polarized
emissivity. However, for the sounder channels the surface emissivity is not the dominant
component of top-of-the-atmosphere Tb, which is a mitigating factor. Also, cross-track scanners
introduce changes in the radiometer antenna observed polarization with scan angle. The resulting
observation is a mixture of un-polarized atmospheric emissions and vertical and horizontal
polarized surface emissions. The degree of polarization mixing is known from geometry;
however, reasonable estimates of the surface emissivity are required, which complicate over land
comparisons. Finally, the IFOV size monotonically increases over the cross-track scan. Thus,
when inter-comparing cross-track scanning radiometers, it will be necessary to carefully consider
these effects when performing the double difference procedure.
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CHAPTER 1: INTRODUCTION

In the study of climate and global water cycle, precipitation is a major factor since it is not
homogenous and changes with time, making the retrieval of precipitation a challenging task. The
measuring the precipitation is done with ground based and space-borne instruments. Ground
based instruments are sparse, they can look at point sources, and measure the precipitation at a
specific location, but there are not enough gauges around the world, and we could gather all the
gauges around the world, they would fit into an area about the size of two basketball courts. But
space-borne measurements enable us to provide a much more global picture [1].
Monitoring the precipitation using the Space-borne Instruments has been done during the past
several decades and the methods are improving continuously. The Precipitation Measurement
Mission’s (PMM) program supports scientific research, algorithm development, and groundbased validation activities for the precipitation measurements [1].
In order to be able to obtain global precipitation measurements a satellite constellation is
required to provide the necessary spatial/temporal sampling.

1.1 Principle of Radiometric Measurements
The earth's surface, ocean, and atmosphere emit and absorb Microwave (MW) radiation. The
amount of radiation a microwave radiometer receives is called brightness temperature. Several
atmospheric gases provide specific absorption features which can be used to derive the
1

information about the abundance and structure of atmospheric components. For example, the
oxygen absorption line around 60 GHz is used to derive temperature profiles, or the water vapor
absorption line around 22.235 GHz, is used to observe the vertical profile of humidity. Other
significant absorption lines are found at 118.75 GHz for oxygen absorption and at 183.31GHz
for water vapor absorption, used for water vapor profiling. Figure 1-1 shows the microwave
spectrum of atmospheric transmissivity for different atmospheres [2]. The black lines show the
transmissivity for a standard atmosphere at mid latitude, the blue line presents the transmissivity
in polar region with dry atmosphere and cold surface temperature, and the red line represents the
transmissivity in tropical regions with high humidity and high surface temperature.

Figure 1-1: Microwave spectrum of atmospheric transmissivity for different atmospheres
(surface temperatures and integrated water vapor content) [2].

2

In addition, there are also contributions by hydrometeors like liquid drops and ice particles.
Liquid water emission increases with frequency; hence, measuring at two frequencies, typically
one close to the water absorption line at 22.235 GHz and one in the nearby window region
dominated by liquid absorption provides information on both the columnar amount of water
vapor and the columnar amount of liquid water separately [3].
Also, larger rain drops as well as larger frozen hydrometeors like snow and hail, scatter
microwave radiation especially at frequencies higher than 90 GHz. These scattering effects can
be used to distinguish between rain and cloud water content exploiting polarized measurements
[4], but also to constrain the columnar amount of snow and ice particles from space and from the
ground [5, 6]. Therefore, in addition to absorption bands, frequencies in window bands are used
in microwave remote sensing as well. Moreover, microwave radiometers built and launched by
different space agencies have widely varying specifications, which should be considered in the
retrievals of precipitations.

1.2 Inter-calibration Description
All physical measurements are subject to random and systematic errors, and satellite
microwave radiance measurements are no exception. These errors can be classified into
radiometric and geometric errors [7]. There are a number of methods to quantify the radiometric
errors in microwave measurements, such as validation using airborne observations [8] and intercalibration with similar instruments [9], which is our focus.
Radiometric inter-calibration begins with prescreening of the Tb’s for each single sensor for
self-consistency to identify and correct the systematic biases across the scan or along the orbit
path. Brightness temperature images of the surface observations are the most obvious test, and
3

one- and two-dimensional histograms allow us to examine a large volume of data to identify
anomalous outlier Tb’s. Every sensor, particularly one in the early stages of analysis, will have
outliers.
To provide unified estimates of precipitation, from microwave radiometers built and launched by
different space agencies with widely varying specifications and capabilities, requires that the
input brightness temperatures (Tb) be physically-consistent between sensors. This means that
differences in the observed Tb between sensors should agree with the expected differences based
on radiative transfer model simulations that account for variations in the observing frequencies,
channel bandwidths, view angles, etc. Properly accounting for sensor differences is critical to
producing consistent precipitation estimates between radiometers and the only way to ensure that
observed changes in precipitation are real and not the result of sensor calibration issues.
Previous work focused on inter-calibration of nearly identical copies of the Special Sensor
Microwave/Imager (SSM/I) instruments on board the Defense Meteorological Satellite Program
(DMSP) spacecraft [10]. The following efforts have focused on extending the DMSP data record
[11-13], including latest more efficient sensors for robust long-term data records [14-16], and
analyzing calibration differences with cross-track water vapor sounding radiometers [9, 17]
The PMM inter-satellite radiometric calibration (XCAL) working group is a vital part of the
PMM science team, which supports the passive microwave precipitation retrieval algorithm team
and which ensures a high quality Tb product to the science team at large. Established in 2007,
this team presently consists of four principal university subgroups, namely: University of Central
Florida, University of Michigan, Colorado State University, and University of Texas A&M, who
collaborate in the inter-satellite radiometric calibration of the GPM constellation microwave
radiometers. Because the deliverables of this working group are derived on a consensus basis, it
4

is necessary to have several investigators working independently and comparing their results in
frequent workshops to produce acceptable results.
As a charter member of the PMM X-CAL working group, the Central Florida Remote Sensing
Lab (CFRSL) has developed an unique approach to perform radiometric inter-calibration
between satellite radiometers. When two satellite radiometers simultaneously view the same
earth scene, generally they have similar, but not identical, observation parameters such as
frequency, polarization and viewing angle. To accommodate these differences, we have
developed a robust brightness temperature normalization algorithm, which predicts the Tb
observations from one satellite, based on the observations of another [18]. Based upon our
analysis of the dynamic nature of atmosphere, ocean and land parameters, this restricts intercomparisons to time windows of ± 1 hr and spatial collocations of 100 km.

1.3 Global Precipitation Measurement Mission
The Global Precipitation Measurement (GPM) mission uses both passive and active microwave
instruments in order to measure the precipitation globally with high precision. This mission
consists of nine satellites, provided by partnership of United States, Japan, India and Europe, and
it is the follow-on mission of Tropical Rainfall Measuring Mission (TRMM). This joint effort
between the Japan Aerospace Exploration Agency (JAXA) and the National Aeronautics and
Space Administration (NASA), to measure the rain over the tropics, was launched on November
27, 1997 by JAXA from Japan. TRMM used both passive (PWM) and active microwave
measurements. For the PWM measurements, the sensor was the TRMM Microwave Imager
(TMI) and for the active measurements the sensor was the Precipitation Radar (PR). This

5

mission provided over 17 years of valuable precipitation observations that ended on April 2015
[1, 19].
Since the GPM launch in February 2014, a new satellite constellation continues and improves
global precipitation measurements. In order to have consistent measurements, there is a need to
reduce errors in global rainfall estimates associated with temporal/spatial sampling by using this
constellation of satellites. The XCAL goal is to remove all the instrumental effects like gain
drifts, and perform periodic, on orbit radiometric calibrations in the constellation.
Figure 1-2 presents the satellites in the GPM constellation that comprise an international effort to
measure rain and snow globally every three hours. The goal is to advance space-borne
precipitations measurements, improving the knowledge of freshwater availability and water
cycle and its link to climate change, providing new insights into large-scale atmospheric
processes like storm structures, improving forecasting abilities for natural hazards like floods and
droughts, and improving agricultural crop forecasting [20].
In this constellation, GPM Core Observatory serves as a transfer standard for the brightness
temperature calibration. Like TRMM, the GPM core observatory carries both active and passive
remote sensors; namely, the GPM Microwave Imager (GMI) and the Dual-Frequency
Precipitation Radar (DPR), but both instruments are more capable than TRMM. For example, the
diameter of antenna in the GMI is twice that of TMI and the precipitation radar is dual-frequency
which can provide improved three dimensional distributions of precipitation. GMI is a conical
scanner, and it has 13 channels from 10 GHz to 183 GHz.

6

Figure 1 -2 Illustration of the multiple precipitation measurement satellites which comprise the
GPM constellation [1].

A snapshot of the spatial coverage (for a single orbit for a typical day) provided by the conicallyscanning and the cross-track scanning microwave radiometers in the GPM constellation [21] is
shown in Fig. 1-3. For these satellite orbits, the low inclination orbits of the TRMM and GPM
satellites results in regular daily intersect with all the sun-synchronous polar-orbiting spacecraft.
Also, because of their wide swath and the inclination of the polar orbits that provide high
latitudes coverage, these radiometers provide the majority of desired 3-hourly global sampling
requirements for the GPM constellation [19], [21].

7

Figure 1-3: Coverage provided by a single orbit from the GPM microwave constellation [21].

The inter-calibration (XCAL) of microwave radiometer channels using GMI is a challenging
task. In the GPM constellation there is a combination of different sensors, and the goal is to
8

make consistent brightness temperature measurements between the constellation members. In
this dissertation, the main focus is on the radiometric calibration of higher frequency channels in
the GPM constellation. In the next generations of rain retrievals algorithms which are more
precise, the importance of higher frequencies is increasing. Inter-calibration channels of conical
scanning imagers (or channels lower than 89 GHz) have been done successfully over years, but
the calibration of high frequencies channels (higher than 89 GHz) or sounders is more
challenging. For these calibrations, there are combinations of different type of scanning methods,
and the radiative transfer atmospheric and surface emissivity models are less well defined, which
makes the calibration of these channels more challenging.

1.4 Dissertation Objective and Overview
The purpose of this dissertation is to provide a robust radiometric calibration approach for
sounder microwave radiometers in the GPM constellation. This addresses the challenges in the
calibration of both cross-track and conical scanner geometries by characterizing scan
dependency, investigation of the calibration dependence on brightness temperature, and
analyzing calibration variability and dependence on geometry and temporal variations. Also,
issues in the inter-calibration of high frequency channels have been identified and mitigation
strategies are evaluated. Inter-Calibration methods are developed and applied to radiometers on
both cross-track scanning and conical scanning instruments within the GPM constellation.
This dissertation is organized as follows: Chapter 2 discusses the Double Difference Technique,
the radiative transfer model, and environmental parameters used (especially the importance of
the relative humidity component); Chapter 3 describes different type of sensors and calibration
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techniques used; Chapter 4 presents the calibration results for the both cross-tracking and conical
scanning geometries, and Chapter 5 summarizes this dissertation findings.

10

CHAPTER 2: DOUBLE DIFFERENCES TECHNIQUE

There are several methods for inter-satellite calibration, which have been described in previous
publications [16, 22, 23]; however for the PMM, the approach requires that all sensors be
calibrated against a single reference sensor, and as discussed above, for the current GPM
constellation, this is the GMI radiometer. Because the radiances for millimeter sounders come
primarily from the atmosphere, there are different considerations than those used for the XCAL
of the lower frequency imaging channels, which will be discussed below.
This first consideration for sounder XCAL is the spatial/temporal collocation. The objective is to
obtain a large number (tens to hundred thousands) of high quality observations for comparisons.
Also, following the imager approach, the emphasis is on “high quality”, which means that clear
sky and calm ocean scenes are desirable, where there is large-scale spatial homogeneity of
environmental conditions. Excluding precipitation, the spatial scales of atmospheric parameters
(pressure, temperature and humidity) are large (100’s of km) and slowly varying in time (hours)
over these scales. Therefore, the standard 1° x 1° latitude/longitude boxes and ±1 hr windows
used for imager channels are acceptable for sounders, with conservative filtering. However,
sounder XCAL is different in that there are two different scan configurations (cross-track and
conical scan) that must be accommodated, and these are significant because they represent
different slant paths through the atmosphere.
Often, GMI and cross-track scanners have near-identical viewing geometries (incidence
angles and atmospheric slant paths) whereby direct Tb comparisons are possible, but for the
majority of coincident observations, these conditions do not occur. For these cases, a
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transformation of Tb’s to a common basis is required before inter-comparisons can be made. For
sounder XCAL, the approach is to use the double difference (DD) technique [22], which was
previously successfully applied for imager channel calibration, as shown in Fig. 2-1. However,
as will be discussed in Chapter 3, there are restrictions that must be applied for the different scan
configurations (cross-tract to cross-track and conical to cross-track). Regardless, the purpose of
this technique is to find a radiometric calibration bias from one radiometer to another. Having
two independent radiometers (e.g., GMI and Sounder), allow us to obtain the difference between
the observed brightness temperatures, which is called the observed single difference (OSD).
Next, using a theoretical radiative transfer model, the modeled Tb values for the two instruments
are subtracted to produce the modeled single differences (MSD), which is the expected
difference between two sensors without calibration biases. Then, the instrument calibration bias
is defined as the difference of the single differences (double difference, DD) that is calculated by
subtracting the MSD from OSD as:
DD = (Tb_Reference_obs – Tb_Target_obs) –
(Tb_ Reference _mod – Tb_Target_mod)

12

(2-1)

Figure 2-1: Flowchart for computing inter-calibration double differences (DDs). The flowchart
can be applied to any target and reference radiometers for inter-calibration.

2.1 Radiative Transfer Model
The second consideration for sounder XCAL is the radiative transfer model used to calculate
theoretical brightness temperatures. For a satellite microwave radiometer, there are three
components of the measured brightness temperature (powers) that are scalars at the receiving
antenna, as illustrated in Fig. 2-2. The linear polarized components (vertical and horizontal) are
separated by the receiving antenna, namely: upwelling atmospheric brightness temperature (non-
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polarized), downwelling atmospheric brightness temperature reflected upward at the ocean
surface (polarized) and the brightness temperature due to sea surface emission (polarized).

Figure 2-2: Microwave brightness temperature model.
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In theory, the linear polarized measured brightness temperature by a satellite is given by the
following equation:
𝑇𝑏 = 𝑇𝑢𝑝 + 𝜏𝜀 𝑇𝑠 + 𝜏 (1 − 𝜀)𝑇𝑑𝑜𝑤𝑛 (1 + Ω𝑠𝑐𝑎𝑡 ) + 𝜏 2 (1 − 𝜀)𝑇𝑏𝑐

(2-2)

𝑇𝑢𝑝 is the upwelling (non-polarized) atmospheric brightness temperature,

Where:

𝜏 is the total atmospheric transmittance,
𝜀 is the polarized surface emissivity,
𝑇𝑠 is sea surface temperature,
(1 - 𝜀) is the polarized specular power reflection coefficient,
𝑇𝑑𝑜𝑤𝑛 is downwelling (non-polarized) brightness temperature,
Ω𝑠𝑐𝑎𝑡 is the diffuse power scattering coefficient due to wind-roughed sea surface,
and,
𝑇𝑏𝑐 is the cosmic background (non-polarized) brightness temperature.
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Figure 2-3: Upward and downward non-polarized atmospheric emissions [2].
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𝑇𝑢𝑝 , and 𝑇𝑑𝑜𝑤𝑛 are derived from the following equations:
𝑇𝑂𝐴

𝑇𝑢𝑝 (𝜃, 𝑇𝑂𝐴) = sec(𝜃) ∫

𝑘𝑎 (𝑧 ′ )𝑇(𝑧 ′ )𝑒 −𝜏(𝑧

′ ,𝑇𝑂𝐴)

𝑑𝑧 ′

(2-3)

0
𝑜

𝑇𝑑𝑜𝑤𝑛 (𝜃) = sec(𝜃) ∫

′

𝑘𝑎 (𝑧 ′ )𝑇(𝑧 ′ )𝑒 −𝜏(0, 𝑧 ) 𝑑𝑧 ′

(2-4)

𝑇𝑂𝐴

where 𝑘𝑎 is the absorption coefficient due to oxygen, nitrogen, water vapor and cloud liquid
water, and T is the atmospheric temperature profile. The nominal value for 𝑇𝑏𝑐 is 2.7 k, but at
high frequencies it is necessary to calculate the 𝑇𝑏𝑐 with the exact Planck law [24]. This
temperature can be calculated from the following equation:

𝑇𝑏𝑐 =

ℎ𝑣
𝑘𝑇
𝑒 𝑐0

ℎ𝑣
+1
. ( ℎ𝑣
)
2𝑘
𝑘𝑇
𝑒 𝑐0 − 1

(2-5)

where 𝑇𝑐0 is the physical cold space temperature, and it is equal to 𝑇𝑐0 = 2.73 𝑘, 𝑣 is the
frequency of the radiation, ℎ = 6.626176. 10−34 𝐽𝑜𝑢𝑙. 𝑠 is Planck’s constant and 𝑘 =
1.38066

𝐽𝑜𝑢𝑙𝑒
𝐾𝑒𝑙𝑣𝑖𝑛

is Boltzmann’s constant [25].

Concerning the surface emissivity, our knowledge over land is imperfect because of the
heterogeneous nature; therefore, for this research, only the observations over ocean with two
different models have been used [26, 27]. For the atmosphere, Sounders operate at frequencies >
~90 GHz, in the vicinity of a strong oxygen line at 118 GHz and a water vapor absorption line at
183 GHz channels. For oxygen, we use the model of Liebe [28], and for water vapor, we use the
model of Rosenkranz [29].
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2.2 Mixed Polarization
Concerning the brightness temperature measurement geometry, there are major differences
between cross track scanners and conical scanners. as illustrated in Fig. 2-4. In conical scanning,
the antenna is pointed off-nadir at a fixed angle of incidence and rotated about the vertical axis,
which results in a fixed earth incidence angle (EIA), fixed vertical and horizontal beam
polarization, and a constant instantaneous field of view (IFOV) along a circular path on the
surface. On the other hand, for cross track scanners, we have a fixed horn and a rotating flat
mirror, which results in a variable EIA, a rotating beam polarization, and a variable IFOV for
each scan position.

Figure 2-4: Cross track scanner mechanism [2].
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Therefore, for the cross track scanner, because of the rotating linear polarization of the antenna
beam with scan angle, it is necessary to adjust the polarization in the RTM to match the
measured Tb. To accomplish this, the corresponding ocean surface emissivity in the cross track
scanners is a result of combination of vertical and horizontal components of surface emissivity
that must be considered in the RTM Model. The modeled brightness temperature for the quasihorizontal is calculated as:
𝜀𝑄ℎ = 𝜀ℎ cos2 (𝛼) + 𝜀𝑣 sin2 (𝛼)

(2-6)

where 𝜀ℎ is the horizontal surface emissivity and 𝜀𝑣 is the vertical component.
The quasi-vertical the emissivity is calculated as:
𝜀𝑄𝑣 = 𝜀𝑣 cos 2 (𝛼) + 𝜀ℎ sin2 (𝛼)

(2-7)

where the scan angle, 𝛼, is calculated as:

𝛼 = sin−1(

𝑅𝑒
∗ sin(𝜋 − 𝐸𝐼𝐴))
𝑅𝑒 + 𝐻

(2-8)

𝑅𝑒 = 6,371 𝑘𝑚 is Earth radius, and H is the satellite altitude.
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2.3 RTM Environmental Parameters
In order to simulate the measured brightness temperature, the RTM requires environmental
parameter inputs such as atmospheric temperature and humidity profiles, and ocean surface
temperature and wind speed. The environmental data that have been used in this paper are the
NOAA Global Data Assimilation System (GDAS) [30], and the European Center for Medium
Range Weather Forecasting Interim Reanalysis (ERA-I) [31] datasets, and sea surface salinity.
2.3.1 GDAS Data
The National Centers for Environmental Prediction's (NCEP) [32] Global Data Assimilation
System (GDAS) is a global analysis of the Earth's atmosphere and ocean surface generated every
6 hours for 00Z, 06Z, 12Z, and 18Z. The analysis incorporates a variety of meteorological and
oceanographic measurements from buoys, ships, planes, radiosondes, weather radars, and earth
orbiting satellites. Atmospheric parameter profiles have 21 levels defined by atmosphere
pressure between sea-level and 100 mbar.
2.3.2 ERA-Interim Data
ERA-Interim is a global atmospheric reanalysis produced by the European Center for MediumRange Weather Forecast (ECMWF). The spatial resolution of the data set is similar to GDAS,
and it is generated every 6 hours for 00Z, 06Z, 12Z, and 18Z. There are 29 pressure levels for
ERA-I between 1000 and 50 mbar. Because the GDAS and ERA-Interim datasets are generated
using independent models and often different input datasets, their results are different. Below
(Fig. 2-5 and 2-6), we compare an example of surface pressure fields and integrated cloud liquid
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water parameters for these models. Although, both datasets agree in most of the points, there are
many instances with significant discrepancies as well. Because they are different, we use both
datasets here and compare the results. Based upon the XCAL DD for imager radiometers, the
resulting biases should be very similar.

Figure 2-5: Comparison of GDAS and ERA-Interim surface pressure.
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Figure 2-6: Comparison of GDAS and ERA-Interim Cloud liquid water.

2.3.3 Salinity Data
Salinity values used in the RTM are monthly averages from National Oceanographic Data Center
World Ocean Atlas (NODC WOA) salinity [33], and Fig. 2-7 shows the sea surface salinity map
for Dec 2011, which has salinity changing from 30 Practical Salinity Unit (PSU) to 38, with the
average value of around 34 PSU.
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Figure 2-7 Aquarius Sea Surface Salinity Flat Map for Dec 2011 [34].

The RTM simulated Tb shown in Fig. 2-8, demonstrates that changes in sea surface salinity do
not affect the calculated brightness temperature for frequencies higher than about 5 GHz. For
these calculations, fresh (0 psu) and sea water (34 psu) were input to the ocean surface emissivity
model developed by Elsasser [27, 35] for EIA equal to 53 degrees; water temperature 17 Celsius;
and wind speed is 6 m/s [36]. Thus, in this research, focusing on high frequencies, we ignore the
effect of changes in salinity.

23

Figure 2-8: Simulated TB emitted from the surface for ocean and fresh water, respectively [36].

2.4 Relative Humidity
Of the environmental parameters needed to model the brightness temperatures, humidity is one
of the most crucial ones, and it is difficult to estimate. Radiometer channels at both 23.8 GHz
and 183.31 GHz have been used to remotely sense atmospheric water vapor. The resonant line at
22.235 GHz is used to measure total perceptible water (integrated water vapor); but since this
channel has low atmospheric opacity, it is not suitable for the estimation of humidity vertical
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profile. In the other hand, the 183.31 GHz line has high atmospheric opacity, and it is used for
retrieval of water vapor profiles. Figure 2-9 shows the measured brightness temperature plotted
against radiosonde Precipitable Water Vapor for cloud free cases for the 23 and 183 GHz
channels [37]. From these plots, it is obvious that these frequencies are highly sensitive to the
precipitable water vapor.
There are several algorithms to retrieve relative humidity from 183 GHz channels [38-41], here
we use the relative humidity derived from SAPHIR data using the method presented by Sivira et
al. 2015 [41].

Figure 2-9: Measured brightness temperature plotted against radiosonde Precipitable Water
Vapor for cloud free cases [37].
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2.5 Relative Humidity Derived From SAPHIR
This product using the six channels of SAPHIR decomposes the troposphere into 6 layers: 100200hPa, 250-350hPa, 400-600hPa, 650-700hPa, 750-800hPa and 850-950hPa. The retrieval
scheme for "Atmospheric Relative humidity Profile Including the Analysis of confidence
intervals" (ARPIA) encompasses the estimation of the mean RH as well as its standard deviation
interpreted as the 1-sigma confidence interval [42]. ARPIA is performed for cloud-free and
cloudy conditions and for oceanic and continental scenes. The only limit is for icy layers on top
of convective clouds and for precipitating conditions, which are withdrawn using the Hong et al
[43] threshold method adapted for SAPHIR channels [41]. We have used this data-set provided
by the French scientific ground segment at the ICARE Data and Service Center.
To use this RH product, it is interpolated into the 21 layers for GDAS and 29 layers for ERA.
For this purpose, the RH values in each pressure layer, is assumed to be the average value at the
center of each layer, which is interpolated into the fixed pressure layers in the GDAS and ERA
models.

2.6 GPS Radio Occultation
History: The idea of radio occultation (RO) was developed in 1964 for the study of planetary
ionosphere [44], and since 1975, this technique has been applied to study the Earth’s atmosphere
using communications satellites [45]. The first earth-observing RO mission, the Global
Positioning System (GPS) Meteorology (GPS/MET) experiment, was launched In 1995 [46].
GPS/MET produced roughly 100–150 measurements per day up until 1997. In 2001, the
CHAllenging Minisatellite Payload (CHAMP) mission [47] and the Argentinian Satelitede
Aplicaciones Cientificas-C (SAC-C) became operational, and produced roughly 150 and 100
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measurements per day, respectively. SAC-C profiles are available through most of 2002, while
CHAMP is still operational. In 2006 the Constellation Observing System for Meteorology,
Ionosphere and Climate (COSMIC) instrument array [48], a constellation of six satellites was
launched, and currently produces about 1500 occultations daily across the globe. Ware et al. [46]
and Kursinski et al. [49] examined profiles from GPS/MET and found RO to be quite accurate
(within 1 K) for measuring atmospheric temperatures at altitudes of 5–15 km. Hajj et al. [50]
followed up on their work, presenting a detailed characterization of the precision of RO data
using CHAMP and SAC-C. They found the accuracy of RO to be within 0.5 K between 5 and 20
km [51].
GPS RO Technique: Global Positioning System (GPS) radio occultation is a creative technique
for monitoring the global atmosphere that incorporates a variety of instruments, including high
altitude GPS satellites and low earth orbiting (LEO) GPS receivers [49, 52]. The GPS
transmitting satellites send radio signals through the limb of the earth’s atmosphere to receiving
satellites as illustrated in Fig. 2-10.
The atmosphere refracts the radio signals, delaying their arrival at the LEO receivers. By
assuming local spherical symmetry, the phase delays can be used to determine vertical profiles of
bending angle and refractivity [25], which can then be used to derive profiles of atmospheric
temperature and humidity, although additional external temperature data are needed to
distinguish between the effects of the two. Since RO involves the measurement of an elementary
parameter – essentially a time delay – it is not susceptible to instrument drift, and RO satellites
are self-calibrating [53]. RO provides a global measurement with a fairly uniform distribution, in
all weather conditions, down to roughly the lowest 1–2 km of the atmosphere, where
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atmospheric ducting, ray multipath, and low signal-to- noise ratios tend to make accurate
retrievals very difficult to retrieve [54].

Figure 2-10: GPS-RO technique demonstration [55].

When utilizing RO data, it should be remembered that bending angles at a given point in the
atmosphere are calculated from integrals over a ±300 km occultation path [25]. This calculation
involves the assumption that refractivity gradients are a function of height only, and fortunately,
errors resulting from this assumption are generally small [56].

2.6.1 Advantages and Disadvantages of GPS-RO
Most measurements are based on physical devices (instruments) that are not perfect and often
deteriorate with time i.e., they drift and need to be recalibrated. On the other hand, the Radio

28

Occultation technique is based on time delays, traceable to an absolute International System of
Units (SI) base unit, and there is no need for recalibration.
Although the atmospheric profiles retrieved from the GPS-RO data are very accurate, there is a
problem associated with the measurement density. Its spatial and temporal resolution is limited
by the number of spacecraft in both the transmitting and receiving constellations.
In this dissertation, data from the Constellation Observing System for Meteorology, Ionosphere,
and Climate (COSMIC) program office has been used, and the typical locations of COSMIC
soundings for 24 hours has been shown in Fig. 2-11. Although this is an impressive quantity of
data comparing to radiosondes, it is much less than the soundings per day achievable by a single
instrument on a polar satellite. Therefore, GPS-RO atmospheric profiles cannot be a substitute
for the environmental parameters provided by NCEP and ECMWF, such as GDAS, and ERAInterim. On the other hand, because GNSS-RO provides very accurate dataset, it provides
excellent reference measurements, which are used for the data validation (see Chapter4).

29

Figure 2-11 Typical locations of COSMIC soundings (green diamonds) compared to existing
radiosonde launch sites (red circles) for a day. COSMIC provides about 2,500 sounding profiles
every 24 hours [57].

2.6.2 Relative Humidity Estimates
The radiative transfer models accept relative humidity or specific humidity as input, and the in
the GPS-RO profile water vapor pressure, temperature and pressure profiles are provided,
fortunately, the relative humidity could be estimated using the available information from the
following equations. And relative humidity is computed by water vaper pressure divided by the
saturation vapor pressure

𝑹𝑯 =

𝒑𝒘
𝒑𝒘𝒔

(2-9)
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An equation used for estimating saturation vapor pressure is applied to estimate actual vapor
pressure by using the air temperature [58] :

𝒑𝒘𝒔 = 𝟎. 𝟔𝟏𝟏 𝐞𝐱𝐩

𝟏𝟕. 𝟐𝟕 𝑻
(𝑻 + 𝟐𝟑𝟕. 𝟑)

(2-10)

2.6.3 RTM Analysis Around 183.31 GHz
It is important to recognize that there are significant differences in the sources of the measured
microwave radiances (Tb’s) between sounder channels and imager channels. Specifically, in the
sounder channels the atmospheric upwelling component of the bright temperature is dominant
and the surface emission component is negligible; whereas in the imager channels the surface
emission is dominant and the down-welling, and reflected down-welling temperatures are also
significant. Moreover, for sounder channels (near the 183 GHz absorption line) the majority of
this radiation comes from the upper atmosphere as illustrated in Fig. 2-12.
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Figure 2-12: Contribution profile of a water vapour absorption channel (red) compared to a
window channel (blue) [59].

2.6.4 Changes of EIA and IFOV Resolution
For the cross track scanners, as the antenna beam scans off the nadir (i.e., EIA increases), the
size of IFOV increases and the resolution decreases, as illustrated in Fig. 2-13. Therefore, here
we investigate the effect of reduced number of samples in our method, using the collocations of
the SAPHIR and MHS instruments shown in Fig. 2-14. Blue is MHS swath, and red is
SAPHIR’s, and the center of their swaths is illustrated with magenta and black. We picked two 1
degree boxes of their overlap, first one in the center of the scan or nadir, and the other one in the
edge of scan of the both instruments.
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Figure 2-13: Cross track scanner antenna beam articulation, geometry and sampling [34].
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Figure 2-14 SAPHIR and MHS swaths. Blue is MHS swath, and red is SAPHIR and the centre
of their swaths is illustrated with magenta and black respectively.

Figure 2-15 present results for the box at nadir, where there are 169 samples for SAPHIR, and 41
for MHS. For the box located at the edge of scan (Fig. 2-16), these numbers decrease to 74 for
SAPHIR and 14 for MHS. So, the number of samples significantly decreases, but 1 degree box is
sufficiently large to maintain a good number of samples for our analysis.

34

12

MHS
SAPHIR

11.9
11.8

Longitude [deg]

11.7
11.6
11.5
11.4
11.3
11.2
11.1
11
-46

-45.9

-45.8

-45.7

-45.6

-45.5

-45.4

-45.3

-45.2

-45.1

-45

Latitude [Deg]

Figure 2-15: The collocated 1 degree box for the Time Window ≤ 1 Hour. In the middle of scan
or close to the nadir.
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Figure 2-16. The collocated 1 degree box for the Time Window ≤ 1 Hour at the edge of scan.

35

Moreover, there are several details that we must check before we starting our analysis. First, in
the cross track scanners, since EIA is constantly changing within 1 degree box, we want to make
sure that the change in EIA at the top of atmosphere is the same as at the earth surface. Figure 217 shows the geometry of earth, radiometer EIA, and the top of the atmosphere. For our
purposes, the top of the atmosphere is the top of the troposphere, which is around the altitude of
20 km, using the law of Sines, we can calculate the limit of EIA as follow:

𝐬𝐢𝐧(𝟏𝟖𝟎−𝑬𝑰𝑨)
𝒂

=

𝜸
𝟐

(2-11)

𝐬𝐢𝐧(𝟏𝟖𝟎−(𝟏𝟖𝟎−𝑬𝑰𝑨)− )
𝒃

where 𝛾 = 1 𝑑𝑒𝑔, 𝑏 = 6371 𝐾𝑚, 𝑏 = 𝑎 + 20 = 6391 𝐾𝑚, EIA is equal to:
𝑬𝑰𝑨 = 𝟕𝟏. 𝟎𝟓 𝒅𝒆𝒈

(2-12)

Thus, this means that if the EIA > 71 degree, the top of the atmosphere extends beyond the
vertical projection of the one degree box. However, for all the instruments in the GPM
constellations, the maximum EIA < 63 degree, so this will not be an issue.
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Figure 2-17: The geometry of earth, satellite EIA, and the top of the atmosphere.

Next, we need to consider within the 1 degree box, what is the variation of the EIA? For this
analysis, the approach is similar above, except we should use the altitude of the satellite, which is
around 830 Km. Figure 2-18 shows the geometry of earth, radiometer EIA, and the location of
satellite.

𝐬𝐢𝐧(𝟏𝟖𝟎−𝑬𝑰𝑨)
𝑹𝒆

𝑹𝒆 +𝒉
𝑹𝒆

=

=

𝜸
𝟐

(2-13)

𝐬𝐢𝐧(𝟏𝟖𝟎−(𝟏𝟖𝟎−𝑬𝑰𝑨)− )
𝑹𝒆 +𝒉

𝜸
𝟐

𝜸
𝟐

𝜸
𝟐

(2-14)

𝑹𝒆
𝑹𝒆 + 𝒉
)
𝜸
𝐬𝐢𝐧(𝟐)

(2-15)

𝐬𝐢𝐧(𝑬𝑰𝑨− ) 𝐬𝐢𝐧(𝑬𝑰𝑨) 𝐜𝐨𝐬( )−𝐬𝐢𝐧( )𝐜𝐨𝐬(𝑬𝑰𝑨)
𝐬𝐢𝐧(𝑬𝑰𝑨)

=

𝑬𝑰𝑨 = 𝒂𝒓𝒄𝒄𝒐𝒕(

𝐬𝐢𝐧(𝑬𝑰𝑨)

𝜸
𝐜𝐨𝐬 (𝟐) −
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Figure 2-18: The geometry of earth, Satellite, satellite EIA.

where 𝛾 = 1 𝑑𝑒𝑔, 𝑅𝑒 = 6371 𝐾𝑚, ℎ > 530 𝐾𝑚, EIA is equal to:
𝑬𝑰𝑨 < 𝟔. 𝟓 𝒅𝒆𝒈

(2-16)

Thus in the final step, we checked our model for the variation of the modeled brightness
temperature with 6.5 degree change in EIA. The results of the simulation of TBs for the 6
channels of SAPHIR around 183 GHZ for a set of typical geophysical parameters, is presented in
the following table. Results show no significant changes (which is desirable), and this result
demonstrates that one degree resolution is sufficient.
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Table 2-1: simulated brightness temperatures for SAPHIR instrument for Nadir and 6.5 degree.

2.6.4.1 Changes Within the Bandwidth
One of the important factors we considered here is the variation of the modeled brightness
temperatures within the Bandwidth (BW) of each channel. For the imagers, or window channels,
the brightness temperature variations over the BW are not significant, so usually the center
frequency has been used for the simulations. However, for sounder channels near the water vapor
resonance at 183 GHz, we have significant variation within the BW; therefore, we investigated
the impact of these changes. In Fig. 2-19, the modeled values of the Tbs for the 6 channels of the
SAPHIR are shown for the 8 different atmospheric profiles has been shown, as it can be seen the
brightness temperature changes across the bandwidth of each channel, and this variation can
reach up to 4K for certain cases.
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Figure 2-19: Simulated Tbs for the 6 channels of the SAPHIR for the 8 different atmospheric
profiles.

Then to be accurate, we performed simulation of the Tbs across the whole BW, and we
attempted to optimize the proper resolution for this purpose. With higher resolution, we have
more samples and more accurate results, but the computation time is higher as well. In the
following Table 2-2 the number of samples for each channel, and the associated run time using a
Quad-core, Intel CPU with different resolutions is presented. Because we want > 3 sample per
BW, we chose a resolution less than 100 MHz. The next Table 2-3 presents the corresponding
Tbs for different channels. Since the Tb changes are small (of the order of 0.1 K) and
considering the runtime, we chose the 100 MHz resolution for this study.
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Table 2-2: run time, and number of samples using different resolutions.

Table 2-3: simulated brightness temperatures using different resolutions.
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CHAPTER 3: SENSORS AND CALIBRATION

3.1 Cross Track Scanners versus Conical Scanners
Inter-calibration of microwave radiometer channels using the GPM Microwave Imager (GMI) is
a challenging task. In the GPM constellation we have a combination of cross track and conical
scanner sensors, and the goal is to make a consistent measurement between all the sensors in this
constellation. GMI is a conical scanner and will be the calibration reference for the other sensors
in the constellation. Almost all the sensors with channels lower than 89 GHz are conical
scanners, the inter-calibration between conical scanners have been done successfully over years,
but for frequencies equal and higher than 89GHz, there is SSMIS on the Defense Meteorological
Satellite Program (DMSP) which is a conical scanner, other sensors such as ATMS on NPP,
MHS on NOAA 18, NOAA 19, MetOp-A and MetOp-B and SAPHIR on Megha -Tropique, are
cross track sensors. For these sensors, each Instantaneous Field of View (IFOV) has different
Earth incidence angles (EIA) and different slant paths through the atmosphere while conical
scanner has constant earth incidence angle for all IFOVs.
In Fig. 3-1, the conical and cross track scanning satellites measurement geometries are presented.
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Figure 3-1: Conical scanning versus cross track scanning satellites [2].
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3.1.1 Cross Track Sensors
Of the instruments used in this study, four are cross track scanners, namely; ATMS, MHS,
AMSU-B and SAPHIR. Here we briefly describe them.
3.1.1.1 ATMS
ATMS is a cross-track microwave radiometer flying on board of the S-NPP satellite, which was
launched on October 28, 2011 into a polar sun synchronous orbit (altitude 824 km and
inclination 97.1◦) [60]. The ATMS characteristics, including frequency, bandwidth, antenna
beamwidth, and the noise equivalent temperature difference (NEΔT), are reported in Table 3-1.
ATMS has 22 channels operating from 23.8 to 190.31 GHz as shown in Fig. 3-2. A similar
instrument is planned to fly on the U.S. next-generation polar-orbiting operational environmental
satellite system named Joint Polar Satellite System (JPSS).

Figure 3-2: Atmospheric Transmission at Microwave Wavelengths and ATMS channels [61].
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Table 3-1 ATMS Radiometric and Channel Characteristics [61].
Channels

Frequency GHz

BW

NEDT

Pol

1

23.80

270

0.5

QV

2

31.40

180

0.6

QV

3

50.30

180

0.7

QH

4

51.76

400

0.5

QH

5

52.80

400

0.5

QH

6

53.59±0.115

170

0.5

QH

7

54.40

400

0.5

QH

8

54.94

400

0.5

QH

9

55.50

330

0.5

QH

10

𝑓0 =57.2903

330

0.75

QH

11

𝑓0 ±0.3222±0.217

78

1.0

QH

12

𝑓0 ±0.3222±0.048

36

1.0

QH

13

𝑓0 ±0.3222±0.022

16

1.5

QH

14

𝑓0 ±0.3222 ±0.010

8

2.2

QH

15

𝑓0 ± 0.3222±0.0045

3

3.6

QH

16

88.2

2000

0.3

QV

17

165.5

3000

0.6

QH

18

183.31 ± 7

2000

0.8

QH

19

183.31 ± 4.5

2000

0.8

QH

20

183.31 ± 3

1000

0.8

QH

21

183.31 ± 1.8

1000

0.8

QH

22

183.31 ± 1

500

0.9

QH

3.1.1.2 SAPHIR
About two weeks before S-NPP, the Megha-Tropiques (MT) satellite, a joint program between
France and India was launched on October 12, 2011 into a 20° inclination orbit (altitude 865 Km
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and inclination 19.98◦). The MT payload includes two microwave sensors relevant to the Global
Precipitation Measurement (GPM) mission, namely; MADRAS, a conically scanning multifrequency window channel radiometer and SAPHIR a water-vapor sounder with 6 channels
centered on the 183 GHz water vapor line, but in this dissertation, only the SAPHIR data are
used. These channels have been presented in the following Fig. 3-3. Also, the Imaging geometry
of Megha-Tropiques, and SAPHIR has been presented in Fig. 3-4, and the functional block
diagram of SAPHIR has been presented in Fig. 3-5.

Figure 3-3: distribution of channels in SAPHIR instrument [62].
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Figure 3-4: Imaging geometry of Megha-Tropiques, and SAPHIR [62].

Figure 3-5: Functional block diagram of SAPHIR (image credit: CNES)[62].
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Before the launch of Megha-Tropiques, there were no 183 GHz radiometers in low inclination
orbits to facilitate inter-comparison of the operational (polar orbiting) microwave water vapor
sounders [4, 5]. The characteristics of SAPHIR instruments, has been presented in Table 3-2.

Table 3-2 SAPHIR Radiometric and Channel Characteristics.
Channels

Frequency GHz

BW

NEDT

Pol

1

183.31 ± 0.2

200

2.35

QH

2

183.31 ± 1.1

350

1.45

QH

3

183.31 ± 2.8

500

1.36

QH

4

183.31 ± 4.2

700

1.38

QH

5

183.31 ± 6.8

1200

1.03

QH

6

183.31 ± 11

2000

1.10

QH

3.1.1.3 MHS
Another sensor, which we use in this dissertation, is MHS on board of MetOP-A & B and
NOAA-18 & 19 satellites. These satellites are sun synchronous polar orbiters that cover the
entire earth surface. MHS sensors have 5 cross-track scanning channels, with an antenna
beamwidth of 1.1° and spatial resolution at nadir is approximately 16 km. The antenna provides
a cross-track scan, scanning ±49° from nadir with a total of 90 earth fields-of-view per scan line
at a rate of one scan every 8/3 seconds. The characteristics of MHS are presented in Table 3-3.
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Table 3-3 MHS Radiometric and Channel Characteristics
Channels

Frequency GHz

BW

NEDT

Pol

1

89.0

2800

2.35

QV

2

157.0

2800

1.45

QV

3

183.31 ± 1.0

500

1.36

QH

4

183.31 ± 3.0

1000

1.38

QH

5

190.31

2200

1.03

QV

3.1.1.4 AMSU-B
AMSU-B is very similar to MHS. Both AMSU-B and MHS sensors have 5 cross-track scanning
channels. The instruments have antenna beamwidths of 1.1°, with the spatial resolution at nadir
being approximately 16 km. Their antennas provide a cross-track scan, scanning ±49° from
nadir, with a total of 90 Earth fields-of-view per scan line at a rate of one scan every 8/3 seconds
[63]. The characteristics of AMSU-B have been presented in Table 3-4. As it can be seen, the
AMSU-B and MHS almost identical. Fig. 3-6 shows the time span of the AMSU-B and MHS,
SAPHIR, and ATMS since the TRMM launch. Since MHS and AMSU-B together provide two
decades measurements, if we calibrate these sensors successfully, we can have a consistent
weather data for almost two decades.

49

Figure 3-6: Time spans for the TRMM and GPM missions and the polar orbiters in these
missions.

Table 3-4 Specifications of AMSU-B channels [64].
Center
Frequency
(GHz)

Bandwidth
(MHz)

NEΔT
(K)

Polarization

89 ± 0.9

1000

0.37

QV

150 ± 0.9

1000

0.84

QV

183.31 ± 1.0

500

1.06

QV

183.31 ± 3.0

1000

0.70

QV

183.31 ± 7.0

2000

0.60

QV
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3.1.2 Conical Scanning Instruments
3.1.2.1 GMI
The Global Precipitation Measuring (GPM) mission is an international scientific collaboration to
measure precipitation worldwide every 3 hours. The GPM Microwave Imager is a conical
scanning microwave radiometer with 13 channels ranging from 10 to 183 GHz. GPM will
continue Tropical Rainfall Measuring Mission (TRMM) mission, and in addition to carrying
window channels similar to those on the TRMM Microwave Imager (TMI), GMI carries four
high frequency, millimeter-wave, channels at frequencies near 166 GHz and 183 GHz. Also,
because GMI has a larger antenna than TMI, with a 1.2 m diameter, it significantly improves
spatial resolution of the measurements.
A major requirement of the GPM observatory is to provide a space borne radiometric calibration
standard for precipitation measurements from the cooperative satellites in the constellation.
Because of its 65° inclination low earth orbit, the GPM observatory provides frequent nearsimultaneous collocations of brightness temperatures (Tb) between GMI and other satellite
radiometers. The use of GMI as the calibration transfer standard enables a unified inter-satellite
radiometric calibration (X-CAL) between all other GPM constellation passive microwave
instruments. GMI is a conical scanner; its components are shown in Fig. 3-7.
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Figure 3-7 GMI instrument.

The scan geometry of GMI is illustrated in Fig. 3-8. From the GPM altitude of 407 Km, this
conical scanner has a constant EIA = 52.8°, and over the 140° of azimuth for the earth viewing
sector, results in a swath of 931 Km.
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Figure 3-8 Scan geometry of GMI ( NASA) [65].

The characteristics of the 13 channels of the GMI have been presented in the Table 3-5, but in
this dissertation only the channels higher than 89 GHz have been used. Also, it should be
mentioned that the size of IFOV varies for the different channels as illustrated in Fig. 3-9.
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Table 3-5 GPM GMI Channel Specifications [65].

Figure 3-9: Antenna footprint (IFOV) for GMI channels for two consecutive along-scans (credit:
NASA) [65].
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3.1.2.2 SSMIS
SSMIS is a conical-scanning imager/sounder with 24 channels from 19 to 183 GHz, with 3 water
vapor sounding channels around 183 GHz (including the sounder channels of GMI). This polar
orbiting radiometer operates on board the USAF DMSP (Defense Meteorological Support
Program) F16 to F19 satellites, which is a part of GPM constellation. The characteristics of this
instrument are presented in the Table 3-6, and while the instruments on the F16 to F19 are not
identical, the sounder channels of interest to this dissertation are the same.
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Table 3-6: F18 SSMIS Sensor Characteristics ( similar to F16, just the first 5 channels are
Horizontal ) [65].

3.2 Cross Track with Cross Track
In the calibration of Cross Track scanning radiometers operating on different satellites, it should
be noted that the matchups have different EIA’s and different slant paths through the
atmosphere. Also, with single difference comparisons of Tb’s (even if the sensors are identical),
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it is not possible to accurately determine the biases; except for the cases that EIAs of the two
sensors are equal. Therefore, the single difference technique works well only when sensors look
through nearly the same atmosphere path. This happens for intersections near the satellite sub
tracks, when the radiometers view the surface at EIA’s < 15° and their EIA differences are < 5°.
On the other hand, when using the double difference technique to determine the radiometric
biases, the EIA angle dependence should be eliminated, which results in more matchups.
However, this assumes homogeneous atmospheric conditions that do not always exist, and filters
for removing the matchups with non-homogeneous atmospheric conditions are required. Never
the less, this significantly increases the number of match-ups for the double difference technique
in comparison with the restricted the single difference match-ups as illustrated in Fig. 3-10 for
two cross track scanning satellites.
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Figure 3-10: Cross track scanning satellite intersecting with another cross track scanning
satellite.
Prior to GPM launch, the XCAL decided that the Microwave Humidity Sounder (MHS) on board
the METOP-A satellite would be the transfer standard for the sounding channels (as a proxy of
GMI). And to have a consistent dataset, we need to calibrate SAPHIR, ATMS, and MHS
instruments together prior to the GMI. All of these sensors are cross-track scanners, and as it was
described before, the size of IFOV and scan angles is changing along the scan in these
instruments. Here, the DD procedure was modified to include both individual IFOV match-ups
and binned averages over 1° boxes, and the DD bias determination has been examined for scanposition dependent biases. Where the absolute differences between their EIAs are within ± 5°.
Also, conservative filters are applied to limit comparisons to clear sky oceanic observations
within < ±1 hour.
Our team has successfully performed initial radiometric inter-calibration of the following
millimeter radiometers: SAPHIR onboard the Megha-Tropiques satellite, Microwave Humidity
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Sounder (MHS) on board METOPB, NOAA18, and NOAA19 satellites, Advanced Technology
Microwave Sounder (ATMS), and Special Sensor Microwave Imager Sounder (SSMIS) on board
DMSP F-series satellites as described by Ebrahimi et al. [66].

3.3 Conical with Cross Track
The conical with cross track scanner collocation has been illustrated in the Fig. 3-11. Concerning
the geometry, there are major differences between cross track scanners and conical scanners. In
conical scanning, the antenna is pointed off-nadir a fixed cone angle of incidence and the plane
of incidence (containing the line-of-sight) is rotated about the nadir pointing axis, which results
in a fixed constant: earth incidence angle (EIA), fixed vertical and horizontal beam polarization,
and an constant instantaneous field of view (IFOV) along a circular path on the surface. Thus,
when comparing the Tbs with mixed polarization with the Tbs from the conical scanners, we
need to calculate the Tbs with the mixed polarization from the Tbs with the vertical and
horizontal polarizations. The quasi-vertical brightness temperature is calculated as [67]:
𝑇𝑄𝑣 = 𝑇𝑣 cos2 (𝛼) + 𝑇ℎ sin2 (𝛼)
(3-1)
𝑇𝑄ℎ = 𝑇ℎ cos

2 (𝛼)

2

+ 𝑇𝑣 sin (𝛼)

where the scan angle, 𝛼, is related to the EIA as:
𝛼 = sin−1(

𝑅𝑒
∗ sin(𝜋 − 𝐸𝐼𝐴))
𝑅𝑒 + 𝐻

(3-2)

𝑅𝑒 = 6,371 𝑘𝑚 is Earth radius, and H is the satellite altitude.
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Figure 3-11: Conical scanning satellite intersecting with cross track scanning satellite.
GMI which is a conical scanner, is the transfer standard in the GPM constellation, the most of
satellites with sounder channels are cross track scanners, the sensors that we have used here are
SAPHIR on board of Mega-Tropique, ATM on board of NPP, and four nearly identical MHS on
the board of MetOp-A, MetOp-B, NOAA-18 and NOAA-19, in the following table these sensors
with their frequencies bands have been displayed.
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Table 3-7: Sounder channels pairing.
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CHAPTER 4: CALIBRATION RESULTS

The inter-calibration has several steps. The first step involves a pre-screening process in which
calibration biases across the scan or along the orbit path are removed [16]. Examples include
removing cross-track biases [68] accounting for an emissive reflector [23] and solar intrusions
and/or thermal gradients in the hot load [69-71]. Geolocation analysis is also used to identify and
correct for errors in the EIA or view angle resulting from mounting offsets in the feed-horns
and/or spacecraft attitude errors [7]. Although generally small, these errors can have a significant
impact on the simulated Tb values and thus the resulting estimates of calibration differences.
Once corrections are applied, a variety of techniques developed by teams within the XCAL
working group are used to compare the calibrations of the constellation radiometers to the
calibration reference sensor. The goal is to adjust the sensor calibration of the constellation
radiometers to be physically consistent with the reference radiometer (i.e. GMI). To do this, the
inter-calibration techniques compare channels at similar frequencies, accounting for expected
differences in viewing parameters, frequency, bandwidth, polarization, and view angles using
radiative transfer models. Comparing results from multiple independent approaches helps to
identify flaws or limitations of a given approach and/or errors in the implementation.
Consistency between approaches also increases confidence that the resulting Tb differences are
due to calibration issues and provides a measure of the uncertainty.
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4.1 Pre-screening
4.1.1 SAPHIR
In the prescreening the SAPHIR we found some anomalies in some orbits, one example of these
anomalies has been presented in the Fig. 4-1. From longitude 40 degree to 120 degree, as we see
there is an anomaly in the data, SAPHIR data has a swath triple time of the normal data set, and
the incidence angle exceeds the 53 degree, we found these kind of anomalies for a few orbits in
each year since the SAPHIR lunch. These are a result of incorrect geolocation in the data, and we
have avoided these data with a simple EIA filter. In each scan SAPHIR data should be changing
from -53 to 53 degree, and if the EIA exceeds this limit, we flag it as bad data.

Figure 4-1: Brightness temperature of SAPHIR for the first Channel for an orbit with anomaly
(20140724-S034853-E053048).
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Also, we realized nadir is not the middle of the scan as it supposed to be. SAPHIR has 182 pixels
in each scan, and nadir is in pixel 94. Which it causes a 1 to 2 degree biases in incidence angle
versus the scan position. We have done similar analysis for other sensors, but we have not found
any significant anomaly so far. In order be in the safe side, we have used similar filters to check
the EIA for each scan position to make sure they do not exceeds the limits. Also, we have
removed the outlier observations in each channel using a Gaussian filter, with the threshold of 3
sigma.
To start with, one full month of SAPHIR 1Base data derived from V 1.04 L1Base are used. This
analysis is done for Month of August 2012. Preliminary look in the data, show few ambiguous
Inc. Angle observations, which are filtered using a simple filter. A reference earth incidence
angle (EIA) for each scan position is derived using simple average of all observed EIAs for the
month. The average of EIA versus scan position has been presented in the Fig.4-2. If observed
EIA- Ref. EIA <±1° for all scan position, then that scan is accepted, otherwise it is rejected. The
volume of data rejected over the month is less than 1%. All the analysis presented here, used
these filtered data. Figure 4-3, shows the histogram of the data, before, and after filtering.
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Figure 4-2: EIA reference Used for the filtering SAPHIR data.

Figure 4-3: Before and after filtering with new reference.
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4.1.2 MHS
Similar analysis have been performed for the MHS data. Here, the 1Base data derived from V04
L1Base are used. A reference earth incident angle (EIA) for each scan position is derived using
simple average of all observed EIAs for the month. If observed EIA- Ref. EIA <±1° for all scan
position, then that scan is accepted, otherwise it is rejected. The volume of data rejected over the
month is less than 1%. So far all the analysis presented used these filtered data.
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Figure 4-4: EIA reference Used for the filtering MHS data.
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4.2 Clear Sky and Clear Ocean
Clouds can affect the satellite observations, particularly studies show clouds could have
significant effect on 183 GHz channels measurements [72]. Also, the radiative transfer models
which we use are designed for clear sky conditions. Therefore, it is required to filter out the
cloud-contaminated observations before calculating the biases. Because of the atmospheric
temperature rate, the Tbs for the channels sensitive to higher altitudes of the atmosphere are
lower than the Tbs for the channels sensitive to the lower altitudes. In the presence of optically
thick clouds, the Tbs for the upper channels become either very close or even greater than the
Tbs for the lower channels [73, 74]
Here, for filtering the cloud, two filters have been applied to the datasets. One uses a convection
filter that guarantee that each channel should be at least 1K warmer than the one above [75], and
the other filter is the one presented by Moradi et al [74], using the Ice Water Path (IWP) data
retrieved from the ground cloud radar , they have developed a cloud filter for SAPHIR. Which is
as follow:
𝑇𝑏 183±1 − 𝑇𝑏 183±7 < −15 𝑎𝑛𝑑 𝑇𝑏 183±1 > 240 𝐾

(4-1)

Figure 4-5 provides the basis for this filter. It shows the difference between Tb1 and Tb7, i.e.,
ΔTb = Tb1 − Tb7, as a function of IWP values. As shown, the observations are almost
independent of IWP as long as ΔTb is less than −15 K; then, ΔTb increases with IWP. This
figure also shows the relation between Tb1 and IWP. Tb1 is normally larger than 240 K under
clear-sky conditions or in the presence of thin clouds and then decreases with IWP [74].
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Also for the emissivity model used in the RTM model is accurate for clear ocean, so here the sea
ice has been filtered using the ice flag from the environmental dataset, also the surface type flag
embedded in the MHS data sets. And the sea surface temperature.

Figure 4-5 Relation between (top) IWP and ΔTb = Tb1 − Tb7 and (bottom) IWP and ATMS Tbs
from channel 1. The legend shows the data that are considered either clear or cloudy by one of
the filters [74].
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4.3 Double Differences
4.3.1 Cross Track with Cross Track
The Tb dataset used for this study are; version V04A 1Base, and 1C files for SAPHIR, ATMS,
and MHS data from March 2014 to March 2016.
4.3.1.1 SAPHIR/MHS Comparison
As mentioned before in each cross-track scanner, each antenna scan position has a different
Earth incidence angle (EIA) and a different slant path through the atmosphere. Thus, it is
important to investigate the changes of biases with incidence angle. In the ideal case, there
should not be any scan position dependences in the biases, and it is necessary to eliminate any
dependencies to EIA changes. In the Fig. 4-6, the 2D histograms of DD biases between the
SAPHIR and MHS radiometers are presented for 183.31 ±1 GHz channel. Since both sensors
have nearly identical center frequencies and bandwidths, the objective is to investigate the
radiometric bias changes with scan angle. To emphasize only the scan dependence, the DD
anomaly is calculated by subtracting the mean DD bias (over all scan positions) from the DD for
each scan position. Considering the theoretical (modeled) Tbs, the RTM with the Rosenkranz
model is used with four different sources of environmental data; namely: GDAS, ERA-I, GDAS
plus Retrieved RH, and ERA-I plus Retrieved RH.
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Figure 4-6: Double difference anomaly dependence on earth incidence angle for MHS minus
SAPHIR for channel 183.31 ±1 GHz for various sets of environmental parameters: upper left
panel using GDAS, upper right using ERA-I, lower left using GDAS with water vapour profile
from SAPHIR retrieved RH, and lower right using ERA-I plus retrieved RH.
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Figure 4-7: Double difference anomaly dependence on earth incidence angle for MHS minus
SAPHIR for channel 183.31 ±3 GHz for various sets of environmental parameters: upper left
panel using GDAS, upper right using ERA-I, lower left using GDAS with water vapour profile
from SAPHIR retrieved RH, and lower right using ERA-I plus retrieved RH.
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Figure 4-8: Double difference anomaly dependence on earth incidence angle for MHS minus
SAPHIR for channel 183.31 ±7 GHz for various sets of environmental parameters: upper left
panel using GDAS, upper right using ERA-I, lower left using GDAS with water vapour profile
from SAPHIR retrieved RH, and lower right using ERA-I plus retrieved RH.

Consider first the upper left panel where the DD is evaluated using GDAS environmental
parameters. This case exhibits the largest scan angle dependence with a dynamic range of ~ ± 0.8
K. Note that there is an “X” pattern of lower anomaly along the diagonals of the histogram,
where the incidence angles of the two sensors are equal. For this condition, each sensor is
affected equally by the weighting functions because their slant paths are equal for each
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atmospheric layer; and errors, introduced by improper physics and/or an incorrect water vapor
profile, become common mode and cancel in the DD. On the other hand, where the EIA’s of the
sensors differ, especially toward the end of the scan position for one and the nadir for the other,
the DD anomalies are the greatest. This is consistent with large SD (observed – modeled) biases
resulting from inaccurate water vapor profiles in the upper troposphere, where the weighting
functions peak for this channel. Because the SD biases directly depend upon the slant path and
because they are different for the two sensors, these effects do not cancel in the DD technique,
which is a significant weakness of the procedure for this XCAL application. This is verified by
noting the polarity of the anomaly changes depending upon which sensor is viewing nadir (i.e.,
SAPHIR at nadir produces a positive anomaly, while MHS at nadir produces a negative
anomaly).
Next, consider the ERA-I case (upper right panel) where the scan angle dependence is a factor of
4 smaller (DD anomalies are < ± 0.2 K) relative to the nadir position. Here, the (observed –
modeled) SD’s are smaller, probably because the upper troposphere water vapor profile is closer
to reality, and the effect of slant range is effectively removed by the DD.
In the remaining two cases, the SAPHIR retrieved RH profile replaced both the GDAS and ERAI profiles, and these cases give nearly identical results, as shown in the lower panels. Compared
to the upper panels, these cases are better than the GDAS but not quite as good as the ERA-I, and
even here there remains a weak “X” pattern of lowest anomaly observed when the sensors EIA
match.
Thus, to minimize the scan position dependencies in the biases, it was concluded that the most
reliable DD were for collocations, where both sensor slant paths are equal. This was
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implemented by restricting the absolute values of the EIA differences of the two sensors to be
within ≤ 10°.
4.3.2 Individual Matchups vs Binned Average
In order to perform inter-calibration between two sensors with different properties and
characteristics, a careful collocation is required, there are different methods to do the
collocations, in our previous studies we have compare two different methods of individual
matchups and collocation of binned average data [66], we observed the results from both
methods are quite similar and as the computational time for binned average method is
considerably lower, we decided to use binned average method.
Moreover, for the imager channels the atmospheric opacity is low, and the surface emission is
dominant in the observed temperature, so in the collocations of these channels matching the
observations from the same Instantaneous field of view (IFOV) are comparable. In the other
hand, in the sounder channels the atmospheric opacity is high, so the position of satellites and the
slant path geometries through the atmosphere of the observations are more important
For inter-calibration of SAPHIR and MHS, we have done the collocations using the two methods
of binned average, and IFOV matchups. These results for SAPHIR and MHS on board of
MetOp-A, NOAA-18, and NOAA-19 have been presented in the following table. It is shown that
the comparison of individual match-up’s or binned average approaches yield to nearly identical
results. Also it is seen that the biases between the different MHS sensors are very small.
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Table 4-1: biases between SAPHIR and MHS using the binned average and IFOV matchups
methods.

As described above, for a cross-track scanner, each antenna scan position has a different Earth
incidence angle (EIA) and results in a different slant path through the atmosphere. So, it is
important to investigate the changes of radiometric biases with incidence angle. Based upon the
instrument designs, it is expected that the biases should be independent of scan angle; therefore if
systematic scan angle dependent biases are discovered, it is necessary to characterize and remove
such effects.
The biases versus observed Tb have been presented in the Fig. 4-9. Consider first the left hand
panel of this figure, where the DD biases for the 183 ±1 GHz channels are shown. The results
show an unexplained systematic increase in the DD biases with the scene temperature, and the
biases derived using GDAS water vapor profiles are significantly different that the other three
cases, which is consistent with the previous anomaly comparisons.
Next, the center panel shows XCAL comparisons for the 183 ±3 GHz channels, where the results
for the four environmental cases are closer. This may be the result that the Tb weighting
functions are lower in altitude where the water vapor profile is better represented by the
numerical weather models. While the four cases are in better agreement, never-the-less results
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also show a systematic dependence on the scene temperature. When comparing the left-hand and
center panels for the cases using the SAPHIR RH retrievals, the results are quite consistent;
however, they are not for GDAS and ERA-I cases.
The XCAL results, for radiometer channels well removed from the line resonance (MHS 190
GHz compared to SAPHIR 183 ±7 GHz) are given in the right-hand panel of Fig. 4-9. Here the
four cases are practically identical, and they exhibit a similar increasing dependence on scene
temperature but with a larger mean bias (~ 0.7 K).
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Figure 4-9: Double differences variation with temperature for MHS-SAPHIR with using GDAS,
ERA-I, and retrieved RH. The number of data counts at each point has been presented with solid
green line and diamond shape.

Finally, additional SAPHIR/MHS XCAL comparisons are presented in Fig. 4-10, where the
retrieved RH profile is derived from the collocated GPS-RO data set. For this figure only three
environmental cases are shown, namely: GDAS, ERA-I and GPS-RO. Overall these results are
similar to those given in Fig. 4-9; however, for the left-hand panel of Fig. 4-10 (183 ± 1 GHz),
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the results for ERA-I and GPS-RO are nearly identical, which is because the humidity profiles of
GPS-RO, and ERA-I are very similar to each other [76].
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Figure 4-10: Double differences variation with temperature for MHS-SAPHIR with using
GDAS, ERA-I, and GPS-RO profiles. The number of data counts at each point has been
presented with solid green line and diamond shape.

4.3.2.1 SAPHIR with ATMS
In a similar manner as above, the XCAL biases for ATMS relative to SAPHIR were analyzed,
and the corresponding results are presented in Fig. 4-11, as a function of the SAPHIR scene
brightness. Starting with the upper left and middle panels, the SAPHIR channel 183 ± 1 GHz is
compared with the ATMS 183 ±1 GHz, and 183 ±1.8 GHz channels respectively for the four
environmental cases, namely: GDAS, ERA-I, and with the SAPHIR retrieved RH profiles. These
DD results are very similar to the SAPHIR/MHS results presented in Fig. 4-9.
As the radiometer channel frequency moves progressively from the resonant line (e.g., 183 ±3
GHz upper right panel, 183 ±4.5 lower left panel and 183 ±7 GHz lower middle panel), the DD
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biases progressively converge for the four cases and become nearly identical. The reason for this
is that the weighting functions in the upper troposphere are less important for these channels, and
apparently the water vapor profiles are similar for the three cases.
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Figure 4-11: Double differences variation with temperature for ATMS-SAPHIR with using
GDAS, ERA-I, and retrieved RH. The number of data counts at each point has been presented
with solid green line and diamond shape.

4.3.2.2 ATMS with MHS
The results for inter-calibration between ATMS and MHS are presented in Fig. 4-12. It should be
mentioned that these are the biases resulting from triple matchups of SAPHIR, MHS, and ATMS
within ±30 deg latitude. Since both MHS and ATMS operate on polar orbiting satellites, most
matchups occur in high latitude, where the total precipitable water is considerably lower. For
these cases, the influence of the surface emission is not negligible, and therefore the DD biases
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are less reliable. However, using the triple difference method with respect to SAPHIR, we are
able to obtain the calibration bias between these two sensors in the tropical latitudes.
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Figure 4-12: Double differences variation with temperature for ATMS-MHS with using GDAS,
ERA-I, and retrieved RH. The number of data counts at each point has been presented with solid
green line and diamond shape.

4.3.3 MHS with MHS
Here MetOp-A is used as transfer standard, and the biases between MetOp-B and NOAA-18, and
NOAA-19 has been measured for 2015. Because the MHS radiometers on these satellites are
almost identical, the biases can be calculated with the single differences approach for the
collocations with the same incidence angle. But, we measure the biases using the Double
Difference technique to eliminate or decrease the incidence angle dependence. In the cross track
scanning sensors, there is significant dependence between temperature and the Earth Incidence
Angle, as shown in Fig. 4-13. Figure 4-14 shows the DD anomalies for the corresponding pixels,
from which it’s clear that the biases for all the channels are almost independent of the scan
position, with the 89GHz channel showing the higher EIA dependence.
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Figure 4-13: Single difference anomaly dependence on earth incidence angle for MHS on board
of MetOp-B minus MHS on board of MetOp-A for the corresponding five channels, and number
of counts for each pixels.
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Figure 4-14: Double difference anomaly dependence on earth incidence angle for MHS on board
of MetOp-B minus MHS on board of MetOp-A for the corresponding five channels, and number
of counts for each pixels.

The biases variation with latitude was also illustrated in Fig. 4-15. This figure presents a
normalized density plot, where the solid black line represents the linear fit. We have not
observed any regional dependence. We find that the biases are very small, and do not variate
with the latitude changes.
A similar analysis was performed for the biases between Metop-A-NOAA-18, and Metop-ANOAA-19. But the number of the collocation points is far less than MetOp-A-MetOp-B
matchups; for this reason, we only performed matchups over the Polar Regions. From our
analysis, we find that the variation as a function of EIA, and latitude are negligible as well. The
average values and the uncertainties of the biases for these sensors for the dataset over 2015, is
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presented in the Table 5. This results show that the biases are less than 0.5 Kelvin for all the
channels; particularly, the biases between MetOp-A and MetOp-B are very small.

Figure 4-15: MetOp-B – MetOp-A biases changes with latitude.

Table 4-2: biases between MHS sensors for 2015
CHANNELS

89QV

157QV

183.31±
1.0QH

183.31±
3.0QH

183.31±
7.0QH

MetOp_A - MetOp_B

0.12±1.71

-0.09±0.9

0.01±0.43

-0.03±0.54

0.04±0.46

MetOp_A – NOAA18

-0.42±2.9

-0.11±2.4

0.13±1.9

0.06±0.80

0.07±0.43

MetOp_A - NOAA19

0.46±3.1

0.31±1.2

0.23±2.1

0.06±0.23

0.36±0.45
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4.3.4 MHS with AMSU-B
Continuing our analysis, the biases between MHS on board of MetOp-A and AMSU-B on board
of NOAA-17 for 2009 were measured. In the first step, the dependence of the biases with
changes of EIAs was investigated, and the results are presented in Fig 4-16. Biases for all the
channels are almost independent of the scan position; except for the 89 GHz channel, where
variations around ±0.2 K were observed. The reason for these variations is in the discrepancies
between observed brightness temperatures in AMSU-B with the modeled brightness temperature.
Further investigation is needed, but beyond the scope of this paper. The DDs between MHS on
MetOp-B and AMSU-B on board of NOAA-17 for 2009 are presented in Table 6. The biases are
larger than for MHS sensors, having larger uncertainties. These results are preliminary, and more
analysis is needed in order to determine the final values for the biases.
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Figure 4-16: Double difference anomaly dependence on earth incidence angle for AMSU-B on
board of NOAA17 minus MHS on board of MetOp-A for the corresponding five channels, and
number of counts for each pixels.

Table 4-3: Biases between MHS on MetOp-A and AMSU-B on board of NOAA-17 for 2009.

CHANNELS

MetOp_A – NOAA17

89QV

157QV

183.31±
1.0QH

183.31±
3.0QH

183.31±
7.0QH

0.72±2.71

-0.86±1.9

0.51±0.43

-0. 31±0.42

0.24±0.36

4.4 Conical Scanner with Cross Track Scanner
4.4.1 GMI with MHS
In the GPM constellation, the required consistency in the input brightness temperatures is
accomplished by inter-calibrating the constellation radiometers using the GPM Microwave
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Imager (GMI) as the calibration reference [77]. MHS radiometers, as part of GPM constellation,
have been calibrated with GMI as well. It should be considered in the cross track scanners the
polarization of the Tbs changes with the scan position that it’s a mixture of vertical and
horizontal polarizations. The full descriptions of the calibration technique can be found in Berg
et al. [78]. In Fig. 4-17, the double differences as a function of MHS EIAs are presented. From
this figure, it is noticeable that the 89 GHz has the largest variations, and these decreases in the
channels with higher frequencies. The average values of the biases are shown with solid black
line; the averages are very small for all the channels, which show that MHS and GMI are in a
good agreement. Also, Fig. 4-18 illustrates the variations of the biases with the latitude. The
average values of the biases are shown with solid black line; which is not changing with the
latitude, and it shows are biases are not changing with the spatial changes. Also, the results of
biases for the all the MHS sensors is presented in Table 4.
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Figure 4-17: Double difference dependence on earth incidence angle for MHS on board of
MetOp-B minus GMI for the corresponding five channels.
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Figure 4-18 :Double difference dependence on the earth latitude for MHS on board of MetOp-B
minus GMI for the corresponding five channels.

Table 4-4: biases between GMI and MHS sensors for 2015.
CHANNELS

89QV

157QV

183.31±
1.0QH

183.31±
3.0QH

183.31±
7.0QH

MetOp_A - GMI

0.43±2.20

-0.41±1.2

0.16±1.4

-0.31±0.57

-0.25±0.44

MetOp_B - GMI

0.38±1.17

-0.47±1.0

0.06±1.6

-0.35±0.56

0.22±0.43

NOAA18 - GMI

-0.04±1.25

-0.23±1.2

0.52±1.4

0.10±0.56

0.21±0.41

NOAA19 - GMI

-0.08±1.2

-0.48±1.1

0.26±1.5

-0.02±0.54

0.23±0.45
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4.4.1.1 SSMIS with SAPHIR
Before lunch of GPM on February 2014, SAPHIR has been used for calibration of SSMIS. The
dataset used for this analysis is level 1C data of SSMIS and 1Base data of SAPHIR from July to
December of 2012. Table 1 shows the corresponding channels of the SSMIS and SAPHIR with
their central frequency and bandwidth. The first step is the comparison of the measured
brightness differences between sensors. The observed brightness temperature comparison for
SAPHIR and SSMIS (183±3 GHz channel) is shown in Fig. 4-19 for 3 DMSP satellites (F16,
F17 and F18). Based upon these scatter diagrams, the comparison is best for SSMIS on F18.
Further, the Double Differences for F18 exhibit a slight variability with time as shown in Fig. 420.
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Figure 4-19: Observed brightness temperature comparisons for SAPHIR and SSMIS for the
183±3 GHz channel for F16, F17 and F18 [66].
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Figure 4-20: Double Differences values for F18 for six months [66].

Finally, the corresponding six-month average value of the Double Differences for F16, F17 and
F18, for both Binned Average and IFOV Match-up methods, are presented in Table 4-6. A close
examination shows that the results for both methods are quite similar.
Table 4-5: Average Double Differences values for different satellites for both Binned Average
and IFOV Match-ups methods [66].
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4.4.1.2 GMI with SAPHIR
The Tb dataset used for this study are; 1Base files GMI version ITE030 and SAPHIR, version
V02A data from March to December 2014. SAPHIR is a cross-track scanner, so each antenna
scan position has a different Earth incidence angle (EIA) and a different slant path through the
atmosphere. In inter-comparison of SAPHIR with a conical scanner like GMI, it is important to
investigate the changes of biases with incidence angle. Figure 4-21 shows the changes of GMISAPHIR biases versus incidence angle for Rosenkranz model using GDAS and ERA-I
geophysical data, and ERA-I with retrieved Relative Humidity. As it is shown in this figure,
when using GDAS dataset, changes of EIA result in the DDs varying by 0.6 K for 183+3 and by
0.3 K for 183+7 channel. On the other hand, when using the ERA-1 data, these changes
respectively decrease to 0.3 and 0.2 K. also it can be seen because of the asymmetry in SAPHIR
dataset, results are not symmetric as it is expected.
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Figure 4-21: Double differences dependence on Incidence angle for GMI-SAPHIR with using
GDAS and ERA.
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Also, it is noted that the value of double differences slightly increases with scene brightness
temperature as shown in Fig. 4-22. When using GDAS and ERA-I, changes of DDs are almost
linear with increasing Tb.
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Figure 4-22: Double differences variation with temperature for GMI-SAPHIR with using GDAS
and ERA.

Changes of biases over time are shown in Fig. 4-23. The upper panel shows the values of DDs,
where 183±3 GHz are represented by blue and 183±7 GHz with red symbols. The second panel
presents changes of the satellite direction of flight (yaw 0° or 180°) for GPM and MeghaTropique, which occur periodically in time. Fortunately, the DDs are independent of the
respective satellite yaw angles; however at the time of the yaw flip, we see small “jumps on
DDs”. Also on the 180th of 2014, DDs have a peak, which is because the EIA of SAPHIR is
close to Nadir, and it is shown in Fig. 4-1 that DD maximizes at EIA equal to zero.
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Figure 4-23: variation of biases with time for 2014 [79].

Although the changes in DD with incidence angle are not high, never-the-less to improve the
comparison, the matchups are selected where the differences between EIA’s are within 2 degree.
The calculated DDs for both GDAS and ERA-I for RSS and Elsasser emissivity models are
presented in Table 1. The changes in DD biases are less than 0.05 K for the selected data.
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Table 4-6: Double differences using Rosencranz, MonoRTM with GDAS and ERA-I [79].
RTM

Channels

GDAS

ERA

183.3 ±3.0 GHz

0.58±0.56

0.59±0.53

183.3 ±7.0 GHz

0.31±0.53

0.29±0.45

183.3 ±3.0 GHz

0.53±0.64

0.54±0.65

183.3 ±7.0 GHz

0.28±0.51

0.23±0.52

model
Rosenkranz

MonoRTM
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CHAPTER 5: CONCLUSION AND SUMMARY

Previously CFRSL developed a “double difference” technique for the inter-satellite radiometric
calibration (XCAL) of conical scanning microwave imaging radiometers in support of NASA’s
Global Precipitation Measurement Mission (GPM). While this DD technique was quite robust
and successful for the conical scan geometry, unfortunately, the casual application for cross-track
millimeter sounders has definite limitations that were uncovered during the conduct of this
dissertation.
First, for conical imagers, the majority of emission comes from the surface and lower
atmosphere, and the slant path through the atmosphere is fixed independent of the azimuth scan
angle. Even when the two radiometers have different EIA’s, there is a finite but constant
differential path length that is independent of azimuth scan angle. If the numerical weather
model (NWM) environmental parameters are good estimates of the true values, then the effect of
the differential path length is exactly captured in the simulated single difference. On the other
hand, if the environmental parameters are not representative of the true values, then the effects of
path length will only partially cancel and contribute a bias error in the DD results. Our procedure
of using two different NWM results provides an estimate of this uncertainty by calculating the
mean and standard deviation between the DD biases for these different cases.
For sounders the situation is more complicated for two reasons. First, when comparing match-up
between radiometers, there is a large variance in their scan angles, which results in a wide range
of differential propagation path lengths that are proportional to the differential scan angle
between the two radiometers. Second, this may not be an issue if the water vapor profile is well
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known, but unfortunately, the majority of sounder radiances come from the troposphere, where
there is large uncertainty in the water vapor profile between NWM’s. As a result, the effect of
differential path length on the simulated radiances does not usually cancel in the double
difference comparison. Compared to imager XCAL, the sounders have larger errors associated
with the DD biases that are variable with scan geometry i.e., that are functions of both the scan
angle and the differential path length.
To understand these issues, a wide variety of match-up combinations were evaluated (see Chap4), and this dissertation presented results for the radiometric biases between different pair of
sounding radiometers that exhibited a dependence upon scan angle. Further, the magnitude of
these biases were also dependent upon the source of atmosphere humidity profiles used.
Therefore, for channels near the 183 GHz water vapor absorption line peak, it was concluded
that reliable XCAL comparisons can be made only when the path lengths of the two sensors are
approximately equal, which is accomplished by restricting the EIA differences to a small value.
Further, it is important to mention that matching the scan angles for the two radiometers,
significantly reduces the sensitivity of the radiometric bias to the assumed water vapor profile,
but it is not eliminated. Particularly, there remains is a significant difference between XCAL
results using GDAS and ERA-I environmental data for 183 ±1 GHz channel.
On the other hand, when incorporating the water vapor profiles retrieved from the GPS-RO
technique into the NWM’s, the results for ERA-I and GPS-RO are nearly identical, and show
significantly reduced sensitivity to scan angle. Further, the XCAL biases are not sensitive to the
choice of other environmental parameters, which is highly desired. This implies that for sounders
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(especially near the 183 GHz absorption line), the DD technique yields different biases
depending upon the incorrect water vapor profiles.
Finally, when restricting the sounder radiometers to match scan angle and when using the
SAPHIR retrieved relative humidity or the GPS-RO water vapor profiles in the troposphere,
there is high confidence in the XCAL biases for all sounder channels. Thus, using measured
water vapor profiles within the troposphere significantly improves the DD results.
FUTURE WORK: This dissertation provides the basis for inter-calibration of all the sounder
channels since the start of TRMM mission, and future work will focus on applying the presented
techniques to all the AMSU-B, and MHS radiometers on board of NOAA satellites, and thereby
provide a consistent measurement from 1998 up to present in near future.
Also, this work can be extended to the future missions, such as upcoming The Time-Resolved
Observations of Precipitation structure and storm Intensity with a Constellation of Smallsats
(TROPICS) mission. It consists of a constellation of CubeSat’s with three channels near the
183.31 GHz water vapor channels.
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