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Introduction 
In 1965 Davenport and Schinzel posed the problem of determining the 
maximum length of a sequence on II letters with no immediate repetition of the 
same letter, not containing any subsequence of type ababa (i.e., the occurrences 
of two letters can give no configuration of type a . . . b . . . a . . . b * . . a). 
Originally this problem arose as a combinatorial problem connected with 
differential equations [ 1,2]. Later Davenport-Schinzel sequences were studied by 
Hart and Sharir and connections with path compression algorithms in com- 
binatorics were discovered [3], as well as further applications in combinatorial 
geometry, [4,5]. See [7,8] for a related work. 
In 1986 an upper bound for the maximum length was found, at the same time it 
was verified this result could not be improved. The upper bound is n&(n), where 
o(n) stands for the functional inverse of the Ackermann function [3]. Later 
Komjath found a direct construction for the lower bound. Considering more 
general subwords of type abab . . . of length s + 2 instead of just ababa he proved 
the lower bound n&(n) [9]. 
This paper deals with a natural extension of the original problem. We study 
sequences not containing a given forbidden word (i.e., subsequence) on generally 
more than two letters. Complete characterization of forbidden words with a linear 
upper bound on two letters is given. Further results concerning this extension are 
described in [lo]. 
Definitions 
Let A be an infinite alphabet. 
By A* we denote the free monoid over A. The elements of A*, A will be called 
words, letters respectively. 
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lA is the empty word, A+ is the set of all the non-empty words. 
Two words U, u E A* are isomorphic, u = u, iff u = (u(u) for some (Y E Aut A*. 
Every w E A* can be considered as a mapping w : [l, n]+ A for some IZ. Thus 
we define rank w = IIm ~1, i.e., the number of different letters in w, and IwI = n 
is the length of w. 
We say w E A* is a word on n letters iff rank w c n. 
A word u EA* is afuctor of u CA* iff u =xuy for some X, y EA*. 
A word UEA* is a subword of v EA* iff v =y,+,y, . --x,y,,,, where 
U’X,“‘X x;, yi E A*. 
A word ,“; A* avoids v E A* iff there is no subword w of u such that w = 21. 
A word w is regular iff rank w = [WI, i.e., no letter occurs more than once in w. 
A word w is k-regular, k 2 1, iff every factor of w of length at most k is regular. 
Algorithm A(k) (k 2 1 is a parameter) 
Let w E A *. Applying A(k) to w we get a k-regular subword of w. A(k) works 
as follows: Let w = a, u2 . . . urn, ul, . . . , u,EA, wo=lA. For i=l,._. ,m we 
define 
r 
W(_,Ui 
w, = 
if wj_,uj is k-regular, 
wi-l otherwise. 
The k-regular subword w,,, of w is the output of A(k). 
The key problem 
A forbidden word f E A+ is given. We study k-regular words avoiding f. By 
s(n) we denote the maximum length of a k-regular word w on n letters avoidingf 
(i.e., rank w c n). If k < rank f we have s(n) = +w for almost all n. The infinite 
k-regular sequence a, . . . ukul . . . uk . . . , uj E A, on k letters avoids f. 
If k s rank f it is easy to verify that s(n) < +m for all n using the pigeon-hole 
principle. It is also easy to observe that s(n) is a nondecreasing function. We are 
going to study the asymptotic behaviour of s(n) for k 2 rankf. 
Remark 1. The function s(n) depends on f and k. To simplify the notation we 
suppose f and k known by context. We say that s(n) is the upper bound for f, k. 
Observation 1. Let f, g E A+ be two forbidden words, f is a subword of g, 
k 2 rankg(>rankf), and s(n), t(n) are the upper bounds for f, k and g, k 
respectively. Then s(n) s t(n) for every n. 
Proof. Let w E A* be a k-regular word on n letters avoiding f such that 
[WI = s(n). Since w avoids fit must avoid g, too, and IwI c t(n). 0 
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Definition. Two functions s(n), t(n) are of the same order iff there exist two 
constants O<c 6 d such that c *s(n) G t(n) s d as(n) for all n. This will be 
denoted by s(n) E @(t(n)). 
Theorem 1. A forbidden word f E A+ and integers k, 12 rank f are given. Let s(n) 
be the upper bound for f, k and t(n) the upper bound for f, 1. Then s(n), t(n) are 
of the same order. 
Proof. Suppose k < 1. Then obviously t(n) as for every n, each l-regular 
word is k-regular as well. 
Let w, be a k-regular word on n letters avoiding f such that 1 w,,] = s(n). 
For i = 1, . . . , I-k we define Wi by applying A(k + i) to wi-,. In the end we 
get an f-regular subword y-, avoiding f. Then (w/-~I G t(n). 
For i = 1, . . . , 1 - k the word w,_, can be written down in the form 
wi_, = a,v1a2v2. . . a,v,, whereaiEA, vjeA*, q=a,...a,, 
vj are the sections left out by the algorithm A(k + i). It follows from the 
definition of A(k + i) that 
rank ainj c k + i 
and since Wi-1 avoids f we have 
lajvjl c s(k + i). 
Therefore, Iw,-~~ c lwil s(k + 1) and finally, 
s(n) = Iw,j C Iw,_,l . const < t(n). const. 0 
Remark 2. Let s(n) be the upper bound for f, k, k > rank f. We can see @(s(n)) 
is independent of k. As we are interested in the asymptotic behaviour of s(n) we 
do not have to care about k (providing k 2 rank f ). So from now on saying s(n) is 
the upper bound for f E A+ we will mean s(n) is the upper bound for f, rank f. 
Remark 3. Obviously s(n) E O(const) if and only if the forbidden word f is 
regular. From now on we will not consider this case. So s(n) 2 n holds for all n. 
(The regular word w = a, * * * a,, aj EA, on n letters always avoids f.) 
Definition. By At we denote the set of all the nonregular words of A+. 
Lemma 1. Let f E Af be a forbidden word, k 2 rank f. There exists a constant d 
satisfying the following property : 
For each k-regular word w = uav, a E A, u, v E A*, w avoiding f there exists a 
k-regular subword W’ of uv avoiding f such that Iw’I 3 IwI - d. 
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Proof. Let us denote 1 = Ifl, d = (31ik4)k(l - 1) + 2. 
First suppose IuI 2 k - 1, Iv1 3 d + 2k - 3. We can divide w into factors 
where Iu2( = k - 1, [2r,l = d + k - 2, I+( = k - 1. Furthermore, 
Ul = Xl% * * . q&k-2)/k, lxil = rank xi = k. 
If rank vl < 3k - 4 then there are at least 
disjoint factors Xjl, X12, . . . , xjr among all of the factors xi such that 
Im Xi1 = Im Xi2 = f f . = Im Xji 
(the pigeon-hole principle). 
Then we can find a subword of w isomorphic to f taking one letter in each 
factor xii which is a contradiction. So rank Z.J, 2 3k - 3. There must be at least 
k - 1 different letters al, . . . , ak_, occurring in v, none of which occurs in u2u2 
because rank u2v2 c 2k - 2. We get 
Vl =yoa,y, . . ~~,-,y,-,. 
We form a new word 
w’ = uIu2alu2 * * * ak-Iv2v3. 
It is obviously a k-regular subword of uv avoiding f and Iw’I = Iw( - d. If 
IuI <k - 1 or Iv/ <d + 2k - 3 the proof is analog or even easier. 0 
Theorem 2. Let f E Af, k Z= rank f. Let c be a constant such that in each k-regular 
w avoiding f there is a letter occurring at most c times. Then s(n) E o(n). 
Proof (Induction). Let I = If I. We are going to prove that the length of a 
k-regular word w on n letters avoiding f is at most c . d . n (d is the constant from 
Lemma 1). For n = 0 the statement is obvious. 
Now w is a word on n letters, a E A is a letter which occurs at most c times in 
w. Using Lemma 1 we can find a k-regular subword w’ of w in which a does not 
occur and lw’l > [WI - cd. w’ is a word on n - 1 letters so by the induction 
hypothesis lw’l 6 c . d(n - 1) and we are done. q 
Theorem 3. Let f,g E Af be two forbidden words such that 
f =av, g = a2v, aEA, VEA*. 
Then the upper bounds s(n), t(n) for f, g, respectively, are of the same order. 
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Proof. Let k = rankf = rank g, I= lgl. As f is a subword of g we have s(n) c t(n) 
by Observation 1. 
Let w be a k-regular word on n letters avoiding g, lwl = t(n). We will form a 
subword w’ of w by leaving out the first occurrence of each letter in w. Using 
Lemma 1 we can obtain a k-regular subword w” of w’ such that lw”l> lw I - rd. 
Furthermore w” avoids fi So lw”l< s(n) and 
t(n) d s(n) + nd d s(n)(l + d). 0 
Corollary 1. It follows from Theorem 3 that for forbidden words f = avb 
(f eAf, a, b EA, v EA*) and g = akvb’ (k, 12 1) the upper bounds s(n), t(n) are 
of the same order. 
Theorem 4. Let f,g E Af be two forbidden words such that 
f =a~la~. . . a$, g = a~“lr’a;a2-l . . . a2$“-‘, 
a,EA, aj#aj+l, aj 2 1. Then the upper bounds s(n), t(n) (for f, g, respectively) 
are of the same order. 
Proof. Denote k = rank f = rank g. As f is a subword of g we have s(n) c t(n) by 
Observation 1. Now let w be a k-regular word on n letters avoiding g such that 
[WI= t(n). We form a subword w’ of w by leaving out each even occurrence of 
every letter in w. Obviously w’ avoids f and 1w’J 2 4 1~1, yet it may not be 
k-regular. We apply A(k) to w’ and get a k-regular subword w” of w’. The word 
w” divides w’ in the following way 
wn=a,a2* * auP, a,EA, 
w’ = a,x;y;a,xiyi . . . aPxiyi, xi’, y;eA*. 
For each j = 1, . . . , p the factor xjyi was omitted by A(k). The factors XI, y; are 
chosen such that 
lx,!1 is divisible by k, Ir/l <k. 
It is also possible to write down w in the form 
w=alxlylazx2y2~~ -a,x,y, 
such that x,! is a subword of Xj and similarly y,’ is a subword of yj for all 
j=l,. . . ,p. 
Now let us have any j, 1 G j 6~. The words xi, Xj can be divided as follows: 
x;=z;z;* * -26, lz;l = k for i = 1, . . . , q, 
xj=.z,&“‘zq 
and zl is a subword of z, for every i. From the definition of A(k) we get 
rank x/y/ G k - 1 
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so 
rank z! < k - 1 for every i. 
There must be a letter a E A occurring twice in z;. Considering the construction of 
w’ we state that a occurs at least three times in zi. As zi is k-regular we have 
lzil > 2k + 1 for every i and lXjl> q(2k + 1). Realizing that Ix/l = qk we get finally 
I%? 1 <zIIpsri. Ixjl. 
This holds for every j = 1, . . . , p. Summing up 
xix; * -*+2k+1 ~l~2’~~~pl <kl & IWL 
lalY;a2Y;. * . u,y;1 = lw’l - 1x;x; * * . $12 4 IWI - 
&Y 
=& Iwl. 
At the same time for each j, IUjYjl c k, i.e., lujl 2 (l/k) lUjY/l and 
lWnl = la, - * * upI +u,y;.. . apY;l 2 
k(4:f 2) Iw’ 
The word w” is a k-regular word on n letters avoiding f 
s(n) 2 lw”l 3 
1 
k(4k + 2) t(n)’ Cl 
Definition. For every positive integer n we put 
redn = 2 iff n 22, 
redn=l iff n=l. 
Furthermore let u EA*, u = u~?z,“z~ . . aEm, uj EA, uj #ai+,, aj 2 1. We define 
the reduced subword of u as 
Corollary 2. Let f,g E Af be two forbidden words such that 
f =redg. 
Then the upper bounds s(n), t(n) for f, g are of the same order. 
Proof. Let g = u?' * . . azrn, uj EA, uj #a,+,, crj Z= 1. Denote 
fo = qd aluyd az . . . uEd rr,. 
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By Corollary 1 the upper bounds for f and f0 are of the same order. For i 2 1 we 
define J as follows: 
If J-i = aQ1. . . afjg then f;: = afBl_1 . . . azrn-1. 
By Theorem 4 the upper bounds for f;-1, L are of the same order. Obviously 
there exists j such that g is a subword of fi. At the same time f is a subword of g. 
Let s(n), t(n), r(n) be the upper bounds for f, g,A. We can use Observation 1 
taking 
k = rankfi = rank g = rankf 
to obtain s(n) s t(n) s r(n) for every 12. Since s(n), r(n) are of the same order we 
have s(n) E @(t(n)). 0 
Theorem 5. Let f = abbaab, a f b, a, b E A be the forbidden word, s(n) the upper 
bound forf Then s(n) E o(n). 
Let w EA*, c occurs at least three times in w. The factor beginning with 
the second occurrence of c and ending with the last but one occurrence of c in w 
will be called the body of c. The minimum factor containing all the occurrences of 
c is the hull of c. 
First we prove the following lemma. 
Lemma. Let w be a 2-regular word avoiding f in which each letter occurs at least 
12 times. We leave out the first and the last occurrence of every letter to get w’. If 
c, d E Im w = Im w’ then there are four possibilities for their occurrences in w’. 
(Suppose c occurs before all d’s in w’.) 
(i) c...cd...d, 
...cd...dc. ..c 
. . .cd.. .dcd.. .dc.. .c 
(iv) c...cd...dcd...d,or’..cdc...cd...d. 
where c 1 * . c stands for a factor containing at least one c and no d, similarly for d. 
Proof. To prove this lemma we will discuss several possible cases of w. 
Case (1): The body of c contains at least two occurrences of d. 
Subcase (la): The body of c contains all the occurrences of d. 
If there were three occurrences of c in the hull of d there would be a subword 
isomorphic to f in w. If there are two occurrences of c in the hull of d the 
situation looks like 
cc * ’ .cdcd...dcdc...cc, 
else w would not avoid 5 
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Then the situation in w’ looks like 
c... cd..-dc.--c 
which is (ii). 
If there is one occurrence of c, or none, in the hull of d we have 
cc...cd...dcd...dc...cc or 
cc.. . cd. . . dc . . . cc. 
So for w’ we get 
C* -*cd-**dcd.--dc..-c or 
C* . .cd.. .dc.. .c 
which is (iii), (ii). 
Subcase (lb): d is outside the body of c. 
Again there are two possibilities: 
C* ..cdd.. -dcdc or 
cc.. -cdd---dcd...ddc 
(or the symmetrical ones). In w’ we have 
C- ..cd.. *dc or 
C’ ..&...dcd...d 
which is (ii) or (iv). (The same for the symmetrical cases.) 
Case (2): There is at most one occurrence of d in the body of c. 
Then there is at most one occurrence of d in the hull of c in w ’ so we have 
d . . .dc.. .cdc. ..cd. ..d, 
where one of the two factors d . . - d may be empty, or 
d . . .dc. ..cd.. .d, 
again one of the factors d * . . d may be empty. 
This means we have (iii), (iv) or (ii), (i). The lemma is proved. El 
Proof of Theorem 5. Let w be a 2-regular word avoiding f. To prove Theorem 
5 we suppose for contradiction that each letter of Im w occurs at least 12 times in 
w. We construe w’ like in the lemma. So the statement of the lemma holds for w’ 
and Im w’ = Im w. Now we define a partial ordering s on Im w as follows: 
c 8 d iff every occurrence of c is in the hull of d in w’ or c = d. 
Let c, d, e E Im w, e e c, es d, c and d are incomparable. The lemma yields that 
there are two possibilities for their occurrences 
(a) c..-cdc--.cd- . . d with all e’s between the first occurence of d and the , 
last occurence of c, 
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(b) c--.cd...dcd-- . d again with all e’s between the first occurence of d , 
and the last occurence of c (without loss of generality c occurs before all d’s). 
In case (a) the ordered pair (e, d) will be called bad, in case (b) the pair (e, c) 
is bad. We leave out all the bad pairs of G and get a new relation Q ‘. We define 
a partial ordering < as the transitive hull of Q ‘. Apparently < is a subordering 
of Q. From now on by successor we will always mean the successor in =S, the 
same for predecessor. 
Now we formulate some easy observations. 
(1) Every element of Im w has at most one immediate successor so the graph 
of < (in which each element is connected by an edge to all of its immediate 
successors) is acyclic. 
(2) If c < d (c # d), then either 
d -0-dc-**cd-.-d or 
d . ..dc.. .cdc.. .cd.. .d 
in w’. 
Now we form the subword w” of w’ by leaving out the first and the last 
occurrence of each letter in w’. Again Im w” = Im w’. 
(3) If c, d are incomparable then they cannot intersect in w”, i.e., we have 
eitherc...cd...dord...dc...cin -___ w”. 
It is possible to order Im w linearly into a sequence a,, u2, . . . , a, such that 
every letter ai comes after all of its predecessors. For i = 0, 1, . . . , m let w:‘be the 
subword of w” containing all occurrences of a,, a2, . . . , a, and no occurrence of 
ai+lt . . . ) a, (w;; = lA) w; = WV). 
For i = 1, 2, . . . , m we can express uniquely 
w;= u~u;u~uiu$z;~ ’ . u;_luiu;, 
w:‘, = u;(u;’ . . . u;. 
(4) Factors up, . . . , CL;-, contain only predecessors of a, (follows from (3), wj’, 
contains only predecessors of ai and letters incomparable with a,). 
Analogously we can express uniquely 
w’ = u_,u&uiu;u; * . * u~-lu;u~u;u,:+,. 
(5) For j = 1, 2, . . . , p - 1 the factor u;’ is a subword of ui, furthermore WY is a 
subword of w’. 
(6) Let ak + U,. The letter ak either occurs only in one factor u; for some 
j, 0 G j Sp, or ak occurs Only in two neighbouring factors ul-, , ui for some 
j, 1 d j Gp (follows from (2)). 
(7) If u;, j = 0, . . . , p, contains a predecessor ak of ai then it contains an 
immediate predecessor al of a;. 
Proof of (7). Let a, be an immediate predecessor of a, such that uk <a, <a,. 
Considering (2) for &, a, we observe that a, must occur before the hull of uk in w’ 
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so there is al in uL,ul. . . ui. Similarly a, occurs in u;u,!+, . . . u;u;+, and because 
of (6) we have a, in ui’_ 0 
(8) If there is a predecessor ak of ai both in u;_, , u,’ for some j = 1, . . . , p then 
there is an immediate predecessor a, of aj occurring both in u\_, , u;. 
Proof of (8). Like in the proof of (7) we find a,, ak < a, <a,. By (2) a, occurs 
both in u’,u;. . . u/-~ and uj. . . u&L+, and by (6) a, occurs both in ujl_,, u/. 0 
(9) Any letter uk occurring in w:‘, can occur only in one factor u/for some 
j=O,. . . , p or in two neighbouring factors u;-~, $for some j = 1, . . . , p. 
Proof of (9). If there is a letter ak occurring in two factors UT, u/which are not 
neighbouring then we get a subword akaiaiak in WY and by (3) ak, ai are not 
incomparable so ak <a,. By (5) we get akaiaiak in w’ which is a contradiction 
with (2). 0 
By pi we denote the number of immediate predecessors of ai. We are going to 
enumerate the number rj of immediate repetitions in +vi by induction. 
Apparently r, = 0. 
Now let l~i~m. If Iu,!‘I>O for some j, lcjsp-1 then by (4) and (5) U/ 
contains a predecessor of Ui and by (7) u, contains an immediate predecessor of ai. ! 
It follows from (6) that there are at most 2~; factors among u;, u;, . . . , $-I 
containing an immediate predecessor of ai so there are at most 2pi factors of 
positive length among u;, u;l, . . . , ui-, . In other words there are at least 
p - 1 - 2pi 2 7 - 2pj immediate repetitions of a, in w:‘. 
If there is an immediate repetition R of ak in w]l_, separated by some 
occurrences of ai in WY then by (9) there is j, 1 G j sp, such that uk occurs only in 
z&r, UT and the repetition R is separated only by the jth occurrence of 
ai. Using (4) we get ak < ai and by (5) ak occurs both in z+-, , u;. Now we can use 
(8) to get an immediate predecessor a, of ai both in ui-,, u;. We will map R onto 
al. 
Two different immediate repetitions in w,!-, separated by ai in WY must be 
separated by two different occurrences of ai so they are mapped onto two 
different immediate predecessors of aj (follows from (6)). 
Consequently there are at most pi immediate repetitions in w:‘, separated by 
ai. Summing up 
ri 3 r,_, + 7 - 3pi, 
m 
r, 3 7m - 3 C pi. 
i=l 
The sum of pi is the number of edges in the acyclic graph of =% on m vertices 
which is at most m - 1, r, > 4m + 3. 
There are at least 4m + 3 immediate repetitions in w”. These repetitions must 
all be separated in the a-regular word w by the 4m omitted occurrences of the m 
letters of Im w. This is a contradiction so there is a letter occurring at most 11 
times in w. Considering Theorem 2 we get Theorem 5. 0 
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Corollary 3. Let f E Af be a forbidden word on two letters avoiding ababa and 
s(n) the upper bound for f. Then s(n) E o(n). 
Proof. A word f on two letters avoids ababa if and only if f = aibJakb’ where 
i, j, k, 1 s 0. Then red f is a subword of abbaab and its upper bound s(n) is at 
most linear. Taking f eAf we get s(n) E O(n). 0 
Theorem 6 (Main result). Let f E Af be a forbidden word on two letters. The 
upper bound is linear (i.e., s(n) E 63(n)) if and only if f avoids ababa. 
Proof. It has been proved by Hart and Sharir in [3] that for f = ababa the upper 
bound s(n) E @(a(n)) where a(n) stands for the functional inverse of the 
Ackermann function. It follows from Observation 1 that if f does not avoid ababa 
then the upper bound is at least ncv(n). 
Combining this with Corollary 3 we get Theorem 6. 0 
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