Latin Hypercube Sampling (LHS) and Jittered Sampling (JS) both achieve better convergence than standard Monte Carlo Sampling (MCS) by using stratification to obtain a more uniform selection of samples, although LHS and JS use different stratification strategies. The "Koksma-Hlawka-like inequality" bounds the error in a computed mean in terms of the sample design's discrepancy, which is a common metric of uniformity. However, even the "fast" formulas available for certain useful L2 norm discrepancies require O N 2 M operations, where M is the number of dimensions and N is the number of points in the design. It is intuitive that "space-filling" designs will have a high degree of uniformity. In this paper we propose a new metric of the space-filling property, called "Binning Optimality," which can be evaluated in O (N log(N )) operations. A design is "Binning Optimal" in base b, if when you recursively divide the hypercube into b M congruent disjoint sub-cubes, each sub-cube of a particular generation has the same number of points until the sub-cubes are small enough that they all contain either 0 or 1 points. The O (N log(N )) cost of determining if a design is binning optimal comes from quick-sorting the points into Morton order, i.e. sorting the points according to their position on a space-filling Z-curve. We also present a O (N log(N )) fast algorithm to generate Binning Optimal Symmetric Latin Hypercube Sample (BOSLHS) designs. These BOSLHS designs combine the best features of, and are superior in several metrics to, standard LHS and JS designs. Our algorithm takes significantly less than 1 second to generate M = 8 dimensional space-filling LHS designs with N = 2 16 = 65536 points compared to previous work which requires "minutes" to generate designs with N = 100 points. 
. Examples of N = 16 points M = 2 dimensional designs. From left to right these are: Jittered Sampling (JS), Latin Hypercube Sampling (LHS) with randomly paired dimensions, and Binning Optimal Symmetric Latin Hypercube Sampling (BOSLHS). Jittered Sampling is space-filling in the full M dimensional space but not in its 1 dimensional projections. Latin Hypercube Sampling is spacefilling in the 1 dimensional projections but not in the full M dimensional space. BOSLHS is space-filling in the full M dimensional space and the 1 dimensional projections; BOSLHS is also symmetric with respect to reflection through the center of the design which reduces correlations between dimensions. Unlike Jittered Sampling, BOSLHS is not restricted to a number of samples, N , that is exponential in the number of dimensions, M .
I. Introduction
Pure random sampling, also referred to as Monte Carlo Sampling (MCS), is the most robust and universally applicable method of uncertainty quantification. Unfortunately, the error in a mean computed by MCS decreases very slowly as the number of samples, N , increases. The "Koksma-Hlawka-like inequality" bounds the error in a computed mean in terms of the sample design's discrepancy, which is a common metric of uniformity. However, even the "fast" formulas available for certain useful L 2 norm discrepancies require O N 2 M operations, where M is the number of dimensions. Latin Hypercube Sampling (LHS) and Jittered Sampling (JS) both achieve better convergence than standard MCS by using stratification to obtain a more uniform selection of samples, although LHS and JS use different stratification strategies. As illustrated in Figure 1 , JS is space-filling in the full M dimensional space but not in the 1 dimensional projections, while LHS is space-filling in the 1 dimensional projections but not in the full M dimensional space.
In this paper, we define "binning optimality," a new metric of the space-filling property which can be evaluated in O (N log (N )) operations, and present an O (N log (N )) fast Binning Optimal Symmetric Latin Hypercube Sampling (BOSLHS) algorithm. BOSLHS combines the best features of JS and LHS to produce designs that are space-filling in the full M dimensional space and the 1 dimensional projections (see Figure 1 ). In addition, BOSLHS designs are symmetric with respect to reflection through their center, which reduces correlation between dimensions. Experimental results show that BOSLHS designs are superior to conventional JS and LHS in several quality metrics. Compared to other algorithms which are reported in the literature to require "minutes" to generate a M = 10 dimensional spacefilling LHS designs with N = 100 points, our BOSLHS algorithm can generate N = 2 16 = 65536 point M = 8 dimensional designs in significantly under a second. Our algorithm is currently limited to a power of 2 dimensions, however high quality LHS designs with non-power of 2 dimensions can be obtained by discarding excess dimensions, and the degree of binning non-optimality can be used to quickly screen candidate combinations of dimensions.
A. Background
A common standard case within the broad field of sample design is that of Uniform Design (UD). Let f (x) be a black box function of M different inputs, x, with one or more outputs, whose domain is the unit hypercube
i.e., x ∈ C M . The objective of uniform design is to select a sample design, X , that is appropriate for the task of integrating (with respect to uniformly weighted x) and/or constructing a response surface of one or more of the function's outputs over the unit hypercube. A priori, we do not know which regions in input space are most important, i.e. cause the most significant variation in the output, nor do we know which of the M inputs are more important for which outputs. The subset of important inputs could potentially vary among the different outputs. X should be selected in such a way as to produce an accurate representation of the output of f (x) ∀ x ∈ C M . Each point in X is represented by a row of the N by M design matrix X.
High quality uniform designs are important because
• For many problems with non-uniform distributions of inputs, an appropriate sample design can be obtained from a design for inputs uniformly distributed over the unit hypercube by a suitable combination of mappings (frequently through a cumulative distribution function, CDF) and/or importance sampling.
• If access to a supercomputing cluster is available, it may take significantly less time to concurrently execute simulations at a preselected set of sample inputs than to use a "sequential design," i.e. a set of input points chosen sequentially between runs based on the knowledge obtained from simulations at earlier points in the sequence.
• It may also be desired to use a cluster to concurrently evaluate f (·) at sequential batches of inputs, and check the output between batches to determine if "enough" data has been obtained to satisfy some stopping criteria. It is reasonable to use Uniform Design to generate the final design, X f in , in such a sequence. Here "final" means having the maximum number of samples/runs that is feasible given the available computational resources. Successively earlier members of the sequence could be obtained by a separate pruning process.
Since x is uniformly distributed over the unit hypercube, the samples in X should also be "uniformly distributed" over the unit hypercube. A quantitative measure of uniformity is required, and discrepancy is one such popular metric.
B. Discrepancy
Conceptually, a sample design's discrepancy is an appropriate norm of the difference between the number of points per sub-volume and a uniform smearing of points. This norm is taken over all M -dimensional hyper-rectangular subvolumes within the unit hypercube. As such, discrepancy is a measure of the non-uniformity of a sample design. Let |S| denote the number of points in a set, S, then discrepancy
where ||·|| represents an appropriate norm over all M dimensional rectangular subsets, c M , of C M . Notationally, this compares a subset's fraction of the total number of points to its fraction of the total volume. The more uniform a sample design X is, the smaller its discrepancy will be.
Using a L p -discrepancy as a measure of uniformity is popular is because it can be used to bound the error resulting from the numerical integration of a function f (x). This is the "Koksma-Hlawka-like inequality" which Hickernell
here E(f ) is the expectation of the function f (x)
is the L p discrepancy of sample design X , and
While this bound holds for all L p -discrepancies, the choice of which discrepancy to use to measure uniformity is an important one. Fang, Li, and Sudjianto note that both the star discrepancy and the star L 2 -discrepancy are unsuitable for searching UDs 2 . The star discrepancy (for which all c M have the point 0 as one of their corners) is insufficiently sensitive and the star L p -discrepancy (p < ∞) ignores differences
low-dimensional subspace. That the lower dimensional structure of a design is more important than the high dimensional structure is known from the so-called hierarchical ordering principle of Wu and Hamada 3 : lower-order effects are more likely to be important than higher-order effects; main effects are more likely to be important than interactions; and effects of the same order are equally likely to be important.
Furthermore, because the origin plays a special role, the star L p -discrepancy is not invariant under rotating coordinates of points. This makes it necessary to place additional restrictions on acceptable measures of uniformity. The following requirements are paraphrased from Fang, Li, and Sudjianto 2 :
2. invariance under coordinate rotation;
3. ability to measure not only uniformity of X over C M but also the projection uniformity of X over C u , where u is a non-empty subset of {1, ..., M } ; 4. some reasonable geometric meaning; 5. easy to compute; 6. applicability in the Koksma-Hlawka-like inequality, Eqn. (2) above; 7. consistency "with other criteria in experimental design." This vague statement means that criteria 1-6 are necessary but not sufficient to define an acceptable metric of uniformity.
Fang, Li, and Sudjianto 2 further state that Hickernell 1 proved that the centered L 2 -discrepancy and wrap-around L 2 -discrepancy satisfy requirements 1 through 6.
The wrap around L 2 -discrepancy, W D 2 (X ), proposed by Hickernell 4 is a modified L 2 discrepancy defined as in Eqn.
(1) where the L 2 norm is used and the definition of the set of subsets c M of C M has been expanded to include all hyper-rectangles which can be drawn on a periodic version of C M . In other words, it includes rectangles with an edge that starts at coordinate x 0 < 1 increases to 1, wraps around to 0 and the increases to
The wrap-around L 2 -discrepancy satisfies the "easy to compute" requirement of Fang, Li, and Sudjianto 2 because its square can be computed via the following equivalent analytical form
Note that Eqn. (3) requires O N 2 M operations to evaluate. The centered L 2 discrepancy also has an analytical form similar to Eqn. (3)
Although Eqn. (4) is slightly more expensive to compute than Eqn. (3), the centered L 2 discrepancy is generally the more appropriate metric for sample designs unless the inputs are periodic variables, i.e., unless the variables wraparound.
Unfortunately, O N 2 M operations is still quite expensive when the number of sample points, N , is large. Since this can prohibit the strategy of randomly generating a large number of sample designs and selecting the one with the lowest discrepancy, it is desirable to find a faster way to generate uniform designs. Some other common design quality metrics are:
• the t quality metric: (lower is better, worst possible is t = m) when a design is considered to be a (t, m, s)-net; in our notation, M = s and N = b m for a base b, in what follows we use b = 2; the cost of computing t is O (b m s nchoosek(m − t + 1 + s, s)), where nchoosek(n, k) is the number of combinations of n items taken k at a time. Niederreiter 5 provides an excellent account of quasi-Monte Carlo methods, and pays special attention to (t, m, s)-nets generated from t − s sequences;
• the "coverage": (larger is better) of the design; Hemez, Atamturktur, and Unal 6 define coverage as the ratio of the content (hyper-volume) of the convex hull of X to the content of the domain of inputs; for small M this can be quickly computed, even for large N , by using an algorithm such as qhull, however, the cost quickly grows with dimension;
• the condition number of the sample design's correlation matrix: (smaller is better, a condition number of 1 means the input dimensions are uncorrelated/orthogonal with respect to each other) the covariance matrix is defined as X − 0.5 T X − 0.5 ; the correlation matrix can be obtained from it by normalizing with respect to the diagonal entries; the cost of the required matrix multiplication is linear in N , specifically O M 2 N ; the cost of computing the condition number of an M by M matrix is generally negligible for typical values of M ; Cioppa and Lucas 7 used this as part of the criteria for their "computer-intensive algorithm to generate Latin hypercubes (LHs) that have good space-filling properties and are nearly orthogonal;" however, orthogonality by itself is not a sufficient metric of the "goodness" of a design, Part of what made Cioppa and Lucas 7 LHS designs (not the generation of them) "efficient" is their space-filling property. Space-filling designs have a high degree of uniformity, so generating space-filling Latin Hypercubes has long been an active area of research [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
II. A New Space-Filling Metric: Binning Optimality
The literature on the topic of space-filling designs is quite extensive. While maximin ‡ , minimax § , and some other types of optimal designs ¶ are unanimously agreed to be space-filling designs, notably absent from the literature is a technical definition of the space-filling property. The most specific definition we could find was this quote from Lin et al 21 :
Computer experiments commonly use space-filling designs. As the number of factors increases, the sparsity of the design points increase. Space-filling designs place all the points about the same distance (quite far) apart.
Motivated by this lack of technical specification and a desire to quantify the space-filling property, we propose the Boolean metric of binning optimality which can be computed efficiently even for large designs.
Let b be a prime number ≥ 2, and P be defined as
Then, a design is "binning optimal" with respect to base b if 2 conditions are met.
1. When C M is divided into an uniform grid of cube bins with volume vol = b −P M no bin contains more than 1 point.
When C
M is divided into an uniform grid of cube bins with volume vol = b −(P −1)M (i.e. one generation larger) every bin contains the same number of points.
Binning optimality can be computed efficiently in the following way 1. compute the bin identifiers (henceforth "ids") of each point at depths d = P and d = P − 1 2. tally the number of occurrences of each bin id between 0 and b dM −1; quick-sorting (which costs O(N log(N )) operations) the bin ids facilitates this process 3. check if the tallied number of points per bin satisfy the two requirements for binning optimality One way to assign ids to bin is
where
operations and produces bin ids that are not locality preserving. In rough terms, a bin numbering system is locality preserving if sorting by the identifiers induces sequences of bins that are close to each other in physical space.
A second and slightly more expensive option, which costs O (N M P ) operations, is to compute locality preserving bin ids, for example the index of the point's location on a space-filling curve (SFC). If b = 2, two possible candidates for the SFC are the Hilbert curve and the Z-curve (also known as a Morton-order curve). The Hilbert curve is known to possess better locality preserving properties than the Z-curve. However, Z-curve indices are significantly faster to compute. For those wishing to use Hilbert curve indices, we recommend Moore's "fast" C program 22 . For the purpose of illustration, the following MATLAB code computes Z-curve ids ‡ A maximin design maximizes the minimum distance between points § A minimax design minimizes the maximum distance between points ¶ An optimal design is a design found by optimizing for some criteria. Some examples of space-filling criteria are maximum entropy, minimum Integrated Mean Square Error (IMSE), minimum Audze-Eglais potential energy, and minimum discrepancy 16 .
function z=ComputeZId(X,nBitsPerDim) %0<x<1 is required for the matrix of N points "
X=floor(X * (2ˆnBitsPerDim)); xbittozbit=2.ˆ(0:M-1)'; z=bitget(X,1) * xbittozbit; for iBitPerDim=2:nBitsPerDim; xbittozbit=xbittozbit * TwoToM; z=z+bitget(X,iBitPerDim) * xbittozbit; end end
The Z-curve ids needed to check the first condition for binning optimality can be computed as z=ComputeZId(X,P);. These are then sorted. The bin ids to check the second condition can then be computed by z=floor(z * (2ˆ-M));. One advantage of using locality preserving bin ids is that you only need to sort the ids once, i.e for first condition. This ordering can be reused when checking the second condition. Also, as will be seen in section IV. below, sorting by locality preserving bin ids, particularly the Z-curve ids, is extremely useful in the fast generation of space-filling Latin hypercube designs.
Four subtle issues qualify the applicability of binning optimality:
First, binning optimality is a rather weak sort of optimality. It verifies that there are the "right" number of points in bins with an edge length of b −P or larger. It does not verify that the subgrid-scale location of each point is optimal in any sense. Said another way, binning optimality does not imply the optimal spacing of bins that contain points for bins of edge length b −P or smaller. Therefore there is no uniqueness guarantee and some other means must choose between binning optimal designs. Second, although maximal spacing of the smallest bins is not measured by binning optimality, we can use SFC index bin ids to engineer locally (within bins of edge length 2 −(P −1) ) maximal spacing of bins of edge length 2 −P into the LHS construction procedure. The Z-curve's simpler mapping from SFC index to M makes it more conducive to implementing this locally maximal spacing than the Hilbert SFC.
Third, a design which is binning optimal is space-filling (in the limit of N → ∞), however, a design need not be binning optimal to be space-filling.
Fourth, although binning optimality is a binary criteria, the degree of binning non-optimality can be used to compare designs that are not binning optimal. The degree of binning non-optimality can be represented by a pair of integers (g, s). The first, g, is the minimum number of generations above bins of the smallest size, i.e. bins of edge length b −P , at which all bins will contain the same number of points, these bins have edge length b −P +g . The second, s, is the maximum number of points, s, contained by any of the bins of the smallest size. The smaller each of these numbers is, the more space-filling the design. A binning optimal design has (g, s) = (0, 1). The degree of binning non-optimality can also be determined in O (N log(N )) operations.
III. Prior Work on Sampling Methods
This section reviews prior work done on sampling methods to motivate a new approach proposed in Section IV..
A. Tensor Product Sampling (TPS)
When sampling in one dimension, a reasonable first thought is to equally space points, i.e. put N = q samples at the centers of q equal bins. Indeed, this obtains both minimum discrepancy and binning optimality. When sampling in multiple dimensions, a reasonable first thought is to to use a tensor product grid of points. While a tensor product sampling (TPS) grid is binning optimal, it also has large wrap-around and centered L 2 discrepancies. The slow decrease in discrepancy for tensor product sampling can be explained by the hierarchical ordering principle and requirement 3 of Fang, Li, and Sudjianto 2 presented in Subsection I.. When projected into a u dimensional subspace there are only q u unique points with q M −u duplicates of each of the unique points, and lower dimensional projections are more important. The wrap-around L 2 -discrepancy for a tensor product grid X T P S is given by
The centered L 2 discrepancy for tensor product sampling in M = {2, 4, 8} dimensions is plotted as the dotted red line with squares in Figures 2, 3 and 4 respectively.
B. Monte Carlo Sampling (MCS)
Monte Carlo Sampling (MCS) is the name given to the practice of generating design points through purely random sampling. Drawing from a uniform distribution naturally produces sample designs that are approximately uniform. Unfortunately, the standard error in a mean computed by random sampling converges as
, which means that in general, 1 million samples will be needed for 3 significant figures of accuracy. Fang and Ma 23 obtained a similar result (the upper bound on the error is proportional to N −1/2 ) by deriving the following formula for Monte Carlo's expected wrap-around L 2 -discrepancy
Note that for more than two dimensions, the discrepancy for MCS decreases at a faster rate than does the discrepancy for TPS. This can be readily seen for M = {2, 4, 8} dimensions in Figures 2, 3 and 4 respectively, where the centered L 2 discrepancy for MCS is plotted as the solid magenta line. An obvious way to improve the quality of Monte Carlo designs is to constrain the random sampling to be more uniform. This has been and continues to be the focus of much active research. 
C. Jittered Sampling (JS)
"Jittered Sampling" (JS) is a hybrid of tensor product and Monte Carlo sampling. An example of JS is the design resulting from perturbing each point in a tensor product grid by a random amount equal to (α(w − 0.5))/q where w ∼ U[0, 1], α scales the magnitude of the perturbation, and q is the number of bins in each direction. The expected wrap around L 2 for this design is
A JS design is binning optimal and its discrepancy for α = 1 decreases at a faster rate than that of MCS. This can be readily seen for M = {2, 4, 8} dimensions in Figures 2, 3 and 4 respectively, where the centered L 2 discrepancy for JS is plotted as the dotted blue lines with diamonds. A disadvantage of JS is the number of samples must be exponential in the number of input dimensions, i.e. N = q M (assuming q is the same for all dimensions).
D. Latin Hypercube Sampling (LHS)
"Latin Hypercube Sampling" (LHS) was developed by McKay et al. 24 , and later Stein 25 showed that the variance of the LHS sample mean is asymptotically (i.e. in the limit of a large number of samples) lower than traditional MCS. Owen 26 extended Stein's work to prove a central limit theorem for LHS. LHS is similar to JS in that it achieves better convergence than MCS through a "better" choice of samples. In fact, LHS is equivalent to JS when there is only one dimension. Both involve stratifying the distribution of the random variable, and selecting randomly inside each stratum. However, they differ in the multidimensional case. JS is a perturbation on a full tensor product grid of samples. In LHS, each dimension is stratified separately and then values from each dimension are paired to form the coordinates of points in the M -dimensional sample space. McKay et al. 24 used a random pairing of dimensions, this type of LHS can be implemented as follows. 1. For each random direction (random variable or input), divide that direction into n bins of equal probability.
2. Select one random value in each bin.
3. Divide each bin into 2 bins of equal probability; the random value chosen above lies in one of these sub-bins.
4. Select a random value in each sub-bin without one.
5. Pair the newly generated coordinates to form points in the multidimensional space.
6. Repeat steps 3, 4 and 5 until desired level of accuracy is obtained.
The advantage of LHS is can be explained in terms of reducing the discrepancy. The hierarchical ordering principle states that low order effects are more likely to be important, that is it is crucial to have samples uniformly distributed in low dimensional projections of the sample space. Using a LHS design with samples placed at bin centers obtains optimal uniformity in each one-dimensional projection, i.e. in the lowest, and therefore most important, dimensional projections. This allows LHS to readily capture the non-linear influence of a relative few dominant input variables.
Fang and Ma
23 derived the following analytical formula for the expected wrap-around L 2 -discrepancy for cell centered LHS with randomly paired dimensions
The centered L 2 discrepancy for cell centered LHS with M = {2, 4, 8} randomly paired dimensions can be seen in Figures 2, 3 and 4 respectively, where it is plotted as the dashed aqua line. In these plots, LHS is everywhere lower than MCS, but after the first few samples it has the same slope as MCS. Although LHS has an early advantage over JS, the latter's steeper slope will eventually overtake LHS as the number of samples becomes large.
Centered LHS also allows for better representation of all of the input variables through more even coverage of the hyperdimensional input space. However, achieving this, and hence the increase in speed of convergence, largely depends on the quality of the pairing of coordinates from the different dimensions used to form points in the multidimensional input space. Consequently, any estimate of the asymptotic error would need to specifically account for how the dimensions are paired.
To determine the minimum possible centered L 2 discrepancy for M = 2 dimensional cell centered LHS designs with N = 4, 8 points, we performed an exhaustive search. Both designs were (0, m, s)-nets, orthogonal, binning optimal and symmetric. In symmetric designs, each sample point has a counterpart which is its reflection through the center of the design. Symmetry is known to help reduce the correlation between input dimensions. Due to there being 16! ≈ 2.09 × 10 13 different cell-centered LHS designs in M = 2 dimensions, it was not possible to conduct and exhaustive search for N = 16 points. However, we were able to exhaustively search among 16 point symmetric LHS designs. The best of these designs was also an (0, m, s)-net, orthogonal, and binning optimal. Based on these 3 data points, the centered L 2 discrepancy for minimum discrepancy designs in 2 dimensions appears to decay as approximately O(N −0.943 ).
Unfortunately, solving the hyper-dimensional pairing problem efficiently is non-trivial. A common practice is to randomly generate a "large" number of sets of pairings and the selecting the best, according to some criteria, set. Some common criteria are
• maximizing the minimum, abbreviated as maximin, (of some measure of) distance between sample points
• minimizing the maximum, abbreviated as minimax, (of some measure of) distance between sample points
• minimizing the correlation between coordinates of points in input space Note that the first 2 of these 3 criteria is that the design be space-filling, and the third targets orthogonality.
The pairing algorithm of Iman and Conover 27 which is employed in Sandia National Labs' non-cell centered "LHS" package 28, 29 was designed to (approximately) induce user specified correlations between input dimensions. It does not attempt to minimize discrepancy. Despite this, empirical experiments indicate that requesting an LHS with uncorrelated uniform random variables appears to have an O(N − 1 2 ) discrepancy "line" (not shown) that is slightly lower than randomly paired cell centered LHS.
Owen's 30 method of pairing attempts to minimize the root mean square of the correlations between different dimensions. Owen reported that the rate of convergence in that "error metric" for his method empirically appeared to be
Wrap Around L 2 -Discrepancy for M = However, orthogonal LHS designs have zero correlation between different dimensions and simply being orthogonal is not a sufficient condition for a design to have zero (or even minimum) error in a computed mean. Indeed, tensor product sampling, which is generally considered to be a very poor sampling method (evidenced by a slow rate of decrease in discrepancy), produces designs that are orthogonal.
Morris and Mitchell 10 developed an algorithm based on simulated annealing to generate good maximin designs. Unfortunately finding these pairings proved to be prohibitively expensive for large numbers of points in high numbers of dimensions. Consequently, finding good pairings efficiently is an area of active research.
Ye et al 11 proposed restricting the set of candidate sample point designs to those which are symmetric. Tang   31 used orthogonal arrays to generate LHS designs. Loeppky et al 32 proposed a Gaussian Process based sequential updating strategy to add batches of points to existing orthogonal array based LHS designs. Jin et al 33 claim that their enhanced stochastic evolutionary algorithm is able to find a good 100 point 10 dimensional LHS design in a matter of minutes, and contrasted this against the "hours" spent by the algorithm of Ye et al 11 . However the computational cost of determining a good design with a significantly larger number of samples has remained out of reach until now.
IV. Binning Optimal Symmetric Latin Hypercube Sampling (BOSLHS)
Binning Optimal Symmetric Latin Hypercube Sampling (BOSLHS) combines the best features of JS and regular LHS, i.e., it is space-filling in the full M dimensional space and each of the M dimensions taken individually. In addition, BOSLHS designs are symmetric with respect to reflection through the center of the design, which reduces correlations between dimensions. In this section, we present an geometric algorithm that will generate a N point BOSLHS design in O (N log (N )) operations by quick-sorting SFC index bin ids as was discussed in Section I..
The algorithm can be outlined as follows 1. Start with n = 2M points that are well distributed in (0, 1) M .
Select
n 2 of the coordinates in each dimension other than the first to negate in such a way as to obtain n points that are well distributed in (0, 1) ⊗ (−1, 1) M −1 .
3. Add n mirror points in (−1, 0) ⊗ (−1, 1) M −1 which are reflections of the current n points through the origin; this ensures that the design is symmetric.
Translate the 2n points from (−1, 1)
M to (0, 2) M , scale them to (0, 1) M , and then set n = 2n.
5.
Repeat steps 2 through 4 until the desired number of points has been obtained, i.e. until n = N . This process is depicted visually for M = 2 and N = 32 in Figure 5 . Since a (pseudo) random number was used to choose between binning optimal alternatives for octant assignment in step 2, it will not be optimal in an absolute sense. This can be seen in the second row of plots; an optimal quadrant/octant assignment would have put points 1, 3, 6 and 8 in one octant and points 2, 4, 5 and 7 in the other.
The original 2M points in step 1 can be found as the end points of a set of orthogonal axes. This can be easily done if M = 2 p for non negative integer p and the logic will be discussed shortly.
An efficient algorithm for step 2 can be implemented by sorting sample points according to their locality preserving bin ids and then separating sequential points to ensure "dis-locality" of the samples. To be more specific, nearby points are sent to octants that are far apart from each other. The logic used also requires a 1 time grouping of sets of axes that are maximally spaced from each other; this grouping is used to determine the order in which octants will be filled in.
A. Algorithm for Initial Orthogonal Axes LHS Design
In M = 2 p dimensions, p = 0, 1, 2, 3, ..., a 2M point symmetric cell centered Latin Hypercube which constitutes a set of orthogonal axes can be generated by tiling simple patterns. The first pattern is for the magnitudes of coordinates (or positions within an array of magnitudes for coordinates). The second pattern is for the signs of those coordinate magnitudes. Table 3 . The average, over 40 trials (except for Tensor Product Sampling which is completely deterministic), of the "coverage" (higher is better) of designs generated by Binning Optimal Symmetric LHS, Cell Centered Random LHS, Monte Carlo Sampling, Jittered Sampling and Tensor Product Sampling as a function of the number of samples.
Cell centered coordinate magnitudes between 0 and 2M for the first point can be generated as
The magnitudes for the second point can be generated by reversing the order within each disjoint pair of consecutive coordinates in x 1 , i.e.
The magnitudes for x 3 and x 4 can be generated by reversing the order within every disjoint group of 4 consecutive coordinates in x 1 and x 2 respectively, i.e. 
The magnitudes for x n+1 through x 2n , n = 2 p , p = 0, 1, 2, , ... are generated by reversing the order within each disjoint group of n consecutive coordinates for points x 1 through x n respectively. For M = 8 dimensions this is 
We use the Sylvester construction of Hadamard matrices to generate the pattern of signs, 
Pseudo code for the logic to generate this sequence is
The Hadamard product (also known as the Schur product and the entrywise product) of the signs in Eqn. (17) and the magnitudes in Eqn. (15) results in the following set of M = 8 orthogonal vectors 
The vectors in Eqn. (18) are then reflected through zero to add a set of M mirror points and then the 2M points are translated and scaled to (0, 1) M .
That these initial 2M points constitute an orthogonal BOSLHS design is the reason why the condition number for the design's correlation matrix is exactly one for the minimum number of points in Tables 4 and 10 .
B. Algorithm For Octant Assignment
The sub-problem in step 2 of the BOSLHS algorithm outlined above is perhaps the most conceptually challenging to solve efficiently. The above statement of the problem, namely to redistribute the points from (0, 1)
M to Note that for these first 8 orientations, the row by row Hadamard product with Eqn. (18) As before, rows with a negative sign in the first dimension (in this case only the first row) would be negated. Note that the row by row Hadamard product of these sets of signs and (a normalized version of) Eqn. (18) is a direction cosines matrix rather than a true rotation matrix (these differ from a rotation matrix by the sign of one column, in other words it represents a reflection of a rotation).
The pattern to use for M = 16 and higher dimensions is significantly more complicated. However, the solution of this problem has been obtained using group theory and is the subject of a separate forth-coming paper. The MATLAB implementation of our algorithm to generate the maximally spaced list of orientations for M = 16 dimensions takes significantly less than 1 minute on a 2.53 GHz Intel quad-core processor. This solution needs only be computed once and can be saved to a file to be reloaded on subsequent calls of the BOSLHS algorithm.
V. Results
Tables 1 through 12 demonstrate that, BOSLHS designs are typically superior to regular Latin Hypercube, Monte Carlo, Jittered, and Tensor Product sampling in the metrics of centered and wrap-around L 2 discrepancy, coverage, orthogonality (measured by condition number of the correlation matrix), the degree of binning non-optimality, and the t quality metric when the designs are considered to be (t, m, s) nets. The exceptions are
• TPS and JS are equivalent in the metric of binning non-optimality,
• TPS designs are strictly orthogonal,
• JS tend to be slightly more orthogonal (evidenced by the condition number of the correlation matrix) for very low numbers of points and are comparable for larger numbers of points,
• regular LHS had a slightly lower wrap-around L 2 discrepancy for the minimum possible number of points
Wrap Around L 2 -Discrepancy for M = In order to illustrate that BOSLHS designs are good in the "eyeball metric" Figures 6, 7, and 8 plot the projections of randomly generated BOSLHS designs onto each pairing of 2 out of M = 4 dimensions for N = 128, 1024 and 4096 points. These figures demonstrate that the randomly generated point sets are visibly well distributed and space-filling. Figures 2, 3 and 4 show that for M = {2, 4, 8} dimensions respectively, our relatively simple algorithm achieves both a lower initial discrepancy and a faster decay of discrepancy than both JS and randomly paired cell centered LHS. In this sense, its performance is greater than that of the sum of its parts. Unlike the Multi-Jittered Sampling of Chiu, Wang and Shirley 8 our BOSLHS is restricted neither to M = 2 dimensions nor to a number of points, N , that is exponential in the number of random dimensions. Instead, N can be any power of 2 greater than or equal to 2M . Conceptually, our algorithm can generate BOSLHS designs for M = 2 q dimensions where q is any non-negative integer. However, the memory requirements of simply listing all
orientations is prohibitive for M ≥ 32. Generating a maximally spaced subset of orientations for large numbers of dimensions is a topic of our current research.
High quality designs for non power of 2 values of M can also be obtained by discarding excess dimensions from a design with the next larger power of 2 number of dimensions. There are nchoosek (2 ceil (log 2 (M )) , M ) combinations of dimensions to retain and for large N using the discrepancy as a criteria to choose between them would take an exceedingly long time. Fortunately, most of the combinations of dimensions for which the discrepancy needs to be evaluated can be eliminated by using the degree of binning non-optimality, (g, s), as a screening criteria, and then only evaluating the discrepancy for the resulting designs which are tied for the lowest degree of binning non-optimality.
In terms of computational cost, the MATLAB implementation of our algorithm took approximately 0.78 seconds and O(N log(N )) operations to generate a M = 4 dimensional design with N = 65, 536 points on one core of a 2.53 GHz Intel quad core processor. By contrast it took 137.2 seconds and O(M N 2 ) operations to calculate the centered L 2 discrepancy for the same design. Generating an M = 8 dimensional design with N = 65, 536 points took approximately 0.32 seconds (not an error, the time for M = 8 dimensions was less than half of that for M = 4 dimensions, we attribute this to better cache use); calculating that design's discrepancy took 295.9 seconds. For the sake of comparison, other algorithms to generate space-filling LHS designs are reported in the literature to take "minutes" to generate a N = 100 point design in M = 10 dimensions.
Algorithms that more tightly constrain the randomness can produce BOSLHS designs with lower discrepancy. However, the limited constraints on the random assignment of points to octants we employed facilitates direct comparison of BOSLHS with JS and randomly paired cell-centered LHS. Our simple random algorithm should also be viewed as a baseline against which the larger class of BOSLHS designs should be compared. Two potential ways (both are topics of our current research) that BOSLHS designs could obtain lower discrepancy are by 1. making low dimensional projections binning optimal, and 2. a better selection of orientations of adjacent bins.
VI. Summary
The universal applicability of Monte Carlo Sampling (MCS) as a method of uncertainty quantification is limited by the slow rate of convergence in the error of its sample mean. The "Koksma-Hlawka-like inequality" bounds this error in terms of the sample design's discrepancy, which is a common metric of uniformity and therefore the degree to which a design is space-filling. However, even the "fast" formulas available for certain useful L 2 norm discrepancies require O N 2 M operations, where M is the number of dimensions and N is the number of points in the design. Latin Hypercube Sampling (LHS) and Jittered Sampling (JS) both achieve better error convergence than standard MCS by using stratification to obtain a more uniform selection of samples, although LHS and JS use different stratification strategies. JS is space-filling in the full M dimensional space but not in the 1 dimensional projections, while LHS is space-filling in the 1 dimensional projections but not in the full M dimensional space.
In this paper, we defined "binning optimality," a new metric of the space-filling property which can be evaluated in O (N log (N ) ) operations, and presented an O (N log (N )) fast Binning Optimal Symmetric Latin Hypercube Sampling (BOSLHS) algorithm. BOSLHS combines the best features of JS and LHS to produce designs that are space-filling in the full M dimensional space and the 1 dimensional projections. BOSLHS designs are also symmetric with respect to reflection through their center, which reduces correlation between dimensions. Our experimental results show that BOSLHS designs are superior to conventional JS and LHS in several quality metrics. Compared to other algorithms which are reported in the literature to require "minutes" to generate a M = 10 dimensional space-filling LHS designs with N = 100 points, our BOSLHS algorithm can generate N = 2 16 = 65536 point M = 8 dimensional designs in significantly under a second.
