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In the recent past Artiﬁcial Neural Networks (ANN) have emerged out as a promising technique for predicting compressive strength
of concrete. In the present study back propagation was used to predict the 28 day compressive strength of recycled aggregate concrete
(RAC) along with two other data driven techniques namely Model Tree (MT) and Non-linear Regression (NLR). Recycled aggregate is
the current need of the hour owing to its environmental friendly aspect of re-use of the construction waste. The study observed that,
prediction of 28 day compressive strength of RAC was done better by ANN than NLR and MT. The input parameters were cubic meter
proportions of Cement, Natural ﬁne aggregate, Natural coarse Aggregates, recycled aggregates, Admixture and Water (also called as raw
data). The study also concluded that ANN performs better when non-dimensional parameters like Sand–Aggregate ratio, Water–total
materials ratio, Aggregate–Cement ratio, Water–Cement ratio and Replacement ratio of natural aggregates by recycled aggregates, were
used as additional input parameters. Study of each network developed using raw data and each non dimensional parameter facilitated in
studying the impact of each parameter on the performance of the models developed using ANN, MT and NLR as well as performance of
the ANN models developed with limited number of inputs. The results indicate that ANN learn from the examples and grasp the
fundamental domain rules governing strength of concrete.
 2014 The Gulf Organisation for Research and Development. Production and hosting by Elsevier B.V.
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Peer review under responsibility of The Gulf Organisation for Research
and Development.scarcity and take a step toward conserving the environ-
ment. A possible solution to reduce this impact may be
the use of C&D (Construction and demolition) waste as
replacement to natural resources in concrete mixes. C&D
waste, especially the concrete waste can be made to
recycled aggregates (RA), which can be used in concrete
as aggregates. RA is a material derived from waste concrete
which is produced by a two stage crushing of demolished
concrete followed by screening and removal of contami-
nants such as reinforcement, wood, plastics, etc. (Rao
et al., 2010). When recycled aggregates are used in aduction and hosting by Elsevier B.V. Open access under CC BY-NC-ND license.
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concrete (RAC).
Several researches have studied the inﬂuence of RA on
concrete properties such as compressive strength, tensile
strength, etc. (Ajdukiewiez and Kliszczewicz, 2002;
Hansen and Narud, 1983; Tsung et al., 2006; Ryu, 2002).
RA is heterogeneous in nature as they contain attached
mortar to the aggregates. This property of RA limits its
use in concrete, as it decreases the compressive strength
of RAC. Surrounding mortar on the aggregate tends to
increase water absorption and reduce the density of
RAC and becomes the governing criteria for the compres-
sive strength of concrete with recycled aggregates
(Ajdukiewiez and Kliszczewicz, 2002; Hansen and Narud,
1983; Tsung et al., 2006; Ryu, 2002). It was also observed
that the workability of concrete made using RA is less as
compared to workability of concrete made using normal
aggregates may be due to more water absorption in the for-
mer (Yong and Teo, 2009). To add to it RA in concrete as
a replacement to natural aggregates tends to reduce the
compressive strength of concrete may be due to weaker
bond between mortar and RCA. (Akbari et al., 2011). A
similar study concluded that using diﬀerent recycled aggre-
gates RA replacement ratios, W/C ratios and RAs with dif-
ferent strengths and diﬀerent moisture conditions, the
strength of RAC was about 10–25% lower than that of nat-
ural aggregate concrete (NAC) and thus 100% replacement
of RA tends to lower the strength of concrete (Ajdukiewiez
and Kliszczewicz, 2002; Hansen and Narud, 1983; Tsung
et al., 2006; Ryu, 2002) and therefore should be avoided.
The study also concluded that the compressive or tensile
strength loss of RAC prepared with low strength RA was
more signiﬁcant than that of concrete prepared with high
strength RA, and the extent of the reduction was related
to many parameters, such as the type of concrete used
for making the RA (high, medium or low strength),
replacement ratios, water–cement ratios and the moisture
conditions of the RA (Ajdukiewiez and Kliszczewicz,
2002). Thus the diverse behavior of RA and RAC demands
their extensive testing to have more insights into their
behavior pattern. However extensive testing demands
amounts of materials, time and cost. Thus to improve the
studies and to reduce the cost and time required for testing,
models based on experimental data predicting the compres-
sive strength of RAC with an acceptable range of error
may be encouraged. Many techniques such as Artiﬁcial
Neural Networks, Regression analysis, etc. were used ear-
lier to predict the compressive strength of RAC. The rela-
tionships among demolished concrete characteristics,
properties of their RA and strength of their RAC were
established using regression analysis (Vivian et al., 2008).
ANN models were developed to predict the strength and
slump of ready mixed concrete and high strength concrete,
in which chemical admixtures and or mineral additives
were used (Dias and Pooliyadda, 2001; I-Cheng, 2007).
Particularly in the ﬁeld of RAC, ANN was used to predictstrength of recycled aggregate concrete (Adriana et al.,
2013). Besides ANN other data driven techniques such as
Linear Regression analysis and Model Trees (MT) were
used to model compressive strength of concrete (Deepa
et al., 2010). The study concluded that ANN facilitates a
better correlation among inputs and output. However
MT though showed a less correlation has an advantage
of providing equations.
In the current study three techniques, Artiﬁcial Neural
Networks (ANN), Model Tree (MT) and Non-linear
Regression (NLR) are used with raw data and non-dimen-
sional parameters as inputs and 28 day compressive
strength of concrete as output. The major objective of the
study can be stated as:
(i) To explore the possibility of predicting strength of
concrete with limited number of inputs, i.e., by using
raw data or mandatory parameters, using the tech-
niques of ANN, MT and NLR.
(ii) To develop models for predicting compressive
strength of RAC using raw data and non-dimen-
sional parameters as input parameters, using each
of the above said techniques and understand the per-
formance and inﬂuence of each additional input
parameter on output.
Basic concepts of ANN, MT and NLR are discussed in
the next section followed by information about data
adopted for the current study. The methodology for model
development is then presented followed by results and dis-
cussion. The conclusions are presented at the end.2. Modeling techniques
In the current study, prediction of recycled aggregate
concrete strength is done using Artiﬁcial Neural Networks,
Model Tree with M5 algorithm and Non-linear Regression.
These approaches are described in brief below.2.1. Artiﬁcial Neural Networks (ANN)
Artiﬁcial Neural Network (ANN) is a soft computing
technique involving an input layer, one or more hidden
layer (s) and an output layer. The hidden layer is connected
to the other layers by weights, biases and transfer func-
tions. An error function is determined by the diﬀerence
between network output and the target. The error is prop-
agated back and the weight and biases are adjusted using
some optimization technique which minimizes the error.
The entire process called training is repeated for number
of epochs till the desired accuracy in output is achieved.
Once the network is trained it can be used to validate
against unseen data using trained weights and biases
(Londhe et al., 2009). Readers are referred to Londhe
et al. (2009) for details of ANN.
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MT is a technique which generates an equation at each
node. The divide-and-conquer approach partitions the data
and provides rules for reaching the models at the leaf
nodes. The linear models are then used to quantify the
contribution of each attribute to the overall predicted
value. M5P is a reconstruction of Quinlan’s M5 algorithm
for inducing trees of regression models. M5P combines a
conventional decision tree with the possibility of linear
regression functions at the nodes. First, a decision-tree
induction algorithm is used to build a tree, but instead of
maximizing the information gained at each inner node, a
splitting criterion is used that minimizes the intra-subset
variation in the class values down each branch. The split-
ting procedure in M5 stops if the class values of all
instances that reach a node vary very slightly, or only a
few instances remain. Second, the tree is pruned back from
each leaf. When pruning an inner node is turned into a leaf
with a regression plane. Model Trees are a sub-class of
regression trees having linear models at the leaf node. In
comparison with classical regression trees, Model Trees
deliver better compactness and prediction accuracy. These
advantages issue from the ability of Model Trees to
leverage potential linearity at leaf nodes (Deepa et al.,
2010). Readers are referred to Londhe and Charhate
(2010) for details.2.3. Non-linear Regression
Non-linear Regressions determine the relationship
between two or more independent variables and a depen-
dent variable by ﬁtting a linear equation to the observed
data. Every value of the independent variable is associated
with a value of the dependent variable. A general form of
multiple linear regressions is given as:
Y ¼ a0 þ a1 X1 þ a2 X2 . . . an Xn ð1Þ
However for situations where multiple dependencies are
non-linear, the logarithmic transformation can be applied
to this type of regression:
LogðYÞ ¼ Logða0Þ þ a1  logðX1Þ þ a2  logðX2Þ
þ a3  LogðX3Þ . . . an  LogðXnÞ ð2Þ
This equation can be transformed back to a form that pre-
dicts the dependent variable Y by taking antilogarithm to
yield an equation of type:
Y ¼ a0 Xa11 Xa22 . . .Xann ð3Þ
where a0, a1, a2 . . .an are coeﬃcients and X1, X2 . . ..Xn are
inputs or independent parameters.
This is called the multivariable power equation and in
engineering, variables are often dependent on several inde-
pendent variables, this functional dependency is best char-
acterized by the equation mentioned earlier, and is said togive results that are more realistic too (Zain and Abd,
2009).
The current work, reports the results of the study con-
ducted on 10 models developed using each of the above
mentioned techniques to evaluate the 28 day compressive
strength of recycled aggregate concrete. Comparative
analysis of the results was also done to identify the better
technique for predicting the compressive strength.3. Data
The data used in the present study was obtained from
fresh experiments done by authors and from the published
literature (Rao et al., 2010; Ajdukiewiez and Kliszczewicz,
2002; Hansen and Narud, 1983; Tsung et al., 2006; Ryu,
2002; Yong and Teo, 2009; Akbari et al., 2011; Padmini
et al., 2003; Amnon, 2003; Sangeeta et al., 2011; Dapena
et al., 2011; Valeria, 2010; Fathifazl et al., 2009; Hasbi
and et al., 2011; Brett et al., 2011; Evangelista and de
Brito, 2010; Claudio and Angel, 2003; Kou, 2006; Poon
et al., 2004; Duangthidar et al., 2010; Suraya et al., 2011;
Domingo et al., 2009; Pereira et al., 2012; Agarwal et al.,
2011; Luı´s et al., 2004; Arlindo et al., 2004). A total of
257 data sets were available which mainly contained pro-
portions of materials (called as raw data) used for making
concrete with conventional materials and concrete with
RA. Various parameters used in the study were divided
into mandatory parameters and non-dimensional parame-
ters as shown below.
1. Mandatory input parameters called as raw data: As per
standard mix design procedures followed all over the
world, weights per cubic meter are calculated and are
treated as raw data (Shetty, 2005; Zongjin, 2011). The
parameters were Cement (C), Natural ﬁne aggregate
(NFA), Recycled ﬁne aggregate (RFA), Natural coarse
Aggregate-20 mm (NC20), Natural coarse Aggregate-
10 mm (NC10), Recycled coarse Aggregate 20 mm
(RCA20), Recycled coarse Aggregate-10 mm (RCA10),
Admixture(A),Water(W) (Shetty, 2005; Zongjin, 2011).
These input parameters remained same for all the
models.
2. Non-dimensional input parameters: Water–Cement ratio
(W/C), Sand–Aggregate ratio (S/A), Water to total
materials ratio (W/T), Replacement ratio, of recycled
aggregate to natural aggregate by volume (RR) and
Aggregate to Cement ratio (A/C) derived from the raw
data (the non-dimensional parameters) used for ANN
and MT and NLR models as input parameters.
3. Output parameter or dependent variable: 28 day com-
pressive strength of recycled concrete aggregate was
termed as output parameter for ANN and MT and
dependent variable for NLR.
The maximum and minimum values of input and output
parameters are shown in Table 1.
Table 1
Input and output parameters with their maximum and minimum values.
Sr.
No
Range of Values
(Min–Max)
Input parameters
1 Cement Content (C) (kg/m3) 235–645
2 Natural Fine Aggregate (NFA) (kg/m3) 0–1050
3 Recycled ﬁne aggregate (RFA) (kg/m3) 0–1050
4 Natural coarse Aggregates-20 mm
(NCA-20) kg/m3
0–1508.64
5 Natural coarse Aggregates-10 mm
(NCA-10) kg/m3
0–553
6 Recycled coarse Aggregates-20 mm
(RCA-20) kg/m3
0–1508.64
7 Recycled coarse Aggregates-10 mm
(RCA-10) kg/m3
0–840
8 Water content (W) (kg/m3) 120–358
9 Admixture (A) (kg/m3) 0–10.4
10 Aggregate to Cement ratio (A/C) 2.279–9.237
11 Water–Cement ratio (W/C) 0.299–1.028
12 Sand–Aggregate ratio (S/A) 0.149–1.566
13 Replacement ratio (RR) (%) 0–100
14 Water to total materials (W/T) 11.287–11.553
Output parameter
1 28 day compressive strength of concrete
(N/mm2)
10.319–100.5
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In the current study ten diﬀerent models were developed
using each of the techniques viz. ANN, MT and NLR to
predict the 28 day strength of RAC. The ﬁrst task was to
determine the input parameters or independent variables
(except mandatory parameters) for each kind of model
which was achieved by the correlation analysis between
each non-dimensional input parameter or independent var-
iable and the 28 day compressive strength of concrete. The
correlation coeﬃcients showing the linear relation between
input parameter and output parameter are as shown in
Fig. 1.
To facilitate the easy understanding of relationship of
each input with the output through ANN, the networks
were divided into two sets. In set 1, ANN1, MT1 and
NLR1 were the models with respective techniques and
raw data as their input parameters. Further in ANN2,
MT2 and NLR2 with raw data, S/A was added as addi-
tional parameter as it shows the highest correlation with
output. This allowed to study the inﬂuence of S/A on theC NFA RFA NC20 NC10 RC20 RC
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Fig. 1. Correlation coeﬃcienperformance of network. In a similar way further non-
dimensional parameters Water–Cement ratio (W/C),
Water to total materials ratio (W/T), Replacement ratio
of recycled aggregate to natural aggregate by volume
(RR) and Aggregate to Cement ratio (A/C) were added
and separate networks were formed for each of them
(ANN 1 to ANN 6). The details of set 1 can be seen in
Table 2.
In set 2, with ANN1, MT1 and NLR1 as the ﬁrst
models, each non-dimensional parameter or independent
variables were added one by one in subsequent models
according to the decreasing order of their correlation with
28 day compressive strength of concrete. Thus in set 2
ANN7, MT7 and NLR7 were the ﬁrst models with having
S/A and W/T as the non-dimensional parameters or
independent parameters. Subsequently remaining non-
dimensional parameters or independent parameters were
added, as RR for ANN8, MT8 and NLR8, A/C for
ANN9, MT9 and NLR9 and W/C for ANN10, MT10
and NLR10. This allowed us to study the combined eﬀect
of each additional parameter on the performance of
models. The methodology adopted for each model is
shown in Table 3.
For each model in ANN three layered “Feed forward
Back propagation” network was developed to predict the
28 day compressive strength of RAC and trained till a very
low performance error (mean squared error) was achieved.
It should be noted that the optimal number of neurons in
hidden layers was determined by the training process. All
the networks were trained using Levenberg–Marquardt
algorithm with ‘log-sigmoid ‘transfer functions in between
ﬁrst (input) and second (hidden) layers and ‘linear’ transfer
function between the second and third layers (output).
Further the performance of the developed models was
assessed by statistical measures like correlation coeﬃcient
(r), Normalized root mean squared error (NRMSE),
Average absolute error (AARE) and Nash–Sutcliﬀe
Eﬃciency (E), details of which are given in (Shetty, 2005;
Zongjin, 2011; Hong and Ji-Zong, 2000; David and
Gregory, 1999; Jain et al., 2008). From the available data
70% of data were used for training, 15% for validation
and 15% for testing. The data division remains same for
MT and NLR models too.
For Model Tree as a technique, M5 algorithm was used
for calibrating the model. Readers are referred to (Quinlan10 A W S/A W/T RR A/C W/C
rameters
ts for input parameters.
Table 2
Methodology adopted for Set 1.
Sr. No Input parameters ANN Model Architecture for ANN models MT Model NLR Model
1 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A ANN1 9:28:1 MT1 NLR1
2 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A, S/A ANN2 10:33:1 MT2 NL2
3 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A, W/T ANN3 10:49:1 MT3 NLR3
4 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A, RR ANN4 10:53:1 MT4 NLR4
5 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A, A/C ANN5 10:32:1 MT5 NLR5
6 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, W/C ANN6 10:36:1 MT6 NLR6
Table 3
Methodology adopted for Set 2.
Sr. No Input Parameters ANN
Model
Architecture
for ANN
models
MT
Model
NLR
Model
1 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A, S/A, W/T ANN7 10:33:1 MT7 NLR7
2 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A, S/A, W/T, RR ANN8 10:49:1 MT8 NLR8
3 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A, S/A, W/T, RR, A/C ANN9 10:53:1 MT9 NLR9
4 C,NFA,RFA,NCA-20,NCA-10, RCA-20, RCA-10, W, A, S/A, W/T, RR, A/C, W/C ANN10 10:32:1 MT10 NLR10
Table 5
Error values for models developed using MT.
NRMSE AARE E r
MT1 0.19 12.78 0.72 0.85
MT2 0.20 12.97 0.71 0.84
MT3 0.18 12.79 0.75 0.87
MT4 0.2 12.37 0.70 0.84
MT5 0.20 13.37 0.69 0.84
MT6 0.27 22.26 0.46 0.71
MT7 0.18 12.02 0.75 0.87
MT8 0.19 12.75 0.72 0.86
MT9 0.19 13.88 0.71 0.85
MT10 0.22 18.27 0.64 0.80
Table 6
Error values for models developed using NLR.
NRMSE AARE E R
NLR1 0.21 16.79 0.67 0.82
NLR2 0.19 14.63 0.72 0.85
NLR3 0.2 16.54 0.68 0.82
NLR4 0.21 16.5 0.66 0.81
NLR5 0.21 16.50 0.67 0.82
NLR6 0.2 16.60 0.68 0.82
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data division were used as used for ANN and MT. Input
parameters are termed as Independent parameters and
Output parameter as dependent parameter for NLR. In
NLR models, coeﬃcients (a0, a1,. . .) were determined for
Eq. (3) with relevant dependent and independent parame-
ters as discussed in the previous section.
5. Results and discussion
Ten models were developed in the present study as
explained in Section 4 using ANN, MT and NLR tech-
nique for each model with dimensional and non-dimen-
sional parameters as inputs and 28 day compressive
strength as output. The developed models with their
respective inputs as discussed above were tested for their
performance by means of correlation coeﬃcient (r), Nor-
malized root mean squared error (NRMSE), Average
absolute error (AARE) and Nash–Sutcliﬀe Eﬃciency (E).
The values of the same calculated for each of the models
is shown in Table 4 for ANN, in Table 5 for MT and in
Table 6 for NLR.Table 4
Error values for models developed using ANN.
NRMSE AARE E r
ANN1 0.14 10.9 0.86 0.93
ANN2 0.13 10.50 0.88 0.94
ANN3 0.14 10.19 0.84 0.92
ANN4 0.12 9.67 0.89 0.95
ANN5 0.15 13.08 0.84 0.92
ANN6 0.16 12.97 0.80 0.90
ANN7 0.13 10.73 0.88 0.94
ANN8 0.15 12.53 0.83 0.93
ANN9 0.12 10.33 0.88 0.93
ANN10 0.12 9.31 0.89 0.95
NLR7 0.19 14.71 0.73 0.86
NLR8 0.20 15.57 0.68 0.83
NLR9 0.20 15.73 0.67 0.82
NLR10 0.19 15.51 0.73 0.86NLR models were developed in the form of equations
with coeﬃcients for each input parameter and constant.
The coeﬃcients for the parameters and constants for each
model are as shown in Table 7a and b.
Performances of each model developed using the above
mentioned techniques were compared. In each of the mod-
els developed, models developed using ANN show a better
performance than models developed using MT and NLR
Table 7
Coeﬃcients for NLR models.
Model Constant C NFA RFA NC20 NC10
(a)
NLR1 9.24 1.14 0.012 0.0006 0.002 0.018
NLR2 10.62 1.14 0.010 0.002 0.002 0.019
NLR3 58697.51 1.20 0.013 0.0003 0.004 0.015
NLR4 7.75 1.17 0.017 0.010 0.001 0.016
NLR5 42303.28 0.008 0.013 0.0002 0.005 0.016
NLR6 9.24 0.14 0.012 0.0006 0.002 0.018
NLR7 43954.71 1.20 0.011 0.0010 0.004 0.017
NLR8 2409805.53 1.29 0.019 0.0149 0.004 0.011
NLR9 1552575.69 0.37 0.019 0.0150 0.004 0.011
NLR10 79.97 1.01 1.00 1.00 1.00 1.00
Model No. Coeﬃcient
RCA20 RCA10 A W S/A W/T RR A/C W/C
(b)
NLR1 0.003 0.006 0.004 0.993
NLR2 0.003 0.005 0.002 1.007 0.214
NLR3 0.003 0.006 0.003 2.199 – 1.153
NLR4 0.005 0.009 0.004 0.977 –  0.976
NLR5 0.003 0.006 0.003 1.046 0.945
NLR6 0.003 0.006 0.004 0.0003 0.993
NLR7 0.003 0.005 0.0014 2.155 0.182 1.101
NLR8 0.010 0.012 0.0006 2.730 0.182 1.668 0.025
NLR9 0.010 0.012 0.0003 1.132 1.316 0.189 0.069 0.025
NLR10 1.00 1.00 0.99 0.96 0.24 15091792464 0.998 0.55 2763.36
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and low values of NRMSE and AARE as shown in Tables
4–6. It was seen that with minimum 9 input parameters as
shown in Table 1, ANN predicts the strength of concrete
better than MT and NLR. With the same 9 mandatory
input parameters, it was also seen that MT shows a perfor-
mance better than NLR. As many as 21 models were devel-
oped by MT as linear regression equations (Model MT1) at
each node, the coeﬃcients of which show similar inﬂuence
of input parameters in that cement, natural ﬁne aggregate
have positive coeﬃcients and water has negative coeﬃ-
cients, which is in agreement with NLR equations as well
(Model NLR1). A typical MT and linear regression equa-
tions developed for MT1 are shown in Figs. 2 and 3. TheFig. 2. Model TrNon-linear Regression equation developed for NLR1 is
as shown in Eq. (4) below.
S ¼ 9:242  ðC1:14Þ  ðNFA0:012ÞðRFA0:0006Þ
 ðNC200:002ÞðNC100:017ÞðRC200:003Þ
 ðRC100:0054ÞðA0:004ÞðW0:993Þ ð4Þ
The models developed using each of the three techniques
for set 1 indicates the dominance of ANN over MT and
NLR as evident by the model assessment (Tables 4–6).
An increases in the accuracy of prediction can be seen in
ANN model when (sand by aggregate ratio) S/A and RR
(replacement ratio) were added as non-dimensional param-
eters (model ANN2 and ANN5). Same can be said aboutee for MT1.
Fig. 3. Equations developed for MT1.
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though marginally. However though NLR 2 shows a con-
siderable improvement over NLR1, NLR5 shows a similar
performance as that of NLR1. A large reduction in predic-
tion accuracy was seen when W and W/C (Water and
Water–Cement ratio) became the part of input parameterstogether in combination for MT model (MT6) with r
reduced from 0.87 to 0.71. However for ANN models such
a large reduction in model accuracy is not seen (r varies
from 0.95 to 0.9). The reduction in model accuracy for
MT can be attributed to the duplication of water as data
in terms of Water content and Water–Cement ratio. Thus
194 N. Deshpande et al. / International Journal of Sustainable Built Environment 3 (2014) 187–198it can said that MT is more sensitive to the data where as
ANN is robust. For the same set of input parameters
NLR (model NLR6) also does not exhibit much variation
in the model accuracy (Table 6).
The inﬂuence of various parameters on the compressive
strength of RAC can be understood by studying the
Hinton diagram. A Hinton diagram (named after Geoﬀ
Hinton, who used this type of display to plot the weight
matrix of a neural network), where the size of the square
represents the magnitude, and the color represents the
polarity (red = positive, green = negative). A Hinton dia-
gram thus at a glance shows the units which are strongly
active, which input parameters are oﬀ and which input
parameters are intermediate in inﬂuence toward predicting
the 28 day compression strength of RAC. A Hinton dia-
gram for ANN1 is shown in Fig. 4 below shows inﬂuence
of various parameters in ANN1 on the compressive
strength of RAC.
It shows the highest inﬂuence of water on the compres-
sive strength of RAC which is correct as per principles of
concrete technology (Zongjin, 2011; Hong and Ji-Zong,
2000). Thus it can be said ANN cannot be simply declared
as black box tools and can be considered as gray boxes.
The inﬂuence of water by addition of other non-dimen-
sional parameters are though not the highest but very sig-
niﬁcant as shown by Hinton diagrams of models fromFig. 4. Hinton diag
Fig. 5. Hinton diagrANN 2 to ANN 6 (not shown here). However for MT
and NLR models water is associated with a negative
coeﬃcient.
As explained earlier, in set 2 compressive strength mod-
els were developed by adding non-dimensional parameters
one by one in decreasing order of their correlation with the
compressive strength. A trend of reduction in performance
(Tables 4–6) can be seen here when each non-dimensional
parameter was added to the models developed earlier
(MT2 and NLR2) except ANN models which show a neg-
ligible increase or decrease in the correlation coeﬃcient (r
varies between 0.93 and 0.95) This is consistent with earlier
observation than ANN is robust compared to MT and
NLR.
Fig. 5 shows Hinton diagram for ANN 10 with 14
parameters as it shows the best performance as far as
ANN models are concerned.
Here though water is an input parameter along with W/
C ratio perhaps the presence of other non-dimensional
parameters like S/A, A/C, W/T and RR at one time the
performance of ANN 10 model is on the increasing side
which showed a decrease when only W and W/C were pres-
ent as in set 1. Like set 1 MT and NLR models in set 2,
show negative coeﬃcients for water content. A positive
coeﬃcient was seen for W/T ratio except for NLR10
(Table 7a and b). The Hinton diagram (Fig. 5) conﬁrmsram for ANN1.
am for ANN10.
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for W/T ratio was seen in MT10 model which is under-
standable as MT models are devised at each leaf after
dividing the data into diﬀerent bins.
Fig. 6 compares the predicted 28 day compressive
strength of ANN1, MT1, NLR1 with observed values of
the same.
The values predicated by ANN1 are much closer to the
observed values as compared to MT1 and NLR1. Further
model 10, i.e., ANN10, MT10 and NLR10 were selected
and graphs were drawn with each input parameter vs com-
pressive strength of concrete for testing values. These
graphs can provide an insight into understanding the trend
predicting values. Figs. 7–11 show graphs with each input
parameter as W/C, A/C, S/A, W/T and RR with 28 day
compressive strength of RAC. All the graphs show theFig. 6. Comparison of predicated values and ob
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Fig. 8. A/C ratio vs 28 day compsimilar trend of predicting the output values. In all the
graphs at some points under or over predication can be
seen. Fig. 12 shows the predicted compressive strength by
ANN10, MT10 and NLR 10 models. MT10 and NLR10
tend to over predict at some instances.
With limited number of inputs (mandatory parameters)
the performance of ANN (ANN1) model is much better
than the model developed using MT(MT1) and NLR
(NLR1) technique (Tables 4–6). Additionally ANN has
an advantage of learning from the relationships between
input and output which is also in tune with the basic
knowledge of concrete technology. Use of individual non-
dimensional parameters with raw data adds to better per-
formance of ANN. MT, a technique which generates an
equation at each node shows better performance than
NLR. The divide-and-conquer approach partitions theserved values for ANN1, MT1 and NLR1.
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nodes and the linear models are then used to quantify the
contribution of each attribute to the overall predicted0
20
40
60
80
100
120
0.
43
0.
43
0.
44
0.
45
0.
46
0.
48
0.
53
0.
61
0.
61
0.
61
0.
62
0.
62
0.
63
28
 D
ay
 st
re
ng
th
 o
f c
on
cr
et
e 
in
 M
pa
S/A 
S/A Ratio vs Compressive strength of
Fig. 9. S/A ratio vs 28 day comp
0
20
40
60
80
100
120
0.
06
0.
07
0.
07
0.
08
0.
08
0.
08
0.
08
0.
08
0.
08
0.
08
0.
08
0.
09
0.
09
28
 D
ay
 st
re
ng
th
 o
f c
on
cr
et
e 
in
 M
pa
W/T
W/T Ratio vs Compressive
Fig. 10. W/T ratio vs 28 day com
0
20
40
60
80
100
120
0.
00
0.
00
0.
00
0.
00
0.
00
0.
00
0.
00
0.
00
20
.0
0
20
.0
0
25
.0
0
30
.0
0
30
.0
02
8 
D
ay
 st
re
ng
th
 o
f c
on
cr
et
e 
in
 M
pa
RR
RR(in %) vs Compressive strength of 
Fig. 11. RR ratio vs 28 day comvalue. This aspect of MT helps in increase of performance
of MT as compared to NLR. NLR on the other side
though is a technique which can give a ready equation to0.
63
0.
66
0.
67
0.
67
0.
67
0.
67
0.
67
0.
71
0.
77
0.
80
0.
91
1.
00
1.
09
Ratio
 concrete
Observed compressive strength
Predicated compressive 
strength-ANN
Predicated compressive 
strength-MT
Predicated compressive 
strength-NLR
ressive strength of concrete.
0.
09
0.
09
0.
09
0.
09
0.
09
0.
10
0.
10
0.
10
0.
10
0.
11
0.
11
0.
11
0.
11
 Ratio
 strength of concrete
Observed compressive strength
Predicated compressive strength-ANN
Predicated compressive strength-MT
Predicated compressive strength-NLR
pressive strength of concrete.
40
.0
0
50
.0
0
50
.0
0
60
.0
0
75
.0
0
10
0.
00
10
0.
00
10
0.
00
10
0.
00
10
0.
00
10
0.
00
10
0.
00
10
0.
00
 (%)
concrete
Observed compressive strength
Predicated compressive strength-ANN
Predicated compressive strength-MT
Predicated compressive strength-NLR
pressive strength of concrete.
020
40
60
80
100
120
1 11 21 31 41 51 61 71
28
 D
ay
 c
om
pr
es
si
ve
 s
tr
en
gt
h 
of
 c
on
cr
et
e 
in
 M
pa
Tesng data set numbers
OBS
ANN
MT
NLR
Fig. 12. Comparison of testing values and observed values for ANN10, MT10 and NLR10.
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to ANN and MT. In the second set an attempt was made to
check the combined eﬀect of the non-dimensional parame-
ters on performance of mode, which was done in models 7
to 10 by adding each non-dimensional parameter one by
one in models. However this may have duplicated the
information. This is evident from results of all the three
approaches for model Nos. 2 to 10 which are not varying
much, indicating that the ﬁrst model with 9 mandatory
parameters is the performing model out of these 10.6. Conclusions
The paper presented the ﬁndings of a study carried out
to predict the 28 day compressive strength of concrete
using the techniques Artiﬁcial Neural Network (ANN),
Model Tree (MT) and Non-linear Regression (NLR).
The following conclusions can be drawn from this work:
1. Neural networks trained and tested with raw data on
proportions of RAC mix contents make better predic-
tions of 28 day compressive strength. Use of non-dimen-
sional parameters as input parameters to develop
models may have duplicated the information. This is evi-
dent from results of all the three approaches for model
Nos. 2 to10 which are not varying much, indicating that
the ﬁrst model with 9 mandatory parameters is the per-
forming model out of these 10.
2. With minimum amount of input parameters (9 manda-
tory parameters), ANN predicts strength of concrete
better than MT and NLR. The trend of prediction is
same for all the three techniques in that the over or
under predictions are for the same observed values.
3. ANN models dominate over the other techniques in
accuracy of predicting the strength of concrete.
4. Models developed using MT technique though shows
decreased performance than ANN but has an advantage
to build a family of models of varying complexity and
accuracy. NLR technique also shows a decreased perfor-
mance in predicting output than ANN but has an
advantage of building a single equation which can be
readily used.References
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