On Koopman Operators for Burgers Equation by Balabane, Mikhael et al.
On Koopman Operators for Burgers Equation
Mikhael Balabane1,2 Miguel A Mendez3 Sara Najem3
1Laboratoire Analyse, Ge´ome´trie et Applications, Universite´ Paris 13
2Center for Advanced Mathematical Sciences, American University of Beirut
3von Karman Institute for Fluid Dynamics, EA Department, Sint Genesius Rode, Belgium
4Physics Department, American University of Beirut, Beirut 1107 2020, Lebanon
Abstract
We consider the flow of Burgers equation on an open set of (small) functions in L2([0, 1]). We
compute explicitly the set of eigen-observables for its Koopman flow. We prove the linearity of the flow
of the Burgers equation and give an explicit decomposition of its solutions on the Koopman modes.
Nonlinearity shows in the coefficients given through the eigen-observables of the Koopman operator and
through the multiplicative property of the Koopman eigen-observables. We prove the convergence of the
Koopman decomposition up to t = 0. This leads to a ‘completeness’ property for the basis of Koopman
modes. The same decomposition applies to a nonlinear Schro¨dinger equation. A crucial point is the
smallness of the Cauchy data, that we quantify. The decomposition is performed using an algorithm that
avoids ‘degeneracy’ of the Laplace eigenvalues encountered by Page and Kerswell [1]. Two Koopman
approximations are considered and their convergence is assessed depending on the choice of the Koopman
modes.
1 Introduction
The Koopman operator is a linear operator defined by Koopman [2] to ‘linearize’ nonlinear flows. This tool
linearly evolves a set of observables (functionals) of the system state and allows for defining a spectrum
for nonlinear flows. Such a spectrum is often considered as the generalization of ‘normal modes’ for linear
systems to ‘Koopman modes’ for nonlinear systems [3, 4].
The decomposition of data on the Koopman modes is commonly referred to as Koopman Decomposition
and offers promising applications in reduced-order modeling, feature extraction, and control [5, 6].
The Koopman framework is also invoked as a background for the Dynamic Mode Decomposition (DMD,
[7]), a decomposition which finds the best linear dynamical system approximating snapshots of a flow (best
in the least square sense). The link between DMD and Koopman decomposition was first revealed by Rowley
et al [8] and is described by various authors (e.g., [9, 10]) on simple nonlinear ODEs. A systematic analysis
of more complex problems is limited by the difficulties in deriving Koopman eigenfunctions for PDEs. The
DMD is thus often considered as a data-driven method to compute Koopman modes under the assumption
that the chosen observables and the available dataset are sufficiently ‘rich’, in a sense precisely defined by
Tu et al [11]. Kernel methods to heuristically augment the richness of available data and observables have
been proposed by Williams [12, 13] and reviewed by Kutz et al [14] in the framework of support vector
machines (SVM).
The recent contribution by Page and Kerswell [1] has opened new avenues for Koopman analysis. These
authors have derived the first Koopman decomposition for a nonlinear PDE, namely the Burgers equation,
and enabled the analysis of the (non-trivial) requirements for their data-driven identification via DMD. The
main difficulties in identifying Koopman modes via DMD for problems with multiple invariant solutions are
further discussed by Page and Kerswell in [15]. More examples of Koopman analysis for PDEs are given by
H. Nakao and I. Mezic in [16].
In this work, we compute explicitly the set of all eigen-observables of the Koopman operator for the
Burger equation, solving the degeneracy problem encountered by Page and Kerswell [1]. We prove con-
vergence of the Koopman decomposition, hence completeness of the Koopman modes. Moreover, we prove
the decomposition of all Dirac functionals on the Koopman eigen-functionals. This is a way to prove
“completeness” of the Koopman eigen-functionals when taking Dirac functionals as observables.
The result can be extended to a Schro¨dinger equation.
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The problem set and the relevant definitions are given in Section 2 where the smallness of the initial
data is quantified. The main results are given in Section 3. Cole-Hopf transforms are recalled in section 4.
Assertions and convergence are proved in section 5. Numerics and examples of Koopman approximations
are given in section 6.
2 Definitions
We consider the Burgers equation on [0, 1]:
∂tu = FB(u) := −u∂xu+ ∂xxu u(t, 0) = u(t, 1) = 0 u(0, x) = u0(x) (1)
We consider the Burgers flow ΦtB(u0), defined as
u(t, x) = ΦtB(u0) = u0(x) +
∫ t
0
FB(u)(s)ds , (2)
on the set
ΩB =
{
f ∈ L2(]0, 1[); 2e‖f‖L2‖f‖L2 < 1
}
.
This set is invariant under ΦtB.
We consider the set OB of continuous observables (functionals) on ΩB, i.e. the set of continuous maps φ(u)
from ΩB to R. For any t > 0, the Koopman operator KtB of the Burgers flow is the map from OB to itself
defined by
∀φ ∈ OB, ∀u0 ∈ ΩB, (KtB(φ))(u0) = φ(ΦtB(u0)) (3)
(KtB)t≥0 is a flow on OB. For any t ≥ 0, KtB is a linear map, and fulfills the multiplicative property
∀u0 ∈ ΩB, KtB(φφ′)(u0) = KtB(φ)(u0)KtB(φ′)(u0) (4)
The eigen-observables (eigen-functionals) ϕν(u0) are observables whose evolution by the Koopman flow
is:
(KtB(ϕν))(u0) = ϕν(u0)e−λνt , (5)
with e−λνt the associated eigenvalue. Combining (4) and (5) shows that the product of two eigen-observables
ϕν and ϕν′ , with eigenvalues e
−λνt and e−λν′ t, is also an eigen-observable ϕν′′ = ϕνϕν′ with eigenvalue
eλν′′ = e(λν+λν′ )t.
The standard assumption in the Koopman decomposition is that the set of eigen-observables is suffi-
ciently large to represent any observable. Therefore, the value of any observable φ at any function f can
be written as
φ(f) =
∑
ν∈N
aνϕν(f) . (6)
The evolution of the observable φ along a Burgers trajectory is given through the Koopman flow by
(KtBφ)(u0) =
∑
ν
aν(φ)ϕν(Φ
t
Bu0) =
∑
ν
aν(φ)(K
t
B ϕν)(u0) =
∑
ν
aν(φ)ϕν(u0)e
−λvt (7)
Equation (7) is known as Koopman decomposition and the coefficients aν are known as Koopman modes.
We prove the Koopman decomposition (7) for u0 ∈ ΩB and Dirac observables φ := δx, where δx(u0) =
u0(x). Moreover, we prove the convergence of the series (6) and (7) under the assumptions recalled in
section 3.
The set of indices needed is the set A of all finite sequences of strictly positive integers, i.e.
A = {ν = (n0, n1, ..., nα(ν));ni ∈ N∗}
This defines α(ν). We prove that the spectrum of KtB is the set {e−λνt ; ν ∈ A} with
2
∀ν ∈ A λν = pi2
α(ν)∑
k=0
n2k (8)
with eigen-observables {ϕν ; ν ∈ A} given explicitly in section 3. This is done using the Cole-Hopf transform
(recalled in section 4).
In (6) and (7), the nonlinearity of the Burgers equation shows in the nonlinearity of the coefficients
ϕν(u0), values of the eigen-observables at the Cauchy data in (7), and in the products defining the vectors
aν . Taking Dirac functionals as observables, the Koopman modes become continuous functions (aν(x))ν∈A
that we give explicitely in section 3.
It is important to stress the fact that for this formula to be convergent one needs smallness of the Cauchy
data ( proved in section 5). Smallness is quantified by the definition of the open set ΩB, to which the Cauchy
data should belong. A precise formulation of the Koopman decomposition is given in (12).
3 Main Results
We consider the Hopf transform H acting on ΩB (H is recalled in section 4). For any n ∈ N let ln ∈ OB be
the following observable:
∀u0 ∈ ΩB, ln(u0) =
√
2
∫ 1
0
H(u0)(s) cos (npis) ds (9)
Proposition 1. All observables ln are eigen-observables of KtB:
∀n ∈ N KtB(ln) = e−n
2pi2tln (10)
The multiplicative property (4) implies:
Corollary 1. For all ν = (n0, .., , nα(ν)) ∈ A, e−λνt is an eigenvalue of KtB with eigen-observable ϕν , where
∀u0 ∈ ΩB ϕν(u0) =
α(ν)∏
k=0
lnk(u0) (11)
These eigen-observables give the coefficients for the linear dynamics of the Burgers flow, as shown by:
Proposition 2.
∀u0 ∈ ΩB, ∀t > 0 and ∀x ∈ [0, 1] ΦtB(u0)(x) = u(t, x) =
∑
ν∈A
e−λνt ϕν(u0)aν(x) (12)
with aν(x) = (−1)α(ν)2
α(ν)+3
2 n0pi sin (n0pix)
α(ν)∏
k=1
cos (nkpix) (13)
The last product should be taken as 1 for α(ν) = 0.
Observe that the family (aν(x))ν∈A is an algebraic basis which obviously lacks orthogonality because
the family {φν} with αν = 1 is already an Hilbert basis of L2.
For Cauchy data that fulfills the boundary conditions and has a square integrable derivative, convergence
of formula (12) is valid up to t = 0. More precisely,
Proposition 3. Let
ωB =
{
u0 ∈ ΩB; u0(0) = u0(1) = 0;
∫ 1
0
|∂xu0|2 <∞
}
.
If u0 ∈ ωB we have, convergence being uniform on t ≥ 0 and x ∈ [0, 1]:
ΦtB(u0)(x) = u(t, x) =
∑
ν∈A
e−λνt ϕν(u0)aν(x) (14)
3
Uniform and absolute convergence of (14) allow to take its limit as t→ 0 to have:
Corollary 2.
∀u0 ∈ ωB, ∀x ∈ [0, 1], u0(x) =
∑
ν∈A
ϕν(u0)aν(x) (15)
One can better state formula (15) by noticing that if u0 has a square integrable derivative then u0 is a
continuous function. Hence for any x ∈ [0, 1], the Dirac observable δx, which maps a state variable u to its
value at location x, is a continuous observable on ωB. Then, Corollary 2 can be written in OωB as:
Corollary 3.
∀x ∈ [0, 1] δx =
∑
ν∈A
aν(x)ϕν (16)
Here, for any given x ∈ [0, 1], the sequence (aν(x))ν∈A is the sequence of coefficients in the decomposition
of δx on the set of Koopman eigen-observables. Corollary 3 proves (6) for φ := δx.
This can be thought of as ‘completeness’ of the eigen-observables (ϕν)ν∈A, although a set of observables
can be endowed only with the weak topology (convergence of values of observables at any given state
variable), and is not normed.
To illustrate this ‘completeness’, we can show that formula (16) can be used to decompose the kinetic
energy observable:
E(u0) =
∫ 1
0
u20(s)ds =
∫ 1
0
(δs(u0))
2ds.
Uniform convergence of formula (15) implies, denoting by c(ν, ν ′) the concatenate of indices ν and ν ′:
E(u0) =
∑
A×A
bc(ν,ν′)ϕc(ν,ν′)(u0) with bc(ν,ν′) =
∫ 1
0
aν(s)aν′(s)ds .
Because of the multiplicative property of the Koopman eigen-observables, φνφν′ = φc(ν,ν′). The Koopman
decomposition (7) is
E(u(t, .)) =
∑
A×A
e−λc(ν,ν′)tbc(ν,ν′)ϕc(ν,ν′)(u0)
An interesting subproduct of the proof of proposition 3 is the following:
Corollary 4. Let u0 ∈ ωB. The flow of the nonlinear Schrodinger equation:
i∂tu = −u∂xu+ ∂xxu u(t, 0) = u(t, 1) = 0 u(0, x) = u0(x) (17)
is a linear flow given by:
u(t, x) =
∑
ν∈A
e−i λνtϕν(u0)aν(x) (18)
4 Cole-Hopf Transforms and Koopman Conjugacy
The Cole-Hopf transforms are the following:
u := C(v) = −2∂xv
v
and v := H(u) =
e−
1
2
∫ x
0 u(s)ds∫ 1
0 e
− 1
2
∫ x
0 u(s)dsdx
(19)
H is defined for all functions in L2([0, 1]), and fulfills
∫ 1
0 H(u)(s)ds = 1.
C is defined for functions having first weak derivative in L2([0, 1]), and bounded away from zero. We
will always assume
∫ 1
0 v(s)ds = 1 and boundedness of
1
v will follow from smallness of ‖∂xv‖L2 as quantified
in the lemmi below.
The Cole-Hopf transforms are central tools because if u(t, .) solves Burgers equation (1) then v(t, .) =
H(u(t, .)) solves the linear heat equation
∂tv = ∂
2
xxv ∂xv(t, 0) = ∂xv(t, 1) = 0 v(0, x) = H(u0) := v0 (20)
4
and the converse is true. If ΦtC denote the flow associated with the heat equation on ΩC = H(ΩB), we have:
H ◦ ΦtB = ΦtC ◦H and C ◦ ΦtC = ΦtB ◦ C (21)
We denote by KtC the Koopman operator of the flow ΦtC as in formula (3) (with analogous definition of
the set of observables OC on ΩC). Identities (21) translate to the Koopman adjoint identities:
∀ϕ ∈ OB , (KtBϕ) ◦ C = KtC(ϕ ◦ C) (22a)
∀ψ ∈ OC , (KtCψ) ◦H = KtB(ψ ◦H) (22b)
5 Proofs
5.1 Three Preliminary Lemmi
Here are estimates used in the proofs of the main results:
Lemma 1. If v0 fulfills
∫ 1
0 v0(s)ds = 1 and ‖∂xv0‖L2 < 14 then
sup
x
|1− v0(x)| < 1
4
and ‖u0‖L2 <
2
3
for u0 = C(v0)
proof: v0 is given by:
v0(x) = 1 +
∫ x
0
s∂xv0(s)ds−
∫ 1
x
(1− s)∂xv0(s)ds
Cauchy-Schwartz gives: supx |1− v0(x)| ≤ ‖∂xv0‖L2 < 14 so |u0(x)| ≤ 83 |∂xv0(x)| and the estimate follows.
Lemma 2. Let u0 ∈ L2 and v0 = H(u0) then
sup
x
|v0(x)| ≤ e‖u0‖L2 and ‖∂xv0‖L2 ≤
1
2
e‖u0‖L2‖u0‖L2
proof: because
∫ x
0 u0(s)ds ≤ ‖u0‖L2 one has v0(x) ≤ e
1
2
‖u0‖L2e−
1
2
∫ x
0 u0(s)ds ≤ e‖u0‖L2 . From u0v0 = −2∂xv0
follows ‖∂xv0‖L2 ≤ 12 supx |v0(x)|‖u0‖L2 ≤ 12e‖u0‖L2‖u0‖L2 .
Lemma 3. Let u0 ∈ L2, ∂xu0 ∈ L2 and u0(0) = u0(1) = 0. If v0 = H(u0) then
‖∂2xxv0‖L2 ≤
1
2
e‖u0‖L2‖∂xu0‖L2(1 +
‖u0‖L2
2
)
proof: boundary conditions on u0 give sup |u0(x)| ≤ ‖∂xu0‖L2 .
Because ∂2xxv0 = −12(v0∂xu0 + u0∂xv0) we get ‖∂2xxv0‖L2 ≤ 12(supx |v0(x)|‖∂xu0‖L2 + supx |u0(x)|‖∂xv0‖L2)
and the result follows from the estimates given in lemma 2.
5.2 Proof of Proposition 2
We prove it in two steps. In the first step, we prove the formula using commutative convergence. In the
second step, we prove convergence in absolute values, implying commutative convergence.
Step 1: For any u0 ∈ ΩB let v0 = H(u0). We write it as v0 = 1 + w0 so
∫ 1
0 w0(x)dx = 0 and ‖∂xw0‖L2 ≤ 14
by lemma 2. Lemma 1 gives supx |w0(x)| ≤ 1/4.
For t > 0, write ΦtC(v0) = v(t, .) = 1 + w(t, .). ∂xw fufills the heat equation and boundary conditions imply
‖∂xw‖L2 ≤ ‖∂xw0‖L2 so supx |w(t, x)| ≤ 14 . We can therefor apply the Cole transform, and section 4 gives:
ΦtB(u0) = u(t, .) = C(v(t, .)) = −2
∂xw
1 + w
= −2∂xw
∞∑
q=0
(−1)qwq (23)
let, for brevity, em(x) :=
√
2 cos(mpix) for m 6= 0. We write w in the cosine basis and apply formula (9) to
have:
w(t, x) =
∞∑
m=1
e−m
2pi2tcm(v0)em(x) =
∞∑
m=1
e−m
2pi2tlm(u0)em(x)
5
We compute wq, product of q identical sums, by taking term n1 in the first sum, term n2 in the second
sum,.. to get:
wq =
∑
(n1,..,nq)∈(N∗)q
e−
∑q
k=1 n
2
kpi
2t
q∏
k=1
lnk(u0)
q∏
k=1
enk(x)
We also have
∂xw(t, x) =
∞∑
n0=1
e−n
2
0pi
2tcn0(v0)∂xen0(x) =
∞∑
n0=1
e−n
2
0pi
2tln0(u0)∂xen0(x)
This gives
ΦtB(u0)(x) = −2
∞∑
n0=1
e−n
2
0pi
2tln0(u0)∂xen0(x)
−2
∞∑
q=1
∞∑
n0=1
∑
n1,..,nq
∈(N∗)q
(−1)qe−pi2t
∑q
k=0 n
2
k
q∏
k=0
lnk(u0) ∂xen0(x)
q∏
k=1
enk(x)
We note that all sums translate to a sum on A (here is where commutative convergence is needed). Notations
given in formulae (11) and (8) and in proposition 2 translate it to:
ΦtB(u0)(x) =
∑
ν∈A
e−λνtϕν(u0)aν(x)
Step 2: we have, through integration by parts, for all n ≥ 1:
ln(u0) ≤
√
2
∫ 1
0
H(u0)(s) cos (npis)ds ≤
√
2
npi
∫ 1
0
∂xH(u0)(s) sin (npis)ds
so, because ‖u0‖L2 ≤ 1 for u0 ∈ ΩB, we get through Parseval formula and lemma 2 :
∞∑
1
n2pi2|ln(u0)|2 = ‖∂xH(u0)‖2L2 = ‖∂xv0‖2L2 ≤
1
4
e2‖u0‖L2‖u0‖2L2 ≤
e2
4
‖u0‖2L2
We now prove the absolute convergence of formula (12): because
∀ν ∈ A, |aν(x)| ≤ 2
α(ν)+3
2 pin0
we have:
I =
∑
ν∈A
e−λ(ν)t|aν(x)|ϕν(u0)| ≤
2
3
2pi
∞∑
m=0
2
m
2
∑
ν∈A;α(ν)=m
m∏
k=0
e−n
2
kpi
2tn0
m∏
k=0
|lnk(u0)|
≤ 2 32pi
∞∑
n=1
e−n
2pi2tn|ln(u0)|
∞∑
m=0
2
m
2 (
∞∑
k=1
|lk(u0)|)m
We apply the discrete Cauchy-Schwartz inequality and get:
I ≤ 2 32pi
√√√√ ∞∑
n=1
e−2n2pi2t
√√√√ ∞∑
n=1
n2|ln(u0)|2
∞∑
m=0
2
m
2 βm2 (
∞∑
n=1
n2|ln(u0)|2)m2
we use the estimate
∑
n2|ln(u0)|2 ≤ e24pi2 ‖u0‖2 proved above and get:
I ≤ t− 14 e‖u0‖L2
∞∑
m=0
(2−
1
2pi−1eβ2‖u0‖L2)m
with β2 =
√∑∞
1
1
n2
= pi√
6
. This series do converge because if u0 ∈ ΩB then ‖u0‖L2 < 2
√
3
e .
We proved convergence of absolute values, hence commutative convergence. As well as uniform convergence
in the x variable.
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5.3 Proof of proposition 3 and corollary 2
One only need to prove (t, x)-uniform convergence of absolute values for all t ≥ 0, x ∈ [0, 1].
Let v0 = H(u0). v0 fulfills Neumann boundary conditions because u0 ∈ ωB fulfills Dirichlet boundary
conditions, Moreover u0 has a square integrable weak derivative, so first and second weak derivatives of v0
are square integrable as shown by lemma 3. Two integration by parts give:
∞∑
1
n4pi4|ln(u0)|2 = ‖∂2xxv0‖2L2
We have:
I =
∑
ν∈A
e−λ(ν)t|aν(x)|ϕν(u0)| ≤
2
3
2pi
∞∑
m=0
2
m
2
∑
ν∈A;α(ν)=m
n0
m∏
k=0
|lnk(u0|) ≤
2
3
2pi
∞∑
m=0
2
m
2 (
∞∑
n=1
n|ln(u0)|) (
∞∑
k=1
|lk(u0)|)m
We use the discrete Cauchy-Schwartz inequality to get:
I ≤ 2
√
2
pi
β2
√√√√ ∞∑
n=1
n4|ln|2
∞∑
m=0
(
√
2β2
√√√√ ∞∑
n=1
n2|ln|2 )m
≤ 2
3
2β2
pi
‖∂2xxv0‖L2
∞∑
m=0
(
β2e√
2pi
‖u0‖L2)m
because ‖u0‖L2 ≤ 1 for u0 ∈ ΩB. We use lemma 3 to get
I ≤ 3eβ2√
2pi
‖∂xu0‖L2
∞∑
m=0
(
β2e√
2pi
‖u0‖L2)m
This series converges for ‖u0‖L2 < 2
√
3
e . This condition is fulfilled by any u0 ∈ ΩB.
5.4 Proof of corollary 4
For u0 ∈ ωB proposition 3 shows that for t > 0 the solution u(t, x) of the Burgers equation (1) is analytic
in the t variable, with values in the space of continuous functions, endowed with the sup norm. The proof
of proposition 3 given above shows that u(t, x) extends analytically to the half plane {t ∈ C;<e t > 0} and
continuously to {t ∈ C;<e t ≥ 0}. The result follows the restriction of formula (14) to the imaginary axis.
6 Numerics and Koopman Approximations
We consider two initial conditions:
Case 1 : u0(x) = 10(e
−(x−0.5)2−e−0.25) (24a)
Case 2 : u0(x) = C(v0) with v0(x) = 1 +
√
2
2
cospix+
√
2
4
cos 2pix (24b)
For each of these, we consider two Koopman approximations by truncating the expansion in (12). We
use two finite sets of ν = (n0, n1, n2, n3) ∈ A. In the first approximation, we take n0 = n1 = n2 = n3 ∈ [1, 3].
This leads to a total of 120 modes. In the second approximation, we take n0 ∈ [1, 10] and n1 = n2 = n3 ∈
[1, 3]. This leads to 400 modes.
Figure 1a) show the dynamics u(x, t) (blue continuous lines) for Case 1 for t = 0, 0.02, 0.04, 0.06, 0.14, 0.24
along with the first approximation (black dashed lines). Figure 1b) shows the corresponding amplitudes of
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Figure 1: Results from two Koopman approximations for the Case 1 (24a). On the left, the dynamics u(x, t)
(continuous blue line) is shown along with the Koopman approximations (dashed lines); on the right, the
amplitudes of the Koopman modes ϕν(u0) are shown as a function of λν . The upper plots correspond to the
first approximation (120 modes); the bottom ones correspond to the second approximation (400) modes.
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Figure 2: Same as Figure 1 for the initial condition for Case 2 (24b).
the Koopman modes ϕν(u0) as a function of λν (as defined in (8)). Figure 1c) and 1d) show the same plots
for the second approximation. Figure 2 shows the same plots for initial condition of Case 2.
Both cases show that convergence improves with t, as diffusion overcomes advection, and the effect of
nonlinearity decreases. The additional modes in the second approximation correspond to large λv and thus
quickly vanish. The multiplicity of these modes (i.e., the number of modes sharing the same temporal
evolution) increases with λv as shown by Figure 1b-d) and 2b-d). Nevertheless, convergence at t→ 0 does
not improve by increasing the number of modes in the approximation. This is clearly shown in Figure 3,
which plots the temporal evolution of the relative error in L2 for both cases (a for Case 1 ; b for Case 2) and
both approximations (blue squares for approximation 1; black circles for approximations 2). The additional
8
modes reduce convergence.
While the completeness of the (infinite) Koopman basis has been proven, these results highlight the
practical difficulties in identifying the best choice of modes for a Koopman approximation. The difficulties
arise from the lack of orthogonality of the Koopman basis and the multiplicity of the Koopman eigenvalues.
Figure 4 shows five Koopman modes (see (13)), with the legend recalling the corresponding sequences ν ∈ A.
Modes with α = 0 are Fourier modes (e.g. a1 and a2); modes with α ≥ 2 (e.g. a1,1,1 and a2,2,2) represent
the nonlinear interaction between Fourier modes. Nevertheless, many of these modes (e.g. a1,1,1,1 and a2)
share the same eigenvalue and hence the same temporal evolution.
Finally, from 3a) and 3b) one can see that the convergence in the second test case is much faster and
less influenced by the number of modes, as the initial data in the transformed variable v = H(u) is a linear
combination of three eigenfunctions of the linear flow ΦtC . This further highlights the sensitivity of the
Koopman approximation to the initial data.
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Figure 3: Evolution of the relative L2 error of the Koopman approximations for the initial condition Case
1 (a) and Case 2 (b). The approximations are defined by the sets of ν = (n0, n1, n2, n3) and differ by the
range of n0 as indicated in the legend.
0 0.2 0.4 0.6 0.8 1
-20
-10
0
10
20
Figure 4: Five Koopman modes aν(x) of the Burger flow. Indices are indicated in the legend.
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