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Abstract
Neuroimaging meta-analysis is an area of growing interest in statis-
tics. The special characteristics of neuroimaging data render classical
meta-analysis methods inapplicable and therefore new methods have been
developed. We review existing methodologies, explaining the benefits and
drawbacks of each. A demonstration on a real dataset of emotion studies
is included. We discuss some still-open problems in the field to highlight
the need for future research.
1 Introduction
Functional magnetic resonance imaging (fMRI) has experienced a rapid growth
over the past two decades and has lead to significant advances in our under-
standing of the human brain, including the differences in brain function be-
tween maternal and romantic love (Bartels and Zeki, 2004), the effect of alcohol
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while peforming simulated driving (Calhoun and Pearlson, 2012), or the effect
of doing nothing at all (Cole et al., 2010). The availability of MRI scanners,
inexpensive computational resources and accessible analysis software has made
fMRI an ubiquitous tool in psychology, neurology and psychiatry, in addition
to new areas like neuromarketing and neuroeconomics.
Nevertheless, there are a variety of factors that limit the interpretability of
fMRI results. The principal limitation is the small sample sizes typically used,
leading to individual studies that suffer from low power and hence low repro-
ducibility (Button et al., 2013). Some other concerns include high prevalence
of false positives (Wager et al., 2007), poor reproducibility (Raemaekers et al.,
2007) and considerable heterogeneity in the analysis pipeline (Carp, 2012). As a
result, it is unsurprising that the validity of fMRI is being challenged in both the
scientific (Vul et al., 2009) and popular (Shermer, 2008) literature (see (Farah,
2014) for an even-handed review).
Meta-analysis provides a way to address all of these limitations. Meta-
analysis is the process of combining the results of independently conducted
studies to increase power and obtain more reproducible findings than the origi-
nal studies (Hedges and Olkin, 1985). Meta-analysis of functional neuroimaging
data is an active field of research, whose growth is facilitated by the constantly
increasing body of literature in fMRI along with the limitations of single ex-
periments. The goal of this paper is to review recent advances in fMRI meta-
analysis, evaluate existing methods, and highlight the open problems that need
to be investigated. We consider a meta-analytic dataset analysed in a number of
ways and make the data freely available to aid other researchers trying a hand
at this intriguing area.
The remainder of this manuscript is organised as follows. In Section 2 we
provide some background on neuroimaging and explain the special characteris-
tics of neuroimaging studies that make meta-analysis in this setting challenging.
In Section 3 we give a detailed description of the currently most popular meth-
ods for fMRI meta-analysis. In Section 4 we proceed to an evaluation of existing
methods, which is motivated by application to a real dataset of emotion studies.
Finally, we discuss some possible directions for research in Section 5.
2
2 Neuroimaging background
What follows is a very brief review of fMRI and the practical steps involved in a
fMRI study. For a more detailed introduction, see Lindquist (2008) for review of
fMRI for statisticians, or Kim and Ogawa (2012) for a detailed, technical review
of the meaning of the fMRI signal; Huettel et al. (2009) provide an accessible
textbook treatment, while Poldrack et al. (2011) give a practical, data-analysis-
oriented perspective.
The objective of a single fMRI study is to identify the neural correlates of a
physical, mental or perceptual process. When neurons in a region of the brain
increase their firing rate, there is an increased demand for oxygen which is met
by a localised increase in blood flow. The magnetic resonance signature, or
susceptibility, of oxygenated and de-oxygenated blood differs, and thus a MRI
scanner can capture changes in local oxygenation. This mechanism is known as
the blood oxygenation level-dependent (BOLD) effect.
During an fMRI acquisition, participants lie flat in the scanner and are asked
to perform a series of tasks, such as viewing images or reading texts, while the
MRI scanner measures the BOLD signal. For each participant, the data takes
the form of a time series of images, 3D snapshots of signal measurements all
over the brain. The typical acquisition lasts 6-12 minutes, with data collected
every 2 seconds, producing data on a grid with 2mm × 2mm spacing in-plane
and 2mm-4mm slices, producing anywhere from 40,000 to over 100,000 voxels
(volume elements) in the brain. Note that this is quite coarse spatial resolution,
and separate, fine-resolution images (e.g. 1mm × 1mm × 1mm) are also taken
to depict individual’s anatomy.
Before the raw data can be analysed, a series of preprocessing steps needs to
be undertaken. These include motion correction, which accounts for movements
during the acquisition, and spatial smoothing which increases the signal-to-
noise ratio. To make data comparable across subjects, a crucial step is “spatial
normalisation”, the process of warping all subjects to a standard brain template,
or brain atlas. There are different atlases available, but essentially all authors
use either the Talairach atlas (Talairach and Tournoux, 1988) or the MNI atlas
(see Fig. 1).
After spatial normalisation, all subjects’ data exist in a common space.
Specifically, we can assume that a given voxel corresponds to (roughly) the
same region in all subjects’ brains. Statistical analysis then proceeds in a mass-
univariate approach, fitting a model at each voxel independently of every other
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Figure 1: An average brain in MNI space. Note the directional labels at the edge
of each panel: P for Posterior, A for Anterior, S for Superior, I for Inferior, L for
Left and R for Right. The origin approximately corresponds to an anatomical
structure known as the anterior commissure.
voxel. For every subject, time series regression models are fitted in each voxel,
where the regression coefficients represent the effect of the different tasks. Task
effects or comparisons can be made with the proper “contrasts”, meaning the
estimated linear combination of parameter estimates that relates to the effect of
interest. These subject-specific contrasts are subsequently analysed in a “sec-
ond level” population model. The result is a 3D image of T statistics, one for
each voxel in the brain, measuring the evidence against the null hypothesis of
no effect. The T images are assessed either voxel-by-voxel, or by assessing the
size of connected components, or clusters, after thresholding the T image at an
arbitrary threshold. See Friston et al. (2002), Mumford and Nichols (2006) and
Mumford and Nichols (2009) for a detailed review of different approaches for
the statistical analysis of fMRI data.
An essential issue in the statistical analysis of fMRI data is multiple testing.
A T statistic image can have 100,000 or more voxels in the brain, requiring
100,000 simultaneous tests for every contrast of interest. Under a global null
hypothesis of no effect in any voxel, we therefore expect around 5,000 false
positives using the classic significance level of α = 0.05. In the early history
of fMRI (roughly 1992-2002), arbitrary rule-of-thumb thresholding procedures
were common, like a combination of an uncorrected voxel-wise α = 0.001 and
cluster size threshold k ≥ 10 (only clusters of size 10 voxels or more). Thresh-
olding methods that controlled the familywise error (FWE), the chance of one or
more false positives, later became widespread using either random field theory
or permutation testing (see Nichols and Hayasaka (2003) for a review of FWE
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methods in neuroimaging). More recently, the false discovery rate (FDR) was
introduced for the thresholding of T images (Genovese et al., 2002). The FDR
is the expected proportion of false positives among positive findings (Benjamini
and Hochberg, 1995).
In any discipline of science, discussion of findings typically includes the point
estimates for an effect, the associated standard errors, and the p-values. In
neuroimaging, each of these quantities is 3D image, and sharing such large data
files was considered impractical 20 years ago when fMRI was first developed. Yet
even today there is general resistance towards sharing the full images. Instead,
authors routinely report the x, y, z atlas coordinates of activation peaks. Going
forward we will call these coordinates the foci (singular focus). In other words,
the results of an fMRI study are summarised in a list of foci. Based on author
preference and software defaults, foci can either be singletons that is one focus
per significant region or multiple that is two or more per significant region.
2.1 Limitations of individual studies and meta-analysis
There are three aspects of fMRI experiments that challenge the utility of indi-
vidual studies. Firstly, fMRI studies suffer from low power. The typical sample
size of an fMRI study is small, and the majority of experiments involves far
less than 20 participants (Carp, 2012). While power depends on the (unknown)
true effect size, at least one empirical study supported the notion that fMRI n’s
are too small. By sub-sampling from a large sample (n = 150), Thirion et al.
(2007) found that analyses with 20 or fewer subjects were poor approximations
of the full 150-subject result. Further, Type I error rates are likely to be high,
especially for older papers that did not use inference procedures corrected for
multiple testing. Using a survey of publications’ thresholding methods, Wager
et al. (2007) estimated that 17% of all reported foci are false positives. Finally,
neuroimaging studies suffer from low test-retest reliability. For example, when
scanning a group of subjects twice, once and then 7 days later, Raemaekers
et al. (2007) found intra-class correlations for BOLD fMRI activations ranged
from 0 to 0.88.
Apart from these inherent limitations, the way fMRI studies are carried
out also exhibits great heterogeneity. Each step of a neuroimaging study can be
implemented in various ways and there is no standard way to present a stimulus,
preprocess the data or construct the linear model for the BOLD response. As a
result, there is only a partial agreement in how experiments are conducted. For
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example, in an analysis of 241 fMRI studies Carp (2012) observed 223 different
analytical strategies. Results heavily depend on the type of analysis employed
(Button et al., 2013), thus it is not uncommon to observe discrepancies in the
outcomes of studies that investigate the same scientific question. Consequently,
it is exceptionally hard to yield a conclusion. All reasons combined support
the use of meta-analysis to account for these problems and draw more reliable
inferences.
A well performed meta-analysis can tackle the aforementioned issues by mod-
elling the observed heterogeneity between studies, combining the available infor-
mation to increase power and ultimately separating the consistent findings from
those that happened by chance. There exist two broad approaches for meta-
analysis of neuroimaging studies: image-based meta-analysis (IBMA), if the full
T statistic images are available, and coordinate-based meta-analysis (CBMA)
if only foci are reported. IBMA proceeds by means of some common meta-
analytic tools applied to each voxel of the images along with either FWER or
FDR corrections for multiple testing. See Hartung et al. (2008) for an overview
of conventional meta-analysis, and Lazar et al. (2002) for a review of IBMA
methods.
Given the richness of brain imaging data, with gigabytes collected on each
subject, it is lamentable that all this data gets distilled to a list of xyz coor-
dinates (foci). In a comparative study, Salimi-Khorshidi et al. (2009) demon-
strated the benefits of using IBMA over CBMA, and observed a dramatic loss of
information when only foci were used relative to utilising full image data. Their
results highlight the need for sharing full image data from single experiments
(namely, effect magnitude estimates and standard errors, as well as key analysis
details), and have encouraged the development of online repositories such as
OpenfMRI 1 (Poldrack et al., 2013) and NeuroVault2 (Gorgolewski et al., 2015)
for sharing entire statistical maps. But sharing of full data is still rare, the use of
such tools is not yet a standard practice and it is still not possible to access im-
age data results for the majority of published research (Poline et al., 2012). On
the contrary, coordinate data are easily available trough large databases such as
BrainMap3 (Laird et al., 2005b) and NeuroSynth4 (Yarkoni et al., 2011). These
repositories include on-line tools for quick data extraction and on-line imple-
1https://openfmri.org (RRID:SCR 005031)
2http://neurovault.org (RRID:SCR 003806)
3http://www.brainmap.org (RRID:SCR 003069)
4http://www.neurosynth.org (RRID:SCR 006798)
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mentation of CBMA meta-analyses. As a result, CBMA still constitutes the
main approach for the meta-analysis of fMRI data, and we will focus solely on
a review of CBMA methods hereafter.
3 CBMA methods
The limitations of single experiments (see Section 2.1 for a discussion), along
with the historical lack of data sharing, quickly presented researchers in the field
of fMRI with a challenge. The standard meta-analytic tools used in other fields
(see for example Hartung et al. (2008) for a fairly recent review) could not be
applied to the coordinate data and hence there was a need for new methodolo-
gies. Early works mainly utilised exploratory data analysis and visualisation
techniques to blend the results from different studies (Fox et al., 1998) and it
was not until the early 2000’s that the first methods for CBMA were proposed
(Fox et al., 1997; Turkeltaub et al., 2002; Nielsen and Hansen, 2002; Wager
et al., 2003). Since then, many new methods and modifications appeared in the
neuroimaging (Laird et al., 2005a; Wager et al., 2007; Radua and Mataix-Cols,
2009; Turkeltaub et al., 2012; Caspers et al., 2014, to name a few) as well as
the statistics (Kang et al., 2011; Yue et al., 2012; Kang et al., 2014; Montagna
et al., 2017) literature.
All of these methods share the same goal: to identify areas of the human
brain that show consistent activation across studies. The different approaches
broadly fall into two main categories: kernel-based and model-based methods.
In what follows, we present the most widely used methods in both categories.
We start by setting the notation used throughout the manuscript.
A typical CBMA dataset consists of a list of foci from I independent studies.
Each study i, i = 1, . . . , I comes with a set of 3-dimensional coordinates xik ∈ B,
where B ⊂ R3 is the standard atlas space and k indexes the multiple foci for
a particular study. Table 1 is part of a real dataset from a meta-analysis of
emotion studies that will be analysed for the purposes of this review. In this
example, x52 would correspond to the second foci ([−34, 52, 8]T) in the fifth
study (Baker 1997, happy). We denote xi =
⋃
k xik, the complete set of foci
reported in study i. Note that some of the studies (e.g. Damasio 2000, fear and
Damasio 2000, anger) are obtained from the same experiment; we treat these
studies as independent following the standard conventions in the field. Finally,
we will denote as v = [vx, vy, vz] ∈ B the center location of a particular voxel in
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the brain atlas, v = 1, . . . , V .
Table 1: A subset of data from a meta-analysis study of emotions.
Author Year Emotion X Y Z Participants
Damasio 2000 fear -10 -62 -17 23
-1 -66 -1 23
34 3 32 23
Damasio 2000 anger -2 -29 -12 23
Philips 2004 disgust 4 -20 15 8
7 -17 9 8
4 -63 26 8
Baker 1997 sad 36 20 -8 11
-44 32 -8 11
Baker 1997 happy -26 28 0 11
-34 52 8 11
Williams 2005 anger 7 31 28 13
7 28 -7 13
. . . . . . . . . . . . . . . . . . . . .
3.1 Kernel-based methods
The most widely used kernel based methods are the multilevel kernel density
analysis (Wager et al., 2007, MKDA), the activation likelihood estimation (Eick-
hoff et al., 2012, ALE) and the signed differential mapping (Radua et al., 2012,
SDM). All these methods share the same rationale. Briefly, one starts by cre-
ating focus maps: that is, full brain images obtained through smoothing of
reported activations with a spatial kernel. Obviously, there are as many focus
maps as the total number of foci. Secondly, the focus maps corresponding to
a particular study are combined to create the study-specific maps. These per-
study images are subsequently combined into a single image that represents the
evidence for consistent activation (clustering). Significance of these images is
assessed with a Monte Carlo test under the null hypothesis of complete spatial
randomness. We now discuss MKDA, ALE and SDM in detail.
3.1.1 Multilevel kernel density analysis
First introduced by Wager et al. (2003), MKDA was modified to its current
version by Wager et al. (2007). To obtain the focus maps, Mik, one places a
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sphere of unit intensity and radius r centred at each focus:
Mik(v) = 1{d(v,xik)≤r} (1)
where d(·, ·) stands for the Euclidian distance. The study specific images, Mi,
are then obtained by applying the maximum operator to the focus maps of the
study. The procedure can be expressed by the following formula:
Mi(v) =
1, ∃k s.t. d(v,xik) ≤ r0, otherwise . (2)
We call Mi the comparison indicator maps. A value of 1 means that there is
activation within distance r of a given location. Wager et al. (2004) suggest
giving r a value of 10 or 15mm. The MKDA statistic image m is given as a
weighted combination of Mi:
m(v) =
1∑
i wi
I∑
i=1
wiMi(v) (3)
The weights are usually chosen to be proportional to the number of participants
in each study thus allowing for studies with larger sample size to contribute more
to the value of the statistic. If the weights are all set to 1 then m(v) denotes
the proportion of studies that reported activation within distance r to v. Large
values of m (v) suggest systematic clustering of foci around its location.
The distribution of the MKDA statistic does not have a closed form and thus
Monte Carlo testing is used to assess significance. Multiple synthetic datasets
are created by uniformly drawing peak locations from B, keeping the original
number of foci per study fixed. The m statistic map is calculated for these
datasets and the maximum value is saved at each replicate. This produces
a sample of the maximal statistic under the null hypothesis of random foci
allocation. The sample is then used to obtain FWE corrected p-values (Kober
et al., 2008) as suggested by (Nichols and Holmes, 2002). Recently, Costafreda
et al. (2009) derived a parametric significance test based on the properties of
the spatial Poisson process. For applications of MKDA on real data see Etkin
and Wager (2007) and Kober et al. (2008).
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3.1.2 Activation likelihood estimation
The idea behind ALE is to model the probability that a voxel v is the true
location of a reported focus xik as a discretised (over voxels) and truncated
(outside the brain) Gaussian distribution centered around the reported location
(Turkeltaub et al., 2002). For a certain study i, let Lik be the map based on a
single focus xik,
Lik(v) = cφ3(v | xik, σ2i I), (4)
where φ3(x;µ,Σ) is the density of a three dimensional Gaussian distribution
with mean µ and covariance matrix Σ evaluated at x ∈ R3, I is the identity
matrix, and c is a normalising constant ensuring that the sum of φ3(·) over
voxels is equal to one. Thus, Lik(v) represents the probability that voxel v is
the true location of focus xik. The Gaussian kernel used for ALE is analogous
to the uniform kernel used for MKDA, but assigns higher values to voxels closer
to the foci. To determine σi, Eickhoff et al. (2009) created a mapping between
the number of participants in each study, ni, and the standard deviation σi,
the intuition being that larger sample sizes lead to improved spatial precisions.
However, the mapping is based on an empirical study consisting of 21 subjects
and may be unsuitable for experimental paradigms other than the one used by
the authors.
The next step for the ALE algorithm is to combine the focus maps Lik into
a single study map Li. Early versions of the algorithm (Turkeltaub et al., 2002;
Eickhoff et al., 2009) constructed study maps as the probability that at least
one focus is located at a given voxel v5. The drawback of this approach is that
it leads to ALE scores that are heavily influenced by studies reporting several
foci per region. To address this issue, Turkeltaub et al. (2012) proposed taking
the maximum over focus maps as in MKDA, that is,
Li(v) = max
k
Lik(v). (5)
We call Li the modelled activation map. Li(v) quantifies the probability that
the focus which is closest to v is truly located at v.
The ALE statistic ` is then computed as:
`(v) = 1−
I∏
i=1
(1− Li(v)) . (6)
5This is achieved by taking Li(v) = 1−
∏
k (1− Lik(v))
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Expression 6 was originally adopted by Turkeltaub et al. (2002) and represents
the probability that at least one of the closest activations is truly located in
voxel v.
The Monte Carlo significance test of ALE is equivalent yet slightly different
to the one of MKDA. In particular, Eickhoff et al. (2009) maintain that the spa-
tial arrangement of activations (focus-to-focus distances) within a study must be
preserved when generating synthetic studies, so that convergence across studies
(rather than convergence over individual foci) is assessed. Hence for location
v, multiple realisations of the ALE statistic `∗(v) are created by sampling each
activation map from a random location. The null ALE are then obtained as
`∗(v) = 1−
∏
i
(1− Li(v∗)), (7)
where v∗ is drawn uniformly from all possible brain locations. By using 7, Eick-
hoff et al. (2012) showed that it is possible to enumerate exhaustively all the
possible outcomes of `, directly obtaining the exact marginal null distribution of
the ALE statistic without Monte Carlo. The null can be used to compute (un-
corrected) p-values and from these FDR-corrected p-values (Laird et al., 2005a).
FWE-corrected voxel-wise and cluster size, however, require the Monte Carlo
simulation of null distribution of the maximum of ` (Eickhoff et al., 2012). Eick-
hoff et al. (2016) advocated FWE-corrected voxel-wise inference; they found, us-
ing simulated data, that this is less susceptible to “spurious” findings compared
to voxel-wise FDR correction.
ALE has been used for several analyses including those in Delvecchio et al.
(2012) and Konova et al. (2013). ALE’s popularity has been supported by the
availability of software like GingerALE, a broadly used, freely available imple-
mentation of the ALE algorithm. However, a recent contribution by Eickhoff
et al. (2017) reported the presence of several errors in the ALE code. In partic-
ular, errors were traced in the voxel-wise FDR and cluster-wise FWE correction
procedures for multiple testing, and have resulted in thresholds that were more
liberal compared to those specified by users. For more details, see Eickhoff et al.
(2017). As of April 2017, we remark that these issues have been fixed.
3.1.3 Signed differential mapping
SDM (Radua and Mataix-Cols, 2009) is a relatively new method that borrows
several characteristics from both MKDA and ALE. The novelty of the method
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lies in incorporating the T statistic values (when available) from the original
studies. To make this point clear, imagine that a study investigates brain ac-
tivation caused by a given task; in some regions of the brain hyperactivation
will be observed while in others there will be underactivation. In both cases,
significant values of the T statistic will be recorded; these values will be large
and positive in the first case and large and negative values in the second. This
case is particularly interesting when difference in activation between tasks is
being investigated.
Assume that Tik is the reported T value for focus xik. SDM will generate
focus maps Sik as:
Sik(v) = sign (Tik) exp
(
−d(v,xik)
2
2σ2
)
. (8)
Similarly to ALE, SDM employs a Gaussian kernel, and the authors suggest
using a standard deviation of approximately 25mm (Radua and Mataix-Cols,
2009). The study maps are then:
Si(v) =

−1, ∑k Sik(v) ≤ −1∑
k Sik(v), −1 ≤
∑
k Sik(v) ≤ 1
1,
∑
k Sik(v) ≥ 1
. (9)
That is, the study map is obtained as the sum of the corresponding focus maps,
but is forced to lie within the interval [−1, 1] in the same way the MKDA study
maps Mi are given a maximum value of 1. Finally, the SDM statistic image, s,
is calculated as the weighted mean of the study specific maps at each voxel:
s(v) =
1∑
i wi
∑
i
wiSi(v). (10)
Weights are once again proportional to number of participants in the study.
Since the method averages both positive and negative findings, voxels that show
contradicting results will not appear as significant. Inference is based on the
same Monte Carlo scheme of MKDA, and thresholding is done either by setting
a highly conservative rejection point (p < 0.001) or controlling the FDR (Radua
and Mataix-Cols, 2009).
In a newer version of the algorithm, the authors use the Tik values to recon-
struct the original T statistic images. That way, it is possible to incorporate
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both CBMA and IBMA data in the same analysis. For more details, see Radua
et al. (2012). The last contribution made on SDM lies in the use of anisotropic
kernels in the analysis (Radua et al., 2014). Anisotropy can be easily incorpo-
rated in MKDA and ALE but its superiority to the current practice of using
isotropic kernels is only based on empirical findings, thus it should be further
investigated. Published work utilising SDM for the analyses includes Richlan
et al. (2011) and Fusar-Poli (2012).
3.2 Model-based Methods
Recently there has been growing interest in the development of model-based
methodologies to address some of the limitations of kernel-based methods. These
methods use ideas from spatial statistics to develop stochastic models for the
analysis of foci. Unfortunately the literature on model based methods is still
very limited thus our review will be almost exhaustive. In particular, we will
outline the Bayesian hierarchical cluster process model of Kang et al. (2011,
BHICP), the spatial binary regression model of Yue et al. (2012), the hierarchi-
cal Poisson/Gamma random field model of Kang et al. (2014), and the spatial
Bayesian latent factor regression model of Montagna et al. (2017). In all cases
analyses are performed under the Bayesian paradigm and thus inferences are
based on posterior distributions for each model’s parameters.
Some of the methods reviewed here are build upon spatial point processes
theory. Spatial point processes are random sets of points in the d-dimensional
Euclidian space. A detailed description of the theory behind point processes is
beyond the scope of this review, so we refer the reader to Møller and Waagepetersen
(2004) and Illian et al. (2008) for details and applications. We now proceed to
describe the details of model-based methods.
3.2.1 A Bayesian hierarchical independent cluster process model
(BHICP)
Kang et al. (2011) proposed a hierarchical model based on an independent clus-
ter process to describe the mechanism generating the foci. The model is struc-
tured into 3 levels, of which the lowest level, level 1, contains the observations
(foci), while higher levels describe the study and population structure respec-
tively. The distinction between singletons and multiple foci is incorporated into
the model. In the outline of the model below, we occasionally suppress the k
index so that xi is the set of foci reported in study i, i.e. xi =
⋃
k xik.
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Figure 2 provides a graphical representation of the model. At level 1, we have
the foci (Fig. 2 bottom, coloured circles). We denote with Xi the underlying
process generating the observations xi in each study. As discussed in Section 2,
we can have both singleton and multiple foci. Thus, process Xi consists of two
mechanisms, one generating the multiple foci (Fig. 2, red circles) and one that
is giving the singleton foci (Fig. 2 bottom, green circles): Xi = X
1
i ∪X0i .
Multiple foci X1i can be viewed as an independent cluster process of points
centered around study activation centers yi. In particular, for every study center
ψ ∈ yi we have a process X1iψ of multiple foci, where total number of offsprings
has a Pois(ηi) distribution. Conditional on the total number of offsprings, all
the points χ ∈ X1iψ are normally distributed around ψ with covariance Tψ, that
is χ ∼ N (ψ,Tψ), for all χ ∈ X1iψ. In other words, each X1iψ is a Poisson process
defined on the brain with intensity given by:
λ1iψ(ξ) = ηiφ3(ξ | ψ,Tψ), ξ ∈ B. (11)
The overall observed pattern of multiple foci is then given as the union of all
offsprings, i.e. X1i =
⋃
ψ∈yi X
1
iψ, and therefore is also a Poisson process with
intensity:
λ1i (ξ) =
∑
ψ
λ1iψ(ξ). (12)
Singleton foci X0i arise directly from the population center process z. As with
multiple foci, X0i has a total of Pois(θi) points which are normally distributed
around the population center locations ζ ∈ z, i.e. χ ∼ N (ζ,Σζ) for all χ ∈ X0iζ
and covariance matrix Σζ . To add more flexibility, the model allows for some
singletons to not cluster around any population center, say xi∅. These foci are
assumed to arise from a Poisson process Xi∅ of constant intensity 1i:
Xi∅ | 1i ∼ PP (B, 1i) . (13)
Overall, X0i =
(⋃
ζ∈z X
0
iζ
)
∪Xi∅ are the singleton foci of a study. Hence, the
intensity of X0i is:
λ0i (ξ) = 1i + θi
∑
ζ∈z
φ3 (ξ | ζ,Σζ) , ξ ∈ B. (14)
While kernel-based methods condition on the total number of activations, in
the BHICP model the total number of foci is a Poisson random variable with
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mean
∫
B λi(ξ)dξ, where λi = λ
0
i + λ
1
i .
At level 2, we have the unobserved study activation centers yi, which are
the locations around which the multiple foci of a study cluster. The yi are
realisations of a point process Yi, and may either cluster around the population
centres z (Fig. 2 middle, squares) or appear in random locations across the brain
(Fig. 2 middle, triangles). To account for the former, clustered study centers
Yiζ are introduced as sets of points normally distributed around population
centers ζ ∈ z, and with covariance matrix Σζ . The total number of points in
each Yiζ , that is, the total number of clustered study centers for study i is a
Poisson random variable with mean κi. As for the latter, noise study centers
are modelled as a homogenous Poisson process Yi∅ with intensity 2i. Overall,
Yi =
(⋃
ζ∈z Yiζ
)
∪Yi∅ is Poisson point process with intensity given by:
ρi(ξ) = 2i + κi
∑
ζ∈z
φ3 (ξ | ζ,Σζ), ξ ∈ B. (15)
At the highest level (level 3), we have the population activation centres
(Fig. 2 top, gray crosses). These are unobserved realisations z of an a priori
homogenous Poisson process Z of intensity 3:
Z | 3 ∼ PP (B, 3) (16)
Population centres are the locations around which study activation centers and
singleton foci scatter. As such, they can be viewed as locations in the brain
where an overall population effect exists.
The BHICP can be viewed as a random effects model as it allows for both
within-study and between-study variability. Samples from the posterior distri-
butions are obtained via MCMC. Several interesting quantities can be inferred
upon such as regions of consistent activations (through the posterior distribution
of populations centers), the uncertainty in the location of study centers around
the population centers (through Σζ) and the variability of the foci within studies
(through Ψξ).
3.2.2 A Bayesian spatially adaptive binary regression model
Yue et al. (2012) use spatial logistic regression for a meta-analysis of emotion
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Figure 2: Realisation of the BHICP model for 3 studies. At level 3 (top) latent
population centres (grey, z) lie. At level 2 (middle) we have centres of multiple
foci (black). These come either directly from population centres (squares, yi)
or from background noise (triangles, yi∅). Level 1 (bottom) contains the data
(xi). These are multiple (red, x
1
i ) or singleton (green, x
0
i ) foci. Singletons come
either directly from population centres (dots, x0iξ) or from a background Poisson
process (asterisks, x0i∅).
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studies. For study i and voxel v, let yi (v) be the binary outcome defined as:
yi(v) =
1 at least one focus at voxel v0 no foci at voxel v . (17)
Note that the binary study images {yi (v)}Vv=1 are identical to the MKDA study
maps Mi (v). Logistic regression can be used to model the probability that a
voxel is reported as a focus, pi(v) = P (yi (v) = 1). It is assumed that:
pi(v) = H (z(v)) , (18)
where H (·) is the link function. The authors use the standard probit and logit
link functions.
Spatial correlation is induced through the prior on {z (v)}Vv=1. In particular,
we assume that the process z (v) is an adaptive Gaussian Markov random field
(Yue and Speckman, 2010, aGMRF). The aGMRF model defines the conditional
distribution of z (v) through a specific dependence with neighbouring voxels. A
significant merit of the method is the inclusion of a local smoothness parame-
ter γ (v) for the aGMRF. This allows the method to automatically choose the
amount of smoothing required depending on the amount of information avail-
able.
Authors further introduce a process ψ (v), an indicator of whether the out-
come variable yi (v) is miscoded; the case ψ (v) = 1 can either refer to both false
positives, voxels that were falsely found as activated, and false negatives, voxels
that were not reported as foci even though they were activated. The process
ψ (v) is not observed and hence is estimated along with the remaining model
parameters.
Posterior probabilities of activation at each voxel are obtained through an
auxiliary variable MCMC algorithm. Voxels with high posterior probabilities of
being reported as foci are more likely to show an effect. A potential drawback of
the method is that it can be currently applied only in two dimensions. In three
dimensions, the value of one of the axes is held fixed, for example z = c, while
the model is fitted for all available observations of the form xik = [x1ik, x2ik, c].
Authors however, maintain that extending the model to three dimensions is
possible.
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3.2.3 A hierarchical Poisson/Gamma random field model (HPGRF)
A neuroimaging meta-analysis will typically consider several subtypes of tasks.
For example, a meta-analysis of emotion may classify the studies according to
experiments on “happiness”, “sadness”, “pain”, etc. Yet, the methods described
previously are for a single homogeneous group of studies. Kang et al. (2014) pro-
pose a model that models each type of foci separately, allowing simultaneously
for dependence between the J different types.
Let xij be the set of foci reported by study i for task type j. Suppose that
xij are realisations of a Cox Process Xj driven by a random intensity measure
Λj(dξ). Conditional on Λj(dξ), Xj are Poisson processes on the brain B:
Xj | Λj(dξ) ∼ PP(B,Λj(dξ)). (19)
In other words, we have J underlying Cox processes, each one contributing
a specific type of foci in some/all of the studies. The intensity measures Λj(dξ)
arise from a convolution of a finite kernel measure Kj(dξ, ζ) and a Gamma
Random Field Gj(dζ):
Λj(dξ) =
∫
B
Kj(dξ, ζ)Gj(dζ). (20)
The model arising from (19)-(20) is similar to the Poisson/Gamma random
field model of Wolpert and Ickstadt (1998), who first introduced the idea of
convolving a Gamma random field with a Poisson process. To introduce depen-
dence between the different tasks, it is assumed that Gj(dζ) are independent
realisations of a Gamma random field with common shape measure G0(dζ) and
inverse scale parameter β:
Gj(dζ) ∼ GRF(G0(dζ), β). (21)
Again, G0(dζ) is a Gamma random field:
G0(dζ) ∼ GRF(α(dζ), β0). (22)
An MCMC scheme is used for posterior computation. The HPGRF model
allows for the detection of overall effects based on the posterior intensity G0(dζ)
or task-specific effects based on Λj(dξ). Inference on types with fewer observa-
tions can be done by borrowing information from the remaining types through
18
correlation under the common base intensity G0(dζ). A significant benefit of
the model is that it requires the specification of very few hyperparameters.
3.2.4 A spatial Bayesian latent factor regression model
In a recent contribution, Montagna et al. (2017) generalise the model proposed in
Montagna et al. (2012) to the case where observations are spatial point patterns
reported from different neuroimaging studies. The authors regard the foci from
each study xi as a Cox process Xi driven by a non-negative random intensity
function µi:
Xi | µi ∼ PP(B, µi). (23)
Montagna et al. (2017) consider a functional representation for the (log)
intensity function and write logµi in terms of a collection of basis functions:
logµi(ν) =
p∑
m=1
θimbm(ν) = b(ν)
>θi. (24)
This specification implies that log µi belongs to the span of a (fixed) set of
basis functions, {bm(·)}pm=1, with θi denoting a vector of study-specific coef-
ficients. For a discussion on the choice of the bases (e.g., B-splines, Gaussian
kernels, etc.) and their number p we refer to Montagna et al. (2017). A low
dimensional representation of log µi is achieved by placing a sparse latent factor
model (Arminger and Muthe´n, 1998) on the basis coefficients:
θi = Ληi + ζi, with ζi ∼ Np(0,Σ) (25)
where θi = [θi1, . . . , θip]
>, Λ is a p× k factor loading matrix with k  p, ηi =
(ηi1, . . . , η1k)
> is a vector of latent factors for study i, and ζi = (ζi1, . . . , ζip)
>
is a residual vector that is independent with the other variables in the model
and is normally distributed with mean zero and diagonal covariance matrix
Σ = diag(σ21 , . . . , σ
2
p).
Two attractive features of this approach are the ability to accommodate co-
variate information (meta-regression) and perform reverse inference. Both goals
are achieved by putting the low dimensional vectors of latent factors η1, . . . ,ηn
in any flexible joint model with other variables of interest. For example, infor-
mation from covariates Zi can be incorporated through a simple linear model:
ηi = β
>Zi + ∆i, with ∆i ∼ Nk(0, I), (26)
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where β is a r× k matrix of unknown coefficients, and r denotes the dimension
of Zi.
Finally, reverse inference refers to inferring which cognitive process or task
generated an observed activation in a certain brain region. In mathematical
terms, it corresponds to estimating Pr[Task | Activation]. Suppose for simplicity
that the meta-analysis dataset consists of studies that can be categorized as
either type A (e.g., happy) or type B (e.g., sad). Let yi denote the study type,
with
yi =
{
1 if study i is type A
0 if study i is type B.
The interest is in estimating the probability that newly observed point pattern
data arose from either a type A or B experiment. Because the study type can be
represented as a binary response, the authors build a probit model for study type
and predict the posterior probability that a new point pattern data arose from
either type. Specifically, they model pyi = Pr(yi = 1|α,γ,ηi) = Φ(α + γ>ηi),
where Φ(·) denotes the standard normal distribution function. Parameter α can
be interpreted as the baseline probability that study i is of type A, and γ>ηi
accounts for study-specific random deviations. Notice that the latent factors ηi
are used as a vehicle to link the random intensities (thus, the foci) to the study-
type. We remark that the probit model can be easily replaced by an appropriate
predictive model for categorical, nominal, or continuous study features.
4 Evaluation of existing methods
One of the aims of this paper is to evaluate CBMA methods. A head-to-head
comparison of existing methodologies is unfeasible, because the statistics de-
scribed earlier have very different interpretations. Instead, we examine some
characteristics of CBMA methods that show the drawbacks and merits of each.
In what follows, we focus on the comparison between kernel-based and model-
based methods. In Section 4.1 we conduct a series of simulations to study the
sensitivity properties of the ALE algorithm that we think characterise other
kernel-based methods as well. In Section 4.2, we apply the methods for which
available software exist on a real dataset and compare the outputs. Finally, in
Section 4.3 we proceed to a discussion.
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4.1 ALE simulation study
Even though kernel-based methods have been extensively used for the analysis
of neuroimaging data, their power properties have not been thoroughly inves-
tigated on synthetic datasets. We perform a simulation study to assess the
power properties of the ALE method. In particular, we want to assess how the
power of the algorithm evolves with respect to the number of studies in the
meta-analysis and whether the method is robust to the inclusion of low quality
studies. We choose ALE for three main reasons. Firstly, ALE is currently the
most broadly used method for CBMA (based on a PubMed search for ALE,
MKDA and SDM). Secondly, a recent review of kernel-based methods (Radua
and Mataix-Cols, 2012) reported that the three kernel-based methods provide
qualitatively similar results, thus we expect that our findings are indicative of
MKDA and SDM methods as well. Finally, we strongly believe that the current
version of ALE (Eickhoff et al., 2012) provides the best approximation to the
Monte Carlo test null distribution upon which inference is based.
We create meta-analytic datasets based on the following setup. Each simu-
lated dataset consists of I studies; of these, Ip are valid while the rest I(1− p)
are noise, 0 ≤ p ≤ 1. For the valid studies, we assume there exist 8 population
centers around which foci cluster. For each center, a valid study reports no foci
with probability 0.35 (that is, each center is detected with probability 0.65), a
singleton focus with probability 0.5, two multiple foci with probability 0.1 and
three multiple foci with probability 0.05. Hence, the expected number of foci
per valid study is 6.8, similar to the average number of foci in the application of
Section 4.2. The foci are drawn from a three dimensional Gaussian distribution
centered at the corresponding population center. As for the noise studies, we
simply sample foci uniformly from the brain mask. The expected number of
foci for the noise studies is the same as for valid studies. Our setup for a power
analysis of the ALE algorithm is similar to the one in Eickhoff et al. (2016).
Nevertheless, their study involves a single activated region, and therefore fewer
measures of power are considered. Further, their data generating mechanism is
different to the one employed in this work.
As sample size, we consider I equal to 20, 40, 60, 80, 100 and 120. For a
given I, we successively set p = 0, 0.05, 0.10, 0.15, ..., 0.95, 1. For each distinct
combination of I and p, we create B = 1, 000 datasets as described above, and
apply the ALE algorithm (Eickhoff et al., 2012) to each dataset. The normal
kernel standard deviation is set to σ = 4mm, constant across studies; the value
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is chosen according to the sample size-standard deviation mapping used by
GingerALE, and is used for studies with ≈ 12 participants. We use an α = 0.05
FDR-corrected threshold to assess significance of the ALE statistic images. The
following power-related quantities are recorded: 1) the probability that at least
one of the 8 population centers is detected; 2) the probability that all 8 centers
are detected; 3) the mean number of centers detected in 1,000 runs; 4) the mean
voxel-wise true positive rate, where “truly” active voxels are defined by the 95%
probability spheres around the population centers.
Our findings are summarised in Figure 3 where quantities 1 − 4 are plot-
ted against the proportion of valid studies. One can observe that all 4 power
measures increase monotonically to their maximal values of 1, 1, 8 and 1, respec-
tively, as the number of studies grows. For a given proportion of valid studies,
we observe that the bigger the total sample size is, the higher the power. For
a fixed sample size, the power increases with the proportion of valid studies.
Therefore, ALE is a consistent test. In Figure 4 we plot quantities 1− 4 versus
the total number of valid studies, that is, Ip instead of p. We see that the
curves for different I tend to coincide. This is a key robustness property of
the ALE algorithm, that is, adding pure-noise studies does not degrade power
detection. Our results are consistent with the findings of Eickhoff et al. (2016),
who observe a similar behaviour of the ALE algorithm in their setup.
In Appendix A, we repeat the simulation study above with both MKDA and
SDM kernels, and using ALE’s exact enumeration procedure to threshold the
statistic images (5%, FDR-corrected). This extension aims at investigating the
effect of choosing three different kernels under a common inferential procedure.
We find that both MKDA and SDM kernels exhibit similar behaviour to ALE.
For more details, see Appendix A.
4.2 Analysis of a real dataset
In this section, we perform a meta-analysis of emotion studies. The dataset we
consider here was previously analysed by Kober et al. (2008), Kang et al. (2011),
Yue et al. (2012) and Kang et al. (2014), and is now publicly available6. Our
goal here is not to extend the analyses in these papers, but rather to facilitate
a comparison among the methods described in Section 3 and, more generally,
show how CBMA can be used to identify areas of consistent brain activation.
6https://osf.io/3vn9c/
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Figure 3: Results of the simulation study. Power properties of the ALE algo-
rithm are plotted against the proportion of valid studies p. Top left: probability
that at least one center is detected. Top right: probability that all 8 centers are
detected. Bottom left: mean number of centers detected. Bottom right: mean
voxel-wise true positive rate.
Due to lack of software availability, however, we only apply MKDA7, ALE8,
SDM9, and the BHICP10 to the data.
The dataset consists of 164 experiments conducted between 1993 and 2005.
Most of these experiments investigated multiple contrasts (2.7 contrasts per
study on average), and each contrast involved a different emotion. It is also not
unlikely that a given experiment used the same group of subjects to investigate
multiple emotions, usually in the same scanning session. It is important to note
that the CBMA methodologies reviewed in Section 3 do not account for within-
study correlation, thus effectively treat contrasts within each study (and across
7https://github.com/canlab/Canlab_MKDA_MetaAnalysis
8http://www.brainmap.org/ale/ (RRID:SCR 014921)
9http://www.sdmproject.com/software/ (RRID:SCR 002554)
10http://www-personal.umich.edu/~jiankang/software.html
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Figure 4: Results of the simulation study. Power properties of the ALE al-
gorithm are plotted against the total number of valid studies Ip. Top left:
probability that at least one center is detected. Top right: probability that all
8 centers are detected. Bottom left: mean number of centers detected. Bottom
right: mean voxel-wise true positive rate.
studies) as independent. Accommodating for within-study correlation may be
infeasible due to the sparsity of the point patterns, as well as for computational
considerations. While we recognise this may be a limitation, extending CBMA
methods to account for within-study correlation is beyond the scope of this pa-
per. Thus, we following standard neuroimaging convention and treat contrasts
as independent hereafter. Hence, our sample consists of I = 437 contrasts and a
total of 2478 foci, with an average of roughly 6 foci per contrast. Eight emotion
types appear in the dataset: affective, anger, disgust, fear, happy, mixed, sad
and surprise. In general, the goals of a meta-analysis are twofolds: 1) Identify
consistent activation regions (aggregation of foci) across studies of the same
emotion; and 2) Identify consistent activation regions across all emotion types.
Since methods for which software is available can not accommodate a multi-type
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meta-analysis, we focus on the second objective here. This in turn enables us
to pool all 437 contrasts together and work with a bigger sample size.
Note that 58 experiments used positron emission tomography (PET) imag-
ing instead of fMRI. Both PET and fMRI use blood flow to detect activation
signals, but differ fundamentally in the way they exploit changes in blood flow to
detect activations (for details on PET acquisition see e.g. (Bailey et al., 2006)).
Consequently, results may differ depending on which acquisition method was
used. For example, it is well known that fMRI scanners provide better spatial
resolution compared to PET scanners, but are also more sensitive to motion
artefacts. In the emotions literature, there are both studies suggesting that
results obtained from the two different modalities are similar (Wager et al.,
2008, for example), as well as studies revealing differences between the two (see,
e.g., Costafreda et al. (2008)). While we chose to include both PET and fMRI
studies in our analysis hereafter, we highlight the need for extending existing
CBMA methodologies to account for nuisance effects such as different imaging
modalities.
The simulation parameters are set as following. For MKDA, we use a ker-
nel size of r = 10mm, which is also the software default. A total of 10,000
Monte Carlo datasets are generated under the null hypothesis and used to the
threshold the MKDA statistic image m (v) at α = 0.05, FWE corrected. ALE
automatically assigns a kernel size for each study based on the total number
of participants and uses the method of Eickhoff et al. (2012) to calculate the
distribution of the statistic under the null hypothesis. The significance of the
statistic image ` (v) is accessed with an FDR corrected α = 0.05 threshold. For
SDM we use an isotropic kernel of 20mm since it is the software default and do
500 Monte Carlo randomisations. For the BHICP, we use the same hyperparam-
eter values as in Kang et al. (2011), and run the MCMC for 120,000 iterations
saving once every 100 iterations. This results in a total sample size of 1200
posterior draws, of which we discard the first 200 as a burnin. The run length
and burn-in are chosen following Kang et al. (2011). We assess convergence
visually by inspecting the traceplots of some of the model parameters. Further,
we conduct a second run of the model initialised at different starting values. A
comparison of the results from the two runs reveals no significant differences.
For more details, see Appendix B. We now summarise the results.
Figure 5 shows statistic images obtained from the four methods presented
above, conditional on several values of the z dimension. Note that for ALE,
MKDA and SDM we show `(v), m(v) and s(v), respectively, whereas for the
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BHICP we show the voxel-wise posterior mean of the activation study intensity
function, namely
∑I
i=1
[
λ0i (v) + ρi(v)
]
11. We see that all of the methods provide
qualitatively similar results. More specifically, the regions of the brain that are
mostly engaged in emotion processing are the right and left amygdala (Fig. 5,
top and middle row). This finding is consistent with previous analyses of the
same dataset (Kober et al., 2008; Kang et al., 2011; Yue et al., 2012; Kang
et al., 2014) as well as results of previous studies (Phelps and LeDoux, 2005;
Costafreda et al., 2008). Other regions with moderately high values are the
right and left cerebral cortex (Fig. 5, bottom row). For the BHICP, this pattern
is only noticeable in the right cerebral cortex.
4.3 Discussion
In this Section, we build on our real data analysis to discuss the differences
between kernel-based and model-based approaches in greater detail.
Interpretation. The meta-analysis of emotions suggests that the results ob-
tained with model-based methods are qualitatively similar to those obtained
with kernel-based methods. However, it is difficult to compare these results
quantitatively as they have very different interpretations. At each voxel v,
the MKDA statistic m(v) represents the weighted proportion of studies that re-
ported an activation within 10 mm of that given voxel. For the emotion dataset,
the maximum value of m(v), say m(v∗), is 0.177 and v∗ is located in the left
amygdala. The ALE statistic `(v) estimates the probability that at least one of
the foci closest to v in each study is truly located at v. We observe a maximum
of 0.158 for `(v) in our analysis. SDM uses ALE’s normal kernel but combines
study maps as MKDA, hence interpretation is difficult. However, s(v) can be
still viewed as a qualitative measure of foci clustering around v. The maximum
value for SDM is 0.181, and v∗, the voxel where the maximum occurs, is also
located near the left amygdala.
In model-based methods, one obtains posterior distributions for all of the
model parameters rather than a single statistic. Given the posterior samples,
various estimates can be constructed. For the point process models of Kang et al.
(2011), Kang et al. (2014) and Montagna et al. (2017), one mainly utilises the
posterior draws of the intensity functions, say λt(v), where t indexes the MCMC
samples. Conditional on λt(v), the expected number of foci at any voxel v has
11Kang et al. (2011) note that singleton foci can also be viewed as activation centers since
they come directly from the population centers.
26
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
−
10
0
−
50050
−
50
0
50
M
K
D
A
A
L
E
S
D
M
B
H
IC
P
−1
00−5
0050
−5
0
0
50
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
0.
14
0.
16
−1
00−5
0050
−5
0
0
50
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
0.
14
−1
00−5
0050
−5
0
0
50
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
0.
14
0.
16
0.
18
−1
00−5
0050
−5
0
0
50
0.
1
0.
2
0.
3
0.
4
0.
5
F
ig
u
re
5:
Q
u
al
it
at
iv
e
co
m
p
ar
is
on
of
th
e
C
B
M
A
m
et
h
o
d
s
in
re
g
io
n
s
o
f
h
ig
h
cl
u
st
er
in
g
o
f
fo
ci
.
C
o
lu
m
n
1
is
th
e
M
K
D
A
st
a
ti
st
ic
m
(v
),
co
lu
m
n
2
is
th
e
A
L
E
st
at
is
ti
c
`(
v
),
co
lu
m
n
3
is
th
e
S
D
M
st
a
ti
st
ic
s(
v
),
a
n
d
co
lu
m
n
4
is
th
e
st
u
d
y
a
ct
iv
a
ti
o
n
ce
n
te
r
in
te
n
si
ty
∑ I i=
1
[ λ0 i(v
)
+
ρ
i(
v
)] fo
r
th
e
B
H
IC
P
.
R
ow
s
1
-3
co
rr
es
p
o
n
d
to
a
x
ia
l
sl
ic
es
z
=
−2
2
,
z
=
−1
6
a
n
d
z
=
−2
,
re
sp
ec
ti
v
el
y.
N
ot
e
th
at
d
iff
er
en
ce
s
in
b
ra
in
sh
ap
es
ac
ro
ss
m
et
h
o
d
s
a
re
si
m
p
ly
d
u
e
to
d
iff
er
en
t
m
a
sk
s
u
se
d
b
y
th
e
va
ri
o
u
s
a
lg
o
ri
th
m
s.
27
a Poisson distribution with mean 8λt(v), where 8 is the volume of each voxel
on a standard 2× 2× 2mm mask. With the BHICP, one can infer the location
of the activation centers or the location of the population centres. Instead,
the PGRF and the latent factor model of Montagna et al. (2017) provide the
expected number of foci for a given experimental paradigm. Further, the PGRF
will produce one intensity per study-type j whereas the latent factor model will
produce one intensity map per study. Population results can be obtained by
averaging the study-specific posterior intensity maps. Finally, the model of Yue
et al. (2012) produces posterior draws zt(v) and ψt(v), which can be used to
estimate the probability that a voxel is activated, H(zt(v)), and the probability
that a voxel v is falsely reported, P(ψt(v) = 1).
Implementation & computational considerations. Software for kernel-based
methods can be applied to any dataset and will produce a pair of brain images,
one with the value of the statistic at each and every voxel and one containing the
corresponding p-values. By directly comparing these two images, one can easily
identify significant voxels. Instead, it is not straightforward to implement an
MCMC scheme for the Bayesian model-based methods discussed in Section 3.2.
Prior specifications that are suitable for one dataset may be completely inap-
propriate for another. Further, it is not possible to know in advance how many
iterations are required for the MCMC algorithm to converge, and convergence
needs to be assessed as well.
In terms of computing time, kernel-based methods outperform model-based
methods (with the exception of SDM). For the emotion dataset in Section 4.2,
ALE required approximately 15 minutes of run time whereas MKDA required
around 3 hours for 10,000 Monte Carlo replications. On the contrary, the BHICP
model took roughly 16 hours for 120,000 MCMC iterations, Kang et al. (2014)
needed 20 hours to complete the analysis, and it is yet not possible to run the
spatial binary regression model on the full brain. From a purely compu-
tational perspective, therefore, it may not seem appealing to a neuroimaging
practitioner to adopt model-based methods, and this might explain why kernel-
based methods are generally preferred. Kernel-based methods, however, suffer
from some other serious limitations.
Explicit spatial modelling. Kernel-based methods are based on a mass uni-
variate approach (MUA) that lacks an explicit spatial approach to the modelling
of the foci. Specifically, MUA consists of fitting a model at each voxel indepen-
dently of every other voxel. Even though the activation of nearby voxels is
correlated, estimation with the MUA ignores the spatial correlation, but infer-
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ence later accounts for it when random field theory or permutation procedures
define a threshold for significant activation. By failing to capture the spatial
nature of the data, kernel-based methods do not provide an accurate represen-
tation of the true data generating mechanism and can not jointly characterise
randomness of the number and locations of activations within each study. With
point process models instead, one can obtain the expected number of foci in
any region of interest simply by integrating the intensity function over that re-
gion. For example, we can use the posterior draws of the BHICP model to infer
that the expected number of activation centers in the amygdala is 2.1 (95% CI
[1.8,2.6]) for the emotion dataset, and that the median number of population
centers in the entire brain is 7 (95% CI [5,10]).
Several other quantities of interest can be obtained from model-based meth-
ods. For the BHICP model, it is possible to derive (1 − α)% credible ellipses
for both population and study activation centers, thus returning an estimate of
within-study and between study-variability as in a random effects meta-analysis
model. By introducing the latent process ψ (v), Yue et al. (2012) estimate the
probability of a voxel being miscoded. In the HPGRF model, the authors pro-
vide correlation estimates between the different emotions. All these quantities
can not be obtained by any of the kernel-based methods.
By lacking an explicit spatial model, kernel-based methods can not deliver,
for example, spatial confidence intervals and an arbitrary kernel size parameter
(r for MKDA and σ for ALE and SDM) must be set (though Eickhoff et al.
(2009) offer heuristics). Typically, its value is specified based on previous studies
rather than being estimated from the data, and it remains constant across the
brain regardless of the amount of smoothing required in each region. However, a
bad choice for the kernel size can potentially affect the results. For example, in
the third column of Figure 5 we observe bigger clusters resulting from a choice
for a larger kernel size than that used for MKDA and ALE. Yue et al. (2012)
automatically choose the required amount of smoothing by introducing an extra
smoothness parameters in their GMRF.
Quantification of uncertainty. There is no measure of uncertainty associated
with the effect estimate in kernel-based methods, thus conclusions could be
misleading. For example, in Section 4.1 we found that power properties of
ALE do not degrade with the inclusion of poor quality studies (see Fig. 4).
Since inferences remain roughly unchanged, it is not possible to distinguish
between cases with strong signal (few poor quality studies) and weak signal
(many poor quality studies). Note that this is a fixed effects model property,
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where a small proportion of the data drives the inference. Model-based methods
tackle this problem by providing standard errors obtained directly from the
posterior distribution of any parameter of interest. When the signal is strong
there will be small variability in the posterior estimates, whereas when signal is
weak uncertainty will be higher.
Mechanisms for reverse inference. The Bayesian framework upon which
model-based methods are built facilitates the construction of predictive distri-
butions over new studies. This helps producing the so-called reverse inferences
(Poldrack, 2011), a topic of growing interest in the fMRI community. Tradi-
tionally, fMRI studies produce forward inferences: for a given task or paradigm,
inference is made on the location of the brain response to the task. Reverse
inference consists of using the pattern of brain activation to infer which task
is most likely to have produced the data. If a neuroscientist has developed
a new behavioural experiment (say, on emotion), he/she may indeed want to
know whether their task engages the brain’s emotion processing system. In
such case the researcher would want an estimate of the probability that the
data arose from a population of emotion studies. Kang et al. (2014) show that
classification based on the HPGRF model outperforms a naive classifier based
on MKDA (MKDA + NBC). Reverse inference is naturally embedded into the
spatial Bayesian latent factor model of Montagna et al. (2017), and classifica-
tion performance outperforms MKDA + NBC on a meta-analysis of emotion
and executive control studies. These results suggest that spatial models can
capture information in the data that can not be learnt with a MUA.
To conclude, kernel-based methods can be more efficient than model-based
methods when there is need for quick exploratory analyses, and for quick com-
parisons between several different datasets. Nevertheless, we believe that model-
based methods have significant merits compared to kernel-based methods be-
cause of the extensive inference that can be performed when using these method-
ologies. Of course, there are still several open problems for model-based methods
and CBMA in general. We discuss these open problems in the following section.
5 Open problems
Some aspects of CBMA are still being overlooked by both kernel-based and
kernel-based methods. Arguably the most important is publication bias, which
occurs when publicly accessible studies are not a representative subset of the
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total population of studies. A special case of publication bias is the so-called file
drawer, that is, studies with significant findings are more likely to get published.
If present, publication bias can affect the outcome of a meta-analysis and lead to
false conclusions. While there is evidence for the existence of publication biases
in fMRI (David et al., 2013), there has been no attempt to quantify neither the
extent of the phenomenon nor the effect these biases may have on meta-analysis
estimates.
Another area of emerging interest is that of meta-regression, that is, the
use of study-specific characteristics as explanatory variables in a meta-analysis
model (Greenland, 1994). Meta-regression is an important facet of meta-analysis,
especially when there is appreciable heterogeneity between studies. As noted
by Carp (2012), fMRI experiments exhibit strong heterogeneity, hence it is es-
sential to explore the effect that study characteristics have on the outcome of
the analyses. Of both kernel and model-based approaches revised in Section
3, only the spatial Bayesian latent factor regression model of Montagna et al.
(2017) can accommodate covariate information collected on the different stud-
ies. It is therefore a breakthrough contribution in neuroimaging meta-analysis
research. By incorporating covariates in a meta-analysis on emotions, the au-
thors observe, for example, that failing to adjust for multiple hypothesis testing
results into a higher expected number of foci over the brain. The other CBMA
methods described in Section 3 would assume that any deviance from the true
population effect is due to sampling error. While current implementations of
other model-based methods can not accommodate covariates, it is certainly pos-
sible to extend them to address this point. Thus, meta-regression remains an
important topic that should be explored further in future research.
Another interesting avenue for future research consists in combining CBMA
with image data from new fMRI studies. For example, there are no models that
combine CBMA with IBMA when full 3D statistic images are available. Further,
it is currently not possible to use meta-analysis data to improve estimation in
small, underpowered group fMRI studies. A plausible direction is to build a
point process model for single studies where the prior distribution for the study
centers corresponds to the posterior intensity as obtained from a point process
CBMA and IBMA model.
Often, additional information is available about the foci, such as the corre-
sponding p-values or T scores. A convenient way to model these quantities is via
mark processes, where these values become marks of the existing point patterns
to improve estimation of the intensity function. Such an approach can enrich
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the inferences obtained from a meta-analysis by characterising the magnitude of
activation at each voxel as opposed to modelling the location (and number) of
the activations only, which is the question that current (model-based) methods
address.
Finally, there is little work on functional connectivity for model-based meth-
ods. Functional connectivity refers to the dependency between one or more re-
gions of the brain. In CBMA functional connectivity is implied by co-activation,
that is, when two regions consistently report activations. In a recent work, Xue
et al. (2014) use a multivariate Poisson model to induce correlation among the
foci in several regions on interest. However, it would be interesting to extend
the spatial models in order to capture these correlations as well.
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A Supplementary simulation results
In this Section, we repeat the simulations of Section 4.1 using both MKDA and
SDM kernels instead of the ALE kernel. The objective of this study is to assess
the robustness of the results of Section 4.1 to the choice of kernel. To reduce
computation time, we use ALE’s Monte Carlo significance test (Eickhoff et al.,
2012) for inference instead of the MKDA and SDM tests. For MKDA, the kernel
size is set to r = 10mm, the default value of the MKDA software. For SDM,
we set the standard deviation of the normal kernel to 4mm, the same used for
ALE. Finally, we use the same synthetic datasets and consider power properties
1− 4 described in Section 4.1.
Results are summarised in Figures 6 and 7, where we present power proper-
ties 1−4 as a function of the proportion and the absolute number of valid studies,
respectively. We see that the consistency and robustness to noise properties of
the ALE algorithm are maintained despite the use of a different kernel.
B MCMC convergence diagnostics for the BHICP
model
In this Section, we provide some convergence diagnostics for the BHICP analy-
sis of the emotions dataset. In particular, we run a second chain from different
starting values, and compare the outputs to those of the original run in Sec-
tion 4.2 to check if results agree. In the top panel of Figure 8 we see draws from
the posterior distribution of the total number of population centers (left), the
integrated intensity in the left amygdala (middle), and the integrated intensity
in the right amygdala (right). Traceplots from the two runs appear to be very
similar, and all three parameters seem to have reached their stationary distribu-
tion. In the bottom panel of Figure 8 we present the activation center intensity
at the same axial slices of Figure 5. We find that the obtained statistics only
present very minor differences. Overall, we find no evidence against the conver-
gence of our chains based on our diagnostics. However, in the analysis of new
datasets it is recommended to additionally consider more formal diagnostics
(see, for example, Kang et al. (2011)).
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