Abstract. In this paper we consider a particularly important case of 3D monogenic polynomials that are isomorphic to the integer powers of one complex variable (called pseudo-complex powers or pseudo-complex polynomials, PCP). The construction of bases for spaces of monogenic polynomials in the framework of Clifford Analysis has been discussed by several authors and from different points of view. Here our main concern are numerical aspects of the implementation of PCP as bases of monogenic polynomials of homogeneous degree k. The representation of the well known Fueter polynomial basis by a particular PCP-basis is subject to a detailed analysis for showing the numerical efficiency of the use of PCP. In this context a modification of the Eisinberg-Fedele algorithm for inverting a Vandermonde matrix is presented.
Introduction
To understand the meaning and significance of pseudo-complex powers in higher dimensional Euclidean spaces, we briefly explain some steps from the recent past that led us to this subject.
The authors initiated recently ([7-9, 21] ) the use of PCP as building blocks for Clifford-valued homogeneous polynomials in the Clifford Algebra C 0,n . The main differences to other approaches (cf. [20] ) consist in fixing the PCP-basis of monogenic polynomials of homogeneous degree k by using a recursively (with respect to k) defined algorithm for the choice of a parameter set among all vectors in S n . This means, that in the 3D-case the parameter set is related to the primitive roots of unity and can be visualized in the complex plane. Therefore PCP opened the way to some new insights into the connection of Hypercomplex Function Theory and Number Theory. We stressed in [7] , by presenting two examples of different choices of the parameter set, also some computational advantages of 3D-PCP in comparison with the generalized powers generated by the well known Fueter variables. Among other problems, we discussed in [9] the applications of PCP to some problems of combinatorial nature. In [21] we studied their role in 3D Appell systems and extended the obtained results to the 4D quaternionic case in [8] .
All studies were mainly motivated by two observations. The fact that, apart from the concrete parameter choice, the PCP obey for a fixed homogeneous degree k all the same structure, isomorphic to the structure of z k of the complex variable z. This leads immediately to essentially reduced numerical costs for their construction. From the other side, it led us to interesting studies about different parameter choices and its closed connection with the primitive roots of unity as mentioned before. Moreover, the freedom of the parameter choice implies that PCP can play an important role for the application of bijective methods from enumerative and algebraic combinatorics (see [9] ).
The goal of the present paper is now a detailed discussion of different numerical aspects of 3D-PCP. After introducing in Sect. 2 the necessary basic notations and results of Hypercomplex Function Theory needed for use in the subsequent sections, we revisit in Sect. 3 the theory of PCP by presenting and proving some of their properties. In Sect. 4 we propose an efficient algorithm to obtain PCP which takes advantages of their relation to the integer powers of one complex variable. This means that the algorithm uses, in its most demanding steps, only complex arithmetic. A modification of the Eisinberg-Fedele algorithm for inverting a Vandermonde matrix is presented in Sect. 5, in order to obtain an efficient procedure to derive the series expansion of any reduced quaternion valued monogenic function in terms of PCP.
Basic Notations and Results
Let {1, e 1 , e 2 , e 3 } be an orthonormal basis of the Euclidean vector space R 4 with the (quaternionic) product given according to the multiplication rules This non-commutative product generates the well known algebra of real quaternions H. For a quaternion of the form x = x 0 + e 1 x 1 + e 2 x 2 + e 3 x 3 , the conjugate of x isx = x 0 − e 1 x 1 − e 2 x 2 − e 3 x 3 , the scalar part of x is Sc x := x 0 = 1 2 (x +x) and the vector part of x is x := x 1 e 1 + x 2 e 2 + x 3 e 3 = and it immediately follows that each non-zero x ∈ H has an inverse given by x −1 =x |x| 2 .
Considering the subset
A := span R {1, e 1 , e 2 } ⊂ H,
