Abstract. This paper studies Ulrich ideals in one-dimensional Cohen-Macaulay local rings. A correspondence between Ulrich ideals and overrings is given. Using the correspondence, chains of Ulrich ideals are closely explored. The specific cases where the rings are of minimal multiplicity and GGL rings are analyzed.
Introduction
The purpose of this paper is to investigate the behavior of chains of Ulrich ideals, in a one-dimensional Cohen-Macaulay local ring, in connection with the structure of birational finite extensions of the base ring.
The notion of Ulrich ideals is a generalization of stable maximal ideals, which dates back to 1971, when the monumental paper [10] of J. Lipman was published. The modern treatment of Ulrich ideals was started by [6, 7] in 2014, and has been explored in connection with the representation theory of rings. In [6] , the basic properties of Ulrich ideals are summarized, whereas in [7] , Ulrich ideals in two-dimensional Gorenstein rational singularities are closely studied with a concrete classification. However, in contrast to the existing research on Ulrich ideals, the theory pertaining to the one-dimensional case does not seem capable of growth. Some part of the theory, including research on the ubiquity as well as the structure of the chains of Ulrich ideals, seems to have been left unchallenged. In the current paper, we focus our attention on the one-dimensional case, clarifying the relationship between Ulrich ideals and the birational finite extensions of the base ring. The main objective is to understand the behavior of chains of Ulrich ideals in one-dimensional Cohen-Macaulay local rings.
To explain our objective as well as our main results, let us begin with the definition of Ulrich ideals. Although we shall focus our attention on the one-dimensional case, we would like to state the general definition, in the case of any arbitrary dimension. Let (R, m) be a Cohen-Macaulay local ring with d = dim R ≥ 0. Definition 1.1 ([6] ). Let I be an m-primary ideal of R and assume that I contains a parameter ideal Q = (a 1 , a 2 , . . . , a d ) of R as a reduction. We say that I is an Ulrich ideal of R, if the following conditions are satisfied.
(1) I = Q, (2) I 2 = QI, and (3) I/I 2 is a free R/I-module.
We notice that Condition (2) together with Condition (1) are equivalent to saying that the associated graded ring gr I (R) = n≥0 I n /I n+1 of I is a Cohen-Macaulay ring and a(gr I (R)) = 1 − d, where a(gr I (R)) denotes the a-invariant of gr I (R). Therefore, these two conditions are independent of the choice of reductions Q of I. In addition, assuming
Condition (2) is satisfied, Condition (3) is equivalent to saying that I/Q is a free R/Imodule ([6, Lemma 2.3]). We also notice that Condition (3) is automatically satisfied if I = m, so that the maximal ideal m is an Ulrich ideal of R if and only if R is not a regular local ring, possessing minimal multiplicity ( [11] ). From this perspective, Ulrich ideals are a kind of generalization of stable maximal ideals, which Lipman [10] started to analyze in 1971.
Here, let us briefly summarize some basic properties of Ulrich ideals, as seen in [6, 9] .
Although we need only a part of them, let us also include some superfluity in order to
show what specific properties Ulrich ideals enjoy. Throughout this paper, let r(R) denote the Cohen-Macaulay type of R, and let Syz i R (M) denote, for each integer i ≥ 0 and for each finitely generated R-module M, the i-th syzygy module of M in its minimal free resolution. Theorem 1.2 ( [6, 9] ). Let I be an Ulrich ideal of a Cohen-Macaulay local ring R of dimension d ≥ 0 and set t = n − d (> 0), where n denotes the number of elements in a minimal system of generators of I. Let
be a minimal free resolution of R/I. Then r(R) = t·r(R/I) and the following assertions hold true.
Here I(∂ i ) denotes the ideal of R generated by the entries of the matrix ∂ i , and
Because Ulrich ideals are a very special kind of ideals, it seems natural to expect that, in the behavior of Ulrich ideals, there might be contained ample information on base rings, once they exist. As stated above, this is the case of two-dimensional Gorenstein rational singularities, and the present objects of study are rings of dimension one.
In what follows, unless otherwise specified, let (R, m) be a Cohen-Macaulay local ring with dim R = 1. Our main targets are chains I n I n−1 · · · I 1 (n ≥ 2) of Ulrich ideals in R. Let I be an Ulrich ideal of R with a reduction Q = (a). We set A = I : I in the total ring of fractions of R. Hence, A is a birational finite extension of R, and I = aA. Firstly, we study the close connection between the structure of the ideal I and the R-algebra A. Secondly, let J be an Ulrich ideal of R and assume that I J. Then, we will show that µ R (J) = µ R (I), where µ R ( * ) denotes the number of elements in a minimal system of generators, and that J = (b) + I for some a, b ∈ m with I = abA. Consequently, we have the following, which is one of the main results of this paper. (1) Let I be an Ulrich ideal of R and A = I : I. Let a 1 , a 2 , . . . , a n ∈ m (n ≥ 2) and
is an Ulrich ideal of R and
(2) Conversely, let I 1 , I 2 , . . . , I n (n ≥ 2) be Ulrich ideals of R and suppose that
We set I = I n and A = I : I. Then there exist elements a 1 , a 2 , . . . , a n ∈ m such that I = a 1 a 2 · · · a n A and
Let I and J be Ulrich ideals of R and assume that I J. We set B = J : J. Let us write J = (b) + I for some b ∈ m. We then have that J 2 = bJ and that B is a local ring with the maximal ideal n = m + I b , where These two theorems convey to us that the behavior of chains of Ulrich ideals in a given one-dimensional Cohen-Macaulay local ring could be understood via the correspondence, and the relationship between the structure of Cohen-Macaulay local rings R and B could be grasped through the correspondence, which we shall closely discuss in this paper.
We now explain how this paper is organized. In Section 2, we will summarize some preliminaries, which we shall need later to prove the main results. The proof of Theorems 1.3 and 1.4 will be given in Section 3. In Section 4, we shall study the case where the base rings R are not regular but possess minimal multiplicity ( [11] ), and show that the set of Ulrich ideals of R are totally ordered with respect to inclusion. In Section 5, we explore the case where R is a GGL ring ( [4] ).
In what follows, let (R, m) be a Cohen-Macaulay local ring with dim R = 1. Let Q(R) (resp. X R ) stand for the total ring of fractions of R (resp. the set of all the Ulrich ideals in R). We denote by R, the integral closure of R in Q(R). For a finitely generated R-
) be the number of elements in a minimal system of generators (resp. the length) of M. For each m-primary ideal a of R, let e 0 a (R) = lim n→∞ ℓ R (R/a n ) n stand for the multiplicity of R with respect to a. By v(R) (resp. e(R)) we denote the embedding dimension µ R (m) of R (resp. e 0 m (R)). Let R denote the m-adic completion of R.
Preliminaries
Let us summarize preliminary facts on m-primary ideals of R, which we need throughout this paper.
In this section, let I be an m-primary ideal of R, for which we will assume Condition (C) in Definition 2.2 to be satisfied. This condition is a partial extraction from Definition 1.1 of Ulrich ideals; hence every Ulrich ideal satisfies it (see Remark 2.3).
Firstly, we assume that I contains an element a ∈ I with I 2 = aI. We set A = I : I and
in Q(R). Therefore, A is a birational finite extension of R such that R ⊆ A ⊆ R, and A = I a , because I 2 = aI; hence I = aA. We then have the following. Let us now give the following. Consequently, I = R : A by Condition (i), when I satisfies Condition (C).
Remark 2.3. Let I ∈ X R . Then I satisfies Condition (C). In fact, choose a ∈ I so that
. Therefore, I = (a) : R I, so that I satisfies the hypothesis in Proposition 2.1, whence
We assume, throughout this section, that our m-primary ideal I satisfies Condition (C).
We choose elements {f i } 1≤i≤t of A so that
Rf i .
Therefore, the images {f i } 1≤i≤t of {f i } 1≤i≤t in A/R form a free basis of the R/I-module A/R. We then have the following.
Proof. Let x ∈ aA ∩ R and write x = ay with y ∈ A. We write y = c 0 +
Corollary 2.5. Let J be an m-primary ideal of R and assume that J contains an element
Proof. We set B = J : J. Then B = R : J and J = bB by Proposition 2.1, so that
In what follows, let J be an m-primary ideal of R and assume that J contains an element
Corollary 2.5, we get
Let a = I b . Therefore, a is an ideal of A containing I, so that a is also an ideal of B with
With this setting, we have the following.
Lemma 2.6. The following assertions hold true.
(1) A/B ∼ = (B/a) ⊕t as a B-module.
Bf i where f i denotes the image of f i in A/B. Let {b i } 1≤i≤t be elements of B = J b and assume that
Hence A/B ∼ = (B/a) ⊕t as a B-module.
(2) This is standard, because J = (b) + I and a = I b . 
Proof. We consider the exact sequence
of R-modules. By Lemma 2.6 (1), A/B is a free B/a-module of rank t, possessing the images of {f i } 1≤i≤t in A/B as a free basis. Because A/R is a free R/I-module of rank t, also possessing the images of {f i } 1≤i≤t in A/R as a free basis, we naturally get an isomorphism between the following two canonical exact sequences;
The second assertion now follows from Lemma 2.6 (3).
The following is the heart of this section.
Proposition 2.8. The following conditions are equivalent.
When this is the case, µ R (J) = t + 1.
Proof. The implication ( We now come to the main result of this section, which plays a key role in Section 5.
Theorem 2.9. The following assertions hold true.
(1) Suppose that J ∈ X R . Then there exists an element c ∈ m such that I = bcA.
Consequently, I ∈ X R and µ R (I) = µ R (J) = t + 1.
(2) Suppose that t ≥ 2. Then I ∈ X R if and only if J ∈ X R .
Proof.
(1) Since J ∈ X R , by Proposition 2.8 we get an element c ∈ m such that I : R J = (c) + I. Therefore, by Lemma 2.6 (4) we have
(2) We have only to show the only if part. Suppose that I ∈ X R and choose a ∈ I so that I 2 = aI; hence A = I a . We then have µ R (I) = t + 1, since I/(a) ∼ = A/R ∼ = (R/I) ⊕t .
Consequently, since J = (b) + I, we get
On the other hand, we have
Thus by Proposition 2.8, J ∈ X R as claimed.
Chains of Ulrich ideals
In this section, we study the structure of chains of Ulrich ideals in R. First of all, remember that all the Ulrich ideals of R satisfy Condition (C) stated in Definition 2.2 (see Remark 2.3), and summarizing the arguments in Section 2, we readily get the following.
Theorem 3.1. Let I, J ∈ X R and suppose that I J. Choose b ∈ J so that J 2 = bJ.
Then the following assertions hold true.
(
(3) There exists an element c ∈ m such that I = bcA, so that (bc) is a reduction of I, where A = I : I.
We begin with the following, which shows that Ulrich ideals behave well, if R possesses minimal multiplicity. We shall discuss this phenomenon more closely in Section 4.
Corollary 3.2. Suppose that v(R) = e(R) > 1 and let I ∈ X R . Then µ R (I) = v(R) and R/I is a Gorenstein ring.
Proof. We have m ∈ X R and r(R) = v(R) − 1, because v(R) = e(R) > 1. Hence by
The second assertion follows from the equality
For each I ∈ X R , Assertion (3) in Theorem 3.1 characterizes those ideals J ∈ X R such that I J. Namely, we have the following.
Proof. Let b, c ∈ m and suppose that (bc) is a reduction of I. We set J = (b) + I. We shall show that J ∈ X R and I J. Because bc ∈ mI, we have b, c / ∈ I, whence I J.
If J = (b), we then have I = bcA ⊆ J = (b) where A = I : I, so that cA ⊆ R. This is impossible, because c ∈ R : A = I (see Lemma 2.1). Hence, (b) J. Because I 2 = bcI,
Rf i , so that their images {f i } 1≤i≤t in A/R form a free basis of the R/I-module A/R (remember that I satisfies Condition (C) of Definition 2.2). We then have
Let {c i } 1≤i≤t be elements of R and assume that 
(2) By Theorem 3.1, we may assume that n > 2 and that our assertion holds true for n − 1. Therefore, there exist elements a 1 , a 2 , . . . , a n−1 ∈ m such that (a 1 a 2 · · · a n−1 ) is a reduction of I n−1 and I i = (a 1 a 2 · · · a i ) + I n−1 for all 1 ≤ i ≤ n − 2. Now apply Theorem 3.1 to the chain I n I n−1 . We then have I n−1 = (a 1 a 2 · · · a n−1 ) + I n together with one more element a n ∈ m so that (a 1 a 2 · · · a n−1 )·a n A = I n . Hence
In order to prove Theorem 1.4, we need more preliminaries. Let us begin with the following. Choose c ∈ m so that I = bcA. We then have a = cA ⊆ mA ⊆ J(A), where J(A) denotes
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the Jacobson radical of A. Therefore, n = m+cA is an ideal of B = R+cA, and n ⊆ J(B), because A is a finite extension of B. On the other hand, because R/m ∼ = B/n, n is a maximal ideal of B, so that (B, n) is a local ring. We need one more lemma. )). We then have bA = JA = αA + bcA, whence bA = αA by Nakayama's lemma. Therefore, JA = αA, whence (α) is a reduction of J, so that J 2 = αJ.
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. Let I, J ∈ X R such that I J. We set A = I : I and B = J : J.
Let b ∈ J such that J = (b) + I. Then J 2 = bJ by Lemma 3.6 and B is a local ring with n = m + I b the maximal ideal by Theorem 3.5.
Let a ∈ X R such that I ⊆ a J. First of all, let us check the following. 
show that a b ∈ X B , we may assume I a. We then have, by Theorem 1.3 (2), elements a 1 , a 2 ∈ m such that I = ba 1 a 2 A and a = (ba 1 ) + I; hence
We now have the correspondence ϕ defined by a → a b , and it is certainly injective.
Suppose that b ∈ X B and I b b. We take α ∈ b so that b 2 = αb. Then, since B is a We furthermore have the following.
Lemma 4.1. The following assertions hold true.
(1) ℓ R (J/I) = 1.
(2) I = bn = Jn. Hence, the ideal I is uniquely determined by J, and I : I = n : n.
Proof. By Theorem 1.4, we have the one-to-one correspondence
where the set of the left hand side is a singleton consisting of I, and the set of the right hand side contains n. Hence n = I b , that is I = bn = Jn, because J = bB. Therefore, Since ℓ R (R/I) < ∞ for all I ∈ X R , we get the following. 
Theorem 4.3. The set X R is totally ordered with respect to inclusion.
Proof. Suppose that there exist I, J ∈ X R such that I J and J I. Since I m and J m, thanks to Corollary 4.2, we get composition series
such that I i , J j ∈ X R for all 1 ≤ i ≤ ℓ and 1 ≤ j ≤ n. We may assume ℓ ≤ n. Then Lemma 4.1 (2) shows that I i = J i for all 1 ≤ i ≤ ℓ, whence J ⊆ J ℓ = I ℓ ⊆ I. This is a contradiction. Let us now summarize the results in the case where R possesses minimal multiplicity.
Theorem 4.5. Let I ∈ X R and take a composition series
We set B 0 = R and B i = I i : I i for 1 ≤ i ≤ ℓ and let n i = J(B i ) denote the Jacobson radical of B i for each 0 ≤ i ≤ ℓ. Then we obtain a tower
of birational finite extensions of R and furthermore have the following.
(1) (α i ) is a reduction of I i for every 1 ≤ i ≤ ℓ.
(2) B i = n i−1 : n i−1 for every 1 ≤ i ≤ ℓ.
is a local ring with v(B i ) = e(B i ) = e(R) > 1 and n
for every 1 ≤ i ≤ ℓ. In particular, m = (α, x 2 , x 3 , . . . , x v ), so that the series (E) is a unique composition series of ideals in R which connects I and m.
(5) Let J be an ideal of R and assume that I ⊆ J ⊆ m. Then J = I i for some 1 ≤ i ≤ ℓ.
Proof. The uniqueness of composition series in Assertion (4) follows from the fact that the maximal ideal m/I of R/I is cyclic, and then, Assertion (5) readily follows from the uniqueness. Assertions (1), (2), (3), and the first part of Assertion (4) follow by standard induction on ℓ.
Corollary 4.6. Suppose that there exists a minimal element I in X R . Then ♯X R = ℓ < ∞ with ℓ = ℓ R (R/I).
Proof. Since X R is totally ordered by Theorem 4.3, I is the smallest element in X R , so that I ⊆ J for all J ∈ X R . Therefore, by Theorem 4.5 (5), J is one of the I i 's in the
Corollary 4.7. If R is a reduced ring, then X R is a finite set.
Proof. Since by Theorem 4.5 ℓ R (R/I) ≤ ℓ R (R/R) < ∞ for every I ∈ X R , the set X R contains a minimal element, so that X R is a finite set.
Here let us note the following. 
where x, y denote the images of X, Y in A, respectively. Hence ♯X A = ∞.
Proof. Let I n = (x n , y) for each n ≥ 1. Then (x n ) I n and I
be the maximal ideal of A. We then have J(A) 2 = xJ(A), whence v(A) = e(A) = 2.
Because I n = (x n ) : A y, we get I n /(x n ) ∼ = A/I n . Therefore, I n ∈ X A for all n ≥ 1. To see that X A consists of these ideals I n 's, let I ∈ X A and set ℓ = ℓ A (A/I). Then I ⊆ I ℓ or I ⊇ I ℓ , since X A is totally ordered. In any case, I = I ℓ , because ℓ A (A/I ℓ ) = ℓ. Hence
We close this section with the following. Here, the hypothesis about the existence of a fractional canonical ideal K is equivalent to saying that R contains an m-primary ideal I such that I ∼ = K R as an R-module and such that I possesses a reduction Q = (a) generated by a single element a of R ([5, Corollary 2.8]). The latter condition is satisfied, once Q( R) is a Gorenstein ring and the field R/m is infinite.
Theorem 4.9. Suppose that there exists a fractional ideal K of R such that R ⊆ K ⊆ R and K ∼ = K R as an R-module. Then the following conditions are equivalent.
(1) ♯X R = ∞.
(2) e(R) = 2 and R is not a reduced ring.
(3) The ring R has the form R ∼ = S/(Y 2 ) for some regular local ring (S, n) of dimension two with Y ∈ n \ n 2 .
(1) ⇒ (2) The ring R is not reduced by Corollary 4.7. Suppose R is not a Gorenstein ring; hence R K and e(R) > 2. We set a = R : K. Let I ∈ X R . Then, since µ R (I) = v = e(R) > 2 by Corollary 3.2, we have a ⊆ I by [9, Corollary 2.12], so that
Therefore, the set X R contains a minimal element, which is a contradiction. is a two-dimensional regular local ring and I = (f ) a principal ideal of S. Notice that e(S/(f )) = 2 and (f ) = (f ). We then have (f ) = (Y 2 ) for some Y ∈ n \ n 2 , because f ∈ n 2 \ n 3 .
Remark 4.10. In Theorem 4.9, the hypothesis on the existence of fractional canonical ideals K is not superfluous. In fact, let V denote a discrete valuation ring and consider the idealization R = V ⋉ F of the free V -module F = V ⊕n (n ≥ 2). Let t be a regular parameter of V . Then for each n ≥ 1, I n = (t n ) × F is an Ulrich ideal of R ([6, Example
2.2])
. Hence X R is infinite, but v(R) = e(R) = n + 1 ≥ 3.
Higher dimensional cases are much wilder. Even though (R, m) is a two-dimensional Cohen-Macaulay local ring possessing minimal multiplicity, the set X R is not necessarily totally ordered. Before closing this section, let us note examples.
Example 4.11. We consider two examples.
(1) Let S = k[[X 0 , X 1 , . . . , X n ]] (n ≥ 3) be the formal power series ring over a field k. Let ℓ ≥ 1 be an integer and consider the 2 × n matrix
.
We set R = S/I 2 (M), where I 2 (M) denotes the ideal of S generated by the 2 × 2 minors of the matrix M. Then, R is a Cohen-Macaulay local ring of dimension two, possessing minimal multiplicity. For this ring, we have
where x i denotes the image of X i in R for each 0 ≤ i ≤ n. Therefore, the set X R is totally ordered with respect to inclusion. are Ulrich ideals of R, but any two of them are incomparable.
The case where R is a GGL ring
In this section, we study the case where R is a GGL ring. The notion of GGL rings is given by [4] . Let us briefly review the definition. (1) R is a Gorenstein ring.
(2) R is not a Gorenstein ring, but there exists an exact sequence
of R-modules and an m-primary ideal a of R such that (i) C is an Ulrich R-module with respect to a and (ii) the induced homomorphism R/a ⊗ R ϕ : R/a → K R /aK R is injective.
When Case (2) occurs, we especially say that R is a GGL ring with respect to a.
Since our attention is focused on the one-dimensional case, here let us summarize a few results on GGL rings of dimension one. Suppose that (R, m) is a Cohen-Macaulay local ring of dimension one, admitting a fractional canonical ideal K. Hence, K is an R-submodule of R such that K ∼ = K R as an R-module and R ⊆ K ⊆ R. One can consult We then have the characterization of GGL rings.
Theorem 5.3 ([4]).
Suppose that R is not a Gorenstein ring. Then the following conditions are equivalent.
(1) R is a GGL ring with respect to some m-primary ideal a of R.
(2) K/R is a free R/c-module.
When this is the case, one necessarily has a = c, and the following assertions hold true.
(i) R/c is a Gorenstein ring.
(ii) S/R ∼ = (R/c) ⊕r(R) as an R-module.
The following result is due to [4, 9] . Let us include a brief proof of Assertion (1) for the sake of completeness.
Theorem 5.4 ( [4, 9] ). Suppose that R is not a Gorenstein ring. Let I ∈ X R . Then the following assertions hold true.
(1) If I ⊆ c, then I = c.
(2) If µ R (I) = 2, then c ⊆ I.
(3) c ∈ X R if and only if R is a GGL ring and S is a Gorenstein ring.
(1) Let I ∈ X R and assume that I ⊆ c. We choose an element a ∈ I so that We consider the exact sequence 0 → (a)/aI → I/aI → I/(a) → 0 of R/I-modules.
Then, because I = aA, we get the canonical isomorphism between the exact sequences
of R/I-modules, where A/I is a Gorenstein ring, since A is a Gorenstein ring and I = aA.
Therefore, since A/I ( ∼ = I/aI) is a flat extension of R/I, R/I is a Gorenstein ring, so that A/K ∼ = R/I by Claim 2. Consequently, the exact sequence 0 → K/R → A/R → A/K → 0 of R/I-modules is split, whence K/R is a non-zero free R/I-module, because so is A/R ( ∼ = I/(a)). Hence, c = R : S ⊆ R : K = R : R K = I, so that I = c.
Thanks to Theorem 5.4, we get the following.
Theorem 5.5. Let R be a GGL ring and assume that R is not a Gorenstein ring. Then the following assertions hold true.
(1) {I ∈ X R | c I} = {(a) + c | a ∈ m such that c = abS for some b ∈ m}.
In particular, c ∈ X R , once the set {I ∈ X R | c I} is non-empty.
(2) µ R (I) = r(R) + 1 for all I ∈ X R such that c ⊆ I.
(3) {I ∈ X R | c ⊆ I} = {I ∈ X R | µ R (I) = 2}.
Therefore, if R possesses minimal multiplicity, then the set X R is totally ordered, and c is the smallest element of X R .
Proof. is also a maximal chain in X R .
(4) Let H = 6, 13, 28 . Choose integers 0 < α ∈ H and 1 < β ∈ Z so that α ∈ {6, 13, 28}
and GCD(α, β) = 1. instance, take α = 12 and β = 5n, where n > 0 and GCD(2, n) = GCD(3, n) = 1.
Then, c = t 120n S = (t 12 ) 10n S, so that the set {I ∈ X R | c I} seems rather wild, containing chains of large length.
