Abstract. In this paper we study some combinatorial properties of the shuffle algebra S q 1 ,q 2 with two complex parameters and, in particular, obtain the Hilbert series for S q 1 ,q 2 /I, where I is the ideal generated by z − λ for both generic q 1 , q 2 and satisfying the relation q 
. This isomorphism was made more explicit in case of elliptic curves (elliptic Hall algebras) in [Neg14] . In particular, the corresponding shuffle algebra was shown to be generated by polynomials of degree 1.
The action of shuffle algebra on the sum of localized equivariant K-groups (with respect to the T = C * × C * induced from the action on C 2 ) of Hilbert schemes of points on C 2 was provided in [FT11] .
In present paper we study the Hilbert series of S q 1 ,q 2 /I and S q 1 ,q 2 /I, where S q 1 ,q 2 is a subalgebra of symmetric rational functions over the field C(q 1 , q 2 ) and I -an ideal, generated by (z − λ) for some nonzero λ ∈ C. The precise definitions will be given in subsequent sections. It is shown that these Hilbert series have nice combinatorial counterparts.
The second section gives the definition and basic properties of the algebras in study.
Section 3 contains the results for generic and nongeneric q 1 , q 2 , i.e. q a 1 q b 2 = 1 for S q 1 ,q 2 /I. Section 4 is devoted to the proof that the Hilbert series for a certain representation of S + q 1 ,q 2 /I, the 'positive' subalgebra of S q 1 ,q 2 , coincides with the generating function for Catalan numbers.
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2. Shuffle Algebra S q 1 ,q 2
We consider the shuffle algebra depending on two parameters q 1 , q 2 . This is an associative graded unital algebra S q 1 ,q 2 := n≥0 S n over the field C(q 1 , q 2 ), where each component S n consists of rational functions F(z 1 , . . . , z n ) = f(z 1 ,...,zn) 
Proposition 2.1. The algebra S q 1 ,q 2 with the * -product is associative.
Proof. Let F ∈ S l , G ∈ S m and H ∈ S n . Then
Performing analogous manipulations, one can show that
The above implies the equality (F * G) * H = F * (G * H).
We will need a few more properties of the algebra S q 1 ,q 2 , summarized below.
Theorem 2.2. For generic q 1 , q 2 (such that q a 1 q b 2 = 1 for any a, b ∈ N), S q 1 ,q 2 is generated by its first graded component S 1 . The ideal of relations has quadratic generators (from S 2 ) of the form
Proof. The proof of the first assertion proceeds in 2 steps. First, we show that the vector subspace in S n , generated by S 1 * . . . * S 1 n is closed under (ordinary) multiplication by symmetric Laurent polynomials, i.e. the vector spaced formed by the numerators of S 1 * . . . * S 1 n is an ideal in the ring of symmetric Laurent polynomials in n variables. The next step is to show that S 1 * . . . * S 1 n has no common zeros and therefore must coincide with S n (we use
Sn is finitely generated over C and, therefore, any proper ideal must be vanishing at some point).
The first step is straightforward:
Suppose that all functions from S * n 1 vanish at a point with coordinates (α 1 , . . . , α n ). We consider the collection of n! functions
, with c σ = 0. Therefore, we conclude that for a point (α 1 , . . . , α n ) to be a common zero of
1 it is necessary that all the summands of 1 * . . .
vanish at this point. But if that was the case, in each of the summands (corresponding to σ) there would exist a pair of indices i < j, such that either z σ(i) = q 1 z σ(j) or z σ(i) = q 2 z σ(j) . Such a chain of equalities must form a cycle, i.e. It is direct to check that relations (2.1) hold. We verify that the ideal of relations is generated by those in (2.1). These relations allow to rewrite every monomial z i 1 * . . . * z i k in such a way that
This can be shown inductively. If there is only one term, the assertion is trivial. Otherwise, suppose there is m, s.t. i m ≥ i m−1 + 2. We treat the cases i m ≥ i m−1 + 3 and i m = i m−1 + 2 separately. For the first one, using relation (2.1), we write
When i m = i m−1 + 2, this simplifies to
Clearly, in both cases all summands of the r.h.s. either satisfy the condition on the powers of z or the difference i m − i m−1 become smaller.
To show that the monomials, satisfying (2.2), are linearly independent, we consider the specialization of the parameters to q 1 = 0, q 2 = 1. Indeed, any nontrivial C(q 1 , q 2 )-linear relation between monomials z i 1 * . . . * z i k with i m+1 ≤ i m + 1 ∀m ∈ {1, . . . , k} can be multiplied by the l.c.m. of the denominators of the coefficients to induce a nontrivial relation for the specialization. We divide the coefficients by their g.c.d., hence, assume that the g.c.d=1.
To observe that a nontrivial relation is induced, we first specialize to q 2 = 1. If the relation became trivial, the coefficients of the initial relation (which are elements of C[q 1 , q 2 ]) would be divisible by some power of (q 2 − 1), but that contradicts the assumption that their g.c.d=1. Next, again, reduce to the case g.c.d=1. Specializing further to q 1 = 0, observe that the relation is still not vacuous, as otherwise all the coefficients (now elements of C[q 1 ]) would be divisible by some power of q 1 , hence, have g.c.d = 1. However, z i 1 * . . . * z i k up to a constant becomes Alt
, with the new powers of z j 's being nonicreasing. Therefore, using the fact that monomial symmetric Laurent polynomials are linearly independent, we see that the specializations of z i 1 * . . . * z i k 's must be independent as well.
3. Hilbert series of S q 1 ,q 2 /I
We take the right ideal I in S q 1 ,q 2 , generated by (z − λ) for some nonzero λ ∈ C. To an n-tuple of points on the triangular grid (as on the picture below) we will associate a point in (C * ) n /S n by taking the vertex with coordinates (a, b) (the root vertex has coordinates (0, 0) and the point (a, b) is a steps down to the left and b down to the right from the root) on the grid to coordinate λq a 1 q b 2 of the point. In particular, the root vertex gives coordinate λ. An example is provided below (the chosen subset of points is depicted in green). It will be shown that these points are precisely the common zero locus of all F ∈ I n (nth graded component of I). Theorem 3.1. Assume a subset of vertices on the grid is chosen and (0, 0) belongs to the subset. The number of rooted binary trees supported on the vertices from the subset is either zero or 2 k , where k is the number of vertices (a; b) with neighbors (a − 1; b) and (a; b − 1) also included in the subset (we denote this set of vertices by X). The multiplicity of the point associated to the subset is also 2 k .
Proof. The claim about the number of binary trees supported on the given points holds, since constructing trees by connecting vertices from bottom to top row, the only ambiguity comes from the vertices in X and there are precisely 2 k possible ways to draw the tree.
We first notice that any element G(z 1 , . . . , z n ) of the nth graded component of the ideal (I n ) is of the form (z − λ) * F(z 1 , . . . , z n−1 ) with F(z 1 , . . . , z n−1 ) ∈ S n−1 . More explicitly, we can write G(z 1 , . . . , z n ) = Alt Sn µ(z σ(1) , z i ). It vanishes at a point if either z σ(1) = λ or z σ(1) = q 1,2 z i . As (z 1 , . . . , z n ) and (z h(1) , . . . , z h(n) ) represent the same point for any h ∈ S n and for generic q 1 , q 2 we are not allowed to have cycles, i.e. chains of equalities of type z i 1 = q 1,2 z i 2 , z i 2 = q 1,2 z i 3 . . . z i k−1 = q 1,2 z i k , z i k = q 1,2 z i 1 , for some representative of the point we must have z 1 = λ, z 2 = q 1,2 z 1 = q 1,2 λ, etc. In other words, the representative of the point at which every element of I n vanishes can be chosen so, that z 1 = λ, z i≥2 = q 1,2 z j≥2 for some j < i and all z i 's are distinct.
At some points not only the rational function (3.1) is zero, but some (linear combinations) of its partial and higher order derivatives (linear combinations of partial derivatives and higher order derivatives arise separately) vanish as well. It is not hard to see that this happens if there are vertices (a; b) with both neighbors (a − 1; b) and (a; b − 1) in the subset of the grid, which the coordinates of the point are derived from. The simplest example is the point (λ, q 1 λ, q 2 λ, q 1 q 2 λ), where both L(λ, q 1 λ, q 2 λ, q 1 q 2 λ) = L z 4 (λ, q 1 λ, q 2 λ, q 1 q 2 λ) are zero for any L(z 1 , z 2 , z 3 , z 4 ) ∈ I 4 . We choose the element (a 1 , b 1 ) of X that corresponds to z (a 1 ,b 1 ) with the smallest index. Then the derivatives with respect to z (a 1 ,b 1 ) of all summands of (3.1) corresponding to σ ∈ S n with z σ(1) = q 1,2 z (a 1 ,b 1 ) vanish at the point (one can use the product rule for each of the summands and see that all summands produced vanish). Thus, if none of (a 1 + 1, b 1 ), (a 1 , b 1 + 1) belong to the set-theoretical difference of the chosen subset of the grid with X, the derivative with respect to z i 1 vanishes. Otherwise, one (or both) summands
is (are) the only nonzero terms, when we evaluate the derivative of (3.1) with respect to z (a 1 ,b 1 ) at the point corresponding to the vertices on the diagram. However, the same is true for the derivative(s) with respect to either of z (a 1 +1,b 1 ) , z (a 1 ,b 1 +1) or both (the only nonzero
and adding q 1 -multiple of the derivative with respect to z (a 1 +1,b 1 ) or q 2 -multiple of the derivative with respect to z (a 1 ,b 1 +1) or both resolves the issue if there are no vertices one step below to the left or right of (a 1 + 1, b 1 ), (a 1 , b 1 + 1) , belonging to the set-theoretical difference of the chosen subset of the grid with X. In case there are such vertices we add derivatives with respect to those with corresponding coefficients. Similarly, if we have more than one linear relation between first-order derivatives at our point, the relations between second order derivatives are produced by taking 'mixed derivatives, as suggested by the first order relations', etc. So, the rank of the system of linear relations obtained is exactly 2 k (number of subsets of X).
An example is provided below.
Example. Let F(z 1 , . . . , z 10 ) ∈ I 10 , then F(λ, q 1 λ, q 2 λ, . . . , q Corollary 3.2. The dimension of (S q 1 ,q 2 /I) n is equal to the number of subsets of vertices on the grid of cardinality n containing the root (0, 0), where each subset is counted with multiplicity determined in theorem 3.1. Furthermore, the dimensions are bounded above by dim(S q 1 ,q 2 /I) n ≤ c n , where c n = (
is the nth Catalan number.
The inequalities for dimensions above are strict for n ≥ 5. To be more precise, the binary trees, which do not correspond to points, where all polynomials from I n vanish, are the trees, which have at least one pair of vertices with equal coordinates on the grid. The only such tree with n = 5 vertices appears on Figure 2 and eight trees with n = 6 vertices on Figure 3 below. One of the significant changes is that S 1 does not generate S q 1 ,q 2 anymore. For example, if a = 2, b = 1, then every element of S 1 * S 1 * S 1 is zero at any point with coordinates (α, q 1 α, q 1 q 2 α) ∀α ∈ C * .
Therefore, counting the dimensions of (S/I) n does not make sense -they will become infinite, starting with n = a + b. The reasonable modification to what we have done so far is to work with the subalgebra of S q 1 ,q 2 generated by S 1 , which will be denoted by S q 1 ,q 2 , consider the right ideal generated by (z − λ) and calculate the dimensions of ( S q 1 ,q 2 /I) n .
Remark 3.3. In case q 1 and q 2 were generic S q 1 ,q 2 and S q 1 ,q 2 were isomorphic, so there was no difference in working with (S/I) n or ( S q 1 ,q 2 /I) n .
Theorem 3.4. Assume a subset of vertices on the grid is chosen, (0, 0) belongs to the subset and none of the points in the region R := {(x, y)|x ≥ a, y ≥ b} are included in the subset. The number of binary trees supported on the vertices from the subset is either zero or 2 k , where k is the number of vertices (c; d) with neighbors (c−1; d) and (c; d−1) also included in the subset (we denote this set of vertices by X). The multiplicity of the point associated to the subset is also 2 k . Proof. One can argue analogously to the proof of theorem 3.1, the only difference being that any point associated to a subset of the grid, with nonempty intersection with R (the region depicted in red on the picture above) has equal coordinates, thus, can not be taken into consideration, since any function from ( S q 1 ,q 2 ) n has a pole at such point.
Corollary 3.5. The dimension of ( S q 1 ,q 2 /I) n is equal to the number of subsets of vertices on the grid of cardinality n containing the root (0, 0) and no points from R, where each subset is counted with multiplicity determined in theorem 3.4.
Hilbert series of a representation.
The result of this part is very similar to the one established in Theorem 4 in the Appendix of [Dot09] . However, for the case relevant to us, the machinery used in [Dot09] is not required, and a more elementary purely combinatorial approach is sufficient to provide a proof of the result. Throughout this section we assume that the parameters q 1 and q 2 are generic and commute. Let S + q 1 ,q 2 denote the subalgebra generated by z i , i ≥ 0 and S + 1 its first graded component. We introduce the representation V := Ind Theorem 4.1. The dimension of (S + q 1 ,q 2 ) n v is equal to the number of Dyck paths of length 2n, which is known to be the corresponding Catalan number.
Proof. Here it is convenient to use the presentation of S q 1 ,q 2 in terms of generators and relations (see theorem 2.2). This presentation allows to choose a basis of (S + q 1 ,q 2 ) n , consisting of z i 1 . . . z in , with i m+1 ≤ i m + 1 ∀m ∈ {1, . . . , n − 1}, i j ≥ 0 ∀j ∈ {1, . . . , n}. The monomials that act nontrivially on v have an additional condition that i 1 = 0. Now to the vector vz i 1 . . . z in with z i 1 . . . z in as above we associate the Dyck path according to the following three-step procedure, (it is not hard to see, that this is invertible, hence, gives a bijection):
(1) subdivide the monomial into monomials with strictly increasing indices; (2) the starting point for the part of the path corresponding to each monomial obtained on the previous step is the terminal point for the part of the path associated to the previous monomial, the path goes the degree of the monomial blocks up and then down until the y-coordinate is equal to the index of the first variable in the next monomial; (3) if the y-coordinate of the terminal point of the path is greater than 0, complete the path by adding y steps down.
Example. The pictures below illustrate the correspondence for n = 3.
• 
