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Abstract. In this paper we compare the performances of concurrency control algorithms using 
the combinatorics of words. We characterize such control algorithms (as timestamp ordering or 
two-phases locking) by a triple of values, respectively estimating the frequency of accepted 
executions of concurrent transactions, its degree of authorized parallelism, and its load factor (a 
value related to the average number of elementary operations needed for the serialization of an 
execution). We effectively compute these values for timestamp ordering and two-phases locking 
in the case of the concurrent execution of two transactions. In particular, we obtain the exact 
and asymptotic frequencies of deadlocked executions of two transactions, and compare these two 
algorithms in various asymptotic situations. 
1. Introduction 
A database is a set of objects called entities whose values must, at any time, verify 
some relations characteristic of the situation described by the database. These 
relations are called the integrity constraints of the database. 
A transaction is any sequence of atomic actions operating on the entities whose 
global effect preserves the integrity constraints of the database. 
In practice several transactions can have access concurrently to the same database. 
Such a concurrent execution can lead to a new database state distinct from the one 
given by a serial execution without concurrency of the same transactions (cf. [l, 8, 
161). 
The aim of an algorithm controlling access to a database-or controller-is to 
rearrange the sequence of accesses to the database entities, coming from the transac- 
tions, in such a way that the resulting execution is equivalent (in some sense) to a 
serial execution. 
An important problem, both in theory and practice, is to compare the performances 
of these algorithms. This has been done in two strongly different ways. The system 
composed of the controller, the transactions and the entities is modelled in the first 
approach by a queueing network, in the second by a shuffle of words. The first 
approach leads to quantitative results (cf. [5, 9, 10, 14, 15]), while the second gives 
a qualitative measure of the quantity of parallelism (cf. [ll, 12, 13, 41). 
In this paper we make use of the theoretic tools of the combinatorics of words, 
and show how to characterize a controller by a triple of values: 
_ The first is a measure of the ratio of executions not rejected by the algorithm. 
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- The second, called “parallelism ratio”, is a quantitative analogue of the parallelism 
measure by set inclusion introduced by Papadimitriou. 
- The last is a measure of the average number of modifications made by the 
concurrency control algorithm to correct a concurrent execution it has not rejected. 
In other words, it is a measure of the “quantity of control” to be applied, and 
can be seen as the average delay imposed to an arbitrary execution. 
This quantitative approach of qualitative notions is studied here (cf. Sections 3 
and 4) for timestamp ordering, and two-phases locking concurrency control 
algorithms with concurrent execution of two transactions. The three above-described 
parameters are explicitly computed (cf. Section 4), and we can infer from Theorem 
4.6 and Proposition 4.7 the exact value enumerating the deadlocked executions of 
two transactions. We can then quantitatively compare timestamp ordering and 
two-phases locking through the three above-cited parameters, in various situations. 
For example, in the case of the execution of two transactions of total length far 
bigger than the database size, we show a complete opposition of the behaviour of 
these two algorithms (cf. Section 4.4). At the end of the paper we shall give some 
open problems which could be studied in the model proposed here. 
2. Definitions 
2.1. Execution of a set of concurrent transactions 
The entities constituting the database, atomic objects accessed by the transactions, 
will be labelled by the integers {1,2, . . . , I}. The number r is said to be the size of 
the database. 
A transaction T is a finite chronological sequence of accesses to these entities. 
We do not distinguish between the type of these accesses: reading or writing. 
In the following we shall study a finite set Yk of k transactions concurrently 
accessing the database. We number these k transactions T(l), TC2’, . . . , TCk’, in the 
order of their respective activations. The order of these activations is supposed to 
be independent of the order given by the first access of each transaction, (cf. Section 
4.4 for a remark about this choice). 
The access of the transaction T(‘) to the entity j is noted by the letter t.:“. In a 
natural way we associate with a transaction T”’ the word 
w( T”‘) = t$;‘t;;’ . _ . (,:,I, 
coding the finite sequence of the successive accesses to the entities i, , iz, . . . , i, by 
the transaction T”‘. 
Givenaset Yk={TC1),..., TCk’} of k transactions, every word e belonging to the 
set 
w(T(‘))u~ww(T(~))u~~ . * ww(TCk’) 
of the shuffle products of the words w( T”‘), w( T’*‘), . . . , w( TCk’) is called an 
execution (or history, or scheduling) of yk. 
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The length of an execution is its length as a word. 
We denote by Er,k the set of the executions associated with the set of all families 
of k transactions acting on a size-r database. 
Two transactions are said to be in conflict if they request access to the same entity 
during their executions. 
2.2. Serializability 
As remarked in the introduction, an arbitrary execution of the set Yk of k 
transactions does not necessary lead to a consistent state of the database, (cf. [8, 
12, 13, 161). A particular example of a consistency-preserving execution of Yk is 
the serial execution s given by the word w( T’“““) . w( T’“‘2”) . . . w( T’“‘““), where 
(T is a permutation of (1,. . . , k}. Taking into account the possibility of concurrent 
access to the entities leads to introducing the notion of serializable (or correct) 
execution. 
An execution is called serializable if it is equivalent to a serial one in the following 
sense. Two executions e, and e2 are equivalent if and only if the projections of these 
two words on T(“, for 1 G i 4 k, and on the entity j, for 1 <j < r, are identical (cf. 
[l]). Intuitively, two executions are equivalent if and only if for each transaction 
they preserve the order of its access to entities, and if they imply the same order of 
access of the transactions to each entity. 
Remarks. (1) This equivalence of two executions e, , e, can be expressed by commu- 
tation of letters. The words e, and e2 are equivalent if one can transform the first 
into the second, just by commuting adjacent letters t, (“‘rjP’ such that LY # p and i #j 
(cf. [3, 61). 
(2) We refer the reader to FlC-Roucairol (cf. [4]) f or another equivalence relation, 
and to Ullman (cf. [ 161) for a characterization of serializability by the acyclicity of 
the precedence graph associated with the set of transactions. 
We denote by Sr,k the subset of Er,k consisting of the serializable executions. 
2.3. Schedulers 
A concurrency control algorithm, called scheduler in this paper, is an algorithm, 
which as input receives a stream of access requests to the entities from the transac- 
tions, i.e., an execution e of Er,k, and gives back as output, when possible and after 
reordering, a serializable execution e’. 
With such a scheduler Ce we associate the language Cr,k,cc, subset of Sr,k, consisting 
of the serializable executions it can output. We denote by Rr,k, t the set of executions 
in -& which cannot be modified by the scheduler into serializable ones and are 
thus rejected. (In practice, this rejection of a part of an execution is followed by 
the reactivation of the aborted transactions.) We denote by Ar,k,x = Er,k\Rr,k,C6 the 
set of executions accepted by the scheduler (cf. Fig. 1). 
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Remark. A natural property for a scheduler %‘, satisfied by the timestamp ordering 
and the two-phases locking (cf. Section 2.5), is that every execution in C,,, is 
accepted by Ce without any reordering. Under this hypothesis, C,,,g is the equivalent 
of the “fixpoint set” defined by Papadimitriou (cf. [12]). Set inclusion comparison 
of the fixpoint sets allows him to compare schedulers from the point of view of 
authorized parallelism. 
2.4. Parameters of a scheduler 
For a language L on a finite alphabet and for a fixed n, we denote by L(n) the 
set of length-n words in L, by #L(n) the size of L(n). 
We then define 
(a) the success ratio for the scheduler %‘: 
r1 = ~r(n, r, k, v) = #A,,,,(n)l#E,,(n); 
(b) the authorized parallelism ratio of the scheduler %: 
r2= r2(n, r, k, g) = #C,,,(n)l#S,,(n); 
(c) the load factor of the scheduler 59: 
r3 = r3(n, r, k, T) = #A,,,(n)l#C,k,~(n). 
Remarks. (1) The parameter T* is the quantitative anologue of the set-theoretic 
evaluation of parallelism introduced by Papadimitriou (cf. [ 121). 
(2) The parameter TV measures the success of the scheduler in its search for 
serializability. For example, in the two-phases locking, 1 -TV is the frequency of 
executions which lead to a deadlock. 
(3) The parameter 73 measures the average number of executions that %? trans- 
forms into the same serializable one. The higher this parameter, the bigger is the 
average work (measured, for instance, by the number of letter commutations) 
performed by the scheduler when serializing an execution. This parameter is linked 
to the average delay imposed by the scheduler to the executions for their serializa- 
tions. 
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(4) These three parameters are related by the equation: 
rt 74 = 7273 (1) 
in which T~( n, r, k) = # Er,k( n)/#Sr,k( n), independent from the scheduler, might be 
called the load factor. % will modulate it in accordance with its own success and 
parallelism ratios. 
We shall characterize a scheduler % by the triples (7,) r2, T~),,,,~,%. In the following 
we shall aim at computing these triples for timestamp ordering and two-phases 
locking, in the case of two concurrent transactions. 
2.5. Timestamp ordering and two-phases locking 
We briefly describe here these two schedulers in the setting of the proposed model, 
(cf. [l, 8, 161 for more details). 
2.5.1. Timestamp ordering 
The timestamp ordering is denoted 6 (for “optimistic concurrency control”, name 
given to it by Ullman [16]). This scheduler stamps transactions (e.g., by using an 
integer) in their activation order. The stamp given by 0 in our mode1 is then the 
index i of the transaction T(‘) in the set Yk = {T(‘), . . . , TCk’}. To each entity a stamp 
is also given, which at any time of the concurrent execution of the transactions is 
the stamp of the last transaction having accessed it. An execution e in Er,;k is accepted 
by B if and only if the transactions have access to each entity in nondecreasing 
order of their stamps. In the opposite case, the whole or a part of the execution is 
rejected and will be activated again later, (cf. [8, 161 for more details). 
In our mode1 the executions accepted by 0 are exactly the serializable ones 
equivalent to the serial execution T”‘. T”‘. . . TCk’, and they are accepted by 8 
without any reordering of their access. 
Notations. (1) For (i,, . . . , ik) a permutation of (1,. . . , k} we denote by S’,;..‘ih 
(respectively S:$ (n)) the set of serializable executions (respectively of length n) 
equivalent to T(‘I) . . . T(‘k’. 
(2) We denote by id = (1,. . . , k) the identity permutation. Then we have 
Ar,k,D.(n) = Cr,k,fJ(n) = S;k(n). (2) 
Conclusion. The characteristic triple of 0’ is 
(71, 3-2, Tdn,r,k,~ = (#sfk(n)/#-%,k(n), #S?k(n)/#Sr,k(n)y 1). 
2.5.2. Two-phases locking 
The two-phases locking V controls the concurrent execution e of several transac- 
tions by setting and resetting locks along the following rules: 
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(a) The access of a transaction T(‘) to an unlocked entity i are protected by the 
setting of the lock vi” immediately before the first access of T”’ to i, and by the 
resetting dl-” of this same lock after the last access of T”’ to i. 
(b) A transaction is authorized to unlock an entity i only after setting all the 
locks required by its execution. 
(c) Moreover, we require the condition, realistic in practice, that a transaction 
resets all its locks immediately after its last access. 
Example. For two transactions and three entities 
w( T”‘) = r$‘)$)$), w( I-‘*‘) = @‘$‘r$2’, 
and for the execution 
the order of actions scheduled by “tr is v~l’t~“~~‘t~‘y:“~~“, followed by the delaying 
of the tail ty)ty) of the transaction T (*I due to the entity 2, yet locked by T(l). The 
execution follows for T (I) by t(l’), followed by the unlocking phase d, (‘)d:‘) of the 
entities accessed by T(l). The transaction T’2’ then terminates by 
v~“,:z”,y2”,I”dl”d~)d~). In th’ 1s example the execution e’ output by V is 
cl= t(l)t(2)t:‘)t(‘)t~)t(2) 
1 3 1 1 . 
The executions rejected by V are those which lead to a deadlock. For instance, 
in the case of the two previous transactions and for their execution: 
e = ti’)t~)t:2)t~)t:l)tjl), 
the deadlock is induced by the access requests t(,2) and 1:‘). 
In the previous examples the scheduler transforms the input language into a new 
output one. This is the setting in which we shall study the two schedulers 0 and “Ir 
in the case of two transactions. In Section 4 we shall deduce explicit enumerations 
allowing the comparisons of the two schedulers in the case of the execution of two 
concurrent transactions. 
3. Languages involved by serializability, timestamp ordering, and two-phases locking 
Notations. (1) We denote by 5? the alphabet {t, , . . . , t,}. 
(2) For ~2 a subset of %!, we denote by tiCi), 1 G i s k, the alphabet {tj”, $ E a}. 
(3) For an alphabet B, 93* is the free monoid over 93, and L(B) is the subset 
of 93* consisting of the words of 93* having at least one occurrence of every letter 
of CB. 
(4) We denote d”)* = (tiCi))*, and 1 is the empty word. 
(5) For L, and L2 two languages, we denote by L,LLI L2, the shuffle product of 
L, and L2, the language consisting of the shuffles of all the couples of words chosen 
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respectively in L, and L2. We denote by L, . L2 the language consisting of all the 
words m, . m, produced by concatenating the words of L, with those of L2. 
(6) For L,, 1s is Z, a finite set of languages we note: 
LL’ L, i= I,...,1 
their shuffle product. 
(7) We denote by + or C the union of pairwise disjoint sets. 
(8) For L a language on a finite alphabet, we denote by L(n) the set of length-n 
words of I and by #L(n) the size of this set. 
In the following we shall freely use the notations introduced in Section 2. 
3.1. Languages involved by serializability 
Theorem 3.1. Given a database of size r, the following statements hold. 
(1) The set of all transactions on this database is Pi?.*. 
(2) The set of all the concurrent executions of two arbitrary transactions T(l) and 
TC2’ on this database is 
E,, = s(‘)*111z(2)*. 
(3) The set of all nonconflictual executions of any two transactions T(‘) and tC2) on 
this database is 
sc,2=j=y ~(l+{t:‘)}++{tj2’}+)= c L(SP)uJL(@2)). 
. .., ..4+MC% 
(4) The set of all serializable executions of any two transactions T’” and TC2’ 
equivalent to the serial execution T (‘). T(‘), ((p, q) a permutation of (1,2)), is 
sy; = . j=y r ({tjP’>* . { tjq)}*). > .., 
(5) The set of all serializable executions of two transactions is 
X.2 = cc;; u $,9\sc,2 
Proof. These results easily follow from the definitions concerning serializability, 
given in Section 2.2. 0 
3.2. Languages involved by timestamp ordering 
The results about timestamp ordering are trivially implied from those of the 
preceding theorem, by using equalities (2) stated in Section 2.5.1. 
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3.3. Languages involved by two phases locking 
Given (p, q) a permutation of (1,2), we have the following theorem, 
Theorem 3.2. (1) Let Af;;“,,V be the subset of executions in Er,2 accepted by the scheduler 
“Ir and having as a first conflict an access request by Tcq) for an entity yet locked by 
Tcp). Then we have 
AP.Y “z,“=,~+~cJ1[L(~(p))uIL(~(q))].~(q).[(~\~)(p)*Lu~(4)*] 
” 0 
and the set A,,,V of the executions accepted by the scheduler Y is 
A r.2,~ = SC,2 + &.$v+ A&.. 
(2) Let CZ Y be the subset produced as output by the scheduler Yf of the serializable 
executions equivalent to Tcp). T(“‘, h aving at least one conflict. Then we have 
CPA 
r2 y= c [L(s’P’)w(s\a)(q)*] . d(4). c%!(q)* . , 
spew 
and the set C,,,., of the executions output by V is 
c r.2,‘V = x,2+ c,$v+ c;;,,. 
Proof. (1): Let e be a word in A&. We can write e in such a manner that the 
letter associated with the first conflict of T(‘) relatively to Tcp’ becomes apparent 
(the conflict happens for the first entity i that is requested by Tcq) and yet locked 
by Tcp)): 
eE (d,Lud,) . tiq). fpulfq, 
where w( Tcp’) = dp.fp and w( Tcq’) = d,. ttq’.fq. 
Let d (respectively, 93, 9) be the set of the entities accessed by d, (respectively, 
d,, f,). Then, as tjq) stands for the first conflict between Tcp) and Tcq), we have 
dnB=0, du93~9C! and iE&. 
Thus, dp uI dq c L(s@~‘) UI L( 933’q’) and tiq’ E ~2’~). 
After the first conflict of Tcq) with T (p), the two transactions proceed concurrently, 
requesting accesses. This is depicted by a word in fpufq. As there is no deadlock, 
Tcp) never requests, during the end f, of its execution, an entity yet locked by T(‘) 
during the beginning d, of its execution. Thus we have 9 c 9?\93. Since no other 
condition is imposed upon the end fq of T(“, which is in waiting state until the 
termination of Tcp), we have 
From there the wanted result for Af;2,;4V follows. 
(2): Since its first conflict with the transaction Tcp), because of a request to the 
entity i, the transaction Tcq) is forced into a waiting state until the termination of 
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T(“). Denoting by w( Tcy’) = d, . tlq’ .f, the word coding Tcy) (where tlY) marks the 
first conflict) and denoting by ti the set of entities accessed by the transaction T(“), 
the concurrent execution e of T(“’ and T’“’ effectively output by ‘V satisfies 
eE(w(TCP))wdq). tlY’.fq, 
where w( T”“) E L(&““), d, E (%\AQ(~)*, tjY)~ tiCq), andf, E 9?z(s)*. Hence the wan- 
ted result for Cf;$r.. q 
4. Enumerations associated to serializability, timestamp order and two-phases locking 
The languages given in Theorems 3.1 and 3.2 of Section 3 are given in an 
unambiguous form. So from them we can deduce the generating series and com- 
binatorial formulaes providing their enumeration. 
The following notations complete those given in Section 3. 
(a) Let L be a language on a finite alphabet, the generating exponential series 
enumerating L, denoted by z(z) is given by 
L”(z)= 2 #L(n)2 
?I>” 
(and we note: L(z) =CnzO #L(n)zN). 
Lemma 4.1. If Mand Nare two languages on$nite disjoint alphabets and if L = M w N, 
then L”(z) = A?(z). j?(z). 
Proof. Evident from the fact that 
#L(n)= i n 
0 
.#M(p)*#N(n-p). 0 
P=o P 
(b) We denote by s.n,k the Stirling number of second kind and adopt the following 
conventions s 0,0 = 1, sm,O= 0 if n > 0 (cf. [2]). 
(c) We denote 
r*(r-l)...:(r-k+l) ifkzl, (r)*=(I 
if k = 0. 
4.1. Enumerations associated to serializability 
From Theorem 3.1 we get the following results. 
Theorem 4.2. (a) J!?~,~(z) = e2rz. The number of length-n concurrent executions of two 
transactions is #E,,(n) = (2r)“. 
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(b) S?r,2(z) = (2e’ - 1)‘. The number of nonconflicting executions of two transactions 
is 
#SCr,2(n) = i 2k%,k(r)k 
k=l 
and we have the following asymptotic equivalents: 
#SG,2(n) -m Or)“, #SC,,(n) - 2’r”. n-LX 
(c) $2(z) = erZ(l + z)‘, (p, q) beingapermutation of(l,2). The number oflength-n 
executions of two transactions T(“, Tc2) e quivalent to the serial execution T(“) . Tcq’ is 
#s:;(n)= $ n (r)krnpk 0 k=O k 
and we have the following asymptotic equivalents: 
#%:2(n) ,-_ (2r)“, #St:(n) - F’n’. n+cc 
(d) 5r,2(z) = 2e”( 1 + z)l- (2e’ - 1)‘. The number of length-n serializable executions 
of two transactions is therefore 
#S,,(n)=2. #SF;:(n)-#SC,,(n) 
and we have the following asymptotic equivalents: 
#Sr,2(n) ,-_ Or)“, #S,*(n) - 2F’n’. n+ZF 
Remark 4.3. The model assumes that the entities are accessed uniformly and 
independently by the two transactions. 
(a) Therefore, when r goes towards co, that is, when the size of the database is 
far greater than the cumulated length of the two transactions, the probability that 
no conflict happens grows towards 1. This, with the double inclusion: 
SG2(n)= S,,(n)= &,2(n), 
leads to an intuitive explanation of the asymptotic equivalents: 
#SC,2(n) - #S,,(n) -_ #E,,(n) = (2r)“. r-CC 
(b) On the other hand, when the length n of the execution of T(‘) and Tc2) is far 
greater than the fixed size r of the database, (n growing towards OO), the serializable 
executions become very scarce as their ratio relatively to the total number of 
executions is equivalent to 
r 
r pr n+O 
2”-’ 
when n + ~0. 
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Proof of Theorem 4.2. (a): The number of length-n transactions on the alphabet ?A! 
is r”, so their exponential generating series is erz. From this, and Lemma 4.1, part 
(a) of theorem 4.2 follows. 
(b): The expression for SC,*(z) is deduced by Lemma 4.1 from the expression 
for language SC,, given in Theorem 3.1. The value of #SC,2(n) is obtained by 
expanding SC,,(z) and using the inversion formula giving the expression for rq as 
a function of (I)~ (cf. [2]). 
(c): The number of length-n words in {tip’}* . { tjq’}* is (n + 1); thus, we find the 
expression for ~~;~(z) by Lemma 4.1. From this #S!?;(n) is easily deduced. 
(d) To obtain the asymptotic equivalents we need rather long and technical 
calculus which we do not give here. 0 
4.2. Enumerations associated with timestamp ordering 
From Section 2.5.1 and Theorem 4.2 we have the following proposition. 
Proposition 4.4. (a) The characteristic parameters ( cJ: Section 2.4) for the timestamp 
ordering, in the case of two transactions, are given by the triple 
m(n, r) = (71, 5-2, 731n,r,2,~ = 
#S$n) #S:;;(n) 
#E,,(n) ’ #S,,(n) ’ ’ 
(b) From (a) we have the asymptotic equivalents 
(I) r+m 
lim a(n, r) = (1, 1, l), 
thus lim (T( n, r) = (0, +, 1). 
n-ar 
Remark 4.5. (a) When r grows towards ~0, that is, when the length of the execution 
is far smaller than the size of the database, timestamp ordering is optimal. Its success 
and parallelism ratios are maximal, and its load factor minimal. This intuitive result, 
due to the fact that in such a situation the probability of a conflict between the two 
transactions becomes negligible (cf. Remark 4.3(a)), remains true for all schedulers 
accepting without any modification every nonconflictual execution. This is the case 
for timestamp ordering and two-phases locking. 
(b) When n grows towards 03, the length of the execution becomes far greater 
than the size of the database, and serializable executions become very scarce (cf. 
Remark 4.3(b)). For timestamp ordering this situation results in a success ratio 
reaching towards 0. The value 3 for the parallelism ratio comes from the access 
order to the entities imposed by the scheduler 0. 
4.3. Enumerations associated to two-phases locking 
From Theorem 3.2, whose notations are used, the next results follow. 
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Theorem 4.6. (p, q) being a permutation of { 1,2}, we have 
(4 A!X4z) = C 
Osh+k=r 
(r),(r-h),h “l k 1 _;rIk)z Iik+ 
( ) 1 iz ’ 
The number of length-n executions in At& is 
#A?&(n) = C ,r~h%,h(u~u) (r-h)kslL;,kh(r-k)i 
Osh+k=r 
u+u+i+j=n-l 
and we have the asymptotic equivalents 
#At&(n) ,, 2”-3n(n - I)r” 
_ 
l-r1 
(b) cf& (z) =L r Qr)tz 
l-rz?~nJ=,_,(l-jz). 
The number of length-n executions in Cf;&- is 
and we have the asymptotic equivalents 
Proof. To prove (a) we first obtain an explicit expression for #At2,V(n), using the 
unambiguous language describing Atz,Y.V-(n) (cf. Theorem 3.2). Then, by lengthy and 
rather technical calculus not given here, we get the generating series At?,&z) and 
the associated asymptotic equivalents. 
The demonstration of part (b) proceeds along the same lines. 0 
Proposition 4.7. The asymptotic equivalents of the characteristicparameters (cf Section 
2.4) (denoting v(n, r) = (71, ~2, T3)n,r,2,Y) 
(1) ?i? v(n, r) = (1, 1, 1), 
if r = 1 then 1 else 0, ~ 
thus 
lim v( n, r) = 
2 
- if r = 1 then 1 else 0,oo . 
II+00 rfl’ > 
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Proof. Straightforward from Theorems 3.1 and 4.6. q 
Remark 4.8. The interpretation of the case where r grows towards 00 is the same 
as that in Remark 4.5. In the case where the total length n of the transactions (hence 
the length of the executions) becomes far greater than the size of the database, the 
ratio of executions accepted by two-phases locking approaches a nonzero constant, 
depending only on the size r of the database: 2/ ( r + 1). In other terms, the frequency 
of deadlocked executions is asymptotically equal to 1 - 2/ (r + 1). 
4.4. Comparison of timestamp ordering and two phases locking 
When the length of the execution exceeds by far the size of the database, the 
comparison of the results obtained for timestamp ordering and two-phases locking 
shows the following: 
- The success ratio of two-phases locking is “considerably” better than that of 
timestamp ordering; the former accepting a nonzero proportion of executions, to 
the contrary of the latter. 
- The attribute “optimistic” usually given to timestamp ordering is not justified in 
this case. 
- The above conclusions must be modified for the fact that the load factor of V 
grows towards infinity with the length of the executions. Intuitively, this can be 
interpreted by a continuously growing average delay for the serialization by 
two-phases locking, although it remains constant (and null) in the case of time- 
stamp ordering. 
The two-phases locking is more successful than timestamp ordering in the process 
of serializing without rejecting, at the expense of the duration of the process. 
Remarks and directions for future researches 
(1) The generalization to more than two transactions, the introduction of a biased 
distribution of accesses and of a probability of conflict are in progress. 
(2) Refining the model by taking into account the nature of the accesses (reading 
or writing) is also an object for future research. 
(3) Studying the modifications of the results induced by another strategy for the 
choice of the stamps (e.g., stamping transactions by the order of their first access 
to an entity) is of interest. 
(4) It would be interesting to obtain the asymptotic evaluations of T, , T*, TV when 
n and r grow towards infinity while staying in a constant finite ratio. 
(5) Studying models of other schedulers, and extending them to the case of 
distributed databases is a further direction for future investigations. 
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