Detection of linkage to genes for quantitative traits remains a challenging task. Recently, variance components (VC) techniques have emerged as among the more powerful of available methods. As often implemented, such techniques require assumptions about the phenotypic distribution. Usually, multivariate normality is assumed. However, several factors may lead to markedly nonnormal phenotypic data, including (a) the presence of a major gene (not necessarily linked to the markers under study), (b) some types of gene # environment interaction, (c) use of a dichotomous phenotype (i.e., affected vs. unaffected), (d) nonnormality of the population within-genotype (residual) distribution, and (e) selective (extreme) sampling. Using simulation, we have investigated, for sib-pair studies, the robustness of the likelihood-ratio test for a VC quantitative-trait locus-detection procedure to violations of normality that are due to these factors. Results showed (a) that some types of nonnormality, such as leptokurtosis, produced type I error rates in excess of the nominal, or a, levels whereas others did not; and (b) that the degree of type I error-rate inflation appears to be directly related to the residual sibling correlation. Potential solutions to this problem are discussed. Investigators contemplating use of this VC procedure are encouraged to provide evidence that their trait data are normally distributed, to employ a procedure that allows for nonnormal data, or to consider implementation of permutation tests.
Introduction
Obtaining sufficient statistical power to detect genes influencing complex quantitative traits (i.e., quantitativetrait loci [QTLs]) remains a daunting task (Risch and Merikangas 1996; Allison and Schork 1997) . One class of techniques that has emerged as more powerful than certain alternatives is the estimation of variance components (VC) (Schork 1992 (Schork , 1993 Amos 1994; Amos et al. 1996 Amos et al. , 1997 Fulker and Cherny 1996; Wijsman and Amos 1997; Almasy and Blangero 1998; Williams and Blangero 1999) . Therefore, investigators may justifiably be motivated to use these techniques. Indeed, VC techniques are beginning to be incorporated into genome scans of quantitative traits (e.g., see Comuzzie et al. 1997; Pratley et al. 1998 ). In the context of genetic "model-free" VC mapping in humans, one typically expresses the phenotypic variances and covariances among related individuals as a function of the (estimated) number of alleles shared identical by descent (IBD), at a genetic locus, by those relatives.
However, it is noteworthy that such techniques, as usually formulated, involve maximum-likelihood estimation and likelihood-ratio testing. Specification of the likelihood requires assumption of a particular error distribution within each IBD class. Typically, a multivariate normal distribution is assumed. If the assumed distribution is different from the true error distribution, two classes of problems may occur. First, under the null hypothesis of no linkage between the marker under study and the QTL, the type I error rate may be higher than the specified nominal level-hereafter referred to as the "nominal a level"-or, conceivably, may be lower than this level. Second, if linkage exists, the estimate of the QTL effect may be biased, and statistical power may be affected. In this report, we confine our attention to the first type of problem. We hope that future research will consider the second type of problem (also see Amos et al. 1996; Almasy and Blangero 1998; Williams and Blangero 1999; Wang et al., in press ).
There are several reasons why nonnormality might occur. First-and perhaps foremost-investigators generally undertake QTL-mapping efforts when there is strong prior evidence for a "major" gene or oligogene. Such major or oligogenes will create mixed nonnormal distributions (Matthysse et al. 1979; Schork et al. 1990a Schork et al. , 1990b Schork et al. , 1996 . Although the "within-genotype" or residual distribution may be normal, this does not imply that the overall trait distribution in the population at large will be normal. In fact, one would never want to see a normally distributed phenotype for mapping purposes (see Discussion section). Of course, the presence of a major gene or oligogene implies that somewhere in the genome the null hypothesis of no oligogenic effects is false. However, it does not imply that it is false for the marker locus under study. This point was raised by Lander and Botstein (1989, Appendix A4) in the context of QTL mapping with experimental organisms.
A second possible source for nonnormality is gene # environment (G#E) interaction (Pooni and Jinks 1976) . This can be the interaction either between a major gene or oligogene and the environment or between a polygenic component and the environment.
A third possibility is that a phenotype may simply be "intrinsically" nonnormal. By intrinsically nonnormal, we simply mean that it is not normally distributed, for reasons that have nothing to do with selective sampling, the mixture distributions created by major genes or oligogenes, G#E interactions, or the artificial dichotomization of a continuous trait.
Fourth, some traits may be truly dichotomous or binary, such as diagnosis of type I diabetes. In other cases, investigators either arbitrarily dichotomize a continuous distribution into "high" and "low" categories and treat the new discrete variable as a phenotype taking a value of either 0 or 1 (e.g., see Motum et al. 1993) or assume a threshold process with an underlying multivariate normal distribution (Duggirala et al. 1997) . In either case, the result is a clearly nonnormal distribution.
Finally, another possible reason for nonnormality is selective (extreme) sampling. It is now well established that, under some (but not all) circumstances, selection of individuals or relative pairs that are phenotypically extreme can dramatically increase statistical power (Eaves and Meyer 1994; Zhang 1995, 1996; Allison et al. 1998) . However, if the overall population distribution is normal, then the distribution among those selected on the basis of having extreme phenotypes cannot be normal. In theory, this can be managed appropriately in two ways. One of these ways involves incorporating the phenotypic scores from the individuals not selected for genotyping and using a "full likelihood" implementation, as described elsewhere (Kruglyak and Lander 1995; Eaves et al. 1996) . However, this requires knowledge of the phenotypes of the unselected individuals, which may not be available. The other approach involves incorporating the selection probabilities into the calculation of the likelihood ). However, this requires statistically adjusting the likelihood of the data for the ascertainment event and may reduce the power to detect linkage. Moreover, in some cases, the investigator may not explicitly know the probability of an ascertainment event (e.g., when he or she is recruiting very thin and obese subjects by placing a public advertisement that simply requests very thin and obese people to respond). Thus, when using selective sampling, an investigator employing VC procedures may be forced to ignore (or naively choose or be unaware of) the selection and, thereby, violate an assumption underlying the calculation of the test statistic.
In this report, we consider nonnormality due to these factors, as well as its effects on the type I error rate. We conduct our simulations in the context of a sibling-pair study and use the VC test described by Fulker and Cherny (1996) . Given data on sib-pairs only, the test described by Fulker and Cherny is identical to that described by Amos (1994) and Almasy and Blangero (1998) , when IBD likelihoods are used or when the markers are perfectly informative.
Material and Methods

Design
Our design was 2 levels of sample size # 12 distributions # 3 degrees of residual correlation. By "residual correlation" we mean the correlation between siblings' phenotypes after the genotype's effects at the QTL have been removed. For siblings, this correlation is induced by both other genetic influence on the trait and the shared-common-environment influences on the trait (Neale and Cardon 1992) . A description of the levels for each factor is provided below. For each parameter set, 100,000 simulated data sets were generated under the null hypothesis of no linkage at the marker locus. Type I error rates were evaluated at putative a levels of .05, .01, .001, and .0001. We also tested the procedure and our software with data randomly sampled from a bivariate normal distribution.
Generation of phenotypic data.-For the generation of phenotypic data, we used 12 experiments. Sample histograms of the marginal distributions used in our study have been plotted in figure 1 , and the population means, variances, skewness, and kurtosis coefficients are given in table 1. The values in table 1 were obtained analytically.
Normal distribution.-First, we simulated data from a bivariate normal distribution under the null hypoth-
Figure 1
Histograms from a random sample of individuals, for normal distribution (A), mixture distributions due to unlinked QTLs (B-D), mixture distributions due to G#E (E-G), x 2 distribution with 2 df (H), standard Laplace distribution (I), extreme sampling from a normal distribution (J), and binary distribution with probability of "affection" .5 (K) and .1 (L). For computational convenience, 10,000 observations were used for each histogram, instead of 100,000. esis, to test our software and whether the statistical test being used has asymptotically converged to the x 2 distribution. Mixture distribution.-To simulate a nonnormal mixture distribution due to a QTL (not at the locus under study), we arbitrarily selected scenarios involving biallelic QTL. In the first experiment (mixture 1), the QTL explained 25% of the phenotypic variance, the increasing allele had a frequency of .20, and its mode of action was recessive. For the second experiment (mixture 2), the QTL explained 33% of the phenotypic variance, both alleles had frequencies of .50, and the mode of action was additive. For the third experiment (mixture 3), the QTL explained 25% of the phenotypic variance, the increasing allele had a frequency of .15, and the mode of action was recessive. In each case, the residual distribution within each genotype class was set to be normal, with a variance of 1.0. Although these effect sizes may be larger than those which typically exist for quantitative traits, they are not larger than those commonly estimated by segregation analyses (Schork et al. 1996) , and they allow the effects of nonnormality to be evaluated more clearly.
G#E interaction.-There are many possible models of G#E interaction. To simulate a nonnormal distribution due to G#E interaction, the same mixture models that have been discussed in the immediately preceding subsection were employed, except that the phenotype was computed as rather than as just Y ϭ G ϩ R ϩ G * R , where G is the mean value for the genotype Y ϭ G ϩ R at the QTL and R is the residual term. In these cases, the "residual correlation" is expressed as the correlation in the R component, which, for these cases, will not necessarily equal the phenotype correlation after adjustment for the QTL genotype effects. Specifically, when this scheme was applied, G#E mixture 1 had a QTL effect of 7.14% of the variance; G#E mixture 2, 10%; and G#E mixture 3, 7.14%. This had the desirable feature of allowing us to examine the effects of relatively small QTL effects.
"Intrinsic" nonnormality.-To simulate intrinsic nonnormality, we used two models. In the first model, the marginal distribution for each sibling was x 2 with 2 df; this simulated a markedly skewed distribution. In the second model, the marginal distribution for each sibling was a standard Laplace distribution (Evans et al. 1993 ); this generated a symmetric but heavy-tailed (leptokurtotic) distribution.
Binary distribution.-To simulate a binary (dichotomous) distribution, we began by simulating an underlying genetic model for a quantitative trait, using the same parameters that were used for mixture 2 described above. We then dichotomized the distribution at a given cut point, to produce a Bernoulli distribution with parameter p, where p is the probability of being affected. Two different distributions were chosen. In the first distribution, p was set equal to .5, to simulate a symmetric distribution; in the second distribution, p was set equal to .1, to simulate a skewed distribution. When the data are dichotomized with p set to .10, for population residual correlations of .10, .30, and .50 at the continuous level, the expected values of the sample phenotypic correlation at the dichotomous level are .09, .16, and .25, respectively. When the data are dichotomized with p set to .50, for population residual correlations of .10, .30, and .50 at the continuous level, the expected values of the sample phenotypic correlation at the dichotomous level are .16, .25, and .34, respectively.
Selective sampling.-To simulate a selective sampling situation, data were selectively sampled from a bivariate normal distribution. Sibling pairs were selected if neither sibling had a trait value between the 10th and 90th percentiles, the so-called EDAC (extreme discordant and concordant) design (Dolan and Boomsma 1998) . It is noteworthy that such sampling affects the residual sibling correlation (defined below); specifically, for population correlations of .10, .30, and .50, the expected values of the sample correlation for this extreme sampling are .32, .76, and .92, respectively.
Residual Correlation
By "residual correlation" we mean the correlation between siblings' phenotypes after the effects of genotype at the QTL have been removed. This correlation is a function of both the effects of other genes and the effects of any environmental influence on the trait for which siblings are correlated (Neale and Cardon 1992) . Residual correlation affects the power of VC techniques (Schork 1993) , and it is possible that it also affects type I error rates when normality is violated. Under the null model of no linkage, the residual correlation equals the phenotypic correlation. Residual correlations of .1, .3, and .5 were used. We recognize that .5 is a higher correlation than is often observed in sibling data. We include it here to show the effect that strong residual correlation can have. Moreover, although sibling correlations у.5 are unusual, they have been observed for some common traits, such as height (e.g., see Hopper and Mathews 1983; Keith et al. 1983; Crawford et al. 1993; Christiaens et al. 1997) .
Sample Size
Two sample sizes were used-100 sibling pairs and 500 sibling pairs. All sibling pairs were independent; that is, there was only one sibling pair per family.
Generation of Genotypic Data
Because the model used to test for linkage (see the Linkage-Test Statistic subsection, below) uses only IBD status (and not genotype per se), we directly generated an IBD status for each sibling pair, from a binomial distribution with and , as would be the case 1 n ϭ 2 p ϭ 2 under the null hypothesis. This implies that we are working with perfectly informative markers.
Linkage-Test Statistic
We tested for linkage, using a likelihood-ratio test implemented in a VC model as described by Fulker and Cherny (1996) . In brief, this method specifies the values of the expected 2#2 phenotypic-covariance matrix for groups of sibling pairs, as a function of three parameters or VC. Specifically, the expected variances are equal to , and the expected covariances are equal to
, where p is the proportion of alleles that pairs 2 2 pj ϩ j Q F share IBD, is the variance due to the QTL, rep-2 2 j j Q F resents other sources of variation (both genetic and environmental) that are shared by siblings, and repre-2 j E sents sources of variation that are not shared by siblings. The test was also implemented with the raw data (i.e., not summarized as covariance matrices), for the probability that the pair shares zero, one, or two alleles IBD at the marker locus. However, in the current case, this is identical to using the estimated number of alleles IBD, because the markers are perfectly informative. A likelihood-ratio test is conducted to test the significance of (i.e., under the null hypothesis, no covariation in the 2 j Q trait should be explained by allele sharing, so H 0 :
. When data are normally distributed and the variance 0 components are constrained to be nonnegative, the likelihood ratio for this test is distributed, asymptotically under the null hypothesis, as a : mixture of and
a point mass at zero (Chernoff and Lehmann 1954; Self and Liang 1987) .
Linkage-Testing Software
Several software packages are available that allow VC QTL analysis, including Mx (Neale 1997) , SOLAR (Almasy and Blangero 1998), and ACT . Prior to conducting our main analysis, we generated five sample data sets of 500 pairs each. We then used these test cases to insure the validity of our software. We independently analyzed each data set by using Mx with the raw data, Mx with the covariance matrices only, ACT, and SOLAR. The likelihood-ratio statistics that we obtained by the four different approaches were very similar, confirming the validity and equivalence of these approaches. After this demonstration, all simulations (except the binary case) were conducted with the Mx software. The binary cases were simulated and evaluated by the SOLAR software. In addition, as a final check, several simulations were done on both Mx and SOLAR.
A FORTRAN program was written to simulate data for the various conditions to be tested. This program used the functions g05ddf and g05caf in the Numerical Algorithms Group library, to obtain pseudorandom numbers from, respectively, the normal and uniform distributions. The simulated data were tested for the presence of a QTL, by an Mx script (Neale 1997) . The script, which is given in the Appendix, computed the likelihood of the raw-data vectors, with a model that included effects of a QTL, a residual component shared between siblings, and a residual component not shared between siblings. Twice the difference between the log-likelihood of this model and one in which the QTL effect was omitted was used as a test for the presence of the QTL. This procedure was repeated 100,000 times for each of the models and conditions tested.
Results
Tables 2-7 display the results of the simulation. With normal data (table 2 and figs. 1A and 2A), which serve as a simple validity check on our simulation software, the type I error rates were consistent with the nominal a levels, for samples of 500. However, for the sample size of 100 and low residual correlation, the error probability was slightly conservative (.03, instead of .05, type I error rates). This result appears to be due to the fact that the sample size is not large enough for the likelihood-ratio test to behave as a x 2 . Table 3 and figures 1B-D and 2B-D contain the results for the mixture distributions. As can be seen in table 3, the empirical type I error rates were consistent with the nominal a levels for mixture 2, which was symmetrical and less kurtotic than the normal distribution. However, for mixtures 1 and 3, which were both skewed and leptokurtotic, the type I error rates slightly exceeded a N ϭ sample size (i.e., no. of sibling pairs) used for each simulated data set.
b 100,000 data sets were generated for each parameter set. r ϭ residual correlation.
the nominal a levels. Again, the degree of excess was directly related to the residual correlations. With a sibling correlation of .50, the type I error rate was р.10 for the nominal level, with the highly skewed a ϭ .05 and kurtotic mixture 3. The excess error probability was higher for the smaller sample size than for the larger sample size. Table 4 and figures 1E and F and 2E and F contain the results for the mixture distributions due to G#E interaction. As can be seen in table 4, the empirical type I error rates consistently exceeded the nominal a levels for some cases. The degree of excess was directly related to the residual correlations. With sibling correlations of .50, the type I error rates are often double the nominal a level.
With the skewed ( ) distribution (table 5 and figs.   2 x (2) 1H and 2H), results consistently show that the empirical type I error rates exceed the nominal a levels by a degree that is directly related to the degree of correlation among the sibling phenotypes. With correlations of .30 and .50, the deviations are substantial. Results for the symmetric but kurtotic Laplace distribution are given in table 5 and figures 1I and 2I and are extremely similar, in both pattern and magnitude, to those for the x 2 distribution. Also note that the tails of the distribution of the likelihoodratio test greatly exceed that predicted by the x 2 distribution.
With simulation involving extreme sampling and no correction for the extremity (table 6 and figs. 1J and 2J), results show that the VC statistical procedure employed is quite sensitive to this type of nonnormality. If naively applied without correction to data from extreme samples, it will give far too many false positives when the residual correlation is high. At the .0001 significance level, the type I error rate was у100-fold higher than that predicted by the x 2 distribution, for residual correlation у.30. When the residual correlation is high with the binary distributions (for correlations .5 and .1; table 7 and figs. 1K and 2K), results show that there is an excess of type I errors that is, again, directly related to the degree of residual correlation.
It is interesting to note the relationship between sample size and significance of the tests (size). For the mixture distributions shown in tables 3 and 4, increasing the sample size considerably decreased the size of the test, specifically for the more extreme significance levels. In contrast, the highly kurtotic distributions show in tables 5 and 6 showed virtually no improvement with increasing sample size.
These results suggest that convergence of the likelihood-ratio test to a limiting x 2 distribution is, at best, very slow when highly platy-or leptokurtotic distributions are considered. More generally, when the data are not normally distributed, likelihood theory does not insure that the likelihood-ratio test approaches a x 2 distribution as the sample size increases.
In general, the pattern of results was not dramatically different for different nominal a levels or different sample sizes; the main factors influencing the degree to which the empirical type I error departed from the nominal rate were the marginal phenotypic distribution (specifically the magnitude of leptokurtosis) and residual correlation. This pattern is summarized graphically in figure 2, for 500 sibling pairs and . a ϭ .05 One can note that the typical genetically related influences, such as mixtures of normals, do not greatly inflate the type I error unless those mixtures are very extreme and heteroscedastic. By contrast, incorrectly assuming normality when there is marked kurtosis or skewness leads to a significant increase in the type I error rate, in the presence of sibling correlation.
Discussion
Investigators contemplating the use of a likelihoodratio test in the VC framework, for detection of QTL, can take both comfort and cautions from our results. On the positive side, our validity check shows that three major software packages (Mx, SOLAR, and ACT) yield equivalent answers when applied to the same data. Second, for many of the distributions likely to be encountered by applied investigators, the likelihood-ratio test was remarkably robust. However, on the cautionary side, in some situations the likelihood-ratio test was quite sensitive and resulted in a substantial excess of type I errors.
The current findings show that the likelihood-ratio test in the VC approach to QTL detection considered is robust to some but not all types of deviations from normality that are produced by several different mecha- nisms. The degree of type I error-rate inflation was directly related to the residual phenotypic sibling correlation. With correlations р.50, the type I error rates at the were р.20 for some models. When exa ϭ .05 cessive type I error rates did occur, for samples sizes р500 sibling pairs there was no great diminution of this effect for markedly nonnormal distributions. These results are quite consistent with findings from the general structural equation-modeling literature, showing a 1.5-2-fold inflation of the type I error rate under modestly kurtotic distributions, with sample sizes !1,000 (Hu and Bentler 1992) . On the other hand, for more modest forms of nonnormality and lower residual correlation, the likelihood-ratio test with the VC method appeared to be quite robust.
It is possible that investigators are used to assuming that the statistical tests that they employ are highly robust to violations of normality, particularly when the sample size includes у100 observations. However, this confidence may come from robustness studies involving tests of means. Nearly 50 years ago, Box (1953, p. 318) recognized that tests on variances were less robust. He stated that "it would be appear, however, that this remarkable property of 'robustness' to non-normality which these tests for comparing means possess, and without which they would be much less appropriate to the needs of the experimenter, is not necessarily shared by other statistical tests, and in particular is not shared by tests for equality of variances."
There is a large body of statistical theory concerning both the validity of the likelihood-ratio test under model misspecification and available options for making inferences more robust (e.g., see Foutz and Srivastava 1977; White 1994) . In the context of VC tests, it is clear that nonzero kurtosis is a primary culprit leading to deviations of the test statistic from its asymptotic distribution . A number of alternative tests based on simple corrections of either the likelihood-ratio test or score tests are available White 1994) and could serve as alternatives to the classic likelihood-ratio test when multivariate normality is grossly violated.
It is important to consider the conditions of these simulation studies, to place them in context. These simulations involve sibling pairs, perfectly informative markers, , sample sizes of 100-500, sibling a ϭ .05-.0001 correlations of .10-.50, and particular types of nonnormality. The extent to which our results apply to other sampling units (e.g., large sibships or pedigrees), other types of VC-based tests (Amos et al. 1996) , less-informative markers, or different nominal a levels, sample sizes, sibling correlations, and types of nonnormality remains open to question. It is especially interesting to determine whether results would generalize to the more common case of partially informative markers. Whether such cases would ameliorate or exacerbate the effects of marked nonnormality remains unknown.
Some of the types of nonnormality that we have studied may be more extreme than those commonly encountered in practice. However, others may be quite typical. For example, in two large population-based cohorts that we have reported elsewhere (Allison et al., in press ), body-mass index (BMI [kg/m 2 ]) had skewness coefficients of 1.0-1.2 and kurtosis coefficients of 2.5-3.3. Similarly, the third National Health and Nutrition Examination Survey (National Center for Health Statistics 1997), a nationally representative sample of the U.S. population in whom weight and height were meticu- a "Increasing" allele frequency ϭ .20; mode of action is recessive. b "Increasing" allele frequency ϭ .50; mode of action is additive. c "Increasing" allele frequency ϭ .15; mode of action is recessive; 100,000 data sets were generated for each parameter set. lously measured, had, for BMI, skewness and kurtosis coefficients that were 1.2 and 3.4, respectively, even after adjustment for age and sex (National Center for Health Statistics 1997). These values are quite similar to those for some of the models that we have simulated.
The combination of nonnormality and positive sibling correlation (although perhaps not as high as .50) may be common for several reasons. First, apart from the seemingly unlikely circumstance that siblings are negatively correlated for environmental influences on the phenotype, the presence of some genetic influence on the trait virtually assures that there will be some sibling correlation. If siblings were not correlated for the trait, it is unlikely that a QTL-mapping study would ever be initiated. Second, if there are any "major" genes or "oligogenes" for the trait under study, then this would also produce nonnormality (Lander and Botstein 1989; Wright and Kong 1997) , and, again, one typically enters a QTL-mapping study only when there is a strong priori reason to suspect major genes or oligogenes. Finally, independent of any particular theorizing about genetic effects, it has been noted that, for whatever reason, many human traits are not normally distributed (Micceri 1989) . Thus, the issue raised herein may apply to many QTL-mapping situations.
In this regard, the nonnormality of both the Laplace distribution and other kurtotic but symmetric distributions is of special interest. It points out that analysts should not rely on the apparent symmetry of a distribution as being indicative of normality sufficient for ap- plication of asymptotic inference (Bentler et al. 1991) . Clearly, the nonnormality of the symmetric Laplace-distribution example led to gross violations in the presence of high residual correlations. The reason for this appears to be the combination of (a) overweighting of trait values in the tail, beyond that expected by normality, and (b) a sibling correlation that makes it likely that both values in the sibship will occur in the same area of distribution. Under such circumstances, random IBD configurations that by chance co-occur with higher sharing for such pairs will provide LOD scores that are inflated. Such distortions might be detected in the context of a genome scan, if they lead to an unusually large number of large-LOD-score peaks. Simple transformation will often be sufficient to normalize a nonnormal distribution to such an extent that inference is valid. However, such transformation cannot be assumed to always work. For example, if the x 2 distribution depicted in figure 1H were transformed via a log transformation, the data would still be significantly skewed and kurtotic. Of course, more-general transformations are available (Box and Cox 1964; George and Elston 1988) , but even these are not guaranteed to induce normality. If the distribution is continuous, an inverse Gaussian transformation based on ranks can always be relied on for normalization, although the new reliance on order statistics may create additional issues and potentially decrease power (Wilcox 1997) .
The point that the presence of a major gene or oligogene generates a nonnormal mixture distribution has made been before (Lander and Botstein 1989; Schork et al. 1990a Schork et al. , 1990b Schork et al. , 1996 Amos et al. 1996) but seems not to be widely appreciated. The fundamental quandary in the use of likelihood ratio-based tests of allele sharing for linkage analyses in VC models is that one is typically relying on second-order statistics-that is, variances and covariances-to model a phenomenon (i.e., the presence of a linked gene) that also influences first-order statistics (i.e., means) of the trait distribution. Consider the fact that, if a locus influences a quantitative trait, then individuals with different genotypes will have trait values that cluster around different mean values, thus creating a "mixture" of individuals in the population (i.e., those with different genotypes). The mean effects and frequency of these genotypes will then create (potentially) markedly nonnormal trait distributions, although the distribution of trait values within a particular genotypic category could be normal. By relying on test statistics that do not consider the effects that underlying genotypes have on mean trait values but that, with respect to genotype and phenotype, use only variances or covariances among relatives, one may require, for relevant test-statistic formulation, normality of the overall trait distribution in the population at large. This requirement stands in contrast to the potential existence of a locus
Figure 2
Empirical type I error rate from 100,000 samples of 500 sib pairs, at , for normal distribution (A), mixture distria ϭ .05 butions due to unlinked QTLs (B-D), mixture distributions due to G#E (E-G) x 2 distribution with 2 df (H), standard Laplace distribution (I), extreme sampling from a normal distribution (J), and binary distribution with probability of "affection" .5 (K) and .1 (L).
effect and can create problems. This point requires greater recognition. Linkage tests that simultaneously accommodate the VC but also account for a mixture distribution by modeling the mean genotype effects may be useful in addressing this problem (Schork 1992) , but that approach may be computationally prohibitive (see Schork 1991) . In our study, the presence of a mixture of normals (mixtures 1-3) did not greatly increase the type I error rate until they became extreme and were combined with heteroscedasticity.
With regard to VC, only when it can be established that the asymptotic distribution of this test statistic holds for the application being considered does it seem to be prudent to make inferences based on the likelihood-ratio test. Fortunately, it is possible to make such an assessment via simulation, and methods exist for doing so (e.g., see Iturria et al., in press ). If it is demonstrated that the asymptotic test distribution does not hold, then alternative approaches, involving modifications of the VC method, to make it more robust, can be employed. These approaches may include alternative estimation methods, such as generalized estimation equations (Amos 1994) or least squares (Goldstein 1994; Elston et al., in press ); alternative robust test statistics, such as the robust-score test ; utilization of a multivariate t distribution that allows fatter tails (Lange et al. 1989) ; or computationally intensive permutationbased testing (Guerra et al., in press; Iturria et al., in press) .
A second potential response to marked nonnormality would be to return to more-robust procedures utilizing only pairwise differences between siblings, such as the traditional Haseman-Elston test (Haseman and Elston 1972; Wan et al. 1997) or the nonparametric analogue of it (Kruglyak and Lander 1995) . Given the relatively lower power of pair-difference-based methods compared with the VC approach (Wright 1997; Williams and Blangero 1999) , such a choice may be suboptimal.
A third option is to transform the data to approximate normality, as has been discussed above. In many cases this will work quite well, especially either when the source of nonnormality is scale dependent or in some of the G#E models that we have simulated. However, there is no guarantee that a transformation exists that will make a particular error distribution normal. Moreover, it is possible that, under the alternative hypothesis, such a procedure might decrease power or obscure other traitrelevant phenomena. As stated above (see the Introduction section), the presence of a QTL induces a mixture distribution, and forcing the data to be normally distributed might remove some of the apparent effect of the QTL (Schork and Schork 1989; Schork et al. 1996) .
A fourth option would be to abandon the assumption that the test statistic (twice the natural log of the likelihood ratio) has a particular distribution (i.e., a : x (1) of the test statistic via distribution-free resampling-based techniques (Schork and Schork 1989; Dunn et al. 1993; Good 1994; Guerra et al., in press ), as discussed above. Although theoretically sound, this approach could be computationally demanding.
Fifth, in some cases considered that we have considered, it is possible to alter the likelihood calculation, to account for the nonnormality. This is the case for nonrandom sampling, and, within Mx, SOLAR and ACT, weights or ascertainment correction could be used, provided that the sampling scheme is known. Alternatively, data from nongenotyped sibling pairs used to screen the selected pairs could be included in the analysis, if we assume that the data are missing at random (Little and Rubin 1987; Neale, in press ). For the G#E cases, it may also be possible to model the G#E effect explicitly and to reduce the problem to distributions that are normal when conditioned on the genotypic or environmental values.
Finally, some investigators (Astemborski et al. 1985; Beaty et al. 1985 Beaty et al. , 1987a Beaty et al. , 1987b Amos et al. 1996) have proposed "robust" VC methods, based on quasi-likelihood, that should be less dependent on the normality assumption as discussed above.
In conclusion, results that have been provided herein clearly show that the likelihood-ratio test within the VC QTL-detection procedure studied is robust to some types of nonnormality but is not so to others. Our results certainly indicate that blindly applying the likelihoodratio test in a VC QTL-mapping analysis, without regard to the phenotypic distribution, is an unsound practice. However, we wish to emphasize that we believe that VC models are among our most powerful tools. Thus, we are suggesting both a careful examination of distributions prior to analysis and, when needed, application of modifications/corrections to the standard VC implementation, as has been discussed above (e.g., see Amos et al. 1996; Guerra et al., in press; Wang et al., in press ). Several alternatives that preserve the power of the VC approach under the alternative hypothesis but offer better control of the type I error rate under nonnormality have been discussed. Further research is needed to evaluate, empirically, the performance of these techniques. 
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