Delivering useful hydrological forecasts is critical for urban and agricultural water management, hydropower generation, flood protection and management, drought mitigation and alleviation, and river basin planning and management, among others. In this work, we present and appraise a new methodology for hydrological time series forecasting. This methodology is based on simple combinations. The appraisal is made by using a big dataset consisted of 90-year-long mean annual river flow time series from approximately 600 stations. Covering large parts of North America and Europe, these stations represent various climate and catchment characteristics, and thus can collectively support benchmarking. Five individual forecasting methods and 26 variants of the introduced methodology are applied to each time series. The application is made in one-step ahead forecasting mode. The individual methods are the last-observation benchmark, simple exponential smoothing, complex exponential smoothing, automatic autoregressive fractionally integrated moving average (ARFIMA) and Facebook's Prophet, while the 26 variants are defined by all the possible combinations (per two, three, four or five) of the five afore-mentioned methods. The findings have both practical and theoretical implications. The simple methodology of the study is identified as wellperforming in the long run. Our large-scale results are additionally exploited for finding an interpretable relationship between predictive performance and temporal 2 dependence in the river flow time series, and for examining one-year ahead river flow predictability.
Introduction
Understanding and modelling hydrological phenomena and their changes in time are placed among the most important considerations and challenges for both hydrological science and engineering hydrology (see Montanari et al. 2013; Blöschl et al. 2019 ) in recognition of the significant theoretical, environmental, sociological and economic implications arising from their nature.
Offering solid grounds for progressing our understanding of changes in general, hydrological changes have been studied and explored since the early beginnings of science (Koutsoyiannis 2013) . Moreover and along with this theoretical viewpoint and research orientation, interpreting and characterizing changing behaviours and patterns in hydrological process regimes through thorough analyses and model-fitting investigations (see e.g., Carlson et al. 1970; Yevjevich 1987; Montanari et al. 1996 Montanari et al. , 1997 Montanari et al. , 2000 Koutsoyiannis 2002; Montanari 2012; Steirou et al. 2019) can naturally and traditionally guide many of our modelling choices and methodological assumptions.
Here the interest is in predictive modelling of hydrological processes.
Predictive modelling is defined and distinguished from explanatory and descriptive modelling in Shmueli (2010) . In predictive modelling, issuing accurate predictions of new or future observations is the only target and, as a result, interpretability is often sacrificed to gain flexibility. Algorithmic modelling (distinguished from data modelling in Breiman 2001) is, therefore, relevant when the interest is solely in prediction. Most of the recent algorithmic modelling advances are made in the field of machine learning (see e.g., Hastie et al. 2009; Alpaydin 2010; James et al. 2013 ). Machine learning (or statistical learning) predictive algorithms are increasingly popular in applied and data-driven hydrology (see e.g., Jayawardena and Fernando 1998; Sivakumar et al. 2002; Chau et al. 2005; Chau 2007 ; Koutsoyiannis et al. 2008; Sivakumar and Berndtsson 2010; Papacharalampous et al. 2018a,b,c; Abbas and Xuan 2019; Papacharalampous et al. 2019a,b; Tyralis et al. 2019a,c,d; Papacharalampous et al. 2020a,b ; see also the reviews and/or guidelines by Solomatine and Ostfeld 2008; Maier et al. 2010; Raghavendra and Deka 2014; Tyralis et al. 2019b ).
Based on Shmueli (2010) , one should recognise and value both the practical and scientific aspects of predictive modelling of hydrological processes. The practical value is easy-to-perceive. Useful hydrological predictions (e.g., river flow forecasts) are required both at large and fine timescales for optimizing urban and agricultural water management, hydropower generation, flood protection and management, drought mitigation and alleviation, and river basin planning and management, among others.
Optimal management practices in engineering hydrological contexts can, in their turn, greatly benefit the environment and the society, ensuring both environmental sustainability and economic growth. On the contrary, sub-optimal choices can have severe (and sometimes irreversible) environmental and sociological impact.
Even when predictive modelling is data-driven, scientific value is identified −along with practical value− e.g., in (i) acquiring knowledge on process predictability (for interesting theoretical discussions on the subject, see Koutsoyiannis 2010 Koutsoyiannis , 2013 across various locations of the globe, and (ii) understanding predictive performance patterns by investigating their possible relationships with process behaviours and patterns. In spite of the interest captured in point (ii), predictive performance assessments and model-fitting investigations are usually carried out independently in the literature. Here, we move a step forward by deviating from this dominant trend. This is the first novel point of our study.
We forecast mean annual river flow time series by exclusively using information about their past (i.e., endogenous predictor variables). The statistical and data-driven hydrological literature presents numerous case studies issuing and assessing this type of hydrometeorological time series forecasts (see e.g., Sivakumar et al. 2002; Koutsoyiannis et al. 2008; Papacharalampous et al. 2018c; Aguilera et al. 2019) , which are especially meaningful at large time scales (i.e., the annual, seasonal and monthly ones). Such works have been categorized according to their primary focus, the hydrometeorological process examined, the data level and the forecast horizon by Papacharalampous et al. (2019a) . Methodological information on selected characteristic examples of such studies is also detailed in Papacharalampous et al. (2018a) . Here we perform one-step ahead forecasting.
Predictive modelling can be reliably advanced under the big data approach. This approach is especially meaningful when predictive modelling is data-driven (for relevant discussions, see Boulesteix et al. 2018 ); yet, big data time series forecasting is rarely performed in the geoscientific literature (see e.g., Tyralis and Papacharalampous 2017; Papacharalampous et al. 2018a,b; Tyralis and Papacharalampous 2018; Papacharalampous et al. 2019a ) and even beyond geoscience (see e.g., Carta et al. 2019; Petropoulos and Svetunkov 2020) . Here we follow this reliable approach by exploiting a river flow dataset compiling 90-year long information from approximately 600 stations.
The exploited stations are mostly located in two continental-scale regions, specifically North America and Europe. The dataset represents various climate and catchment characteristics and is, thus, ideal for benchmarking purposes. Big data one-step ahead annual river flow forecasting is here performed for the first time in the literature. This is the second novel point of our study.
Time series forecasting using individual models can offer a certain degree of accuracy that could be improved through model combinations (see e.g., the classical work by Bates and Granger 1969, and the reviews by Granger 1989; Wallis 2011; Sagi and Rokach 2018) . Here we are explicitly interested in simple combinations. Despite their simplicity, these combinations are known to outperform in many forecasting problems more complex combination methodologies (see e.g., the related discussions in De Gooijer and Hyndman 2006; Smith and Wallis 2009; Lichtendahl et al. 2013; Graefe et al. 2014; Hsiao and Wan 2014; Winkler 2015; Claeskens et al. 2016) . In fact, building a sophisticated combiner that beats a simple combiner is that puzzling, that is often referred to in the literature as the "forecast combination puzzle" (see e.g., Smith and Wallis 2009; Claeskens et al. 2016) . Model combination methodologies are a new topic in hydrological time series forecasting. Here we introduce a simple hydrological time series forecasting methodology falling into this category (as well as several variants of this methodology) and perform one of the most systematic empirical assessments ever made on simple combinations even beyond hydrology (and geoscience). These are the third and fourth novel points of our study respectively.
Despite their varying characteristics and modelling-culture traits, the stochastic and machine learning model families have been found to be mostly equally competitive in hydrological time series forecasting at large time scales (see the big data forecasting investigations in Papacharalampous et al. 2018a,b; Tyralis and Papacharalampous 2018; Papacharalampous et al. 2019a) . Therefore, for our simple combinations we exploit models from both these families. From the stochastic family, we implement an autoregressive fractionally integrated moving average (ARFIMA) forecasting model by Hyndman and Khandakar (2008) , simple exponential smoothing (SES) by Brown (1959;  see also , and complex exponential smoothing (CES) by Svetunkov and Kourentzes (2016) .
The ARFIMA process (Granger and Joyeux 1980; Hosking 1981) is an extension of the autoregressive integrated moving average (ARIMA) process by Box and Jenkins (1970) . Being an analogous of the fractional Gaussian noise process (Kolmogorov 1940; Hurst 1951; Mandelbrot and Van Ness 1968 ; see also the popularizing work by Koutsoyiannis 2002 , the dataset explorations in Papacharalampous et al. 2018a Papacharalampous et al. ,b,c, 2019a , and the big data predictive modelling application in , ARFIMA is appropriate for modelling long-range dependence. The latter is a changing behaviour that is known to characterize the various hydrological processes to a larger or smaller extent (Koutsoyiannis 2002) . AR(F)IMA models have been widely applied in stochastic hydrology (see e.g., Carlson et al. 1970; Yevjevich 1987; Montanari et al. 1996 Montanari et al. , 1997 Montanari et al. , 2000 Montanari 2012; Papacharalampous et al. 2018a,b,c; Tyralis and Papacharalampous 2018; Papacharalampous et al. 2019a ; see also the overview by Sivakumar 2016, Chapter 3). While ARFIMA and SES have been implemented in the hydrological time series forecasting literature (the former far more frequently than the latter), CES is implemented here for the first time. This is the fifth novel point of our study.
As a new representative of the machine learning family of time series forecasting models, we here apply Facebook's Prophet by Taylor and Letham (2018) while here we present its first exploitation within a forecast combination methodology. This is the sixth novel point of our study.
Our aims are to: (1) introduce a simple combination methodology for hydrological time series forecasting, and extensively test its performance (related to the third and fourth novel points respectively; see above) by exploiting a big dataset and by complying with the principles of forecasting (see e.g., Armstrong 2001; Hyndman and Athanasopoulos 2018); (2) investigate the existence of possible relationships between predictive performance and temporal dependence in river flow time series, specifically river flow autocorrelation and long-range dependence (related to the first novel point); and (3) examine −in interpretable terms− one-year ahead river flow predictability within two continental-scale case studies. These aims have both practical and theoretical orientation.
Data and methods
In this section, we present the experimental data and methods of the study. Statistical software information is independently provided in Appendix A.
River flow dataset
We exploit information from the Global Streamflow Indices and Metadata archive, made available by Do et al. (2018b) and Gudmundsson et al. (2018b) . Documentations of this archive can be found in Do et al. (2018a) and Gudmundsson et al. (2018a) . From the entire archive, we first retrieve all mean annual river flow time series that simultaneously satisfy the following three conditions: (i) they are at least 90-year-long, 
Forecasting and testing methodology

Base methods
We implement five individual forecasting methods (hereafter referred to as "base methods") with different characteristics and properties. The first and simplest one is Naïve. Its forecasts are equal to the last value of the training segment (i.e., the time series segment containing all historical information exploited in forecasting). Because of its simplicity, interpretability and good performance in various real-world forecasting problems, this method is frequently used as a benchmark in the literature (see e.g., Hyndman and Athanasopoulos 2018, Section 3.1). It is also our benchmark herein.
Another (rather) simple method that is implemented in this study is SES. As indicated by its name, SES is the simplest method from the exponential smoothing family of forecasting models. This method calculates weighted averages by assigning weights to the historical values. These weights decrease exponentially as we move from the most historical recent values to the more distant ones. As explained in Hyndman and Athanasopoulos (2018, Section 7.1), SES is in-between our last-observation benchmark (see above) and the average method. In fact, these two simple methods can also be considered to calculate weighted averages. In Naïve, a weight equal to 1 is assigned to the last value of the training segment and weights equal to 0 are assigned to the remaining values. In the average method, on the other hand, equal weights (summing up to 1) are assigned to all values of the training segment. The one-step-ahead forecast of SES at time t + 1 is a weighted average of the last value of the training segment xt and its forecast ft, which is equivalent to a weighted average of all observations of the training segment x1, …, xt. The forecasting equation includes two parameters, which are estimated on the training segment by using the maximum likelihood method. SES performed well on the M3-competition data (Hyndman et al. 2002) .
The second exponential smoothing method exploited in the study is CES. CES is a nonlinear forecasting method that uses the theory of functions of complex variables (i.e., variables involving a real part and an imaginary part). Unlike most exponential smoothing models, this method does not perform time series decomposition, thereby avoiding the arbitrary distinction between level and trend components, and eliminating the model selection procedure (Svetunkov and Kourentzes 2015) . A simple combination of CES and three other forecasting methods (specifically, the exponential smoothing ETS, automatic ARIMA and dynamic optimised theta methods) performed well in the M4competition (Petropoulos and Svetunkov 2020) .
We also implement automatic ARFIMA. The training procedure of this forecasting method is detailed in Hyndman et al. (2019;  see also Hyndman and Khandakar 2008; Fraley et al. 2012) . In summary, the following sequential steps are taken: (a) Estimation of d by fitting an ARFIMA(2,d,0) model; (b) fractional differencing of the time series by using the d estimate obtained at step (a); (c) selection of an ARMA model for the fractionally differenced time series obtained at step (b) by using the maximum likelihood method; and (d) re-estimation of the full ARFIMA(p,d,q) model by using the algorithm by Haslett and Raftery (1989) . For the definition and theory of ARFIMA models, the reader is referred to Wei (2006, pp. 489-494) .
The last base method implemented in the study is Prophet, a fast and quite interpretable machine learning method. This method was originally designed for forecasting time series that are of interest in Facebook. Details on Prophet are available in Taylor and Letham (2018, Section 3) . In summary, it uses the additive decomposable time series model by Harvey and Peters (1990) , which is similar to the generalized additive model by Hastie and Tibshirani (1987) . Prophet is considered to be more flexible than AR(F)IMA models.
Simple combination methods
To combine the forecasts of the base methods, we employ a simple forecast combiner.
This combiner computes the median of forecasts. We apply 26 variants of this combiner (also referred to as "simple combination methods"). These variants are defined by all possible combinations (per two, three, four or five) of the base methods; therefore, each of them exploits a number of forecasts that is varying from two to five. In detail, two forecasts are exploited by 10 variants, which simply compute the sample mean of these forecasts. (The median of two forecasts is equal to their mean). Three forecasts are exploited by 10 variants, which simply compute the sample median of these forecasts.
Four forecasts are exploited by five variants, which simply compute the sample mean of the two middle (in magnitude) forecasts. (The median of four forecasts is equal to the mean of the two middle forecasts). Lastly, five forecasts are exploited by one variant, which simply computes the sample median of these forecasts. When more than two forecasts are exploited, the simple combiner of the study (delivering a median value) is theoretically expected to be more robust than simple averaging (delivering a mean value).
Forecast accuracy metrics
We compute five forecast accuracy metrics. For the definitions of these metrics, let us consider a forecasted time series of n values and its target values, with the former denoted with f1, f2, …, fn and the latter with x1, x2, …, xn.
The mean absolute error (MAE) metric is defined by
The mean absolute percentage error (MAPE) metric is defined by
The median absolute error (MdAE) metric is defined by
where mediann{} denotes the sample median of n data points.
The median absolute percentage error (MdAPE) metric is defined by
The root mean square error (RMSE) metric is defined by independent. Discussions and justifications on the appropriateness of these metrics for forecasting performance assessment can be found in Armstrong and Collopy (1992) , and Hyndman and Koehler (2006) .
Forecasting and testing workflow
We describe here below the forecasting and testing workflow for a single 90-year-long river flow time series; the extension to all time series is straightforward.
Step 1. Extract 10 data blocks from the time series. These blocks correspond to 80-
year time periods and serve as training segments for the application of the base methods. They start from the 1 st , 2 nd , 3 rd , …, 10 th value of the time series and end with its 80 th , 81 st , 82 nd , …, 89 th value respectively.
Step 2. Train the base methods (see Section 2.2.1) separately on each training segment. In total, 5 (number of base methods) × 10 (number of training segments) = 50 trained models are obtained.
Step 3. Obtain the one-year ahead forecasts of the base methods for the last 10 mean annual river flow values by using all the trained models obtained at step 2 in one-step ahead forecast mode. In total, 50 one-year ahead forecasts are obtained. These forecasts form five 10-point-long forecasted time series (corresponding to the last 10 mean annual river flow values), each obtained by using a different base method. Negative forecasted values are replaced with zero.
Step 4. Compute the one-year ahead forecasts of the simple combination methods (see Section 2.2.2) by exploiting the forecasted time series obtained at step 3. In total, 26 10-point-long forecasted time series are obtained, as many as the simple combination methods.
Step 5. Compute the metric values (see Section 2.2.3) for all 10-year-long forecasted time series. In total, 5 (number of metrics) × 31 (number of 10-point-long forecasted time series, obtained at steps 3 and 4) = 155 metrics values are computed.
Step 6. For each different metric, rank the methods from 1 st (best-performing) to 31 st (worst-performing) according to the metric values. In total, five rankings are performed, as many as the different metrics computed.
Step 7. For each different metric, compute the relative improvements provided by all methods with respect to the benchmark (i.e., Naïve). The results of the forecast performance investigations are presented in Section 3.1, where aim (1) of the study (see Section 1) is addressed. The results in terms of RMSE are also essential for addressing aims (2) and (3) of the study; therefore, they are further exploited as detailed in Sections 2.4 and 2.5 respectively.
Temporal dependence assessment
We compute the sample autocorrelation function at lag 1 for the entire 90-year long time series of the study (see Section 2.1). We also fit the fractional Gaussian noise process to these time series by implementing the maximum likelihood method (Tyralis An analogous fitting is made between the relative improvements and their corresponding Hurst parameter estimates. We also compute the Pearson's r coefficient for the two regression settings. The results of these investigations are presented in Section 3.3.
Predictability assessment
We examine one-year ahead river flow predictability by computing the relative improvements provided by the best-performing method for each of the examined time series (i.e., the method ranked 1 st in terms of RMSE) with respect to the last-observation benchmark, and their average across all river flow stations. The larger (smaller) these relative improvements, the larger (smaller) the relative one-year ahead predictability of annual river flow. Zero relative improvements indicate that the maximum levels of one-
year ahead river flow predictability are reached by using the last-observation benchmark. The results of these investigations are presented in Section 3.4.
Results and discussions
Forecasting performance of simple combinations
In this section, we present the results of the big data forecasting investigations and provide their interpretation. In what follows, we pay particular attention to the assessment in terms of RMSE. Despite this focus, we also present and outline the results in terms of MAE, MAPE, MdAE and MdAPE. This multi-faced presentation is important, since different metrics could be support different applications.
We present the average rankings of the 31 methods conditional on the region and the metric (see Figure 2 ). First, we observe that, independently of the region and the metric, the benchmark has the worst average ranking across the examined rivers. It is, therefore, meaningful for someone to consider using the remaining 30 methods, which are more sophisticated and require longer records. In what follows, the benchmark will be also representing all weak methods that could be used as base methods under a simple forecast combination approach. For the entire dataset (composed by 599 time series; see the presentations under the label "Globe") and in terms of RMSE, the combiner of (1),(2),(4),(5) is the best-performing method with average ranking equal to 12.73, while the best-performing base method (i.e., the automatic ARFIMA method) has average ranking equal to 14.01. Independently of the region and the metric, most of the simple combination methods perform equally well or even better than each of their base methods. Figure 2 . Average rankings of the methods conditional on the region and the metric. Each presented value concerning the entire dataset, Region A and Region B summarizes 599, 417 and 153 values for respectively. The lower the average ranking the better the average-case performance.
To additionally assess how large the differences in predictive performance are between the methods, we present the average values of the scale-independent metrics (see Figure 3 ) and the average relative improvements provided by all methods with respect to the benchmark in terms of the scale-dependent metrics (see Figure 4 ). The presentation is made conditional on the metric, the method and the region. By examining Figure 3 , we understand that all methods (with few exceptions) exhibit very close performance in terms of MAPE and MdAPE. The various forecasting methods differentiate more with each other in Figure 4 .
Perhaps the most important observations extracted from this latter figure concern the assessment in terms of RMSE (and MAE) and are the following: (i) All four combiners exploiting a well-performing method (i.e., only one of methods (2), (3), (4), (5) of the study) and a bad-performing one (i.e., method (1) of the study) improve over the performance of the bad-performing method from approximately 13% to approximately 17%; and (ii) all the remaining 22 simple combination methods are at least as good (roughly), and usually better, than each of the base methods.
The combiner of (1),(4),(5) is the best-performing method in terms of RMSE and for the entire dataset. This method combines the results provided by the benchmark, ARFIMA and Prophet. It improves over the performance of the benchmark on average by 18.91%, while the respective average relative improvement provided by the bestperforming base method is 17.96%. This could be important in technical applications that rely on accuracy in the long run, given that the remaining three well-performing base methods provide improvements that are equal to 16.89%, 15.71% and 14.63%.
For Region A, the average respective improvement in terms of RMSE offered by the best-performing simple combination method is 19.21%. This method is again the combiner of (1),(4),(5), while the best-performing base method improves over the performance of the benchmark by 18.10%. Finally, for Region B the best-performing simple combination methods are the combiner of (1),(4),(5) (again) and the combiner of (1),(2),(4),(5). These methods improves over the performance of the benchmark on average by 20.37% and 20.29% respectively in terms of RMSE, while the respective improvements offered by the best-and worst-performing base methods are 20.00% and 16.89% respectively. It is relevant to note, at this point, that both the aforementioned simple combination methods exploit the forecasts by Naïve, ARFIMA and Prophet.
To further increase our understanding on how simple combination methods can be used to reduce risk in hydrological forecasting and other geoscientific and environmental contexts, we qualitatively present the normalized densities of the rankings conditional on the method and the metric (see Figures 5 and 6 ). Additionally, we present the number of times that each method is ranked in the first five, ten and fifteen places conditional on the metric (see Figure 7 ) and the rankings in terms of RMSE conditional on the method and the river (see Figure 8 ). By collectively examining these figures, we first observe that, independently of the metric, the benchmark is ranked at the last few positions for many of the 599 examined river flow time series. Especially in terms of MAE, MAPE and RMSE, rankings that are equal to 31 are by far the most frequent ones. Second, we observe that the performance of the remaining base methods (i.e., SES, CES, ARFIMA and Prophet) is largely varying from case to case with the very good and very bad performances (roughly represented by rankings 1-10 and 21-31 respectively) being more frequent than medium performances (roughly represented by rankings 11-20). Figure 5 . Sinaplots of the rankings of the methods in all conducted tests conditional on the metric (part 1). The lower the ranking the better the performance. Figure 6 . Sinaplots of the rankings of the methods in all conducted tests conditional on the metric (part 2). Methods (1),(2),(3),(4),(5) are defined in Figure 5 . The lower the ranking the better the performance. Figure 7 . Times that each method is ranked among the five, ten and fifteen bestperforming ones in all conducted tests conditional on the metric. The lower the ranking the better the performance. Figure 8 . Rankings of the methods in all conducted tests in terms of RMSE. The lower the ranking the better the performance.
Here again it is useful to roughly classify the 26 variants of the simple combination methodology of the study into two main groups. The first group includes the variants that combine the benchmark with one of the remaining base methods. In terms of MAE, MAPE and RMSE, these variants provide improvements with respect to the benchmark and deteriorations with respect to the other base method. In fact, while a signifficant portion of their forecasts is ranked in the ten first positions, most of their forecasts are ranked in the last ten positions. Fewer forecasts are of medium quality. On the other hand, in terms of MdAE and MdAPE most of their forecasts are ranked in the first five and the last five positions. A smaller portion is ranked from 6 th to 10 th and from 21 st to 26 th (roughly). Medium performances are also less frequent for these metrics.
The second group includes all simple combination methods that combine either (i) only base methods other than the benchmark or (ii) the benchmark with at least two other base methods. Different patterns are created by the various methods falling into this group. Nonetheless, a common characteristic of most of these methods is that they tend to produce forecasts that are ranked far from some few best positions but also far from some few worst positions (therefore, for them orange mostly dominates white and magenta in Figure 8) . A representative example is the combination of (3),(4). This method mostly delivers forecasts that could be characterized as good to medium in terms of rankings.
Other good examples are all combiners combining any four or five methods, which manage to mostly eliminate forecasts that are ranked in the last five positions with a concomitant profit in average-case performance.
We believe that the illustrations presented in this subsection, and the delivered interpretations and insights should be encountered as an empirical explanation of how simple combination methods in general and the simple combination methodology of the study in particular could manage to reduce uncertainty in various geoscientific modelling contexts. In the problem examined herein (i.e., one-step ahead forecasting of annual river flow time series), considerable improvements seem to be achieved in the long run by sacrificing some excellent yet case-dependent forecasting performances.
Before moving to the remaining investigations and discussions (that focus less on the new methodology and more on the river flow processes), it is highly relevant to consider the fact that ARFIMA and SES (i.e., the best-performing individual methods in our experiments) have been identified as two hard-to-beat (in the long run) time series forecasting methods within big data time series forecasting competitions (conducted in the forecasting field). Here, we have managed to beat both these well-performing methods (that could excellently serve as good benchmarks in hydrological time series forecasting tests) by applying several variants of the simple combination methodology of the study. This is fairly one of the most important outcomes of this study.
Temporal dependence in the annual river flow time series
Summaries of the computed sample autocorrelation values at lag 1 and the Hurst parameter estimates are presented in Figures 9 and 10 respectively. We observe that autocorrelation at lag 1 is mostly positive with a mean equal to approximately 0.2, indicating low correlation on average between two subsequent data points in the river flow time series. Moreover, the Hurst parameter is mostly larger than 0.5 with a mean slightly larger than 0.6, indicating mostly low (but not negligible) long-range dependence on average. Studying temporal dependence in hydrological processes is of traditional interest to hydrological scientists (see e.g., Montanari et al. 1996 Montanari et al. , 1997 Montanari et al. , 2000 Koutsoyiannis 2002; Montanari 2012; . Therefore, exploiting the big dataset of this study for better understanding river flow autocorrelation and long-range dependence in river flow processes is by itself an important outcome from a theoretical point of view with several implications in practice. Yet, the results of the temporal dependence assessment are mostly auxiliary herein for delivering the results of Section 3.3.
Forecasting performance versus temporal dependence
To better understand forecasting performance, with Figures 11 and 12 we examine how the relative improvements provided by all methods with respect to Naïve change with increasing sample autocorrelation at lag 1 and Hurst parameter estimate of the fractional Gaussian noise respectively. We observe that the last year's observation is more likely to consist a better forecast than the forecast produced by sophisticated methods as the magnitudes of autocorrelation and long-term persistence increase. This is an important outcome of the present study. Figure 11 . Aggregated relative improvements in terms of RMSE provided by each method with respect to the benchmark for each of the 599 catchments (30 × 599 = 17 970 values) in comparison to the sample autocorrelation at lag 1. Orange and magenta data points denote low and high density respectively, while the black line denotes the linear model fitted to these data points. The vertical axis has been truncated at −130. The vertical axis has been truncated at −130.
One-year ahead river flow predictability
Relative improvements with respect to the benchmark of the study (whose one-year ahead forecast is last year's mean annual river flow) are also considered herein as a proper measure to assess -in relative terms-one-year ahead predictability of river flow and, consequently, as an alternative to the Nash-Sutcliffe efficiency (Nash and Sutcliffe 1970) . The latter has been exploited e.g., in Papacharalampous et al. (2018b) for assessing multi-step ahead predictability of monthly temperature and precipitation. The good properties of relative error measures are well-understood in the forecasting literature (see e.g., the discussions in Davydenko and Fildes 2013) . Moreover, we find that the relative improvements with respect to Naïve can remarkably facilitate interpretability, since they allow answering the following research question: How much better (or worse) are the forecasts of sophisticated methods with respect to simply using the last year's observation?
In Figure 13 , we present in an aggregated form the 599 relative improvements in terms of RMSE provided by the best-performing method at the catchment level with respect to the benchmark. The following three observations can be extracted from this figure: (i) The benchmark exhibits the best performance only for eight river flow stations; (ii) the average of the presented relative improvements is approximately 25% (as expected, larger than the average relative improvements in terms of RMSE computed for each method separately; see Figure 4 ); and (iii) relative improvements that are larger than 40% are infrequent. 
Summary and take-home messages
Big data time series forecasting is rarely performed in the geoscientific and environmental literature. Nonetheless, new forecasting approaches should be first tested on big datasets before applied in engineering contexts. In this work, we have followed this important principle to identify the advantages and disadvantages of a simple combination methodology for hydrological time series forecasting. This new methodology is based on the median combiner of forecasts. We have used 90-year-long annual river flow data from 599 river flow stations. These stations are mostly located in North America (417 river flow stations) and Europe (153 river flow stations). We have applied a benchmark scheme (i.e., the one based on the preceding year's river flow), three stochastic models (i.e., simple exponential smoothing -SES, complex exponential smoothing -CES, and autoregressive fractionally integrated moving average − ARFIMA) and a newly proposed (yet well-checked) machine learning algorithm (i.e., Prophet) to forecast the last 10 values of each time series. The application is made in one-step ahead forecasting mode. All the applied individual methods are fully automatic and fast; therefore, they are appropriate for big data time series forecasting. We have also applied 26 variants of the simple combiner. These variants are defined by all the possible combinations (per two, three, four or five) of the five afore-mentioned individual methods. Apart from extensively testing the median combiner of forecasts in the context of one-step ahead annual river flow forecasting, we have also investigated the existence of possible relationships between forecasting performance and temporal dependence in the annual river flow time series, and quantified −in relative terms− one-year ahead river flow predictability. Our findings have both practical and theoretical implications.
The key outcomes and take-home messages of this work are the following:
o The simple combiner of the study can be used for achieving performance improvements in the long run.
o On average across all the examined river flow stations, the simple combiner of the study has improved over the performance of the benchmark by 18.91% in terms of root mean square error (RMSE), while the average relative improvements provided by the individual methods (other than the benchmark) have been found equal to 17.96% (ARFIMA), 16.89% (SES), 15.71% (CES) and 14.63% (Prophet).
o Beating ARFIMA and SES (as achieved herein) is particularly important, since these two time series forecasting methods are simultaneously traditional and hard-tobeat in the long run.
o The best-performing method identified in the study (based on the relative improvements in terms of RMSE) is the variant of the simple combiner that exploits the forecasts delivered by ARFIMA (i.e., the best-performing individual method), the benchmark (i.e., the worst-performing individual method) and Prophet.
o Long-run performance improvements seem to be achieved by sacrificing some excellent yet case-dependent forecasting performances.
o Combining more than two individual methods under the simple combination approach of the study is safer than combining only two individual methods.
o The last-observation benchmark is more likely to outperform sophisticated time series forecasting methods as the magnitudes of autocorrelation and long-term persistence increase.
o Still, this benchmark outperformed all the remaining 30 methods of this study only for eight river flow time series in terms of RMSE.
o The relative improvements provided by the best-performing method (different for each river flow time series) with respect to the benchmark is an interpretable −yet uncommon− way to examine hydrological process predictability. We therefore suggest their future use in hydrological contexts, given the fact that relative error measures are well-established in the forecasting literature.
o The average of these relative improvements across all the examined stations is approximately 25% in terms of RMSE, i.e., relative one-year ahead river flow predictability is remarkably high.
We would like to conclude by remarking, once again, the high practical relevance of our big data investigations. We believe that simple combination methods in general, and the simple combiner of the study in particular, could be exploited in various predictive modelling concepts in geoscience and environmental science for increasing robustness and improving predictive performance in the long run. We hope that the present study will increase understanding on how such combinations work and build confidence in their use.
Appendix A Statistical software information
The analyses and visualizations have been performed in R Programming Language (R Core Team 2019). We have used the following contributed R packages: data.table 
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