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Notations
Sets of numbers: The sets of natural numbers and the set of integers will be
denoted with the symbols N and Z, respectively. The symbols Q, R and C will
denote the fields of rational, real and complex numbers, respectively.
Multi-index notations: k = (k1, . . . , kn) in Nn is called an n-integer or multi-
index, and the order of k is defined as |k| = k1 + · · · + kn. We will also use the
following notations:
k! = (k1!) . . . (kn!), xk = xk11 . . . x
kn
n if x = (xi) ∈ Cn
and ∂kx =
∂|k|
∂xk
=
∂|k|
∂xk1 . . . ∂xkn
.
If l and k are two n-integers, we denote by k+ l the n-integer defined as k+ l =
(k1 + l1, . . . , kn + ln). Ordering Nn by the relation
k ≤ l ⇐⇒ ki ≤ li ∀i = 1 . . . n,
we can define k − l = (k1 − l1, . . . , kn − ln) if k ≥ l and we write(
l
k
)
=
l!
(l − k)!k! , if l ≥ k; otherwise
(
l
k
)
= 0.
Pullbacks and pushforwards: We denote by
• ψ∗(f) the pullback of a function f given by
ψ∗(f) = f ◦ ψ.
• ψ∗(f) the pushforward of a function f given by
ψ∗(f) = f ◦ ψ−1
=
(
ψ−1
)∗
(f),
where the last equation makes sense only if ψ is invertible.
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• ψ∗(t) the pullback of a distribution t given by〈
ψ∗(t), f
〉
=
〈
t, f ◦ ψ−1〉,
where the last equation makes sense only if ψ is invertible.
• ψ∗(t) the pushforward of a distribution t given by〈
ψ∗(t), f
〉
=
〈
t, f ◦ ψ〉.
vi
Introduction
The objective of this thesis is to analyze certain results presented by Nguyen
Viet Dang in his article on the extension of distributions on Riemannian mani-
folds (cf. [5]). Some of his proofs were thoroughly revised. In addition, correc-
tions or more detailed descriptions and explanations were added to them.
In the present work, we study the renormalization of perturbative quan-
tum field theory (pQFT) as a problem of extension of distributions originally
defined on the complement of a closed set in a manifold. Our approach is
simpler in the case of locally Euclidean quantum field theories (QFT). There-
fore, we choose to work with spacetimes which are d-dimensional Riemannian
manifolds (instead of pseudo-Riemannian manifolds). This has the advan-
tage that we deal only with the Green functions and there are no time ordered
products of fields. The geometric view also favours the study of renormal-
ization in coordinate space. This is crucial for theories with curved spacetime
backgrounds; in such scenarios, translation invariance is lost and the study of
renormalization in momentum space is not possible. In addition, we do not
specify the theory to which the Green functions belong to, so our study sepa-
rates the problem from particular models of pQFT.
Let us briefly explain the heuristic contents of pQFT. Consider a real scalar
field ϕ defined on a d-dimensional Riemannian manifoldM. To simplify the
exposition we consider the classical field configuration space E (M) (and not
only the space of solutions of the field equations)1.
We define the space F of observables as the set of all functionals
V : E (M)→ C
which are infinitely differentiable in the sense of Bastiani-Michal (see [1], [16]
and [17]) and whose functional derivatives
δnV
δϕn
(1)
are distributions with compact support onMn, for every n in N. There is an
1E (M) denotes the space of C∞ functions onM.
vii
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additional defining condition on the wavefront sets
WF
(
δnV
δϕn
)
(2)
which is a microlocal version of translation invariance (see [8]).
The space of nonlocal functionals F0 is the subspace of F defined by the
stronger requirement that, for every n in N, the functional derivative (1) is a
smooth function with compact support outside the big diagonal
Dn =
{
(xi)
n
i=1 : ∃i 6= j such that xi = xj
}
⊆Mn. (3)
The space of local functionals Floc is defined to be the subspace of F with the
additional condition that, for every n in N,
δnV
δϕn
(x1, . . . , xn) = 0
if xi 6= xj for some pair (i, j).
Let
G :M2 \ {(x, y) ∈M2 : x = y}→ C (4)
be a Green function of the theory. Every such function G induces a product on
the space of nonlocal functionals in the following way. For every pair V and
W in F0, we define the ?G-product by the formula
(V ?GW ) (ϕ) =
∞∑
n=0
~n
n!
∫
M2n
dx1 . . .dy1 . . .
δnV
δϕ(x1) . . . δϕ(xn)
G(x1, y1) . . . G(xn, yn)
δnW
δϕ(y1) . . . δϕ(yn)
.
(5)
The above integral clearly depends on the chosen Green function G. It exists
for nonlocal functionals V and W , and it is associative and distributive (see
[8]). Definition (5) can be extended to a product of n-th order
V1 ?G · · · ?G Vn, (6)
for Vi in F0 for every i = 1, . . . , n.
In this thesis, we are going to focus on the task of defining a product like (6)
for generic functions whose support might intersect the big diagonal (3). Ob-
serve that, in general, (5) or (6) are ill defined in this case, due to the occurrence
of UV singularities whenever the arguements in the Green functions coincide.
Therefore, our task will be to extend the above definition of ?G to generic func-
tions. This is a simpler problem than the attempt to find such an extension for
viii
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general functionals. The latter is a much more interesting challenge. It consists
of extending (6) to functionals in a certain subspace of the tensor product
(F0 + Floc)⊗n .
Using the conditions imposed on the wavefront sets (2), the already known
formulae for functionals in F0 (eqs. (5), (6)) and distributing all the appearing
terms, the latter problem reduces to finding an expression for (6) when the
arguments Vi only belong to the space Floc.
As it stands, it is clear that (6) is ill defined for V1, . . . , Vn in Floc, because
of the appearance of UV singularities whenever the arguements in the Green
functions coincide. Therefore, the ?G-product should be defined in an alterna-
tive axiomatic way, as a linear and totally symmetric map
?nG : F⊗nloc → F (7)
V1 ⊗ · · · ⊗ Vn 7→ V1 ?G · · · ?G Vn.
The defining axioms could then be given in terms of the generating functional,
the S-matrix,
S : Floc → F ,
with
S(V ) =
∞∑
n=0
n−times︷ ︸︸ ︷
V ?G · · · ?G V
n!
(8)
for every V in Floc. Or vice versa, the product is obtained from S by
V ?G · · · ?G V = S(n) (0)
(
V ⊗n
)
,
where S(n) (0) denotes the n-th derivative of S at the origin. We see that im-
posing physical axioms on S is equivalent to imposing corresponding axioms
on ?nG.
Causal perturbation theory requires that S satisfies the following condi-
tions (see [26]):
Locality: physical interactions are localized, and this condition can be
realized according to the Epstein–Glaser setting, by requiring that the
S-matrix is an operator-valued tempered distribution. In particular, if
the support of the distribution V in Floc is concentrated on a small re-
gion of the d-dimensional spacetime manifold, then the interaction is
localized.
ix
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Unitarity: to conserve the total probability we require that S is a uni-
tary operator, i.e.
S (−V ) ?G S
(
V
)
= 1,
where the bar means complex conjugation.
Causality: whenever the supports of the functionals are disjoint
Supp (V ) ∩ Supp (W ) = ∅,
we require that the S-matrix satisfies the factorization property
S (V +W ) = S (V ) ?G S (W ) .
The previous axioms should be considered if one seeks to extend the definition
of (6) for V1, . . . , Vn in Floc.
As mentioned earlier, we are going to focus in the less ambitious task of
defining the ?G product for generic functions, instead of distributions. This
problem is much more simple because we do not need to set conditions on
the wavefront sets (2), as we only deal with products of functions. Our task
reduces then to finding extensions of finite linear combinations of products of
the type
f
∏
1≤i≤j≤n
Gnij (xi, xj) , (9)
where f belongs to E (Mn) and nij to N, such that they satisfy the required
physical axioms.
Since the Green functions (4) are regular functions onM2 \ {x = y}, finite
sums of products of the type (9) are regular functions defined on the subspace
of all pairwise distinct arguments (x1, . . . , xn) in Mn. This means that they
form an algebra, and we are going to extend its elements to distributions over
the whole spaceMn by means of a system of renormalization maps
{Rn}n∈N .
Specifically, it is a family of linear extension operators Rn, whose action on
expressions of the type (9) guarantee the convergence of the integrals in (5)
and those appearing in the general case (6).
In this thesis we shall construct inductively such a system of renormaliza-
tion maps, satisfying certain natural axioms due to N. Nikolov [18], but not
until Chapter 7.
In the first four chapters we develop the mathematical background needed
to derive the results presented in this thesis. In the other chapters we apply our
analytic machinery to the study of pQFT on Riemannian manifolds, treating
the problem of extension of distributions.
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In Chapter 1 some preliminaries on functional analysis are given in order to
understand the topology and basic properties of topological vector spaces and,
in particular, of Fréchet spaces. We mainly follow the exposition of W. Rudin,
[22]. The results given in Lemma 1.10.11; and propositions 1.10.8, 1.10.9 and
1.10.15 are of particular interest.
In Chapter 2, we recall the theory of spaces of continuously differentiable
functions and spaces of test functions on open subsets of the Euclidean space
Rd, making emphasis in the description of their topology. This is done in order
to give a precise definition of a distribution, as a continuous linear functional
defined on the space of test functions. At the end of the chapter, in Proposition
2.2.4, we give an equivalent definition of distribution, which is very useful for
explicit calculations.
In Chapter 3, we introduce jet spaces, and in particular, the subspace of
differentiable functions in the sense of Whitney, following the text of B. Mal-
grange, [14]. At the end of the chapter we present Whitney’s Extension The-
orem (see Theorem 3.0.11), taken from E. Bierstone’s text, [2], whose utility
becomes clear in Chapter 5 (see below).
In Chapter 4 we present a generalization of the concepts introduced in
Chapter 2. We define the spaces of continuously differentiable functions and
the spaces of test functions on open subsets of some manifold M, following
Dieudonne’s text, [7]. Later on, a definition of a distribution is given, as a
continuous linear functional on the space of test functions. This is done in an
analogous way to the definition given in Chapter 2, with the obvious changes.
In Proposition 4.2.4, we give the equivalent definition of distribution in this
general case, which is very useful in explicit calculations. Theorem 4.2.10 is of
particular interest, as it is one of the results on which the proof of the existence
of a system of renormalization maps rests. In the last section of this chapter,
we introduce a natural condition of moderate growth for a distribution t along
a closed subset X of a manifold M, following [5]. This condition measures
the singular behaviour of t near X . The moderate growth condition given
by the author in [5] is rather unclear so we define it in a much clearer way.
We also state and prove in Proposition 4.3.3 that the product of a distribution
with moderate growth and a C∞ function gives a distribution with moderate
growth. This result is mentioned at the beginning of §1.1 of [5], but the author
gives no demonstration.
The importance of the notion of a distribution with moderate growth be-
comes clear in Chapter 5, as it is a necessary and sufficient condition for a
distribution originally defined onM\ X , to be extendible toM, for X ⊆ M
a closed subset. This last statement is the equivalence of conditions (i) and (ii)
listed in Theorem 5.1.1, that we choose to transcribe here due to the central
role it plays in this work.
Theorem. For a distribution t defined onM\X the three following claims are equiv-
xi
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alent:
(i) t has moderate growth along X .
(ii) t is extendible toM.
(iii) There is a family of C∞ functions
(βλ)λ∈(0,1]
defined onM such that
1. βλ = 0 in a neighborhood of X ,
2. lim
λ→0
βλ(x) = 1, for every x inM\X ,
and a family of distributions
(cλ)λ∈(0,1]
onM supported on X such that the following limit
lim
λ→0
tβλ − cλ
exists and defines a continuous extension of t to the manifoldM.
The whole chapter is dedicated to the proof of the previous extension theorem.
It gives an explicit way to define a continuous extension of a given distribution
with moderate growth along a closed subset of a manifold. On the other hand,
it is fairly long and rather technical, but we provide it completely. To do so, we
follow the proof given by Dang in [5]. It has to be noted that the author makes
some nontrivial omissions in his demonstration. For instance, he relies on the
result in Theorem 1.2 of [5], where the author does not give a definition of
splitting of a short exact sequence of locally convex spaces, nor does he specify
the topology of the dual spaces that appear in it. In this work we restate the
result in Theorem 1.2 of [5] in a clearer way. Its proof relies on Whitney’s
Extension Theorem, given in Chapter 3, and our version of it is complete and
well-organized.
In Chapter 6 the whole analytical machinery developed in the previous
chapters is used to extend the so called Feynman amplitudes that usually appear
in QFT and are given by ∏
1≤i<j≤n
Gnij (xi, xj) .
First, in §6.1 we introduce the notion of tempered function along a closed set
X . It is a natural growth condition for a function f defined on M \ X , that
xii
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implies the moderate growth condition for the distribution Tf , defined on a
compactly supported function
ψ :M\X → C
by
〈Tf , ψ〉 =
∫
M\X
fψ dµg,
where dµg is the volume form associated to a metric g defined onM. We then
apply the extension techniques developed in Chapter 5 to establish in Theorem
6.1.4 that the product of a tempered function and a distribution has a continu-
ous extension to the closed set X . This means that the space of extendible dis-
tributions TM\X(M) is a T (X,M)-module, if we denote by T (X,M) the space
of tempered functions. In §6.2, we show that the Green functions G(x, y) as-
sociated to the Riemannian structure are tempered along the diagonal {x = y}
contained inM2 (see Lemma 6.2.1). Both Theorem 6.1.4 and Lemma 6.2.1 ap-
pear in [5], but we give an exhaustive proof of them. We use Lemma 6.2.1
together with the results of the previous section in the proof of Theorem 6.2.3,
where we show that Feynman amplitudes are extendible.
As explained above, in QFT, the renormalization procedure is not only
involved with the extension of Feynman amplitudes. Renormalization is in-
tended to be applicable over the algebra which they generate along with C∞
functions, namely
O(DI ,Ω) :=
〈
f
∏
i<j∈I
Gnij (xi, xj)|Ω\DI : nij ∈ N ∀i < j ∈ I, f ∈ E (Ω)
〉
C
, (10)
where I is a finite subset of N, Ω is an open subset of the product MI of |I|
copies of the Riemannian manifoldM, and
DI =
{
(xi)i∈I : ∃i, j ∈ I, i 6= j, xi = xj
}
.
This is where the need of a system of renormalization maps as a collection of
linear extension operators
RIΩ : O (DI ,Ω)→ D (Ω)′
becomes apparent2.
In the first section of Chapter 7, we list the axioms the renormalization
maps should satisfy in order to define a coherent renormalization procedure,
2D (Ω)′ is the symbol generally used to denote the space of distributions defined on an
open set Ω (see Definitions 2.2.1 and 4.2.1).
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following [18]. The most important one is the factorization axiom, which guar-
antees the compatibility with the fundamental requirement of locality. The
factorization axiom appears in [5], but we chose to follow [20] where it is de-
fined in a clearer manner. In Theorem 7.2.1 we prove the existence of a family
of renormalization maps satisfying our adequate version of renormalization
axioms (cf. Theorem 4.2 of [5]):
Theorem. There exists a collection of renormalization maps
R =
{RIΩ : O (DI ,Ω)→ D (Ω)′ : I ⊆ N,|I| <∞, Ω ⊆MI open} , (11)
that satisfies the renormalization axioms listed in §7.1.
xiv
Chapter 1
Preliminaries on functional analysis
In what follows, an introduction to some basic concepts and notations asso-
ciated with vector spaces is given. Vector spaces equipped with a topology
compatible with the vector space operations are defined next, swiftly turning
to the particular case of locally convex topological vector spaces, in particu-
lar those which are Fréchet. The reader familiarized with general aspects of
topology and functional analysis can skip this chapter.
1.1 Vector spaces
Let E be a vector space over C. If A and B are subsets of E, x belongs to E and
λ is a complex number, the following notations will be used:
x+ A = {x+ a : a ∈ A} ,
x− A = {x− a : a ∈ A} ,
A+B = {a+ b : a ∈ A, b ∈ B} ,
λA = {λa : a ∈ A} .
Some types of subsets of E are introduced in the following definition.
Definition 1.1.1 (See [22], Ch. 1, §1.4). Let E be a C-vector space. A subset B of E
is called balanced if
B = {λb : λ ∈ C, |λ| ≤ 1, b ∈ B} .
In other words, B is balanced if
λB ⊆ B,
for every complex number λ with |λ| ≤ 1.
A subset A of E is called absorbing if for every x in E there is a positive number
ε such that
tx ∈ A
1
CHAPTER 1. PRELIMINARIES ON FUNCTIONAL ANALYSIS
for every t such that 0 ≤ t < ε; or equivalently, if
E =
⋃
n∈N
nA.
A subset C of a C-vector space E is convex if
λx+ (1− λ)y ∈ C
for all elements x, y in C, and every λ in [0, 1].
1.2 Topological vector spaces
It is of special interest the class of vector spaces equipped with a certain topo-
logical structure.
Definition 1.2.1 (See [15], Ch. 22 or [22], Ch. 1, §1.6). A topological vector
space (TVS) E is a C-vector space equipped with a topology for which points are
closed sets, and addition + : E×E → E and scalar multiplication · : C×E → E are
continuous. A topology τ on a C-vector space E is called a vector space topology if
(E, τ) is a topological vector space.
A neighborhood of a point x is an open subset of E that contains x. A collection
B of neighborhoods of a point x is a local base at x if every neighborhood of x contains
an element ofB.
Remark 1.2.2 (Invariance of the topology and the metric under translations.
See [22], Ch. 1, §1.7). Let E be a TVS. Associate to each h in E the translation
operator Tx, defined by
Th : E → E (1.1)
x 7→ x+ h.
To each λ 6= 0 in C associate the multiplication operator Mλ, defined by
Mλ : E → E (1.2)
x 7→ λx.
The vector space axioms together with the fact that the vector space opera-
tions are continuous imply that Th and Mλ are homeomorphisms.
The fact that Th is a homeomorphism imply that every vector space topol-
ogy τ is translation-invariant: a subset V of a TVS E is open if and only if
Th(V ) = h + V is open for every h in E. Thus, τ is determined by a local
base at any point we choose. For instance, if E is a TVS, the neighborhoods of
some x in E may be expressed in the following form:
x+ V := {x+ v : v ∈ V } , V a zero neighborhood.
2
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In particular, a local base at any element x is determined by a local base at zero.
In the vector space context, the term local base will allways mean a local base at
zero.
Throughout this thesis we are going to work with the category of topolog-
ical vector spaces with continuous linear morphisms. This is not an abelian
category (see [9]). Nevertheless it is an exact category (see [21]) where the no-
tion of exact sequence is the usual set theoretic definition. However, the notion
of a splitting of a short exact sequence may be ambiguous in principle, so we
will provide it to be clear.
Definition 1.2.3 (See [15], Ch. 9). Let (Ai, fi)i∈Z be a sequence of TVSAi and linear
continuous maps
fi : Ai → Ai+1.
The sequence is exact at the i-th position if Im (fi−1) = Ker (fi); this means that it
satisfies this condition for the underlying vector spaces. The sequence is exact if it is
exact at each position.
The support of the sequence (Ai, fi)i∈Z is the set of integers i such that Ai is not
zero.
A short exact sequence is an exact sequence whose support is contained in a set
of the form
{i− 1, i, i+ 1}
for some i in Z. We then write
0→ A f→ B g→ C → 0. (1.3)
The sequence (1.3) splits if there exists an isomorphism Ω : A⊕ C → B of TVS such
that the following diagram commutes:
A
f // B
g // C
A 
 i // A⊕ C
Ω
OO
pi // // B
(1.4)
where i : A ↪→ A⊕ C is the canonical inclusion and pi : A⊕ C  C is the canonical
projection.
1.3 Locally convex spaces and the Hahn-Banach The-
orem
An important class of TVS is given by the following family.
3
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Definition 1.3.1 (See [22], Ch. 1, §1.8). A locally convex space (LCS) is a TVS E
which has a zero neighborhood basis whose members are convex sets. Such a basis will
be called convex basis, for short.
A locally convex topology on a C-vector space E is a topology τ , for which
(E, τ) is a LCS.
Proposition 1.3.2 (See [22], Ch. 1, Thm. 1.14). If E is a TVS, then the following
hold:
(i) Every zero neighborhood contains a balanced zero neighborhood.
(ii) Every convex zero neighborhood contains a convex balanced zero neighborhood.
In particular, every TVS has a balanced local base (i.e. a zero neighborhood basis
consisting of balanced sets); and every LCS has a convex balanced local base (i.e. a
zero neighborhood basis consisting of convex balanced sets).
Proof. We begin by proving (i). Consider a zero neighborhood U . Since
· : C× E → E
is continuous and U is a neighborhood of 0 = · (0, 0), there exist a positive
number ε and a zero neighborhood W such that
δW ⊆ U
for every δ such that |δ| < ε. Define V by
V =
⋃
|δ|<ε
δW.
Clearly, V is a zero neighborhood, it is contained in U and λV is contained in
V for every λ such that |λ| ≤ 1.
To prove (ii), suppose U is a convex neighborhood of zero. Define A by
A =
⋂
|α|=1
αU.
By (i) there exists a balanced zero neighborhood V contained in U . Since V is
balanced,
V ⊆ α−1 (αV ) ⊆ α−1V ⊆ V for every α such that |α| = 1.
=⇒ α−1V = V ⊆ U for every α such that |α| = 1.
=⇒ V ⊆ αU for every α such that |α| = 1.
Thus V is contained inAwhich implies that the interior ofA is a neighborhood
of zero. Clearly A◦ is contained in U . Being an intersection of convex sets, A is
4
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convex. It follows that A◦ is convex. Indeed, since A◦ is contained in A and A
is convex, we have
t A◦ + (1− t)A◦ ⊆ A
if 0 < t < 1. The two sets on the left are open; hence so is their sum. Then,
since every open subset of A is a subset of A◦, A◦ is convex.
To prove that A◦ is a neighborhood with the desired properties it remains
to see that A◦ is balanced. We begin by showing that A is balanced: choose r
and β such that 0 ≤ r ≤ 1, |β| = 1. Then
rβA =
⋂
|α|=1
rβαU =
⋂
|α|=1
rαU.
Since αU is a convex set that contains zero, we have
rαU ⊆ αU.
Thus,
rβA ⊆ A,
and A is balanced. Next, let 0 < |α| ≤ 1. Then,
αA◦ = (αA)◦ ,
since the map Mα (defined in (1.2)) is an homeomorphism for every α such
that α 6= 0. Hence,
αA◦ ⊆ αA ⊆ A,
since A is balanced. But αA◦ is open, so αA◦ is contained in A◦, and this holds
for every α such that 0 < |α| ≤ 1.
If α = 0, then
αA◦ = {0} ⊆ A◦,
as A◦ is a zero neighborhood. Then, αA◦ is contained in A◦ for every α such
that 0 ≤ |α| ≤ 1, which means that A◦ is balanced.
The following result is of fundamental importance in functional analisys
and in all that follows.
Theorem 1.3.3 (Hahn-Banach. See [22], Thm. 3.6). If λ is a continuous linear
functional on a subspace M of a LCS E, then there exists a continuous linear func-
tional Λ such that Λ|M = λ.
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1.4 Metrization
A topology τ on a set E is metrizable if there is a metric d on E which is com-
patible with τ . In that case, the collection of balls with radius 1/n centered at
x is a local base at x. This gives a necessary condition for a topological space
E to be metrizable. In Theorem 1.4.2 we show that if E is a TVS, it turns out to
be also sufficient. First we give the following definition.
Definition 1.4.1. A metric d defined on a vector space E is invariant if
d(x+ z, y + z) = d(x, y)
for all elements x, y, z in E.
Theorem 1.4.2 (See [22], Ch. 1, Thm. 1.24). If E is a TVS with a countable local
base at zero (or by invariance, at any point x; see Remark 1.2.2), then there is a metric
d on E such that
(i) d is compatible with the topology of E,
(ii) the open balls centered at zero are balanced, and
(iii) d is invariant.
If, in addition, E is a LCS, then d can be chosen to be so as to satisfy (i), (ii), (iii) and
also
(iv) all open balls are convex.
Proof. By Theorem 1.3.2, E has a balanced local base {Vn}n∈N at zero such that
Vn+1 + Vn+1 + Vn+1 + Vn+1 ⊆ Vn (1.5)
for every n in N. When E is a LCS, this local base can be chosen so that each
Vn is also convex.
Let D be the set of all rational numbers r of the form
r =
∞∑
n=1
cn(r)2
−n,
where each cn(r) is 0 or 1 and only finitely many are 1. Thus, each r in D
satisfies the inequalities 0 ≤ r < 1. Put A(r) = E if r ≥ 1. For every r in D,
define
A(r) = c1(r)V1 + c2(r)V2 + c3(r)V3 + · · · . (1.6)
Note that each of these sums is actually finite. Define
f(x) = inf {r : x ∈ A(r)}
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for x in E, and
d(x, y) = f(x− y)
for x, y in E. To show that d is a metric, we will use the following property, to
be proven later:
A(r) + A(s) ⊆ A(r + s) (1.7)
for all elements r, s in D. Since every A(r) contains 0, (1.7) implies
A(r) ⊆ A(r) + A(t− r) ⊆ A(t)
if r < t. Thus, {A(r)} is totally ordered by set inclusion.
We claim that
f(x+ y) ≤ f(x) + f(y) (1.8)
for all elements x, y in E. As f ≤ 1, in the proof of (1.8) we may assume that
the right side is less than unity. Fix ε > 0. There exist r and s in D such that
f(x) < r, f(y) < s, r + s < f(x) + f(y) + ε.
Thus, by definition of f , x belongs to A(r) and y belongs to A(s); which in turn
implies by (1.7) that x+ y belongs to A(r + s). Now (1.8) follows, because
f(x+ y) ≤ r + s ≤ f(x) + f(y) + ε,
and ε was arbitrary.
Since each A(r) is balanced, f(x) = f(−x). It is obvious that f(0) = 0. If
x 6= 0, then x is not in Vn = A(1/2n), for some n in N, and so f(x) ≥ 1/2n > 0.
These properties of f show that d is an invariant metric on E. The open
balls centered at zero are the open sets
Bδ(0) = {x : d(x, 0) = f(x) < δ} =
⋃
r<δ
A(r).
If δ < 1/2n, then Bδ(0) is contained in Vn. Hence {Bδ(0)} is a local base for the
topology of E.
This proves (i). Since each A(r) is balanced, so is each Bδ(0). If each Vn is
convex, so is each A(r), and therefore the same is true for each Bδ(0).
We turn to the proof of (1.7). If r + s ≥ 1, then A(r + s) = E and (1.7) is
obvious. We may therefore assume that r+s < 1, and we will use the following
simple proposition about addition in the binary system of notation:
If r, s and r+s are in D and cn(r) + cn(s) 6= cn(r + s) for some n, then at the
smallest n where this happens we have cn(r) = cn(s) = 0, cn(r + s) = 1.
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Put αn = cn(r), βn = cn(s), γn = cn(r + s). If αn + βn = γn for every n in N then
(1.6) shows that A(r) +A(s) = A(r+ s). In the other case, let N be the smallest
integer for which αN + βN 6= γN . Then, γN = 1, αN = βN = 0, as mentioned
above. Hence,
A(r) ⊆ α1V1 + · · ·+ αN−1VN−1 + VN+1 + VN+2 + · · ·
⊆ α1V1 + · · ·+ αN−1VN−1 + VN+1 + VN+1.
Likewise,
A(s) ⊆ β1V1 + · · ·+ βN−1VN−1 + VN+1 + VN+1.
Since αn + βn = γn for every n < N , (1.5) now leads to
A(r) + A(s) ⊆ γ1V1 + · · ·+ γN−1VN−1 + VN ⊆ A(r + s),
because γN = 1.
Theorem 1.4.3 (See [22], Ch. 1, Thm. 1.28).
(i) If d is an invariant metric on a vector space E then
d(nx, 0) ≤ nd(x, 0),
for every x in E and every n in N.
(ii) If (xn)n∈N is a sequence in a metrizable TVS E and if xn → 0 as n → ∞, then
there are positive scalars γn such that γn →∞ as n→∞ and γnxn → 0.
Proof. Statement (i) follows from
d(nx, 0) ≤
n∑
k=1
d (kx, (k − 1)x) = nd(x, 0).
To prove (ii), let d be as in (i), compatible with the topology of E. Since
d(xn, 0) → 0, there is an increasing sequence of positive integers nk such that
d(xn, 0) < k
−2 if n > nk. Put
γn =
{
1, if n < n1,
k, if nk ≤ n < nk+1.
For every n in N,
d(γnxn, 0) = d(kxn, 0) ≤ kd(xn, 0) < 1
k
.
Hence γnxn → 0 as n→∞.
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1.5 Boundedness and continuity of linear mappings
Within the context of Banach spaces, boundedness and continuity of linear
mappings are two strongly related concepts. With the objective of generalizing
these ideas a notion of what is meant by a bounded subset of a TVS is now
introduced, followed by the definition of bounded linear mappings between
TVS and the relation between both notions.
Definition 1.5.1 (See [22], Ch. 1, §1.6). A subset B of a TVS E is bounded if for
every zero neighborhood U in E there is a positive number ε such that
λB ⊆ U ,
for every λ < ε.
Remark 1.5.2 (See [22], Ch. 1, §1.29). If E is a TVS with a compatible metric d,
bounded sets inE do not generally coincide with the sets which have bounded
diameter.
When E is a Banach space and d is the metric induced by the norm, then
bounded sets in E, as defined above, coincide with the sets that have bounded
diameter.
Definition 1.5.3 (See [22], Ch. 1, §1.8). Let E ba a TVS with topology τ . E is
locally bounded if 0 has a bounded neighborhood.
Definition 1.5.4 (See [22], Ch. 1, §1.31). Let Λ : E → F be a linear map between
TVS. The function Λ is bounded if it maps bounded sets into bounded sets, i.e. if
Λ(B) is a bounded subset of F for every bounded subset B of E.
The following result relates the notions presented above, in the special case
of linear functionals on a TVS.
Theorem 1.5.5 (See [22], Ch. 1, Thm. 1.18). Let Λ : E → C be a nonzero linear
functional whose domain is a TVS. Then, the following properties are equivalent:
(i) Λ is continuous.
(ii) Ker (Λ) is closed.
(iii) Ker (Λ) is not dense in E.
(iv) Λ is bounded in some neighborhood V of zero (i.e. there is some neighborhood V
of zero such that the subset Λ (V ) of C is bounded).
Proof. Since Ker (Λ) = Λ−1 ({0}) and {0} is a closed subset of C, (i) implies (ii).
By hypothesis, Ker (Λ) 6= E. Hence (ii) implies (iii).
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Assume (iii) holds, so that the complement of Ker (Λ) has nonempty inte-
rior. By Theorem 1.3.2,
(x+ V ) ∩Ker (Λ) = ∅, (1.9)
for some x in E and some balanced neighborhood V of zero. As V is balanced
and Λ is linear, Λ (V ) is a balanced subset of C. Thus, either Λ (V ) is bounded,
in which case (iv) holds, or Λ (V ) = C. In the latter case, there exists y in V
such that Λ (y) = −Λ (x), and so x+ y belongs to Ker (Λ), in contradiction with
(1.9). Thus, (iii) implies (iv).
Finally, if (iv) holds, there exists a positive constant M such that, for every
x in V , |Λ (x)| < M . If r > 0 and if W = (r/M)V , then |Λ (x)| < r for every x
in W . Hence Λ is continuous at the origin. As the topology on E is translation
invariant, Λ is continuous at every point of E.
Theorem 1.5.6 (See [22], Ch. 1, Thm. 1.30). The following two properties of a set
B in a TVS E are equivalent:
(i) B is bounded.
(ii) If (xn)n∈N is a sequence in B and (αn)n∈N is a sequence of scalars such that
αn → 0 as n→∞, then αnxn → 0 as n→∞.
Proof. Suppose B is bounded. Then, for every balanced neighborhood of zero
V of E, tB is contained in V for some t. If
{xn : n ∈ N} ⊆ B
and αn → 0, there exists N such that |αn| < t if n > N . Since tB is contained in
V and V is balanced, αnxn belongs to V for every n > N . Thus αnxn → 0.
Conversely, ifB is not bounded, there is a neighborhood V of zero such that
for every n in N there exists rn < 1/n and xn in B, such that rnxn is not in V .
Then, (rn)n∈N is a sequence of scalars with rn → 0 but the sequence (rnxn)n∈N
does not converge to zero.
Theorem 1.5.7 (See [22], Ch. 1, §1.32). Suppose E and F are TVS and Λ : E → F
is linear. Among the following four properties of Λ, the implications
(i) =⇒ (ii) =⇒ (iii)
hold. If E is metrizable, then also
(iii) =⇒ (iv) =⇒ (i),
so that all four properties are equivalent:
(i) Λ is continuous.
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(ii) Λ is bounded.
(iii) If xn → 0 then {Λxn : n ∈ N} is bounded.
(iv) If xn → 0 then Λxn → 0.
Proof. Assume (i), let B be a bounded set in E, and let W be a neighborhood
of 0 in F . Since Λ is continuous, there is a neighborhood V of 0 in E such that
Λ(V ) is contained in W . Since B is bounded, B is contained in tV for all large
values of t. Then,
Λ(B) ⊆ Λ(tV ) = tΛ(V ) ⊆ tW.
This shows that Λ(B) is a bounded set in F . Thus (i) implies (ii). Since conver-
gent sequences are bounded, (ii) implies (iii).
Assume now that E is metrizable, that Λ satisfies (iii) and that xn → 0. By
Theorem 1.4.3, there are positive scalars γn →∞ such that γnxn → 0. Hence,
{Λ(γnxn) : n ∈ N}
is a bounded set in F , and now Theorem 1.5.6 implies that
Λ (xn) = γ
−1
n Λ(γnxn)→ 0, as n→∞.
Finally, assume that (i) fails. Then there is a neighborhood W of zero in F such
that Λ−1(W ) contains no neighborhood of zero inE. AsE has a countable local
base, there is a sequence (xn)n∈N in E such that xn → 0 but Λxn is not in W .
Thus (iv) fails.
1.6 Seminorms and local convexity
Definition 1.6.1 (See [22], Ch. 1, Def. 1.33). A seminorm on a vector space E is a
real valued function p on E such that
1. p(x+ y) ≤ p(x) + p(y), and
2. p(αx) = |α|p(x)
for all elements x and y in E and every scalar α in C. p is called a norm if it also
satisfies
3. p(x) 6= 0 if x 6= 0.
A familyP of seminorms is separating if to each x 6= 0 corresponds at least one p in
P with p(x) 6= 0.
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Seminorms are closely related to local convexity in two ways: in every LCS
there exists a separating family of continuous seminorms. Conversely, ifP is
a separating family of seminorms on a vector space E, thenP can be used to
define a locally convex topology on E with the property that every p in P is
continuous.
Theorem 1.6.2 (See [22], Ch. 1, Thm. 1.36). Let E be a TVS and suppose B is a
zero neighborhood basis whose members are convex balanced sets. Associate to every
V inB its Minkowski functional µV defined by:
µV (x) = inf
{
t > 0 : t−1x ∈ V } , (1.10)
for every x in E. Then
(i) V = {x ∈ E : µV (x) < 1}, and
(ii) {µV : V ∈ B} is a separating family of continuous seminorms on E.
Proof. If x belongs to V , then x/t is in V for some t < 1, because V is open;
hence µV (x) < 1. If x is not in V , then the fact that x/t is in V implies t ≥ 1,
because V is balanced; hence µV (x) ≥ 1. This proves (i).
Next, we show that each µV is a seminorm (which is a consequence of the
convexity of V and the fact that V is balanced and absorbing). We begin by
proving the triangular inequality.
Given x, y in E and ε > 0, there exists t > 0 such that t−1x belongs to V
and t < µV (x) + ε. Likewise, there exists s > 0 such that s−1y belongs to V and
s < µV (y) + ε. As V is convex,
x+ y
t+ s
=
t
t+ s
x
t
+
s
t+ s
y
s
∈ V ,
so that µV (x + y) ≤ t + s < µV (x) + µV (y) + 2ε. As ε > 0 is arbitrary, we get
µV (x+ y) ≤ µV (x) + µV (y).
It remains to show that for any λ in C and x in E, µV (λx) = |λ|µV (x). It is
clear from the definition (1.10) of µV that µV (tx) = tµV (x) for every x in E and
t ≥ 0. Now, if λ 6= 0,
µV (λx) = inf
{
t > 0 : t−1λx ∈ V } = inf{t > 0 : ( t
λ
)−1
x ∈ V
}
= inf
{
t > 0 :
(
t
|λ|
)−1
x ∈ V
}
= |λ| inf
{
t
|λ| > 0 :
(
t
|λ|
)−1
x ∈ V
}
= |λ| inf {s > 0 : s−1x ∈ V } = |λ|µV (x),
where in the third equality we have used the fact that V is balanced. Thus, µV
is a seminorm.
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The fact that µV is continuous follows from the triangular inequality and
(i): given ε > 0, whenever x− y belongs to εV , we have
|µV (x)− µV (x)| ≤ µV (x− y) = εµV
(
ε−1(x− y)) < ε.
Finally, if x belongs to E and x 6= 0, then x does not belong to V for some V in
B. For this V , µV (x) ≥ 1. Thus, the set {µV : V ∈ B} is separating.
Theorem 1.6.3 (See [22], Ch. 1, Thm. 1.37). Suppose P is a separating family of
seminorms on a vector space E. Associate to each p inP and to each n in N the set
V (p, n) =
{
x : p(x) <
1
n
}
.
Let B be the collection of all finite intersections of sets of the form V (p, n). Then, B
is a convex balanced local base for a topology τ on E, which turns E into a LCS such
that
(i) every p inP is continuous, and
(ii) A subset B of E is bounded if and only if every p inP is bounded on B.
Proof. Declare a subset V of E to be open if and only if V is a (possibly empty)
union of translates of members ofB. This clearly defines a translation-invariant
topology τ on E. It is also clear that each set V (p, n), and therefore each mem-
ber ofB, is convex and balanced. Thus,B is a convex balanced local base for
τ .
Suppose x is an element of E, such that x 6= 0. AsP is a separating family
of seminorms, p(x) > 0 for some p inP . Then, for some n in N, p(nx) > 1 and
therefore x is not in V (p, n). Then, 0 is not in the neighborhood x − V (p, n) of
x, so that x is not in the closure of {0}. Thus, the set {0} is closed and, since τ
is translation-invariant, every point of E is a closed set.
Next, we show that addition and scalar multiplication are continuous. Let
U be a neighborhood of 0 in E. Then,
m⋂
i=1
V (pi, ni) ⊆ U (1.11)
for some p1, . . . , pm inP and some positive integers n1, . . . , nm. Put
V =
m⋂
i=1
V (pi, 2ni). (1.12)
Since every p in P is subadditive, V + V ⊆ U . This proves that addition is
continuous.
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Suppose now that x is an element of E, α is a scalar, and U and V are as
above. As any open set is absorbing, x belongs to sV for some s > 0. Put
t = s/(1 + |α|s). If y is in x+ tV and |β − α| < 1/s, then
βy − αx = β(y − x) + (β − α)x,
which lies in
|β|tV + |β − α|sV ⊆ V + V ⊆ U ,
since
|β|t = |β| s
1 + |α|s ≤
(|β − α|+ |α|) s
1 + |α|s <
(1/s+ |α|) s
1 + |α|s = 1,
and V is balanced. This proves that scalar multiplication is continuous.
Thus, E is a LCS. The definition of V (p, n) shows that every p inP is con-
tinuous at zero.
Finally, suppose a subset B of E is bounded. Fix p in P . Since V (p, 1) is a
neighborhood of 0,
B ⊆ kV (p, 1)
for some k <∞. Hence, p(x) < k for every x in B. It follows that every p inP
is bounded on B.
Conversely, suppose B satisfies this condition, U is a neighborhood of 0,
and (1.11) holds. There are numbers Mi <∞ such that pi < Mi on B for every
i such that 1 ≤ i ≤ m. If n > Mini for 1 ≤ i ≤ m, it follows that B is contained
in nU , so that B is bounded.
Proposition 1.6.4 (See [22], Ch. 1, Rmk. 1.38). IfB is a convex balanced local base
for the topology τ of a LCS E, thenB generates a separating family,
P = {µV : V ∈ B}
of continuous seminorms on E, as in Theorem 1.6.2. This familyP in turn induces a
topology τ1 on E, by the process described in Theorem 1.6.3. It turns out that τ = τ1.
Proof. Every p in P is τ continuous, so that the sets V (p, n) of Theorem 1.6.3
are in τ . Hence, τ1 ⊆ τ .
Conversely, if W belongs toB and p = µW , then
W = {x ∈ E : µW (x) < 1} = V (p, 1).
Thus, W belongs to τ1 for every W inB. This implies that τ ⊆ τ1.
Remark 1.6.5 (See [22], Ch. 1, Rmk. 1.38). If P = {pi}i∈N is a countable sep-
arating family of seminorms on a vector space E then, by Theorem 1.6.3, P
induces a topology τ on E with a countable convex balanced local base B,
turning E into a LCS. AsB is countable, by Theorem 1.4.2 we have that there
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exists an invariant metric d on E which induces the same topology τ on E, and
the open balls centered at zero are convex and balanced.
Another compatible invariant metric d′ can be defined in terms ofP by the
formula
d′(x, y) =
∞∑
i=1
1
2i
pi(x− y)
[1 + pi(x− y)] . (1.13)
It has to be noted that the balls defined by the metric in equation (1.13) need
not be convex, while the balls defined by the metric d given by Theorem 1.4.2
satisfy this condition. Another invariant metric d′′ can be defined in order to
correct this, namely
d′′(x, y) = max
i
cipi(x− y)
[1 + pi(x− y)] , (1.14)
where (ci)i∈N is some fixed sequence of positive numbers which converges to
zero as i→∞. The balls defined by d′′ form a convex balanced local base.
Definition 1.6.6. A LCSE is a Fréchet space if its topology is induced by a complete
invariant metric.
1.7 Open Mapping Theorem
Let Λ : E → F be a map between TVS. We say that Λ is open at a point p in E if
Λ(V ) contains a neighborhood of Λ(p) whenever V is a neighborhood of p. We
say that Λ is open if Λ(U) is open in F whenever U is open in E.
It is clear that Λ is open if and only if Λ is open at every point of E. Because
of the invariance of vector topologies, it follows that a linear mapping of one
TVS into another is open if and only if it is open at the origin. Let us also note
that a one-to-one continuous mapping Λ of E onto F is a homeomorphism
precisely when Λ is open.
Theorem 1.7.1 (Open Mapping Theorem. See [22], §2.12, Corollaries (a) and
(b)). Let Λ : E → F be a continuous surjective linear mapping between Fréchet
spaces. The following statements are true:
(i) The map Λ is open.
(ii) If the map Λ satisfies (i) and is one-to-one, then Λ−1 : E → F is continuous.
1.8 Quotient spaces
Definition 1.8.1 (See [22], Ch. 1, Def. 1.40). Let F be a subspace of a vector space
E. For each x in E let pi(x) be the coset of F that contains x:
pi(x) = x+ F.
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These cosets are elements of a vector space E/F called the quotient space of E mod-
ulo F , in which addition and scalar multiplication is such that
pi(x) + pi(y) = pi(x+ y) and λpi(x) = pi(λx). (1.15)
Since F is a vector space, the operations (1.15) are well-defined. By (1.15)
pi : E → E/F (1.16)
is a linear mapping with F as its null space, which we call the quotient map of E
onto E/F .
If τ is a vector topology on E, and F is a closed subspace of E, let τF be the
collection of all subsets V of E/F for which pi−1 (V ) belongs to τ . Then τF turns out
to be a topology on E/F , called the quotient topology. Some of its properties are
listed in the following theorem.
Theorem 1.8.2 (See [22], Ch. 1, Thm. 1.41). Let F be a closed subspace of a TVS E.
Let τ be a topology on E and define τF as above.
(i) τF is a vector space topology on E/F ; the quotient map pi : E → E/F is linear
continuous and open.
(ii) If B is a local base for τ , then the collection of all sets pi (V ) with V in B is a
base for τF .
(iii) Each of the following properties of E is inherited by E/F : local convexity, local
boundedness, metrizability.
(iv) If E is a Fréchet space or Banach space, so is E/F .
Proof. Since
pi−1 (V ∩W ) = pi−1 (V ) ∩ pi−1 (W )
and
pi−1
(⋃
i∈I
Vi
)
=
⋃
i∈I
pi−1 (Vi) ,
τF is a topology. A subset H of E/F is τF -closed if and only if pi−1 (H) is τ -
closed. In particular, every point of E/F is closed since
pi−1 (pi(x)) = x+ F
and F is closed.
The continuity of pi follows directly from the definition of τF . Next, suppose
V belongs to τ . Since
pi−1 (pi (V )) = V + F
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and V + F belongs to τ , it follows that pi(V ) belongs to τF . Thus pi is an open
mapping.
If now W is a neighborhood of 0 in E/F , there is a neighborhood V of 0 in
E such that
V + V ⊆ pi−1 (W ) .
Hence,
pi (V ) + pi (V ) ⊆ W.
Since pi is open, pi(V ) is a neighborhood of 0 in E/F . Addition is therefore
continuous in E/F .
The continuity of scalar multiplication in E/F is proved in the same man-
ner. This proves (i). It is clear that (i) implies (ii). With the aid of Theorem 1.4.2,
it follows that (ii) implies (iii).
Suppose next that d is an invariant metric on E, compatible with τ . Define
ρ by
ρ (pi(x), pi(y)) = inf {d(x− y, z) : z ∈ F} .
This may be interpreted as the distance from x− y to F . It can be verified that
ρ is well-defined and that it is an invariant metric on E/F . Since
pi ({x : d(x, 0) < r}) = {u : ρ(u, 0) < r} ,
it follows from (ii) that ρ is compatible with τF .
If E is normed, this definition of ρ specialices to shield what is usually
called the quotient norm of E/F :
‖pi(x)‖ = inf {‖x− z‖ : z ∈ F} .
To prove (iv) we have to show that ρ is a complete metric whenever d is
complete.
Suppose (un)n∈N is a Cauchy sequence in E/F , relative to ρ. There is a
subsequence (uni)i∈N with
ρ
(
uni , uni+1
)
<
1
2i
.
One can then inductively choose xi in E such that pi(xi) = uni and
d (xi, xi+1) <
1
2i
.
If d is complete, the Cauchy sequence (xi)i∈N converges to some x in E. The
continuity of pi implies that uni → pi(x) as i → ∞. But if a Cauchy sequence
has a convergent subsequence then the full sequence must converge. Hence ρ
is complete and this concludes the proof of Theorem 1.8.2.
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1.9 Topologies on the dual
Let E be a topological vector space over C, and E ′ its continuous dual space; that
is to say, the vector space of all continuous linear forms on E. If x′ is in E ′, we
shall denote by 〈x′, x〉 its value at the point x in E (see [24], Ch. 19).
Weak star topology
The weak star topology on E ′, denoted by σ(E ′, E) or σ∗, is the topology which
has as a basis of neighborhoods of zero the family of the sets of the form
Wε (x1, . . . , xn) = {x′ ∈ E : |〈x′, xj〉| ≤ ε, j = 1 . . . n} .
Here, {x1, . . . , xn} is a finite subset of E and ε > 0.
The weak star topology on E ′ is the topology of pointwise convergence in
E. Thus, a net (x′λ)λ∈Λ of continuous linear functionals converges to zero if at
each point x of E, their values 〈x′λ, x〉 converge to zero in the complex plane
(see [24], Ch. 19, Example I).
Strong topology
The strong topology on E ′, denoted by b∗, is the topology which has as a basis
of neighborhoods of zero the family of the sets of the form
Wε(B) =
{
x′ ∈ E ′ : sup
x∈B
|〈x′, x〉| ≤ ε
}
,
with B a bounded subset of E and ε > 0.
The strong topology onE ′ is the topology of uniform convergence on bounded
subsets of E. Thus, a net (x′λ)λ∈Λ of continuous linear functionals converges to
zero if for every bounded set B, x′λ converges uniformly to zero over B (see
[24], Ch. 19, Example IV).
Let Λ : E → F be a continuous linear mapping between two TVS. Given ϕ
in F ′, it is clear that the composition ϕ ◦ Λ is a continuous linear functional on
E. This defines a map
Λ′ : F ′ → E ′ (1.17)
ϕ 7→ ϕ ◦ Λ
known as the transpose of Λ, which is obviously linear.
There is an important result concerning the continuity of the transpose of a
linear map Λ.
18
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Proposition 1.9.1 (See [24], Corollary of Prop. 19.5). Let E,F be two TVS and Λ
a continuous linear map from E to F . Then,
Λ′ : F ′ → E ′
is continuous when the duals E ′ and F ′ carry the weak star topology (resp. the strong
topology).
Proof. For a sketch of the proof, see the explanation on page 199 of [24], just
before Proposition 19.5. The proof relies on many concepts and partial results,
discussed previously in Trèves’ book.
1.10 Orthogonality relations
In working with dual spaces of TVS some relations of orthogonality are going
to be necessary (see [11], Ch. XV, §2). We first give the following definitions
and notations.
Definition 1.10.1. Let E be a TVS. If M is a subspace of E, we write
M⊥ = {ϕ ∈ E ′ : 〈ϕ, x〉 = 0 ∀x ∈M} .
If N is a subspace of E ′, we write
⊥N = {x ∈ E : 〈ϕ, x〉 = 0 ∀ϕ ∈ N} .
We say that M⊥ (resp. ⊥N) is the orthogonal of M (resp. N).
Note that ⊥N is a closed subspace ofE, being the intersection of the kernels
of a family of continuous linear functionals, namely {ϕ : ϕ ∈ N}. In addition,
when E ′ is given the weak star topology, M⊥ is a closed subspace of E ′. In-
deed, let (x′λ)λ∈Λ be a net inM
⊥ which converges to some element x′, i.e. 〈x′λ, x〉
converges to 〈x′, x〉 for every x in E. By definition of M⊥, 〈x′λ, x〉 = 0 for every
x in M . Then, for every x in M , 〈x′, x〉 = 0, thus x′ belongs to M⊥. When E ′
is given the strong topology, M⊥ is also a closed subspace of E ′. To see this,
let (x′λ)λ∈Λ be a net in M
⊥ which converges to some element x′, that is, 〈x′λ, ·〉
converges uniformly to 〈x′, ·〉 on bounded sets. As {x} is bounded for every x
in E, 0 = 〈x′λ, x〉 converges to 〈x′, x〉 for every x in M . Thus x′ belongs to M⊥.
An alternative way to show that M⊥ is a closed subspace of E ′ is contained
in the following argument. When the duals M ′ and E ′ carry the weak star
topology or the strong topology, by Proposition 1.9.1, the inclusion
i : M ↪→ E
induces a continuous linear map by restriction
i′ : E ′ ↪→M ′
whose kernel is precisely M⊥, and therefore M⊥ is closed in E ′.
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Definition 1.10.2 (See [4], Ch. 5, Def. 1.6). Let E be a LCS. If M ⊆ E, the polar
of M , denoted by M◦, is the subset of E ′ defined by
M◦ = {ϕ ∈ E ′ : |〈ϕ, x〉| ≤ 1 ∀x ∈M} .
If N ⊆ E ′, the polar of N , denoted by ◦N , is the subset of E defined by
◦N = {x ∈ E : |〈ϕ, x〉| ≤ 1 ∀ϕ ∈ N} .
The next result, the Bipolar Theorem, is fundamental in functional analysis.
Corollary 1.10.4, derived from it, is very useful in what follows.
Theorem 1.10.3 (Bipolar Theorem. See [4], Ch. 5, Thm. 1.8). Let E be a LCS and
F ⊆ E. Then, ◦ (F ◦) is the intersection of all closed convex balanced subsets of E that
contain F ; i.e. the set ◦ (F ◦) is the closed convex balanced hull of F .
Corollary 1.10.4 (See [4], Ch. 5, Corollary 1.9). If E is a LCS and F ⊆ (E ′, σ∗),
then (◦F )◦ is the closed convex balanced hull of F with respect to the weak star topol-
ogy in E ′.
Now we can state and prove the following useful result.
Proposition 1.10.5. Let E be a LCS. Then
(i) F¯ = ⊥
(
F⊥
)
if F is a subspace of E.
(ii) F¯ =
(⊥F)⊥ if F is a subspace of (E ′, σ∗).
Proof. Suppose F is a subspace of E. Then, given ϕ in F ◦, we know that
|〈ϕ, x〉| ≤ 1 for every x in F . As F is a subspace of E, we have that |〈ϕ, nx〉| ≤ 1
for every x in F and for every n in N, which in turn implies that |〈ϕ, x〉| ≤ n−1
for every x in F and for every n in N. Therefore, 〈ϕ, x〉 = 0 for every x in F
and we conclude that F ◦ = F⊥. In particular F ◦ is convex. In a similar way,
if F is a subspace of E ′ we have that ◦F =⊥ F , which is also convex. By the
Bipolar Theorem and Corollary 1.10.4 we conclude the assertion of the Propo-
sition.
Proposition 1.10.6. (ii) in Proposition 1.10.5 is not true when E ′ is given the strong
topology b∗, not even if E is a Banach space.
Proof. It suffices to see that there exist a Banach space E and a closed subspace
S of (E ′, b∗) such that S is not closed in the space (E ′, σ∗). For this, it suffices
to find a Banach space E which is not reflexive when considering the strong
topology on the sucessive duals, i.e. a Banach space E such that the canonical
inclusion
E ↪→ ((E ′, b∗)′ , b∗)
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is not surjective. For if such a space E were found, and as it is always true that
a LCS is reflexive when considering the weak star topology on the sucessive
duals, i.e.
E =
(
(E ′, σ∗)′ , σ∗
)
,
then we could assert that there exists a functional L : E ′ → C which is contin-
uous when E ′ has the strong topology but not when it is given the weak star
topology (in this case L cannot be given by the evaluation on some fixed v in
E, which is always true for the maps of
(
(E ′, σ∗)′ , σ∗
)
).
Taking S to be the kernel of such a functional L, we then have that S is
closed in the space
(
(E ′, b∗)′ , b∗
)
but not in the space
(
(E ′, σ∗)′ , σ∗
)
.
It only remains to note that such a Banach space E, which is not reflexive,
exists, namely E = `1, where
`1 :=
{
(ai)i∈N : ai ∈ C ∀i ∈ N, and
∞∑
i=1
|ai| <∞
}
. (1.18)
For every continuous linear map between Fréchet spaces there is a duality
associated, given in the following result.
Proposition 1.10.7. Let Λ : E → F be a continuous linear map between Fréchet
spaces. Then
(i) Ker (Λ′) = (Im (Λ))⊥ and
(ii) if the image of Λ is closed, then so is the image of Λ′ and Im (Λ′) = (Ker (Λ))⊥.
Proof. The proof of (i) is straightforward:
ϕ ∈ Ker (Λ′) ⇐⇒ Λ′(ϕ) = 0 ⇐⇒ ϕ ◦ Λ = 0 ⇐⇒ 〈ϕ,Λ(x)〉 = 0 ∀x ∈ E
⇐⇒ 〈ϕ, y〉 = 0 ∀y ∈ Im (Λ) ⇐⇒ ϕ ∈ (Im (Λ))⊥ .
Now we prove (ii). Let φ be an element of F ′ and x in Ker (Λ). Then,
〈Λ′(φ), x〉 = 〈φ,Λ(x)〉 = 0.
Hence,
Im (Λ′) ⊆ (Ker (Λ))⊥ .
Conversely, let ϕ be in E ′ such that 〈ϕ, x〉 = 0 for every x in Ker (Λ). By the
First Isomorphism Theorem there exists a unique continuous linear mapping
σ : E/Ker (Λ)→ Im (Λ) ,
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which is bijective. By the Open Mapping Theorem, σ is an isomorphism. We
define ϕ on E/Ker (Λ), by 〈ϕ, x+ Ker (Λ)〉 = 〈ϕ, x〉. ϕ is well-defined because
〈ϕ, x〉 = 0 for every x in Ker (Λ). Then, ϕ ◦ σ−1 is a functional on Im (Λ), which
can be extended to a functional ψ on F by the Hahn-Banach Theorem.
E
pi

Λ // Im (Λ) i // F
ψ
yy
E/Ker (Λ)
ϕ

σ
88
C
Then, it is clear that Λ′(ψ) = ϕ, because given x in E
〈Λ′(ψ), x〉 = 〈ψ,Λ(x)〉 = 〈ϕ ◦ σ−1,Λ(x)〉 = 〈ϕ, (σ−1 ◦ Λ) (x)〉
= 〈ϕ, x+ Ker (Λ)〉 = 〈ϕ, x〉 .
Thus ϕ is in Im (Λ′). This proves that Im (Λ′) = (Ker (Λ))⊥, and in particular
proves that Im (Λ′) is closed.
Notice that the previous results can be expressed as follows.
Proposition 1.10.8 (See [15], Prop. 26.4). A sequence of Fréchet spaces and contin-
uous linear maps
0→ A f→ B g→ C → 0 (1.19)
is exact if and only if the dual sequence of TVS and continuous linear maps
0→ C ′ g′→ B′ f ′→ A′ → 0 (1.20)
is exact, when its vector spaces are endowed with either the weak star topology or the
strong topology.
Proposition 1.10.9. Let
0→ A f→ B g→ C → 0 (1.21)
be a short exact sequence of Fréchet spaces. The following statements are equivalent:
(i) there exists a continuous linear section s : C → B of g : B → C.
(ii) there exists a continuous linear section s : C → B of g : B → C such that
Im(s) is closed.
(iii) there exists a continuous linear retraction r : B → A of f : A→ B.
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(iv) there exists a continuous linear retraction r : B → A of f : A → B such that
Im(r) is closed.
(v) There exists an isomorphism Ω : A ⊕ C → B such that the following diagram
commutes
A
f // B
g // C
A 
 i // A⊕ C
Ω
OO
pi // // C
(1.22)
where i : A ↪→ A ⊕ C is the canonical inclusion and pi : A ⊕ C  C is the
canonical projection.
Proof. We first observe that item (iv), does not give further information as r,
being a retraction, is surjective. However, to emphasize the symmetry of the
result given by the Proposition, we chose to include the item in its statement.
Two of the implications are trivial, namely that (ii) implies (i) and that (iv)
implies (iii). Now we prove that (v) implies (ii). Let Ω : A ⊕ C → B be an
isomorphism such that the diagram (1.22) commutes and define s : C → B by
s = Ω ◦ iC where iC : C → A ⊕ C is the inclusion given by iC(c) = (0, c) for
every c in C. s is clearly linear, continuous and satisfies g ◦s = IdC . Therefore s
is a section. To show that Im(s) is closed, notice that as g is surjective, Im(s) =
Im(s ◦ g), so we may as well prove that Im(s ◦ g) is closed. On the other hand,
as g ◦s = IdC , we have Im(s◦g) = Ker (IdB −s ◦ g) which is closed as IdB −s◦g
is a continuous linear function.
To show that (v) implies (iv) let Ω : A ⊕ C → B be an isomorphism such
that the diagram (1.22) commutes and define r : B → A by r = piA ◦ Ω−1,
where piA : A⊕C → A is the projection given by piA(a, c) = a for every (a, c) in
A⊕ C. r is clearly linear, continuous and satisfies r ◦ f = IdA. Therefore, r is a
retraction. Moreover, by the fact that r ◦ f = IdA, Im(r) = A, which is closed.
We turn to the proof of (iii) implies (v). Let r : B → A be a continuous linear
retraction of f : A→ B. Define Θ : B → A⊕C by Θ(b) = (r(b), g(b)). It is clear
that Θ is linear, continuous and it makes the diagram in (1.22) commutative. To
check injectivity, suppose that Θ(b) = 0 for some b in B. In particular g(b) = 0,
thus b belongs to Im(f). Let a ∈ A be such that f(a) = b. Then, as Θ(b) = 0 also
implies that r(b) = 0 we have that 0 = (r ◦ f) (a) = a. We conclude that b = 0
and therefore, Θ is injective. To see that it is surjective take an element (a, c) in
A ⊕ C. By surjectivity of g there exists an element b′ in B such that g(b′) = c.
Then, by exactness of (1.21), applying g to any element of the form b = b′+f(a′)
with a′ in A also gives c as a result. It remains to find an adequate element a′
in A such that r(b) = a. A simple calculation shows that a′ = a− r(b′) satisfies
this condition. Therefore taking b = b′ + f (a− r(b′)) we have:
Θ(b) = (r (b′) + r ◦ f (a− r(b′)) , g (b′) + g ◦ f (a′)) = (a, c) ,
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where we have used that r ◦ f = IdA and that g ◦ f = 0. Thus, Θ is surjective.
By the Open Mapping Theorem, we conlude thet Θ is an isomorphism.
Finally we prove (i) implies (v). Let s : C → B be a continuous linear
section of g : B → C. Define Ω : A⊕ C → B by Ω(a, c) = f(a) + s(c). It is clear
that Ω is linear, continuous and it makes the diagram in (1.22) commutative.
To see that it is surjective take an element b in B and write
b = b− (s ◦ g)(b) + (s ◦ g)(b),
where clearly b2 := (s ◦ g)(b) belongs to Im(s). The element b1 := b− (s ◦ g)(b)
satisfies:
g(b1) = g(b− (s ◦ g)(b)) = g(b)− g(b) = 0.
Thus, b1 belongs to Ker(g) = Im(f). Therefore, Ω is surjective.
To see that Ω is injective suppose that Ω(a, c) = f(a) + s(c) = 0. We must
show that a = 0 and c = 0. But f(a) + s(c) = 0 implies s(c) = f(−a). Applying
g, we obtain c = (g ◦ s) (c) = (g ◦ f) (−a) = 0 by exactness of (1.21). Then, c = 0
and so, f(a) = s(−c) = 0, which in turn implies, by injectivity of f , that a is
also equal to zero.
Thus, Ω is bijective and by the Open Mapping Theorem we conclude that
it is an isomorphism.
Remark 1.10.10. Proposition 1.10.9 shows that a short exact sequence of Fréchet
spaces splits if any, and therefore all, of the properties listed in the proposition
holds.
In addition, in the proof of (v) implies (ii) and of (v) implies (iv) the fact that
the spaces are complete has not been used. Therefore, this implications also
hold for TVS in general:
If the short exact sequence of TVS
0→ A f→ B g→ C → 0 (1.23)
splits, then
(i) there exists a continuous linear section s : C → B of g : B → C such that
Im(s) is closed.
(ii) there exists a continuous linear retraction r : B → A of f : A → B such
that Im(r) is closed.
Lemma 1.10.11. The following statements are equivalent:
(i) The short exact sequence of Fréchet spaces splits:
0→ A f→ B g→ C → 0. (1.24)
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(ii) The dual short exact sequence of TVS (provided with the weak star topology)
splits:
0→ C ′ g′→ B′ f ′→ A′ → 0. (1.25)
Proof. To prove that (i) implies (ii) we will show that there is an isomorphism
Ω : B′ → C ′ ⊕ A′ such that the following diagram commutes
C ′
g′ // B′
Ω

f ′ // A′
C ′ 
 i // C ′ ⊕ A′ pi // // A′
(1.26)
where i : A ↪→ A ⊕ C is the canonical inclusion and pi : A ⊕ C  C is the
canonical projection. Indeed, let T : C → B be the continuous linear section of
g : B → C in (1.24) which satisfies g ◦ T = IdC . We define
Ω : B′ → C ′ ⊕ A′ (1.27)
Ψ 7→ (T ′ (Ψ) , f ′ (Ψ)) .
It is immediate to see that Ω is linear. As f is continuous and A′ and B′ have
the weak star topology, then f ′ is continuous. As T is continuous and B′ and
C ′ have the weak star topology, then T ′ is continuous (see Proposition 1.9.1).
Thus, Ω is continuous. Moreover, it makes (1.26) a commutative diagram. In-
deed, if ϕ is an element of C ′ we write
(Ω ◦ g′) (ϕ) = ((T ′ ◦ g′) (ϕ), (f ′ ◦ g′) (ϕ)) = ((g ◦ T )′ (ϕ), 0)
=
(
(IdC)
′ (ϕ), 0
)
= (IdC′(ϕ), 0) = (ϕ, 0) = i(ϕ),
where we have used the fact that f ′ ◦ g′ = 0 by exactness of (1.25) and the fact
that g ◦ T = IdC . The commutativity of the right hand side square in (1.26)
follows immediately from the definition of Ω. Therefore, Ω defined as in (1.27)
makes (1.26) a commutative diagram.
To check injectivity, suppose Ω (Ψ) = 0. Then, T ′ (Ψ) = Ψ ◦ T = 0 and
f ′ (Ψ) = Ψ ◦ f = 0. As (1.24) splits, for every b in B there exist unique elements
a ∈ A and c ∈ C such that b = f(a) + T (c) (see proof of (i) implies (v) in
Proposition 1.10.9). Then for every b in B we have that
Ψ(b) = Ψ (f(a) + T (c)) = f ′(Ψ)(a) + T ′(Ψ)(c) = 0,
so that Ψ ≡ 0.
To check surjectivity, let (φ, ϕ) ∈ C ′⊕A′. Define Ψ inB′ as Ψ(b) = φ(c)+ϕ(a)
where a in A and c in C are the unique elements such that b is written as b =
f(a) + T (c). Then,
Ω(Ψ)(c, a) = (Ψ ◦ T (c),Ψ ◦ f(a)) = (φ(c), ϕ(a)) ∀(c, a) ∈ C ⊕ A,
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so that Ω(Ψ) = (φ, ϕ).
To prove that (ii) implies (i) we will show that B = f(A)⊕ C˜ where C˜ ' C.
Denote by R : A′ → B′ the continuous linear section of f ′ : B′ → A′ in (1.25)
such that f ′ ◦R = IdA′ . Define
C˜ :=⊥ R(A′),
recalling that
⊥R(A′) = {b ∈ B : µ(b) = 0 ∀µ ∈ R(A′)} =
⋂
µ∈R(A′)
Ker (µ) .
From the above definition it is immediate to see that C˜ is a closed subspace of
B.
Now we turn to show that f(A)∩ C˜ = {0} and to do so let us suppose there
is a nonzero b in f(A)∩ C˜. As b belongs to f(A) and f is injective there exists a
unique element a in A such that b = f(a). On the other hand, as b belongs to C˜
we have that R(λ)(b) = 0 for every λ in A′. Then
0 = R(λ)(b) = R(λ) (f(a)) = f ′ (R(λ)) (a) = λ(a) ∀λ ∈ A′, (1.28)
where we have used the fact that f ′ ◦R = IdA′ in the last equality. As b 6= 0 we
have that a 6= 0, then by the Hahn-Banach Theorem (see Theorem 1.3.3) there
exists λ in A′ such that λ(a) 6= 0, in contradiction with (1.28). This proves what
we wanted.
In order to show that B is contained in f(A)⊕ C˜ we first define:
A˜ :=⊥ g′(C ′),
recalling that
⊥g′(C ′) = {b ∈ B : µ(b) = 0 ∀µ ∈ g′(C ′)} .
We assert that A˜ = f(A). We begin by proving the inclusion to the right: take b
in A˜, then µ(b) = 0 for every µ in g′(C ′). Suppose that g(b) 6= 0; then, there is an
element φ of C ′, with φ 6= 0, such that φ(g(b)) = g′(φ)(b) 6= 0 and g′(φ) belongs
to g′(C ′). Contradiction. So it must be g(b) = 0 which implies that b belongs to
Ker (g) = Im (f). To prove the inclusion to the left, let f(a) be in f(A) and take
µ in g′(C ′). As µ = g′(φ) for some φ in C ′, we can write:
µ(f(a)) = g′(φ)(f(a)) = (φ ◦ g) (f(a)) = φ ((g ◦ f) (a)) = 0,
where we have used the fact that g ◦ f = 0 in the last equality. From this we
conclude that f(a) belongs to A˜.
Suppose there exists some element b in B \ f(A) ⊕ C˜ = B \ A˜ ⊕ C˜. Define
the linear functional ω : 〈b〉 ⊕ A˜⊕ C˜ → C by the following requirements:
ω|A˜⊕C˜ = 0,
ω(b) = 1.
(1.29)
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Note that ω is continuous by the fact that its kernel is closed. Applying the
Hahn-Banach Theorem, it follows that there exists some Ω in B′ such that
Ω|〈b〉⊕A˜⊕C˜ = ω.
But then Ω 6= 0 and Ω|A˜⊕C˜ = 0, so that
0 6= Ω ∈
(
A˜⊕ C˜
)⊥
= A˜⊥ ∩ C˜⊥ = [⊥g′(C ′)]⊥ ∩ [⊥R(A′)]⊥ = g′(C ′) ∩R(A′),
where we have used (ii) of Proposition 1.10.5 in the last equality. In addition,
both R(A′) and g′(C ′) are closed in the weak star topology. This is due to the
fact that g′(C ′) = Ker (f ′), with f ′ continuous; and by the fact that R(A′) is
isomorphic to the closed space A′. Therefore g′(C ′) ∩ R(A′) = g′(C ′) ∩ R(A′),
and we conclude:
0 6= Ω ∈ g′(C ′) ∩R(A′).
But g′(C ′)∩R(A′) = {0}, so we have reached a contradiction which came from
assuming the existence of some element b in B \ A˜ ⊕ C˜. Then we conclude
B = A˜⊕ C˜.
Finally, let us show that C˜ ' C. For this purpose, consider the restriction
g|C˜ : C˜ → C. On the one side, Ker (g|C˜) = Ker (g) ∩ C˜ = f(A) ∩ C˜ = {0} (the
last equality having been proved above), so that g|C˜ is injective. Now, let c be
in C. As g is surjective there exists an element b of B such that g(b) = c. It has
been shown that B = f(A)⊕ C˜ so that there exist unique elements a in A and
c˜ in C˜ such that b = f(a) + c˜. Then,
g|C˜(c˜) = g(c˜) = g(f(a) + c˜) = g(b) = c,
where the fact that g ◦ f = 0 has been used in the second equality. It follows
from this, that g|C˜ is surjective. To complete the proof we note that by the Open
Mapping Theorem, g|C˜ : C˜ → C is an isomorphism.
Remark 1.10.12. Note that in proving that (ii) implies (i) in Lemma 1.10.11 we
have used (ii) of Proposition 1.10.5, which in turn holds only when duals are
provided with the weak star topology (see Proposition 1.10.6). If we wanted to
prove the same result in the case in which the duals have the strong topology
we would not be able to use (ii) of Proposition 1.10.5. In fact, if the duals
are considered with the strong topology, the fact that (ii) implies (i) in Lemma
1.10.11 is false. It does not even hold for Banach spaces, as can be seen in the
following example.
Example 1.10.13. Let `∞ be the space of bounded complex valued sequences
and let c0 be the space of complex valued sequences whose limit is zero. Then,
the short exact sequence
0→ c0 i→ `∞ pi→ `∞/c0 → 0 (1.30)
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does not split. However, the dual short exact sequence
0→ (`∞/c0)′ pi
′→ `′∞ i
′→ c′0 → 0 (1.31)
splits if the dual spaces are given the strong topology.
We omit the very technical proof of the fact that (1.30) does not split. The
reader is referred to [4], Ch. III, §13. By Lemma 1.10.11 we know that (1.31)
does not split if the dual spaces are given the weak star topology. Contrary
to this, we are going to show that (1.31) splits if the duals have the strong
topology instead.
We begin by noting that c′0 is isometrically isomorphic to `1 defined by
`1 :=
{
(ai)i∈N : ai ∈ C ∀i ∈ N, and
∞∑
i=1
|ai| <∞
}
. (1.32)
Indeed, we can define ψ : `1 → c′0 which on each element a = (ai)i∈N of `1 is
defined by
ψ(a) : c0 → C
b 7→
∞∑
i=1
aibi,
where b denotes a sequence (bi)i∈N in c0. For each a it is clear that ψ(a) is linear.
It is continuous by the following bound:
|ψ(a)(b)| =
∣∣∣∣∣
∞∑
i=1
aibi
∣∣∣∣∣ ≤ ‖b‖∞
∞∑
i=1
|ai| ≤ ‖b‖∞ ‖a‖1 . (1.33)
It is clear that ψ is linear. Restricting equation (1.33) to elements b of unitary
norm and taking supremum over all such elements we have
‖ψ(a)‖ ≤ ‖a‖1 ,
so that ψ is continuous. Moreover, if ψ(a) = 0, evaluating on the sequence e(k)
in c0 defined by
(
e(k)
)
i
= δki for each k in N, we arrive at:
0 = ψ(a)
(
e(k)
)
=
∞∑
i=1
aie
(k)
i =
∞∑
i=1
aiδki = ak.
Thus, a = 0 and we conclude ψ is injective.
Given µ in c′0 let a be the sequence defined by ai = µ
(
e(i)
)
where e(i) was
defined before. We assert that
1. a belongs to `1 and that
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2. ψ(a) = µ, thus ψ is surjective.
To prove the first assertion, we define the numbers
αi =
 |
µ(e(i))|
µ(e(i))
, if µ
(
e(i)
) 6= 0,
0, if µ
(
e(i)
)
= 0.
(1.34)
And now consider for each positive integer k the sequence bk =
∑k
i=1 αie
i.
Then, we have that bk belongs to c0 and that
∥∥bk∥∥∞ is either 1 or 0 for every k.
Then we can write for each positive integer k:
k∑
i=1
∣∣µ (e(i))∣∣ = k∑
i=1
αiµ
(
e(i)
)
=
∣∣µ (bk)∣∣ ≤ ‖µ‖∥∥bk∥∥∞ ≤ ‖µ‖ .
Then, as µ is continuous its norm is bounded and taking the limit of k tending
to infinity, we obtain
‖a‖1 =
∞∑
i=1
∣∣µ (e(i))∣∣ ≤ ‖µ‖
from where it follows that a belongs to `1.
The second assertion follows from
ψ(a)(b) =
∞∑
i=1
aibi =
∞∑
i=1
µ
(
e(i)
)
bi =
∞∑
i=1
µ
(
bie
(i)
)
= lim
N→∞
N∑
i=1
µ
(
bie
(i)
)
= µ
(
lim
N→∞
N∑
i=1
bie
(i)
)
,
and the fact that in c0 the following limit holds
lim
N→∞
N∑
i=1
bie
(i) = b.
This concludes the proof of the fact that c′0 is isometrically isomorphic to `1.
Turning to the space `′∞, we assert that it is isometrically isomorphic to the
space ba defined by:
ba =
{
ν : P(N)→ R : ν is finitely additive and ∀E ⊆ N, sup
pi
∑
A∈pi
|ν(A)| <∞
}
,
(1.35)
where pi in the definition above runs through all partitions of E. Note that the
supremum increases with respect to set inclusion and taking E = Nwe obtain
a uniform bound for every E contained in N. Also, ba is a vector space with
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the usual definitions of addition and scalar multiplication. Moreover, ba is a
Banach space defining the following norm
‖ν‖ = sup
pi
∑
A∈pi
|ν(A)| <∞, (1.36)
where pi in the definition above runs through all partitions of N. The norm
(1.36) is known as the total variation of ν.
Considering the measurable space (N,P(N)), each element ν in ba defines
a continuous functional of `∞ in the following way:
`∞ → R (1.37)
a 7→
∫
N
a dν,
and this identification defines an isomorphism between `′∞ and ba (for a de-
scription of the consrtuction of the integral in (1.37) when ν is finitely additive,
see [6], p. 77).
Note that if ν is σ-additive, the integral in the definition above coincides
with the sum: ∫
N
a dν =
∑
i∈N
aiν ({i}) ,
where a = (ai)i∈N.
These isomorphisms, namely `′∞ ∼ ba and c′0 ∼ `1 give the following short
exact sequence which is isometrically isomorphic to (1.31):
0→ (`∞/c0)′ → ba φ→ `1 → 0 (1.38)
where the morphism φ is given by
φ : ba→ `1
ν 7→ (ν ({i}))i∈N
and where we also have the isomorphism ker (φ) ∼ (`∞/c0)′, which is a closed
subspace of ba.
We seek to show that (1.38) splits (which is equivalent to the splitting of
(1.31)). To see this, it suffices to show that there exist some closed subspace of
ba which complements ker (φ).
Consider the subspace ca of ba of signed, countably additive and bounded
measures
ca = {ν ∈ ba : ν is σ-additive} . (1.39)
The space ca is closed in ba, because it is complete with respect to the norm
(1.36) (see [11], p.199). In fact, φ induces an isomorphism between ca and `1.
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We briefly prove this last statement. The morphism φ restricted to ca is inyec-
tive because every countably additive measure ν is completely determined by
the sequence of values ν({n}) with n inN. On the other hand, given any real se-
quence a = (an)n∈N in `1, the arrow νa : P(N)→ R defined by νa(X) =
∑
n∈X an
is well defined, is σ-additive by definition and it is bounded. Therefore, νa be-
longs to ca. Moreover, φ(νa) = a by construction. Thus, the restriction of φ to
ca is surjective. To complete the proof we finally note that
‖ν‖ = ‖φ(ν)‖1
for every ν in ca. The above equality follows from the next argument. Take ν
in ca. On the one hand, for every N in Nwe have
N∑
i=1
|ν ({i})| ≤
N∑
i=1
|ν ({i})|+ |ν (N \ {1, . . . , N})| ,
and the right hand side of the above inequality is a sum over the partition
pi = {{1} , . . . , {N} ,N \ {1, . . . , N}}
of N. Thus, by definition of the norm in ba (1.36), we have that for every N in
N
N∑
i=1
|ν ({i})| ≤ ‖ν‖ ,
and therefore, taking the limit N →∞, we have that ‖φ (ν)‖1 ≤ ‖ν‖.
On the other hand, for any partition pi of N, we have that∑
A∈pi
|ν (A)| ≤
∑
A∈pi
∑
i∈A
|ν ({i})| =
∑
i∈N
|ν ({i})| = ‖φ (ν)‖1 .
Taking supremum over all such partitions pi on the left hand side of the previ-
ous inequality we arrive at ‖ν‖ ≤ ‖φ (ν)‖1.
As ca ∩ ker (φ) = {0}, (1.38) splits in the category of Banach spaces, and
therefore so does (1.31).
Proposition 1.10.14. Note that when considering ba with the weak star topology, ca
is not a closed subspace.
Proof. We will show that
ca = ba,
where the closure is taken with respect to the weak star topology on ba.
By Theorem 1.10.5, we know
ca =
(⊥ca)⊥ .
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It suffices to show that ⊥ca = {0}; in that case, taking perpendicular again, we
obtain the whole space ba.
For each i in N, δi belongs to ca, where δi is the Dirac measure concentrated
at i:
δi(A) =
{
1, if i ∈ A,
0, if i /∈ A.
For each a in `∞, ∫
N
a dδi =
∑
j∈N
ajδi ({j}) = ai. (1.40)
On the other hand, if a belongs to ⊥ca then a ⊥ δi for every i in N. Combining
this fact with (1.40) we get ai = 0 for every i and therefore, a = 0.
Proposition 1.10.15. Let
0→ A f→ B g→ C → 0 (1.41)
be a short exact sequence of Fréchet spaces. Given a continuous linear section T : C →
B of g : B → C, so that (1.41) splits by Lemma 1.10.9, one can define a continuous
linear section R : A′ → B′ of f ′ : B′ → A′ in the dual short exact sequence of TVS
provided with the weak star topology:
0→ C ′ g′→ B′ f ′→ A′ → 0, (1.42)
(and which splits too by Lemma 1.10.11). Reciprocally, given a continuous linear
section R : A′ → B′ of f ′ : B′ → A′ in (1.42) one can define a continuous linear
retraction I : B → A of f : A→ B in (1.41) or a continuous linear section T : C →
B of g : B → C in (1.41).
Proof. First, suppose we are given a continuous linear section T : C → B of g :
B → C in (1.41). By Proposition 1.10.9 there is an isomorphism Ω : A⊕C → B
such that the following diagram is commutative
A
f // B
g // C
A 
 i // A⊕ C
Ω
OO
pi // // C
where i : A ↪→ A ⊕ C is the canonical inclusion and pi : A ⊕ C  C is the
canonical projection. Next define I : B → A by
I = piA ◦ Ω−1,
where piA : A⊕C → A is the projection. Then, I is a continuous linear retraction
of f : A→ B in (1.41).
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Now define R : A′ → B′ as R = I ′ (i.e.: For every ϕ in A′, R(ϕ) in B′ is
defined on each b inB by: 〈R(ϕ), b〉 = 〈ϕ, I(b)〉). R is continuous by Proposition
1.9.1.
It remains to show that f ′ ◦ R = IdA′ . Let ϕ be in A′. Then for every a in A
we have:
〈(f ′ ◦R) (ϕ) , a〉 = 〈f ′ (R (ϕ)) , a〉 = 〈R (ϕ) ◦ f, a〉 = 〈R (ϕ) , f(a)〉
= 〈ϕ, I(f(a))〉 = 〈ϕ, a〉 ,
from which we conclude f ′ ◦R = IdA′ .
Now suppose we are given a continuous linear section R : A′ → B′ of f ′ :
B′ → A′ in (1.42). From the proof of (ii) implies (i) of Lemma 1.10.11 we have
that for every b in B there exist unique elements c in C and a in A such that b =
f(a) + (g|C˜)−1 (c). This, together with the fact that (g|C˜)−1 is an isomorphism
by the proof of Lemma 1.10.11 and f is continuous by assumption, imply that
Ψ = f + (g|C˜)−1 : A⊕ C → B
is a linear continuous bijection; and by the Open Mapping Theorem, an iso-
morphism.
Next, if ΠA : A ⊕ C → A is the canonical projection, define I : B → A by
I = ΠA ◦Ψ−1. which is obviously linear, continuous and satisfies I ◦ f = IdA .
Thus, I : B → A is a continuous linear retraction of f : A→ B in (1.41).
On the other hand, if we define T : C → B by T = (g|C˜)−1, it is obviously
linear, continuous and T satisfies g ◦T = IdC . Thus, T : C → B is a continuous
linear section of g : B → C in (1.41).
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Chapter 2
Distributions on open subsets of
the Euclidean space
In this chapter we first discuss the spaces of continuously differentiable func-
tions and spaces of test functions. A thorough description of their topology is
made in order to define the notion of a distribution, and to give an equivalent
characterization. The subject of distributions is further developed in Chapter
4 in a more general context.
2.1 Spaces of continuously differentiable functions
and spaces of test functions
Definition 2.1.1. Let Ω be a nonempty open subset of some topological space. Let
ϕ : Ω→ C be a function. The support of ϕ is the set defined by
Supp (ϕ) = {x ∈ Ω : ϕ(x) 6= 0}Ω.
Equivalently, a point x is not in Supp (ϕ) if there exists an open neighborhood V of x,
contained in Ω such that ϕ(V ) = {0}.
Definition 2.1.2. For each nonempty open subset Ω of Rd we denote by E (Ω) (resp.
Em (Ω)) the algebra of infinitely differentiable, or C∞, (resp. m times continuously
differentiable, or Cm) complex valued functions on Ω.
Let X be a closed subset of Rd. We denote by I∞ (X,Rd) (resp. Im (X,Rd) for
m ∈ N) the space of C∞ (resp. Cm) functions which vanish on X together with all of
their derivatives (resp. all of their derivatives of order less than or equal to m). Note
that I∞ (X,Rd) (resp. Im (X,Rd)) is an ideal of E (Ω) (resp. Em (Ω)).
We define the ideal I (X,Rd) of E (Rd) by
I (X,Rd) = {ϕ ∈ E (Rd) : Supp (ϕ) ∩X = ∅} ⊆ E (Rd) .
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Note the following inclusions:
I (X,Rd) ⊆ I∞ (X,Rd) ⊆ · · · ⊆ Im+1 (X,Rd) ⊆ Im (X,Rd) . . .
IfK is a compact set inRd, thenDK denotes the space of all ϕ in E
(
Rd
)
whose support
lies in K. If K is a compact subset of Ω then DK may be identified with a subspace of
E (Ω), and we will denote it by DK (Ω).
A function ϕ : Ω→ C is called a test function if it is infinitely differentiable and
has compact support. The set of test functions over Ω will be denoted by D (Ω). Ob-
serve that D (Ω) is the union of the subspaces DK (Ω) as K runs through all compact
subsets of Ω.
Introducing certain families of seminorms we now proceed to topologize
the spaces given in Definition 2.1.2 above, starting with E (Ω) andDK . We first
introduce the notion of fundamental sequence of compact sets.
Definition 2.1.3. Let Ω be an open subset of a topological space. A collection of
compact sets
{Kl}l∈N
is called a fundamental sequence if it satisfies the following properties:
FS 1. K1 6= ∅;
FS 2. Kl ⊆ (Kl+1)◦, for every l in N; and
FS 3. Ω =
⋃
l∈N
Kl.
Definition 2.1.4. Let Ω be a nonempty open subset of Rd and K a compact subset of
Ω. For each integer k ≥ 0 (resp. 0 ≤ k ≤ m) and each function f in E (Ω) (resp. f
in Em(Ω)) we define the seminorm
‖ f ‖Kk = sup
x∈K
|ν|≤k
|∂νf(x)|. (2.1)
Definition 2.1.5. Let Ω be a nonempty open subset of Rd and {Kl}l∈N a fundamental
sequence of compact sets covering Ω. For each k ≥ 0 (resp. 0 ≤ k ≤ m), each l > 0
and each function f in E (Ω) (resp. f in Em(Ω)) we define the seminorm
‖ f ‖lk=‖ f ‖Klk . (2.2)
Remark 2.1.6. The topology obtained in Theorem 1.6.3 from the collection of
seminorms {‖ · ‖lk}k,l
in definition 2.1.5 coincides with the one given by the collection{‖ · ‖Kk }k,K
of definition 2.1.4. This is a consequence of Definition 2.1.3.
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Some simple but most useful results about this topology are given in the
following lemma.
Lemma 2.1.7 (See [7], 17.1.3, 17.1.4 and 17.1.5). Consider E (Ω) with the topol-
ogy obtained from the collection of seminorms (2.1) (or equivalently from (2.2)) as
described in Theorem 1.6.3.
(i) For each multi-index ν the linear mapping f 7→ ∂νf of E (Ω) into E (Ω) is
continuous.
(ii) For each function ψ in E (Ω) (resp. ψ in Em(Ω)) the linear mapping ϕ 7→ ψϕ
of E (Ω) (resp. Em(Ω)) into itself is continuous. Moreover, for every ψ in E (Ω)
(resp. ψ in Em(Ω)), each k in N0 (resp. 0 ≤ k ≤ m) and each compact set K
there exists a constant M > 0 such that ‖ ψϕ ‖Kk ≤ M ‖ ϕ ‖Kk , for every ϕ in
E (Ω) (resp. ϕ in Em(Ω)).
(iii) Let ϕ be a mapping of class C∞ (resp. Cm) of an open set V into an open set U ,
both contained in Rd. Then the linear mapping f 7→ f ◦ ϕ of E (U) into E (V )
(resp. Em (U) into Em (V )) is continuous.
Proof. For (i) and (ii), let {Kl}l∈N be a fundamental sequence of compact subsets
of Ω used to define seminorms ‖·‖lk on E (Ω) (resp. Em (Ω)). The proof of (i) is
quite straightforward. We only note that
‖ ∂νf ‖lk≤‖ f ‖lk+|ν| .
Now we prove (ii). For every |ν| ≤ k and every x in K,
|∂ν (ψϕ) (x)| ≤
∑
|i|≤|ν|
(
ν
i
) ∣∣∂iϕ(x) · ∂ν−iψ(x)∣∣ ≤M ′ ∑
|i|≤|ν|
(
ν
i
) ∣∣∂iϕ(x)∣∣
≤M ′
∑
|i|≤|ν|
(
ν
i
) ‖ ϕ ‖Kk ≤M ‖ ϕ ‖Kk ,
where M ′ and M are defined by
M ′ = max
|α|≤k
sup
x∈K
|∂αψ(x)| and M = M ′max
|ν|≤k
∑
|i|≤|ν|
(
ν
i
)
,
and are independent of ϕ and ν. Consequently, taking supremum over all the
elements x in K and multi-indices |ν| ≤ k on the left hand side of the above
inequality we arrive at
‖ ψϕ ‖Kk ≤M ‖ ϕ ‖Kk .
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Now we prove (iii). Let {Kl}l∈N be a fundamental sequence of compact subsets
of U used to define seminorms U‖·‖lk on E (U) (resp. Em (U)). Put
ϕ = (ϕ1, . . . , ϕn) ,
where ϕi is a scalar valued function. Let {K ′l}l∈N be a fundamental sequence of
compact subsets of V used to define seminorms V‖·‖lk on E (V ) (resp. Em (V )).
For each pair of integers k, l, let akl be the gratest of the least upper bounds of
the functions
sup {1, |∂νϕi|}
on K ′l , for |ν| ≤ k and 1 ≤ i ≤ n. Finally, let q be an integer such that ϕ (K ′l) is
contained in Kq. By repeated application of the formula of partial derivatives
of a composite function we obtain for each f in E (U) (resp. Em (U))
U‖f ◦ ϕ‖lk ≤ cklakkl U‖f‖lq .
where ckl is a constant independent of f and ϕ.
Proposition 2.1.8 (See [22], Ch. 1, Example 1.46). The topology defined on E (Ω)
by the seminorms (2.2), turns E (Ω) into a Fréchet space with the Heine-Borel prop-
erty, such that DK (Ω) is a closed subspace of E (Ω) whenever the compact set K is
contained in Ω, and therefore, DK (Ω) is a Fréchet space by itself with the Heine-Borel
property.
Proof. By Theorem 1.6.3 the seminorms given by (2.2) define a locally convex
topology on E (Ω). By Theorem 1.4.2 this topology is metrizable, with an in-
variant metric whose balls centered at zero are convex and balanced. A choice
of such a metric is given in Remark 1.6.5.
Next, for every x in Ω we define the evaluation map
ex : E (Ω)→ C
ϕ 7→ ϕ(x),
which is a continuous functional for this topology. To see this, just note that if
B1/n(0) denotes the open ball of R centered at zero with radius 1/n, then
e−1x
(
B1/n(0)
)
=
{
ϕ : |〈ϕ, x〉| < 1
n
}
=
{
ϕ : ‖ϕ‖{x}0 <
1
n
}
= V
(
‖·‖{x}0 , n
)
,
where V
(
‖·‖{x}0 , n
)
, as defined in Theorem 1.6.3, is an open set of E (Ω).
As DK (Ω) can be written as
DK (Ω) =
⋂
x∈Ω\K
Ker (ex) ,
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it follows that DK (Ω) is closed in E (Ω) whenever K is contained in Ω.
The seminorms in (2.2) satisfy ‖ · ‖lk≤‖ · ‖l′k′ whenever (l, k) ≤ (l′, k′) and
therefore, a local base at zero is given by the sets
V (N) =
{
ϕ ∈ E (Ω) : ‖ ϕ ‖NN<
1
N
}
,
for N in N. Having stated this, we can proceed to prove that E (Ω) is complete.
If (ϕi)i∈N is a Cauchy sequence in E (Ω) and if N in N is fixed, then ϕi − ϕj
belongs to V (N) if i and j are sufficiently large. Thus |∂νϕi − ∂νϕj| < 1/N
on KN if |ν| ≤ N . It follows that each ∂νϕi converges uniformly on compact
subsets of Ω to a function gν . In particular ϕi(x)→ g0(x). It is now evident that
g0 belongs to E (Ω), that gν = ∂νg0 and that ϕi → g0 for the topology of E (Ω).
Thus E (Ω) is a Fréchet space. The same is true for each of its closed subsets
DK (Ω).
Suppose next that a subset B of E (Ω) is closed and bounded. By Theorem
1.6.3, the boundedness of B is equivalent to the existence of numbers Mlk <∞
such that ‖ φ ‖lk≤ Mlk for every φ in B, and for every pair (l, k) in N× N0. The
inequalities
|∂νφ(x)| ≤Mlk,
valid for x in Kl when |ν| ≤ k, imply the equicontinuity of {∂νφ : φ ∈ B} on
Kl−1, if |ν| ≤ k− 1. It now follows from Ascoli’s Theorem and Cantor’s diago-
nal process that every sequence in B contains a subsequence (φi)i∈N for which
(∂νφi)i∈N converges uniformly on compact subsets of Ω, for each multi-index ν.
Hence, (φi)i∈N converges with respect to the topology of E (Ω). This proves that
B is compact. Hence, E (Ω) has the Heine-Borel property. The same conclusion
holds for DK (Ω) whenever K has nonempty interior (otherwise, DK (Ω) = 0),
because dim (DK(Ω)) =∞ in that case.
Remark 2.1.9. The topology ofDK (Ω), as topological subspace of E (Ω), can be
described more thoroughly by constructing a family of seminorms compatible
with it. For this purpose, consider first the space D (Ω) which we can write as
D (Ω) =
⋃
K⊆Ω
compact
DK (Ω) .
Next we define a family of norms {‖ · ‖k}k∈N on D (Ω) given by
‖ ϕ ‖k= sup
x∈Ω
|ν|≤k
|∂νϕ(x)| . (2.3)
Then, the restrictions of these norms to any fixed subsetDK (Ω) ofD (Ω) induce
the same topology on DK (Ω) as do the seminorms of equation (2.2), which
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define the topology on E (Ω). To see this, note that to each compact K corre-
sponds an integer l0 such that K is contained in Kl for every l ≥ l0. For these l,
‖ ϕ ‖k=‖ ϕ ‖lk if ϕ belongs to DK (Ω). Since
‖ ϕ ‖lk≤‖ ϕ ‖l+1k ,
the topology induced by the sequence of seminorms{ ‖·‖lk }k,l
is unchanged if we let l start from l0 rather than 1. Therefore, the topology on
DK (Ω) defined by the seminorms (2.2) coincides with the one defined by the
restrictions of the norms (2.3) to DK (Ω). In practice, either set of seminorms
can be used.
The topology ofDK (Ω) will be denoted by τK . A local base for τK is formed
by the sets
VN =
{
ϕ ∈ DK (Ω) : ‖ ϕ ‖N< 1
N
}
,
for N in N.
The norms in equation (2.3) could be used to define a locally convex metriz-
able topology on D (Ω) as described in Theroem 1.6.3 and Remark 1.6.5. But
this topology would not be complete.
Instead, for the space D (Ω) we will consider the final topology in the cate-
gory of LCS with respect to the family
F = {iK : K ⊆ Ω, compact} , (2.4)
where iK denotes the inclusion map:
iK : DK (Ω) ↪→ D (Ω) .
The following theorem exhibits a topology on D (Ω) such that all the func-
tions of the familyF are continuous. Later on, it will be shown that this topol-
ogy is the finest with respect to this property (i.e. it is indeed the final topology
with respect to the familyF ).
Theorem 2.1.10 (See [22], Ch. 6, Thm. 6.4). Let β be the collection of all convex
balanced sets W contained inD (Ω) such thatDK (Ω)∩W belongs to τK (see Remark
2.1.9) for every compact subset K of Ω. Let τ be the collection of all unions of sets of
the form ϕ+W , with ϕ in D (Ω) and W in β. Then,
(i) τ is a topology in D (Ω), and β is a local base for τ ;
(ii) τ makes D (Ω) into a LCS.
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Proof. Suppose V1 and V2 belong to τ , and take φ in V1 ∩ V2. To prove (i) it is
enough to show that
φ+W ⊆ V1 ∩ V2 (2.5)
for some W in β.
The definition of τ shows that there exist φi in D (Ω) and Wi in β such that
φ ∈ φi +Wi ⊆ Vi (i = 1, 2).
Choose K so that DK (Ω) contains φ1, φ2 and φ. Since DK (Ω) ∩Wi is open in
DK (Ω) and φ− φi ∈ Wi, we have
φ− φi ∈ (1− δi)Wi,
for some 0 < δi < 1. The convexity of Wi implies therefore that
φ− φi + δiWi ⊆ (1− δi)Wi + δiWi = Wi,
so that
φ+ δiWi ⊆ φi +Wi ⊆ Vi (i = 1, 2).
Hence, (2.5) holds with W = δ1W1 ∩ δ2W2.
Now we prove (ii). Suppose that φ1 and φ2 are distinct elements of D (Ω),
and put
W = {φ ∈ D (Ω) :‖ φ ‖0<‖ φ1 − φ2 ‖0} ,
where ‖ · ‖0 was defined in (2.3). Then, W belongs to β and φ1 is not in φ2 +W .
It follows that the singleton {φ1} is a closed set relative to τ .
Addition is τ -continuous, since the convexity of every W in β implies that(
Ψ1 +
1
2
W
)
+
(
Ψ2 +
1
2
W
)
= (Ψ1 + Ψ2) +W
for any Ψ1, Ψ2 in D (Ω).
To deal with scalar multiplication, pick a scalar α0 and φ0 in D (Ω). Then
αφ− α0φ0 = α(φ− φ0) + (α− α0)φ0.
If W belongs to β, there exists δ > 0 such that
δφ0 ∈ 1
2
W.
Then, as 1
2
W is balanced, whenever |α− α0| < δ, we have
(α− α0)φ0 = α− α0
δ
δφ0 ⊆ 1
2
W.
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Choose c so that 2c(|α0|+δ) = 1. Then, |2αc| < 1 for every α such that |α−α0| <
δ. Then, whenever φ− φ0 is in cW and since 12W is balanced, it follows that
α(φ− φ0) ∈ αcW ⊆ 2αc 1
2
W ⊆ 1
2
W.
Then, as W is convex,
αφ− α0φ0 ∈ W ,
whenever |α − α0| < δ and φ − φ0 belongs to cW . This shows that scalar
multiplication is continuous.
Proposition 2.1.11. The topology τ on D (Ω) defined in the previous theorem, is the
final topology in the category of LCS with respect to the family of functionsF defined
in (2.4).
Proof. Let τ ′ be a topology that turns D (Ω) into a LCS and such that the func-
tions in the family (2.4) are continuous. We seek to show that τ ′ ⊆ τ . Take a
set V in τ ′. As (D (Ω) , τ ′) is a LCS there is a zero neighborhood basis β′ whose
elements are convex balanced sets. Then V can be written as:
V =
⋃
φ∈V
(φ+Wφ) ,
where Wφ is some set in β′ such that φ+Wφ is contained in V . By hypothesis,
iK : (DK (Ω) , τK) ↪→ (D (Ω) , τ ′)
is continuous for every compact subset K of Ω. Then,
DK (Ω) ∩Wφ ∈ τK , ∀K ⊆ Ω compact subset.
Thus, for every φ in V , Wφ belongs to β and therefore, V belongs to τ .
Theorem 2.1.12 (See [22], Ch. 6, Thm. 6.5). Let τ denote the topology of D (Ω)
(described in Theorem 2.1.10) and τK that of DK (Ω) (see Remark 2.1.9).
(i) The topology τK coincides with the subspace topology thatDK (Ω) inherits from
D (Ω).
(ii) If B is a bounded subset of D (Ω), then it is contained in DK (Ω) for some
compact subset K of Ω, and there are numbers MN < ∞ such that every φ in
B satisfies the inequalities
‖φ‖N ≤MN (N = 0, 1, 2, . . . ).
(iii) D (Ω) has the Heine-Borel property.
42
2.1. SPACES OF CONTINUOUSLY DIFFERENTIABLE FUNCTIONS AND
SPACES OF TEST FUNCTIONS
(iv) If (ϕi)i∈N is a Cauchy sequence in D (Ω) then it is contained in DK (Ω), for
some compact subset K of Ω and
lim
i,j→∞
‖ ϕi − ϕj ‖k= 0,
for every k in N.
(v) If ϕi → 0 with respect to the topology ofD (Ω), then there is a compact subsetK
of Ω which contains the support of every ϕi, and ∂νϕi → 0 uniformly as i→∞
for every multi-index ν. In other words, there is a compact subset K of Ω which
contains the support of every ϕi and ϕi → 0 for the topology of DK (Ω).
(vi) (D (Ω) , τ) is sequentially complete.
Remark 2.1.13. In view of (i), the necessary conditions expressed by (ii), (iv)
and (v) are also sufficient.
Proof of Theorem 2.1.12. To prove (i) suppose first that V belongs to τ . Pick φ in
DK (Ω)∩V . By theorem 2.1.10, φ+W is contained in V for someW in β, where
we recall that β is the collection of all convex balanced subsetsW ofD (Ω) such
that DK (Ω) ∩W belongs to τK for every compact subset K of Ω. Hence,
φ+ (DK (Ω) ∩W ) ⊆ DK (Ω) ∩ V.
Since DK (Ω) ∩W is open in DK (Ω), we have proved that
DK (Ω) ∩ V ∈ τK , if V ∈ τ and K ⊆ Ω.
Now suppose U belongs to τK . We have to show that U = DK (Ω)∩V for some
V in τ . The definition of τK implies that to every φ in U corresponds numbers
N in N and δ > 0 such that
{ψ ∈ DK (Ω) : ‖ψ − φ‖N < δ} ⊆ U.
Put
Wφ = {ψ ∈ D (Ω) : ‖ψ‖N < δ} .
Then Wφ belongs to β, and
DK (Ω) ∩ (φ+Wφ) = φ+ (DK (Ω) ∩Wφ) = {ψ ∈ DK (Ω) : ‖ψ − φ‖N < δ} ⊆ U.
If V is taken to be the union of the sets φ + Wφ, where φ runs through U , then
V has the desired property.
To prove (ii), consider a subset B of D (Ω) which lies in no DK (Ω). Then
there are functions φm in B and there are distinct points xm in Ω, without limit
point in Ω, such that φm(xm) 6= 0 (m = 1, 2, 3, . . . ).
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Let W be the set of all φ in D (Ω) that satisfy
|φ(xm)| < m−1 |φm(xm)| (m = 1, 2, 3, . . . ).
Since each K contains only finitely many xm, it is easy to see that DK (Ω) ∩W
belongs to τK . Indeed, suppose for the sake of simplicity, that x1, x2, . . . , xm0
are in K only. Then, if Bm denotes the ball of R centered at zero of radius
m−1 |φm(xm)|,
DK (Ω) ∩W =
m0⋂
m=1
(| · | ◦ exm)−1 (Bm) ,
where | · | : C → R≥0 is the operation of taking the modulus of a complex
number; and we recall that
ex : DK (Ω)→ C
ϕ 7→ ϕ(x)
is the evaluation map, which is a continuous functional asDK (Ω) is a subspace
of E (Ω) whenever K is a compact subset of Ω.
Therefore, we have thatDK (Ω)∩W is open inDK (Ω). As W is also convex
and balanced we conclude that W belongs to β. Since φm is not in mW , no
multiple of W contains B. This shows that B is not bounded.
It follows that every bounded subset B of D (Ω) lies in some DK(Ω). By (i),
B is then a bounded subset ofDK(Ω). Then, by Theorem 1.6.3, every seminorm
‖·‖N with N in N (see (2.3)) is bounded on B. This means that there exist
numbers 0 < MN <∞ such that ‖φ‖N ≤ MN for N = 1, 2, . . . and for every φ
in B. This completes the proof of (ii).
Statement (iii) follows from (ii), since DK(Ω) has the Heine-Borel property
(see Proposition 2.1.8).
Since Cauchy sequences are bounded, (ii) implies that every Cauchy se-
quence (φi)i∈N in D(Ω) lies in some DK(Ω). By (i), (φi)i∈N is also a Cauchy
sequence relative to τK . This proves (iv).
Statement (v) is just a restatement of (iv).
Finally, (vi) follows from (i), (iv) and the completeness of DK(Ω) (recall that
DK(Ω) is a Fréchet space by Proposition 2.1.8).
By (v) of Theorem 2.1.12 the notion of convergence of a sequence of test
functions with respect to the topology of D(Ω) (described in Theorem 2.1.10)
can be given in an equivalent way as in the following definition.
Definition 2.1.14. A sequence of functions (ϕi)i∈N inD(Ω) converges to ϕ inD(Ω)
if the following two conditions are satisfied:
1. There exists a compact subset of Ω such that the supports of all ϕi are contained
in it.
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2. For any n-tuple k of nonnegative integers the functions ∂kϕi converge uni-
formly to ∂kϕ (as i→∞).
We turn to give a characterization of open sets in (D(Ω), τ) and also of
contiuous linear mappings of D(Ω) into a LCS E.
Proposition 2.1.15. Let τ denote the topology ofD (Ω) (described in Theorem 2.1.10)
and τK that of DK (Ω) (see Remark 2.1.9).
(i) A set W is open in D(Ω) if and only if W ∩DK(Ω) is open in DK(Ω) for every
K compact subset of Ω.
(ii) Let E be any LCS. A linear mapping
f : (D(Ω), τ)→ E
is continuous if and only if
f ◦ iK : (DK(Ω), τK)→ E
is continuous for every K compact subset of Ω.
Proof. To prove (i), if a subset W of D(Ω) satisfies that W ∩ DK(Ω) is open in
DK(Ω) for every K contained in Ω, then, as τK coincides with the subspace
topology (see (i) of Theorem 2.1.12), we have that there exists VK in τ such that
W ∩DK(Ω) = VK ∩DK(Ω) for every K contained in Ω. Thus,
W =
⋃
K⊆Ω
(W ∩DK(Ω)) =
⋃
K⊆Ω
(VK ∩DK(Ω)) =
⋃
K⊆Ω
VK ,
and therefore W belongs to τ . The other implication is just (i) of Theorem
2.1.12.
To prove (ii), first suppose that f ◦ iK is continuous for every K contained
in Ω. We must show that f is continuous. Let W be any convex balanced zero
neighborhood of E. As f is linear f−1(W ) is also convex and balanced; and 0
belongs to f−1(W ). Moreover, for every K compact subset of Ω,
f−1(W ) ∩DK(Ω) = (f ◦ iK)−1 (W ) ∈ τK
by the fact that f ◦ iK is continuous for every K. Thus, by definition, f−1(W )
belongs to β and therefore to τ . This proves that f is continuous.
The other implication of (ii) is trivial by definition of τ , which makes con-
tinuous the inclusions iK for every K contained in Ω.
It has to be noted that, in spite of the fact that D(Ω) is contained in E (Ω),
the topology just described does not coincide with the subspace topology. In
addition, the space D (Ω) with this topology is not a Fréchet space because it
is not metrizable (see [22], Rmk. 6.9).
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2.2 Distributions
Definition 2.2.1. The space of distributions is defined to be the continuous dual
space of D(Ω). The set of distributions forms a vector space which will be denoted by
D(Ω)′.
The following theorem gives equivalent characterizations of distributions.
Theorem 2.2.2 (See [22], Thm. 6.6). Let E be a LCS and suppose Λ : D(Ω)→ E is
any linear mapping. Then, the following properties are equivalent:
(i) Λ is continuous.
(ii) Λ is bounded.
(iii) If ϕi → 0 for the topology of D(Ω), then Λϕi → 0 in E.
(iv) The restrictions of Λ to every DK(Ω) ⊆ D(Ω) are continuous.
Proof. The fact that (i) implies (ii) is contained in Theorem 1.5.7.
Assume Λ is bounded and ϕi → 0 in D(Ω). By Theorem 2.1.12, ϕi → 0
in some DK(Ω), and the restriction of Λ to DK(Ω) is bounded. As DK(Ω) is
metrizable, Theorem 1.5.7 applied to Λ : DK(Ω)→ E shows that Λϕi → 0 in E.
Thus (ii) implies (iii).
Assume (iii) holds. We are going to prove (iv), namely that the restriction of
Λ to every DK(Ω) ⊆ D(Ω) is continuous. Since DK(Ω) is metrizable, it suffices
to show that Λ is sequentially continuous on every DK(Ω). Let (ϕi)i∈N be a
sequence contained in DK(Ω) such that ϕi → 0 in DK(Ω). By (i) of Theorem
2.1.12, ϕi → 0 in D(Ω). Since (iii) holds, we have that Λϕi → 0 in E. Thus, (iii)
implies (iv) .
To prove that (iv) implies (i), let U be a convex balanced neighborhood of
zero in E, and put V = Λ−1(U). Then V is convex and balanced. By (iv),
DK(Ω)∩ V is open in DK(Ω) for every K compact subset of Ω. By definition of
τ , the topology of D(Ω), V belongs to τ .
By the previous theorem, if we wish to test whether a functional on DK(Ω)
is continuous, it sufficies to check that it is sequentially continuous. Therefore,
we can write the following equivalent definition of a distribution:
Definition 2.2.3 (Equivalent definition of a distribution). A distribution is a
linear function t : D(Ω) → C, which satisfies that t(ϕi) → t(ϕ) in C whenever
ϕi → ϕ with respect to the topology of D(Ω).
Another equivalent definition of distribution, which follows from the de-
scription of τK by means of the norms ‖·‖N defined in (2.3), and the equiva-
lence between (i) and (iv) in Theorem 2.2.2 is given in the following proposi-
tion.
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Proposition 2.2.4 (Equivalent definition of a distribution. See [22], Thm. 6.8).
If t is a linear functional on D(Ω), the following two conditions are equivalent:
(i) t belongs to D(Ω)′.
(ii) To every compact subset K of Ω corresponds a nonnegative integer N and a
constant C <∞ such that the inequality
|〈t, ϕ〉| ≤ C ‖ϕ‖N (2.6)
holds for every ϕ in DK(Ω).
Remark 2.2.5. Equation (2.6) can be replaced by an analogous expression using
the seminorms (2.1) or (2.2), by Remark 2.1.9.
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Chapter 3
Jet spaces
The aim of this chapter, is to present Whitney’s Extension Theorem, which
will be very useful in chapter 5. We begin by giving a brief introduction to
jet spaces. In particular, we define the subspace of differentiable functions in
the sense of Whitney, wich can be turned into a Banach space by considering a
suitable norm. Throughout this chapter K will denote a compact subset of Rd.
Definition 3.0.6 (See [14], Ch. 1). A jet of order m is a family
F =
(
fk
)
|k|≤m
of continuous functions fk : K → C, indexed by a multi-index k with |k| ≤ m.
Let Jm(K) denote the space of all jets of order m provided with the natural struc-
ture of a vector space on C. We define a norm on Jm(K) by
|F |Km = sup
x∈K
|k|≤m
∣∣fk(x)∣∣ .
We will write [F (x)]k = fk(x) for every x in K, and F in Jm(K). If k = 0 we will
just write F (x) = f 0(x).
Remark 3.0.7. For |k| ≤ m we define the linear map:
Dk : Jm(K)→ Jm−|k|(K)
F 7→ DkF := (fk+l)|l|≤m−|k| ,
and for any g in Em
(
Rd
)
, Jm(g) denotes the jet
Jm(g) =
(
∂|k|g
∂xk
)
|k|≤m
in Jm(K) where each ∂|k|x g is understood to be restricted to K.
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The definitions above give the following commutative diagram
Em
(
Rd
)
∂k

Jm // Jm(K)
Dk

Em−|k|
(
Rd
)
Jm−|k|
// Jm−|k|(K)
Definition 3.0.8. For x in Rd, a in K, and F in Jm(K), we define the Taylor poly-
nomial (of order m) of F at the point a as
Tma F (x) =
∑
|k|≤m
(x− a)k
k!
fk(a);
and noting that Tma F belongs to E
(
Rd
)
as a function of the variable x, we define
Rma F = F − Jm(Tma F ).
Definition 3.0.9. We define the space Em (K) of differentiable functions of order
m in the sense of Whitney, as the space of all jets F in Jm(K) such that
(Rmx F ) (y) = o
(
|x− y|m−|k|
)
as |x− y| → 0,
for all elements x, y in K, and every |k| ≤ m. We define the following norm on
Em (K)
‖F‖Km = |F |Km + sup
x,y∈K
x 6=y
|k|≤m
∣∣∣(Rmx F )k (y)∣∣∣
|x− y|m−k .
Proposition 3.0.10.
(
Em (K) , ‖ · ‖Km
)
is a Banach space.
Proof. We are only going to prove the completeness of the space Em (K) under
the norm ‖ · ‖Km. Let (Fi)i∈N be a Cauchy sequence in Em (K). Then, given
ε > 0 there exists i1 = i1(ε) in N such that
i, j ≥ i1(ε) =⇒ ‖ Fi − Fj ‖Km< ε,
which in turn gives the following implications:
i, j ≥ i1(ε) =⇒ |Fi − Fj| < ε, (3.1a)
i, j ≥ i1(ε) =⇒ sup
x,y∈K
x 6=y
|k|≤m
∣∣∣[Rmx (Fi − Fj)]k (y)∣∣∣
|x− y|m−k < ε. (3.1b)
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The implication (3.1a) implies that for every k ≤ m,
i, j ≥ i1(ε) =⇒ sup
x∈K
∣∣fki (x)− fkj (x)∣∣ < ε.
In other words, for every k ≤ m, (fki )i∈N is a Cauchy sequence in the space
E 0(K) of continuous functions on K with the topology of uniform conver-
gence, which is a Banach space. Consequently, for every k ≤ m there exists a
continuous function fk : K → C such that
sup
x∈K
∣∣fki (x)− fk(x)∣∣ −→
i→∞
0. (3.2)
Let F =
(
fk
)
|k|≤m. We affirm that
(i) ‖Fi − F‖Km −→i→∞ 0, and
(ii) F belongs to Em (K).
To prove the first assertion, notice that equation (3.2) implies
|Fi − F |Km = sup
x∈K
k≤m
∣∣fki (x)− fk(x)∣∣ −→
i→∞
0.
Then, given ε > 0 there exists i2 = i2(ε) in N such that
i ≥ i2(ε) =⇒ |Fi − F |Km <
ε
2
.
On the other hand, for all elements x, y in K, every k ≤ m and every i ≥ i1
(
ε
2
)
we have∣∣∣[Rmx (Fi − F )]k (y)∣∣∣
|y − x|m−k =
∣∣∣∣∣∣
[
fki (y)− fk(y)
]
(y − x)m−k −
∑
k≤|l|≤m
(y − x)l−m
(l − k)!
[
f li (x)− f l(x)
]∣∣∣∣∣∣
= lim
j→∞
∣∣∣∣∣∣
[
fki (y)− fkj (y)
]
(y − x)m−k −
∑
k≤|l|≤m
(y − x)l−m
(l − k)!
[
f li (x)− f lj(x)
]∣∣∣∣∣∣
= lim
j→∞
∣∣∣[Rmx (Fi − Fj)]k (y)∣∣∣
|y − x|m−k ≤
ε
2
,
(3.3)
where we have used equation (3.1b) in the last inequality. Taking supremum
over all elements x, y in K, with x 6= y and all nonnegative integers k ≤ m, on
the left hand side of the previous inequality, we arrive at
sup
x,y∈K
x 6=y
|k|≤m
∣∣∣[Rmx (Fi − F )]k (y)∣∣∣
|x− y|m−k ≤
ε
2
, (3.4)
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for i ≥ i1( ε2).
Thus, taking i0 = i0(ε) = max
{
i1
(
ε
2
)
, i2(ε)
}
we have that ‖Fi − F‖Km < ε if
i ≥ i0(ε).
It remains to show that F belongs to Em (K), by proving the fact
Rmx F
k(y) = o
(
|y − x|m−k
)
.
For this purpose, take ε > 0. Let i0 = i0(ε) be as above such that the bound of
equation (3.3) is valid for every i ≥ i0. In particular, we then have∣∣∣[Rmx (F − Fi0)]k (y)∣∣∣ ≤ ε2 |y − x|m−k .
Finally, as Fi0 itself belongs to the space Em (K), there exists δ > 0 such that
|y − x| < δ =⇒
∣∣∣(Rmx Fi0)k (y)∣∣∣ < ε2 |y − x|m−k .
Then, for all elements x, y in K such that x 6= y and |y − x| < δ we have∣∣∣(Rmx F )k (y)∣∣∣ ≤ ∣∣∣[Rmx (F − Fi0)]k (y)∣∣∣+ ∣∣∣(Rmx Fi0)k (y)∣∣∣ ≤ ε |y − x|m−k .
Thus, Rmx F k(y) = o
(
|y − x|m−k
)
.
The following result is of fundamental importance and it will be useful in
Chapter 5.
Theorem 3.0.11 (Whitney Extension Theorem. See [2], Thm. 2.3). For each
positive integer m there exists a continuous linear mapping
R : Em (K)→ Em (Rd)
such that for every F in Em (K), Jm ◦R(F ) = F and R(F )|Rd\K is of class C∞.
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Distributions on open subsets of
manifolds
In Chapter 2 we discussed the spaces of continuously differentiable functions
and spaces of test functions, defined on some open subset of Rd. Later on,
we introduced the space of distributions as the continuous dual of the test
function space. In the present chapter we are going to generalize these ideas,
by considering a manifoldM instead of the Euclidean space Rd.
All through this dissertation,Mwill denote a d-dimensional smooth, para-
compact, oriented manifold and X a closed subset ofM. Also, d will denote
the distance function induced by some choice of smooth Riemannian metric g
onM.
4.1 Spaces of continuously differentiable functions
and spaces of test functions
Definition 4.1.1. For each nonempty open subset Ω of a d-dimensional manifoldM
we denote by E (Ω) (resp. Em (Ω)) the algebra of infinitely differentiable, or C∞, (resp.
m times continuously differentiable, or Cm) complex valued functions on Ω.
If K is a compact set inM, then DK denotes the space of all ϕ in E (M) whose
support lies in K. If K is a compact subset of Ω then DK may be identified with a
subspace of E (Ω), and we will denote it by DK (Ω).
A function ϕ : Ω→ C is called a test function if it is infinitely differentiable and
has compact support. The space of test functions over Ω will be denoted byD (Ω). Ob-
serve that D (Ω) is the union of the subspaces DK (Ω) as K runs through all compact
subsets of Ω.
The space E (Ω) (resp. Em (Ω)) can be endowed with the structure of a
Hausdorff locally convex topological space, defined by a sequence of semi-
norms and having the following property:
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A sequence (ϕi)i∈N in E (Ω) (resp. E
m(Ω)) converges to zero if and only if
for each chart (V, ψ), each compact subset K of ψ(V ) and each multi-index ν
(resp. such that |ν| ≤ m), the sequence(
∂ν
(
ϕi ◦ ψ−1
) |K)
i∈N
converges uniformly to zero.
To establish the existence of such a topology we proceed as follows.
Definition 4.1.2 (See [7], Ch. XVII, §3). LetM be a d-dimensional manifold and
take Ω a nonempty open subset of M. Consider an almost denumerable family of
charts (Vα, ψα) of Ω such that the Vα form a locally finite open covering of Ω. Let
{Kl,α}l∈N
be a fundamental sequence of compact subsets of ψα(Vα), and let p′k,l,α be the seminorm
‖ · ‖lk on E (ψα (Vα)), as defined in (2.2). For each pair of integers k ≥ 0 and l > 0,
and each function ϕ in E (Ω) (resp. Em(Ω)) we define the seminorm:
pk,l,α(ϕ) = p
′
k,l,α
(
ϕ ◦ ψ−1α
)
. (4.1)
It is clear that
P = {pk,l,α}k,l,α
is a separating family of seminorms. To prove that the required condition is
satisfied, we have to show that if (ϕi)i∈N tends to zero with respect to the topol-
ogy defined by these seminorms (see Theorem 1.6.3), then for each chart (V, ψ)
the sequence (
∂ν
(
ϕi ◦ ψ−1
) |K)
i∈N
converges uniformly to zero for every compact subset K of ψ(V ).
The compact set ψ−1(K) meets only a finite number of open sets Vα, say
Vα1 . . . Vαq . We can define a fundamental sequence of
q⋃
h=1
Vαh
by
Kl =
q⋃
h=1
ψ−1αh (Kl,αh) ,
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where we recall that
{Kl,αh}l∈N
is a fundamental sequence of ψαh(Vαh). It follows that there exists an integer l
such that Kl contains ψ−1(K). If whi is the restriction of ϕi ◦ ψ−1 to ψ(V ∩ Vαh),
then it is enough to show that the restrictions of the ∂νwhi to
K ∩ ψ (ψ−1αh (Kl,αh)) (4.2)
converge uniformly to zero.
Let
Ψh := ψαh ◦ ψ−1 : ψ (V ∩ Vαh)→ ψαh (V ∩ Vαh)
be the transition diffeomorphism. If we put
ϕhi := ϕi ◦ ψ−1αh
then we have
whi (t) = ϕ
h
i (Ψh(t)) .
By (iii) of Lemma 2.1.7,
(
whi
)
i∈N converges to zero because each sequence
(
ϕhi
)
i∈N
does so in the space
E (ψαh (Vαh)) (resp. E
m (ψαh (Vαh))).
Thus, the restrictions of the partial derivatives ∂νwhi to the sets (4.2) converge
uniformly to zero on every compact set K contained in V .
Remark 4.1.3. DK(Ω) (resp. DmK (Ω)) is clearly a closed subspace of E (Ω) (resp.
Em(Ω)).
Remark 4.1.4 (On the construction of a compatible set of seminorms for E (Ω′)
if Ω′ ⊆ Ω). Following the notation of definition 4.1.2, whenever we have an
inclusion Ω′ ⊆ Ω of open subsets ofM, we consider an almost denumerable
family of charts (Vα, ψα) of Ω such that the Vα form a locally finite open cover-
ing of Ω. For Ω′, consider the family of charts given by restriction to Ω′:(
V ′α, ψα|V ′α
)
,
where V ′α := Vα ∩ Ω′. The latter family of charts forms a locally finite open
covering of Ω′. In addition, if
{Kl,α}l∈N
is a fundamental sequence ofψα (Vα), choose a fundamental sequence ofψα (V ′α){
K ′l,α
}
l∈N
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such that K ′l,α is contained in Kl,α. Then, calling pk,l,α and p
Ω′
k,l,α the seminorms
defined in (4.1) for E (Ω) and E (Ω′), respectively, we have the following im-
mediate consequence:
pΩ
′
k,l,α(ϕ) ≤ pk,l,α(ϕ)
for every ϕ in E (Ω).
Proposition 4.1.5. For each function ψ in E (Ω) (resp. ψ in Em(Ω)) the linear map-
ping ϕ 7→ ψϕ of E (Ω) (resp. Em(Ω)) into itself is continuous. Moreover, consider
an almost denumerable family of charts (Vα, ψα) of Ω such that the Vα form a locally
finite open covering of Ω. If ϕ, ψ belong to E (Ω) (resp. ϕ, ψ belong to Em(Ω)), for
each k in N0 (resp. 0 ≤ k ≤ m), each l in N and each index α, there exists a constant
M > 0 independent of ϕ such that pk,l,α(ψϕ) ≤Mpk,l,α(ϕ).
Proof. The result follows from
pk,l,α(ψϕ) = p
′
k,l,α
(
(ψϕ) ◦ ψ−1α
)
= p′k,l,α
((
ψ ◦ ψ−1α
) (
ϕ ◦ ψ−1α
))
,
and the application of (ii) of Lemma 2.1.7, which ensures there is a constant M
which does not depend on ϕ such that
p′k,l,α
((
ψ ◦ ψ−1α
) (
ϕ ◦ ψ−1α
)) ≤Mp′k,l,α (ϕ ◦ ψ−1α ) = Mpk,l,α (ϕ) .
The statement of the remark is thus proved.
4.2 Distributions
Definition 4.2.1. The space of distributions is defined to be the continuous dual
space of D(Ω). Equivalently, a distribution is by definition a linear form t on D(Ω)
whose restriction to each Fréchet space DK(Ω) is continuous. The set of distributions
forms a vector space which will be denoted by D(Ω)′.
In order to verify that a linear function t on D(Ω) is a distribution, it must be
shown that for each sequence (ϕi)i∈N contained in an arbitrary DK(Ω) and such that
converges to zero in E (Ω), the sequence (〈t, ϕi〉)i∈N tends to zero in C.
Remark 4.2.2. There are alternative definitions of distributions. The reader is
referred to Chapter 6 of [10].
Remark 4.2.3 (Product of a distribution and an infinitely differentiable func-
tion). If t belongs to D(Ω)′ and ϕ to E (Ω′), where Ω′ ⊆ Ω is an inclusion of
open sets ofM, their product
t|Ω′ ϕ (4.3)
belongs to D(Ω′)′ and is given by
〈t|Ω′ ϕ, ψ〉 = 〈t|Ω′ , ϕψ〉 ,
for every ψ inD(Ω′). To simplify the notation, we will write tϕ instead of (4.3).
56
4.2. DISTRIBUTIONS
Proposition 4.2.4 (Equivalent definition of a distribution. See [7], 17.3.1.1). A
distribution is a linear function t defined on D(Ω) such that for each compact subset
K of Ω there exist integers k and l, and a finite number of indices α1, . . . , αq together
with a constant C ≥ 0, such that
|〈t, ϕ〉| ≤ C sup
1≤h≤q
pk,l,αh(ϕ) (4.4)
for every ϕ in DK(Ω).
Proposition 4.2.5. Let t be in D(Ω)′ and let O be an open subset of Ω such that
〈t, ϕ〉 = 0 for every ϕ in D(Ω) with Supp (ϕ) contained in O. Then we say that t
vanishes on O. Let O be the union of such open sets O, which is again open. Then t
vanishes on O.
Proof. Take ϕ in D(Ω) such that Supp (ϕ) is contained in O. As Supp (ϕ) is
compact there exist a finite number of open setsO1, . . . , On on which t vanishes
and such that
K := Supp (ϕ) ⊆
n⋃
i=1
Oi.
By a partition of unity argument (see [25], Ch. 2, Lemma 2.5), there is a set of
functions {ϕi}ni=1 contained in D(Ω) such that
Supp (ϕi) ⊆ Oi, ϕi ≥ 0,
n∑
i=1
ϕi ≤ 1, and
n∑
i=1
ϕi = 1 on K.
Then,
〈t, ϕ〉 =
〈
t,
n∑
i=1
ϕiϕ
〉
=
n∑
i=1
〈t, ϕiϕ〉 = 0,
where in the last equality we have used the fact that ϕiϕ belongs to D (Oi), on
which t vanishes.
Thus, O is the largest open set on which t vanishes.
Definition 4.2.6. The support of a distribution t in D (Ω)′, denoted by Supp (t), is
the complement of the largest open set in Ω on which t vanishes. Equivalently, a point
x is not in Supp (t) if there exists an open neighborhood V of x such that 〈t, ϕ〉 = 0
for every ϕ in D (V ).
For a fixed compact set K, we will denote by D ′K(Ω) the space of distributions t in
D(Ω)′ whose support is contained in K.
Remark 4.2.7. The set Supp (t) is clearly seen to be closed in Ω with the sub-
space topology.
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Theorem 4.2.8 (See [10], Thm. 2.2.1.). If t belongs to D(Ω)′ and every point in Ω
has a neighborhood to which the restriction of t is zero, then t = 0.
Proof. If ϕ belongs to D(Ω) we can find for every x in Supp (ϕ) an open neigh-
borhood U contained in Ω such that the restriction of t to U is zero. As Supp (ϕ)
is compact we can choose a finite number of such open sets Ui (i = 1, . . . , n)
which cover Supp (ϕ) .
Let {φi}ni=i be a partition of unity subordinated to the cover {Ui}ni=1. Then
we can write
ϕ =
n∑
i=1
ϕi, with ϕi := ϕφi ∈ D(Ω) ∀i = 1, . . . , n.
Thus, 〈t, ϕi〉 = 0, which implies 〈t, ϕ〉 =
∑n
i=1 〈t, ϕi〉 = 0.
Remark 4.2.9 (See [11], Ch. 11, §2, the discussion immediately after Corollary
2.4). Every compactly supported distribution t in D(Ω)′ has a continuous ex-
tension to the space E (Ω). This is done by taking a function χ in D(Ω) which
is equal to 1 in an open neighborhood of Supp(t), and defining the extension
text by
〈text, ϕ〉 := 〈t, χϕ〉 (4.5)
for each ϕ in E (Ω). It is immediate to see that (4.5) is independent of the choice
of χ subject to the condition that it is equal to 1 in an open neighborhood of
Supp(t), and that it defines a continuous extension of t to E (Ω), namely
〈t, χψ〉 = 〈t, ψ〉
if ψ belongs to D(Ω). We will generally omit the suffix ‘ext’ when we consider
this canonical extension, as its use will be clear from context.
Theorem 4.2.10 (See [10], Thm. 2.2.4.). Let {Ωi}i∈I be an arbitrary family of open
sets inM and set Ω = ∪Ωi. If ti belongs to D (Ωi)′ and ti = tj on Ωi ∩ Ωj for all
elements i, j in I , then there exists one and only one t in D(Ω)′ such that ti is the
restriction of t to Ωi for every i in I .
Proof. The uniqueness is precisely Theorem 4.2.8 so we will prove the exis-
tence.
Let {φi}i∈I be a partition of unity associated to the cover {Ωi}i∈I . Then, for
any function ϕ in D(Ω) we can write
ϕ =
∑
i∈I
ϕi, (4.6)
with
ϕi := ϕφi,
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that belongs toD(Ω) for every i in I . The sum in (4.6) is finite because Supp (ϕ)
is contained in the union of a finite number of sets of the cover {Ωi}i∈I . There-
fore, we have that every function ϕ in D(Ω) can be written as a finite sum of
the type (4.6).
Next, if t is a distribution with the required properties we must have that
〈t, ϕ〉 =
∑
i∈I
〈
ti, ϕi|Ωi
〉
(4.7)
if ϕ is expressed as a sum like (4.6). We shall prove that∑
i∈I
〈
ti, ϕi|Ωi
〉
is independent of the way in which ϕ is written. This will follow if we show
that
∑
i∈I ϕi = 0 implies ∑
i∈I
〈
ti, ϕi|Ωi
〉
= 0.
Set
K =
⋃
i∈I
Supp (ϕi) ,
which is a compact subset of Ω; and choose functions ψj in D(Ω) such that
Supp (ψj) is contained in Ωj , and
∑
j∈I ψj = 1 on K, where we stress the fact
that the last sum is finite. Then, we have
Supp (ψjϕi) ⊆ Ωj ∩ Ωi
and 〈
ti, (ψjϕi)|Ωi
〉
=
〈
tj, (ψjϕi)|Ωj
〉
.
Hence, ∑
i∈I
〈
ti, ϕi|Ωi
〉
=
∑
i∈I
∑
j∈I
〈
ti, (ψjϕi)|Ωi
〉
=
∑
i∈I
∑
j∈I
〈
tj, (ψjϕi)|Ωj
〉
=
∑
j∈I
〈
tj,
(
ψj
∑
i∈I
ϕi
)∣∣∣∣∣
Ωj
〉
= 0.
Having proved that (4.7) defines a linear form on D(Ω) we must show that
it has the continuity properties required of a distribution.
Choose a compact subset K of Ω, and, as before, choose functions ψj in
D(Ω) such that Supp (ψj) is contained in Ωj , and
∑
j∈I ψj = 1 on K, where we
note that the last sum is finite. If ϕ belongs to DK(Ω), we have that ϕψj is in
D(Ω) whose support lies in Ωj and ϕ =
∑
j∈I ϕψj . So (4.7) gives
〈t, ϕ〉 =
∑
j∈I
〈
tj, (ϕψj)|Ωj
〉
. (4.8)
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We seek to estimate ∣∣∣〈tj, (ϕψj)|Ωj 〉∣∣∣
for each j. Since each tj is a continuous linear functional on D (Ωj), by Propo-
sition 4.2.4, given the compact set
Kj := Supp (ψj) ∩K ⊆ Ωj ,
there exist integers kj and lj and a finite number of indices α1,j , . . . , αqj ,j to-
gether with a constant Cj ≥ 0 such that for every ψ in DKj (Ωj)
|〈tj, ψ〉| ≤ Cj sup
1≤h≤qj
p
Ωj
kj ,lj ,αh,j
(ψ) ≤ Cj sup
1≤h≤qj
pkj ,lj ,αh,j(ψ) (4.9)
where we have followed the notations and facts of Remark 4.1.4 for the semi-
norms.
Therefore, each of the nonzero terms of the sum (4.8), which are finitely
many, can be estimated as:∣∣∣〈tj, (ϕψj)|Ωj 〉∣∣∣ ≤ Cj sup
1≤h≤qj
pkj ,lj ,αh,j(ϕψj).
In addition, by Proposition 4.1.5, each of the seminorms evaluated on the prod-
uct ϕψj can be estimated as follows:
pkj ,lj ,αh,j (ϕψj) ≤ C ′j pkj ,lj ,αh,j(ϕ), ∀1 ≤ h ≤ qj ,
where C ′j does not depend on ϕ. Therefore,
|〈t, ϕ〉| ≤
∑
j∈I
CjC
′
j sup
1≤h≤qj
pkj ,lj ,αh,j(ϕ) ≤M
∑
j∈I
sup
1≤h≤qj
pkj ,lj ,αh,j(ϕ),
for every ϕ in DK(Ω), and where M = max
{
CjC
′
j : j ∈ I
}
. Finally,
M
∑
j∈I
sup
1≤h≤qj
pkj ,lj ,αh,j(ϕ) ≤M
∑
j∈I
sup
1≤h≤qj
j∈I
pkj ,lj ,αh,j(ϕ) = M
′ sup
1≤h≤qj
j∈I
pkj ,lj ,αh,j(ϕ),
where M ′ = M
∑
j∈I 1. Thus,
|〈t, ϕ〉| ≤M ′ sup
1≤h≤qj
j∈I
pkj ,lj ,αh,j(ϕ),
which has the form of estimate (4.4). This completes the proof.
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SUBSET OF A MANIFOLD
4.3 Distributions having moderate growth along a
closed subset of a manifold
Definition 4.3.1 (cf. with the ambiguous definition in [5]). Let Ω be an open
subset of M and take a family of charts (Vα, ψα) covering Ω, as in definition 4.1.2.
A distribution t in D (Ω \X)′ has moderate growth along X if for every compact
subset K of Ω there is a finite collection of seminorms pk,l,α1 , pk,l,α2 , . . . , pk,l,αq , and a
pair of constants C and s in R≥0 such that
|〈t, ϕ〉| ≤ C [1 + d (Supp (ϕ) , X)−s] sup
1≤h≤q
pk,l,αh(ϕ) (4.10)
for every ϕ in DK (Ω \X).
We denote by TM\X (Ω) the set of distributions inD (Ω \X)′ with moderate
growth along X . Note that the previous definition of TM\X (Ω) is independent
of the choice of the distance d, since two Riemannian metrics g1 and g2 onM
are locally equivalent. i.e. given any point ofM there exists a neighborhood V
and positive constants λ1 and λ2 such that g1 ≤ λ2g2 and g2 ≤ λ1g1 on V .
Remark 4.3.2. If t belongs to D (M)′ we can choose s = 0 in (4.10) and have
the same estimate without the divergent factor
1 + d (Supp (ϕ) , X)−s ,
by Proposition 4.2.4.
The product of a distribution with moderate growth and a C∞ function
gives a distribution with moderate growth. This result is mentioned at the
beginning of §1.1 of [5], but the author gives no demonstration. We thus state
this result in the following remark and give a brief proof of it.
Proposition 4.3.3. For every ϕ in E (Ω), whenever t in D (Ω \X)′ has moderate
growth, the same property holds for tϕ in D (Ω \X)′.
Proof. Take an arbitrary compact subset K of Ω, and ψ in DK(Ω \X). Then,
|〈ϕt, ψ〉| = |〈t, ϕψ〉| ≤ C[1 + d (Supp (ϕψ) , X)−s] sup
1≤h≤q
pk,l,αh(ϕψ),
where we have used the fact that
Supp (ϕψ) ⊆ Supp (ψ) ⊆ K,
so that ϕψ belongs toDK(Ω\X); and the fact that t has moderate growth along
X . Therefore, the existence of a pair (C, s) in R2≥0, and that of a finite collection
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of seminorms pk,l,α1 , pk,l,α2 , . . . , pk,l,αq such that the previous inequality holds,
is justified.
Moreover, as Supp (ϕψ) ⊆ Supp (ψ) we have
d (Supp (ϕψ) , X) ≥ d (Supp (ψ) , X)
=⇒ d (Supp (ϕψ) , X)−s ≤ d (Supp (ψ) , X)−s .
Therefore,
|〈ϕt, ψ〉| ≤ C[1 + d (Supp (ψ) , X)−s] sup
1≤h≤q
pk,l,αh(ϕψ).
Finally, we have to estimate the last factor of the above inequality. By Proposi-
tion 4.1.5, for each index h there is a constant Ch ≥ 0 which does not depend
on ψ such that
pk,l,αh(ϕψ) ≤ Chpk,l,αh(ψ).
Then, if C ′ = max {Ch : 1 ≤ h ≤ q}, we get
sup
1≤h≤q
pk,l,αh(ϕψ) ≤ C ′ sup
1≤h≤q
pk,l,αh(ψ).
Thus,
|〈ϕt, ψ〉| ≤ CC ′[1 + d (Supp (ψ) , X)−s] sup
1≤h≤q
pk,l,αh(ψ),
which completes the proof.
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Chapter 5
The extension of distributions
In this chapter we will focus on the problem of extension of distributions orig-
inally defined on the complement of a closed set in a manifold. Recall thatM
denotes a d-dimensional smooth, paracompact, oriented manifold; X a closed
subset ofM; and d is the distance function induced by some choice of smooth
Riemannian metric g onM.
A great number of the results mentioned in this chapter appear in [5],
where they are ambiguosly stated or proved in an incomplete and confusing
manner. This is the case of Theorems 5.1.1 and 5.3.8; Lemmas 5.3.2, 5.3.3 and
5.3.7; and Proposition 5.3.4. We thus give an exhaustive and clear demonstra-
tion of them, filling the gaps left by the author.
5.1 Main extension theorem
We shall prove the following main theorem which gives equivalent conditions
for a distribution t in D(M \ X)′ to be continuously extendible to the whole
manifold M. This theorem appears in [5] as Thm 0.1. The proof we shall
provide is a well-organized and simplified one of that given there.
Theorem 5.1.1. Let t be a distribution in D (M\X)′. The three following claims
are equivalent:
(i) t has moderate growth along X .
(ii) t is extendible to D (M).
(iii) There is a family of functions
(βλ)λ∈(0,1] ⊆ E (M)
such that
1. βλ = 0 in a neighborhood of X ,
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2. lim
λ→0
βλ(x) = 1, for every x inM\X ,
and a family
(cλ)λ∈(0,1]
of distributions on D (M) supported on X , such that the following limit
lim
λ→0
tβλ − cλ
exists and defines a continuous extension to D (M) of t 1.
Proof. In a trivial way, (iii) implies (ii), being a particular case of the latter.
That (ii) implies (i) is quite straightforward, for if t¯ is a continuous extension to
D (M) of t, by Proposition 4.2.4, it satisfies the estimate 4.10 in the particular
case of s = 0. Thus, by definition, t¯ and therefore t satisfies (i). The proof of (i)
implies (iii) is the matter of the following two sections. In §5.2 we reduce the
problem to the Euclidean case with a partition of unity argument (see Propo-
sitions 5.2.1 and 5.2.2), and in §5.3 we prove the Euclidean case (see Theorem
5.3.1).
5.2 Reduction to the Euclidean case
Suppose (i) of Theorem 5.1.1 holds, namely t in D(M \ X)′ has moderate
growth along X .
The first step is to localize the problem by a partition of unity argument.
Choose a locally finite cover ofM by relatively compact open charts (Vα, ψα)
and a subordinate partition of unity {ϕα}α such that
∑
α ϕα = 1. Set
Kα := Supp (ϕα) ⊆ Vα.
Then, each
tα := tϕα|Vα\X (5.1)
is compactly supported as it vanishes outside Kα, and belongs to
D (Vα \ (X ∩Kα))′ .
By Remark 4.2.9, each tα can be thought as an element of the space
E (Vα \ (X ∩Kα))′ .
1In principle, the product tβλ belongs to the space D (M\X)′. However, for every ϕ in
D (M) the action
〈tβλ, ϕ〉 = 〈t, βλϕ〉
is well-defined, since βλ = 0 on a neighborhood of X . Thus, tβλ can be thought to belong to
the space D (M)′.
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In addition, every tϕα has moderate growth alongX∩Kα by Proposition 4.3.3.
We shall call (i)-(iii)-global the implication (i) implies (iii) in Theorem 5.1.1.
Now suppose we could prove the following local version of (i)-(iii)-global, which
we shall call (i)-(iii)-local.
(i)-(iii)-local: For every α let tα be the compactly supported distribution
tα = tϕα|Vα\X
in the space
D (Vα \ (X ∩Kα))′ ,
or else in
E (Vα \ (X ∩Kα))′
by Remark 4.2.9. Then, for every α
(i)-local tα has moderate growth along X ∩Kα, implies
(iii)-local there is a family of functions
(βαλ )λ∈(0,1] ⊆ E (Vα)
such that
(a) βαλ = 0 on a neighborhood of X ∩Kα,
(b) lim
λ→0
βαλ (x) = 1, for every x in Vα \ (X ∩Kα),
and a family
(cαλ)λ∈(0,1] (5.2)
of distributions on D (Vα) supported on X ∩ Kα, viewed in the space
E (Vα)
′ by Remark 4.2.9, such that the following limit
lim
λ→0
tαβ
α
λ − cαλ (5.3)
exists and defines a continuous extension to E (Vα) of tα 2.
Setting 3
βλ =
∑
α
ϕα|Vα βαλ and cλ =
∑
α
cαλ (5.4)
2In principle, the product tαβαλ belongs to the space E (Vα \ (X ∩Kα))′. However, for every
ϕ in E (Vα) the action
〈tαβαλ , ϕ〉 = 〈tα, βαλϕ〉
is well-defined, since βαλ = 0 on a neighborhood of X ∩ Kα. Thus, tαβαλ can be thought to
belong to the space E (Vα)
′.
3A notation abuse has been used here: in principle, the product ϕα|Vα βαλ is only defined
on the domain of the functions ϕα|Vα and βαλ , namely Vα. However, we assume that ϕα|Vα βαλ
extends by zero outside Vα and therefore, ϕα|Vα βαλ may be thought to belong to the space
E (M). Thus, the sum ∑ ϕα|Vα βαλ makes sense and belongs to E (M) . The second sum in
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we find that tβλ − cλ converges to some extension of t in D (M)′ when λ→ 0.
Thus, (iii) of Theorem 5.1.1, holds.
Therefore, if (i) of Theorem 5.1.1 is assumed to be true and the implication
(i)-(iii)-local holds, then (iii) of Theorem 5.1.1 is also true. In other words we
have the following result:
Proposition 5.2.1. (i)-(iii)-local implies (i)-(iii)-global.
Now suppose the condition (i)-local of implication (i)-(iii)-local holds for ev-
ery α, namely each tα has moderate growth along X ∩Kα.
The idea is to use local charts to transfer the situation on each set Vα to an
open subset of the Euclidean space and work on Rd. On every set Vα, let
ψα : Vα → V ⊆ Rd
denote the corresponding chart where V = ψα (Vα) is open. Then the pushfor-
ward
t˜α := ψα∗
(
(tϕα)|Vα
)
(5.5)
is compactly supported as it vanishes outside ψα(Kα), and belongs to
D (V \ ψα (X ∩Kα))′ .
By Remark 4.2.9, each t˜α can be seen as an element of the space
E (V \ ψα (X ∩Kα))′ .
Actually, the compact set
ψα(X ∩Kα)
is contained in V , since X ∩Kα is contained in Vα and ψα is a diffeomorphism.
Therefore, the distribution t˜α is an element of
E
(
Rd \ ψα (X ∩Kα)
)′ (5.6)
and has compact support contained in ψα(Kα).
Suppose we could prove the the following implication, which we shall call
(i)-(iii)-iso.
(5.4) is also a notation abuse, as the distributions cαλ act on different spaces, namely D (Vα), or
E (Vα) by Remark 4.2.9. However, as cαλ has compact support in X ∩Kα we can extend it by
zero outside Vα. Thus, cαλ can be thought to belong to the space E (M)′, and given ϕ inD (M),
we understand the sum defining cλ to act as
〈cλ, ϕ〉 =
∑
α
〈cαλ , ϕ〉 .
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(i)-(iii)-iso: For every α let t˜α be the compactly supported distribution
t˜α = ψα∗
(
(tϕα)|Vα
)
in the space
D (V \ ψα (X ∩Kα))′ ,
or else in
E
(
Rd \ ψα (X ∩Kα)
)′
by Remark 4.2.9 and the discussion above. Then, for every α
(i)-iso t˜α has moderate growth along the set ψα (X ∩Kα), implies
(iii)-iso there is a family of functions(
β˜αλ
)
λ∈(0,1]
⊆ E (Rd)
such that
(a) β˜αλ = 0 on a neighborhood of ψα(X ∩Kα),
(b) lim
λ→0
β˜αλ (x) = 1, for every x in Rd \ ψα(X ∩Kα),
and a family
(c˜αλ)λ∈(0,1]
of distributions on D
(
Rd
)
supported on ψα(X ∩ Kα), viewed in the
space E
(
Rd
)′ by Remark 4.2.9, such that the following limit
lim
λ→0
t˜αβ˜
α
λ − c˜αλ (5.7)
exists and defines a continuous extension to E
(
Rd
)
of t˜α 4.
Define the family of functions
βαλ := ψ
∗
α
(
β˜αλ
)
= β˜αλ ◦ ψα,
contained in E (Vα). Define also the family of distributions
cαλ := ψ
∗
α (c˜
α
λ)
4In principle, the product t˜αβ˜αλ belongs to the space E
(
Rd \ ψα (X ∩Kα)
)′. However, for
every ϕ in E
(
Rd
)′ the action 〈
t˜αβ˜
α
λ , ϕ
〉
=
〈
t˜α, β˜
α
λϕ
〉
is well-defined since β˜αλ = 0 on a neighborhood of ψα(X ∩Kα). Thus, t˜αβ˜αλ can be thought to
belong to the space E
(
Rd
)′.
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on D (Vα) supported on X ∩Kα, viewed in the space E (Vα)′ by Remark 4.2.9,
and where 〈
ψ∗α (c˜
α
λ) , φ
〉
=
〈
c˜αλ , φ ◦ ψ−1α
〉
,
for every φ in E (Vα). We then obtain that
lim
λ→0
tαβ
α
λ − cαλ (5.8)
exists and defines a continuous extension in E (Vα) of tα (see (5.1) and footnote
2). Thus, (iii)-local holds.
Therefore, if the condition (i)-local of implication (i)-(iii)-local is assumed to
be true for every α and the implication (i)-(iii)-iso holds, then (iii)-local of of
implication (i)-(iii)-local is also true for every α. In other words we have the
following result:
Proposition 5.2.2. (i)-(iii)-iso implies (i)-(iii)-local.
5.3 Proof of the Euclidean case
The results of Propositions 5.2.1 and 5.2.2 show that to prove (i) implies (iii) in
Theorem 5.1.1, it suffices to prove the implication (i)-(iii)-iso, i.e. we only have
to show that (i)-iso implies (iii)-iso for every α. Observe that for every value of α
the result to be proved is basically the one described in the following theorem,
whose proof will be therefore sufficient.
Theorem 5.3.1. Let X be a compact subset of the Euclidean space Rd. Let t be a
compactly supported distribution defined on D
(
Rd \X), and viewed in the space
E
(
Rd \X)′ by Remark 4.2.9, with moderate growth along X . Set
K := Supp (t) .
Then, there is a family of functions
(βλ)λ∈(0,1] ⊆ E
(
Rd
)
such that
1. βλ = 0 on a neighborhood of X ,
2. lim
λ→0
βλ(x) = 1, for every x in Rd \X ,
and a family
(cλ)λ∈(0,1]
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of distributions on D
(
Rd
)
supported on X , viewed in the space E
(
Rd
)′ by Remark
4.2.9, such that the following limit
lim
λ→0
tβλ − cλ
exists and defines a continuous extension to E
(
Rd
)
of t 5.
Before giving the proof of Theorem 5.3.1, we will first discuss some inter-
mediate results which will simplify the task, namely Lemmas 5.3.2, 5.3.3 and
5.3.7; Proposition 5.3.4; and Theorem 5.3.8.
In the following lemma, for which we recall the definition of the ideal
I (X,Rd) of E (Rd) (see Definition 2.1.2):
I (X,Rd) = {ϕ ∈ E (Rd) : Supp (ϕ) ∩X = ∅} ,
we show that the moderate growth condition for a compactly supported dis-
tribution can be reformulated in terms of its natural growth when evaluated
on elements of I (X,Rd), instead of compactly supported functions. This re-
sult is stated in equation (6) of [5]. However, the author gives no proof of it, so
we provide it.
Lemma 5.3.2. Let t be a compactly supported distribution defined on D
(
Rd \X),
and viewed in the space E
(
Rd \X)′ by Remark 4.2.9. Let {Kl}l∈N be a fundamental
sequence of compact sets covering Rd used to construct a family of seminorms as in
Definition 2.1.5. Then t has moderate growth along X if and only if there exist a pair
(C, s) in R2≥0 and a seminorm ‖ · ‖lk such that
|〈t, ϕ〉| ≤ C [1 + d (Supp (ϕ) , X)−s] ‖ ϕ ‖lk , (5.9)
for every ϕ in I (X,Rd).
Proof. We have to show that the following statements are equivalent:
(a) For any compact subset K of Rd there is a pair of constants (C, s) in R2≥0
and a seminorm ‖ · ‖lk such that
|〈t, ϕ〉| ≤ C [1 + d (Supp (ϕ) , X)−s] ‖ ϕ ‖lk ,
for every ϕ in DK
(
Rd \X).
5In principle, the product tβλ belongs to the space E
(
Rd \X)′. However, for every ϕ in
E
(
Rd
)
the action
〈tβλ, ϕ〉 = 〈t, βλϕ〉
is well-defined, since βλ = 0 on a neighborhood of X . Thus, tβλ can be thought to belong to
the space E
(
Rd
)′.
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(b) There exist a pair of constants (C, s) in R2≥0 and a seminorm ‖ · ‖lk such
that
|〈t, ϕ〉| ≤ C [1 + d (Supp (ϕ) , X)−s] ‖ ϕ ‖lk ,
for every ϕ in I (X,Rd).
To prove that (b) implies (a), take a compact subset K of Rd. As
DK
(
Rd \X) ⊆ I (X,Rd) ,
we have, by item (b), that there is a pair of constants (C, s) in R2≥0 and a semi-
norm ‖ · ‖lk such that
|〈t, ϕ〉| ≤ C [1 + d (Supp (ϕ) , X)−s] ‖ ϕ ‖lk ,
for every ϕ in DK
(
Rd \X).
To prove that (a) implies (b), set
K := Supp (t) .
Let ϕ be in I (X,Rd) and take K a compact subset such that K is contained in
K◦. For this K, (a) implies there is a seminorm ‖ · ‖lk and a pair of constants
(C, s) in R2≥0 such that
|〈t, ψ〉| ≤ C [1 + d (Supp (ψ) , X)−s] ‖ ψ ‖lk ,
for every ψ inDK
(
Rd \X). Take a bump function χ inDK (Rd) such that χ = 1
onK. Then, the above inequality applies to χϕ, which belongs toDK
(
Rd \X),
and we get
|〈t, ϕ〉| = |〈t, χϕ〉| ≤ C [1 + d (Supp (χϕ) , X)−s] ‖ χϕ ‖lk .
Moreover, as
Supp (χϕ) = Supp (χ) ∩ Supp (ϕ) ⊆ Supp (ϕ) ,
we have
d (Supp (χϕ) , X) ≥ d (Supp (ϕ) , X) ,
and therefore,
d (Supp (χϕ) , X)−s ≤ d (Supp (ϕ) , X)−s .
Then,
|〈t, ϕ〉| ≤ C [1 + d (Supp (ϕ) , X)−s] ‖ χϕ ‖lk .
Finally, by item (ii) of Lemma 2.1.7, there exists a positive constant M , inde-
pendent of ϕ, such that
‖ χϕ ‖lk≤M ‖ ϕ ‖lk .
Thus,
|〈t, ϕ〉| ≤ CM [1 + d (Supp (ϕ) , X)−s] ‖ ϕ ‖lk .
The lemma is thus proved.
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Now we turn to show in Proposition 5.3.4 a very strong result that will en-
able us to define a continuous extension of a compactly supported distribution
with moderate growth, namely estimate (5.9) is satisfied with s = 0. To achieve
this we will need the following lemma.
We recall we denote by I∞ (X,Rd) (resp. Im (X,Rd)) the space of C∞ (resp.
Cm) functions which vanish on X together with all of their derivatives (resp.
all of their derivatives of order less than or equal tom). In addition we observe
that we have the inclusions (see Definition 2.1.2):
I (X,Rd) ⊆ I∞ (X,Rd) ⊆ · · · ⊆ Im+1 (X,Rd) ⊆ Im (X,Rd) . . .
Lemma 5.3.3 (cf. [5], Lemma 1.1). For every pair of positive integers n and m,
consider the closed ideal Im+n (X,Rd). Let K be a compact subset of Rd. Then, there
is a family of functions χλ in E
(
Rd
)
, parametrized by λ in (0, 1], which satisfies
(i) χλ(x) = 1 if d(x,X) ≤ λ8 ,
(ii) χλ(x) = 0 if d(x,X) ≥ λ, and
(iii) there is a constant C˜ ≥ 0 such that, for every λ in (0, 1] and for every ϕ in
Im+n (X,Rd),
‖ χλϕ ‖Km≤ C˜λn ‖ ϕ ‖K∩{x:d(x,X)≤λ}m+n ,
and the constant C˜ depends neither on ϕ nor λ (for the description of the seminorms
‖ · ‖Km see Definition 2.1.4).
Proof. Choose φ in E
(
Rd
)
such that
1. φ ≥ 0,
2.
∫
Rd
φ(x) dx = 1, and
3. φ(x) = 0 if |x| ≥ 3/8.
Set
φλ := λ
−dφ(λ−1·)
and let αλ be the characteristic function of the set{
x : d (x,X) ≤ λ
2
}
.
Then, the convolution product χλ ≡ φλ ∗ αλ satisfies
χλ(x) ≡ φλ ∗ αλ(x) =
{
1, if d (x,X) ≤ λ
8
,
0, if d (x,X) ≥ λ. (5.10)
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We show this last statement. By definition, we have
φλ ∗ αλ(x) =
∫
Rd
φλ(x− y)αλ(y) dy =
∫
{y:d(y,X)≤λ2}
φλ(x− y) dy
=
∫
{y:d(y,X)≤λ2}
λ−dφ
(
λ−1 (x− y)) dy = ∫
Ωx,λ
φ (z) dz,
(5.11)
where
Ωx,λ =
{
z : ∃ y such that z = (x− y)λ−1 and d(y,X) ≤ λ
2
}
.
Suppose d (x,X) ≤ λ/8. We want to show that the last integral in (5.11) is equal
to one. For this, it suffices to prove that if |z| ≤ 3/8, then z belongs to Ωx,λ; if
this was the case, using the third condition satisfied by φ we would have
1 ≥
∫
Ωx,λ
φ (z) dz ≥
∫
{z:|z|≤3/8}
φ(z) dz =
∫
Rd
φ(z) dz = 1,
which implies that the last integral in (5.11) is equal to one. So, suppose
d (x,X) ≤ λ/8 and |z| ≤ 3/8. Let y be such that z = (x − y)λ−1 (such an
element y always exists given z and x). We seek to show d(y,X) ≤ λ/2. For
every x˜ in X we have
d(y,X) ≤ |y − x˜| ≤ |y − x|+ |x− x˜| ≤ 3
8
λ+ |x− x˜|.
Then, taking infimum over all the elements x˜ in X on the right hand side of
the above inequality we get
d(y,X) ≤ 3
8
λ+ d(x,X) ≤ 3
8
λ+
λ
8
=
λ
2
.
Therefore, if d (x,X) ≤ λ/8, we have φλ ∗ αλ(x) = 1.
Now suppose that d (x,X) ≥ λ. Take z = (x−y)λ−1 in Ωx,λ where d(y,X) ≤
λ/2. Then, for every x˜ in X
|z| ≥ |x− x˜|
λ
− |y − x˜|
λ
≥ d(x,X)
λ
− |y − x˜|
λ
≥ 1− |y − x˜|
λ
.
Taking infimum over all the elements x˜ in X in the above inequality we get
|z| ≥ 1− d(y,X)
λ
≥ 1− 1
2
≥ 1
2
>
3
8
.
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Therefore, if d (x,X) ≥ λ, Ωx,λ is contained in {z : |z| > 3/8}. Then, we have
φλ ∗ αλ(x) =
∫
Ωx,λ
φ (z) dz ≤
∫
{z:|z|>3/8}
φ (z) dz = 0.
In order to prove the third item of the lemma, let ϕ be in Im+n (X,Rd). By
Leibniz’s rule,
∂νx (χλϕ) (x) =
∑
|i|≤|ν|
(
ν
i
)(
∂ixχλ∂
ν−i
x ϕ
)
(x),
for each |ν| ≤ m. Then, it suffices to estimate each term (∂ixχλ∂ν−ix ϕ) (x) (with
|i| ≤ |ν| ≤ m) of the above sum. For every multi-index i, there is some constant
Ci such that for every x in Rd \X ,
|∂ixχλ(x)| ≤
Ci
λ|i|
. (5.12)
To prove this, set
B :=
{
y : d(y,X) ≤ λ
2
}
,
and note
∣∣∂ixχλ(x)∣∣ =
∣∣∣∣∣∣∂ix
 ∫
Rd
φλ (x− y)αλ(y) dy
∣∣∣∣∣∣ =
∣∣∣∣∣∣∂ix
∫
B
λ−dφ
(
λ−1 (x− y)) dy
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
B
λ−dλ−|i|
(
∂iφ
) (
λ−1 (x− y)) dy
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∫
Ωx,λ
λ−|i|∂iφ (z) dz
∣∣∣∣∣∣∣
≤ λ−|i|
∫
Ωx,λ
∣∣∂iφ (z)∣∣ dz ≤ λ−|i| ∫
Rd
∣∣∂iφ (z)∣∣ dz
︸ ︷︷ ︸
Ci
.
To estimate the other factor, namely ∂ν−iϕ(x), we can assume x to be in the
support of ∂iχλ∂ν−iϕ (otherwise the whole term is zero). As
Supp
(
∂iχλ∂
ν−iϕ
) ⊆ Supp (∂iχλ) ⊆ {u : d (u,X) ≤ λ} ,
where result (5.10) has been used, we have d (x,X) ≤ λ. Fix y in X such that
d(x,X) = |x − y|. As ϕ belongs to Im+n (X,Rd), ∂ν−iϕ vanishes at y at order
i+ n. Therefore,
∂ν−ix ϕ(x) =
∑
|β|=|i|+n
(x− y)βRβ(x),
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where the right hand side is just the integral remainder in Taylor’s expansion
of ∂ν−iϕ around y. At this point, note that by all our assumptions we have
|x− y|β = d(x,X)β ≤ λβ.
Hence, ∣∣∂ν−iϕ(x)∣∣ ≤ ∑
|β|=|i|+n
∣∣(x− y)βRβ(x)∣∣ ≤ λ|i|+n ∑
|β|=|i|+n
|Rβ(x)| .
The estimations of both factors can be put together to obtain
∣∣∂iχλ∂ν−iϕ(x)∣∣ ≤ Ci
λ|i|
λ|i|+n
∑
|β|=|i|+n
|Rβ(x)| ≤ Ciλn
∑
|β|=|i|+n
|Rβ(x)| .
It is easy to see that Rβ only depends on the jets of ϕ of order less than or equal
to m+ n, since∑
|β|=|i|+n
|Rβ(x)| ≤
∑
|β|=|i|+n
∑
|ν|=|β|
|β|
ν!
‖ ϕ ‖K∩{u: d(u,X)≤λ}ν ≤ Ai ‖ ϕ ‖K∩{u: d(u,X)≤λ}m+n ,
for some constant Ai which does not depend on ϕ. Then,∣∣∂iχλ∂ν−iϕ(x)∣∣ ≤ CiλnAi ‖ ϕ ‖K∩{u: d(u,X)≤λ}m+n .
Finally, we have
|∂ν (χλϕ) (x)| ≤
∑
|i|≤|ν|
(
ν
i
) ∣∣∂iχλ∂ν−iϕ(x)∣∣
≤
∑
|i|≤|ν|
(
ν
i
)
CiAi
λn ‖ ϕ ‖K∩{u: d(u,X)≤λ}m+n
≤ C˜λn ‖ ϕ ‖K∩{u: d(u,X)≤λ}m+n ,
where C˜ is given by
C˜ = max
ν≤m
∑|i|≤|ν|
(
ν
i
)
CiAi
 .
Taking supremum over all the elements x inK and ν ≤ m on the left hand side
of the previous inequality, we obtain the required result.
Using the previous lemma we can now prove the following result.
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Proposition 5.3.4 (cf. [5], Thm. 1.1). Let t be a compactly supported distribution
defined on D
(
Rd \X), viewed in the space E (Rd \X)′ by Remark 4.2.9, and with
moderate growth along X . Let {Kl}l∈N be a fundamental sequence of compact sets
covering Rd used to construct a family of seminorms as in Definition 2.1.5. Then,
there exist a constant C in R≥0 and a seminorm ‖ · ‖lk such that
|〈t, ϕ〉| ≤ C ‖ ϕ ‖lk , (5.13)
for every ϕ in I (X,Rd) (see Definition 2.1.2).
Proof. Suppose t has moderate growth along X . By Lemma 5.3.2, there exist
positive numbers C and s, and a seminorm ‖ · ‖lk such that
|〈t, ϕ〉| ≤ C [1 + d (Supp (ϕ) , X)−s] ‖ ϕ ‖lk , (5.14)
for every ϕ in I (X,Rd).
If s = 0 in (5.14), there is nothing to prove. Therefore, we shall treat the case
where s > 0. The idea is to absorb the divergence by a dyadic decomposition
in the following way. We begin by writing
〈t, ϕ〉 = 〈t, (χ1 − χ1 + 1)ϕ〉 = 〈t, χ1ϕ〉+ 〈t, (1− χ1)ϕ〉 . (5.15)
We are going to estimate each of the terms in (5.15). We can easily estimate the
term 〈t, (1− χ1)ϕ〉. Set
K := Supp (t) .
Let χ in D
(
Rd
)
be such that χ = 1 on K and χ = 0 outside V , where V is a
bounded open set that contains K. Then, χ (1− χ1)ϕ belongs to D
(
Rd \X)
and, by continuity of t, there is some constant C > 0 and a seminorm ‖ · ‖l1k1
such that
|〈t, (1− χ1)ϕ〉| = |〈t, χ (1− χ1)ϕ〉| ≤ C ‖ χ (1− χ1)ϕ ‖l1k1
for every ϕ in E
(
Rd
)
. On the other hand, from Lemma 2.1.7 there exists some
positive constant M which does not depend on ϕ and such that
‖ χ (1− χ1)ϕ ‖l1k1≤M ‖ ϕ ‖l1k1 .
Taking C1 = CM we conclude that
|〈t, (1− χ1)ϕ〉| ≤ C1 ‖ ϕ ‖l1k1
for some seminorm ‖ · ‖l1k1 and some constant C1 > 0 which does not depend
on ϕ.
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To estimate the remaining term in (5.15), for every ϕ in I (X,Rd) there ex-
ists a number N in N such that χ2−Nϕ = 0. Then, we can write
〈t, χ1ϕ〉 = 〈t, (χ1 − χ2−1 + χ2−1 − · · · − χ2−N+1 + χ2−N+1 − χ2−N )ϕ〉
=
N−1∑
j=0
〈t, (χ2−j − χ2−j−1)ϕ〉 .
Thus,
|〈t, χ1ϕ〉| ≤
N−1∑
j=0
|〈t, (χ2−j − χ2−j−1)ϕ〉|
≤ C2
N−1∑
j=0
[
1 + d (Supp ((χ2−j − χ2−j−1)ϕ) , X)−s
] ‖ (χ2−j − χ2−j−1)ϕ ‖l2k2
where we have used condition (5.14). Now choose n in N such that n− s > 0.
Applying Lemma 5.3.3 with K = Kl2 we have
|〈t, χ1ϕ〉| ≤ C2
N−1∑
j=0
(
1 + 2s(j+4)
) (
2−jn + 2−(j+1)n
)
C˜2 ‖ ϕ ‖l2k2+n
≤ C ′2 ‖ ϕ ‖l2k2+n ,
for C ′2 defined by
C ′2 = C˜2C2
(
1 + 2−n
)N−1∑
j=0
2−jn
(
1 + 2s(j+4)
)
< +∞,
which is independent of ϕ and N . To complete the proof we finally write
|〈t, ϕ〉| ≤ |〈t, χ1ϕ〉|+ |〈t, (1− χ1)ϕ〉| ≤ C ′2 ‖ ϕ ‖l2k2+n +C1 ‖ ϕ ‖l1k1≤ C ′ ‖ ϕ ‖l
′
k′ ,
where l′ = max {l1, l2}, k′ = max {k1, k2 + n} and C ′ = C ′2 + C1.
We are going to prove in Lemma 5.3.7 that given a compactly supported
distribution t on D
(
Rd \X) with moderate growth along X , and a number m
in N∪{∞}, there is a unique continuous extension of t to the space Im (X,Rd).
Part of this result appears in Lemma 1.2 of [5]. However, the proof given by
the author is unsatisfactory because he omits several steps. For instance, the
author states that the mentioned extension is unique but does not show this
fact in his proof. We give in turn a more detailed demonstration. In addition,
we extend the scope of Lemma 1.2 of [5] to include the case m =∞.
To this end, we first give the definition of Dirac sequences and in Theorem
5.3.6 we state a useful result related to them.
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Definition 5.3.5 (See [12], Ch. 11, §1). A sequence (φi)i∈N of complex valued func-
tions defined on allRd is called a Dirac sequence if it satisfies the following properties:
DIR 1. φi ≥ 0 for every i in N and for every x in Rd.
DIR 2. Each φi is continuous, and ∫
Rd
φi(t)dt = 1.
DIR 3. Given ε > 0 and δ > 0, there exists i0 such that if i ≥ i0 then∫
Rd\Bδ(0)
φi(t)dt < ε.
Theorem 5.3.6 (See [12], Ch. 11, Thm. 1.1). Let f : Rd → R be a piecewise
continuous function, and assume that f is bounded. Let (φi)i∈N be a Dirac sequence
and for each i in N define fi = φi ∗ f . Let K be a compact subset of Rd on which f is
continuous. Then the sequence (fi)i∈N converges to f uniformly on K.
Lemma 5.3.7 (cf.[5], Lemma 1.2). Let m be a positive integer or eventually infinity.
Let t be a compactly supported distribution defined on D
(
Rd \X), viewed in the
space E
(
Rd \X)′ by Remark 4.2.9, and with moderate growth along X . Then, there
is a unique continuous extension tm to the space Im
(
X,Rd
)
. If m belongs to N, such
an extension is given on every ϕ in Im (X,Rd) by the iterated limit
〈tm, ϕ〉 = lim
λ→0
lim
i→∞
〈t, (1− χλ)φi ∗ ϕ〉 , (5.16)
where (χλ)λ∈(0,1] is the family of cut-off functions defined in Lemma 5.3.3 and (φi)i∈N
is a Dirac sequence of functions defined on Rd.
Moreover, if ϕ belongs to Im (X,Rd) ∩ E (Rd), the continuous extension tm is
given by
〈tm, ϕ〉 = lim
λ→0
〈t, (1− χλ)ϕ〉 . (5.17)
This means that the evaluation of tm on such a function ϕ can be obtained without the
need of a Dirac sequence.
Proof. Consider first that m belongs to N. To show that (5.16) is well-defined
we begin by proving the following convergences with respect to the topology
of Em
(
Rd
)
:
(i) Let (φi)i∈N be a Dirac sequence; then we have
lim
i→∞
(1− χλ)φi ∗ ϕ = (1− χλ)ϕ
for a fixed value of λ in (0, 1] and a fixed function ϕ in Em
(
Rd
)
.
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(ii) lim
λ→0
(1− χλ)ϕ = ϕ for a fixed function ϕ in Im
(
X,Rd
)
.
(iii) lim
λ→0
lim
i→∞
(1− χλ)φi ∗ ϕ = ϕ for a fixed function ϕ in Im
(
X,Rd
)
.
The proof of these statements is as follows. Let K be a compact subset of Rd
and k a nonnegative integer. Then, for every ϕ in Em
(
Rd
)
, each multi-index α
such that |α| ≤ k, and every x in K we have
|∂αx [(1− χλ)φi ∗ ϕ − (1− χλ)ϕ](x)| = |∂αx [(1− χλ) (φi ∗ ϕ− ϕ)] (x)|
≤
∑
|j|≤|α|
(
α
j
) ∣∣[∂α−jx (1− χλ) ∂jx (φi ∗ ϕ− ϕ)] (x)∣∣
≤
∑
|j|≤|α|
(
α
j
)
‖ 1− χλ ‖Kk
∣∣∂jx (φi ∗ ϕ− ϕ) (x)∣∣
=‖ 1− χλ ‖Kk
∑
|j|≤|α|
(
α
j
) ∣∣(φi ∗ ∂jϕ− ∂jϕ) (x)∣∣ .
From Theorem 5.3.6 it immediately follows that
φi ∗ ∂jϕ− ∂jϕ −→
i→∞
0
uniformly on K. The previous discussion implies that
∂αx [(1− χλ)φi ∗ ϕ− (1− χλ)ϕ] −→
i→∞
0
uniformly on K for every |α| ≤ k, from which it follows that
(1− χλ)ϕ = lim
i→∞
(1− χλ)φi ∗ ϕ (5.18)
for the topology of Em
(
Rd
)
, for every ϕ in Em
(
Rd
)
. In other words, given
η > 0, there exists i0 = i0(η, λ, ϕ) such that, for every i ≥ i0,
‖ (1− χλ)φi ∗ ϕ− (1− χλ)ϕ ‖Kk < η.
For the second limit in the variable λ we proceed as follows. By item (iii) of
Lemma 5.3.3 , we have that
‖ χλϕ ‖Kk ≤‖ χλϕ ‖Km≤ C˜ ‖ ϕ ‖K∩{d(x,X)≤λ}m −→
λ→0
0,
for every ϕ in Im (X,Rd) and every nonnegative integer k, with k ≤ m. There-
fore,
ϕ = lim
λ→0
(1− χλ)ϕ (5.19)
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for the topology of Em
(
Rd
)
, for every ϕ in Im (X,Rd). In other words, given
η > 0 there exists λ0 = λ0(η, ϕ) such that
‖(1− χλ)ϕ− ϕ‖Kk = ‖χλϕ‖Kk < η,
for every λ ≤ λ0.
We turn now to prove the third limit. Let ϕ be in Im (X,Rd) and η > 0.
Then if λ < λ0
(
η
2
, ϕ
)
and i > i0
(
η
2
, ϕ, λ
)
we obtain
‖ϕ− (1− χλ)φi ∗ ϕ‖Kk ≤ ‖ϕ− (1− χλ)ϕ‖Kk + ‖(1− χλ)ϕ− (1− χλ)φi ∗ ϕ‖Kk
≤ η
2
+
η
2
= η.
We have proven
ϕ = lim
λ→0
lim
i→∞
(1− χλ)φi ∗ ϕ (5.20)
with respect to the topology of Em
(
Rd
)
, for every ϕ in Im (X,Rd). Observe
that this result implies I (X,Rd) is dense in Im (X,Rd).
The statement of the lemma is now staightforward. We shall prove that
(5.16) uniquely defines a continuous extension tm in Im
(
X,Rd
)′. We begin by
showing the double limit in (5.16) exists. Take (λj)j∈N such that
lim
j→∞
λj = 0.
On N × N we define the partial ordering: (i, j) ≤ (i′, j′) if and only if i ≤ i′
and j ≤ j′, which turns N× N into a directed set. As the field C is complete it
suffices to see that (〈
t,
(
1− χλj
)
φi ∗ ϕ
〉)
(i,j)∈N×N
is a Cauchy net. Take η > 0. If we choose
i, i′ > max
{
i0
( η
4C
,ϕ, λj
)
, i0
( η
4C
,ϕ, λj′
)}
and j, j′ > j0
where j0 is such that λj < λ0
(
η
4C
, ϕ
)
for every j > j0, then∣∣∣〈t,(1− χλj)φi ∗ ϕ〉− 〈t,(1− χλj′)φi′ ∗ ϕ〉∣∣∣
=
∣∣∣〈t,(1− χλj)φi ∗ ϕ− (1− χλj′)φ′i ∗ ϕ〉∣∣∣
≤ C
∥∥∥(1− χλj)φi ∗ ϕ− (1− χλj′)φi′ ∗ ϕ∥∥∥K
k
≤ C
(∥∥∥(1− χλj)φi ∗ ϕ− ϕ∥∥∥K
k
+
∥∥∥ϕ− (1− χλj′)φi′ ∗ ϕ∥∥∥K
k
)
≤ C
(
η
2C
+
η
2C
)
= η,
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where in the first inequality we have used estimate (5.13) of Proposition 5.3.4.
Set
w := lim
λ→0
lim
i→∞
〈t, (1− χλ)φi ∗ ϕ〉 .
Suppose now that (ψj)j∈N is another sequence of functions in I
(
X,Rd
)
that
converges with respect to the topology of Em
(
Rd
)
to ϕ in Im (X,Rd), and set
w˜ := lim
j→∞
〈t, ψj〉 .
Then,
|w − w˜| ≤ |w − 〈t, (1− χλ)φi ∗ ϕ〉|+ |〈t, (1− χλ)φi ∗ ϕ〉 − 〈t, ψj〉|+ |〈t, ψj〉 − w˜| .
It is clear that the first and last terms on the right hand side can be made arbi-
trarily small by choosing i and j sufficiently large, and λ sufficiently small. For
the term in the middle, note that as t satisfies (5.13), there exist some constant
C and a seminorm ‖ · ‖Kk such that
|〈t, (1− χλ)φi ∗ ϕ〉 − 〈t, ψj〉| = |〈t, (1− χλ)φi ∗ ϕ− ψj〉|
≤ C ‖ (1− χλ)φi ∗ ϕ− ψj ‖Kk .
Furthermore,
‖ (1− χλ)φi ∗ ϕ− ψj ‖Kk ≤‖ (1− χλ)φi ∗ ϕ− ϕ ‖Kk + ‖ ϕ− ψj ‖Kk
and each of the terms on the right hand side can be made arbitrarily small
by choosing i and j sufficiently large, and λ sufficiently small. The previous
argument shows that |w − w˜| ≤ ε for every ε > 0. Then w = w˜.
We are now allowed to define for every ϕ in Im (X,Rd)
〈tm, ϕ〉 := lim
j→∞
〈t, ψj〉 ,
where (ψj)j∈N is any sequence of functions in I
(
X,Rd
)
such that
ψj −→
j→∞
ϕ
with respect to the topology of Em
(
Rd
)
. By the previous argument, one can
always choose
〈tm, ϕ〉 = lim
λ→0
lim
i→∞
〈t, (1− χλ)φi ∗ ϕ〉 ,
for every ϕ in Im (X,Rd).
If ϕ belongs to I (X,Rd), we can take ψj = ϕ for every j in N and
〈tm, ϕ〉 = lim
j→∞
〈t, ϕ〉 = 〈t, ϕ〉 ,
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so that tm is a continuous extension of t.
Suppose t˜m is another continuous extension of t. Let ϕ be in Im
(
X,Rd
)
and
take (ψj)j∈N any sequence of functions in I
(
X,Rd
)
such that
ψj −→
j→∞
ϕ
with respect to the topology of Em
(
Rd
)
. Then,
〈t˜m, ϕ〉 = 〈t˜m, lim
j→∞
ψj〉 = lim
j→∞
〈t˜m, ψj〉 = lim
j→∞
〈t, ψj〉 = 〈tm, ϕ〉 .
Thus, tm is unique.
Finally, tm is linear as a consequence of t being linear itself on I
(
X,Rd
)
. In
effect, let ϕ and ϕ˜ be two functions in Im (X,Rd) and let α be in C. Take any
pair of sequences of functions (ψj)j∈N and (ψ˜j)j∈N in I
(
X,Rd
)
such that
ψj −→
j→∞
ϕ and ψ˜j −→
j→∞
ϕ˜,
with respect to the topology of Em
(
Rd
)
. Then,
〈tm, ϕ+ αϕ˜〉 = lim
j→∞
〈t, ψj + αψ˜j〉 = lim
j→∞
〈t, ψj〉+α lim
j→∞
〈t, ψ˜j〉 = 〈tm, ϕ〉+α 〈tm, ϕ˜〉 .
Finally, if ϕ is an element of I∞ (X,Rd), we can define t∞ on ϕ by the right
hand side of (5.16) because I∞ (X,Rd) ⊂ Im (X,Rd) and the proof given above
obviously holds in this restricted case.
Now, item (i) at the beginning of this proof holds for ϕ in E
(
Rd
)
. Then, the
sequence (
(1− χλ)φi ∗ ϕ
)
i∈N
converges to (1− χλ)ϕ in the space E
(
Rd
)
. By the fact that t is sequentially
continuous, we may write
lim
i→∞
〈t, (1− χλ)φi ∗ ϕ〉 = 〈t, (1− χλ)ϕ〉 ,
so that in the case that ϕ is an element of E
(
Rd
)
, the right hand side of equation
(5.16) reduces to the right hand side of equation (5.17), and no mollifiers are
needed to define an extension of t.
Choosing a fixed positive integer m, Lemma 5.3.7 thus gives a continuous
extension to Im (X,Rd) of a distribution t in D (Rd \X)′, whenever t is com-
pactly supported and has moderate growth along X .
Briefly, we repeat the way in which this extension is constructed. Let (χλ)λ∈(0,1]
be the family of cut-off functions defined in Lemma 5.3.3 and let (φi)i∈N be a
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Dirac sequence of functions defined on Rd. Setting βλ = 1 − χλ we have that
tm, defined on a function ϕ in Im
(
X,Rd
)
by
〈tm, ϕ〉 = lim
λ→0
lim
i→∞
〈t, βλ (φi ∗ ϕ)〉 ,
is a continuous extension to Im (X,Rd) of t. In other words, such a distribution
tm makes the following diagram commutative
I (X,Rd)
t

  i // Im (X,Rd)
∃! tm
wwC
Observe that by construction (see Lemma 5.3.3), the family
(βλ)λ∈(0,1] ⊆ E
(
Rd
)
already satisfies the requirements in Theorem 5.3.1.
To prove Theorem 5.3.1 we need to find a further continuous extension of
tm (and therefore of t) to the space E
(
Rd
)
, satisfying the description in the
statement of the mentioned theorem.
To construct the new extension t¯ we will need Theorem 5.3.8 below. This
result appears as Theorem 1.2 of [5], and unfortunately it is stated in a rather
unclear fashion. Nor does the author give a definition of splitting of a short
exact sequence of LCS (which we have given, see Definition 1.2.3), neither does
he specify the topology of the dual spaces that appear in his theorem, which is
by no means a minor omission (see Remark 1.10.12 and Example 1.10.13). We
give a complete and organised proof of this result.
Theorem 5.3.8. There is a bijection between:
1. The collection D of closed subspaces D of Em
(
Rd
)
such that
Em
(
Rd
)
= Im (X,Rd)⊕D.
D is called a renormalization scheme.
2. The spaceS of continuous linear sections
T : Em (X)→ Em (Rd)
of
Jm : Em
(
Rd
)→ Em (X)
in the short exact sequence
0→ Im (X,Rd) i→ Em (Rd) Jm→ Em (X)→ 0. (5.21)
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3. The space R of renormalization sections, i.e. the space of continuous linear
sections
R : Im (X,Rd)′ → Em (Rd)′
of
i′ : Em
(
Rd
)′ → Im (X,Rd)′
in the dual short exact sequence
0→ Em (X)′ Jm′→ Em (Rd)′ i′→ Im (X,Rd)′ → 0, (5.22)
where the dual spaces are considered with the weak star topology.
In addition, the space D is not empty. Therefore the bijection between the above items
gives a one to one correspondence between nonempty sets.
Proof. The exactness of (5.21) and the existence of linear continuous sections
of (5.21) is a consequence of the Whitney Extension Theorem (see Theorem
3.0.11 and [2], Thm. 2.6 for the exactness). Therefore, the last assertion of The-
orem 5.3.8, namelyD is not empty, follows when we have proved the bijection
between the spaces listed in it.
Since (5.21) is a continuous exact sequence of Fréchet spaces, the dual se-
quence
0→ Em (X)′ Jm′→ Em (Rd)′ i′→ Im (X,Rd)′ → 0 (5.23)
is exact (see [15], Proposition 26.4).
We begin by proving there is a bijection between the space D of renormal-
ization schemes and the space R of renormalization sections. We define a
mapping F : R → D such that on each renormalization section
R : Im (X,Rd)′ → Em (Rd)′
is given by the formula:
F(R) =
{
ϕ ∈ Em (Rd) : µ(ϕ) = 0 ∀µ ∈ R(Im (X,Rd)′)} . (5.24)
By the proof of (ii) implies (i) of Lemma 1.10.11, F(R) is a closed subspace
such that
Em
(
Rd
)
= Im (X,Rd)⊕F (R) .
In other words, F(R) is a renormalization scheme.
Next, we define the mapping G : D→ R such that on each renormalization
scheme D is defined by
G (D) = Π′1,
where
Π1 : Im
(
X,Rd
)⊕D → Im (X,Rd)
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is the canonical projection onto Im (X,Rd). Note that Π1 is continuous because
Ker (Π1) = D is closed by assumption.
We assert that G ◦ F = IdR and that F ◦ G = IdD.
To prove the first equality, let
R : Im (X,Rd)′ → Em (Rd)′
be a renormalization section. Then F (R) is given by (5.24). Applying G we
must show that
G ◦ F(R) = Π′1 = R,
where, in this particular case,
Π1 : Im
(
X,Rd
)⊕F (R)→ Im (X,Rd)
is the canonical projection onto Im (X,Rd).
Define
Π2 : Im
(
X,Rd
)⊕F (R)→ F (R) ,
the canonical projection onto F (R), which satisfies
Π2 = IdEm(Rd)−Π1.
Notice that
Ker (Π2) = Im
(
X,Rd
)
is closed. Thus, Π2 is continuous. Then, for every τ in Im
(
X,Rd
)′ and ψ in
Em
(
Rd
)
we have
〈Π′1(τ), ψ〉 = 〈τ,Π1(ψ)〉 = 〈i′ ◦ R(τ),Π1(ψ)〉 = 〈R (τ) ◦ i,Π1(ψ)〉
= 〈R(τ),Π1(ψ)〉 = 〈R(τ), ψ − Π2(ψ)〉 = 〈R(τ), ψ〉 ,
where in the last equality we have used the fact that Π2(ψ) belongs to the space
F(R) given by (5.24), so thatR(τ) applied to it is zero. Thus, G ◦ F = IdR .
To prove the other equality, namely F ◦G = IdD, let D be a renormalization
scheme. Then, by definition D is a closed subspace of Em
(
Rd
)
and it satisfies
Em
(
Rd
)
= Im (X,Rd)⊕D.
By definition of G,
G (D) = Π′1,
where
Π1 : Im
(
X,Rd
)⊕D → Im (X,Rd)
is now the canonical projection onto Im (X,Rd). Applying F we get
F ◦ G (D) =
{
ϕ ∈ Em (Rd) : µ (ϕ) = 0 ∀µ ∈ Π′1 (Im (X,Rd)′)} . (5.25)
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We then have to prove the following equality
D =
{
ϕ ∈ Em (Rd) : µ(ϕ) = 0 ∀µ ∈ Π′1 (Im (X,Rd)′)} . (5.26)
If ϕ belongs to D, Π1(ϕ) = 0. Then, for every µ = Π′1 (φ), where φ belongs to
Im (X,Rd)′, we have
µ(ϕ) = 〈Π′1(φ), ϕ〉 = 〈φ,Π1(ϕ)〉 = 0,
where in the last equality we have used the fact that Π1(ϕ) = 0. Thus, ϕ be-
longs to (5.25).
On the other hand, if ϕ in Em
(
Rd
)
is such that µ(ϕ) = 0 for every µ belong-
ing to
Π′1
(
Im (X,Rd)′) ,
we have to show that Π1(ϕ) = 0. But this is equivalent to showing that the
evaluation maps, ex : Em
(
Rd
)→ C, satisfy
ex (Π1(ϕ)) = 〈Π1(ϕ), x〉 = 0
for every x in Rd, which in turn happens if and only if
Π′1 (ex) (ϕ) = 0, (5.27)
for every x in Rd. As ex belongs to Em
(
Rd
)′ for every x in Rd, (5.27) holds, and
therefore, the equality (5.26) is proved.
The bijection between the spaceR of renormalization sections and the space
I of continuous linear sections of
Jm : Em
(
Rd
)→ Em (X)
in (5.21) is defined in the same way as the argument described in Proposition
1.10.15. Namely, we define a mapping J : R → I such that on each renor-
malization section
R : Im (X,Rd)′ → Em (Rd)′
is given by the formula:
J (R) = (Jm|F(R))−1
where we recall that
F (R) =
{
ϕ ∈ Em (Rd) : µ (ϕ) = 0 ∀µ ∈ R(Im (X,Rd)′)} . (5.28)
By Proposition 1.10.15, J (R) is continuous and satisfies
Jm ◦ J (R) = IdEm(X) .
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Next, define a mapping K : I → R such that on each continuous linear
section
T : Em (X)→ Em (Rd)
of
Jm : Em
(
Rd
)→ Em (X)
in (5.21) is given by
K(T ) = (pi1 ◦ Ω−1T )′ ,
where
ΩT : Im
(
X,Rd
)⊕ Em (X)→ Em (Rd)
is an isomorphism that makes the following diagram
Im (X,Rd) i // Em (Rd) Jm // Em (X)
Im (X,Rd)   // Im (X,Rd)⊕ Em (X)
ΩT
OO
pi2 // // Em (X)
commutative and
pi1 : Im
(
X,Rd
)⊕ Em (X)→ Im (X,Rd)
is the canonical projection. By Proposition 1.10.15, K(T ) is a continuous linear
section of
i′ : Em
(
Rd
)′ → Im (X,Rd)′
in the dual exact sequence (5.22).
We have to prove K ◦ J = IdR and J ◦ K = IdI . We begin with the first
equality. LetR be inR and take t in Im (X,Rd)′ and ϕ in Em (Rd). Then,
〈K ◦ J (R)(t), ϕ〉 =
〈(
pi1 ◦ Ω−1J (R)
)′
(t) , ϕ
〉
=
〈
t ,
(
pi1 ◦ Ω−1J (R)
)
(ϕ)
〉
=
〈
(i′ ◦ R) (t) ,
(
pi1 ◦ Ω−1J (R)
)
(ϕ)
〉
=
〈
R(t) ,
(
pi1 ◦ Ω−1J (R)
)
(ϕ)
〉
= 〈R(t) , ϕ− (J (R) ◦ Jm) (ϕ)〉 = 〈R(t) , ϕ〉
where in the last equality we have used the fact that
(J (R) ◦ Jm) (ϕ) ∈ F(R)
and therefore
〈R(t) , (J (R) ◦ Jm) (ϕ)〉 = 0.
Thus, we conclude K ◦ J = IdR .
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To prove the other equality, namely J ◦ K = IdI , let T be in I and take F
in Em (X). Then
[J ◦ K(T )] (F ) = (Jm|F(K(T )))−1 (F ) = IdEm(Rd) ◦ (Jm|F(K(T )))−1 (F )
=
[
pi1 ◦ Ω−1T + T ◦ Jm
] (
Rd
) ◦ (Jm|F(K(T )))−1 (F )
=
[
T ◦ Jm ◦ (Jm|F(K(T )))−1] (F ) = T (F ).
Thus, J ◦ K = IdI .
Now we can give the proof of Theorem 5.3.1.
Proof of Theorem 5.3.1. Let (χλ)λ∈(0,1] be the family of cut-off functions defined
in Lemma 5.3.3 and let (φi)i∈N be a Dirac sequence of functions defined on Rd.
Set βλ := 1− χλ and choose some fixed positive integer m.
By hypothesis, t belongs to D
(
Rd \X)′, is compactly supported and has
moderate growth along X . Then, from Lemma 5.3.7 we have that tm, defined
on a function ϕ in Im (X,Rd) by
〈tm, ϕ〉 = lim
λ→0
lim
i→∞
〈t, βλ (φi ∗ ϕ)〉 ,
is a continuous extension to Im (X,Rd) of t.
Observe that by construction (see Lemma 5.3.3), the family
(βλ)λ∈(0,1] ⊆ E
(
Rd
)
already satisfies the requirements in the statement of Theorem 5.3.1.
Let D be a fixed renormalization scheme (see Theorem 5.3.8 where we de-
fine renormalization schemes and prove their existence) and let
ImD : E
m
(
Rd
)→ Im (X,Rd) and PmD = IdE (Rd)−ImD : Em (Rd)→ D,
be the canonical projections relative to D, i.e. the space Em
(
Rd
)
is written as
Em
(
Rd
)
= Im (X,Rd)⊕D.
Then, the desired extension t¯ of t can be defined on a given ϕ in E
(
Rd
)
as
follows: first applying the projection ImD to obtain an element in Im
(
X,Rd
)
,
and then applying the already found extension tm. Explicitly, we have that for
every ϕ in E
(
Rd
)
,
〈t¯, ϕ〉 = lim
λ→0
lim
i→∞
〈t, βλ (φi ∗ ImDϕ)〉
finite part
= lim
λ→0
lim
i→∞
〈t, βλϕ〉 − 〈t, βλ (φi ∗ PmD ϕ)〉
singular part
(5.29)
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is a well-defined extension of t, called the renormalization of the distribution t.
From equation (5.29) we see that the definition of the required distributions cλ
supported on X is given by
〈cλ, ϕ〉 = lim
i→∞
〈
t, βλ (φi ∗ PmD ϕ)
〉
,
for every ϕ in E
(
Rd
)
. Thus, the proof of the theorem is complete.
Remark 5.3.9. It has to be noted that the construction of the extension t¯ de-
pends on the fixed positive integer m chosen for the extension tm and in the
renormalization scheme D selected thereafter.
Remark 5.3.10 (See comments immediately after Proposition 1.2 in [5]). Ob-
serve that 〈t, βλϕ〉 diverges as λ → 0 in (5.29) whenever ϕ does not belong to
the space Im (X,Rd). However, these divergences are local in the sense they
can be subtracted by the counterterm 〈t, βλ (φi ∗ PmD ϕ)〉 as λ→ 0.
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Chapter 6
Renormalization of Feynman
amplitudes in Euclidean quantum
field theories
This chapter is devoted to the problem of extending the so called Feynman
amplitudes (to be defined later) in quantum field theories whose underlying
spacetime has a Riemannian structure. Recall thatM denotes a d-dimensional
smooth, paracompact, oriented manifold; and X a closed subset ofM. We de-
note by d the distance function induced by some choice of smooth Riemannian
metric g onM.
Many of the results appearing in this chapter are stated in [5] in an am-
biguos fashion or with confusing proofs, namely Theorems 6.1.4 and 6.1.8;
Lemma 6.2.1; and Proposition 6.1.3. We thus give an exhaustive and clear
explanation of them.
In the first section, the problem of extending a product of a function and a
distribution is treated, in an almost general way. This means that we are going
to require the function to satisfy certain features, namely to be tempered along
the subset over which the product is intended to be extended.
In the second section we concentrate on the particular case of a continuous
extension of Feynman amplitudes, using the general results obtained before.
6.1 Renormalized products
We begin by introducing a class of functions whose features are relevant for
the purpose of extending products, namely the class of tempered functions
along X .
The notion of tempered function will be a local one, so it will be defined by
means of a partition of unity argument. We will use the same notations of §5.2:
choose a locally finite cover ofM by relatively compact open charts (Vα, ψα),
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with
ψα : Vα → V ⊆ Rd
where V = ψα(Vα) is open. Let {ϕα}α be a subordinate partition of unity such
that
∑
α ϕα = 1, and denote
Kα = Supp (ϕα) ⊆ Vα.
We first give the notion of a tempered function defined on the Euclidean space
Rd.
Definition 6.1.1. Let Ω be an open subset of Rd and X a closed set contained in Ω.
Let d denote the distance function in the Euclidean space. A function f in E (Ω \X)
is tempered along X if it satisfies the following estimate: for every k in N and every
compact subset K of Ω there exists a pair of positive constants C and s such that
sup
|ν|≤k
|∂νf(x)| ≤ C [1 + d(x,X)−s] (6.1)
for every x in K \X .
We now generalize the preceding definition to cover functions defined on
a manifoldM.
Definition 6.1.2. A function f in E (M\X) is tempered along X if in any local
chart ψα : Vα → V , the pushforward
ψα∗ (ϕαf) : V \ ψα (X ∩ Vα)→ C, (6.2)
satisfies the following estimate: for every k in N and every K compact subset of V ,
there exists a pair of positive constants C and s such that
sup
|ν|≤k
|∂ν (ψα∗ (ϕαf)) (x)| ≤ C
[
1 + d(x, ψα (X ∩ Vα))−s
]
, (6.3)
for every x inK \ψα (X ∩ Vα). Here, d denotes the distance function in the Euclidean
space.
In other words, f in E (M\X) is tempered along X if for every α, the pushfor-
ward ψα∗ (ϕαf) in E (V \ ψα (X ∩ Vα)) is tempered along ψα (X ∩ Vα).
The class of tempered functions along a closed subset X of a manifoldM forms an
algebra by Leibniz’s rule, and will be denoted by T (X,M).
Now, we establish in Theorem 6.1.4 a result about renormalization of a dis-
tribution multiplied by a tempered function, for which we will need the fol-
lowing proposition.
Proposition 6.1.3 (cf. [5], Proposition 3.1). Let t be a compactly supported dis-
tribution in D
(
Rd \X)′, and let f be a function in E (Rd \X), which satisfy the
following estimates:
90
6.1. RENORMALIZED PRODUCTS
1. There exist a pair of positive constants C1 and s1, and a seminorm ‖ · ‖lk such
that
|〈t, ϕ〉| ≤ C1
[
1 + d (Supp (ϕ) , X)−s1
] ‖ ϕ ‖lk ,
for every ϕ in I (X,Rd).
2. For every k in N and for every compact subset K of Rd, there is a pair of positive
constants C2 and s2 such that
sup
|ν|≤k
|∂νf(x)| ≤ C2
[
1 + d(x,X)−s2
]
,
for every x in K \X .
Then, ft satisfies the following estimate: there exists a positive constant C such that
|〈ft, ϕ〉| ≤ C
[
1 + d (Supp (ϕ) , X)−(s1+s2)
]
‖ ϕ ‖lk ,
for every ϕ in I (X,Rd).
Proof. The claim follows from the following estimate. For every ϕ in I (X,Rd),
|〈ft, ϕ〉|≤ C1
[
1 + d (Supp (ϕ) , X)−s1
] ‖fϕ‖lk
≤C1C22kn
[
1 + d (Supp (ϕ) , X)−s1
][
1 + d(x,X)−s2
]‖ϕ‖lk
≤4C1C22kn︸ ︷︷ ︸
C
[
1 + d (Supp (ϕ) , X)−(s1+s2)
]
‖ϕ‖lk ,
where we have used the Leibniz rule for the second inequality.
Theorem 6.1.4 (cf. [5], Thm. 3.1). For every function f in T (X,M) and every
distribution t in D(M)′, there exists a distributionR(ft) in D(M)′ which coincides
with the regular product ft outside X .
Before giving the proof of Theorem 6.1.4 we give the following interesting
consequence.
Corollary 6.1.5. A function f in T (X,M) can always be considered as a distribution
in D (M\X)′. In that case, f has a continuous extension to D (M) by considering
t = 1 in Theorem 6.1.4.
Proof of Theorem 6.1.4. By a partition of unity argument, the proof of the the-
orem may be reduced to the case where X is a closed subset of M = Rd, f
belongs to T (X,Rd), and t is a compactly supported distribution in D (Rd)′.
This is done in the following way. Choose a locally finite cover ofM by rela-
tively compact open charts (Vα, ψα), with
ψα : Vα → V ⊆ Rd
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where V = ψα(Vα) is open. Let {ϕα}α be a subordinate partition of unity such
that
∑
α ϕα = 1, and denote
Kα = Supp (ϕα) ⊆ Vα.
For each α consider tα = tϕα, which belongs to D (M)′ and is supported in
Kα. Set fα = f |Vα , which is tempered along X ∩ Vα. Then, fαtα belongs to
D (Vα \X)′ and has compact support contained in Kα. For each α it suffices
to find a continuous extension R(fαtα) to the space D (Vα), supported on Kα,
which coincides with fαtα on Vα \X , because we could then define
R(ft) =
∑
α
R(fαtα),
which is a locally finite sum that satisfies the conditions of the theorem 1.
Now, in order to find such an extension R(fαtα) for each α, we reduce the
problem to the Euclidean case. We define the pushforward
f˜α := ψα∗(fα) = fα ◦ ψ−1α . (6.4)
The function f˜α is tempered along ψα (X ∩ Vα) which is contaied in V . Also,
define
t˜α := ψα∗(tα), (6.5)
that belongs to D
(
Rd
)′ and has compact support contained in ψα(Kα). If we
could find a continuous extension R(f˜αt˜α) to D
(
Rd
)
of f˜αt˜α, supported in
ψα(Kα), and such that it coincides with f˜αt˜α outside ψα (X ∩ Vα), then we could
set
R(fαtα) = ψ∗α(R(f˜αt˜α)),
that belongs to D(M)′, is supported on Kα, coincides with fαtα on Vα \X , and
the statement of the theorem follows.
Thus, we will prove Theorem 6.1.4 in the case where X is a closed subset of
M = Rd, f belongs to T (X,Rd) and t is a compactly supported distribution in
D
(
Rd
)′. By Theorem 5.1.1, distributions with moderate growth are extendible.
Therefore, it suffices to show that ft has moderate growth along X , but this is
an immediate consequence of Lemma 5.3.2 and Proposition 6.1.3.
Corollary 6.1.6. TM\X(M) is a T (X,M)-module.
In what follows we give an example of renormalization of products where
Theorem 6.1.4 is applied.
1A notation abuse has been used here: in principle, the productR(fαtα) is only defined on
D (Vα). However, we assume thatR(fαtα) extends by zero outside Vα because it has compact
support contained in Kα, and therefore, it may be thought to belong to the space D (M)′.
Thus, the sum
∑
αR(fαtα) makes sense and belongs to D (M)′ .
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Example 6.1.7 (Particular case of renormalization of products. See [5], com-
ments after Thm. 4.4). Let us consider a function ϕ in E
(
Rd
)
. Define X =
{ϕ = 0} and suppose ϕE (Rd) is a closed ideal of E (Rd). Then, a result of
Malgrange (see [14], inequality 2.1, p.88), yields that ϕ satisfies the Lojasiewicz
inequality: for every K compact subset of Rd, there exists a pair of positive
constants C and s such that
|ϕ(x)| ≥ Cd(x,X)s,
for every x in K. The Leibniz rule tells us that f : Rd \ X → C given by
f(x) = (ϕ(x))−1 must be tempered along X . Then, by Theorem 6.1.4 ft has an
extensionR(ft) which coincides with the product outside the set X .
The previous example is extended to manifolds in Theorem 6.1.8 below.
Such a result could be proved by a partition of unity argument, being the pre-
vious example the proof of the local case. However, we present here an alter-
native demonstration of this statement due to Malgrange (see [14], Thm. 2.1,
p.100).
Theorem 6.1.8 (cf. [5], Thm. 4.5.). Let ϕ belong to E (M), X = {ϕ = 0} and
suppose ϕE (M) is a closed ideal of E (M). Let f : M \ X → C be given by
f(x) = (ϕ (x))−1. Then, for every t in D (M)′, there exists s in D (M)′ such that
ϕs = t. In particular, s = ft outside X .
Proof. It suffices to prove that the linear map
mϕ : E (M)′ → E (M)′
s 7→ ϕs
is onto if ϕE (M) is closed in E (M). For this purspose we will show that
Im (mϕ) is closed and dense in E (M)′.
To prove the first assertion, consider the map
Mϕ : E (M)→ E (M)
ψ 7→ ϕψ.
Observe that M ′ϕ = mϕ. As ϕE (M) = Im (Mϕ) is closed in E (M) and E (M)
is Fréchet, Im (mϕ) is closed in E (M)′ (see [15], Thm. 26.3).
To prove the second assertion, observe that the fact that ϕE (M) = Im (Mϕ)
is closed in E (M) implies ϕE (M) = Im (Mϕ) is Fréchet. Then, the continuous
linear map
Mϕ|ϕE (M) : E (M)→ ϕE (M) (6.6)
is open, by the Open Mapping Theorem. Then, for every continuous seminorm
‖·‖lk on E (M), there exists a seminorm ‖·‖l
′
k′ such that
‖ψ‖lk ≤ ‖ϕψ‖l
′
k′ .
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To show this last statement is true, consider the open set
U =
{
ψ ∈ E (M) : ‖ψ‖lk < 1
}
.
As (6.6) is linear and open, the image of U under this map contains the zero
function and is open. Therefore, there is some positive number s and a semi-
norm ‖·‖l′k′ such that
0 ∈ V :=
{
ψ ∈ ϕE (M) : ‖ψ‖l′k′ < s
}
⊆ V ⊆ Mϕ|ϕE (M) (U) .
In particular,
V ∩Mϕ|ϕE (M) (∂U) = ∅.
Therefore, for every ψ 6= 0,∥∥∥∥∥Mϕ|ϕE (M)
(
ψ
‖ψ‖lk
)∥∥∥∥∥
l′
k′
≥ s,
which can be reexpressed, using the definition of the map (6.6), as
‖ϕψ‖l′k′ ≥ s ‖ψ‖lk ,
for every ψ 6= 0. Since the previous inequality holds also for ψ = 0, we have
ϕψ = 0 =⇒ ψ = 0.
Then,
⊥ (Im (mϕ)) =
{
ψ ∈ E (M) : 〈ϕs, ψ〉 = 0, ∀s ∈ E (M)′}
= {ψ ∈ E (M) : ϕψ = 0} = {0} ,
from which we conclude Im (mϕ) is dense.
6.2 Extension of Feynman amplitudes
We denote by ∆g the Laplace-Beltrami operator corresponding to the metric
g and consider the Green function G in D (M2)′ of the operator ∆g + m2,
where m belongs to R≥0. G is the Schwartz kernel of the operator inverse
of ∆g +m2 which always exists whenM is compact and −m2 does not belong
to Spec (∆g). In the noncompact case, the general existence and uniqueness
result for the Green function usually depends on the global properties of ∆g
and (M, g).
However, if G exists, then there is a fundamental result about asymptotics
of G near the diagonal
D2 =
{
(x, y) ∈M2 : x = y} ⊆M2. (6.7)
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Lemma 6.2.1 (cf. [5], Lemma 4.1). Let (M, g) be a smooth Riemannian manifold
and ∆g the corresponding Laplace-Beltrami operator. If G in D (M2)′ is the funda-
mental solution of ∆g +m2, then G is tempered along the diagonal D2, given by (6.7).
Proof. Temperedness is a local property therefore it suffices to prove the Lemma
for some compact domain
K ×K ⊆ Rd × Rd
and in the case that g is a Riemannian metric on Rd. This means that given a
positive integer k and a compact subset K × K of Rd × Rd, we seek to show
there exist two positive numbers C and s such that the inequality∣∣∂αx∂βyG(x, y)∣∣ ≤ C [1 + d ((x, y) , D2)−s] (6.8)
holds for every (x, y) in K × K \ D2, and every pair of multi-indices α and β
such that |α|+ |β| ≤ k.
The differential operator ∆g + m2 is elliptic with smooth coefficients, and
G is an fundamental solution of ∆g + m2. In other words, it is a parametrix of
∆g + m
2 constructed by means of an elliptic pseudodifferential operator with
polyhomogeneous symbol (see [23], Thm. 2.7).
Let D = diam (K) be the diameter of K, and set z = y − x and
E(x, z) := G(x, x+ z).
We will treat first the case in which 0 < |z| ≤ 1. By [23] Thm. 3.3, there exist
two sequences of functions(Aq (x, ζ) )q and (Bq (x, ζ) )q,
smooth on Rd with respect to x and real analytic on Sd−1 with respect to ζ ,
such that E satisfies the following estimate: for every positive integerN , multi-
indices α, β, and every compact subset K of Rd there exists a positive number
c = c (N,α, β,K) such that∣∣∣∣∣∂αx∂βz
[
E (x, z)−
N∑
q=0
|z|2+q−d
{
Aq
(
x,
z
|z|
)
log |z|+ Bq
(
x,
z
|z|
)}]∣∣∣∣∣ ≤ c|z|λ
for every pair (x, z) in K × Rd, where z is such that 0 < |z| ≤ 1, and where
λ = min {0, 2 +N − |β| − d} .
Now, for arbitrarily chosen multi-indices α, β, there always is some positive
integer N such that 2 +N −|β|− d > 0 which tells us that λ = 0 in the estimate
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above. Then, for arbitrarily chosen multi-indices α, β and every compact sub-
set K of Rd there exists a sufficiently large positive integer N and a positive
number c = c(N,α, β,K) such that
∣∣∂αx∂βz E (x, z)∣∣ ≤ c+
∣∣∣∣∣∂αx∂βz
N∑
q=0
|z|2+q−d
{
Aq
(
x,
z
|z|
)
log |z|+ Bq
(
x,
z
|z|
)}∣∣∣∣∣
(6.9)
for every pair (x, z) in K × Rd, where 0 < |z| ≤ 1.
Observe that the second term on the right hand side of equation (6.9) is
bounded by
N∑
q=0
∣∣∣∂βz |z|2+q−d∣∣∣ ∣∣∣∣∂αxAq (x, z|z|
)
log |z|+ ∂αxBq
(
x,
z
|z|
)∣∣∣∣+ . . .
+
N∑
q=0
|z|2+q−d
∣∣∣∣∂βz [∂αxAq (x, z|z|
)
log |z|
]∣∣∣∣+ N∑
q=0
|z|2+q−d
∣∣∣∣∂βz ∂αxBq (x, z|z|
)∣∣∣∣ .
(6.10)
For the sake of simplicity, in what remains of the proof the word const. will
denote some constant which is independent of z, and whose value is irrelevant.
By the Leibniz rule we have∣∣∣∂βz |z|2+q−d∣∣∣ ≤ const. |z|2+q−d−|β| ≤ const. 1|z|d+|β| (6.11)
and ∣∣∂βz log |z|∣∣ ≤ const. 1|z||β|+1 . (6.12)
Moreover, taking into account that for every ε > 0
lim
u→0+
uε log u = 0,
we have
log |z| ≤ const.|z| .
In addition, as Aq (x, ζ) and Bq (x, ζ) are smooth on Rd with respect to x,
and real analytic on Sd−1 with respect to ζ , we have that their derivatives up to
order α with respect to x, and up to order β with respect to z are bounded by
a factor of the type∣∣∣∣∂νz ∂ρxAq (x, z|z|
)∣∣∣∣ , ∣∣∣∣∂νz ∂ρxBq (x, z|z|
)∣∣∣∣ ≤ const. 1|z||ν| ≤ const. 1|z||β| (6.13)
for every pair (x, z) in K × Rd, where 0 < |z| ≤ 1 and ν ≤ β, ρ ≤ α.
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We can now estimate the first sum in (6.10) by
N∑
q=0
∣∣∣∂βz |z|2+q−d∣∣∣ ∣∣∣∣∂αxAq (x, z|z|
)
log |z|+ ∂αxBq
(
x,
z
|z|
)∣∣∣∣
≤ const.
N∑
q=0
1
|z|d+|β|
(
1
|z| + 1
)
≤ const. 1
|z|d+|β|+1
≤ const. 1|z|d+2|β|+1 .
The second sum in (6.10) can be treated in the same fashion. First, by Leib-
niz’s rule we have∣∣∣∣∂βz [∂αxAq (x, z|z|
)
log |z|
]∣∣∣∣ ≤∑
γ≤β
(
β
γ
) ∣∣∣∣∂γz ∂αxAq (x, z|z|
)
∂β−γz log |z|
∣∣∣∣
≤
∑
γ≤β
const.
1
|z||β|
1
|z||β|+1
≤ const. 1
|z|2|β|+1
.
Therefore,
N∑
q=0
|z|2+q−d
∣∣∣∣∂βz [∂αxAq (x, z|z|
)
log |z|
]∣∣∣∣ ≤ const. N∑
q=0
1
|z|d
1
|z|2|β|+1
≤ const. 1|z|d+2|β|+1 .
Finally, we write the estimate for the last sum in (6.10) as
N∑
q=0
|z|2+q−d
∣∣∣∣∂βz ∂αxBq (x, z|z|
)∣∣∣∣ ≤ const. N∑
q=0
1
|z|d
1
|z||β| ≤ const.
1
|z|d+|β|
≤ const. 1|z|d+2|β|+1 .
Therefore, the expression in (6.10) is bounded by a multiple of |z|−(d+2|β|+1).
Using this in the inequality in (6.9) we obtain that∣∣∂αx∂βz E (x, z)∣∣ ≤ c+ const. 1|z|d+2|β|+1 ≤ const.
(
1 +
1
|z|d+2|β|+1
)
(6.14)
for every pair (x, z) in K × Rd, where 0 < |z| ≤ 1.
The next step is to show that the previous inequality holds for 1 ≤ |z| ≤ D.
Since the set
K × {1 ≤ |z| ≤ D} ⊆ Rd × Rd
is compact, there exists a positive constant M such that∣∣∂αx∂βz E (x, z)∣∣ ≤M
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for every pair of multi-indices α and β such that |α| + |β| ≤ k. We also have
that
M = M
Dd+|β|+1
Dd+|β|+1
≤M D
d+|β|+1
|z|d+|β|+1
≤MDd+|β|+1
(
1 +
1
|z|d+|β|+1
)
= const.
(
1 +
1
|z|d+|β|+1
)
.
Therefore, (6.14) also holds for every pair (x, z) in K × Rd with 1 ≤ |z| ≤ D.
Considering that
|z| ≥ d ((x, x+ z) , D2) = d ((x, y) , D2) ,
and that
∂αx∂
β
z E (x, z) = ∂
α
x∂
β
yG(x, y),
we conclude that∣∣∂αx∂βyG(x, y)∣∣ ≤ const. [1 + d ((x, y) , D2)−(d+|β|+1)] (6.15)
for every pair (x, y) inK×K \D2. Therefore, G(x, y) is tempered alongD2.
In Theorem 6.2.3 we present a result that involves the extension of the so
called Feynman amplitudes. This requires the introduction of the following
definitions.
Definition 6.2.2. For every finite subset I of N and open subset U ofM, we define
the configuration space of |I| particles in U labelled by the set I , as
U I =
{
(xi)i∈I : xi ∈ U , ∀i ∈ I
}
.
We will distinguish two types of diagonals in U I . The big diagonal is given by
DI =
{
(xi)i∈I : ∃i,j ∈ I , i 6= j, xi = xj
}
,
and represents configurations where at least two particles in U I collide. Whenever J
is a subset of I , we set
dI,J =
{
(xi)i∈I : ∀i, j ∈ J , xi = xj
}
.
In particular, the small diagonal dI,I represents configurations where all the particles
in U I collapse over the same element.
The configuration spaceM{1,...,n} will be denoted byMn, for simplicity. The cor-
responding big diagonal D{1,...,n} will be denoted by Dn. In addition, we will use the
following compact notations:
d{i,j,...,k} := d{i,j,...,k},{i,j,...,k},
dn,{i,j,...,k} := d{1,...,n},{i,j,...,k},
dn := d{1,...,n},{1,...,n}.
(6.16)
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Theorem 6.2.3 (See [5], Thm. 4.1). Let (M, g) be a smooth Riemannian manifold,
∆g the corresponding Laplace-Beltrami operator andG the Green function of ∆g+m2.
Then, all Feynman amplitudes of the form∏
1≤i<j≤n
Gnij (xi, xj) ∈ E (Mn \Dn) , nij ∈ N, (6.17)
are tempered along Dn, and therefore extendible toMn.
Proof. As dn,{i,j} is contained in Dn, we have
d
(
(xi, xj) , d{i,j}
)−s
= d
(
(x1, . . . , xn) , dn,{i,j}
)−s ≤ d ((x1, . . . , xn) , Dn)−s
for every s ≥ 0. The previous inequality, together with the fact that G (xi, xj) is
tempered along d{i,j} by Theorem 6.2.1 imply thatG (xi, xj) belongs to T (Dn,Mn).
Since T (Dn,Mn) is an algebra, we have∏
1≤i<j≤n
Gnij (xi, xj) ∈ T (Dn,Mn) ,
and (6.17) is therefore extendible toMn, by Corollary 6.1.5.
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Chapter 7
Renormalization maps
In §6.2, specifically in (6.17), Feynmann amplitudes were introduced and it has
been shown they are extendible (Theorem 6.2.3). However, in quantum field
theory, renormalization is not only involved with the extension of Feynman
amplitudes in configuration space. Renormalization is intended to be applica-
ble over the algebra which they generate along with C∞ functions, namely
O(DI ,Ω) :=
〈
f
∏
i<j∈I
Gnij (xi, xj)|Ω\DI : nij ∈ N ∀i < j ∈ I , f ∈ E (Ω)
〉
C
, (7.1)
where I is a finite subset of N, Ω is an open subset of the product MI of |I|
copies of the Riemannian manifold M, and DI is given in Definition 6.2.2.
Recall that for any open subset Ω ofMI , we denote by T (DI ,Ω) the algebra
of tempered functions along DI . As the generators of O(DI ,Ω) are tempered
along DI (see Theorem 6.2.3), we have that O(DI ,Ω) is contained in T (DI ,Ω).
We define a collection
R =
{RIΩ : O(DI ,Ω)→ D(Ω)′ : I ⊆ N, |I| <∞, Ω ⊆MI open} (7.2)
of objects RIΩ, called renormalization maps. Each of these maps is defined to be
an extension operator,
RIΩ : O(DI ,Ω)→ D (Ω)′ ,
and will be used in the extension procedure we intend to define in the present
chapter. This extension procedure should satisfy some consistency conditions
in order to be compatible with the fundamental requirement of locality.
Before we begin, we introduce the following notation, for simplicity: if
Ω =MI , we will writeRI instead ofRIMI . If I = ιn, where
ιn := {1, . . . , n} (7.3)
and Ω =Mn we will writeRn instead ofRιnMιn .
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In the first section, we will define the axioms the renormalization maps
should satisfy in the extension procedure, and in the second section we will
show that such a family of renormalization maps does exist.
7.1 Axioms for renormalization maps consistent with
locality
The collection of renormalization maps (7.2) will be required to satisfy the ax-
ioms listed below (cf. [5], Def. 4.1):
1. For every finite subset I of N and every open subset Ω ofMI ,
RIΩ : O (DI ,Ω)→ D (Ω)′
is a linear extension operator.
2. For every inclusion of open subsets
Ω1 ⊆ Ω2 ⊆MI , (7.4)
we require the following diagram
O (DI ,Ω2)
ρ

RIΩ2 // D (Ω2)
′

O (DI ,Ω1)
RIΩ1 // D (Ω1)
′
,
to be commutative, where the vertical arrows correspond to the restric-
tion to Ω1. In other words, we require that
〈RIΩ2(f), ϕ〉 = 〈RIΩ1(f), ϕ〉 ,
for every f in O(DI ,Ω2) and every ϕ in D (Ω1). Note that all the gen-
erators in the algebra O(DI ,Ω) come from restricting some Feynmann
amplitude originally defined onMI \ DI . Thus, the map ρ is surjective
and this axiom implies that, for every inclusion of open sets (7.4), the op-
erator RIΩ1 is completely determined by the operator RIΩ2 , whenever the
latter is defined.
3. For every G in O(DI ,Ω) and every function f in E (Ω)
RIΩ (fG) = fRIΩ (G) .
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4. Factorization axiom: for every nontrivial partition1 I1 unionsq I2 = I
RI (GI)|C{I1I2} =
(RI1 (GI1)⊗RI2 (GI2))G{I1,I2}∣∣C{I1I2} , (7.5)
where, if I = {i1, . . . , in},
C{I1I2} = {(xi1 , . . . , xin) : ∀(i, j) ∈ I1 × I2, xi 6= xj} ⊆ MI , (7.6)
G{I1,I2} :=
∏
(i,j)∈I1×I2
i<j
Gnij (xi, xj) (7.7)
and, for every finite subset J of N, we define
GJ :=
∏
i<j∈J
Gnij (xi, xj) . (7.8)
Observe that
GJ ∈ O(DJ ,MJ) ⊆ T (DJ ,MJ),
by Theorem 6.2.3. We also note that the right hand side of (7.5) contains a
well-defined product of distributions due to the restriction to the domain
C{I1I2}, where G{I1,I2} is a smooth function.
Remark 7.1.1. For the definition of the factorization axiom we chose not to
follow [5]. Instead, we preferred the clearer version of this axiom appearing in
[20].
7.2 Existence of renormalization maps: recursive pro-
cedure
This section will be dedicated to prove recursively the existence of renormal-
ization maps on general Riemannian manifolds. Recall that for any open sub-
set Ω ofMI , where I is a finite subset of N, O (DI ,Ω) denotes the algebra (7.1).
We are to prove the following important result that appears in [5]. We present
here a correct and complete proof of it.
Theorem 7.2.1 (cf. [5], Thm. 4.2). There exists a collection of renormalization maps
R =
{RIΩ : O (DI ,Ω)→ D (Ω)′ : I ⊆ N, |I| <∞, Ω ⊆MI open} , (7.9)
that satisfies the axioms described in §7.1.
In order to prove Theorem 7.2.1 we first observe the following facts.
1I1 unionsq I2 = I stands for I1 ∪ I2 = I and I1 ∩ I2 = ∅; "nontrivial" means that I1 6= ∅ 6= I2.
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Remark 7.2.2. By the second axiom and because of the fact that every element
in O (DI ,Ω) is the restriction of some element in O
(
DI ,MI
)
, we have thatRIΩ
is completely determined by RI . Therefore, to establish the existence of the
collection of renormalization maps (7.9), it suffices to prove the existence of
the linear mapsRI , where I runs over all finite subsets of N.
Moreover, by the first and third axioms it suffices to establish the existence
of the operator RI (GI) for a generic Feynman amplitude GI (see (7.8)), in a
way that it satisfies the last axiom.
In addition, for an arbitrary index set I of positive integers consisting of n
elements there is a unique monotonic isomorphism
ιn := {1, . . . , n} ' I ;
and under this isomorphism we identify
D
(MI)′ ' D (Mn)′ and O (DI ,MI) ' O (Dn,Mn) .
Using these identifications we lift the mapRn to a linear map
RI : O
(
DI ,MI
)→ D (MI)′ .
Therefore, to prove Theorem 7.2.1 it suffices to prove the existence ofRn (Gιn)
satisfying the last axiom (factorization property), for every positive integer n.
The idea of proof of Theorem 7.2.1 is as follows. By Remark 7.2.2, we need
only define the extension Rn (Gιn) for every n in N. We shall assume recur-
sively that the problem of extension is already solved for every proper subset
J of ιn. Namely, we suppose that for every such J we are given a distribu-
tion RJ (GJ) in D
(MJ)′ with the property that for every nontrivial partition
J1unionsqJ2 = J equation (7.5) holds with I , I1 and I2 replaced by J , J1 and J2,
respectively. It is convenient to set
RI (GI) = 1, if |I| ≤ 1. (7.10)
Thus, the starting point of the renormalization recursion will be the two point
case, I2 = {1, 2}. The existence ofR2 (G2) is guaranteed by Theorem 6.2.3. The
factorization axiom is satisfied trivially in this case by the extra assumption
(7.10).
However, before giving the proof of the inductive step of Theorem 7.2.1
(which is done in §7.2.2), we shall first ascertain some technical results pre-
sented in the following subsection.
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7.2.1 Technical results for the proof of existence of renormal-
ization maps
Before proving the existence of renormalization maps we will need some re-
sults described in the following lemmas.
The first lemma states thatMn \ dn (see Definition 6.2.2) can be partitioned
as a union of the open sets C{I1I2}, on which the renormalization map Rn can
be factorized (see (7.5)).
Lemma 7.2.3 (See [20], Lemma 2.2). Let M be a smooth d-dimensional manifold
and, for every nontrivial partition I1 unionsq I2 = ιn (see Definition 7.3 and footnote 1), let
C{I1I2} be given by
C{I1I2} = {(x1, . . . , xn) : ∀(i, j) ∈ I1 × I2, xi 6= xj} ⊆ Mn. (7.11)
Then, ⋃
I1,I2 6=∅
I1unionsqI2=ιn
C{I1I2} =Mn \ dn. (7.12)
Proof. Let (x1, . . . , xn) be an element of Mn \ dn. Then, there are at least two
different indices j1 6= j2 in ιn with xj1 6= xj2 . We define I1 to be the set of
indices j in ιn such that xj = xj1 and I2 = ιn \ I1. Then, the partition ιn = I1unionsqI2
is proper and (x1, . . . , xn) belongs to C{I1I2}. The other inclusion is trivial.
Lemma 7.2.4 (See [20], Lemma 2.3). Assume the recursion hypothesis, namely that
for every proper subset J of ιn (see Definition 7.3) there exists a distributionRJ (GJ)
in D
(MJ)′ with the property that for every nontrivial partition J1unionsqJ2 = J (see
footnote 1) equation (7.5) holds with I , I1 and I2 replaced by J , J1 and J2, respectively.
Then, for every pair of nontrivial partitions I1 unionsq I2 = ιn and J1 unionsq J2 = ιn, we have
(RI1 (GI1)⊗RI2 (GI2)) G{I1,I2}
∣∣
C{I1I2}∩C{J1J2}
= . . .
. . .
(RJ1 (GJ1)⊗RJ2 (GJ2))G{J1,J2}∣∣C{I1I2}∩C{J1J2} .
(7.13)
Proof. Let us introduce the sets
Ka,b := Ia ∩ Jb,
some of which can be empty, and which form a partition of ιn
ιn = K1,1 unionsq K1,2 unionsq K2,1 unionsq K2,2.
In addition we have
Ia = Ka,1 unionsq Ka,2 and Jb = K1,b unionsq K2,b.
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With the previous definitions the following relation holds
C{I1,I2} ∩ C{J1,J2} = C{K1,1,K1,2} ∩ C{K2,1,K2,2} ∩ C{K1,1,K2,1} ∩ C{K1,2,K2,2}. (7.14)
Then, in equation (7.13) we can think each of the extensions restricted to any
of the four sets appearing on the right hand side of (7.14).
Next, by the recursively assumed condition (7.5), it follows that
RIa (GIa)|C{Ka,1Ka,2} =
(RKa,1 (GKa,1)⊗RKa,2 (GKa,2))G{Ka,1,Ka,2}∣∣C{Ka,1Ka,2} ,
(7.15)
and
RJb (GJb)|C{K1,bK2,b}
=
(RK1,b (GK1,b)⊗RK2,b (GK2,b)) G{K1,b,K2,b}∣∣∣C{K1,bK2,b} ,
(7.16)
where in addition to the convention (7.10) we set
G{I,J} = 1, if I = ∅ or J = ∅.
By substituting these equalities in equation (7.13) we see that it holds if and
only if(RK1,1 (GK1,1) ⊗ RK1,2 (GK1,2)) G{K1,1,K1,2}∣∣C{K1,1K1,2} ⊗ . . .
. . .⊗ (RK2,1 (GK2,1)⊗RK2,2 (GK2,2)) G{K2,1,K2,2}∣∣C{K2,1K2,2} G{I1,I2}∣∣C{I1I2}∩C{J1J2}
=
(RK1,1 (GK1,1) ⊗ RK2,1 (GK2,1)) G{K1,1,K2,1}∣∣C{K1,1K2,1} ⊗ . . .
. . .⊗ (RK1,2 (GK1,2)⊗RK2,2 (GK2,2)) G{K1,2,K2,2}∣∣C{K1,2K2,2} G{J1,J2}∣∣C{I1I2}∩C{J1J2} .
By inspection, the last equality holds if and only if(
G{K1,1,K1,2} ⊗G{K2,1,K2,2}
)
G{I1,I2} =
(
G{K1,1,K2,1} ⊗G{K1,2,K2,2}
)
G{J1,J2} (7.17)
holds on C{I1I2} ∩ C{J1J2}. Therefore, it suffices to prove this last assertion. To
achieve this, it only remains to state that both sides of (7.17) are equal to
G{K1,1K1,2K2,1K2,2}=G{K1,1,K1,2}G{K1,1,K2,1}G{K1,1,K2,2}G{K1,2,K2,1}G{K1,2,K2,2}G{K2,1,K2,2}
on C{I1I2} ∩ C{J1J2}, because on C{I1I2} ∩ C{J1J2} we have the equalities
G{I1,I2} = G{K1,1,K2,1}G{K1,1,K2,2}G{K1,2,K2,1}G{K1,2,K2,2},
G{J1,J2} = G{K1,1,K1,2}G{K1,1,K2,2}G{K1,2,K2,1}G{K2,1,K2,2}.
The lemma is thus proved.
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Remark 7.2.5. Observe that under the recursion hypothesis, condition (7.13),
together with Lemma 7.2.3 and Theorem 4.2.10, imply that a distribution on
Mn \ dn is completely determined by defining it on each open set C{I1I2} (see
(7.11)) as the distribution given by the expression on the right hand side of
(7.5).
By the second axiom of renormalization maps, the distribution onMn \ dn
constructed recursively in this way will coincide with the restriction toMn\dn
of the required extension Rn (Gιn) we intend to define in the n-th step of the
induction.
The next lemma involves the construction of a tempered partition of unity
associated to the cover described in Lemma 7.2.3.
Lemma 7.2.6. LetM be a smooth d-dimensional manifold and let{
C{I1I2}
}
(I1I2)
be the cover of Mn \ dn defined in Lemma 7.2.3. Then, there exists a subordinated
partition of unity
{χI1I2}(I1I2)
such that every function χI1I2 is tempered along dn.
Proof. We will first construct a partition of unity in some neighborhood U of
dn. Consider the normal bundle
Ndn =
∐
x∈dn
TxMn/Txdn
associated to the canonical embedding
i : dn ↪→Mn
x 7→ x
of dn as a closed subspace ofMn. Calling 0x the null vector in
Nxdn = TxMn/Txdn
we denote by ζ the mapping
ζ : dn → Ndn
x 7→ (x, 0x),
which embeds dn as a closed submanifold (the zero cross section, ζ0 := ζ (dn))
of Ndn.
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We can think the normal bundle inside the tangent bundle overMn, using
local coordinates, as follows. Let {Ui}i be some open cover ofM. Consider the
diagonal map
∆ : Ui → ∆Ui
x 7→ (x, x, . . . , x)︸ ︷︷ ︸
n times
.
We trivialize the normal bundle over ∆Ui for every i by means of the trivializ-
ing maps
ΨUi : Ndn|∆Ui → Ui × Rd(n−1).
In other words, we use local coordinates of the form
(x, h1, . . . , hn−1) ∈ Ui × Rd(n−1),
where x in Ui represents the point ∆(x) in dn; and each hj belongs toRd (for j =
1, . . . , n− 1) so that the vector (h1, . . . , hn−1) belongs to Rd(n−1), and represents
an element in the fiber attached to ∆(x). Thus, the injection of Ndn|∆Ui in
TMn|∆Ui∩dn may be represented locally by an exact sequence
0→ Ui × Rd(n−1) T→ Ui × Rdn → 0
(x, h1, . . . , hn−1) 7→ (x,w1, . . . , wn)
where {
wi = hi, if i = 1, . . . , n− 1,
wn = −
∑n−1
i=1 hi .
(7.18)
Now, let ξ be a spray onM (see [13], Thm. 3.1, for the existence of ξ). For every
υ in TM denote by βυ the unique integral curve of ξ such that βυ(0) = υ. We
denote by D the open subset of TM given by
D = {υ ∈ TM : βυ is defined at least on [0, 1]} .
Then, the exponential map associated to the spray ξ is defined by
expξ : D→M (7.19)
υ 7→ piM (βυ(1)) ,
where piM : TM→M denotes the canonical projection.
The spray ξ in turn induces a spray ξn on Mn in a canonical way. For
every υ in TMn, let βnυ denote the integral curve of ξn such that βnυ (0) = υ.
The integral curve βnυ can be expressed in terms of the integral curves of ξ in
a simple way: if υ belongs to TMn then there are elements υi in TM (i =
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1, . . . , n) with piiυ = υi, where pii : TMn → TM denotes the projection to the
i-th copy of TM in TMn. In this case we then have
βnυ = (βυ1 , . . . , βυn)
and the exponential map associated to the spray ξn is given by
expξ
n
: Dn →Mn
υ 7→ piMn (βnυ (1)) ,
with
piMn (βnυ (1)) =
(
piM (βυ1(1)) , . . . , piM (βυn(1))
)
=
(
expξ (υ1) , . . . , exp
ξ (υn)
)
,
where piMn : TMn →Mn denotes the canonical projection.
By the Tubular Neighborhood Theorem (see [13], Ch. IV, Thm. 5.1) there
is an open neighborhood Z (in the topology of Ndn), contained in Dn (viewed
inside the tangent bundle TMn, as described above), of the zero cross section
ζ0. The set Z is such that the restriction of the exponential map to the normal
bundle Ndn, denoted by expξ
n
∣∣
N
, is a diffeomorphism of Z onto an open set U
inMn,
expξ
n∣∣
N
: Z → U ,
which makes the following diagram
Z
expξ
n|
N

dn
ζ
OO
i
// U
Γ
ZZ
  //Mn
commutative, where we have denoted by Γ the inverse mapping of expξn
∣∣
N
.
Let us denote by Z˙ the neighborhood Z \ ζ0. Then,{
Γ
(
C{I1I2}
)}
(I1I2)
(7.20)
forms an open cover of Z˙.
The next step is to find the relations between the coordinates describing the
points in the sets (7.20). In other words, we seek to describe the sets
V iI1I2 := ΨUi ◦ Γ
(
C{I1I2}
)
. (7.21)
In order to do that, we will show that
V iI1I2 =
⋂
(i,j)∈I1×I2
{
(x, h1, . . . , hn−1) ∈ Ui × Rd(n−1) : hi − hj 6= 0
}
. (7.22)
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To prove (7.22), first notice that we have the following commutative diagram
Γ
(
C{I1I2}
) ∩ Z ∩ Ndn|∆Ui
expξ|
N

ΨUi // V i{I1I2} ∩ Ui × Rd(n−1)
T

C{I1I2} ∩ expξn
∣∣
N
(
Z ∩ Ndn|∆Ui
)
// T
(
V i{I1I2}
)
∩ Ui × Rdn
from which we easily see that given a fixed point (x1, . . . , xn) belonging to the
open subset of U
C{I1I2} ∩ expξ
n∣∣
N
(
Z ∩ Ndn|∆Ui
)
there correspond unique elements
υ = (υ1, . . . , υn) , (x, h1, . . . , hn−1) and (x,w1, . . . , wn)
belonging to
Γ
(
C{I1I2}
) ∩ Z ∩ Ndn|∆Ui , V i{I1I2} ∩ Ui × Rd(n−1) and T (V i{I1I2}) ∩ Ui × Rdn,
respectively, with
∑
wi = 0, and such that
υ = (υ1, . . . , υn)_
expξ|
N

 ΨUi // (x, h1, . . . , hn−1)_
T
(
expξ (υ1) , . . . , exp
ξ (υn)
)
= (x1, . . . , xn)
 // (x,w1, . . . , wn)
commutes. Also note that
T ◦ΨUi
((
(piM(υ1), 0) , . . . , (piM(υi), 0) , . . . , (piM(υn), 0)
))
=(x, 0, . . . , wi, . . . , 0) ,
(7.23)
for i = 1, . . . , n. Therefore,
xi = xj ⇐⇒ expξ (υi) = expξ (υj) ⇐⇒ υi = υj ⇐⇒ wi = wj ⇐⇒ hi = hj ,
where in the last equivalence we have used the fact that T is injective on each
fiber Rd(n−1).
From the previous argument, (7.22) is proved and therefore, the sets (7.21)
are invariant under scalings of the type
IdUi ×Mλ : Ui × Rd(n−1) → Ui × Rd(n−1)
(x, h1, . . . , hn−1) 7→ (x, λh1, . . . , λhn−1),
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where λ is a nonzero real number; and they are also invariant under transla-
tions of the type
IdUi ×Tu : Ui × Rd(n−1) → Ui × Rd(n−1) (7.24)
(x, h1, . . . , hn−1) 7→ (x, u+ h1, . . . , u+ hn−1),
where u is any element of the Euclidean space Rd. Therefore,{
V i{I1I2}
}
(I1,I2)
(7.25)
is an open conical cover of Ui ×
(
Rd(n−1) \ L), where
L =
{
(h1, . . . , hn−1) ∈ Rd(n−1) : hi = hj∀i, j
}
is the small diagonal.
We seek to construct a partition of unity{
χi{I1I2}
}
(I1,I2)
(7.26)
subordinated to this cover, whose elements are tempered along Ui × L. By
translation invariance of the sets (7.25), it is possible to construct this partition
in such a way that its elements are translation invariant. Also, as the invariance
of the sets (7.25) under translations is independent of the base point x in Ui, the
functions (7.26) will not need to depend on this coordinate. The way in which
this translation symmetry simplifies the task is as follows. We first consider
the quotient space
Q = Rd(n−1)
/
L
under the action of L by translations (7.24). In particular, we focus on the
subspace
QL =
(
Rd(n−1) \ L)/L.
Let
p : Rd(n−1) → Q
be the canonical projection. We shall use square brakets to denote the class
p ((h1, . . . , hn−1)) of a given element (h1, . . . , hn−1). We then have that[
(h1, . . . , hn−1)
]
=
[(
h′1, . . . , h
′
n−1
)]
in Q ⇐⇒ (h1 − h′1, . . . , hn−1 − h′n−1) ∈ L.
(7.27)
Next, consider the isomorphism
φ : Ui ×Q→ Ui × Rd(n−2) (7.28)
(x, [h1, . . . , hn−1]) 7→ (x, h1 − hn−1, . . . , hn−2 − hn−1) ,
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under which the diagonal L is mapped to the origin of the Euclidean space
Rd(n−2) and the quotient space QL is therefore isomorphic to the punctured
Euclidean space Rd(n−2) \ {0}. If we now consider the composition
Φ : Ui × Rd(n−1)
IdUi ×p−−−−−−→ Ui ×Q
IdUi ×φ−−−−−−→ Ui × Rd(n−2),
then, the collection of sets {
Φ
(
V i{I1I2}
)}
(I1,I2)
(7.29)
is an open covering of the space
M× Rd(n−2) \ {0} .
Thus, it suffices to construct a partition of unity{
χ¯i{I1I2}
}
(I1,I2)
(7.30)
subordinated to this open cover, such that every function χ¯i{I1I2} is tempered
along Ui × {0} in Ui × Rd(n−2). If this was the case, we could take
χi{I1I2} := Φ
∗
(
χ¯i{I1I2}
)
(7.31)
for every pair (I1, I2), which is tempered along Ui × L by the chain rule, and
then the lemma follows.
As the cover (7.25) is conical and the fiber is independent of the base point
x it is possible to take every χ¯i{I1I2} as a function only of the direction given by
the vector component of each point (x, h1, . . . , hn−2); i.e. it can be taken of the
form
χ¯i{I1I2}(x, h) = f
i
{I1I2}
(
h
|h|
)
,
where h = (h1, . . . , hn−2),
|h| =
√√√√n−2∑
l=1
h2l , and f
i
{I1I2} ∈ E
(
Rd(n−2) \ {0}) .
Therefore, combining the Faa Di Bruno formula 2 and the fact that∣∣∣∣∂kh ( h|h|
)∣∣∣∣ ≤ Ck (1 + |h|−|k|) ,
2The Faa Di Bruno formula is an identity generalizing the chain rule to higher derivatives.
Here we use the generalised Faa Di Bruno formula which is an extension of the former to
multivariate functions. The reader is referred to http://digital.csic.es/bitstream/
10261/21265/3/FaadiBruno%20-%20copia.pdf
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we get ∣∣∂αh χ¯i{I1I2}(h)∣∣ = ∣∣∣∣∂αhf i{I1I2}( h|h|
)∣∣∣∣ ≤ Cα (1 + |h|−|α|) .
This implies that χ¯i{I1I2} is tempered along Ui×{0}, and so each function (7.31)
is tempered along Ui × L. Therefore,
Ψ∗Uiχ
i
{I1I2}
is tempered along the zero cross section ζ0|Ui contained in Ndn|∆Ui .
Let {ϕi}i be a partition of unity subordinated to the cover {Ui}i ofM. Then,{∑
i
ϕiΨ
∗
Ui
χi{I1I2}
}
(I1,I2)
is a partition of unity of Ndn \ ζ0 which is subordinated to the conical cover{
Γ
(
C{I1I2}
)}
(I1,I2)
.
To go back to the configuration space Mn, choose a neighborhood U ′ of dn
such that
U ′ ⊆ U.
We then have the inclusions
dn ⊆ U ′ ⊆ U.
Let {χα, χβ} be a partition of unity subordinated to the cover{
U,Mn \ U ′}
and choose {
χ˜{I1I2}
}
(I1,I2)
to be an arbitrary partition of unity subordinated to the cover{
C{I1I2}
}
(I1,I2)
ofMn \ dn. Finally, set
χ{I1I2} = χαΓ
∗
(∑
i
ϕiΨ
∗
Ui
χi{I1I2}
)
+ χβχ˜{I1I2},
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where I1, I2 run through all proper subsets of ιn such that I1 unionsq I2 = ιn. Then, it
follows by construction that every function χ{I1I2} is tempered along dn. More-
over, the sum over all such subsets I1, I2 gives one, since∑
I1I2
χ{I1,I2} =
∑
I1I2
χαΓ
∗
(∑
i
ϕiΨ
∗
Ui
χi{I1I2}
)
+
∑
I1I2
χβχ˜{I1I2}
= χαΓ
∗
(∑
i
ϕiΨ
∗
Ui
(∑
I1I2
χi{I1I2}
))
+ χβ
∑
I1I2
χ˜{I1I2}
= χαΓ
∗
(∑
i
ϕiΨ
∗
Ui
(1)
)
+ χβ = χαΓ
∗
(∑
i
ϕi
)
+ χβ
= χαΓ
∗ (1) + χβ = χα + χβ = 1.
This completes the proof.
7.2.2 Proof of the existence of renormalization maps
Now we are in a position to give the proof of Theorem 7.2.1.
Proof of Theorem 7.2.1. Recall that by Remark 7.2.2, we need only to define the
extension Rn (Gιn) for every n in N, where ιn := {1, . . . , n}. In addition, this
must be done in such a way that the extension satisfies the factorization axiom
(see (7.5)). We proceed by induction on n, starting with n = 2. As mentioned
earlier, the existence ofR2 (G2) is guaranteed by Theorem 6.2.3. The factoriza-
tion axiom is satisfied trivially in this case by the extra assumption (7.10).
For the inductive step, we assume recursively that the problem of extension
is already solved for every proper subset J of ιn (n > 2). Namely, we suppose
that for every such J we are given a distribution RJ (GJ) in D
(MJ)′ with the
property that, for every nontrivial partition J1 unionsq J2 = J , equation (7.5) holds
with I , I1 and I2 replaced by J , J1 and J2, respectively.
By Lemma 7.2.3, the complementMn \ dn of the small diagonal dn inMn
is covered by open sets of the form
C{I1I2} = {(x1, . . . , xn) : ∀(i, j) ∈ I1 × I2 xi 6= xj} ⊆ Mn, (7.32)
where I1, I2 run through all proper subsets of ιn such that I1 unionsq I2 = ιn. In
Lemma 7.2.6 we constructed a partition of unity
{χI1I2}(I1,I2)
subordinated to this cover, such that every function χI1I2 is tempered along dn.
The key idea is that the product
RI1 (GI1)⊗RI2 (GI2)
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is well-defined in D (Mn)′ and G{I1,I2} is tempered along ∂C{I1,I2}. Then,
tI1I2 := (RI1 (GI1)⊗RI2 (GI2))︸ ︷︷ ︸
∈D(Mn)′
(
χI1I2G{I1,I2}
)︸ ︷︷ ︸
∈T (∂C{I1I2},Mn)
is a product of a tempered function along ∂C{I1,I2} and a distribution inD (Mn)′.
Therefore, it has a continuous extension t¯I1I2 to D (Mn) by Theorem 6.1.4,
which is supported on
KI1I2 := Supp (χI1I2) ,
in which case we may write
t¯I1I2 ∈ D ′KI1I2 (M
n) .
By construction, χI1I2 vanishes in some neighborhood of ∂C{I1,I2}\dn inMn\dn
which implies that the equality
tI1I2 = (RI1 (GI1)⊗RI2 (GI2))
(
χI1I2G{I1,I2}
)
= t¯I1I2
holds in D (Mn \ dn)′. Then, we define Rιn (Gιn) to be the distribution given
by
Rιn (Gιn) =
∑
I1,I2
t¯I1I2 , (7.33)
where I1, I2 run through all proper subsets of ιn such that I1 unionsq I2 = ιn.
Now we verify that the extension (7.33) satisfies the factorization axiom
(7.5). Fix I1 and I2 two proper subsets of ιn such that I1 unionsq I2 = ιn. Then,
Rιn (Gιn)|C{I1I2} =
∑
J1,J2
t¯J1J2 |C{I1I2}
=
∑
J1,J2
(RJ1 (GJ1)⊗RJ2 (GJ2))
(
χJ1J2G{J1,J2}
)∣∣
C{I1I2}
=
∑
J1,J2
χJ1J2
[
(RJ1 (GJ1)⊗RJ2 (GJ2))G{J1,J2}
]∣∣
C{I1I2}
=
∑
J1,J2
χJ1J2
[
(RI1 (GI1)⊗RI2 (GI2))G{I1,I2}
]∣∣
C{I1I2}
= (RI1 (GI1)⊗RI2 (GI2))G{I1,I2}
∣∣
C{I1I2}
,
where J1, J2 in the sums above run through all proper subsets of ιn such that
J1 unionsq J2 = ιn. We have used the consistency relation (7.13) given by Lemma
7.2.4 and the fact that
∑
χJ1J2 = 1.
The theorem is thus proved.
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