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In this paper, we deal with a class of non-classical parabolic equations which 
arise from some practical problems such as the identification of unknown 
parameters, free boundary problems, etc. One of the characteristics of this kind of 
equation is that the maximum principle is no longer valid. We will first study 
the local solvability for a general equation of this kind via an auxiliary problem 
and the Schauder fixed point principle. Then, some a priori estimates are derived 
to establish the global existence of the solution. Moreover, uniqueness and 
continuous dependence of the solution are proved. Finally, some examples are 
given to illustrate the applications of the theory. ‘cl 1989 Academic Press. Inc. 
1. INTRODUCTION 
In this article, we are concerned with a class of non-classical parabolic 
partial differential equations in which the coefficients of the equations 
depend on some values and derivatives of the solution at certain specified 
positions. These equations are such that the maximum principle is no 
longer satisfied even for the simplest equation such as uI(x, t) - u,,(x, t) + 
u,r(o, t) = 0. 
The precise statement of the problem is as follows: 
Let T>O and Q,= {(x, ~)ER': 0 <xc 1,0 -K f< T). Find a function 
u(x. t) E C(Q,) n C2”(QT) such that 
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u, = au,, + b, inQTI (1.1) 
40, f) =f*(t), Odr<T, (1.2) 
41, f)=f2(t), Odt<T, (1.3) 
4x, 0) = &J(x), o<x< 1, (1.4) 
where 
and 
b = b(x, t, 4~ t), dx, t), Gq,, t)) (1.6) 
are known functions and 0 < x0 < 1. 
In what follows, if Eq. (1.1) does not include the term u,(x,,, t), we will 
call it a regular parabolic equation. Otherwise, we shall call (1.1) a non- 
classical one. 
We state our definition of a solution to problem (1.1 b( 1.4): 
DEFINITION. A function u(x, t) defined on region QT is called a solution 
of the problem (l.l)-( 1.4), if 
(1) 4x, t) E C(k) n C2q’(QA 
(2) u,(x, t) is continuous up to x=x0 for O< t d T, 
(3) u(x, t) satisfies Eq. (1.1) and initial-boundary conditions 
( 1.2)-( 1.4) in the classical sense. 
Problem (1.1 )-( 1.4) arises in many physical problems. For example, 
consider the following inverse problem of finding u(x, t) and p(t) 
simultaneously which satisfy equation 
u, = Kv +At)u (1.7) 
in QT with the initial-boundary conditions ( 1.2~( 1.4) and an additional 
constraint 
s 
1 
udx=g(t)#O, te [0, T]. 
0 
The problem can be transformed by integrating Eq. (1.7) with respect o x 
over the interval [0, l] into the form of Eq. (1.1) with functions a = 1 and 
0, t, u, u,, dxo, 1)) = s’(t) - C%(L t) - %@, t)l u(x 
g(t) 
t) 
3 
505,79,2-6 
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Note that functions CI and b below can involve more than one term such 
as t(JxO, t) without any essential dihiculty. The reader should see Section 5 
for the generalization of (1.1) and more examples and applications. The 
aim of this article is to investigate the well-posedness of problem 
(l.lb(l.4). 
The paper is organized as follows. In Section 2, we give the basic 
assumptions and some auxiliary inequalities which are often used in the 
rest of the paper. Section 3 is devoted to the proof of the local and global 
solvability of the problem. In Section 4, the continuous dependence and 
uniqueness of the solution are established. Finally, we give more results on 
its generalization and more examples in Section 5. 
2. HYPOTHESES, NOTATIONS, AND SOME AUXILIARY INEQUALITIES 
For simplicity, the following basic hypotheses are assumed for the local 
existence. 
H( 1) The functions a(x, t, U, p, q) and b(x, I, U, p, q) are Holder 
continuous in x and t with exponents a and a/2, respectively. Moreover, 
they are twice differentiable with respect to the arguments U, p, and q. 
H(2) The parabolic structure conditions, 
(ii) lb(x, t, u, P, q)l 
4-x, 4 4 p, 4) 
G&(M,, M*)(p2+ 11, 
for (x7 ~)EQ,, I4 GM,, PER’, and lql GM,, 
(iii) 40, t, 4 0, 4) ,< aI and Id-c I, @‘A q)l < a2(M,) (2.3) 
for (x, t) E & and 141 d M,, are valid. 
H(3) f,(t) andf,(t)E C2[0, Tl, u,,(x)E C2+cr[0, l],fi(0) = uo(0), and 
f2(0) = uO( l), and either 
f’,(O) = 40,0, do), 4,(O), 4,(O))u;(O) + W, 0, u,(O), 4,(O), 4,(O)) (2.4) 
or 
f;(O) = 4L0, dl), d(l), ub(l)M(l) + b(l, 0, u,,(l), 4,(l), 4,(l)) (2.5) 
is satisfied. 
Remark 1. The conditions H( 1 )-H(3) are those usually required by the 
solvability of a regular parabolic problem (refer to [18]). 
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Remark 2. If 0 -=z x,, < 1, the second-order consistency condition in 
H(3) is not necessary. 
We denote the following set by Q$ 
{(x,t)~Q~:O<~<1-~,0<t<T}, if x,=0, 
{(x, t) E QT: 6 <x < 1, 0 < t < T}, if x0= 1, 
{(x,t)~Q~:6<x<1-S,O<t<Z-}, if 26<x,< l-26, 
where 6 > 0 is sufficiently small so that 26 <x0 < 1 - 26 when 0 <x0 < 1. 
Let g(r) be defined on [0, T] and let u(x, t) be defined on some region 
D c R*; for any number o! E (0, 11, we let 
Ildt)ll. [OS r1 = I s(O)1 + I, I”t”po r, Ig(fl)-g(t*)l 
,2 , It,--21il ’ 
fex,*b 1 = 
144 t) - ax’, f)l 
sup 
Ix,rl,(x’,r’)cD Ix--?c’l”+ It- t’la’*’ 
ll4lo” = sup be [)I, 
D 
We will omit the superscript of a norm when the region is clear. The 
following inequalities are well known and are frequently used in this paper. 
We list them here for convenience. 
1. Young’s inequality. Let a 2 0 and b B 0. Then for any q > 0 
(2.6) 
for r > 1, s > 1, and l/r + l/s = 1. 
2. Growall’s inequahy. Let y(t) be absolutely continuous on 
[0, r], ~$0) = 0, and y’(t) < C, v(t) + C2. Then 
y(t)<$(eC”-I), f E [O, z-1. (2.7) 
1 
3. Interpolation inequality (see [12, 191). Let U(X)E H’(0, l), then 
II4 L~(o,l)~~Il~ll~~(o,,) ll4z/iO.I,, (2.8) 
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4. Schauder fixed point theorem. Let X be a closed convex set in a 
Banach space B and let F be a continuous mapping of X into itself such 
that FX is precompact. Then F has a fixed point. 
3. EXISTENCE AND REGULARITY THEOREMS 
In this section, we concentrate on the existence of the solution. The main 
idea is to substitute u,(x,,, t) in Eq. (2.1) by an auxiliary function q(t) and 
then to study a regular problem. For this regular equation with initial- 
boundary conditions (1.2k(1.4), a solution u(x, t; q(t)) is obtained if q(t) 
belongs to a proper function class. Then we define a mapping from q(t) to 
u,(xO, t; q(t)) and show that the mapping possesses a fixed point. Without 
loss of generality, we assume that 0 < T,< 1 since we begin with local 
existence. Let 
X= {q(t) E C”“[O, T]: q(0) = &(x0) and 
IldtH.,2 G co- 1 + SUP Mx)l}. 
O&K< I 
Note that X is a closed convex subset of the Banach space C”‘*[O, T]. For 
an arbitrary fixed function q(t) E X, we consider following parabolic 
problem: 
4 = 44 4 4 4, q(t))4r + Hx, t, 4 u,, 4(t)) in Qr, (3.1) 
40, t) =f,(t), O<t<T, (3.2) 
41, t) =f*(t), O<t<T, (3.3) 
24(x, 0) = u,(x), O<x<l. (3.4) 
We modify uo(x) as uon(x) such that 
(i) Us,, E C3[0, l] and converges to uo(x) uniformly, 
(ii) I14n(x)IIL’c(o.l~ < 1 + llu~(?s)llo and IIu~,,II~~~~ < C(6), [x,, x2] = 
ml {t=O), 
(iii) the compatibility conditions up to the second order at the corner 
points (0,O) and (1,0) are satisfied. 
As hypotheses H( 1 bH(3) and consistency conditions hold, the existence of 
a unique solution 24,(x, t; q(t)) E C 2+a,L+u’2(&) for problem (3.1~(3.4), 
where uo(x) in (3.4) is substituted by Us,,, follows from the result of 
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Theorem 11 (p. 342) of the paper by Kruzkov [ 181. Furthermore, we have 
the estimate 
where C,, which depends on C, and known data, is independent of n. By 
virtue of compactness, there exists a subsequence of u,, which converges to 
u(x, t) E C2,‘(QT) n C*+=,’ +a’2 (Q;) and U(X, r; q(t)) satisfies Eq. (3.1) and 
initial-boundary conditions (3.2)-(3.4). Moreover, the maximum principle 
implies that the solution is unique. 
Now, we define a mapping F from X into P*[O, r]. Let 
where U(X, t; q(t)) is the unique solution of problem (3.1)-(3.4) correspond- 
ing to q(t). It is clear that F is well defined. For convenience, we write 
U(X, t) instead of u(x, t; q(t)). Next we want to show that the mapping F 
possesses a fixed point. 
LEMMA 3.1. For the solution u(x, t), one has the following estimates: 
(i) Il4lf:+ l141P~~,l+r~2~Clr (3.6) 
(ii) lu,(.b, t,)--.Jx,, t2)l dC21r,-t21”+““2 for any t,, t,E CO, T], 
(3.7) 
(iii) lu,bb tl)-~,bOr t2)l <C31tk-t21”Z for any t,, t2E CO, Tl, 
(3.8) 
where C, and C2 depend on C, and known data and C3 depends only on 
Il4@. 
Proof The estimate (i) is directly from inequality (3.5). To prove (ii), 
let t, > t, and 
if fi < min { 6, 1 - x,,}. From Taylor’s expansion formula, we have 
u(xo + Jz, t;) = u(x,, tJ + u.,(xo, t;) J-2 
x0 + y5T 
+ s C4 - (xo + fi)l u.,,(5, ti) 4 X” 
for i = 1, 2. Hence, 
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Here we used the mean value theorem first with respect to t and then the 
cc-Holder continuity of U, with respect to x. Finally, At is set equal to 
1 t, - f, I. The proof of estimate (iii) can be obtained in a similar manner. 
LEMMA 3.2. The mapping F is continuous from X into Ca’2[0, T]. 
Proof: Let q,Jt)EX and assume that the sequence qn(t) converges to 
q(r) uniformly in the norm l/q(t)/l.,,2. It is clear that q(t)EX. Let u,(x, t) 
and U(X, t) be the solutions of problem (3.1)-(3.4) which correspond to 
q,,(r) and q(r), respectively. Set 
w(x, t) = u(x, t) - l&(x, t) 
in &. Then W(X, t) satisfies 
w, = 4x. t, u, u,, q(t))w,x, + b,,(x, j)w, + c,(x, t)w + d,(x, t) in Q,, 
(3.9) 
w(0, t) = w( 1, t) = U’(X, 0) = 0, O,<t<T, O<x<l, (3.10) 
where 
b,(Xv 1) = 
[ 
j; a& 4 u,, Tu, + (1 - Tb&xr q(t)) dr] u,, + I,’ bp( ... ) dr, 
(3.11) 
c,(x, t) = 
[ 
j; a&, 1~u+(l -T)u,, ,, q(t))dT 1 j 
1 u,,.~+ b,( . . . ) dr, 
0 
(3.12) 
4(x, t) = 
I 
1: a,@, t, u,, %,r, v(t) + (1 -T) q,,(t)) dr] u,,, 
+ jo’ bJ ...)d~ (dt)-q,z(t)) I 
(3.13) 
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and where the arguments ( . . . ) which appear in the second integral in each 
right-hand side of the above expressions are exactly the same as those of 
the first integral in each expression. 
Hence, the Schauder estimate for Eq. (3.9) implies that 
where C’ depends on 6, C, , C2, and known data, but C’ is independent of 
n. Therefore 
F(qn(t)) = %x(X,, f) + %(X0, t) = F(q(t)), 
i.e., the mapping F is continuous. Q.E.D. 
LEMMA 3.3. The mapping F is from X into itse[f. 
Proof. First of all, F(q(0)) = u,(xO, 0) = z&(x0). From Lemma 3.1, for 
any t,, t, E [0, T], we have 
In particular, for r I = t and t, = 0, one gets that 
I~,(%, [)I d M&3)l + C,f“2 G co 
if we choose 0 < T < (l/C,)‘. Q.E.D. 
LEMMA 3.4. The mapping F is compact from X into X. 
Proof. In fact, F(X) c C (l +‘)“[O, T] and the imbedding operator from 
the Banach space C (‘ca1i2[O T] into the Banach space C”‘2[0, T] is com- 
pact. Therefore F is compac; from X into X. 
From Lemmas 3.2 to 3.4 and the Schauder fixed point theorem, we 
obtain the following local existence theorem. 
THEOREM 3.1. Under Hypotheses H( 1 )-H(3), there exists a solution 
u(x, t) E c 2ca,1+“2(QT)nC2+a.‘+a’2(~d,) for some T,>O. 
Remark. Roughly speaking, the conditions on the local solvability of 
problem (1.1 )-( 1.4) are the same as a regular problem. 
Next, let u(x, T,) act as an initial value and consider problem (1.1 )-( 1.4) 
again. By a repetition of the arguments above, there exists a solution on 
CT,,, T,] with T, > T,. From the regularity of u(x, t) in C’*‘(&) it 
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follows that the solution exists on [O, T,]. Repeating this process, we have 
a strictly increasing sequence ( T,,} and a solution on [O, T,], n = 1, 2, . . . 
Let 
T* = lim T,,. 
“-02 
There are two possibilities: T* = T for arbitrary T>O or T* < T for some 
T> 0. The examples given in Section 6 show that both cases occur. The 
natural question is what conditions guarantee that the problem has a 
global solution. Carefully inspecting the whole proyf process of Theorem 1, 
we can take T, = 2T, if an a priori bound of (IuI( & is obtained in terms of 
known data for Eq. (1.1) with initial-boundary conditions (1.2k(1.4) for 
any T> 0 and then this bound is taken as Co in set X. To do this, the tradi- 
tional step-by-step estimate method cannot be used since the maximum 
principle is no longer valid. We will give such a global a priori bound of 
u(x, t) in CZ,l(#-) based on an integral calculation and imbedding 
inequalities under proper restriction of the order of growth with respect o 
U, p, and q for the lower term 6. 
H*(2) (1) 4.~ f, u, P, q)a&>O, 
(2) Ibb, t, 4 P, 4)) G Boll + I4 + IPI + 141) for (x7 t, 4 P, q)E 0,x 
R’, where both A,, and B0 are two positive constants. 
THEOREM 3.2. Under Hypotheses H(l), H*(2), and H(3), there exists a 
classical solution for any T > 0. 
To prove this theorem, we first establish the following lemmas. 
LEMMA 3.5. Under assumptions H(l), H*(2), and H(3), the solution of 
problem ( l.l)-( 1.4) satisfies the following inequality for any T > 0: 
JI s I uf, dx dt + sup u;(x, t) dx d C,, Q7 O<l<T 0 (3.14) 
where C, depends only on A,. B,, and known data. 
ProoJ: In what follows, various constants which appear during the 
process of the proof will be denoted by C, their dependency is the same as 
the final constants unless stated otherwise. 
Let u(x, t) = (1 - x) f,(t) + xfi(r) and w(x, t) = u(x, t) - v(x, t), 
(x, t)~ 0,. Then w(x, t) is a solution of the problem 
IV, = mr,, + b - u, in QT, (3.15) 
w(0, t) = w( 1, I) = 0, O<tdT, (3.16) 
w(x, O)=u,(x)- [(l -x) f,(o)+xf,(o)]~fwo(x), O<x<l, (3.17) 
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where 
and 
a = 4x, t, ‘V + 0, w, + 4, l.t’.YbO, t) + ~,bo, 0) 
b = U-G t, w + 4 M’, + u,, w,(xo, t) + u,(xo, t)). 
Multiplying Eq. (3.15) by w,, and integrating it over QT, we obtain by the 
Schwarz inequality and assumptions H( 1 ), H*(2) that 
A0 1.l w;.~ dx dt - ss w, nl,, dx dt QT QT 
GE ss QT & dx dt + C(E) jlQ, Cw2 + w: + wf(x,, t)] d,u dt + C(E). 
Observing that 
- !.I n’, up,, dx dt = i QT 2 s,’ nj.Jx, T)’ dx --i s,’ n&(x)* dx, 
J.l w*dxdt<C is n,t dx dt, QT QT 
and by interpolation (2.8) 
II nv,(xO, t)’ dx dt QT 
i 
T 
= w,(xo, t)’ dt 
0 
GE ff Qr n& dx dt + C(E) jJQ, we dx dt + C(E), 
it follows by choosing E = 1/4A, that 
ff QT 
wzx dx dt + j ’ nl,( x, T)’ dx dt < C jfQ, ~1: dx dt + C. 
0 
As T> 0 is arbitrary, Gronwall’s inequality implies that 
s 
I 
nz.,(x, t)’ dx < C{ ec - 1 }, tE [0, T]. 
0 
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Therefore, 
and 
J-f w,(x, t)* dx dt < C QT 
ff 
wtx d-x dt + sup 
QT s 
1 
wf(x, t) dx < C,. Q.E.D. 
O<l<T 0 
COROLLARY 3.6. There exists a positive constant C5 such that 
IlW t)llo d c5, 
where C5 depends on the same quantities as C,. 
ProoJ: This can be obtained directly from estimate (3.14). 
LEMMA 3.7. There exists a constant C, such that 
II~,IlP~ c,, 
where C6 depends only on A,, B,, and known data. 
Proof. Let p > 2 be an arbitrary even integer. Since 
Q.E.D. 
(3.18) 
T 1 
=- 
ss 
p(p - 1) NJ.:- 2~‘,,~, dx dt + 
0 0 f 
oT p-1 w,l:I; dt 
=- p(p - 1) w!-*w,,[aw,, + b - v,] dx dt, 
it follows that 
s 
I 
wPdx+A x 0 
0 ff 
,T ; p(p- l)w,p-*w:,dxdt 
5 
I 
< w;(x)” dx + 
0 ff 
,’ ; Ip(p- 1) w;~2w’,X,(b-v,)( dxdt 
1 
< f w;(x)” dx + E 0 ff 
,r f p(p- 1)w,pp2w;.Xdxdt 
+C(~)[~~[;p(p-1)w;-2[b-vU,]2dxdt. 
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Choosing E = A,/2 and using H*(2), we get 
j; M’(dx+A~/2jbJ; ~(~-l)lV-5v~,dxdt 
< S’It’;(.l)PdX+CSTSLP(P-1)WF~2[1+(u+w)2 
0 0 0 
+ (u, + M’,)~ + (u,(x,, t) + wr(xo, t))’ + uf] dx dt. 
Assume that 11 WJX, t))l Lm(Qrj >max{ 1, (l/T)Ij~b(x)ll~}. Otherwise, we 
already have estimate (3.18). Since 
r I 
IS p(p- 1) w~~-~[u’~+u’,(x~, z)~] dxdt 0 0 
<2 ff oT ; P(P- l)ll~‘,(., t)llP,+,~o.,)dxdt, 
it follows that 
j’ w{dx+A,/2j-oTj; p(p- l)w:-2u~;,dxdr 
0 
<c ff oT ; AP- l)IIw,(., t)llP,=oco,,,dxd~. 
Now we employ the interpolation inequality (2.8) and obtain 
II~z’211 LX(0.l) G w~~‘211~~(o,,, IIw,“‘211 ;l:o,,,; 
where the last inequality is from Young’s inequality (2.6) for I = : and 
s = 3. Note that 
II~‘t)‘211 L(O. I) = s ; [(pi2)~l~!2-1w.,,]2dx+sI ufdx. 0 
It follows that 
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Let q = min( 1/2CT, A,/p’C}. Then 
Let p = pk = 2’ and ak = sup (o <, G Tj {f: u$? dx} ‘lpk. We take the pkth root 
of both sides of the above inequality and obtain that 
Now 
and 
+ot 
I-I 
p;f~k = 2E.k+=,4k/2k < c, 
k=l 
since 
is convergent. Thus it follows that for dk = (Cpz)L’p*, 
k 
As 
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and a, < C by Lemma 3.5, it follows that 
COROLLARY 3.8. There exists a constant C, and y E (0, 1 ), 0 < y < ~1, such 
that 
(3.19) 
where C, depends only on A,, B,, 6, and known data. 
Proof By Lemma 3.7, we know that a(x, t, u(x, t), u,~(x, t), u,(xO, t)) 
and b(x, t, u(x, t), u,(x, t), u,(x,, t)) are uniformly bounded for (x, t) E &. 
Regarding Eq. (2.13) as a linear equation 
u, = au,, + b 
with initial-boundary conditions (1.2k( 1.4), one sees from Theorem 6 
[ 18,~. 3631 that there exists a y E (0, 1) such that 
where C depends only on the bounds a, b, and Cg. Hence, from the 
Schauder estimates [19], the result is true. Q.E.D. 
COROLLARY 3.9. There exists a constant CS such that 
l~.,h [I) - U,(%, t2)l G Cslt, - t,l Ii2 
for any t,, t, E [0, T], where CS depends only on A,, B,, fi, and known data. 
Proof: The proof is exactly the same as that of estimate (iii) in 
Lemma 3.2. Q.E.D. 
The Proof of Theorem 3.2. From Corollary 3.9, we have the a priori 
estimate of ((u,(xO, t)ll ,,2 for any solution u(x, t) of problem (l.l)-( 1.4) 
with T> 0 arbitrary. If the result is not true, then thee exists a T> T, > 0 
such that T* < T. Since /(u(/~+~,~+,,,,~ is bounded on interval [O. T*), there- 
fore lim,,..Ilul12+,,,+,,, must exist. So, we can take u(x, T*) as an initial 
value and reconsider problem (1.1 k( 1.4). The local existence Theorem 3.1 
implies that there exists a T** > T* such that problem (l.l)-(1.4) pos- 
sesses a solution. This is a contradiction with the definition of T*. Q.E.D. 
Remark. Once one has an a priori estimate of the bound for 
ll4l z +?! +.P,z, one can use the method of continuity to obtain the global 
solvabrhty. 
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Finally in this section, we give a theorem on the regularity of the 
solution for problem (1.1 )-( 1.4). 
THEOREM 3.3. Assume that a(x, t, u, p, q) and b(x, t, u, p, q) are 
infinitely differentiable in all of their arguments, and that the boundary 
values fi(t) and fi(t) belong to Cm[O, T]. Then the solution u(x, t) is 
infinitely differentiable with respect to x and t on the region 
QTn {(x, t): t>O}. 
Proof: As UEC~+~*‘+~‘~(@), we know that u, E C’ + ‘*(l+ ‘“‘(Q”,). 
Therefore, u,(xO, t) E C (‘+a)‘2[0, T]. Differentiate Eq. (1.1) with respect o 
x, then V= u, satisfies 
v, =4x, t, u, K J+,, t)) L + [a, + ap + bpl V, + [a, + b,l V+ 6,. 
(3.20) 
Let a* = (1 + a)/2. Since a and b are smooth and the coefftcients of Eq. 
(3.20) are Holder continuous with exponent a* with respect to x and u*/2 
with respect to t, the Schauder estimate produces that Ho,.,c,.,,2( I’,,) and 
H ar*,a.,2( V,) are finite for t E [to, T], where to is an arbitrary positive 
number. Hence, u E C3 fcr**(3 +‘)*I2 (&“, n {t > to}). We can repeat this proce- 
dure and obtain UEC+~,+“(@~ {tat,}) and u,(x,,, t)EC+“[tO, T]. 
Since to and 6 are arbitrary, we get that UEC+~*+~(Q~~ {t: t>O}) and 
u,(xo, t) E C+“(O, T]. Q.E.D. 
The reader can also see [ 17, 223 for the Stefan problem case. 
4. CONTINUOUS DEPENDENCE AND UNIQUENESS 
In this section, we first establish the continuous dependence of the 
solution upon the known data. The uniqueness then is a direct corollary 
of it. 
THEOREM 4.1. Assume that (f,(t), f2(t), uO(x)) and (f:(t), f:(t). u:(x)) 
are two known initial-boundary values which satisfy H(3). Let u(x, t) and 
u*(x, t) be two solutions of problem (l.l)-( 1.4) corresponding, respectively, 
to the above data. Then, 
Ibdx, t, - u*(x, t)ll @,l(Qr) 
G cCllfi(t)-f,*(t)ll”~~o,r,+ Ilfi(t)-f:(t)llH’(O,T) 
+ Iluo(x) - ~,*(x)llHqO.l)lr 
where C depends only on the known data. 
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Proof: Let w(x, t) = U(X, t) - u*(x, I), (x, t) E 0,. Then, w(x, t) satisfies 
w, = aw,, + b*(x, t)w, + c*(x, t)w + d*(x, t) in QT, (4.1) 
WA t) =fi(t) -f,*(t), O<t<T, (4.2) 
ML t) =f2(t) -f;“(f), O<t<T, (4.3) 
w(x, 0) = L+)(x) - U;(X), Odxdl, (4.4) 
where 6*(x, t), c*(x, t), and d*(x, t) are the same functions as (3.10), 
(3.11), and (3.12) if we substitute the arguments q,(t), q(r), and u, by 
u,*(xo, f), u,(xo, t), and u*(x, t) in those equalities. Let @(x, t) = 
(l-x)(f,(t)-fi*(t))+~(f~(t)-f;“(t)) and u(x, I)= w(x, r)-@(x, t). Then 
u(x, t) satisfies 
u, = au,, + b*(x, t)u, + c*(x, t)v 
+ d*(x, t) - Qr(X, t) + b*(x, t) @.Jx, t) + c*(x, t) @(x, t). (4.5) 
Multiplying Eq. (4.5) by u,, and performing a similar calculation to that 
for Lemma 3.5, we have 
I I ucx dx dt + sup uz,(x, t) dx O<liT 0 
+ j; u(x, 0)2 + u,(x, 0)2 dx 1 
Furthermore, from multiplying Eq. (4.5) by u, we can obtain that 
ufdxdt<C[ll@(x, t)ll )+Qr)+ II’J(x~O)lI&o.,)1. 
Therefore, 
G c[II@(x9 t)l12~‘(QJ) + Il”O(x) - uo*(x)ll~2~,,,)l 
G cCllfi(~)-f;“(~)llZH~~o,., 
+ llfi(t) -f:Wll&,r, + Iluo(x) - u,*(x)ll ,vqo,,J. Q.E.D. 
COROLLARY 4.2. The solution of problem (1.1 )-( 1.4) is unique. 
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5. GENERALIZATION AND APPLICATIONS 
In the first part of this section, we state some results without proof for 
a general equation. In the second part we give a number of examples to 
illustrate some applications of the previous results. Some results of these 
examples are new. Also some open problems are proposed at the end of 
this section. 
I. A Generalization 
Let us consider Eq. (1.1) with functions a and b as 
a=a(x, 4 4 u,, a, q2, q3), 
b = W, t, u, u,, q,, 92, q3L 
(5.1) 
(5.2) 
where 
q1= (4x1, t), 4x2, t), ..a, 4L, t,>, 
92 = {UYl, t), U,(Y2, t), . ..’ MY,, t,>* I , 
43 = (s c,(x, t, u, u,) dx, s C&9 Tr u(X,, T), &(X0, T)) dT 0 0 
Cl and c2 are known functions, and O<xi, ?)I< 1 (i=O, 1, . . . . n, 
j= 1, 2, . . . . m). Hypotheses H( 1)-H(3) for the local existence and H(l), 
H*(2), H(3) for the global existence are still assumed with q regarded as 
an n + m + 2 vector and the constants a,, K,, A,, and a2 may depend on 
the bounds of 14’11, 14’21 and lq$ i=O, 1, . . . . n, j= 1, 2, . . . . m, k= 1, 2. 
H(4) (i) c, and c2 are differentiable with respect to all of their 
arguments for (x, t, U, p, q) E or x R3, 
(ii) lc,l + lc21 i D,[ 1 + IuI + Ip( + lql], where Do is a constant. 
THEOREM 5.1. There exists a To > 0 such that problem (1.1 )-( 1.4) 
possesses a solution u(x, t) E C(&) n C2,‘(QT) under the conditions H(l)- 
H(3) and H(4)(i). 
THEOREM 5.2. There exists a solution to problem (l.l)-( 1.4) with any 
T>O under the assumptions H(l), H*(2), H(3), and H(4). 
For the stability, uniqueness, and regularity of the solution, we have the 
same results as Theorem 3.3, Theorem 4.1, and Corollary 4.1. We omit 
these statements. 
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II. Applications 
A. Applications to Inverse Problems for Parabolic Equations 
EXAMPLE 1. Find (u(x, t), a(t)) (see [S. 6. 11. 131, etc.) such that 
4 = a(~)u,, in QT (5.1 
40, r)=fl(t)v O<t<T, (5.2 
u( 1, f) =f*(r), Odt<T, (5.3 
4.\., 0) = u,(x), O<x<T (5.4) 
and an additional condition 
a(f) u,(xo, 1) =g(th O<t< T (O<x,< 1). 
Problem (5.1 b(5.5) is equivalent to solving the non-classical problem if 
u,(xO, t) # 0 with the equation 
g(r) u =-u 
r u,(x,,t) -yl[ 
and initial-boundary conditions (5.2 )-( 5.4). Under some monotone condi- 
tions on the known data (see [2, 31) we can obtain that u,(xO, t) > a0 > 0. 
Hence we have the local existence, stability, etc. by employing the results 
of Section 3 and 4. The regularity theorem implies that a(t) E C+“(O, T]. 
To obtain the global solvability, we need a global a priori bound for 
I~UX(~, f)liL+r(Qr)~ This can be accomplished in the following manner. 
Introduce a new variable 
and set 
W(x, T) = u(x, t(s)) - F(x, T), (xv T) E Qrov 
where F(x, r)=xf*(t(t))+(l -x)f,(t(r)). 
Then W(x, r) satisfies 
w(o, T)= w(l, T)=o, O<r<r,, 
wx, 0) = uo(*y) - kfi(0) + (1 --u) f,(O)l, o<x< 1, 
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where Q,,= {(x, 5): 0 <x< l,O<t < rO} and r0 is an arbitrary number 
such that O<t(r)<Tfor O<r<r,. 
Note that 
FAX9 f)Cxf;(r(r)) + (1 --~).rl(Q~))l g 
= c-KfxHT))+ (1 -x)f;(et))l-&) 
and that 
1 U,(X”? t(r)) 
4Ht)) g(t(t)) 
= K(xo, t) - Cf*(dr)) -f,(H~))l. 
&T(f(T)) 
, 
it follows that 
F,(& r)= Cxf;(e))+ (1 -x)f;(dt))l 
oxbow T) - Cfi(4~)) -.t-,(~(~))l 
X 
s(e)) 
which possesses a linear order of the growth with respect o q = W,(x,, 5). 
Hence, we can apply Theorem 3.2 to obtain the global existence theorem. 
EXAMPLE 2. Find (u(x, t), p(t)) (see [lo, 201) such that 
u, = (4% ~,)~,).x +p(t)u, + 4x7 t, 4 4) in Qr. (5.5) 
The initial-boundary conditions are the same as (5.2)(5.4) and the addi- 
tional condition is 
5 
I 
4x, t) dx = s(t), O<t<T; 
0 
i.e., the specific energy is given if u(x, t) is the temperature at (x, t). The 
problem can be transformed into the following equivalent one if 
J-i(f) #f*(t): 
Find u(x, t)~ C2~‘(QT) such that 
u, = ld,, + F(x, t)u, + b(x, t, 24, ux), 
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where 
with initial-boundary conditions (5.2k(5.4). So the problem possesses a 
unique solution for small T > 0 under proper conditions. We can deal with 
the more general equation such as 
provided that j: b(x, t, U, u,) dx # 0. 
EXAMPLE 3. Find (u(x, t), a(t), b(t), c(t)) such that 
u, = a(t)u,, + b(t)u, + c(t)u (5.6) 
with initial-boundary conditions (5.2)-(5.4) and the additional conditions 
a(t) u,(O, j) =g,(r), (5.7) 
a(j) u,(l, t) + c(t) 41, t) =gz(j), (5.8) 
s 
1 
u(x, t) dx =g3(t). (5.9) 
0 
The problem can be translated into the form, 
where 
F,(j) = g;(t) ux(O7 t)fAj) -g1(j)Cu,(L r) - u,(O, f)l f2(t)(f2(j) -f,(j)) u,AO, t) 
and 
F*(t) =‘m UAQ j)-g,(t) u,(l, t) 
f*(t) u.JO, t) 
U 
with the initial-boundary conditions (5.2)-(5.4) provided that fi( t)[fi(t) - 
fi(t)l u,KA t) f 0. 
Remark. One can generalize the above examples to the multi-dimen- 
sional space case. 
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B, Applications to the Free Boundary Problems 
EXAMPLE 4. (One-dimensional Stefan problem in semi-infinite region). 
Find (u(x, t), s(t)) (see [21]) such that 
u, = u x.r T -co<x<s(t), O<t<T, 
44th t) = 0, O<t<T, 
44 0) = u,(x), - al < x < s(t), 
u.&(t), t)= -S(r), O<t,<T, 
s(0) = 0. 
Introduce a new variable y = x - s(t) and set u( y, t) = u(x - s(t), t). Then 
we have the following equivalent problem: 
~~=v,,+v,t~,(O,t), -cx;<x<O, O<t<T, 
40, t) =f(r), O<t<T, 
4.h 0) = Uo(Y)r - cf<ydO. 
EXAMPLE 5. (One-phase Stefan problem). Find (u(x, t), s(r)) such that 
u I - u,, = 0, O<x<s(t), O<t<T, 
u(0, t) = 0, O<t<T, 
u(s(t), I) = 0, O<r<T, 
u(x, 0) = u,(x), 0 < x < T, 
u.b(t), 2) = --S(t), Ost<T, 
s(0) = 1. 
Introduce the new variable (see Friedman [16]) 
Let V(y, T) = u(ys(t(r)), t(c)). Then the problem is equivalent to following 
one: 
Find V(y, T) such that 
vr- VI:v=F(y, T), 0<4’<1, o<r<s,, 
V(O,7)= V(1, r)=O, O<T<?, 
u4: 0) = Uo(Y.~o), OGy61, 
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where 
Hence the local existence and global uniqueness can be used for the exam- 
ples above. It is well known that the Stefan problem may not possesses a
global solution for arbitrary smooth data unless uO(x) 2 0. Note that 
So the growth order of b with respect to p and q does not satisfy our 
Hypothesis H*(2). Those examples also indicate that the growth order of 
b with respect o both p and q cannot reach 2 at the same time in general. 
EXAMPLE 6. Find u(x, t) such that 
u, = u,, - u,(O, t), O<x<2, 0-c t< T, 
u(0, t) = 242, t) = 0, O<t<T, 
u(x, 0) = x2 x 2x, o<x<2. 
The unique solution is u(x, t) = x2 - 2x which is not a constant. But u(x, t) 
attains its minimum value - 1 at (1, t) for any t E (0, T]. Therefore the 
maximum principle is not true in general. 
III. Remarks 
Remark 1. The term u,(x,,, t) is much different from u,(x, t) or any 
other terms. To obtain the maximum modus of u(x, t) is difftcult even for 
the equations 
u, = $y + u,(O, t)’ 
or 
Remark 2. Can we prove the global solvability for an order of growth 
of 1 + s, s E (0, l), with respect o p and q? We guess that it is true. 
Therefore, the further investigation of these kinds of equations is of 
interest. 
288 CANNON AND YIN 
REFERENCES 
1. C. BAIOCCHI, L. C. EVANS, L. FRANK, AND A. FRIEDMAN, Uniqueness for two immiscible 
fluid flows in a one-dimensional porous medium, J. D$ferenfiul Equarions 36 (1980). 
294-256. 
2. B. M. BUDAK AND A. D. ISKENDEROV, On a class of boundary value problems with 
unknown coefficients, Soviet Marh. Dokl. 8 (1967), 786-789. 
3. B. M. BUDAK AND A. D. ISENDEROV, A class of inverse boundary value problems with 
unknown coefficients, Souier Math. Dokl. 8 (1967), 1026-1029. 
4. A. BOSSAVIT AND A. DAMLAMIAN, Free boundary problems: Application and Theory,” 
Vol. III, Pitman, London, 1986. 
5. J. R. CANNON, Determination of an unknown coefficient in a parabolic differential 
equation. Duke Math. J. 30 (1963), 313-323. 
6. J. R. CANNON, Determination of certain parameters in heat conduction problems, J. Marh. 
Anal. Appl. 8 (1964). 188-201. 
7. J. R. CANNON, The one-dimensional heat equation,” in Encyclopedia of Mathematics and 
Its Applications,” Vol. 23, Addison-Wesley, New York, 1984. 
8. J. R. CANNON AND P. C. DUCHATEAU, An inverse problem for a nonlinear diffusion 
equation, SIAM J. Appl. Math. 39 (1980), 273-289. 
9. J. R. CANNON AND H. M. YIN, A uniqueness theorem for a class of nonlinear parabolic 
inverse problems, Inverse Problems 4 (1988), 411416. 
10. J. R. CANNON AND D. ZACHMAN, Parameter determination in parabolic partial differential 
equations from overspecified boundary data, Internal. J. Engrg. SC. 20 (1982), 779-788. 
11. JIM DOUGLAS, JR., AND B. FRANK JONES, The determination of a coefficient in a parabolic 
differential equation, Part II Numerical approximation, J. Math. Mech. 11 (1962), 
919-926. 
12. L. C. EVANS, A free boundary problem: The flow of two immiscible fluids in a one-dimen- 
sional porous medium I, Indiana Univ. Math. J. 26 (1977). 915-931; II, 27 (1978), 93-l Il. 
13. B. FRANK JONES, The determination of a coefficient in a parabolic differential equation, 
Part I: Existence and Uniqueness, J. Math. Mech. 11 (1962). 907-918. 
14. B. FRANK JONES, Various methods for fmding unknown coefficients in parabolic differen- 
tial equations, Comm. Pure Appl. Mad 16 (1963), 33-44. 
15. A. FRIEDMAN, “Partial Differential Equations of Parabolic Type,” Prentice-Hall, 
Englewood Cliffs, NJ, 1964. 
16. A. FRIEDMAN, Analyticity of the free boundary for the Stefan problem, Arch. Rational 
Mech. Anal. 61 (1976), 97-125. 
17. L. S. JIANG, Existence and differentiability of the solution of the two-phase Stefan problem 
for quasilinear parabolic equations, Chinese Math. Acta. 7 (1965), 481496. 
18. S. N. KRUZKOV, Nonlinear parabolic equations in two independent variables, Trans. 
Moscow Math. Sot. 16 (1967), 355-373. 
19. 0. A. LADYZHENSKAYA, V. A. SOLONNIKOV, AND N. N. URAL’CEVA, “Linear and 
Quasilinear Equations of Parabolic Type.” Amer. Math. Sot. Transl., Providence, RI, 
1968. 
20. A. I. PRILEPKO AND D. G. ORLOVSKII, Determination of the evolution parameter of an 
equation and inverse problems of mathematical physics I, D~yferentsiu/‘nusw Urucweni~w 
21 (1985), 119-129; II, 21 (1985). 694-701. 
21. L. I. RUBENSTEXN, The Stefan Problem, Amer. Math. Sot. Transl., Vol. 27, Providence, RI, 
1971. 
22. D. G. SCHAEFFER, A new proof of the inIinite differentiability of the free boundary in the 
Stefan problem, J. Differential Equations 20 (1976). 266-269. 
