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Sistemas computacionais têm sido utilizados nas ma1s variadas aplicações, de eletro-
domésticos a satélites e centrais nucleares. Se produtos como televisores 1 rádios e com-
putadores de uso geral não são confiáveis: então os seus fabricantes serão provavelmente 
superados pela concorrência e conseqüentemente terão prejuízos. Analogamente, se um 
banco tem os seus serviços automatizados interrompidos devido a falhas em sistemas com-
putacionais, então perdas financeiras podem ocorrer, com conseqüências desastrosas. Para 
plantas nucleares, uma falha em sistemas computacionais críticos pode causar a perda de 
muitas vidas. Portanto, confiabilidade é um requisito importante no desenvolvimento 
de sistemas computacionais. 
Em tais cenários, é interessante investigar possíveis alternativas para a integração dos 
mecanismos de recuperação de estados errôneos por avanço e por retrocesso. É impor-
tante que esta integração seja simples, efetiva e não-intrusiva. Nosso trabalho propõe o 
uso de mecanismos de tratamento de exceções, como encontrado em linguagens de pro-
gramação orientada a objetos, para integrar estes mecanismos de recuperação de erros. 
Um ambiente de programação baseado em objetos, ações atômicas e exceções é utilizado 
para implementar aplicações e validar o modelo proposto. Finalmente, os experimentos 
realizados fornecem evidências positivas de que o modelo de integração proposto é viável. 
Vlll 
Abstract 
Computing systems are used in a wide variety of applications, from households appliances 
to satellites and nuclear plants. If products of daily use like televisions, radios and com-
puters are not reliable, then their manufacters will probably be thrown out of the market 
by the competitors and, consequently they will be subject to heavy losses. By analogy, if 
a bank has its automated services interrupted by failure in its computing systems, then 
financiallosses may occur, with desastrous consequences. In the case of nuclear plants, a 
failure in criticai computing systems can cause the loss of many lifes. Thus, reliability 
is an important requirement for the development of modern computing sustems. 
In such a scenario, it is interesting to investigate ways of integrating forward and back-
ward errar recovery mechanisrns. Such integration, to be useful, must be simple 1 efective 
and non-intrusive. Our work proposes the use of exception handling mechanisms, as found 
in object oriented programming languages, to integrate these errar recovery mechanisms. 
A programming environment based on objects, atomic actions and exceptions has been 
used to implement applications which test our proposal. Finally, such experiments have 
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Sistemas computacionais têm sido utilizados na construção das mais variadas aplicações, 
de eletrodomésticos a satélites e centrais nucleares. Se produtos como televisores, rádios 
e computadores de uso geral não são confiáveis, então os seus fabricantes serão provavel-
mente superados pela concorrência e conseqüentemente terão prejuízos. Analogamente, se 
um banco tem os seus serviços automatizados interrompidos devido a falhas em sistemas 
computacionais, então perdas financeiras podem ocorrer, com conseqüências desastro-
sas. Para plantas nucleares, uma falha em sistemas computacionais críticos pode causar 
a perda de muitas vidas. Portanto, confiabilidade é um requisito importante para o 
desenvolvimento de sistemas computacionais. 
Entretanto, sistemas distribuídos confiáveis não são facilmente construídos. A escrita 
de programas distribuídos confiáveis na presença de falhas é muito difícil, porque sis-
temas distribuídos são constituídos de muitos componentes que podem falhar de modo 
autônomo. Programadores de sistemas distribuídos devem controlar não somente as ati-
vidades normais do sistema, mas também as excepcionais, isto é, aquelas que resultam da 
falha de algum componente. 
Diversas técnicas com objetivo de construir sistemas tolerantes a falhas foram e estão 
sendo desenvolvidas. O objetivo destas técnicas é assegurar que o si::;tema provê o serviço 
especificado apesar da presença de falhas. Estas técnicas dependem de duas abordagens 
complementares de tolerância a falhas conhecidas como recuperação de erros por avanço 
e recuperação de erros por retrocesso e alguns trabalhos [10, 13, 41] propõem que estes 
mecanismos sejam utilizados para prover sistemas confiáveis. 
A distinção entre estes dois mecanismos origina da possibilidade dos projetistas do 
sistema preverem algumas das falhas que podem ocorrer durante a execução do sistema. 
Para as falhas previstas, é possível implementar um operação muito eficiente que consiste 
em fazer específicas e limitadas mudanças no estado do sistema. Em ou~ras palavras, o 
estado corrente é manipulado pelo sistema com o objetivo de remover os erros e reabilitar 
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o sistema a avançar sem erros. Tal mecanismo é denominado recuperação de erros 
por avanço de estado. Exceções [13, 24] e tratamento de exceções são os mecanismos 
mais comuns para prover recuperação de erros por avanço. Para a situação de falhas 
não previstas pelos projetistas, a única solução viável é substituir o estado completo do 
sistema. Este mecanismo restaura o sistema ao estado anterior à manifestação da falha e 
é denominado recuperação de erros por retrocesso de estado. 
Diversas linguagens de programação existentes induem facilidades para a recuperação 
de erros por avanço baseado em algum modelo de tratamento de exceções. Entretanto, 
poucos destes mecanismos são propostos como uma solução geral para a programação de 
recuperação de erros por avanço em sistemas distribuídos. Diversos ambientes transaci-
onais [6], tais como Argus [43] e Camelot/ Avalon [20], têm sido propostos para permitir 
recuperação de erros por retrocesso em sistemas distribuídos. No entanto, a provisão de 
ambos os mecanismos de recuperação de erros tanto por avanço quanto por retrocesso em 
um mesmo ambiente de programação tem sido muito pouco explorada. 
Uma técnica largamente empregada com o objetivo de introduzir tolerância a fa-
lhas em hardware, particularmente em sistemas distribuídos, é baseado no uso de ações 
atômicas [6] (ou transações atômicas) para a estruturação de programas (denominado 
como modelo de objeto e ações [57]). Ações atômicas operam sobre objetos [54] (instâncias 
de tipos abstratos de dados). Programas que operam sobre os objetos são executados como 
ações atômicas com as propriedades de (i) equivalência serial, (ii) atomicidade de falhas 
e (iii) permanência de efeito. 
O modelo de objetos e ações [57] fornece uma estrutura natural para o desenvolvimento 
de sistemas tolerantes a falhas de hardware, desde que a restauração de estado do sistema 
é suficiente para realizar a recuperação de erros. No entanto, este modelo não é o mais 
indicado para construir aplicações que necessitam da recuperação de erros por avanço. 
Desta forma, o objetivo deste trabalho é propor um esquema de integração dos mecanismos 
de recuperação de erros por avanço e por retrocesso em um ambiente de programação 
distribuído. Este esquema permite o uso controlado de ambas as técnicas de recuperação 
de erros e é muito útil para sistemas que inter agem com objetos externos (provocam efeitos 
no mundo externo) que não podem ser simplesmente restaurados ao estado anterior à 
falha. 
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1.1 Contribuições 
Entre as contribuições deste trabalho, podemos listar as seguintes: 
• Realização de um levantamento bibliográfico dos diferentes modelos de tratamento 
de exceções implementados em diversas linguagens de programação e proposta de 
uma taxonomia que permite avaliá-los. 
• Proposta de um modelo de integração dos mecanismos de recuperação de erros por 
avanço e por retrocesso de estado em um ambiente de programaçao distribuída 
baseado no modelo de objetos e ações [57]. 
• Implementação e descrição de algumas aplicações que necessitam da integração dos 
mecanismos de recuperação de erros. 
1.2 Organização do texto 
No capítulo 2 apresentamos os conceitos fundamentais sobre tolerância a falhas com in-
tuito de facilitar a compreensão dos próximos capítulos. No capítulo 3 apresentamos dois 
modelos computacionais que utilizam a recuperação de erros por retrocesso de estado para 
introduzir tolerância a falhas em um sistema. No capítulo 4 apresentamos um levanta-
mento bibliográfico dos diferentes modelos de tratamento de exceções implementados em 
diversas linguagens de programação e uma taxonomia que permite avaliá-los. No capítulo 
5, baseado no estudo do modelo de objetos e ações apresentado no capítulo 3 e no levan-
tamento bibliográfico dos mecanismos de tratamento de exceções apresentado no capítulo 
4, propomos uma extensão ao modelo de objetos e ações com o objetivo de integrar os 
mecanismos de recuperação de erros por avanço e por retrocesso. No capítulo 6 descre-
vemos algumas aplicações que foram implementadas para validar a integração proposta 
por nosso trabalho. E por fim, no capítulo 7 apresentamos as conclusões deste trabalho e 
algumas sugestões de possíveis extensões. 
Capítulo 2 
Fundamentos de tolerância a falhas 
Este capítulo traz uma compilação dos conceitos empregados na teoria e prática de to-
lerância a falhas. Uma discussão completa dos conceitos desenvolvidos na área de to-
lerância a falhas está fora do escopo desta dissertação. Os trabalhos de Heimerdinger 
e Weisnstock [27], Jalote [31], Lee e Anderson [41] e Lisbôa e Azeredo [42] podem ser 
consultados para complementar o que será exposto neste capítulo. 
Limitar-nos-emas, portanto, a discutir os seguintes tópicos: estratégias utilizadas para 
a construção de sistemas confiáveis, definições básicas de tolerância a falhas, fases em 
tolerância a falhas, técnicas de tolerância a falhas em software e tolerância a falhas em 
sistemas concorrentes. 
2.1 Prevenção de falhas e tolerância a falhas 
Confiabilidade é um requisito importante para o desenvolvimento de sistemas computa-
cionais. No entanto, como esta confiabilidade pode ser alcançada em sistemas compu-
tacionais ? A ausência de confiabilidade em qualquer sistema, computacional ou não, é 
conseqüência de falhas no sistema. Sistemas computacionais são por sua natureza muito 
complexos. Conseqüentemente, existem muitas situações que podem levar o sistema a um 
estado inesperado. Para obtenção de sistemas confiáveis, duas estratégias complementares 
podem ser adotadas (figura 2.1). 
A primeira estratégia consiste em tentar assegurar que o sistema computacional es-
teja, e permaneça, sempre livre de falhas. Isto requer que possíveis falhas sejam evitadas 
(Evitação de Falhas1 ) e que as falhas que por ventura não foram evitadas, sejam iden-
tificadas e eliminadas antes do sistema ser posto em serviço (Remoção de Falhas). Esta 
estratégia é denominada Prevenção de Falhas [41] pois seu objetivo é prevenir que 
falhas estejam presentes no sistema quando posto em funcionamento e consiste de duas 
1 Em Ingles: Fault A voidance. 
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Tolerância a Falhas 
Figura 2.1: Estratégias utilizadas na construção de sistemas confiáveis 
.s 
atividades. A Evitação de Falhas usa várias ferramentas e técnicas para projetar o 
sistema de tal maneira que a introdução de falhas seja minimizada. Seu principal obje-
tivo é evitar que falhas sejam introduzidas durante o projeto e construção do sistema. A 
Remoção de Falhas está interessada na verificação da implementação de um sistema e 
remover as falhas que foram identificadas. 
A segunda estratégia supõe que o sistema implementado não é perfeito, e medidas 
devem ser tomadas para lidar com falhas que permaneceram ou que por ventura venham a 
surgir. Esta estratégia é denominada Tolerância a Falhas. Para um sistema ser tolerante 
a falhas, ele deve ser hábil para detectar, diagnosticar, confinar, mascarar, compensar e 
se recuperar de falhas. 
As duas estratégias são de natureza complementar. Jalote [31] argumenta que o em-
prego de técnicas de tolerância a falhas sem o uso de técnicas de prevenção de falhas 
para a construção de sistemas confiáveis não faz muito sentido. Para a tolerância a fa-
lhas ser bem sucedida, é desejável que os componentes do sistema sejam individualmente 
confiáveis. Isto é, técnicas de prevenção de falhas devem ser utilizadas para construir os 
componentes que serão utilizados na construção dos sistemas tolerantes a falhas. 
As técnicas de prevenção de falhas se concentram nas metodologias para projeto, teste 
e validação de sistemasj ao passo que as técnicas de tolerância a falhas enfocam o uso de 
componentes para o mascaramento de falhas. 
2.2. Definições básicas 6 
2.2 Definições básicas 
Antes de discutirmos os aspectos encontrados nos sistemas tolerantes a falhas, devemos 
definir alguns conceitos básicos. Nesta seção apresentaremos os conceitos básicos de to~ 
lerância a falhas baseado nos seguintes trabalhos [27, 31, 41, 42]. 
2.2.1 Sistema 
Antes de discutirmos o que sao sistemas tolerantes a falhas, devemos definir o que é 
um sistema. Sob o ponto de vista de seu comportamento externo, um sistema pode ser 
definido como: 
• Qualquer mecanismo que mantém um padrão de comportamento através de uma 
interface entre o mecanismo e seu ambiente (41]. 
O ambiente de um sistema é outro sistema que provê entradas e recebe saídas do 
sistema. Desta forma, o sistema provê serviços em respostas a requisições de serviços. D ma 
interface é simplesmente um local de interação entre estes dois sistemas. Esta definição 
apenas caracteriza sistemas em termos do que fazem, isto é, está apenas interessada nas 
características externas do sistema. No entanto, um sistema também pode ser definido 
em termos de sua estrutura interna, isto é, estabelecer o modo em que sistemas são 
construídos: 
• Um sistema é definido como um conjunto de componentes que interagem sobre o 
controle de um projeto [41]. 
Um componente de um sistema, por sua vez, é um outro sistema, com seu próprio 
comportamento e sua própria estrutura interna e portanto poderá também ter sub-
componentes (figura 2.2). O projeto de um sistema também é um componente, mas 
com características especiais, como exemplo, a responsabilidade de controlar a interação 
entre os componentes do sistema. Como resultado da atividade do sistema, o componente 
receberá requisições na sua interface para prover um serviço. No intuito de atender estas 
requisições, componentes possivelmente farão requisições de serviços para seus próprios 
sub-componentes. Supondo que estes sub-componentes atenderão estas requisições satis-
fatoriamente, eles proverão respostas para o componente, que por sua vez irá responder 
à requisição de serviço do sistema. 
O conceito de componente usado é geral e pode ser implementado em hardware ou 
software. Como caso especial (e para evitar recursão infinita) um componente pode ser 
considerado atômico, com a implicação de que a sua estrutura interna· não precisa ser 
determinada e portanto pode ser abstraída. 
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Figura 2.2: Componente geral de um sistema 
O comportamento externo do sistema pode ser considerado como uma abstração de 
seu estado interno. O estado interno de um sistema compreende os estados internos de 
seus componentes. Durante a sua execução, o estado interno do sistema constantemente 
será alterado como conseqüência da interação entre seus componentes. Fica claro que 
o padrão de comportamento da interação entre os componentes deve ser estabelecido e 
controlado. Este é o propósito do projeto do sistema. O projeto controla que componentes 
interagem e como, e também determina o modo em que interações entre o sistema e seu 
ambiente influenciam o comportamento dos componentes. 
2.2.2 Exceções 
Como já discutido, um sistema consiste de um conjunto de componentes que interagem 
sob o controle de um projeto que também é um componente do sistema. Componentes 
por sua vez também podem ter sub-componentes. Componentes recebem requisições de 
serviços e produzem respostas a estas requisições (figura 2.2). Com o intuito de produzir 
respostas a uma dada requisição de serviço, um componente pode solicitar a seus sub-
componentes um determinado serviço. 
Desta forma, podemos considerar um sistema como uma hierarquia de componen-
tes, cada componente provendo algum serviço de acordo com alguma especificação. Esta 
hierarquia pode ser representada como um grafo acíclico, em que componentes são re-
presentados por vértices, e uma aresta de um vértice A para o vértice B significa que o 
componente A é usuário dos serviços provido pelo componente B, e o completo sucesso 
de A depende do completo sucesso de B. 
As respostas de um componente podem ser classificadas em duas categorias: normal e 
anormal. Respostas normais são aquelas que um componente produz quando tudo ocorre 
corno projetado e as respostas anormais são aquelas produzidas quando o comportamento 
do componente se desvia do projetado. As respostas anormais de um componente são 
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denominadas exceções e significam que alguma situação excepcional ocorreu neste com-
ponente ou em algum sub-componente deste. 
Como conseqüência do particionamento das respostas em duas categorias, a atividade 
de um componente também pode ser particionada em atividade normal e atividade anor-
mal (tratamento de exceções). A atividade normal implementao serviço especificado para 
o componente enquanto a atividade anormal implernenta as medidas para tolerar as fa-
lhas causadas pelo desvio do comportamento previsto. Esta separação entre a atividade 
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de interfaa de falhas 
Figura 2.3: Descrição de um componente tolerante a falhas ideal 
Exceções podem ser classificadas em três grupos: exceções de interface, exceções inter-
nas e exceções de falha. Exceções de interface são sinalizadas em resposta a uma requisição 
de um serviço não disponível na interface do componente. A requisição de um serviço não 
disponível possivelmente é causado por uma falha no projeto do componente. Exceções 
internas são geradas quando um componente detecta uma situação inesperada durante 
sua atividade normaL Se esta exceção não pode ser tratada pelo próprio componente, 
então uma exceção de falha é levantada indicando que, por alguma razão, este compo-
nente não pode prover o serviço especificado. Se um componente recebe uma resposta 
anormal (exceção de interface ou de falha) de uma invocação de um outro componente ou 
detecta uma condição anormal (exceção interna) durante sua execução normal, ele invoca 
os apropriados mecanismos de tolerância a falhas. Se estas exceções são tratadas, então 
o componente pode voltar a prover o serviço normal. Entretanto, se o componente não 
consegue tratar a exceção, uma exceção de falha é sinalizada. 
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2.2.3 Ações atômicas 
Até este momento, a discussão sobre a estruturação de sistemas tem se concentrado no 
modo como um sistema pode ser dividido, definindo desta forma a sua estrutura estática 
(ou espacial). Entretanto, o padrão de interação entre os componentes de um sistema é 
também de interesse, particularmente para prover tolerância a falhas. Interações entre 
componentes refletem a estrutura dinâmica (ou temporal) do sistema. O conceito de ação 
atômica pode ser usado para estruturar a atividade temporal do sistema. 
A atividade de um componente é definida como a seqüência de transições do estado 
externo daquele componente. Cada transição é considerada primitiva e indivisível, e em 
princípio acontece instantaneamente. Claramente, não pode existir nenhuma interação 
entre o componente e o resto do sistema durante aquela transição. A ausência de interações 
durante uma transição de estado pode ser tomada como critério para atomicidade: 
• A atividade de um grupo de componentes constitui uma ação atômica se não existe 
nenhuma interação entre o grupo e o resto do sistema durante aquela atividade [41]. 
Para o resto do sistema, todas as atividades dentro de uma ação atômica apresentam-se 
como uma ação indivisíveL 
2.2.4 Falhas, erros e defeitos 
Os termos falha, erro e defeito2 devem ser definidos cuidadosamente no contexto de to-
lerância a falhas porque são muitas vezes considerados sinônimos na escrita leiga. O 
importante é a relação falha -----+ erro -----+ defeito. Quando há uma falha no sistema, sua 
manifestação dá origem a erros, os quais possivelmente resultam em um subseqüente de-
feito no sistema. Tais definições são dadas em respeito à especificação do comportamento 
aceitável do sistema. 
O comportamento externo de um sistema é percebido pelos usuários como a alternância 
entre dois estados do serviço fornecido, ao serviço especificado: 
• serviço normal: o serviço é fornecido como especificado; 
• serviço anormal: o serviço fornecido é diferente do serviço especificado. 
Em vista do importante papel desempenhado pela especificação, é apropriado de-
terminar as características desejáveié de uma especificação. Uma especificação deve ser 
consistente, completa e autoritária, e pode ser aplicada como um teste eficaz em todas as 
circunstâncias para determinar se o comportamento do sistema está ou não aceitável. Sob 
2 Em Inglês: fault, errar e failure, respectivamente. 
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este ponto de vista, é razoável partir do princípio que a especificação está correta e que o 
projeto e a implementação do sistema devem ser consistentes com esta especificação. 
Desta forma, dada uma especificação de um sistema, o conceito de defeito pode ser 
definido: 
• Um defeito em um sistema ocorre quando o comportamento do sistema desvia da-
quele requerido pela sua especificação [41]. 
Isto é, o sistema não forneceu a resposta correta, ou forneceu a resposta correta mas 
não atendeu à restrição de tempo especificada ou mesmo interrompeu anormalmente a 
sua execuçao. 
Uma vez que a especificação é autoritária e não pode ser modificada, então as causas 
de um defeito estão apenas relacionadas à própria atividade interna do sistema. E isto 
nos leva a definição de dois conceitos que são essenciais na discussão das causas de um 
defeito. O conceitos de transição errônea e de estado errôneo. 
Como descrito anteriormente, a atividade de um sistema é definida como a seqüência de 
transições do estado externo daquele sistema e o comportamento do estado externo é uma 
abstração de seu estado interno. Supondo que, durante a sua atividade, o sistema percorre 
os seguintes estados 8 11 8 2 , s3 , ... , sn. E que, entre os estados s1 e 8n_1 , seu comportamento 
atende a especificação do sistema, porém, ao entrar no estado s11 , o seu comportamento 
externo é diferente do especificado. Uma vez que o sistema foi especificado para não 
falhar, em algum ponto na seqüência s 11 ... , Sn houve um desvio do comportamento 
especificado. Supondo que este desvio aconteceu quando o sistema passou para o estado 
Si. A transição entre si-l e Si deveria então ser considerada responsável pela eventual 
falha do sistema e poderia conseqüentemente ser considerada como errônea. Neste caso, 
os estados s 1 , ... , si-t são válidos, porém todos os demais estados entre s1 e sn. são 
errôneos, pois o sistema não deveria ter passado por estes estados. Intuitivamente1 uma 
transição errônea põe o sistema em um estado interno no qual um defeito pode acontecer. 
Entretanto, existe a possibilidade de que este defeito não venha a ocorrer. Isto é, o estado 
errôneo pode ser detectado, e ações corretivas podem ser empregadas no intuito de levar 
o sistema para um estado válido antes do defeito ocorrer. 
Uma vez que uma transição errônea foi identificada como a causa de um possível 
defeito, é natural perguntar o que causou a transição errônea. Transições de estados 
internos são determinadas pelos componentes do sistema em função do seu projeto. Con-
seqüentemente, os componentes e o projeto do sistema são os fortes candidatos para serem 
a causa de uma transição errônea. Se um ou mais componentes não atendem às suas es-
pecificações, então isto poderia levar o sistema a um estado errôneo. Entretanto, se todos 
componentes atendem as suas especificações, então o problema deve estar no projeto do 
sistema. Se existe uma transição errônea e nenhum componente falhou, então o projeto 
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do sistema deve ter falhado. Desta forma, uma transição errônea deve ser conseqüência 
de defeito ou em um componente ou no projeto do sistema. 
Uma vez que as noções de estado errôneo e transição errônea foram brevemente discu-
tidas, é conveniente neste momento discutir as deficiências em um sistema que poderiam 
afetar sua operação. Quando um sistema está em um estado errôneo, a avaliação dos 
estados externos dos componentes do sistema permite que seja feita a decisão sobre quais 
componentes terão que alterar seus estados externos no intuito de tornar o estado interno 
do sistema válido. Os estados de tais componentes são denominados erros no sistema. 
Desta forma, o conceito de erro pode ser definido: 
• Um erro é a parte do estado errôneo que constitui a diferença em relação ao estado 
válido [41]. 
Corno já discutido, se um sistema está em um estado errôneo, então um defeito no 
projeto ou em um dos seus componentes ocorreu. Desta forma, erros em componentes 
ou no projeto podem levar a erros no sistema. No intuito de distinguir erros em diferen-
tes níveis no sistema e para facilitar discussão dos relacionamentos de causa e efeito, a 
definição de falha será apresentada: 
• Um erro em um componente ou no projeto do sistema será denominado como uma 
falha [41]: 
Uma falha no componente de um sistema é um erro no estado interno de um 
componente. 
Uma falha no projeto de um sistema é um erro no estado do projeto. 
Uma falha pode levar o sistema a apresentar um erro que poderá finalmente manifestar-
se como um defeito, Note entretanto que a única diferença entre uma falha e um erro 
está relacionada com a estrutura do sistema. Uma falha em um sistema é um erro em 
um componente ou no projeto do sistema. Uma falha é a causa de um erro e um erro é a 
causa de um defeito. 
2.2.5 Redundância 
Todas as técnicas de obtenção de tolerância a falhas são baseadas em redundância. Re-
dundância de hardware é obtida através da replicação de componentes. A idéia é ter 
réplicas de componentes críticos de hardware de forma que, se algum deles falhar, exis-
tirão réplicas para substituí-los. A replicação de componentes de hardware é usada efeti-
vamente porque o projeto do sistema de hardware é suposto correto, e o objetivo então 
é tratar algumas falhas que ocorrem devido a razões físicas. Um bom exemplo do uso de 
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redundância para tolerar falhas em componentes de hard;Yare é a Redundância Modular 
Tripla3 (RMT). Redundância Modular Tripla é utilizada para melhorar o desempenho do 
sistema na presença de falhas. Desta forma, para tolerar um defeito no componente A 
(figura 2.4.a), o componente A poderia ser substituído pelo RMT ilustrado na figura 2.4.b. 
O RMT consiste de 3 cópias idênticas do componente A (projeto idêntico) e um compo-
nente de votação V (implementando a detecção de erros) o qual verifica as respostas dos 
componentes e seleciona a resposta dada pela maioria. O sistema ilustrado nesta figura é 
projetado para tolerar falhas em qualquer cópia do componente A, por apenas produzir 
respostas nas quais pelo menos dois componentes concordam. Uma generalização desta 




Figura 2.4: Redundância Modular Tripla 
Em software, a replicação de componentes com projetos idênticos nao é suficiente. 
Caso um componente de software tenha uma falha de projeto, então todas as réplicas do 
componente terão a mesma falha de projeto. Por esse motivo, diversidade de projeto é 
de fundamental importância e implica que componentes de projetos distintos são replica-
dos. As várias técnicas de tolerância a falhas de software podem ser diYididas em duas 
categorias: redundância estática e redundância dinâmica [52]. 
A redundância estática utiliza componentes extras de software de tal forma que os 
efeitos de um ou mais erros são mascarados: e não percebidos pelos usuários do sistema. 
Um bom exemplo do uso da redundância estática é técnica de N-versões [1] (seção 2.4.2). 
Um sistema com redundância dinâmica consiste de diversos componentes redundantes 
com a restrição que apenas um componente está ativo. Se um erro é detectado, o com-
ponente ativo é substituído por um outro componente sobressalente. Um exemplo do uso 
da redundância dinâmica é o bloco de recuperação [51] (seção 2.4.1). 
3 Em Inglês: Triple Modular Redundancy (TMR). 
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2.3 Fases em tolerância a falhas 
A implementação de mecanismos efetivos para a tolerância a falhas depende da arquite-
tura e do projeto de um sistema. Conseqüentemente, não existem técnicas gerais para 
a inclusão de mecanismos de tolerância a falhas em sistemas. Contudo, nota-se que os 
sistemas tolerantes a falhas incluem mecanismos que colocam o sistema em uma de quatro 
fases durante o processamento de uma falha: (i) detecção de erros, (ii) confinamento e 
avaliação dos danos, (iii) recuperação de erros e (i v) tratamento de falhas e continuidade 
do serviço. 
2.3.1 Mecanismos de detecção de erros 
O ponto inicial de qualquer atividade de tolerância a falhas é a detecção de erros. Como 
já discutido, falhas e defeitos não podem ser diretamente observados, porém podem ser 
deduzidas através da presença de erros. Desde que erros são definidos pelo estado do 
sistema, mecanismos de detecção de erros podem ser introduzidos para verificar se existe 
um erro ou não. Idealmente, o mecanismo de detecção de erros deveria detectar todo erro 
causado por falhas que o esquema de tolerância a falhas pretende tolerar. Isto nos leva a 
definição de mecanismos ideais de verificação. 
Verificação ideal. Considere um sistema S que foi projetado para prover um certo 
serviço. Se o comportamento de S não atende à especificação, então S falhou. Uma vez 
que o propósito de tolerância a falhas é prevenir defeitos no sistema, uma importante 
técnica para detecção de erros pode ser baseado na interceptação das respostas produ-
zidas pelo sistema e verificar se aquelas respostas de fato atendem à especificação. Isto 
resulta em um novo sistemaS' composto por Se por um componente extra que realiza a 
verificação, corno ilustrado na figura 2.5. 
Existem algumas propriedades que um mecanismo ideal de verificação deve satisfa-
zer [41], 
1. Um mecanismo ideal de verificação deve ser determinado unicamente pela espe-
cificação do sistema e não deve ser influenciado pelo projeto interno do sistema; 
Conseqüentemente, para propósitos de projeto de um mecanismo de verificação, o 
sistema deve ser tratado como urna caixa preta [31]. 
2. Um mecanismo ideal de verificação deve ser completo e correto. Isto implica que o 
mecanismo deve ser apto para detectar todos os possíveis erros no comportamento 
do sistema e que ele nunca deve declarar um erro que não existe. 
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3. O mecanismo de verificação deve ser independente do sistema em relação a susceti-
bilidade de falhas. Se o mecanismo de verificação falha no mesmo momento que o 
sistema falha, então este mecanismo não tem nenhum valor prático. 
S' 
s Mecanismo de 
R"PP'tM 
verificação 
Figura 2.5: Sistema com mecanismo ideal de verificação 
Na prática, esses critérios rigorosos não podem ser materializados em muitos siste-
mas. A materialização de um mecanismo completo de verificação geralmente não é muito 
viável) pois tal mecanismo pode ser muito complexo e conseqüentemente sujeito a falhas. 
Além disso, a independência entre o sistema e seu mecanismo de verificação não pode ser 
absoluto, por duas razões. Primeiro, o mecanismo de verificação obviamente terá acesso à 
informação a ser verificada, e pode, desta forma, corromper aquela informação. Segundo, 
a implementação de qualquer mecanismo de verificação será baseada em suposições sobre 
a estrutura do sistema e conseqüentemente sobre o tipo de falhas que podem ocorrer. 
Em vista destas limitações, mecanismos de verificação aceitáveis são freqüentemente 
empregados para detecção de erros. Um mecanismo de verificação aceitável não é um 
mecanismo ideal de verificação, mas uma aproximação deste. O objetivo dos mecanismos 
de verificação aceitáveis é manter o custo baixo e ao mesmo tempo maximizar o número 
de erros detectados. Tais mecanismos não garantem que todos erros serão detectados, 
porém, tentam detectar uma grande parte dos erros, particularmente aqueles que estão 
mais propensos a ocorrer. 
Tais mecanismos de verificação podem ser de diferentes tipos, dependendo do sistema 
e das falhas de interesse. Entretanto, existem alguns mecanismos de verificação que são 
freqüentemente usados. A seguir, discutiremos brevemente alguns destes mecanismos. 
Esta discussão é baseada nos trabalhos de Jalote [31] e de Lee e Anderson (41]. 
Mecanismos baseados em replicação. São uns dos mais comuns e poderosos meca-
nismos de verificação. Mecanismos baseados em replicação podem ser empregados sem o 
conhecimento da estrutura interna do sistema. Como o nome sugere, tal mecanismo en-
volve replicar alguns componentes do sistema. Os resultados dos diferentes componentes 
são comparados, ou votados, para detectar erros. A Redundância Modular Tripla (RNlT) 
usa este método como já discutido na seção 2.2.5. 
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Mecanismos baseados em códigos de verificação. São baseados em redundància na 
representação de um objeto (ou conjunto de objetos) em uso pelo sistema. Dados redun-
dantes são mantidos na representação de um objeto de acordo com algum relacionamento 
fixo com os dados (não redundantes) que representam o objeto. Checagem de paridade 
é um exemplo bem conhecido de um mecanismo baseado em códigos de verificação, onde 
um único bit redundante é associado com um conjunto de bits (ex. uma palavra) tal que 
a soma de todos bits módulo 2 é igual a O (paridade par) ou 1 (paridade ímpar). Se o bit 
redundante ou os bits de dados são corrompidos, então a associação é violada, e o erro é 
detectado. 
Mecanismos baseados em diagnósticos. Ao contrário de outros mecanismos de ve-
rificação, onde a verificação é parte do sistema, aqui a verificação é realizada pelo sistema 
em seus componentes no intuito de verificar se o componente está trabalhando corre-
tamente. Tais mecanismos são tipicamente valores especiais de entrada para os quais 
valores corretos de saída já são conhecidos pelo sistema. Estes valores são obtidos através 
das execuções anteriores do sistema. Para cada valor de entrada, a saída é calculada e 
comparada com o valor correto armazenado para determinar se existe ou não um erro. 
2.3.2 Mecanismos de confinamento e avaliação dos danos 
Ao se detectar um erro em um sistema, sabe-se que em algum ponto do sistema uma 
falha está presente e que defeitos ocorreram. Entretanto, pode existir um atraso entre a 
manifestação do defeito e a detecção dos erros. Devido as interações entre componentes 
do sistema durante este período, um erro pode propagar e se espalhar para os outros 
componentes do sistema. Desta forma, após a detecção dos erros e antes da sua correção, 
é necessário determinar as fronteiras do dano, isto é, a sua extensão. Este é o objetivo da 
fase de confinamento e avaliação dos danos. 
Erros se propagam por intermédio da comunicação entre os componentes do sistema. 
Conseqüentemente, a determinação da extensão dos danos causados por erros depende 
do exame do fluxo de informação entre diferentes componentes. O exame do fluxo de 
informação entre componentes do sistema pode revelar as fronteiras que confinam o erro. 
A determinação das fronteiras de um erro pode ser facilitada pelo uso de mecanismos 
que organizam as atividades (computação e comunicação) do sistema em fluxos bem 
definidos. Neste contexto, o conceito de ação atômica torna-se importante. O suporte a 
ações atômicas deve permitir que um processo, entre, execute operações sob o controle do 
mecanismo de ação atômica e então saia da ação atômica. Uma ação não será atômica 
se, antes de seu término, ocorrer um fluxo de informação de ou para processos externos 
àquela ação. 
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Figura 2.6: Ações atômicas 
Por exemplo, a figura 2.6 ilustra dois processos que participam de uma ação atômica 
(as ações atômicas são representados pelas linhas curvas). Se o processo P2 detectou um 
erro no instante t, então uma estratégia para a avaliação dos danos deveria supor que todas 
suas atividades desde t3 estão suspeitas e que as mudanças em seu estado deveriam ser 
verificadas (ou abandonadas). Levando em conta que a atividade de P2 desde t3 tem sido 
atômica, o erro não poderia ter sido propagado para P1 . Analogamente, se P 1 detectou 
um erro no instante t, então todas suas atividades desde t 1 deveriam ser consideradas 
suspeitas. Devido a interações entre os processos P1 e P2 , todas as atividades de P2 desde 
t 2 também deveriam ser consideradas suspeitas e portanto deveriam ser verificadas (ou 
abandonadas). 
2.3.3 Mecanismos de recuperação de erros 
Uma vez que o erro foi detectado e a sua extensão identificada, é necessário remover este 
erro do sistema. Nesta fase, o sistema é posto em um estado livre de erros, isto é, o sistema 
é posto em um estado consistente. Há dois mecanismos básicos para a recuperação de 
erros: recuperação de erros por retrocesso de estado que consiste na passagem 
do estado do sistema para um estado consistente já ocorrido e recuperação de erros 
por avanço de estado que consiste na passagem do estado do sistema para um estado 
consistente ainda não ocorrido. 
A distinção entre estes dois mecanismos origina~se da possibilidade de projetistas do 
sistema preverem algumas das falhas que podem ocorrer durante a execução do sistema. 
Para as falhas previstas, é possível implementar uma estratégia de recuperação de erros 
que consiste em fazer mudanças específicas e limitadas no estado do sistema, promovendo-
o a um estado consistente futuro. Assim, a recuperação de erros ocorre através do avanço 
de seu estado (figura 2.7.b). Este mecanismo é denominado recuperação de erros por 
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avanço. Exceções e tratamento de exceções são os mecanismos comuns para prover re-
cuperação por avanço [13]. Para a situação de falhas não previstas pelos projetistas, a 
única solução viável é substituir o completo estado do sistema. Este mecanismo restaura 
o sistema ao estado anterior à manifestação da falha e é denominado recuperação de erros 
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Os mecanismos de recuperação por retrocesso dependem da provisão de pontos de 
recuperação4 , isto é, um meio pelo qual o estado do sistema possa ser armazenado e 
mais tarde restaurado. Três estratégias podem ser utilizadas para obter tais pontos de 
recuperação: mecanismos baseados em checkpoints, mecanismos baseados em logs e me-
canismos baseados em recove~y cache. 
A primeira estratégia assegura que o estado do sistema pode ser restaurado simples-
mente porque armazena uma cópia completa do estado do sistema quando um ponto de 
recuperação é estabelecido. Quando isto é realizado, o ponto de recuperação é freqüen-
temente denominado de checkpoint [36]. A recuperação de estado usando esta estratégia 
é obtida por simplesmente descartar o estado errôneo e substituir o estado completo ar-
mazenado no momento em que o ponto de recuperação foi estabelecido. Em contraste, 
a segunda estratégia não armazena nenhuma informação no momento em que o ponto 
de recuperação é estabelecido. Ao invés disso, as atividades subseqüentes são cuidadosa-
mente monitoradas e um registro de todas as operações é preservado para permitir que 
todas as mudanças sejam desfeitas no momento da recuperação. Este registro de todas 
as operações é denominado log ou audit trai! [6]. A recuperação de estado usando esta 
estratégia é realizada processando-se as operações armazenados no log na ordem inversa 
da sua execução original, desfazendo desta forma os efeitos de cada operação. A terceira 
estratégia denominada recovery cache [29], consiste em apenas armazenar os objetos que 
foram modificados. No momento que o valor de um objeto é alterado, uma entrada na 
recovery cache é incluída especificando o nome do objeto e o valor a ser restaurado. Ares-
4 Em Inglês: recovery points. 
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tauração de estado usando tal estratégia consiste em simplesmente processar as entradas 
no reco·very cache e restaurar o valor de cada objeto alterado. 
A recuperação de estados errôneos por retrocesso é uma das formas mais emprega-
das. É de natureza geral, e não depende muito da natureza da falha ou defeito. No 
entanto, existem duas questões que devem ser discutidas. Primeiro, neste mecanismo 
necessita-se que pontos de recuperação sejam periodicamente estabelecidos. Isto afeta a 
execução normal do sistema mesmo que falhas não aconteçam. Ao contrário, mecanismos 
de recuperação por avanço são normalmente mais econômicas, pois mudanças são apenas 
realizadas naqueles componentes que são suspeitos de estarem errôneos. Segundo, existem 
aplicações em que apenas o uso do mecanismo de recuperação com retrocesso não é o mais 
apropriado. Por exemplo, suponha um sistema de controle de uma planta química em que 
braços mecânicos são utilizados para misturar certas quantidades de dois reagentes em 
um recipiente. Se alguma operação deste sistema deposita 100 litros de um reagente Rl, 
ao invés dos 80 litros programados, no recipiente que contém o reagente R2, então não 
existe uma forma de retrocedermos totalmente o sistema ao seu estado anterior. Suponha, 
adicionalmente, que o volume extra de Rl foi depositado porque um dos braços mecânicos 
travou. Para recuperarmos o estado do sistema podemos utilizar os dois mecanismos de 
recuperação de erros em conjunto. O mecanismo de recuperação de erros por retrocesso 
para levar os braços mecânicos ao seu estado inicial e o mecanismo de recuperação por 
avanço para retirar o recipiente que contêm a mistura produzida pela operação errônea. 
Aplicações que provocam um efeito no mundo externo (por exemplo, mensagens im-
pressas no vídeo) não podem ser restaurados ao seu estado anterior. Para tais sistemas 
apenas o uso do mecanismo de recuperação de erros com retrocesso não é adequado. 
Destes exemplos podemos afirmar que urna solução abrangente deve combinar os dois 
mecanismos. Esta solução poderá ser usada por um grupo maior de aplicações que po-
derão selecionar os mecanismos de recuperação que melhor a servem. 
2.3.4 Tratamento de falhas e continuação do serviço 
Nas três primeiras fases, o foco de atenção está na descoberta de erros. Ele é detectado, 
confinado e removido. Estas ações são suficientes para restabelecer a operação normal 
do sistema no caso de erros causados por falhas transientes. Entretanto, se as falhas são 
permanentes, então a falha que causou o erro e o defeito ainda permanece no sistema, 
mesmo após a recuperação de erros. Neste caso, se reexecutarmos o sistema, então a 
mesma falha produzirá os mesmos erros. Para evitar que isto aconteça, é essencial que 
os componentes falhos sejam identificados e não utilizados, ou utilizados em uma nova 
configuração, na computação realizada após a recuperação de erros. Este é o objetivo da 
fase de tratamento de falhas. 
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Esta fase constitui de duas sub-fases: localização da falha e conserto do sistema5. 
Na fase de localização da falha 1 o componente que contem a falha é identificado. A 
mais importante técnica utilizada para localizar componentes falhos é o mecanismo de 
verificação baseado em diagnósticos descrito na seção 2.3.1 e consiste em invocar um 
componente com um conjunto de entradas para qual as saídas corretas são conhecidas. 
Se as saídas produzidas pelo componente diferem das esperadas 1 então pode-se supor que 
ele é falho. 
Na fase de conserto do sistema, o sistema é "reparadon de tal forma que componentes 
falhos não são usados ou usados em uma configuração diferente. Uma estratégia simples 
é substituir os componentes falhos por componentes redundantes. Tais componentes são 
projetados no intuito de implementar a mesma especificação dos componentes que estes 
substituem, podendo estes componentes possuírem ou não projetos idênticos. Uma vez 
que o sistema foi reparado, o serviço normal pode ser continuado. 
2.4 Técnicas de tolerância a falhas em software 
Nesta seção, nós consideraremos o problema de lidar com falhas em software. A principal 
causa de falhas de componentes de hardware são freqüentemente falhas físicas. Soft-
ware, em contraste, não tem propriedades físicas; é uma entidade totalmente conceitual. 
Conseqüentemente, falhas físicas não podem existir em software. Falhas de software são 
sempre falhas de projeto. Isto é, uma falha de software é causada por projetos incorretos 
ou presença de bugs, que são usualmente causadas por erros humanos (em contraste para 
falhas físicas, que são causadas por leis físicas ou naturais). Para construir software que 
trata falhas de seus componentes, nós necessitamos de técnicas que lidam com falhas de 
projeto. Neste momento, apenas consideraremos a situação em que o software é executado 
em apenas um processo. Na seção 2.5 consideraremos o caso de sistemas concorrentes com 
rnúltiplo5 processos que se comunicam através de troca de mensagens. 
Como já discutido, um sistema consiste de vários componentes e alguns destes compo-
nentes podem ser falhos, i.e., podem existir falhas de projeto. O objetivo das técnicas de 
tolerância a falhas em software é assegurar que o sistema não falhe apesar da presença de 
falhas de hardware ou software. Em outras palavras, a falha de algum dos componentes 
é mascarada e o defeito do sistema é tolerado. Todas estas técnicas são baseadas no uso 
de redundância. A replicação de componentes não é suficiente para lidar com falhas de 
projeto. Por essa razão, a diversidade de projeto é de fundamental importância e sig-
nifica que os componentes são baseados em diferentes projetos. Existem duas técnicas 
básicas para organizar projetos diversos e construir software tolerante a falhas: blocos de 
recuperação e N-versões. Estas técnicas serão brevemente discutidas nas próximas seções. 
5 Em Inglês: system repair. 
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2.4.1 Blocos de recuperação 
A técnica de blocos de recuperação6 foi proposta por Horning et al. [29] como uma forma 
para organizar diversos projetos e dar apoio à tolerância a falhas em software. Nossa 
discussão será baseada na descrição de blocos de recuperação apresentada por Randell [51]. 
Para cada componente crítico do sistema devem ser desenvolvidas versões alternativas, 
todas implementando as mesmas funcionalidades mas de forma distinta. Estas versões 
são combinadas com um teste de aceitação que verifica se o resultado da computação está 
de acordo com a especificação. 
Módulo S"da 
Primário 
Saída não aceita 
I 
En•- Módulo Saída T~te ,, Saída• 
Alternativo 1 Aceitação 





Figura 2.8: Bloco de recuperação 
A execução inicia pela primeira versão (módulo primário) e seu resultado é submetido 
ao teste de aceitação, se aceito, as demais versões não são executadas. Caso contrário 
a segunda versão (módulo alternativo 1) é executada e submetida ao teste de aceitação. 
Para recuperação de erros, o bloco de recuperação emprega o mecanismo de recuperação 
por retrocesso. Antes de executar o módulo primário, um ponto de recuperação é es-
tabelecido, salvando o estado do processo naquele ponto. Se um erro é detectado pelo 
teste de aceitação, o processo é restaurado ao estado salvo no momento em que o ponto 
de recuperação foi estabelecido. Caso isto aconteça, todos os efeitos deste módulo são 
desfeitos e o sistema está em um estado consistente. Após a recuperação de erros ter sido 
realizada, uma nova alternativa é executada e o processo continua até que o resultado 
da execução de alguma versão seja aceito ou que tenham esgotado todas as alternativas 
possíveis. Neste caso, uma exceção é levantada indicando que nenhum módulo passou 
pelo teste de aceitação (figura 2.8). 
Blocos de recuperação podem ser implementados com uma construção lingüística se-
melhante a encontrada no programa 2.1, onde a cláusula ensure especifica o teste de 
6 Em [nglês: recovery b!ocks. 
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aceitação, a cláusula by especifica o módulo primário, as cláusulas else by especificam 
os módulos alternativos e a cláusula else errar sinaliza uma exceção caso todas as alter-
nativas falhem. 
ensure <teste de aceitação> 
by <módulo primário> 
else by <módulo alternativo 1> 
else by <módulo alternativo 2> 
else error 
Programa 2.1: Definição de um bloco de recuperação 
Uma vez que o módulo primário é o primeiro a ser executado no bloco de recuperação, 
é normal utilizar como o primário, um módulo que tem características que fazem-no ser 
mais desejável em relação aos outros módulos. Por exemplo, o módulo primário poderia 
ser o de menor tempo de execução ou o que consome menos memória. Os módulos alter-
nativos deveriam realizar exatamente as mesmas funções que o módulo primário, porém 
em uma diferente (talvez menos eficiente) implementação. O programa 2.2 ilustra bem 
estas características. Este bloco de recuperação foi projetado para ordenar um vetor 
V em ordem crescente. O módulo primário usa o que é esperado ser o algoritmo mais 
eficiente (em conseqüência, é o mais complexo) de ordenação. Os módulos alternativos 
também objetivam ordenar o vetor corretamente, porém usando algoritmos menos efici-
entes. Estes algoritmos serão mais simples do que o empregado pelo módulo primário e 
conseqüentemente estarão menos sujeitos a falhas de projeto. 
ensure V[j+tJ :2:: V[j] for j::: 1,2, ... ,n-1 
by sort V usando Quiclo:Sort 
else by sort v usando InsertionSort 
else by sort V usando BubbleSort 
else error 
Programa 2.2: Programa de ordenação tolerante a falhas 
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2.4.2 Programação em N-versões 
Programação em N-Versões 7 foi proposta por Avizienis [1] e consiste da utilização de N 
componentes de software, com JV ~ 2, independentemente projetados a partir de uma 
especificação em comum. É uma extensão da técnica de NMR ( N-Modular Redundancy) 
discutida na seção 2.2.5. A principal diferença entre estas duas técnicas é a utilização 
da diversidade de projeto no intuito de tolerar falhas de projeto. Cada componente é 
projetado independentemente. Isto deve ser feito preferencialmente por indivíduos ou 
grupos que não interagem entre si durante o processo de desenvolvimento e, sempre que 
possível, fazendo uso de algoritmos distintos. 
Versão 1 
Sai da 
&•""" Versão2 Saída Árbitro Saída• 
Versão 3 
S&da 
Figura 2.9: Programação em N-versões 
As diferentes versões são executadas paralela ou seqüencialmente e os resultados das 
versões são transmitidos ao árbitro, responsável por determinar um resultado consensual 
para a computação, de acordo com algum critério. Por exemplo, o árbitro pode fornecer 
como resultado consensual o resultado das versões que tiver ocorrido com maior freqüência. 
Isto é, o resultado será aquele dado pela maioria dos componentes. Caso o árbitro não 
seja capaz de determinar o resultado, então uma exceção é sinalizada. A figura 2.9 mostra 
um mecanismo de N-Versões composto por três componentes e um árbitro. 
7 Em Inglês: N-version progra.mming. 
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2.5 Tolerância a falhas em sistemas concorrentes 
Na seção anterior foram apresentados as principais técnicas para implementar tolerância 
a falhas em software para sistemas monoprocessados. Nesta seção, apresentaremos algu-
mas técnicas de tolerância a falhas para sistemas concorrentes. Um sistema concorrente 
consiste de múltiplos processos autônomos que se comunicam através de troca de mensa-
gens. Em tais sistemas, erros gerados por um processo podem ser propagados para outros. 
Desta forma, falhas podem se manifestar em diferentes locais. 
A noção de estado global consistente de um sistema é central quando consideramos a 
recuperação de processos concorrentes. Um estado global de um sistema é o conjunto de 
estados locais, um para cada processo (uma formulação precisa é apresentada em [12, 36]). 
A interação entre os processos pode ser descrita usando um diagrama temporal, tal como 
ilustrada na figura 2.10. Nesta figura, linhas horizontais correspondem à execução dos 
processos e setas· inclinadas, à troca de mensagens. Um estado global é um corte dividindo 
o diagrama temporal em duas metades. Um corte neste diagrama é consistente (estado 
global consistente) se todas as setas iniciam no lado esquerdo do corte e finalizam no lado 
direito deste. O corte C1 nesta figura é consistente; porém o corte C2 não é, pois indica 
que o processo Q recebeu uma mensagem que ainda não foi enviada por R. 
' ' 
' ' 
' ' ' 
' 
' ' 
Figura 2.10: Cortes consistentes e inconsistentes 
Tempo 
Em um sistema de processos concorrentes, a recuperação de um processo (restauração 
para um estado salvo anteriormente) pode criar um estado global inconsistente. Uma linha 
de recuperação8 1 que consiste de um conjunto de pontos de recuperação 7 um para cada 
processo, é consistente se os estados salvos formam um estado global consistente. A figura 
2.11 ilustra as noções de conjuntos consistentes e inconsistentes de pontos de recuperação. 
Suponha que P falha no ponto indicado pela seta vertical e é restaurado ao seu último 
ponto de recuperação. Tal restauração torna o estado global do sistema representado por 
8 Em Inglês: recovery line. 
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C2 inconsistente, uma vez que indica que o processo R recebeu uma mensagem ainda não 
enviada por P. Desta formar a falha no processo P causará a restauração em cascata de 
todos os processos- isto é, o efeito dominó [51]. O mecanismo de conversação é um bom 
exemplo de uma extensão ao esquema de bloco de recuperação que pretende evitar que 
o efeito dominó ocorra. O conceito de conversação será descrito brevemente na próxima 
seçao. 
,<; Cz !falha p ' 
i I \ ' Q ---r-r. ' ' ' ' ' ' R I---- \ ' ' ' ' s ---
' ' Tempo ' • Ponto de recuperação 
Figura 2.11: Conjuntos consistentes e inconsistentes de pontos de recuperação 
2,5.1 Conversação 
O mecanismo de conversação [51] (figura 2.12) consiste em uma extensão do bloco de 
recuperação que pretende prover uma recuperação de erros coordenada para um conjunto 
de processos comunicantes e cooperativos. Algumas implementações podem ser encon-
tradas na literatura (vide [32, 33, 55]). Cada processo que toma parte deve salvar seu 
estado ao entrar nela. Enquanto participa da conversação, o processo pode apenas se 
comunicar com outros membros da conversação. Esta restrição na comunicação entre os 
processos limita a propagação de erros e elimina a possibilidade do efeito dominó. Se 
algum processo falha em seu teste de aceitação, então uma exceção é levantada e cada 
processo deve tentar se recuperar da falha. O estado original de cada processo na con-
versação é restaurado e cada processo usa um algoritmo alternativo. Processos podem 
entrar em diferentes momentos, sendo necessário apenas o estabelecimento de um ponto 
de recuperação para cada processo, porém obrigatoriamente devem sair ao mesmo tempo 
implicando que o teste de aceitação em cada processo foi satisfeito. 
O mecanismo de conversação implica que o conjunto de processos tomando parte na 
conversação é fixo. Se em uma tentativa1 a conversação não teve sucesso (isto é, um 
dos testes de aceitação detectou um erro), supõe-se que o mesmo conjunto de processos 
fará urna outra tentativa, e finalmente alcançar os mesmos testes de aceitação. Isto é 









• Ponto de Recuperação 
• Teste de Aceitação 
Figura 2.12: Descrição de uma conversação entre três processos 
2.5 
um tanto restritivo em sistenlas concorrentes onde, se um grupo de processos em uma 
conversação falha em uma tentativa, um grupo diferente de processos poderia tentar uma 
estratégia alternativa para alcançar o objetivo desejado, e então verificar o seu sucesso 
usando diferentes testes de aceitação. O conceito de diálogo [26] foi proposto como uma 
generalização do conceito de conversação para não proporcionar tal restrição. Em um 
diálogo, processos estabelecem seus pontos de recuperação, e comunicam apenas com 
processos participantes do diálogo. Um diálogo tem sucesso caso o teste de aceitação de 
todos processos participantes não falhe. Neste caso, cada processo descarta seu ponto de 
recuperação e continua sua execução. Um diálogo falha caso pelo menos um dos testes 
de aceitação de seus processos falha. Neste caso, os processos restauram seus estados e 
então continuam sua execução. Nada é dito sobre o que poderia acontecer após a falha 
ou sucesso; em ambos os casos o diálogo está completo. 
Muitas das técnicas de tolerância a falhas usam a propriedade de atomicidade. A 
conversação tem a restrição de que não existe nenhuma interação externa à conversação. 
Esta restrição garante a atomicidade da computação realizada pela conversação e portanto 
pode ser considerada uma ação atômica. 
2.5.2 Tratamento de exceções 
Tratamento de exceções e a provisão de tolerância a falhas são muito mais difíceis de se 
obter em sistemas concorrentes (distribuídos ou não) do que em sistemas centralizados. 
Uma abordagem para provisão de tratamento de exceções em sistemas concorrentes é 
descrito por Campbell e Randell [10] e este estende o conceito de ação atômica [41]. Um 
conjunto de exceções é associado a cada ação atômica (conversação). Cada processo par-
ticipando de uma ação atômica tem um conjunto de tratadores para (todas ou parte de) 
essas exceções. Quando uma destas exceções é levantada em algum processo, tratadores 
apropriados (para a mesma exceção em todos processos) serão iniciados em todos os parti-
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cipantes da ação. Estes tratadores são projetados cooperativamente pelos programadores 
dos processos para recuperar o sistema. Desta forma, os processos cooperam não apenas 
quando o sistema está operacional mas também quando o sistema precisa se recuperar de 
alguma falha. 
Universal 
Figura 2.13: Exemplo de uma exception tree 
O mecanismo de resolução de exceções desenvolvido neste trabalho [10], a exception 
tree, é muito importante pois diversas exceções independentes podem ser levantadas ao 
mesmo tempo, ou diversos erros podem ser detectados os quais poderiam ser um sintoma 
de uma falha mais séria. A exception tree inclui todas as exceções associadas com a 
ação atômica e impõe uma ordem parcial nas exceções de tal modo que uma exceção 
em um nível mais alto está associada a um tratador que pode tratar qualquer exceção 
presente nos níveis inferiores desta hierarquia. Por exemplo, considere a exception tree 
ilustrada na figura 2.13. Neste exemplo, apenas três exceções foram declaradas como 
possíveis a serem tratadas: x1 , x2 e x 3 . Cada exceção deste conjunto está associada a um 
tratador específico. Caso urha destas exceções seja levantada individualmente, o tratador 
associado a ela é ativado em todos os processos. No caso destas exceções serem levantadas 
concorrentemente, um tratador mais genérico deve ser ativado. Neste exemplo, se x1 e x2 
são levantadas concorrentemente, então o tratador x4 será invocado. Analogamente, se as 
exceções x1 , x2 e x3 são levantados por diferentes processos, o tratador x 5 é ativado em 
todos os processos no intuito de se recuperar deste erro. Caso uma exceção não declarada 
seja levantada, o tratador Universal é ativado. Este poderia ser associado a algum 
mecanismo de recuperação de erros por retrocesso (como exemplo, uma conversação), 
uma vez que esta exceção não foi prevista. Desta forma, é possível a· integração dos 
mecanismos de recuperação de erros por avanço e por retrocesso usando esta abordagem. 
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Neste exemplo, os tratadores x 1, x2 , x3 , x 4 e x 5 poderiam utilizar a recuperaçao por 
avanço enquanto que o tratador Universal a recuperação por retrocesso. 
Outros trabalhos propõem o uso dos mecanismos de recuperação de erros por retrocesso 
e por avanço de um modo complementar e combinado. A ação atômica coordenada, 
descrita na próxima seção, é um bom exemplo de um mecanismo que permite o uso dos 
dois mecanismos de forma coordenada. 
2.5.3 Ação atômica coordenada 
O conceito de ação atômica coordenada9 [62] consiste de uma atividade de um grupo 
de objetos que combina algumas propriedades de conversações, transações atômicas e 
tratamento de exceções no modelo de orientação a objetos. Ações atômicas coordenadas 
usam conversações como um mecanismo para controlar concorrência e comunicação entre 
objetos que tenham sido projetados para cooperar conjuntamente. 
Uma transação atômica [6] (seção 3.1.2) é uma seqüência de operações básicas em 
dados compartilhados ou objetos. Os acessos aos objetos são controlados através das 
propriedades de atomicidade, consistência, isolamento e durabilidade. Objetos que estão 
envolvidos na ação coordenada são denominados objetos participantes; objetos que 
podem ser compartilhados por mais de urna ação coordenada são denominados objetos 
externos. 
Ao entrar em uma ação coordenada, um objeto participante estabelece um ponto de 
recuperação caso a recuperação de erros com retrocesso seja requerida. Após isso, pode 
apenas comunicar~se com outros objetos na ação coordenada ou com objetos externos 
(compartilhados pelas ações coordenadas) que são atômicos. Caso todos os participan~ 
tes completarem e passarem pelos respectivos testes de aceitação, então os pontos de 
recuperação são descartados e as transações envolvendo objetos externos são confirma~ 
das. Caso algum objeto participante falhe ou não satisfaça o seu teste de aceitação, uma 
exceção é então levantada e cada objeto deve tentar se recuperar da falha. Cada objeto 
pode optar em se recuperar de duas maneiras. A primeira consiste em tratar a exceção 
levantada e a segunda consiste em restaurar o seu estado e usar um algoritmo alternativo. 
Desta forma, o conceito de ação atômica coordenada permite o uso dos mecanismos de 
recuperação de erros com retrocesso e avanço de um modo complementar e combinado. 
A figura 2.14 descreve uma ação coordenada entre dois objetos. Supondo que ocorra 
uma falha e uma exceção seja levantada. O objeto 1 trata a exceção e retoma à execução 
normal enquanto que o objeto 2 restaura o estado salvo e executa um algoritmo al~ 
ternativo. Após isso, eles satisfazem respectivamente seus testes de aceitação e a ação 
coordenada é terminada com sucesso. 
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Figura 2.14: Descrição de uma ação atômica coordenada 
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Neste capítulo apresentamos os fundamentos de tolerância a falhas. Tolerância a falhas é 
muito útil em sistemas onde alta confiabilidade é requerida. A ausência de confiabilidade 
é conseqüência de falhas no sistema. O objetivo das técnicas de tolerância a falhas é evitar 
que o sistema entre em um estado errôneo mesmo na presença de falhas. Estas técnicas 
são complementares às técnicas de prevenção de falhas, em que o objetivo é minimizar 
a presença de falhas no sistema. Técnicas de tolerância a falhas são baseadas no uso de 
redundância para mascarar os efeitos das falhas no sistema. 
Inicialmente, na seção 2.2 aprese'íitamos os conceitos básicos da área de tolerância a 
falhas. Um sistema é definido como um conjunto de componentes, cada componente, por 
sua vez, é outro sistema, com seu próprio comportamento e sua própria estrutura interna. 
A especificação do sistema define o correto comportamento do sistema. Um defeito no 
sistema ocorre quando o sistema não pode prover o serviço especificado. Um erro é a 
parte do estado errôneo do sistema que constitui a diferença em relação ao estado válido 
(dado pela especificação do sistema) e uma falha é a causa de um erro. 
A implementação de mecanismos efetivos para a tolerância a falhas depende da arqui-
tetura e do projeto de um sistema. Conseqüentemente, não existem técnicas gerais para 
a inclusão de mecanismos de tolerância a falhas em sistemas. Contudo, nota-se que todos 
os sistemas tolerantes a falhas incluem mecanismos que colocam o sistema em uma de 
quatro fases durante o processamento de uma falha: (i) detecção de erros (seção 2.3.1), 
(ii) confinamento e avaliação dos danos (seção 2.3.2), (iii) recuperação de erros (seção 
2.3.3) e (i v) tratamento de falhas e continuidade do serviço (seção 2.3.4). 
Nas seções 2.4 e 2.5 consideramos o problema de lidar com falhas em software. A 
principal causa de falhas de componentes em hardware é freqüentemente falhas físicas. 
Software, em contraste, não tem propriedades físicas; é uma entidade totalmente concei-
tuaL Conseqüentemente, falhas físicas não podem existir em software. Falhas em software 
são sempre falhas de projeto. Para construir software que trata falhas em seus componen-
• 
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tes, nós necessitamos de técnicas que lidam com falhas de projeto. Todas estas técnicas 
são baseadas no uso de redundância. Replicar o mesmo componente não é suficiente para 
lidar com falhas de projeto. Por esse motivo, diversidade de projeto é de fundamental 
importância e implica que componentes de projetos distintos são replicados. Inicialmente 
na seção 2.4 consideramos o caso em que o software é executado em ambientes mono-
processados. Apresentamos nesta seção, duas técnicas utilizadas para organizar diversos 
projetos no intuito de construir software tolerante a falhas: o bloco de recuperação (seção 
2.4.1) e N-versões (seção 2.4.2). 
Na seção 2.5 consideramos o problema de lidar com falhas em software em sistemas 
concorrentes. Primeiro, consideramos a recuperação de erros por retrocesso em tais sis-
temas. Neste caso, a recuperação de erros por retrocesso pode criar um estado global 
inconsistente e conseqüentemente o efeito dominó. Foi apresentado o mecanismo de con-
versação (seção 2.5.1), uma extensão de blocos de recuperação, que restringe as interações 
entre os processo"s de tal forma que o efeito dominó é evitado. Então, discutimos na seção 
2.5.2 o problema que consiste em prover recuperação de erros por avanço em sistemas 
concorrentes. E finalmente, na seção 2.5.3 apresentamos o mecanismo de ação atômica 
coordenada que é um bom exemplo de um mecanismo que permite o uso dos mecanismos 
de recuperação de erros de forma coordenada. 
Capítulo 3 
Recuperação de erros por retrocesso 
Uma investigação da estrutura dos sistemas tolerantes a falhas empregando recuperação 
de erros, em particular a recuperação de erros por retrocesso de estado, indica um partici-
onamento do problema em duas classes. Dois modelos computacionais, cada um represen-
tando uma classe particular de sistemas são encontrados na literatura [57]. Um modelo 
computacional amplamente utilizado para a provisão de tolerância a falhas - particular-
mente em sistemas distribuídos- é baseado no uso de ações atômicas (transações atômicas) 
para a estruturação de programas. Ações atômicas operam em objetos. O conjunto de 
aplicações onde o modelo de objetos e ações (OA) tem sido amplamente empregado inclui 
controle de reservas aéreas e sistemas de banco de dados. Outro modelo computacional 
que incorpora tolerância a falhas a um sistema é baseado no uso de processos e troca de 
mensagens. Tolerância a falhas nestes sistemas é introduzido através do uso coordenado 
de pontos de recuperação pelos processos. O conjunto de aplicações onde o modelo de 
processos e mensagens (PM) é empregado inclui tipicamente aplicações de tempo real. 
Neste capítulo discutiremos estes dois modelos computacionais que podem ser utili-
zados para introduzir tolerância a falhas em um sistema. Inicialmente nas seções 3.1 e 
3.2, discutiremos os fundamentos e o comportamento do modelo computacional baseado 
em objetos e ações. E finalmente na seção 3.3, apresentaremos o modelo computacional 
baseado em processos e mensagens. 
3.1 Fundamentos do modelo de objetos e ações 
O modelo de objetos e ações é compo.sto de doi.s componentes: objetos e ações atômicas. 
Descreveremos os fundamentos deste modelo computacional nesta seção. 
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3.1.1 Orientação a objetos 
Há uma forte correspondência entre o modelo de componentes descrito no capítulo 2 e 
o modelo de orientação a objetos. Da mesma forma que componentes, objetos têm uma 
interface externa bem definida que fornece operações que manipulam e encapsulam estados 
internos. Devido a estas semelhanças, componentes podem ser tratados como objetos [41]. 
Entretanto, o modelo de orientação a objetos difere do modelo de componentes pelo uso 
de conceitos como herança e polimorfismo. Definiremos nesta seção, os conceitos básicos 
relacionados à orientação a objetos. 
Objetos e classes 
Um objeto é uma entidade que encapsula uma estrutura de dados e tem um comporta-
mento que é determinado por suas operações (métodos). A comunicação entre objetos 
é feita através de mensagens que identificam operações de objetos. Tais operações estão 
presentes em sua interface. Interface de um objeto é o conjunto de operações que podem 
ser executadas neste objeto. Objetos têm identidade única. Identidade é a propriedade 
de um objeto que o distingue dos demais objetos. Em um nível mais alto de abstração, 
objetos são agrupados em classes. Assim, a definição de uma classe especifica os atributos 
e operações, isto é, a interface que todos os objetos da classe terão. Cada instância de 
uma classe- um objeto - tem algumas variáveis, determinadas pela classe. As operações 
de um objeto têm acesso a estas variáveis e podem conseqüentemente modificar o estado 
do objeto. 
Tipos e tipos abstratos de dados 
Tipo é uma especificação dos valores que podem ser associados a uma variável, juntamente 
com as operações para criá-la, e modificá-la [22]. Embora muitas linguagens orientadas 
a objetos, por exemplo C++ [59] e Eiffel [47], não separem os conceitos de tipo e classe, 
eles representam idéias distintas. Em particular para programação orientada a objetos, 
um tipo é essencialmente a descrição de uma interface que especifica o comportamento 
comum a todas instâncias do tipo. Uma classe, entretanto, especifica uma implementação 
particular de um tipo. Outro conceito importante é o de tipo abstrato de dados. Tipos 
abstratos de dados consistem de duas partes: uma parte de especificação e uma parte 
de implementação. A parte de especificação contém a especificação sintática e semântica 
dos dados. A parte de implementação contém a representação e os algoritmos que são 
usados para fazer acesso aos dados. Uma conseqüência desta separação entre especificação 
e implementação é que objetos podem ser usados sem termos conhecimento como estes 
estão implementados. No modelo de objetos, um tipo abstrato de dados é implementado 
através do conceito de objeto. 
3.1. Fundamentos do modelo de objetos e ações 32 
Relacionamentos entre classes 
Segundo Rumbaugh et al. [54] existem três possíveis relacionamentos entre classes: asso-
ciação, agregação/ decomposição e generalização/ especialização. 
• Associação: antes de apresentarmos a definição deste relacionamento, é necessário 
a apresentação da definição do que é uma conexão1 . Uma conexão consiste de 
uma ligação conceitual ou física entre objetos. Por exemplo, João trabalha na 
companhia A. Uma associação descreve um grupo de conexões com estrutura e 
semântica comuns. Por exemplo, Funcionário trabalha em Companhia. Todas 
as conexões de uma associação conectam objetos de uma mesma classe. 
• Agregação/Decomposição: é um tipo de associação forte [54] em que um objeto 
agregado é construído a partir de componentes. Isto é, instâncias da classe agregadas 
são compostas por instâncias das classes componentes. 
• Generalização/Especialização: descreve um relacionamento onde classes comparti-
lham características comuns, porém preservando suas diferenças. A classe a ser 
especializada é denominada superclasse e as classes especializadas são denominadas 
de subclasses. Uma subclasse herda dados e operações da sua superclasse. 
Ligação dinâmica e polimorfismo 
Em geral, ligação2 é uma associação entre um atributo e uma entidade. Em particular, no 
modelo de objetos, a ligação é estabelecida entre um nome de um método e o código que 
a implementa. Uma ligação é estática se ocorre em tempo de compilação e permanece 
inalterada durante toda execução do sistema. Por outro lado, uma ligação é dinâmica 
se ocorre em tempo de execução e portanto pode ser alterada, provendo alto grau de 
flexibilidade de programação. 
Podemos definir polimorfismo como a habilidade de um valor ter mais de um tipo. 
Segundo a taxonomia definida por Cardelli e Wegner [11], ilustrada na figura 3.1, po-
limorfismo pode ser classificado em: Universal e Ad Hoc. Ad Hoc é aquele em que as 
técnicas polimórficas aplicam-se somente a uma quantidade restrita de tipos, de forma não 
sistemática. Ao contrário, em polimorfismo universal, as técnicas polimórficas aplicam-se 
a um conjunto infinito de tipos, de forma sistemática. O polimorfismo Ad Hoc por sua 
vez, está dividida em: Coerção e Sobrecarga. O polimorfismo universal também pode ser 
dividido em: Paramétrica e de Inclusão. 
1 Em Inglês: link. 
2Em Inglês: binding. 
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• Coerção: é uma técnica de polimorfismo que permite a conversão ou mapeamento 
interno entre tipos diferentes. Por exemplo, se uma função é definida sobre dois 
reais e um inteiro e um real são fornecidos como parâmetros, então o inteiro será 
mapeado para real. 
• Sobrecarga: é uma técnica de polimorfismo que permite que o nome de uma função 
seja usada mais de uma vez com tipos de parâmetros diferentes. O tipo de parâmetro 
é usado para determinar a função apropriada. 
• Paramétrica: uma única função (codificada apenas uma vez) é aplicada uniforme-
mente sobre um conjunto de tipos. Funções paramétricas são também denominadas 
de funções genéricas. Um exemplo de polimorfismo paramétrica é a construção 
template encontrada na linguagem de programação C++ [.j9]. 
• Inclusão: permite uma função operar sobre um intervalo de tipos. Entretanto, este 
intervalo é determinado pelos relacionamentos de tipo-subtipo. Com o polimorfismo 
de inclusão, uma função definida sobre um tipo particular, irá também operar sobre 
quaisquer subtipos. Este tipo de polimorfismo é encontrado somente em linguagens 
orientadas a objetos. 
Polimorfismo 
Figura 3.1: Polimorfismo segundo Cardelli e VVegner [11] 
Polimorfismo e ligação dinâmica são conceitos que estão relacionados, uma vez que 
através de ligação dinâmica é implementado o polimorfismo de inclusão. 
Herança 
Herança é o mecanismo que permite a definição de novas classes a partir de classes já 
existentes. Através deste mecanismo, classes herdam atributos e métodos de outras clas-
ses. Herança é um mecanismo de especialização de classes e conseqüentemente, uma 
hierarquia de classes é construída. Classes que herdam propriedades de outras classes são 
designadas subclasses e as que tem propriedades herdadas são designadas superclasses. 
Existem dois usos do mecanismo de herança: herança de implementação e herança de 
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tipos [4.5]. Na primeira, herança é usada como uma técnica de implementação de tipos 
abstratos de dados similares a outros já existentes. O objetivo principal é reutilizar código 
já existente e não há garantia que a subclasse tenha o mesmo comportamento que a sua 
superclasse. Isto pode levar a alguns problemas, como a subclasse herdar comportamen-
tos (operações) indesejáveis, uma vez que as duas classes são semanticamente diferentes. 
Herança de tipos é composta de subtipos e supertipos. Um tipoS é um subtipo de T se 
e somente se, S provê o comportamento de T. Isto significa que um objeto da classeS 
pode ser usado como se fosse um objeto da classe T. Herança, neste caso, é apenas jus-
tificável quando existe uma verdadeira relação de generalização/especialização [54] entre 
duas classes. Neste trabalho, sempre que referirmos à herança, estaremos falando sobre 
herança de tipos. Outro conceito importante relacionado com herança trata-se da herança 
múltipla [54]. Esta é definida como um mecanismo que permite que uma subclasse tenha 
mais de uma superclasse. 
Classe abstrata e classe concreta 
Segundo Rumbaugh et al. [.54], uma classe abstrata é aquela que não tem instanciações 
diretas, mas cujas subclasses podem ser instanciadas diretamente. Uma classe abstrata 
define o protocolo para uma operação mas não fornece código para a mesma. Tal operação 
é definida como operação abstrata e especifica a assinatura que deve ser mantida na 
implementação fornecida por cada subclasse concreta. 
3.1.2 Ações atômicas 
O conceito de ação atômica3 originou-se de pesquisas em gerência de bancos de dados 
e em conseqüência deste fato, inicialmente ficou restrito à área de banco de dados. Nos 
meados do anos 801 aconteceram os primeiros experimentos que estenderam o uso de ações 
atômicas para a programação de sistemas distribuídos; TABS [58] e Argus [43] estão entre 
os projetos pioneiros. Atualmente, ambientes de programação distribuída transacionais e 
orientados a objetos, por exemplo, Arjuna [56] e Camelot/ Avalon [20], têm reforçado a tese 
que motivou o uso de ações atômicas em ambientes distribuídos: ambientes transacionais 
oferecem uma abstração poderosa e eficiente para a programação de sistemas distribuídos 
tolerantes a falhas [9]. 
Em essência1 uma ação atômica é uma operação tudo-ou-nada, a qual completa com 
sucesso tendo seu efeito pretendido ou falha inteiramente tendo nenhum efeito sobre o 
estado do sistema. Em termos mais formais, a ação atômica é dita ter as seguintes 
propriedades: 
3Sinônimo de transação atômica [6]. 
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• Atomicidade de falhas: urna ação atômica completa com sucesso tendo seu efeito 
pretendido sobre o estado do sistema, ou falha inteiramente não tendo qualquer 
efeito sobre este. Esta propriedade garante que a computação termina em somente 
um de dois estados: a computação termina normalmente e produz o resultado de-
sejado, ou é abortada e não produz resultados. Mecanismos de recuperação por 
retrocesso (seção 2.3.3) são utilizados para garantir esta propriedade. 
• Equivalência serial: o efeito da execução concorrente de duas ou mais ações atômicas 
é equivalente ao efeito de alguma execução serial. Isto é, uma execução em que urna 
ação atômica apenas inicia sua execução quando a ação atômica anterior terminou 
a sua execução. A implementação de um mecanismo de controle de concorrência é 
necessária para garantir esta propriedade. 
• Permanência de efeito: os efeitos de ações atômicas concluídas são refletidas no 
estado do sistema e não perdidas corno resultado de falhas subseqüentes. Esta 
propriedade garante que qualquer resultado produzido por uma ação atômica é 
armazenada em memória estável, um tipo de memória capaz de sobreviver, com alta 
probabilidade, a falhas de hardware. Um protocolo de validação da ação atômica 4 
garante que todos os objetos modificados pela ação atômica têm seu estado escrito 
em memória estável, no caso da ação atômica ser confirmada, ou que as modificações 
não são gravadas, no caso de aborto. 
É importante ressaltar neste momento a diferença entre a definição de ação atômica 
dada por esta seção e a que foi apresentada no capitulo 2. Tal diferença foi discutida por 
Jalote [32]. De acordo com este trabalho, existem duas visões diferentes para o conceito de 
ação atômica: ações atômicas básicas [41] e ações atômicas recuperáveis [6] 5 • Uma ação 
atômica recuperável é uma operação tudo-ou-nada, o qual completa com sucesso tendo 
seu efeito pretendido ou falha inteiramente tendo nenhum efeito sobre o estado do sistema. 
Neste caso, indivisibilidade e capacidade de recuperação são requisitos fundamentais para 
atomicidade. No entanto, para ações atômicas básicas, o único requisito para atomicidade 
é a indivisibilidade, e capacidade de recuperação não é considerado. 
Equivalência serial e controle de concorrência 
Considere nações atômicas A 11 A2 , ... , An. Qualquer seqüência de operações representando 
diferentes ações atômicas é denominado um schedule. Um schedule representa uma possível 
execução das ações atômicas. Em um schedule, a ordem das operações de uma ação 
atômica é mantida, porém operações de diferentes ações atômicas podem ser executadas 
4 Em Inglês: commit protocol. 
5Em Inglês: basic a.tomic a.ctions e recovera.ble a.tomic a.ctions, respectivamente. 
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em qualquer ordem. Um schedule serial representa uma execução serial das ações atômicas 
em que a execução de uma nova ação atômica apenas se inicia quando a execução da ação 
atômica anterior terminou. Desta forma, um schedule serial nunca levará o sistema para 
um estado inconsistente, uma vez que nenhuma ação atômica enxerga o estado interno de 
uma outra ação atômica. Entretanto, também não permite nenhuma concorrência entre 
diferentes processos executando diferentes ações atômicas. 
Um problema de consistência pode ocorrer quando operações de diferentes ações 
atômicas são executadas em uma forma não serial. Schedules não seriais potencialmente 
levam o sistema a um estado inconsistente, porém permitem acessos concorrentes aos ob-
jetos compartilhados. O estado interno de uma ação atômica aparenta como primitiva e 
indivisível para as outras ações atômicas. Isto significa que não existe interferência entre 
ações atômicas concorrentes. Esta restrição é denominada de equivalência serial. Equi-
valência serial implica que a execução destas ações atômicas concorrentes é equivalente à 
execução serial destas mesmas ações atômicas. 
O principal objetivo dos mecanismos de controle de concorrência é assegurar a equi-
valência serial da execução de ações atômicas concorrentes. Um grande número de meca-
nismos de controle de concorrência foram propostos [5, 6]. Nós apenas discutiremos um 
mecanismo denominado protocolo de trancas em duas fases6 , que permite um acesso con-
corrente limitado para objetos compartilhados, sem violar o requerimento de equivalência 
serial. 
O protocolo de trancas em duas fases [21] emprega o bloqueio de objetos para controlar 
o acesso concorrente. Uma ação atômica bloqueia um objeto por solicitar uma tranca neste 
objeto. Após ter realizado suas operações neste objeto, ele libera esta tranca. Trancas 
podem ser de leitura ou de escrita. Se uma ação atômica possui uma tranca de leitura 
em um objeto, então nenhuma outra ação atômica pode obter a tranca de escrita neste 
objeto. Entretanto, outras ações atômicas podem obter trancas de leitura neste objeto. 
De outra forma, se uma ação atômica possui uma tranca de escrita em um objeto, então 
não é permitido nenhuma outra ação atômica obter nenhuma tranca, seja ela de escrita ou 
de leitura. Em outras palavras, várias ações atômicas podem concorrentemente possuir 
trancas de leitura em um mesmo objeto, porém uma tranca de escrita é exclusiva. O 
protocolo de trancas em duas fases impõe as seguintes restrições a cada ação atômica: 
1. Uma ação atômica A pode apenas ler/escrever um objeto o; se, e somente se, A 
obteve uma tranca de leitura/escrita neste objeto. 
2. Uma ação atômica não pode solicitar uma tranca após liberar a primeira tranca. 
Estas restrições asseguram a equivalência seriaL Devido a estas restrições, a ação 
atômica fica dividida em duas fases: a fase de crescimento, onde a ação atômica obtêm 
6 Em Inglês: two-pha.se locking. 
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todas as trancas que necessita e a fase de encolhimento, onde as trancas são liberadas. A 
ação atômica entra na fase de crescimento no momento que obtém a sua primeira tranca. 
Após liberar a primeira tranca, ela passa para a fase de encolhimento, pois a partir de 
então não é mais permitido obter mais trancas. Em outras palavras, uma ação atômica 
terá que obter trancas em todos os objetos que necessita antes de liberar qualquer tranca. 
A figura 3.2 ilustra a execução de uma ação atômica usando este protocolo. 
início da fase 
de crescimento 
inicio da fa.se 
de encolhimento 
tempo 
Figura 3.2: Ação atômica usando o protocolo de trancas em duas fases 
No entanto, este protocolo pode resultar em deadlock. Considere um exemplo em que 
uma ação atômica Ai pretende obter a tranca primeiro em x e depois em y, e outra ação 
atômica Aj pretende obter as mesmas trancas só que em ordem inversa. Isto é, primeiro 
obter a tranca em y e depois em x. A ocorrência de deadlock neste caso é altamente 
provável; T; bloqueia x, Tj bloqueia y, e agora nenhuma das duas ações atômicas poderá 
bloquear o outro objeto e ambos esperam que a outra ação atômica libere uma tranca 
para continuar a sua execução. 
Existem formas diferentes de detectar a presença de deadlocks causado pela execução 
deste protocolo [6]. A primeira é usar timeout: se uma ação atômica tem esperado por 
um longo tempo, então é simplesmente abortada. Outro método usado na detecção de 
deadlocks é construir um grafo orientado denominado waits~for graph (WFG) [6]. Os nós 
deste grafo são rotulados com os nomes das ações atômicas. Existe uma aresta A; -----1- Aj, 
se e somente se, a ação atômica Ai está esperando a ação atômica Aj liberar uma de 
suas trancas. Se este grafo é cíclico, então existe um deadlock e as ações atômicas que 
constituem este ciclo deverão ser abortadas. 
Outro tipo de problema que pode resultar este protocolo é o efeito conhecido como 
abortos em cascata7 . Considere um exemplo em que a ação atômica Ai obtêm uma tranca 
no objeto x liberada pela ação atômica Aj (durante a sua fase de encolhimento) e depois 
de um certo período de tempo a ação atômica Aj é abortada devido alguma falha durante 
7 Em Inglês: cascading aborts. 
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sua execução. A ação atômica A; será abortada para garantir a consistência dos dados, 
uma vez que a ação atômica A_i aparenta ser indivisível e isto implica que seu estado 
interno não pode ser acessado por outras ações atômicas. 
Para evitar estes dois tipos de problemas, foram propostas duas variações do protocolo 
de trancas em duas fases [6}: 
• Protocolo de trancas conservativo e em duas fases - este protocolo evita deadlocks 
por restringir que cada ação atômica obtenha todas as suas trancas no inicio da ação 
atômica. Caso a ação atômica não consiga, então fica bloqueada até o momento em 
que todas as trancas solicitadas se tornem disponíveis. Neste protocolo, se uma 
ação atômica Ai está esperando uma tranca que está sobre o controle de uma outra 
ação atômica Aj, então A; não tem controle sobre nenhuma tranca. Isto implica 
em que não há nenhuma ação atômica A~: esperando que esta libere suas trancas e 
conseqüentemente elimina a possibilidade de deadlocks. 
• Protocolo de trancas restrito e em duas fases - este protocolo evita o aborto em 
cascata por restringir que cada ação atômica libere todas suas trancas no momento 
em que a ação atômica termina sua execução. Uma vez que as trancas são apenas 
liberadas no momento de confirmação da ação atômica, não existe a possibilidade 
de uma outra ação atômica acessar seu estado interno e conseqüentemente elimina 
a possibilidade de abortos em cascata. 
Protocolos de validação de ação atômica 
Em sistemas distribuídos, os dados estão distribuídos em vários nós. Cada nó gerencia 
alguns objetos de dados, e apenas aquele nó acessa tais objetos. Uma ação atômica, 
desejando fazer uma operação em um objeto, deve solicitar ao nó que gerenciao acesso 
a tal objeto a realização da operação. Conseqüentemente, diferentes operações de uma 
mesma ação atômica podem ser realizadas em diferentes nós. 
Ao contrário dos sistemas centralizados, onde uma falha pode implicar em perda to-
tal, em um sistema distribuído, uma falha de um nó não interrompe toda a execução de 
uma ação atômica. Apenas aquelas partes da ação atômica que estão sendo realizadas 
no nó falho são afetadas, as outras operações permanecem não afetadas. Isto complica a 
atividade de confirmar uma ação atômica. Desde que uma ação atômica é uma operação 
'~tudo-ou-nada", se alguma parte da ação atômica não puder ser realizada, então todas 
as atividades da ação atômica deverão ser desfeitas para dar o efeito que nada foi feito 
pela ação atômica. Em outras palavras, é possível que um nó aborte aquela parte da ação 
atômica sendo realizada naquele nó. Este aborto é causado pela falha do nó, ou por alguma 
razão, o nó não está apto a realizar as operações solicitadas pela ação atômica. Se todos 
os nós tomando parte da ação atômica desejam confirmar suas operações, então a ação 
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atômica é confirmada. Por essa razão, um protocolo de validação de ação atômica é re-
querido. Um protocolo de validação assegura que a ação atômica confirme suas operações, 
isto é, todos os nós participando da ação atômica confirmam suas operações ou aborte 
suas operações, isto é, todos os nós participando da ação atômica abortam suas operações. 
O objetivo de um protocolo de validação é assegurar que todos os nós participantes 
da ação atômica efetuem suas operações, ou todas elas abortem as operações efetuadas. 
O mais simples e certamente o mais popular protocolo de validação é o protocolo 
de validação em duas fases8 [25]. Neste protocolo, o nó onde a ação atômica iniciou a 
sua execução é chamado de coordenador. Os outros nós que tomam parte na ação 
atômica são denominados de participantes. O protocolo é executado em duas fases. Na 
primeira fase, o coordenador envia uma mensagem para todos os participantes solicitando-
os a confirmação das suas operações. Cada participante então envia seu voto para o 
coordenador informando a sua possibilidade de confirmar suas operações. Se por alguma 
razão um participante não está apto a executar localmente suas operações, então ele envia 
uma mensagem NÃO (i.e., aborto), caso contrário, ele envia uma mensagem SIM. Estas 
mensagens refletem as decisões locais de cada nó. Na segunda fase, o coordenador coleta 
as respostas provenientes dos participantes. Se todos são SIM (e a própria decisão do nó 
coordenador também é SIM), então o coordenador envia uma mensagem CONFIRME 
para todos os participantes. Caso contrário, o coordenador decide abortar a ação atômica 
e envia uma mensagem ABORTE para todos os participantes que votaram SIM (aqueles 
que votaram NÃO já decidiram abortar localmente a ação atômica). Cada participante 
espera pela mensagem do coordenador. Quando ela é recebida, cada participante age 
de acordo com a mensagem. Se a mensagem for CONFIRME, ele confirma as suas 
operações, caso contrário, ele desfaz as operações realizadas. 
3.2 Modelo de objetos e ações atômicas 
Objetos [54] são instâncias de tipos abstratos de dados. Um objeto encapsula algum dado 
e provê um conjunto de operações, sendo estas o único meio de manipular os objetos. 
Em muitos sistemas tolerantes a falhas baseados neste modelo, uma operação é realizada 
como uma chamada de procedimento remoto [8], a qual passa seus parâmetros para o 
objeto e retoma os resultados da operação para o chamador. Métodos que operam em 
objetos são executados como ações atômicas [5, 6] com as propriedades de (i) equivalência 
serial, (ii) atomicidade de falha e (iii) permanência de efeito. Um protocolo de validação 
de ação atômica (por exemplo, o protocolo de validação em duas fases) é requerido no 
intuito de assegurar que todos os objetos atualizados tenham seus novos estados salvos 
8 Em Inglês: two-phase commit protocol (2PC). 
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em um meio de armazenamento estável (término normal) 1 ou nenhuma atualização seja 
realizada (aborto da ação atômica). 
Uma variedade de técnicas de controle de concorrência para ações atômicas podem 
ser encontradas na literatura. Uma técnica simples e altamente empregada é considerar 
que todas operações em objetos sejam do tipo leitura ou escrita e que antes de executar 
qualquer operação é necessário obter-se a tranca sobre este determinado objeto. Tal 
técnica é o protocolo de trancas em duas fases discutido na seção 3.1.2. Durante a primeira 
fase 1 uma ação pode apenas obter trancas sobre os objetos. Na segunda fase 1 a ação 
atômica libera as trancas. Após a primeira tranca ter sido liberada não é permitido 
obter mais trancas. A figura 3.3 representa a execução de várias ações atômicas. Tal 
representação é baseada na notação usada por Davies [16]. Um arco direcionado de uma 
ação atômica A para uma outra ação atômica B indica que B usa objetos liberados por 
A. Opcionalmente, um arco pode ser rotulado, nomeando os objetos usados pela ação 
atômica. Nesta figura, a ação atômica B usa os objetos a 1 b e c liberados pela ação atômica 
A e a ação atômica C usa o objeto a liberado pela ação atômica B. 
Figura 3.3: Ações atômicas 
Uma ação atômica em execução pode ser abortada (recuperada) sem afetar a outras 
ações atômicas, isto é, não causa abortos em cascata. Esta propriedade de recuperação da 
ação atômica é alcançada em conjunto com o controle de concorrência utilizado. No caso 
do protocolo de trancas em duas fases, isto 8ignifica que todos as trancas são liberadas 
simultaneamente (o protocolo de trancas restrito e em duas fases, discutido na seção 
3.1.2). A recuperação de erros por retrocesso é utilizada para restaurar o estado da ação 
atômica para um estado salvo anteriormente. Desta forma 1 é necessário manter pontos 
de recuperação, isto é, meio pelo qual o estado do sistema possa ser armazenado e mais 
tarde restaurado. 
Taylor [60] propõe que exceções sejam associadas a ações atômicas no intuito de prover 
recuperação por avanço. Quando uma exceção é levantada, o tratador associado a esta 
é invocado. Não há necessidade de realizar a restauração de estado antes de invocar o 
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tratador. Portanto, a invocação do tratador substitui a execução da ação atômica que 
levantou a exceção. Neste trabalho, a cada exceção associada a ação atômica necessita-
se especificar se a recuperação de erros por avanço ou por retrocesso é desejada. Para 
a recuperação de erros por avanço um tratador deve ser também especificado. Para a 
recuperação de erros por retrocesso, um módulo alternativo (seguindo a terminologia de 
blocos de recuperação [51]) pode ser especificado. Este será executado após o término da 
atividade de restauração de estado. 
3.3 Modelo de processos e mensagens 
Em contraste ao modelo descrito na seção 3.21 onde processos e mensagens empregam 
um papel secundário1 o modelo de processos e mensagens tem estes como as entidades 
primárias para a estruturação de programas. Uma aplicação é estruturada em um número 
de processos concorrentes e cooperativos. Uma notação para descrever este modelo é a 
notação CSP9 [28] usada na especificação de um sistema1 constituído por um fixo conjunto 
de processos cooperativos que se comunicam via troca de mensagens. 
Este modelo tem as seguintes características: (1) processos não compartilham memória 
e se comunicam via troca de mensagensj (2) protocolos de comunicação apropriados as-
seguram que processos enviam mensagens confiavelmente. Tal protocolo assegura que as 
mensagens chegam ao seu destino não corrompidas e na mesma ordem em que foram en-
viadas; (3) um processo salva seu estado atual em algum meio de armazenamento estável. 
Se um processo falha, ele é restaurado ao seu último estado salvo. 
Em um sistema de processos concorrentes, a recuperação de um processo (restauração 
para um estado salvo anteriormente) pode criar um estado global inconsistente. O efeito 
dominó pode ser evitado se os processos coordenarem o estabelecimento dos pontos de 
recuperação. Um esquema bem conhecido que coordena o estabelecimento destes pontos 
de recuperação é a conversação [33, 51] (figura 2.12) descrito na seção 2.5.1. O conjunto 
de processos que participam da conversação trocam mensagens livremente, porém não 
é permitida a comunicação com outros processos não participantes da conversação. Se 
um processo falha, então todos os outros processos participantes são restaurados ao seus 
respectivos pontos de recuperação estabelecidos no início da conversação. Sob este as-
pecto, a conversação utiliza mecanismos de recuperação por retrocesso 1 o que consiste em 
abandonar o estado atual e restaurar o estado para um salvo anteriormente. 
Como discutido, tratamento de exceções estabelece um meio de incorporar recuperação 
por avanço em um sistema. Campbell e Randell [10] propuseram uma estratégia de 
tratamento de exceções para processos concorrentes com conversações. Neste trabalho é 
descrita uma proposta de resolução de exceções concorrentes através do uso de exception 
sEm Inglês: Communica.ting Sequential Processes. 
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trees (descrito na seção 2.5.2). Desta forma, este trabalho propõe uma possível integração 
dos mecanismos de recuperação por avanço e por retrocesso neste modelo computacional 
baseado em processos e troca de mensagens. 
3.3.1 Objetos e ações versus processos e conversações 
A dualidade entre os modelos apresentados nas duas últimas seções pode ser estabelecida 
considerando objetos e ações duais a processos e conversações respectivamente [57]. Além 
disso1 chamada de procedimento remoto pode ser considerada dual a troca de mensa-
gens [40]. 
A representação da execução de um conjunto de conversações (figura 3.4) é facilmente 
traduzida para a representação de ações atômicas por substituir cada conversação Ci por 
uma correspondente ação atômica A;, e adicionar uma seta de A; para Ai se C i e Ci tem 
pelos menos um processo em comum e que o processo entra em C i após ter saído de C;. Um 
arco de uma ação atômica para outra é rotulado com os objetos representando os processos 
em comum às correspondentes conversações. Um mapeamento reverso também é possível 
por substituir objetos distintos na representação das ações atômicas por processos. Uma 
ação atômica é substituída pela correspondente conversação 1 com o conjunto de processos 
na conversação determinada pelos objetos que rotulam os arcos na representação das ações 
atômicas [57]. 
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Figura 3.4: Conversações e ações atômicas 
Shrivastava et ai. [57] mostram que os mecanismos empregados para implementar uma 
dada propriedade em um modelo tem o seu dual no outro modelo. Analogamente, qualquer 
comportamento observado em um modelo tem o seu dual no outro modelo. Exemplos 
apresentados neste trabalho mostram que programas desenvolvidos usando as primitivas 
de um modelo podem ser facilmente mapeados para programas no outro modelo. 
3.4. Sumário 4:] 
3.4 Sumário 
Neste capítulo apresentamos dois modelos computacionais que utilizam a recuperação de 
erros por retrocesso de estado para introduzir tolerância a falhas em um sistema. Na 
seções 3.1 e 3.2 apresentamos os fundamentos e o comportamento do modelo de objetos 
e ações (OA). Este modelo é baseado nos conceitos de objetos e ações atômicas. 
Objetos (54] são instâncias de tipos abstratos de dados. Um objeto encapsula algum 
dado e provê um conjunto de operações que manipulam o dado, estas sendo o único meio de 
manipular os objetos. Em muitos sistemas tolerante a falhas baseados neste modelo, uma 
operação é realizada como uma chamada de procedimento remoto (8], o qual passa seus 
parâmetros para o objeto e retoma os resultados da operação para o chamador. Métodos 
que operam em objetos são executados como ações atômicas [5, 6] com as propriedades 
de (i) equivalência serial, (ii) atomicidade de falhas e (iii) permanência de efeito. 
Na seção 3.3 apresentamos o modelo de processos e mensagens (PM). Este modelo é 
baseado em processos e mensagens e exceções. O conceito de conversação (seção 2.5.1) é 
utilizado neste modelo com o objetivo de evitar o efeito dominó que é comum a sistemas de 
processos concorrentes que não coordenam o estabelecimento de seus respectivos pontos 
de recuperação. 
Shrivastava et al. [57] mostram que os mecanismos empregados para implementar uma 
dada propriedade em um modelo tem o seu dual no outro modelo. Analogamente, qualquer 
comportamento em particular observado em um modelo tem o seu dual no outro modelo. 
Exemplos apresentados neste trabalho mostram que programas desenvolvidos usando as 
primitivas de um modelo pode ser facilmente mapeado para programas no outro modelo. 
Os modelos computacionais apresentados neste capítulo são muito úteis na construção 
de sistemas tolerantes a falhas. No entanto, estes modelos computacionais não são indi-
cados para a construção de aplicações que provocam um efeito no mundo externo e que a 
recuperação de erros por retrocesso de estado não é suficiente. É interessante a utilização 
de um mecanismo de tratamento de exceções para integrar os mecanismos de recuperação 
por retrocesso e por avanço. Um estudo dos diferentes modelos de tratamento de exceções 
propostos por diversas linguagens de programação é apresentado no capítulo 4. 
Capítulo 4 
Recuperação de erros por avanço 
Linguagens de programação modernas apresentam diversas características que podem 
ser utilizadas na construção de programas confiáveis. Dentre estas, podemos destacar 
a presença de um mecanismo de tratamento de exceções. Mecanismos de tratamento de 
exceções provêem uma estrutura adequada para a implementação de técnicas de tolerância 
a falhas em sistemas de software. É interessante utilizar um mecanismo de exceções para 
integrar os mecanismos de recuperação de erros por avanço de estado (tratadores de 
exceções) com os de recuperação de erros por retrocesso de estado de forma a facilitar a 
restauração de estado. Por essa razão é apresentado neste capítulo um estudo dos diferen-
tes modelos de tratamento de exceções propostos por diversas linguagens de programação. 
Com base neste estudo podemos escolher o mais adequado para a implementação da re-
cuperação de erros por avanço. 
Exceções são definidas como erros ou outras situações excepcionais que surgem durante 
a execução de um programa. São geralmente ativados em resposta a falhas de software, 
isto é, falhas de domínio quando operações são invocadas com parâmetros não satisfa-
zendo suas pré-condições, ou falhas de intervalo quando operações não podem produzir 
resultados satisfazendo suas pós-condições [24]. 
A base do uso de exceções é a identificação de entradas excepcionais para os quais 
serviços não retornam resultados corretos. Por exemplo, considere um procedimento P 
que segundo sua especificação provê algum serviço, chamado de serviço pretendido. Este 
serviço é especificado por um conjunto de pós-condições, denominado de conjunto padrão 
de pós-condições de P [13]. A provisão dos serviços corretos, isto é, que suas pós-condições 
sejam satisfeitas, depende das entradas em que P foi executado. O conjunto de todas 
entradas possíveis de P é denominado de domínio de entrada de P. O conjunto de 
entradas para qual o procedimento P provê seu serviço pretendido é denominado de 
domínio padrão (DP), de P. Se a execução de P inicia sua execução com entradas não 
pertencentes ao domínio padrão (DP), então o conjunto padrão de pós-condições de P 
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não é assegurado. Conseqüentemente, uma exceção ocorre quando o procedimento P é 
invocado em um estado que está fora de seu domínio padrão. Desta forma, o conjunto 
de entradas pertencentes ao domínio de entrada mas não pertencentes ao domínio padrão 
(DP) é denominado de domínio excepcional (DE), de P. 
O projetista de P pode antecipar a possibilidade de P ser invocado em seu domínio 
excepcional, e pode tomar medidas para tratar estas situações. Entretanto, um projetista 
pode não estar apto para antecipar todas as exceções possíveis. Baseado nesta hipótese, 
o domínio excepcional é particionado de acordo com a natureza das exceções. O domínio 
excepcional antecipado (DEA) é o subconjunto do domínio excepcional (DE) que repre-
senta situações excepcionais para qual o tratamento de exceções tem sido utilizado. Isto 
é, o projetista antecipou estas exceções e providenciou as ações necessárias a serem to-
madas quando a exceção ocorre. O restante do domínio excepcional (DE) é denominado 
de domínio excepcional não antecipado (DEN). Uma vez que tratadores são invocados 
apenas quando exceções antecipadas ocorrem, para evitar o defeito de um procedimento 
causado por ele ter sido invocado em seu domínio excepcional não antecipado (DEN), 
é desejável prover tratadores genéricos. Um tratador genérico freqüentemente lida com 
exceções não especificadas. Um tratador genérico tem que ser geral, visto que a natureza 
das exceções não é conhecida. Uma alternativa baseada em recuperação de erros por 
retrocesso (restauração do estado do sistema) poderia ser utilizada no intuito de prover 
tratadores genéricos. As diferentes partes de domínio de entrada de um procedimento são 




Figura 4.1: Domínios padrão e excepcional 
A maior vantagem do uso de exceções é que ele permite um alto grau de flexibilidade 
na recuperação de erros, pois ambos exceções e tratadores de exceções são livremente 
definidos pelo programador da aplicação e usados onde eles são necessários. Note que um 
tratador de exceção pode realizar uma restauração de estado (recuperação de erros por 
retrocesso) ou realizar apenas algumas operações no intuito de corrigir o estado do sistema 
(recuperação de erros por avanço). Conseqüentemente, o mecanismo de tratamento de 
exceções pode dar suporte a ambos os mecanismos de recuperação de erros. 
4.1. Taxonomia. dos mecanismos 46 
4.1 Taxonomia dos mecanismos 
Na literatura, há vários modelos para a implementação de mecanismos de tratamento 
de exceções em linguagens de programação. Nesta seção, apresentamos uma taxonomia 
para a classificação destes modelos [3]. Os modelos serão classificadas segundo cinco 
aspectos: (1) representação da exceção, (2) localização do tratador, (3) associação entre 
exceções e tratadores, ( 4) continuação do fluxo de controle e (5) suporte para programação 
concorrente. 
4.1.1 Representação das exceçoes 
O primeiro aspecto a ser considerado é a representação das exceções, uma vez que o modelo 
de tratamento de exceções necessita de alguma representação interna que diferencia uma 
exceção em particular das demais. 
Exceções representadas como cadeias de caracteres são adotadas em muitas lingua~ 
gens, tais como CLU (seção 4.2.2) e Guide (seção 4.2.4). Exceções são implementadas 
como variáveis. Quando uma exceção é criada em um procedimento P, o valor desta 
variável é alterado e o controle retorna para o procedimento que invocou P, o qual tem a 
incumbência de testar o valor desta variável. 
Exceções representadas como objetos de dados são adotadas, por exemplo, na lin~ 
guagem C++ (seção 4.2.3). Exceções são classes e instâncias destas classes são criadas 
sempre que uma exceção é levantada. Levantar uma exceção consiste em passar um objeto 
(uma exceção) como parâmetro para um tratador. 
Exceções representadas como objetos completos são adotadas, por exemplo, na 
linguagem Lore (seção 4.2.6). Exceções são organizadas em uma hierarquia de classes. 
Levantar uma exceção consiste em criar uma instância de uma classe e então chamar o 
método raise presente na interface deste objeto. A exceção representada como objeto 
completo inclui comportamento. A exceção representada como objeto de dados não 
tem comportamento, é somente um repositório de dados. 
4.1.2 Associação entre exceções e tratadores 
Após a exceção ser levantada, o fluxo de controle é interrompido e o controle é dado ao tra~ 
tador associado à exceção. Esta associação é estática (definida em tempo de compilação) 
ou dinâmica se ocorreu durante a execução do programa. 
A associação dinâmica é dependente do fluxo de execução do programa. Por exemplo, 
em PL/I (seção 4.2.1) a associação é dinâmica. O comando ON especifica a associação, 
e este fica em efeito até um novo comando ON para esta mesma exceção ser executado 
ou o bloco de comandos em que ele se encontra ser finalizado. Para melhor ilustrar como 
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é realizada esta associação é apresentado um exemplo na figura 4.2.a. Neste exemplo, se 
a exceção OVERFLOW é levantada durante a execução de A, então Tratador 1 será 
executado. Alternativamente, se a mesma exceção é levantada durante a execução de B, 
o tratador associado a esta exceção será o Tratador 2. 
Na associação estática, o código do tratador é associado com uma região de código 
do programa onde ocorre a execução normal. Desta forma, a separação entre a execução 
normal e a excepcional se torna mais visível. Um exemplo de um bloco associado estati-
camente a tratadores encontra-se na figura 4.2.b. Se alguma exceção é levantada durante 
a execução normal, o controle é passado para o tratador estaticamente associado a ela. 
ON OVERFLOW BEGIN 
!* Tratlldor 1 */ 
END; 
I* A*/ 
ON OVERFLOW BEGIN 




... (Código execução normal) 
... região protegida 
EX:CEPTION 
••. (Código exeeução anormal) 
... tratadores de exceções 
END 
b) 
Figura 4.2: Associação dinâmica e estática 
Outro tipo de associação ocorre através da cadeia dinâmica de chamadas de procedi-
mentos. Como mencionado anteriormente, um tratador pode ser associado estaticamente 
a um bloco de comandos. Entretanto, se este bloco não tem um tratador para uma deter-
minada exceção, então esta exceção deve ser propagada para um bloco que dinamicamente 
a inclui. A ~uura 4.3 ilustra um exemplo desse tipo de associação. Neste exemplo, se uma 
exceção é levantada em D, o controle é passado para Dex. No entanto, se esta exceção não 
puder ser tratada por Dex, ela será propagada para C ex e assim sucessivamente. Neste 
mesmo exemplo, se uma exceção é levantada em B, o controle é passado imediatamente 
para Aex. 
A B c D 
""' C.x Ilex 
Figura 4.3: Associação através da cadeia dinâmica de chamadas de procedimento 
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4.1.3 Localização dos tratadores 
Como descrito anteriormente, uma exceção pode estar associada estaticamente ou dinami-
camente a um tratador. O local onde o tratador é associado com uma exceção é chamada 
de ponto de associação da exceção. Um ponto de associação pode ser: um comando, 
um bloco de comandos, um objeto ou uma classe. 
A associação entre tratadores e um bloco de comandos ou entre tratadores e um 
comando é a solução mais encontrada nas diversas linguagens. Como exemplos, pode-se 
citar a linguagem CLU (seção 4.2.2) que associa os tratadores a comandos e C++ (seção 
4.2.3) que associa os tratadores a um bloco de comandos. Associar tratadores a classes 
permite definir um comportamento comum para todas as instâncias de uma classe em 
situações excepcionais. Como exemplos, as linguagens Guide (seção 4.2.4) e Lore (seção 
4.2.6) permitem este tipo de associação. E por último, é possível associar tratadores a 
objetos. Neste caso, dois objetos da mesma classe podem ter diferentes tratadores para 
uma mesma exceção; Cui e Gannon [14] descrevem uma implementação na linguagem de 
programação Ada para este tipo de associação. 
A distinção entre estas diferentes abordagens é a granularidade do componente ideal 
(seção 2.2.2). Se associarmos tratadores a comandos, esta granularidade se torna pequena. 
Isto dificulta a programação do sistema, pois cada comando crítico deverá ser associado à 
tratadores. Por outro lado, se associarmos tratadores a classes, a granularidade se torna 
grande. Esta abordagem também dificulta a programação do sistema, pois é necessário 
especificar tratadores genéricos que tratam todas as exceções levantadas por todas as 
instâncias daquela classe. Associar tratadores a blocos de comandos é uma solução que 
não acarreta maiores dificuldades na programação do sistema, pois a associação entre as 
exceções e os tratadores pode ser modelada de tal forma que a granularidade da região 
de código associada aos tratadores tenha um tamanho razoável. A associação de trata-
dores a objetos talvez represente a forma mais flexível de associação pois objetos podem 
ser construídos de forma a cobrir todo o espectro de granularidade, isto é, desde uma 
granularidade pequena até muito grande. 
4.1.4 Continuação do fluxo de controle 
Uma vez que uma exceção foi levantada, o fluxo de controle é interrompido e o controle é 
transferido ao tratador associado à exceção. Após a exceção ser tratada, o sistema pode 
retornar a sua execução normal. A questão levantada é: em que ponto o fluxo de controle 
é retornado ? 
No modelo de terminação, a execução continuará no ponto seguinte ao qual a exceção 
foi tratada, e não seguinte ao ponto em que ela foi levantada. No modelo. de continuação, 
o tratador tem a capacidade de retornar à atividade do componente ao ponto seguinte em 
4.1. Taxonomia dos mecanismos 49 
que a exceção foi levantada. 
Com propósito de ilustração é apresentado um exemplo (figura 4.4) composto de três 
procedimentos P, Q e R. P invoca Q que por sua vez invoca R. Durante a execução de R 
uma exceção é levantada e esta exceção é tratada por Q, supondo que não existe nenhum 
tratador local em R. Neste caso, a execução de R é suspensa e o controle é transferido 
ao tratador associado a esta exceção. Se o modelo de continuação é adotado, então R é 
retomado imediatamente após o ponto em que a exceção foi detectada. Caso contrário, 
isto é, se o modelo de terminação é adotado, a execução continuará logo após a exceção 
ser tratada. Neste exemplo, o controle é retornado ao procedimento P. 





Figura 4.4: Semânticas do mecanismo de tratamento de exceções 
Yemini e Berry [63] identificaram que no modelo de terminação é possível ter pelo 
menos 3 respostas diferentes: reexecução de quem levantou a exceção, propagação da 
exceção ou retorno. A semântica do modelo de terminação requer que, quando uma 
exceção é detectada, a execução de quem a levantou seja imediatamente terminada e 
o controle seja transferido para o tratador associado. Após o tratamento da exceção 
é possível ter pelo menos 3 continuações diferentes: o sinalizador pode ser reexecutado 
( retry); a exceção pode ser propagada, o que consiste em passar a responsabilidade de 
tratar a exceção para um outro tratador; ou o controle ser transferido para o comando 
seguinte ao qual a exceção foi tratada. Neste caso, como os tratadores geralmente estão 
no fim do método ou da função, então é equivalente a um comando de retorno de função. 
4.1.5 Suporte para programação concorrente 
Apesar de diversas linguagens concorrentes impleme.ntarem mecanismos de tratamento 
de exceções, apenas algumas destas permitem ativar tratadores nos diversos processos 
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quando uma exceção foi levantada em um deles. Exceções devem ser tratadas por mais de 
um processo de forma coordenada. Devido a própria natureza dos sistemas concorrentes, é 
possível que diversas exceções sejam levantadas ao mesmo tempo por processos diferentes. 
Desta forma, é necessário um mecanismo de resolução de exceções que seleciona o tratador 
mais indicado a tratar todas as exceções levantadas. Campbell e Randell [lOJ descrevem a 
exception tree (seção 2.5.2) que consiste em construir uma hierarquia de exceções e ativar 
o tratador associado à exceção de maior ordem de prioridade. Isto é, ativar o tratador 
associado à exceção que é a raiz da menor sub~árvore que contém todas as exceções 
levantadas. Romanovsky et al. [53] utilizam a exception tree como sendo o mecanismo de 
resolução de exceções em um ambiente distribuído baseado em ações atômicas coordenadas 
(seção 2.5.3). Outras abordagens podem ser empregadas para implementar o mecanismo 
de resolução, como exemplo a linguagem Arche (seção 4.2.7) utiliza uma função de 
resolução para selecionar qual tratador deve ser ativado. 
4.2 Exceções em linguagens de programação 
Nesta seção serão revisados alguns mecanismos de tratamento de exceções implementados 
em diversas linguagens de programação. A taxonornia descrita na seção 4.1 será utilizada 
na comparação e avaliação dos mecanismos estudados. 
4.2.1 Tratamento de exceções em PL/1 
O mecanismo de tratamento de exceções em PL/I [46], embora alvo de críticas, me-
rece destaque pelo seu pioneirismo na preocupação de fornecer mecanismos de verificação 
automática de um variado repertório de condições a serem usadas em situações excepci-
onais [42]. 
ON OVEIUl...OW STOP: t• Implícita •f 
SIGNAL ENDPAGE (PR'I); j• Explícita •t 
(NOOVERFLOW): X =X • Y; /* OVERFLOW foi desabilitada •j 
Figura 4.5: Tratamento de exceções em PL/1 
Exceções em PL/I são representadas como cadeia de caracteres. A associação en-
tre uma exceção e um tratador específico é realizada dinamicamente (figura 4.2.a). A 
abordagem semântica de PL/I adota o modelo de continuação para o fluxo de controle 
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excepcional, o qual constitui na simples execução do comando, bloco ou procedimento 
vinculado ao ON condition vigente [42]. 
A sinalização da exceção é feita de duas formas: explicitamente, através do comando 
SIGNAL ou implicitamente através do comando ON conditio-n. Uma exceção é desabi-
litada através do uso do NO que é aplicado a um comando, um bloco de comandos, ou 
um procedimento. A figura 4.5 ilustra estes comandos. 
4.2.2 Tratamento de exceções em CL U 
O mecanismo de tratamento de exceções em CLU [44], foi desenvolvido com base nos 
seguintes requisitos: simplicidade do mecanismo e facilidade de comunicação entre módu-
los [42]. A simplicidade do mecanismo, objetivando a sua facilidade de uso e a legibilidade 
do programa, é observada nas seguintes decisões de seu projeto: adota a propagação de 
exceções em nível simples e o modelo de terminação. 
Exceções são representados como cadeia de caracteres. Tratadores sempre estão asso-
ciados estaticamente a comandos (figura 4.6). CLU adota a propagação de exceções em 
nível simples, isto é, se durante a execução de um comando uma exceção é levantada e 
não existe nenhum tratador associado a esta exceção, então a exceção é propagada para 
o procedimento requisitante. Se nenhum tratador é encontrado no procedimento requisi-
tante, então a exceção falha é levantada. Falha é a única exceção que é implicitamente 
propagada e sempre é tratada pelo sistema. 
Comando except 
end; 
when Ex:cecaol: r Tratador 1 •; 
wben Ex:cecao2: ;• Tratador 2 •; 
Figura 4.6: Tratamento de exceções em CLU 
Procedimentos que levantam exceções são terminados. Se um tratador é encontrado 
no procedimento, então ele é executado. Após a execução do tratador, o controle sim-
plesmente é retornado para o comando seguinte ao qual o tratador está associado, isto é, 
adota o modelo de terminação com a semântica de retorno discutido na seção 4.1.4. 
4.2.3 Tratamento de exceções em C++ 
O mecanismo de tratamento de exceções de C++ [34, 35, 59] foi projetado para supor-
tar tratamento de erros. O mecanismo foi projetado para tratar apenas exceções síncronas 
(exceções definidas pelo usuário). Exceções assíncronas, tais como interrupções, não são 
4.2. Exceções em linguagens de programação 
01. try 
02. { 
03. // região p-rotegida. 
04. } 




09. catch ( ... ) 
10. { 
11. // !rate toda.8 a.8 e~ceçõea que ainda. não foram trata.da.a 
12. } 
Programa 4.1: Tratamento de exceções em C++ 
.j2 
tratadas diretamente por este mecanismo. O mecanismo utiliza o modelo de terminação 
com as semânticas de propagação explícita, de reexecução limitada e de retorno [19]. Tra-
tadores são associados estaticamente a um bloco try e definidos através do uso da palavra 
chave catch. Uma exceção é levantada neste bloco por usar a expressão throw. A exceção 
é tratada por invocar um tratador apropriado selecionado a partir da lista de tratadores 
encontrados após o bloco try, como ilustrada no programa 4.1. 
0],. class Kath~rr {}; 
02. class Overt'1oll: public Kath~rr {}; 
03. class Underflo11: public Kath~rr {}; 
04. class Zerodivide: public l'lath~rr {}; 
"· 06. try { 
07. 
os. } 
09. catch (Overflov) 
10. { 
11. // Trate objetos 011erftow ou objeta' deri11a.doa 1Ú 011erfiow 
12. } 
13. catch (l'la.therr) { 
14. // Trate oa demais objetos Matller-r ( Underfiow e ZeroDívíde } 
15. } 
Programa 4.2: Hierarquia de exceções em C++ 
Exceções são representadas como objetos de dados. Levantar uma exceção consiste 
em criar um objeto e passá-lo como parâmetro para o tratador. O tipo daquele objeto 
determina quais tratadores podem tratá-la. Uma exceção é pega por especificar um tipo. 
Existe a possibilidade de poder declarar tratadores genéricos, estes tratarão todas as 
exceções que não estão associados a nenhum tratador. Isto é feito através da construção 
catch ( ... ) (programa 4.1 7 linhas 9-12). O tratador declara seus parâmetros como sendo 
de urna dada classe, porém ele pode tratar objetos de qualquer subclasse. Então é possível 
aplicar o mecanismo de herança para construir um hierarquia de exceções e após isso tratar 
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estas exceções individualmente ou não. Um exemplo disso é mostrado no programa 4.2. 
Neste exemplo, objetos da classe Overfiow são tratados especificamente (programa 4.2 
linhas 9-12), e todas as outras exceções podem ser tratadas no caso geral (programa 4.2, 
linhas 13-15). 
Sintaticamente uma especificação de uma exceção é parte da declaração de funções 
(métodos) dando informação sobre as exceções que a função pode sinalizar. Esta especi-
ficação é opcional (não é obrigatório como em Guide (seção 4.2.4)). Quando isto acontece 
é suposto que a função pode levantar qualquer tipo de exceção. 
4.2.4 Tratamento de exceções em Guide 
Uma importante característica encontrada na linguagem Guide [2, 37] é a distinção entre 
tipo que é a descrição de uma interface e classe que é a implementação particular de um 
tipo. Desta forma, é possível ter várias implementações da mesma interface. O mecanismo 
de tratamento de exceções em Guide [38] se diferencia dos demais modelos por associar 
tratadores a métodos ao invés de associá-los a um bloco de comandos. O modelo de 
terminação é adotado. A continuação normal após a execução do tratador é justamente 
o ponto seguinte à chamada do método que levantou a exceção. 
'lYl'E Page is 
ME1HOD GetCbar : Char; 
SIGNAL eod _ of_page, errar; 
END GetChat; 
END ..... 
CL\SS Editor IMPLEMEN"I'S Editor IS 
ME1HOD PriDt1'1tge; 
BEGIN 
WHn.E TRUE 00 autput.WritcChar(cum:III:Page.GctChar): 
EXCEPr 
eud_ of..Jl"SO FROM Page: RE'IURN: 
enor FROM Pap: SELF.PtinlPago: RE1RY; 
END PrimPage; 
RES'TORE 
... Bloco de reetaiUllçio 
ENDEditor 
Figura 4.7: Tratamento de exceções em Guide 
Um tratador também pode ser associado a uma classe, neste caso o tratador pode ser 
usado por todos os métodos daquela classe. Para propósitos de ilustração, apresentaremos 
na figura 4.7 um exemplo que ilustrará as principais características deste modelo. Os 
tratadores definidos na cláusula EXCEPT são associados com as duas invocações de 
métodos do comando WHILE. A palavra chave FROM permite que exceções levantadas 
por invocações em vários objetos sejam diferenciadas. Em alguns casos, um tratador pode 
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reexecutar o método onde ocorreu a exceção. Isto é feito através do uso da palavra chave 
RETRY. Outra importante característica é a possibilidade da definição de blocos de 
restauração. Estes blocos são executados apenas se o método termina excepcionalmente 
(levantando uma exceção). O bloco de restauração é executado após a exceção ter sido 
levantada e antes do tratador associado a ela ser ativado. O bloco de restauração pode 
ser associado a um método ou a uma classe inteira. 
4.2.5 Tratamento de exceções em Eiffel 
O mecanismo de tratamento de exceções em Eiffel [47] é integrado com a noção de projeto 
por contrato. Um contrato define os aspectos observáveis pelos clientes de um componente 
de software. Em Eiffel, contratos são definidos através de pré-condições, pós-condições e 
invariantes de classes (figura 4.8). Se uma destas condições é violada, então uma exceção 
é levantada. Quando isto ocorre, o procedimento onde ocorreu a exceção é terminado e o 
tratador associado é executado. 
routine ill 
require 
,. pré-condições •; 
'""" f• declaração de variáveis • I 
do 
... f• comandos da rotina •; 
raise (ex_name: S1RING) */levante uma exceção •f 
r pós-condições • 1 
re:scue f* opcional • I 
1• Tratadores*/ 
retry f• opcional • I 
ond 
Figura 4.8: Tratamento de exceções em Eiffel 
Exceções em Eiffel são representadas como entidades tipadas (cadeia de caracteres). 
O mecanismo implementado em Eiffel adota o modelo de terminação com reexecução e 
propagação implícita. Tratadores são associados estaticamente a métodos e são definidos 
através da cláusula rescue. A cláusula rescue é opcional. Então é possível a existência 
de métodos que não possuem esta cláusula. Neste caso, todas as exceções irão causar 
imediatamente uma falha na execução do método. Entretanto, tratadores também podem 
ser associados a classes. Desta forma, os tratadores são procurados na seguinte ordem: 
primeiro, no método onde a exceção foi levantada. Se não for encontrado nenhum tratador 
neste nível, então o tratador será procurado na classe que contém este método. 
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4.2.6 Tratamento de exceções em Lore 
Uma importante característica do mecanismo implementado em Lore [18] é a repre-
sentação das exceções. Exceções são organizadas em uma hierarquia de classes. Levantar 
uma exceção consiste em criar uma instância de uma classe e então ativar este objeto com 
o método raise. Tratadores podem ser associados estaticamente a expressões ou a classes. 
Eles são procurados e invocados nesta ordem. 
""""" 
--
Figura 4.9: Tratamento de exceções em Lore 
Ambos modelos de terminação e continuação são permitidos. Neste sistema, cada 
ocorrência de uma exceção é uma subclasse de EventoExcepcional (figura 4.9), que 
contém o comportamento comum a todas as exceções e determina a sua estrutura básica. 
Os protocolos de tratamento de exceções (terminação e continuação) são implementados 
como métodos da classe EventoExcepcional e divididos em dois grupos: o grupo de 
terminação (Evento Fatal) e o grupo de continuação (Evento NãoFatal). Sob o ponto 
de vista do usuário, o sistema é baseado em três classes principais: Erro que é a classe 
de eventos excepcionais, para os quais não é possível a continuação; A viso que é a classe 
de eventos excepcionais, para os quais não é possível o término e Evento que é usado 
para permitir a adoção combinada de ambos os modelos, por múltipla herança de duas 
sub-classes distintas. 
4.2.7 Tratamento de exceções em Arche 
Arche [4] é uma linguagem concorrente orientada a objetos que tem como uma de suas 
principais características, a distinção entre os conceitos de tipo e classe. A concorrência é 
baseada no conceito de multioperação [4] onde uma operação é executada por um grupo 
de objetos. Antes de descrevermos o mecanismo de tratamento de exceções em Arche [30] 
apresentaremos os princípios de concorrência implementados nesta linguagem. 
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Multioperações permitem que operações sejam executadas em um grupo de objetos. 
Por exemplo, considere um objeto do tipo T que possui o método M: (i: U) (), x um 
objeto do tipo SEQ OF T (um grupo de objetos) e y uma variável do tipo SEQ OF U. 
A multioperação M de x pode ser definida como: M: (SEQ OF U) () e a chamada da 
multioperação M de x pode ser feita da seguinte maneira: x ! M(y). A chamada desta 
multioperação segue os seguintes passos: 
• Todos os objetos em x são sincronizados; 
• Parâmetros de entrada são distribuídos para cada componente de x; 
• Objetos são sincronizados e suas respectivas contribuições para a multioperação, se 
houver, são coletadas; 
• Resultados, se houver, sao construídos e passados para o chamador da multio-
peraçao; 
• Objetos em x tornam-se disponíveis para outras chamadas. 
No entanto, interferências entre duas chamadas consecutivas de uma mesma multio-
peração podem existir. O mecanismo de chamada coordenada [4] possibilita a prevenção 
de tais interferências. Uma chamada coordenada é expressa por declarar COCALL an-
tes da chamada da multioperação. Um exemplo de uma chamada coordenada segue a 
seguinte forma: COCALL x ! M(y) . 
Em Arche, tratadores são associados estaticamente a blocos e o modelo de terminação 
é adotado. Exceções são representadas como objetos de dados. A declaração de uma 
exceção em Arche pode ser comparada a uma declaração de um registro na linguagem 
de programação PASCAL. Uma exceção e com n parâmetros a; do tipo ti, 1 :::; i :::; n, é 
declarada como: e = exception ai:ti ... a .. :tn end. Uma instância de uma exceção é 
criada através do uso do comando signal, e segue a seguinte forma: signal e (x 1; ••• ; 
xn)· A declaração de uma exceção. pode ser especializada. Por exemplo, uma exceção f, 
subtipo de e, com parâmetros adicionais bi do tipo ui, 1 ::; i S t, é declarada como: f= 
e exception bi:ui ••• bt:Ut end. 
Tratadores de exceção são declarados por meio de um comando como: 
TRY C EXCEPT < e;(v;): C;, 1 :Si :S n > ELSE D end. 
Onde C é um bloco de comandos, ei são tipos de exceções; vi são identificadores 
(opcionais) que nomeiam as exceções tratadas; C i são comandos definindo os respectivos 
tratadores e a cláusula ELSE (opcional) define Do tratador genérico para as exceções 
não tratadas. A semântica deste modelo define o modelo de terminação. Se uma exceção é 
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levantada enquanto C executa então ele é terminado e o tratador da exceção é procurado 
no conjunto de tratadores definido pelo comando. 
A nível de multioperação, a terminação excepcional de um componente causa a ter-
minação excepcional da multioperação onde este está envolvido. Devido à possibilidade 
de que objetos levantarem diferentes exceções concorrentemente, é necessário um meca-
nismo de resolução como discutido na seção 4.1. Arche usa uma função de resolução 
[30] para determinar qual tratador será ativado. Uma função de resolução é definida em 
uma classe. Toma uma seqüência de exceções como paràmetro de entrada e retoma uma 
exceção que é denominada exceção ajustada. Após a função de resolução ter retornado 
a exceção ajustada, o tratador associado a esta exceção ajustada é ativado em todos os 
objetos com o objetivo de tratar todas as exceções levantadas. 
4.3 Avaliação 
A figura 4.10 é uma tabela comparativa dos modelos de tratamento de exceções encon-
trados nas linguagens de programação avaliadas segundo a taxonomia descrita na seção 
4.1. 
Dimensões 
Cadeia de Caracteres 






Figura 4.10: Tratamento de exceções em linguagens de programação 
A maioria dos modelos representa exceções como cadeia de caracteres. Este tipo de 
representação é muito limitado em relação à representação de exceções como objetos. A 
representação de exceções como objetos permite o uso de herança e polimorfismo para 
implementar exceções e conseqüentemente apresenta uma série de vantagens como: a 
possibilidade de construir exceções como classes permite organizá-las em uma hierarquia 
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passível de extensão e reutilização e a definição de um tratador é poderosa, pois tratadores 
não apenas tratam um tipo de exceção, mas todas as exceções que são subclasses desta. 
A maioria dos modelos adota a associação estática de tratadores a um bloco de ins-
truções. Esta abordagem permite a separação entre o código normal e o anormal, que é 
responsável por tratar as situações excepcionais. Em algumas linguagens é permitida a 
associação de tratadores a mais de um ponto de associação. A grande vantagem desta 
abordagem é permitir que tratadores sejam hierárquicos. Tomemos como exemplo a lin-
guagem Eiffel, os tratadores são procurados na seguinte ordem: primeiro na rotina onde a 
exceção foi levantada, se não for encontrado nenhum tratador neste nível, então o tratador 
será procurado na classe que contém esta rotina. 
A maioria dos modelos adota o modelo de terminação. Sob o ponto de vista de 
tolerância a falhas o modelo de terminação é o mais indicado, pois se um componente 
levantou uma exceção então alguma falha ocorreu durante a execução de tal componente. 
Neste caso, o retorno do fluxo de execução a um ponto onde o estado é suspeito de estar 
errôneo não é o mais viável. Alguns modelos permitem a reexecução do componente onde 
a exceção foi criada, porém o único que apresenta um mecanismo para a restauração do 
estado é o encontrado na linguagem Guide. 
O único modelo descrito neste capítulo que dá suporte à concorrência é a linguagem 
Arche. O mecanismo de resolução implementado não se baseia em exception trees definido 
por Campbell e Randell [10]. Issarny [30] argumenta que exception trees não são indicadas 
para exceções parametrizadas e portanto os projetistas da linguagem Arche optaram pela 
definição de uma função de resolução para determinar qual tratador deve ser ativado 
quando exceções distintas são levantadas por processos concorrentes. 
4.4 Sumário 
É interessante a utilização de um mecanismo de tratamento de exceções para integrar 
os mecanismos de recuperação por retrocesso e por avanço. Por essa razão, um estudo 
dos diferentes modelos de tratamento de exceções propostos por diversas linguagens de 
programação foi apresentado neste capítulo. Apresentamos um levantamento bibliográfico 
(seção 4.2) dos mecanismos de tratamento de exceções encontrados em diversas linguagens 
de programação e descrevemos uma taxonomia (seção 4.1) que pode ser usada para avaliar 
os mecanismos de tratamento de exceções apresentados e na escolha do mais adequado 
para a integração dos mecanismos de recuperação de erros por retrocesso (ações atômicas) 
e por avanço (exceções). 
A taxonomia apresentada neste capítulo é baseada em cinco aspectos: representação 
da exceção, localização do tratador, associação da exceção aos tratadores, continuação do 
fluxo de controle e suporte para programação concorrente. 
Capítulo 5 
Integração dos mecanismos de 
recuperação de erros 
Propomos neste capítulo, baseado no estudo do modelo de objetos e ações apresentado 
no capítulo 3 e no levantamento bibliográfico dos mecanismos de tratamento de exceções 
apresentado no capítulo 4, uma extensão ao modelo de objetos e ações com o objetivo 
de integrar os mecanismos de recuperação de erros por avanço e por retrocesso. Inicial-
mente, na seção 5.1 descrevemos a integração proposta por este trabalho. Na seção 5.2, 
descrevemos o ambiente alvo de nossa integração. 
5.1 Objetos, ações atômicas e exceçoes 
O modelo computacional escolhido para realizar a integração dos mecanismos de recu-
peração de erros é o modelo de objetos e ações descrito na seção 3.2. Neste modelo, ações 
atômicas controlam operações sobre objetos e garantem que somente mudanças consis-
tentes de estados ocorrem apesar de acessos concorrentes e a possibilidade de ocorrência 
de falhas. 
Propomos uma extensão a este modelo computacional que consiste em permitir que 
exceções sejam levantadas por uma ação atômica. As exceções que são possivelmente 
levantadas por um método são declaradas na assinatura deste método. Desta forma, 
exceções podem ser associadas a ações atômicas (métodos) e conseqüentemente, a inte-
gração dos mecanismos de recuperação de erros é realizada. 
Baseado no levantamento bibliográfico dos mecanismos de tratamento de exceções 
apresentado no capítulo 4, escolhemos o mecanismo de tratamento de exceções mais ade-
quado para a realização da integração dos mecanismos de recuperação de erros por retro-
cesso (ações atômicas) e por avanço (exceções). 
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O mecanismo de tratamento de exceções escolhido possui as seguintes características: 
• Exceções são representadas como objetos de dados (seção 4.1.1) possibilitando 
que exceções sejam organizadas em uma hierarquia de classes passível de extensão e 
reutilização. Isto possibilita que a definição de um tratador seja mais poderosa, pois 
tratadores não tratam apenas um tipo de exceção, mas todas as classes de exceções 
construídas através do mecanismo de herança do paradigma orientado a objetos. 
• A associação entre as exceções e os tratadores é estática (seção 4.1.2). 
• Os tratadores são associados a um bloco de comandos (seção 4.1.3). 
• Adota-se o modelo de terminação (seção 4.1.4). 
Identificamos pelo menos três diferentes abordagens (figura 5.1) que podem ser utili-
zadas para implementar a integração dos mecanismos de recuperação de erros no modelo 
de objetos e ações. A primeira abordagem foi apresentada por Taylor [60]. No entanto, 
não foi encontrado nenhum trabalho na literatura que descreve a segunda ou a terceira 
abordagem. Portanto, consideramos a segunda e a terceira abordagem como contribuição 
original deste trabalho. 
1. É necessário que para cada exceção seja especificado se é desejada a utilização do 
mecanismo de recuperação de erros por avanço ou por retrocesso. Se a utilização do 
mecanismo de recuperação de erros por avanço é desejada (begin (forward), figura 
5.1.1), então no momento que uma exceção é levantada, o estado consistente do 
objeto (salvo no início da ação atômica) é descartado e o mecanismo de recuperação 
de erros por avanço (tratamento de exceções) é responsável por levar o sistema 
a um estado consistente. Desta forma, o estado manipulado pelo mecanismo de 
recuperação de erros por avanço é o estado corrente do objeto, produzido pelas 
computações realizadas pela ação atômica. 
2. Consiste na notificação para o mecanismo de validação da ação atômica (seção 3.1.2) 
que o uso do mecanismo de recuperação de erros por avanço de estado é desejado no 
momento em que se deseja levantar uma exceção (abort (forward), figura 5.1.2). 
Neste caso, o estado consistente do objeto também é descartado e o mecanismo de 
recuperação de erros por avanço também é responsável por levar o sistema a um 
estado consistente. A única diferença entre estas duas abordagens é o momento em 
que é informado ao mecanismo de validação da ação atômica que o uso do mecanismo 
de recuperação de erros por avanço é desejado. A primeira notifica no início da ação 
atômica enquanto a segunda, no término. 
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3. Consiste no aborto da ação atômica e conseqüentemente na restauração do estado 
do objeto. Após isto, a exceção é levantada e o mecanismo de recuperação de erros 
por avanço é responsável por levar o sistema a um estado consistente (figura 5.1.3). 
Neste caso, o estado manipulado pelo mecanismo de recuperação de erros por avanço 
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abort ( f<l'tl'{a{d ) 
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Figura 5.1: Possíveis abordagens utilizadas na implementação da integração 
A principal desvantagem da terceira abordagem em relação as demais é o esforço 
computacional perdido na restauração do estado do objeto, pois esta é desnecessária. 
No entanto, as abordagens (1) e (2) são intrusivas pois a sua implementação apenas 
seria possível se o mecanismo de validação da ação atômica fosse reimplementado para 
permitir que uma ação fosse :'semi-abortada". Isto é, a computação é abortada, mas 
não há necessidade de restauração do estado do objeto. Após a ação atômica ser "semi-
abortada", o tratador da exceção poderia ser invocado. 
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Como nossa decisão de projeto era não alterar o ambiente alvo da integração) decidimos 
entre as três abordagens citadas, a que consiste no aborto da ação atômica a cada vez que 
uma exceção é levantada, ou seja, a abordagem (3). 
5.2 Descrição do modelo de integração proposto 
A implementação da integração dos mecanismos de recuperação é baseada no sistema 
Arjuna. Arjuna [17, 56] é um sistema de programação orientado a objetos, totalmente 
implementado em C++ [59], que provê um conjunto de ferramentas que auxiliam a cons-
trução de aplicações distribuídas tolerantes a falhas estruturadas com ações atômicas 
operando sobre objetos persistentes. O modelo de objetos e ações empregado fornece 
uma estrutura natural para o desenvolvimento destas aplicações. O sistema Arjuna torna 
disponível ao usuário C++ como linguagem de programação sem, no entanto, alterá-la ou 
estendê-la. Toda funcionalidade de Arjuna é fornecida através de classes, ou seja, além 
de suportar o modelo de computação orientada a objetos, toda a sua estrutura interna é 
também orientada a objetos. Isso permite que os objetos definidos pelo usuário, por meio 
de mecanismo de herança, incorporem essas funcionalidades, por exemplo, persistência e 
atomicidade. 
Objetos em Arjuna são atômicos e persistentes. Ações atômicas controlam operações 
sobre objetos e garantem que somente mudanças consistentes de estados ocorrem apesar 
de acessos concorrentes e possibilidade de ocorrência de falhas. Em Arjuna, operações 
sobre objetos são do tipo leitura ou escrita, de acordo com a política de trancas que 
permite múltiplos leitores-escritor único , Equivalência serial é garantida através da 
implementação de um protocolo de trancas restrito e em duas fases. Trancas sobre objetos 
são adquiridas dentro de ações atômicas. 
Em Arjuna supõe-se que os componentes de hardware são estações de trabalho conec-
tadas por um subsistema de comunicação. Estações de trabalho operam normalmente ou 
simplesmente param de trabalhar. Após uma parada, uma estação de trabalho é reparada 
em um intervalo finito de tempo e reintegrada ao sistema. Supõe-se que as estações têm 
memória volátil e persistente (estável). Adicionalmente, supõe-se que todo dado não ar-
mazenado em memória estável é perdido durante uma parada. Todo dado armazenado em 
memória estável é inalterado pela parada eventual de uma estação. Finalmente, supõe-se 
que os protocolos de comunicação implementados pelo módulo RPC (seção 5.2.1) toleram 
duplicação, corrupção de conteúdo e perda de mensagens. 
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5.2.1 Arquitetura do ambiente Arjuna 
Os módulos principais do sistema Arjuna estão representados na figura 5.2. O módulo 
RPC é utilizado para a execução de operações sobre objetos persistentes. O módulo 
Name Server mantém informação sobre a identificação (nomes) e localização de objetos. 
O módulo Atomic Action forma a interface de programação do ambiente. O módulo 
Object Store fornece um repositório de armazenamento estável para objetos . 
••• 
Figura 5.2: A arquitetura do sistema Arjuna 
Módulo RPC 
Arjuna adota o modelo cliente-servidor para estruturar os objetos persistentes de uma 
aplicação distribuída. Um servidor gerenciao estado de um objeto; ele define e executa 
operações que são exportadas para os clientes. Os clientes ativam essas operações no 
intuito de alterar o estado do objeto gerenciado pelo servidor. Todas as ativações de 
operações são implementadas como chamadas de procedimento remoto, cuja execução 
está a cargo do módulo RPC. 
O ambiente de programação Arjuna fornece um gerador de stubs [49, 50] que processa 
definições de classes C++ cujas instâncias são objetos remotos. O gerador de stubs é 
responsável pela geração dos códigos dos clientes e servidores mencionados acima. 
Módulo N ame Server 
Em Arjuna1 nomes são utilizados para fazer referência a objetos. Funções de gerência e 
resolução de nomes são necessárias para a implementação de sistemas computacionais em 
geral. A função de gerência mapeia nomes legíveis por usuários para identificadores únicos 
de objetos. A função de resolução mapeia o identificador único para a sua localização no 
sistema distribuído. 
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Módulo Atomic Action 
O módulo Atomic Action fornece a interface de programação do Arjuna. Os mecanismos 
necessários para a implementação de controle de concorrência, persistência, recuperação 
e controle de ações atômicas são ilustrados na figura 5.3. 
Figura 5.3: A hierarquia de classes de Arjuna no módulo Atomic Action 
Essas classes representam a estrutura interna do módulo Atomic Action. Para es-
truturar o seu programa como um conjunto de objetos atômicos, o programador declara 
instâncias da classe AtomicAction; as operações fornecidas por essa classe (begin, end 
e abort) são utilizadas para organizar ações atômicas, como ilustrado no programa 5.1. 
Os únicos objetos controlados pelas ações atômicas resultantes dessa estruturação são 
os objetos pertencentes ao Arjuna e os objetos cujas classes foram derivadas da classe 
LockManager (figura 5.3). 
Cbject obj~ct1; I• cria um11 Ín~tância de um objeto *I 
AtomicAction A; I• cria um11 insiàncill d11 claue AtomicAciion "-1 
A.Begin (); I• inicia a açã.o a.tómica •I 
objectl.Cp(); I• e:eoc"ta a./g11.ma opemçã.o no objeto ~1 
A.End(); I• confirmll a. II.Ç<Í<> atómic11. .. I 
Programa 5.1: Exemplo do uso de ações atômicas em uma aplicação 
Todas as classes de Arjuna são derivadas da classe abstrata StateManager cuJa 
função é a implementação dos mecanismos necessários à construção de objetos persistentes 
e ações atômicas. Em relação à propriedade de persistência, objetos em Arjuna podem ser 
de três tipos diferentes. Eles podem ser simplesmente recuperáveis, neste caso apenas é 
necessário manter informações apropriadas para a sua recuperação. Tais objetos possuem 
tempo de vida que não excede à aplicação que os criou. Objetos podem ser recuperáveis 
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e persistentes, neste caso o tempo de vida do objeto é suposto ser maior do que o tempo 
de vida da aplicação que o criou ou que o acessou, de modo que além da necessidade de 
manter informações para recuperação, é necessário ativar objetos (carregar algum estado 
persistente) e desativar objetos (salvar o estado do objeto em algum armazenamento 
persistente) no momento apropriado. Finalmente, objetos podem não possuir nenhuma 
dessas capacidades. Essas propriedades dos objetos devem ser indicadas quando o objeto 
é construído e não podem ser alteradas posteriormente. 
O controle de concorrência implementado pela classe LockManager fornece um con-
trole de concorrência padrão, mas que pode ser sobrecarregado, se necessário, para uma 
classe sendo implementada. O controle de concorrência padrão utilizado pelo sistema é o 
protocolo de trancas restrito e em duas fases (seção 3.1.2) seguindo a política de único-
escritor/vários leitores. Aquisição de trancas é feita pelo programador, desde que a classe 
LockManager não pode determinar se uma operação requer uma tranca para leitura 
ou para escrita. A liberação das trancas, no entanto, é controlada pelo sistema e não 
requer intervenção por parte do programador. Diferentemente de outros sistemas, tran-
cas em Arjuna não são tipos especiais do sistema. Ao invés disso, elas são simplesmente 
instâncias da classe Lock, que é também derivada da classe StateManager, de modo 
que trancas podem ser persistentes quando requisitadas. 
Módulo Object Store 
Este módulo fornece acesso a um serviço de gerência de estado persistente de objetos. 
O repositório de objetos armazena o estado passivo de objetos persistentes em memória 
estável. A representação do estado passivo dos objetos é independente de arquiteturas de 
máquinas, permitindo que estados de objetos sejam transportados sem problemas entre 
memórias estável e volátil, bem como em mensagens de comunicação entre máquinas. 
A classe ObjectState implementa tal representação, provendo operações para a mani-
pulação do estado persistente de um objeto. 
Um objeto persistente, que em dado momento não está em uso, é dito estar em estado 
passivo com seu estado residindo em um repositório de objetos em memória estável e é 
ativado sob demanda. Representações passivas de um objeto são mantidos como instâncias 
da classe ObjectState. O ciclo de vida fundamental (figura 5.4) de um objeto persistente 
em Arjuna é apresentado a seguir: 
1. o objeto está inicialmente passivo e está armazenado no repositório de objetos como 
uma instância da classe ObjectState. 
2. Quando requerido por uma aplicação, o objeto é automaticamente ativado através 
de sua leitura no repositório utilizando o método read....state. o· objeto é então 
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convertido de uma instância de ObjectState para um objeto ativo através do método 
restore....state do objeto em questão. 
3. quando termina o escopo de execução do objeto na aplicação, ele é desativado através 
de sua conversão de volta para uma instância de ObjectState utilizando o método 
save..state, que em seguida é armazenado de volta para o repositório de objetos 
utilizando o método write..state. 
' 
memória está:vel i memória Vt:llátil 
' ···-·-·"·---··-··-·· .. -··-··-··-··---··""""""""""""""""'"' 
! ' ! 
i : i 
' read_state ; restore_state 
~.--,Objec!Statc: 
' : 
' ' ....:~···~· ··;:.. i de:>atiW • ~ 
i _ .. ~~ .. -t·~-~ .. ~--·· .. ~-----....... , 
' ' ' ' ' ' 
ativo 
; writc:_s.~m,.;;-j'r--~o~b~j«<l~•~te save_statc: 
: : 
'·--·---""""""i""""'"""""""'-··----.. -· ............... , 
' 
Figura 5.4: Ciclo de vida de um objeto persistente 
Uma importante observação a ser feita é que as operações save_state e restore...state 
são métodos abstratos que fazem parte da interface da classe abstrata StateManager. 
Desta forma, o programador dos objetos deve prover a implementação destas operações. 
5.2.2 Gerador de stubs 
Dentro de um ambiente distribuído, aplicações acessam serviços (objetos) que são locais 
ou remotos em relação à máquina em que a aplicação está executando. Dado que objetos 
apenas são acessados invocando urna de suas operações, então acessar um objeto remoto 
requer um mecanismo que suporte a execução remota de uma operação. Isto efetivamente 
requer a implementação de um protocolo de comunicação responsável pela transferência 
ordenada do controle entre o chamador da operação (cliente) e algum servidor remoto 
que executará a operação. Além disso a transferência de controle deve também permitir a 
transferência de argumentos requeridos pela operação invocada e o retorno para o cliente 
de quaisquer resultados. Este mecanismo é denominado chamada de procedimento 
remoto (CPR) 1 (8] e representa urna extensão natural da noção tradicional de chamada 
de procedimento para o ambiente distribuído. 
! Em Inglês: Remate Procedure CaH (RPC) 
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Conceitualmente, uma aplicação distribuída consiste de diversos componentes dividi-
dos entre o processo cliente e um processo servidor remoto responsável pela execução das 
operações requisitadas localmente. Estes componentes são denominados: cliente, stubs 
do cliente, camada de transporte do mecanismo de chamada de procedimento 
remoto, stubs do servidor e o servidor. A figura .5.5 ilustra tais componentes. Ambos 
cliente e servidor são tipicamente projetados e implementados como se a aplicação fosse 
executar em um ambiente centralizado. É função dos stubs esconder a distribuição ine-
rente a este processo. Desde que a produção de tais stubs pode ser tediosa e complicada, 
o processo pode ser automatizado através do uso de um gerador de stubs [23, 49, 50]. Este 
analisa a descrição da interface entre o cliente e o servidor, escrito em uma Linguagem 
de Definição da Interface (LDI), e produz o código dos stubs requeridos em uma 
linguagem compatível. 
Figura 5.5: Chamada de procedimento remoto 
Em muitos sistemas [7, 8, 23] esta linguagem de descrição da interface tem uma sintaxe 
e uma semântica diferente da linguagem em que a aplicação está programada. Isto requer 
que o programador mapeie a interface original para a linguagem de definição de interface 
(LDI) antes de que o gerador de stubs possa operar. O gerador de stubs do Arjuna [49, 
50] não requer o uso de uma linguagem de descrição de interface distinta da linguagem 
em que a aplicação está implementada. Ele se baseia na observação que a interface 
do objeto já foi precisamente especificada (em C++) quando o objeto foi originalmente 
projetado com uma implementação não distribuída em mente. Isto naturalmente aumenta 
a transparência do sistema em que o programador necessita apenas produzir uma única 
descrição do objeto como se o sistema não fosse distribuído e confia no gerador de stubs 
para produzir a versão distribuída automaticamente. 
Interface com o mecanismo de chamada de procedimento remoto 
O código do stubs gerados utiliza apenas três classes corno sua interface com o mecanismo 
de chamada de procedimento remoto: ClientRpcManager, ClientRpc e ServerRpc. 
ClientRpc representa a visão do cliente do mecanismo de chamada de procedimento 
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remoto e provê operações para iniciar urna conexão (initiate), realizar uma chamada de 
procedimento remoto (call) e quebrar uma conexão (terminate). Analogamente, a visão 
do servidor é manipulado pela classe ServerRpc que provê operações para receber uma 
requisição de um serviço (getWork) e retornar os resultados (SendResult). Normal-
mente os stubs gerados não invocam diretamente as operações implementadas no cliente. 
Ao invés disso, é usada uma terceira classe denominada ClientRpcManager. O cons-
trutor desta classe invoca a operação initiate, enquanto seu destrutor invoca a operação 
terminate. Isto assegura que a conexão (desconexão) entre o cliente e o servidor é ma-
nipulado por apenas criar e remover instâncias da classe ClientRpcManager. 
Linearização dos parâmetros 
Implementar chamadas de procedimento remoto requer um mecanismo pelo qual argu-
mentos e resultados possam ser transferidos entre o cliente e o servidor. Isto tipicamente 
envolve empacotar os argumentos dentro de um buffer, transmitir este buffer e desempa-
cotar este buffer na máquina destino. Estas operações são freqüentemente denominadas 
de linearização e deslinearização2 dos parâmetros. 
O mecanismo de chamada de procedimento remoto utilizado em Arjuna é uma versão 
de Rajdoot [48], o qual foi projetado para uso geral e portanto não específico para uma 
linguagem. Como conseqüência, ele requer que o programador linearize explicitamente 
todos os parâmetros e resultados de uma chamada de procedimento remoto. Sobrecarga3 
de operações em C++ é usado para simplificar consideravelmente o código responsável 
pela linearização e deslinearização dos argumentos. Em particular, as operações > > e 
<<foram adotados para este propósito. Desta forma, <<é usado para linearizar argu-
mentos para buffers, e > > para deslinearizar resultados provenientes dos buffers. A classe 
RpcBuffer (programa 5.2) provê um conjunto de operações que permite a linearização e 
deslinearização de todos os tipos básicos de C++ (int, char, etc). A linearização de estru-
turas mais complexas é feita simplesmente por quebrar a estrutura em seus componentes 
e linearizar cada componente independentemente. 
Stubs do cliente e do servidor 
Para cada declaração de classe lida, o gerador de stubs produzirá (quando apropriada) a 
definição de duas novas classes. Estas definições de classes representam: 
• Uma classe de reposição (stub do cliente) para uso do programador no programa 
cliente. 
2 Em Inglês: marshalling e unmarshalling, respectivamente. 
3 Em Inglês: overloading. 
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• O stub do servidor responsável pela recepção das requisições de chamada de proce-
dimento remoto, deslinearização dos parâmetros, invocação da operação correta no 
servidor 1 e linearização dos resultados antes de retornar para o cliente. 





RpcBut'fer (Int32 initVaU; 
RpcBuffer (const RpcBni'fert copyFrom); 
RpcBuffer (const RpcBut'fert copyFrom, lnt32 initVill); 
virtual ~RpcBuffer O; 
f~ Sta:rda;rd marsha./ling operations *f 
RpcBuffert operator<{ (char); 
RpcBuffed operator<{ (unsigned char); 
RpcBuffert operator<{ (short); 
RpcBuft'ert operator<{ (unsigned short); 
f* Sta.rda.rd unmarsha/líng opera.tions ,.; 
RpcBuffert operator:> (char); 
RpcBui'fert operator:> (unsigned char); 
RpcBuffert operator:> (short); 
RpcBuffert operator::> (unsigned short); 
Programa 5.2: Interface da classe RpcBuffer 
Para propósitos de ilustração, descreveremos um exemplo que demonstra o funciona-
mento do gerador de stubs. A definição da classe ilustrada no programa 5.3 representa 
uma simples interface para uma pilha distribuída. Seus principais métodos são Push, 
que adiciona um elemento na pilha, Pop, que remove um elemento da pilha e Size, que 
retoma o tamanho da pilha. Três tipos de exceções podem ser levantadas pelos métodos 
desta classe. N otDone é levantada quando a ação atômica não é confirmada, devido 
a algum imprevisto como, por exemplo1 não obter a tranca no objeto. StackEmpty 
é levantada no momento em que se tenta remover um elemento em uma pilha vazia e 
StackFull é levantada no momento em que se tenta adicionar um elemento em uma pilha 
cheia. 
O gerador de stubs no momento que processa esta declaração de classe produz o stub 
do servidor, ilustrado no programa 5.4 e o stub do cliente, ilustrado no programa 5.5. 
O stub do cliente tem o mesmo conjunto de operações públicas que a classe original. In-
ternamente a implementação da classe é totalmente diferente. Apenas variáveis pertinen-
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01. e num stackOutcoma { stack.Iull, stack...!!mpty, not..done, done } ; 
02. 
03. cla.ss Stack : public Lockllanager 
04. { 
05. public: 
06. Stack() throv(ll'otOonel; 
07. "'StackO; 
08. 
09. void Push(int va.lue) tbrov (lotDone, StackFull); 
10. void Pop Cintt va1ue) throv (lotDonn, StackEmpty); 
11. void Sil:e Cintt size) thro11 (lotDon\1); 
12. 
13. virtual Boolean save..state(ObjectStatd: os, Object'l'ype ot); 
14. virtual Boolean rastore.state(Objectstatet os, Object'l'ype ot); 
15. virtual const 'l'ypel&llle typeO const: 
16. private: 
17. int va1ues[stackSize]; 
18. int top: 
19. } ; 
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tes ao estabelecimento e à manutenção da conexão entre o cliente e o servidor estão presen-
tes. Todas as operações são reimplementadas para realizar a linearizaçãofdeslinearização 
dos argumentos e a invocação da chamada de procedimento remoto. 
Analogamente, o stub do servidor (programa 5.4) tem as operações que correspondem 
àquelas encontradas na classe original exceto que cada uma é responsável pela linea-
rização/deslinearização dos parâmetros e invocação da equivalente operação no servidor 
(objeto real). Cada método nesta classe possui o mesmo conjunto de argumentos. O pri-
meiro é um ponteiro para o objeto a ser manipulado. O segundo e o terceiro são instâncias 
da classe RpcBuffer onde os argumentos e os resultados são linearizados/deslinearizados, 
respectivamente. Todos os nomes dos métodos nesta classe são gerados por combinar o 
original nome com um valor hash computado a partir da assinatura do método original 
(nome da classe, nome do método, e o tipo dos paràmetros). Este esquema assegura 
que aquelas operações sobrecarregadas na classe original são corretamente resolvidas no 
servidor. O valor hash computado é também usado para determinar qual operação que 
será invocado no servidor. 
A implementação do stub do cliente gerado para cada operação segue o seguinte padrão: 
linearização dos parâmetros, envio da invocação, espera da resposta, deslinearização dos 
resultados, e retorno dos resultados para o cliente. A implementação do método Pop pre-
sente no stub do cliente é ilustrado no programa 5.6. Tal método tem uma correspondente 
implementação no stub do servidor (programa 5.7). O stub do servidor é responsável pela 
invocação da equivalente implementação do método no servidor (programa 5.7, linha 11). 
A implementação deste método no servidor é ilustrada no programa 5.8. 
5.2. Descrição do modelo de integração proposto 
01. class ServerSta.clt: public Serverloclt!lanagar 
02. { 
03. public: 







..... ServerStack O; 
void serve (int, char .. ,.) ; 
Int32 dispa.tci\ToCla.ss (LocalStaclt*, Int32, RpcBuffert, RpcBuffert) ; 
















Int32 Stack217922198(Loca1Staclt *, RpcBuf:fert, RpcBuffart) ; 
Int32 Stacii:268188406(Loca.1Stack ,. , RpcBuffart, RpcBuffert) ; 
Int32 Pusi\22S344217(Loca1Staclt *• RpcBuffert, RpcBu:f:fert); 
Int32 Pop220180345(LocalSta.clt *• RpcBu:ffert, RpcBuf:fert); 
Int32 Size192064137(Loca1Stack •, RpcBuf:fert, RpcBu:f:fert); 
Int32 sa.ve-'lõta.te142118501(Lcca1Staclt ,. , RpcBuffert, RpcBuffert) ; 
Int32 restore..sta.te11838581(LocalStaclt •, RpcBu:f:fart, RpcBu:f:fart); 






Programa 5.4: Interface do stub do servidor 





RemcteStadt ( ClientRpc!lanagar *cRpcl!an ) tllro11 (lctDona ) : 
-RemotaStack ( ) ; 
06. void Push ( int ) throw (lotDone , Stack.Full ) ; 
07. void Pop ( intt ) tllro11 (lotDona , StacltEmpty ) ; 
08, void Size ( intt ) thro!l (lotDone ) ; 
09. virtual Boolea.n sa.ve-'lõta.te ( ObjectStatet , ObjectType ) : 
10. virtual Boolean restora..state ( ObjectStatet , ObjectType ) : 
11. virtual const Typeleme type ( ) const ; 
12. protected: 
13. RellloteStack(const ClientRpdlanagert, const RpcBu:f:ferl:); 
14. private: 
15. ClientRpcl!anager _clientl!anager; 
16. RpcBuffar ..myHashVal; 
17. } ; 
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5.2. Descrição do modelo de integração proposto 
01. void RemoteSta.ck: :Pop ( int.t va.lue) thro11 (llotDone , Sta.ckEmpty) 
01. { 
02. RpcBuffer rvBuffer; 
03. RpcBuffer ca.llBuffer(.lllyHa.shVal); 
04. RpcBuffer replyBuffer; 
05. RPC.Status rpcStatus = OPER_UJIKJfOIIll: 
06. lnt32 :5erverStatus " OPER..IBVOKED..OK; 
07. 
08. ca.llBuf"Ter < tva.lue; 
09. 
10. rpcStatus = ..client!!ana.ger.ca1H22018034S, ca.llBuffer, serverStatus, replyBuffed: 
11. if (rpcStatus == OPER.J>OBE) 
12. { 
13. int~ valuePtr = l:va1ue; 
14. r11plyBuffer ;):> val1111Ptr; 
15. switch(serverStatus) 
16. { 
17. case OPER...IIVOKED..OK: 
18. break; 
19. case EXCEPTIOI.ltAlSEO: 
20. { 
21. int eJtceptionllumb\lr =O; 
22. replyBuffer :> rvBuffer: 
23. rvBuffer :> exceptianlwnber; 
24. switch (exceptioniumber) 
25. { 
26. case 0: 
27. { 
28. lotDone eType = -1: 
29. rvBufi'ar :> eType: 
30. throv eType; 
31. } 
32. case 1: 
33. { 
34. StackEmpty eType = -1; 
3:). rvBu:f:fer > eType; 










46. -Clientl!ana.ger. rpcAbort CrpcStat1:1s, serverStatus) ; 
47. } 
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01. Int32 ServerStack: :Pop220180345 (l.ocalStack • theObject, RpcBuffer.t 11ork, RpcBuffer.t result) 
02. { 
03. RpcBuffer rvBuffer: 
04. Int32 errCode = OPER.liVOKEDlllt; 
05. int .. value "' O: 
06. 11ork » v alue: 






13. catch (lotDone .Ex-.OJ 
14. { 
15. rvBuffer < O; 
16. rvBuffer < ...Ex.!L: 
17. errCode = EXCEP1'IOIUI.AISED; 
18. } 
19. catch (StackEmpty ...Ex ... L) 
20. { 
21. rvBuffer < 1: 
22. rvBuffar < ..Ex...i ... ; 
23. errCoda = EXCEPTIOI.RAISED; 
24. } 
25. catch(. .. ) 
26. { 
21. arrCode = UIEXPECTED.EXCEPTIDI: 
28. } 
29. result < value: 
30. ií {rvBuf:fer.lengthO > 0) 
31. result < rvBuffer; 
32. } 
33. else 




38. ií(vork. shouldPack( v alue)) 
39. detete value; 
40. return orrCod&; 
41. } 
Programa 5.7: Implementação do método no stub do servidor 
5.2. Descrição do modelo de integração proposto 
01. void Stack::Pop <intJ: value) throw (llotDone,StackEmpty) 
02. { 
03. AtomicAction A; 
04. A.BeginO; 
os. 
06. ií (setlock(new t.ock(IIRITEl, 0) == GRAITED) 
07. { 
08. ií (top > 0) 
09. { 
10. top--; 
11. value = values[top]; 
12. 











I I AA na.o conjirm!lda. 
lotDone not..done; 
thrcw not ..dona; 
24, A.AbortO; 
25. 
26, I I tentativa de retinr elemen!o em uma pilha va.zia 
27. 
28. StackEmpty stack..empty; 






"· 36. I I AA a.horl!lda. ·> WRlTE lock negado 
,7. 
38. lotDone not..done; 
39. throll not ..dona; 
40. } 
41. } 
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5.2. Descrição do modelo de integração proposto 
5.2.3 Tratamento de exceções 
O Arjuna utiliza o mecanismo de tratamento de exceções implementado em C++ (descrito 
na seção 4.2.3). Mas isto não é suficiente, pois se uma exceção é levantada e o tratador 
associado não é local, então deve existir um mecanismo que propague a exceção para o nó 
onde se encontra o seu tratador. Este serviço é realizado pelo gerador de stubs no momento 
em que os códigos dos servidores e dos clientes são produzidos. Como a comunicação é 
baseada na chamada de procedimento remoto, a exceção pode ser enviada como retorno 
da chamada de procedimento remoto (figura 5.6). 
try{ 
... Servidor catch (x) aientc ... 
""~· ... 
... 
} -· ( ... ) ""=• 
I n.amada de Procedimento Remoto I 
Figura 5.6: Tratamento de exceções em Arjuna 
As exceções que podem ser levantadas por um método são declaradas na interface 
da classe (programa 5.3, linhas 09-11). Para cada exceção que pode ser levantada pelo 
método, o gerador de stubs produz o código necessário para o tratamento de exceções. Ex-
ceções levantadas por um método são tratadas exatamente como parâmetros de retorno 
e têm as mesmas restriçõesi isto é, devem ser linearizadas e então enviadas para o cliente 
como parte do retorno da chamada de procedimento remoto (programa 5.7, linhas 13-24). 
Quando recebido no cliente, a exceção é deslinearizada e então re-levantada (programa 5.6, 
linhas 19-40). Sob este ponto de vista, exceções são retornadas como um par indicando 
qual exceção foi levantada, seguida da representação dela mesma (um objeto em C++). 
Desta forma, os resultados enviados pelo servidor contêm ou o valor correto computado 
ou a exceção. O status do servidor indica o que foi retornado (programa 5.6, linha 15). 
Problemas surgem com métodos que não têm a especificação das exceções na sua 
assinatura. O mecanismo de tratamento de exceções em C++ [59] especifica que isto 
significa que este método pode levantar qualquer tipo de exceção. Desde que exceções 
devem obedecer às mesmas regras que os parâmetros, as exceções que não foram declaradas 
na assinatura do método não são tratadas da mesma forma que as exceções declaradas. 
Ao invés disso, o código do servidor estabelece um tratador genérico que simplesmente 
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retoma a constante UNEXPECTED_EXCEPTION que informa que uma exceção não 
declarada na assinatura foi levantada (programa 5.7, linha 24-27). 
Antes do método levantar uma exceção é necessário que a ação atômica seja abortada 
e conseqüentemente que o estado do objeto seja restaurado. Após a ação atômica ter sido 
abortada é que a exceção é levantada e o fluxo de execução é passado para o tratador 
associado a esta exceção. 
5.3 Sumário 
Apresentamos neste capítulo, baseado no estudo do modelo de objetos e ações apresentado 
no capítulo 3 e no levantamento bibliográfico dos mecanismos de tratamento de exceções 
apresentado no capítulo 4, uma proposta de extensão ao modelo de objetos e ações com 
objetivo de integrar os mecanismos de recuperação de erros. Esta extensão consiste em 
permitir que exceções sejam levantadas por ações atômicas. 
Discutimos na seção 5.1, três diferentes abordagens que poderiam ser utilizadas para 
implementar a integração dos mecanismos de recuperação de erros em um ambiente com-
putacional composto de objetos, ações atômicas e exceções. Entre as três abordagens 
discutidas, a escolhida para nossa implementação consiste em abortar a ação atômica a 
cada vez que uma exceção é levantada. A principal desvantagem desta abordagem em 
relação as demais é o esforço computacional perdido na restauração do estado do objeto, 
pois esta é desnecessária. No entanto, as outras duas abordagens são intrusivas pois a sua 
implementação apenas seria possível se o mecanismo de validação da ação atômica fosse 
reimplementado. 
Descrevemos na seção 5.2, o ambiente alvo de nossa integração. Arjuna [56] é um 
sistema de programação orientado a objetos, totalmente implementado em C++ [59]. O 
modelo de objetos e ações empregado fornece uma estrutura natural para o desenvolvi-
mento destas aplicações. O sistema Arjuna torna disponível ao usuário como linguagem 
de programação a linguagem C++, sem, no entanto, alterá-la ou estende-la. Toda fun-
cionalidade de Arjuna é fornecida através de classes, ou seja, além de suportar o modelo 
de computação orientada a objetos, toda a sua estrutura interna é também orientada a 
objetos. 
O Arjuna utiliza o mecanismo de tratamento de exceções implementado em C++ 
(descrito na seção 4.2.3). Mas isto não é suficiente, pois se uma exceção é levantada e o 
tratador associado não é local, então deve existir um mecanismo que propague a exceção 
para o nó onde se encontra o seu tratador. Este serviço é realizado pelo gerador de 
stubs [49, 50] no momento em que os códigos dos servidores e dos clientes são produzidos. 
Como a comunicação é baseada na chamada de procedimento remoto [8], a exceção pode 
ser enviada como retorno da chamada de procedimento remoto. 
Capítulo 6 
Validação do modelo proposto 
O modelo de integração proposto neste trabalho foi validado através da construção de 
aplicações que necessitam tanto do mecanismo de recuperação de erros por avanço quanto 
por retrocesso. Estas aplicações foram modeladas utilizando uma metodologia orientada 
a objetos [54] e suas classes são atômicas, isto é, métodos que operam em objetos são 
executados como ações atômicas. Utilizamos o ambiente de programação Arjuna (seção 
5.2) para implementar as aplicações descritas neste capítulo. 
As aplicações descritas neste capítulo necessitam da integração dos mecanismos de 
recuperação de erros pois podem provocar efeitos no mundo externo. Neste caso, se ocorre 
alguma situação excepcional, então não existe uma forma de retrocedermos totalmente o 
sistema e portanto a recuperação de erros por avanço é necessária. Ações atômicas são 
utilizadas para prover recuperação por retrocesso e exceções para prover a recuperação 
de erros por avanço. 
6.1 Controle de um misturador 
Esta aplicação descreve um misturador de produtos químicos líquidos [15]. O controlador 
do rrústurador é responsável por três funções principais: (i) movimento sincronizado das 
esteiras rolantes, (ii) movimento sincronizado dos braços mecânicos que manipulam os 
recipientes que recebem os produtos químicos e (iii) controle da qualidade da mistura 
realizada. 
O misturador (figura 6.1) funciona da seguinte maneira: recipientes vazios são depo-
sitados no extremo esquerdo da esteira rolante principal. Quando o recipiente passa sob 
os bicos dos reagentes, eles são abertos e depositam uma quantidade pré-programada de 
reagente no interior do recipiente. Em seguida, sensores verificam a qualidade da mis-
tura. Se a mistura não passa no controle de qualidade, então o controlador aciona o 
braço mecânico para que ele mova a mistura defeituosa para a esteira de reciclagem. Os 
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(o) (o) 
Figura 6.1: Controle de um misturador 
recipientes removidos do misturador (esteira rolante principal) são depositados em uma 
outra esteira rolante, que os levará ao sistema de reaproveitamento de recipientes. Outras 
situações excepcionais (e possivelmente, outros tipos de exceções) poderiam ser identifi~ 
cadas nesta aplicação, porém em nossa implementação estamos apenas interessados em 
tratar as situações excepcionais relacionadas ao controle de qualidade da mistura. 
-
Figura 6.2: Modelagem da aplicação de controle de um misturador 
A modelagem dessa aplicação é ilustrada na figura 6.2 e a hierarquia de exceções na 
figura 6.3. 
• A classe Control é um agregado das classes Pipe, Conveyer e Arm. Esta classe 
implementa o controlador do misturador. 
• A classe Pipe é responsável por depositar os produtos químicos nos recipientes 
que estão sendo processados ao longo da esteira. Cada instância desta classe tem 
uma vazão que representa o volume de produto químico que será depositado em um 
intervalo de tempo. Após cada depósito de produto, é verificado se a quantidade 
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Figura 6.3: Hierarquia de exceções da aplicação de controle de um misturador 
do produto químico depositado no recipiente excede a quantidade prevista. Se a 
quantidade excede, esta mistura é considerada defeituosa e portanto, o recipiente 
que a contém deve ser cuidadosamente removido. Esta tarefa é realizada pelo braço 
mecânico (instância da classe Arm). 
• A classe Conveyer representa as esteiras rolantes. Uma esteira rolante é constituída 
por um conjunto de recipientes (instâncias da classe Container). Nesta aplicação 
existem duas esteiras rolantes (isto é, instâncias dessa classe): a que denominamos de 
Normal que contêm misturas não defeituosas e a esteira Excepcional que contêm 
misturas defeituosas. 
• A classe Arm é responsável por retirar os recipientes que possuem misturas defei-
tuosas da esteira Normal e colocar estes na esteira Excepcional. 
• A classe Container representa os recipientes presentes nas esteiras onde são de-
positados os produtos químicos. Cada recipiente possui uma mistura (isto é, uma 
instância da classe Mixture). Uma mistura é um conjunto de produtos químicos. 
• A classe Chemical representa os produtos químicos que são depositados nos reci-
pientes. 
• Uma instância da classe ContainerException é levantada pela instância da classe 
Pipe quando este detecta que um determinado recipiente possui uma mistura de-
feituosa. Em nossa implementação se a quantidade de um determinado produto 
químico excede em 5% a quantidade prevista, a mistura é considerada defeituosa, 
e portanto deve ser removida. Como já descrito, esta. remoção é realizada por um 
braço mecânico. Isto é, o tratamento desta exceção consiste em ativar o braço 
mecânico e solicitar que este retire o recipiente que contêm a mistura defeituosa. 
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O comportamento desta aplicação é ilustrado no programa 6.1. Tal comportamento 
consiste em repetir continuamente os seguintes passos: 
• Adicionar à esteira Normal um recipiente vazio (linhas 05-06). 
• Abrir as válvulas dos objetos Pipe (linhas 08-13). 
• Depositar os produtos químicos no recipiente (linhas 14-62). A implementação do 
método Deposit da classe Pipe é ilustrada no programa 6.2. Este método sim-
plesmente solicita que uma certa quantidade (sua vazão) do produto químico seja 
depositado no primeiro recipiente presente na esteira Normal (programa 6.2 1 linha 
11). Se a quantidade depositada de cada produto químico depositado não excede 
em 5% a quantidade prevista 1 as válvulas dos objetos Pipe são fechadas (programa 
6.1, linhas 26-30). Caso contrário, a exceção ContainerException é levantada 
(programa 6.2 1 linhas 19-22). O tratamento para esta exceção consiste em retirar 
o recipiente da esteira Normal e colocar este na esteira Excepcional. Esta tarefa 
pode ser dividida nos seguintes passos: 
Posicionar o braço mecânico na esteira Normal (programa 6.1 1 linhas 47-48). 
Retirar o recipiente da esteira Normal (linhas 50-53). 
Posicionar o braço mecânico na esteira Excepcional (linhas 55-56). 
Colocar o recipiente na esteira Excepcional (linhas 58-61). 
• Após os produtos químicos terem sido depositados no recipiente e as posstvets 
exceções terem sido tratadas, é solicitado aos objetos Conveyer que avancem em 
uma posição (linhas 63-64). 
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01. void Control::Run () 
02. { 
03. while ( TRUE J 
04. { 
05. cout <"Adicionando um container vazio .... \n" <: cflush; 
06. _conveyer [ O J--Add O; 
07. 
08. íor ( i ,. O; i < lumProdutos; i++ ) 
09. { 
10. cout <"Abrindo Pipe (Produto"<: Produtos (i]<:" ) ... \n" <: flush; 
11. ..Pipa [i ]-+Open ( Qtde [i]); 
12. Finished [ i ] = FALSE; 
13. } 
14. AllFinished = FALSE; 
15. 
16, cout <: "Depositando .... \n\n" < flush; 
11. 
18. try { 


















for ( i = O; i < lumProdutos; i++ ) 
{ 
) 
ií ( !Finished [ i ] ) 
Finished [ i ] = _Fipe [ i 1--D<~posit ( retorno ) ; 
if ( Finished [ i ] ) 
{ 
) 
cout < "Fechando Pipe ( Produto " < Produtos [ j ] < " ) .. , \n" < flush; 
.,Pipe [ j J--Close (); 
íor ( AllFii\ished = TRUE, k =O; (k < lumProdutosl tt AllFinish<!d k++ ) 
AllFinished '" (AllFinished t.t Finish<!d [ k ] } : 
37. catch ( ContainerException) 
38. { 
39. cout < "Erro. Exceção Levantada ... llatirando container falho .... \n\n" <: :flush; 
40. 
41. íor { i = O: i < lumProdutos; i+-i> J 





cout <"Fechando Pipa C Produto"< Produtos [i] < " ) ... \n" < flush; 
.Pipe ( i }-.Close O; 
47. cout <"Posicionando o braço no Connyer lormal ... \n\n" < flush; 
48. J.rm-+Posicion<~ ( !fORMAL ) ; 
49. 
50. cout < "Retirando o Container defeituoso ... \n\n" < flush; 
51. .Arm--Do11n (); 
52. J.rm-+Close ( _Container_); 
53. ..Arm-.Up O; 
54. 
55. cout < "Posieionando o brac:o no Conveyar Excepcional ... \n\n" <t: flash; 
56. .Arm--Pasicione ( EXCEPCIOIIAL ) ; 
57. 
58. cout <: "Depositando o Container defeituoso na Conveyar Excepcional ... \n\n" <: :flush; 
59. J.rm--Dolln O; 
60. J.rm.,...Open ( ..Container_ J; 
61. J.rm.,...Up O ; 
62. } 
63. _Conveyer [ O J ->Golext O; 
64. _Conveyer [ 1 ]-->Galext O; 
65. } 
66. } 
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01. Boolean Pipe: :Depo:oit ( float tntorno) thro11 (Conta.inerExc:eption, AAExc:eption) 
02. { 
03, float per..erro; 
04. 
05. Boolean res; 
06. 
07. //Deposita. o produto no ConYeyer. Se a. q1tantida.de de produto depoJÍta.do for ma.ior Q1te a. ta.xa. de erro, 
08. // entio 1tm<1 exceção é levantada. A cada chamada d"st" mêtodo, de depo,ita. uma quantidade de produto 
09. // igual a. 3Ua vazã:o. 
10. 
11. .Conveyer-Deposite ( O, Produto, Vazao , retorno ) ; 
12. 
13, if ( r&torno >= Quantidade ) 
14. { 
15. per ..erro= (( retorno f Quantidade) - 1 ) '" 100; 
16. 
17. //Se <1 porcentagem de erro for maior que "5%" ent<>o uma exce~rio é /evantad<>. 
18. 
19. ií C per.erro > S ) 
20. throv Conta.inerExceptian ( retarna ) ; 
21. else 
22. res = TRUE; 
23. } 
24. else 
25. res = FAtSE; 
26. 
27. return ns; 
28. } 
Programa 6.2: A implementação do método Pipe::Deposit 
6.2. Controle de mineração de carvão s:J 
6.2 Controle de mineração de carvao 
Esta aplicação foi descrita por Shrivastava et al. [57] (figura 6.4). Uma bomba é utili-
zada para bombear a água que se originou do processo de extração do carvão e que se 
acumulou em um reservatório. Além de produzir água, o processo de extração do carvão 
também libera uma certa quantidade de gás metano. A bomba é acionada através de 
uma chave presente na sala de controle. Uma vez acionada, ela trabalha automatica-
mente, controlada por sensores presentes no reservatório que indicam quando o nível da 
água está baixo ou alto. Quando o nível da água atinge um limite mínimo, a bomba fica 
desligada enquanto o nível da água não alcançar um nível considerado alto. Assim que o 
nível máximo é atingido, a bomba é religada. Por razões de segurança, a bomba não deve 
estar funcionando quando, por exemplo, a quantidade de gás metano no ar excede um 
certo limite, pois haveria risco de acontecer uma explosão. Quando os sensores indicam 
que a quantidade de gás metano presente excede um certo limite, a bomba é desligada, se 
esta estiver ligada, e é ativado um exaustor de gás com o objetivo de remover o excesso 
de gás metano presente. 
I Sala de Controle I 
Seusor de Metano Monitorização do 
Ambiente 
Bomba f=- I 
Controle da Bomba 
SellllOt' de nível alto de água 
- ----------------- ----
Sen:sor de nível bah:o de água 
Figura 6.4: Controle de processos em uma indústria de mineração de carvão 
A modelagem dessa aplicação é ilustrada na figura 6.5 e a hierarquia de exceções na 
figura 6.6. 
• A classe Control é um agregado das classes Arm, Pump, Exhauster, Reservoir 
e Senso r. Esta classe é responsável pelo controle da aplicação. 
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Figura 6.5: Modelagem da aplicação de controle de mineração de carvão 
• A classe Arm representa um braço mecânico que é usado para extrair minérios de 
carvão. Como conseqüência de sua operação, uma certa quantidade de água e gás 
metano é produzida e depositada no reservatório. 
• A classe Pump representa uma bomba que é utilizada para extrair a água presente 
no reservatório. A bomba é acionada no início da execução da aplicação. Uma 
vez acionada, ela trabalha automaticamente, controlada por sensores presentes no 
reservatório. Isto é, ela estará ligada ou desligada dependendo do que os sensores 
indicam. 
Figura 6.6: Hierarquia de exceções da aplicação de controle de mineração de carvão 
• A classe Exhauster representa um exaustor de gás responsável por retirar a quan-
tidade de gás metano excedente. O exaustor é acionado quando os sensores indicam 
que a quantidade de gás metano excede um certo limite. Uma vez acionado, ele 
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é apenas desligado quando os sensores indicam que a quantidade de gás metano 
presente não é mais considerada perigosa. 
• A classe Reservo ir representa o reservatório onde uma certa quantidade de água e 
de gás metano encontra-se depositada. 
• A classe Sensor representa os sensores presentes no reservatório. Existem dois tipos 
de sensores: Sensores de nível de água que indica quando a quantidade de água 
presente no reservatório está alta ou baixa e Sensores de quantidade de gás que 
indica quando a quantidade de gás metano é considerada alta ou baixa. Exceções 
são levantadas quando os sensores indicam que a quantidade de água ou de gás 
metano é considerada alta ou baixa. 
O comportamento desta aplicação é ilustrado no programa 6.3. Tal comportamento 
consiste em repetir continuamente os seguintes passos: 
• O braço mecânico extrai carvão produzindo água e gás metano (programa 6.3, linha 
08). A implementação deste método é ilustrado no programa 6.4. Este método 
simplesmente solicita que uma certa quantidade de água e de gás metano sejam 
depositados no reservatório. O método Pan pode levantar dois tipos de exceções: 
HighWaterException é levantada quando o sensor detecta que a quantidade de 
água existente no reservatório está alta (linhas 08-11) e HighMethaneException 
quando o sensor detecta que a quantidade de gás metano está alta (linhas 13-16). 
O tratamento destas exceções é ilustrado no programa 6.3. O tratamento para a 
exceção HighWaterException consiste em ligar a bomba para retirar a quantidade 
de água excedente (linhas 10-14). O tratamento para a exceção HighMethaneEx-
ception consiste em desligar a bomba, se esta estiver ligada (linhas 17-21), ligar o 
exaustor e enquanto os sensores não indicarem que a quantidade de gás metano está 
baixo, retirar a quantidade de gás metano excedente no reservatório (linhas 23-38). 
A implementação do método Remove da classe Exhauster é ilustrada no programa 
6.5. Este método simplesmente solicita que uma certa quantidade de gás metano 
seja retirado do reservatório. O método Remove pode levantar apenas um tipo 
de exceção: LowMethaneException é levantada quando o sensor detecta que a 
quantidade de gás metano está baixa (linhas 08-11). O tratamento desta exceção é 
ilustrado no programa 6.3 e consiste em apenas desligar o exaustor (linhas 34-38). 
• Após o braço mecânico ter extraído carvão e as possíveis exceções terem sido trata-
das, solicita-se à bomba, se esta estiver ligada, que retire uma certa quantidade de 
água do reservatório (programa 6.3, linhas 42-43). A implementação deste método é 
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ilustrado no programa 6.6. Este método simplesmente solicita que uma certa quan-
tidade de água seja removida do reservatório. O método Remove pode levantar 
apenas uma exceção: LowWaterException é levantada quando o sensor detecta 
que a quantidade de água está baixa (linhas 08-11). O tratamento desta exceção é 
ilustrado no programa 6.3 e consiste em apenas desligar a bomba (linhas 45-49). 
6.2. Controle de mineração de carvão 
01. void Contro1: :Run () 
02. { 
03. while ( !RUE ) 
04. { 
05. cout <( "R.eservatorio: H20 -> "< QtdeH20 < "CH4 -> " < QtdeCH4 <: "\n"; 
06. 
07. try { 
08. -A.rm~Pan (QtdeH20, QtdeCH4); 
09. } 
10. catch (HighllaterException) 
11. { 
12. cout <C "\nExceção Levantada ... Hig-hllaterixception ... Lig-ando a bomba ... \n\n"; 
13. .l'ump-->TurnOnO; 
14. } 
15. catch (Hig-hlhtha.neException) 
16. { 






cout <( "\nExceção Levantada ... HighMethaneException.,, Deslig-ando a bomba.,, \n"; 
.Pwnp-TurnattO; 













cout <C "Reservatorio: H20 ->" <C QtdeH20 <(" CH4 -> " <C QtdeCH4 <C "\n"; 
..Exha.uster....,.Remove(QtdeCH4); 
34. catch ( Lo'ii'll:ethaneException ) 
35. { 





41. t~y { 
42. if (.Pump-IsTurnedOnO == TR!JE) 
43. .l'ump-->l\<!move(Qtd<!H20); 
44. } 
45. catch (Lo'ii''ila.terExceptionl 
46. { 
47. cout <: "\nExceção Levantada ... Loll'llaterException ..• Desligando a bomba ... \n\n"; 




Programa 6.3: Descrição do comportamento da aplicação PumpControl 
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05. ..Reservair-+Add ( VazaoH20 , VazaoCH4, retH20, retCH4 ) ; 
06. } 
07. 
08. ií Cretll20 ~ IndiceAguaAlto) 
09. { 
10. throv HighllatarException C ret1120 ) ; 
11. } 
12. 
13. if CretCH4 ?: Indicelletano.Hto) 
14. { 
15, throv HighllethaneException C retCH4 ) ; 
16. } 
17. } 
Programa 6.4: A implementação do método Arm::Pan 




05. ..Reservnir....,.subtrac;t ( hnoCIH , retCHi ) ; 
06. } 
07. 
08. if (retCH4 ::;; IndiceGasBaixo) 
09. { 
10, throw LowllethaneException ( retCH4 ) ; 
11. } 
12. } 
Programa 6.5: A implementação do método Exhauster::Remove 














throli' Lov\laterException C ret1120 ); 
Programa 6.6: A implementação do método Pump::Remove 
ss 
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6.3 Controle de chamadas telefônicas 
Esta aplicação foi descrita por YVaterworth [61] e consiste em controlar a comunicação 
bidirecional entre dois aparelhos telefônicos (figura 6.7). Os aspectos estruturais desta 
aplicação são as seguintes: 
1. cada pessoa tem um nome que unicamente a identificai 
2. cada pessoa tem um conjunto de aparelhos telefônicos i 
3. cada aparelho telefônico pertence a apenas uma pessoa; 
4. duas pessoas se comunicam usando um par de aparelhos telefônicos inter-conectados; 
5. cada par de aparelhos telefônicos inter-conectados é controlado por um controlador 
de chamada. 
'""' Podro 
CC CC CC= Controlador de Chamada 
Figura 6.7: Controle de chamadas telefônicas 
A modelagem dessa aplicação é ilustrada na figura 6.8 e a hierarquia de exceções na 
figura 6.9. 
• A classe Person representa o conjunto de pessoas que desejam se comunicar usando 
os aparelhos telefônicos. 
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Figura 6.8: Modelagem da aplicação de controle de chamadas telefônicas 
• A classe Intercom representa os aparelhos telefônicos. A máquina de estados que 
representa o comportamento dos objetos pertencentes a esta classe é ilustrada na 
figura 6.10. Nesta figura cada círculo representa um possível estado do objeto e as 
setas os métodos pertencentes a esta classe. Tais métodos provocam a mudança de 
estado no objeto. A execução de tais métodos pode invocar alguns dos métodos do 
controlador de chamada (figura 6.11). Os métodos do controlador de chamada que 
serão invocados aparecem entre parênteses ao lado do método do aparelho telefônico 
que O lUVOCOU. ,_, 
~ D ,_..,,,. .. _, 
Figura 6.9: Hierarquia de exceções do controle de chamadas telefônicas 
• A classe CallController representa o controlador de chamadas que é responsável 
por controlar a comunicação entre os aparelhos telefônicos. A máquina de estados 
que representa o comportamento destes objetos é ilustrado na figura 6.11. Cada 
círculo representa um possível estado do objeto e as setas os métodos pertencentes 
a esta classe. Tais métodos provocam a mudança de estado no objeto. A execução de 
tais métodos pode invocar alguns dos métodos do aparelho telefônico. Os métodos 
do aparelho telefônico (figura 6.10) que serão invocados aparecem entre parênteses 
ao lado do método do controlador de chamada que o invocou. 















Figura 6.10: Máquina de estados dos objetos Intercom 
O comportamento desta aplicação é descrita abaixo: 
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• Uma chamada é iniciada ao se retirar do gancho um dos aparelhos telefônicos (LIFT 
é invocado no momento em que o estado do objeto é IDLE, figura 6.10). Neste caso, 
o controlador de chamada é notificado que um aparelho telefônico deseja iniciar 
uma conexão (START_CALL é invocado, figura 6.11). Este método é invocado 
pelo aparelho telefônico que deseja iniciar uma conexão no momento em que este é 
retirado do gancho. Ao receber esta notificação, o controlador de chamada notifica 
ao correspondente aparelho telefônico que uma conexão é desejada ( START _RING 
é invocado, figura 6.10). 
• Um pedido de chamada é respondido ao se retirar do gancho o aparelho que está 
soando uma campainha (LIFT é invocado no momento em que o estado do objeto 
é CALL_COMING...IN, figura 6.10). Neste caso, o controlador de chamada é 
notificado que o aparelho telefônico deseja responder ao pedido de conexão (ANS-
WER_CALL é invocado, figura 6.11). Este método é invocado pelo aparelho te~ 
lefônico que deseja responder a um pedido de conexão no momento em que este é 
retirado do gancho. 















Figura 6.11: Máquina de estados dos objetos CallController 
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• Uma chamada é terminada por colocar no gancho um dos dois aparelhos telefônicos 
que estão participando da conexão (DROP é invocado no momento em que o es-
tado do objeto é CALLJN_FROGRESS1 figura 6.10). Neste caso 1 o controla-
dor de chamada é notificado que um dos aparelhos telefônicos deseja encerrar a 
conexão (CLEAR_CALL é invocado no momento em que o estado do objeto é 
CALLJN-.PROGRESS, figura 6.11). Ao receber esta notificação1 o controla-
dor de chamada notifica ao correspondente aparelho telefônico que a desconexão é 
desejada (DISCONNECT, figura 6.10). 
• O pedido de desconexão é respondido por colocar no gancho o aparelho telefônico 
(DROP é invocado no momento em que o estado do objeto é CALL_IN _FRO-
GRESS1 figura 6.10). Neste caso, o controlador de chamada é notificado que o 
pedido de desconexão foi aceito e encerra a conexão (CLEAR_CALL é invocado 
no momento em que o estado do objeto é CALLJN_TERMINATION1 figura 
6.11). 
• Urna chamada é cancelada. se o aparelho chamador é posto no gancho antes de 
que a conexão seja estabelecida (DROP é invocado no momento em que o es-
tado do objeto é CALLJN_JJRQGRESS, figura 6.10). Neste caso, o controla-
dor de chamada é notificado que o aparelho chamador deseja cancelar o pedido 
de conexão (CLEAR_CALL é invocado no momento em que o estado do objeto 
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é CALL_COMING_1N, figura 6.11). Ao receber esta notificação, o controlador 
solicita ao aparelho chamado que deixe de soar a sirene (método STOP _RING, 
figura 6.10). 
• Uma chamada é abortada se o tempo em que um aparelho deve ficar esperando 
ser atendido o seu pedido de conexão se expirou. Cada vez que o método WAIT 
(figura 6.11) é invocado este tempo é incrementado em 1. O programa 6.7 ilustra 
a implementação deste método. Este método pode levantar dois tipos de exceções: 
AAException é levantada quando a ação atômica não é confirmada, devido algum 
imprevisto, como exemplo, não obter a tranca no objeto (programa 6.7, linhas 22-28 
e 30-37) e TimeException quando o tempo em que um aparelho deve ficar espe-
rando ser atendido o seu pedido de conexão se expirou (programa 6.7, linhas 14-18). 
O tratador para TimeException consiste em invocar o método ABORT _CALL 
(programa 6.7, linhas 42-44). Neste caso, o controlador de chamada solicita ao apa-
relho telefônico chamador que a conexão seja abortada (método ABORT, figura 
6.10) e ao aparelho chamado que deixe de soar a sirene (método STOP _RING, 
figura 6.10). O pedido de aborto é respondido pelo aparelho chamador no instante 
em que este é posto no gancho (método DROP é invocado no momento em que o 
estado do objeto é CALL_IN...ABORT, figura 6.10). 
6 . .3. Controle de chamadas telefônicas 
DL void CdlController: :1/ait O thro11' (AAException, TimeExceptionl 
02, { 
03. // Inicia «m.o ação .olõmico 
04. 
05. AtomicAction A; 
06. A.BeginO; 
07. 
08, try { 
09, if (Setlock(new Lock(IIRITE), 0) == GRAJITED) 
10, { 
11. if (Current_3tate == CALL.i:Of'IIIG..lll 
12. Espera++; 
13. 
14, if (E:;~pera > TempoE:~~pera) 
15, { 
16. A.AbortO; 
17. throv TimeException (Espera); 
18. } 
19. 
20. // Lod: escríta a.ceito 
21. 
22. if ( A.End() '# COIIJIITTED) 
23. { 
24. // ação .otómica não confirm~J.~ 
25. 
26. AAExcaption-.. _exc "' new Exception("CallController: :llait -> AA nio confirmada"); 





32. // .oção a.tómica abortada 
33. 
34, A.AbortO; 
35. AAException" ..exc new Exception("CallController: :llait -> AA abortada"); 
36. thro11' _li XC; 
37. } 
38. } 
39. catch (AAException) { 
40. throw; 
41. } 
42, catch (TimeException) { 
43. ttais--Abor"t .Call O ; 
44. ) 
45. } 
Programa 6.7: Implementação do método CallController::Wait 
6.4. Sumário 95 
6.4 Sumário 
Neste capítulo validamos a implementação da integração dos mecanismos de recuperação 
de erros através da descrição e implementação de algumas aplicações que necessitam da 
integração dos mecanismos de recuperação de erros. Na seção 6.1 foi descrita o controle de 
um misturador [1.5]. Na seção 6.2, o controle de processos em uma indústria de mineração 
de carvão [57]. E finalmente na seção 6.3, o controle de chamadas telefônicas [61]. 
Estas aplicações necessitam da integração dos mecanismos de recuperação de erros 
pois podem provocar efeitos no mundo externo, como exemplo, depositar uma quantidade 
pré-programada de reagente no interior de um recipiente. Neste caso, se ocorre alguma 
situação excepcional, então não existe um forma de retrocedermos totalmente o sistema 
ao seu estado anterior e portanto a recuperação de erros por avanço é necessária. 
Capítulo 7 
Conclusões e Extensões 
Nesta dissertação realizamos um estudo sobre a integração de mecanismos de recuperação 
de erros por avanço e por retrocesso de estado. Como resultado desse estudo, propu~ 
semos a sua integração através do uso coordenado de ações atômicas e tratamento de 
exceções. Decidimos que a integração deveria preservar a interface e a implementação 
dos mecanismos de ações atômicas e de tratamento de exceções, minimizando assim as 
modificações necessárias à sua implementação no ambiente alvo (Arjuna). Finalmente, 
para verificarmos se nossas decisões eram razoáveis, construímos aplicações que serviram 
para avaliar o modelo de integração proposto. Os resultados desses experimentos geraram 
evidências de que nossa proposta proporciona uma maneira simples, flexível e efetiva para 
a integração de mecanismos de recuperação de erros por avanço e por retrocesso de estado. 
Nossa solução é simples porque não altera a maneira como programadores utilizam ações 
atômicas e exceções. A flexibilidade vem do fato do programador da aplicação poder 
escolher o modo de recuperação de estados errôneos que melhor se adequa à semântica 
da aplicação. Finalmente, os testes evidenciaram que o modelo proposto é efetivo. 
Uma outra característica importante da integração proposta advém da adoção do 
paradigma orientado a objetos. Nesse paradigma, exceções podem ser organizadas como 
hierarquias de classes. Isso permite uma melhor estruturação dos códigos dos tratadores, 
simplificando a tarefa de construção de aplicações tolerantes a falhas. 
O desenvolvimento deste trabalho envolveu as seguintes fases: 
• Adoção do modelo computacional de objetos e ações como arcabouço para a rea-
lização do trabalho. Esse modelo foi adotado porque fornece uma estrutura natural 
para o desenvolvimento de aplicações tolerantes a falhas. 
• Realização de um estudo comparativo dos diversos mecanismos para tratamento 
de exceções adotados por linguagens de programação. Este estudo foi útil para a 
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escolha do modelo de tratamento de exceções a ser empregado na integração dos 
mecanismos de recuperação de erros. 
• Formulação de um modelo para integração dos mecanismos de recuperação de erros 
através da associação de exceções a métodos atômicos de objetos. Ações atômicas 
são responsáveis pela recuperação de erros por retrocesso de estado e as exceções 
associadas aos métodos são responsáveis pela recuperação de erros por avanço de 
estado. 
• Verificação da integração proposta através do projeto e implementação de aplicações 
no ambiente de programação Arjuna [56]. O ambiente de programação, especial-
mente o gerador de stubs, teve que ser estudado detalhadamente para garantir que a 
propagação das exceções entre cliente e servidor ocorria como previsto na proposta 
de integração dos mecanismos de recuperação de erros. 
Extensões 
Conseguimos identificar duas áreas que permitiriam a continuação desse trabalho. A 
primeira, envolve a implementação das outras abordagens de integração dos mecanismos 
de recuperação de erros no modelo computacional de objetos e ações discutidas na seção 
5.1. A segunda, envolve a realização de um estudo sobre a integração dos mecanismos 
de recuperação de erros no modelo computacional baseado em processos e mensagens 
discutido na seção 3.3. 
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