To exploit both memory locality and the full performance potential of highly tuned kernels, dense linear algebra libraries, such as linear algebra package (LAPACK), commonly implement operations as blocked algorithms. However, to achieve near-optimal performance with such algorithms, significant tuning is required. In contrast, recursive algorithms are virtually tuning free and attain similar performance. In this article, we first analyze and compare blocked and recursive algorithms in terms of performance and then introduce recursive LAPACK (ReLAPACK), an open-source library of recursive algorithms to seamlessly replace many of LAPACK's blocked algorithms. In most scenarios, ReLAPACK outperforms reference LAPACK and in many situations improves upon the performance of optimized libraries.
INTRODUCTION
Blocking is a common approach to increase data locality, reduce memory stalls, and thus improve performance. In dense linear algebra, this concept is applied to many operations through the means of blocked algorithms (Anderson et al. 1999) , which organize the computation to attain a favorable ratio of floating point operations per memory access. Such algorithms offer two degrees of freedom that require tuning: (1) for each operation, there typically exist several algorithmic variants, which although mathematically equivalent, might differ substantially in terms of both accuracy and efficiency (Du Croz and Higham 1992; Bientinesi et al. 2008) ; (2) the "block size," which ultimately determines how matrices are traversed, is a parameter that greatly influences performance (Whaley 2008) . We stress that the optimal choice for these degrees of freedom varies (sometimes wildly) with both the computing environment-the hardware, the implementation of the 16:2 E. Peise and P. Bientinesi underlying kernels used as building blocks, the number of threads-and the problem size. As a consequence, the selection of the algorithmic variant and a quasi-optimal block size is a tedious and time-consuming process.
Blocked algorithms traverse the input problem with a fixed step-size, either with a loop or through tail recursion. In both cases, at each step of the algorithm (iteration or recursion level) a small sub-problem of fixed size is processed, and a large (shrinking) sub-problem is left for the following steps; the resulting call-graph is flat for the loop-based version (see Figure 1(a) ) or a linear sequence of recursive calls for the tail-recursive implementation (Figure 1(b) ). A possible alternative to such blocked algorithms is to instead split the input problem evenly in half. In this case, the size of the sub-problems is not dependent on a block size but solely determined by the input problem; the call-graph is a balanced binary tree (Figure 1(c) ). In this article, we consistently use the term "recursive algorithm" to exclusively refer to algorithms that proceed in this fashion.
For many operations included in the Linear Algebra PACKage (LAPACK) (Anderson et al. 1999) , such recursive algorithms are an alternative that provides performance comparable to that of blocked algorithms, while requiring virtually no tuning effort. Rather unexpectedly, while blocked algorithms are readily available, hardly any recursive counterpart exists. For this reason, we introduce the Recursive LAPACK Collection (ReLAPACK) , an open-source library offering recursive implementations of many operations. By conforming to the established interfaces, these implementations (or a selected subset) can easily replace LAPACK routines in existing software. Experiments show that ReLAPACK outperforms LAPACK even with optimized block sizes, as well as, in several scenarios, optimized implementations (such as MKL and OpenBLAS).
Contributions. Our main contribution with this article is the ReLAPACK library, which provides a total of 48 recursive routines. It thereby covers almost all of LAPACK's blocked routines to which recursion is efficiently applicable; through LAPACK's hierarchical structure, ReLAPACK extends the obtained performance benefits to over 100 further routines. ReLAPACK is the first dense linear algebra library that systematically offers LAPACK's functionality through recursive algorithms. Compared to LAPACK's algorithms, these algorithms not only get rid of any tuning parameters but are also much cleaner and thus simpler to understand. Furthermore, we provide a detailed analysis of how both blocked and recursive algorithms use optimized BLAS to attain high performance.
Structure of this Article. The rest of this article is organized as follows. Blocked and recursive algorithms and the importance of their tuning parameters are illustrated in, respectively, Sections 2 and 3; a performance comparison follows in Section 4. Section 5 introduces the ReLAPACK collection of recursive algorithms, which are compared to high-performance LAPACK implementations in Section 6. Finally, Section 7 draws conclusions. 
BLOCKED ALGORITHMS
Blocked algorithms extend the performance of highly optimized Basic Linear Algebra Subprograms (BLAS) Level 3 ) kernels to more complex operations such as matrix inversions, decompositions, and reductions. Each such operation can generally be implemented as several mathematically equivalent blocked algorithms, each with a potentially different performance signature. In this section, we illustrate how these algorithms operate and which factors influence their performance. We will do so by considering an example: an algorithm for the in-place inversion of a lower triangular matrix A A −1 in double-precision arithmetic. This operation, known in LAPACK as dtrtri, and the selected algorithm (there are eight alternative variants) are chosen deliberately simple, but are fully representative of the features and characteristics of the general class of blocked algorithms.
As shown in Figure 2 (a), the algorithm traverses the lower triangular n × n input matrix A diagonally from the top left to the bottom right in steps of a prescribed block size b. At each step of the traversal, the algorithm exposes the sub-matrices shown in Figure 2 (a) and makes progress by applying the three computational updates in Figure 2 (b) . Before the execution of these updates, the sub-matrix A 00 (which in the very first step is of size 0 × 0) already contains a portion of the inverse; after the updates, the algorithm proceeds such that the sub-matrices A 10 and A 11 now also contain their parts of the inverse, and in the next step become part of A 00 . Once the traversal reaches the bottom right corner (i.e., A 00 is now of size n × n), the entire matrix is inverted.
The algorithm builds upon three computational double-precision kernels: the triangular matrixmatrix multiplication dtrmm, the triangular linear system solve with multiple right-hand-sides dtrsm, and the triangular matrix inversion for sub-problems dtrti2. While the first two updates of the algorithm in Figure 2 (dtrmm and dtrsm) are calls to BLAS Level 3 kernels, the last one (dtrti2) invokes an unblocked LAPACK algorithm based on BLAS Level 1 and 2, which is equivalent to b = 1.
We execute the above algorithm on one core of an Intel Ivy Bridge-EP E5-2680 v2, using OpenBLAS for dtrmm and dtrsm, and the reference LAPACK implementation for dtrti2. Figure 3 gives an idea (a) of how much these routines contribute to the algorithm's total execution time, and (b) what efficiency (with respect to the processors theoretical compute bound performance) they operate at within the algorithm for a matrix of size n = 2000 and different block sizes b. For very small values of b, the arithmetics intensity (the ratio between floating-point operations and memory operations) of dtrmm and dtrsm is so low that they are effectively memory bound and, thus, very inefficient. As b increases, the size of the three kernels grows and so does their efficiency (see Figure 3 (b)): dtrmm ( ) plateaus at 85% around b = 120, dtrsm's efficiency ( ) steadily rises toward that of dtrmm ( ), while dtrti2 ( ) approaches its peak of only 20% toward b = 200. On the other side, when increasing b, more and more computation is shifted from the BLAS Level 3 routines to the low-performance dtrti2 ( ); beyond b = 150, this low performance causes the overall runtime to increase. This trade-off between increasing BLAS Level 3 performance and shifting the computation to a less efficient unblocked kernel is a well-known phenomenon inherent to all blocked algorithms.
To further illustrate the importance of this trade-off, Figure 4 reports the performance of the presented algorithm with 1 and 10 threads, for b ∈ {64, 128, 256}, and increasing matrix size n. The performance results, which are representative for most blocked algorithms, indicate that, both for different matrix sizes and different thread counts, the ideal choice of b varies. In fact, the optimal choice among the three values for single threaded BLAS and matrix size n = 500 is b = 64 ( ); however, at n = 2000, this choice would be about 10% less efficient than b = 256 ( ) on 1 core and only 50% as fast on 10 cores. Even though this trade-off is well known, it remains a challenging and important optimization task when implementing and tuning any blocked algorithm.
Related Work
LAPACK (Anderson et al. 1999 ) is a well-established library with a de facto standard interface that provides blocked algorithms for many higher-level operations, such as inversions, decompositions, and reductions (Anderson and Dongarra 1990) . libflame (Van Zee 2009) is a more recent library that overcomes several limitations of LAPACK (e.g., allowing different storage formats and an object-based API) and offers not only one blocked algorithms per operation but a collection of systematically derived alternatives. Furthermore, these algorithms' block size b is well understood to be a crucial tuning factor (Dongarra and Ostrouchov 1990; Whaley 2008; Tan et al. 2009 ).
An alternative to blocked algorithms worth mentioning are algorithms-by-blocks, which are also known as block algorithms or tiled algorithms. These algorithms make use of shared memory systems through task-based parallelism. To this end, most implementations not only introduce a specialized storage scheme of matrices "by block" but also propose specially tailored task-scheduling algorithms. Implementations of such schedulers include QUARK (YarKhan et al. 2011) as part of PLASMA (Agullo et al. 2009 ), DAGuE (Bosilca et al. 2012) , SMPSs (Badia et al. 2009 ), and SuperMatrix (Chan et al. 2007 ).
RECURSIVE ALGORITHMS
Blocked algorithms can be translated into recursive algorithm by setting the block size to n 2 and replacing the calls to the unblocked kernels with recursive algorithm invocations. Note that for a given operation, once the traversal direction is fixed, all blocked variants result in the same recursive algorithm, which can also be derived independently. Building on the same example operation A A −1 , this section details how such recursive algorithms operate and what factors influence their performance.
As shown in Figure 5 (a), the recursive algorithm for this operation starts by splitting both dimensions of the lower triangular n × n input matrix A in half, exposing the quadrants A T L , A BL , and A BR ; the updates in Figure 5 (b) are then applied to these quadrants: Two BLAS Level 3 invocations are surrounded by two recursive applications of the inversion algorithm to A T L and A BR . 1 In principle, one could proceed with the recursion down to the scalar matrix entries, where the operation turns into a trivial a 1/a; however, to minimize the number of tiny BLAS Level 3 invocations, we introduce the crossover size c (in Gustavson (1997) this is referred to as a "blocking parameter"): Whenever n < c, the algorithm switches to LAPACK's unblocked dtrti2.
16:6 E. Peise and P. Bientinesi In contrast to the block size b of blocked algorithms, which requires careful tuning for high performance, the choice of the crossover size c is entirely straightforward. Indeed, as Figure 6 (a) suggests, as long as c is kept small, the overall performance is only moderately affected; the reason becomes clear by inspecting the recursive algorithm: Changes in c have no effect whatsoever on the large BLAS calls, whose size is solely determined by n. In fact, considering that the inversion of a triangular n × n matrix takes of the algorithm's entire computation. This is visualized in Figure 6 (b); assuming c < 100, out of the total FLOPs for the inversion, the dtrmm and dtrsm account for over 99.6%: 75% of the FLOPs are covered by the two calls on the first recursion level performing at about 86% efficiency; on the second level, 18.8% perform at 79%, on the third, 4.69% at 68%, and on the fourth, 1.17% at 57%. As a result, only <0.4% of the FLOPs attain an efficiency below 57%. This analysis confirms that a small crossover size does not harm the performance of the BLAS Level 3 kernels. Moreover, Figure 6 (a) provides evidence that choosing c as small as 8 does not cause any performance penalty. A comparison of recursive algorithms with LAPACK's unblocked kernels has shown that the unblocked kernel is slightly faster than the recursive algorithm for small matrices within the processor's L1 cache. Hence, for the remainder of this article, we use c = 24.
Related Work
In a series of works (Frigo et al. 1999; Brodal 2004) , recursive algorithms-coined as "cacheoblivious algorithms"-were proven to be optimal in the sense that they minimize data movement independently of cache sizes. Recursion as an alternative to LAPACK's blocked algorithms has been proposed in several publications: Starting from the description of recursive versions of the Cholesky and LU decompositions in Gustavson (1997) and Toledo (1997) , FORTRAN 90 implementations for these operations are developed in Wasniewski et al. (1998) and Georgiev and Waśniewski (2001) , specialized recursive storage schemes are proposed by and Elmroth et al. (2004) and are applied to matrix decompositions in Andersen et al. (2001a Andersen et al. ( , 2001b and Frens and Wise (2003) . Dongarra and Luszczek (2012) presents an embedded LINPACK benchmark on an iPad2 based on the recursive LU decomposition. A recursive QR decomposition is proposed in Elmroth and Gustavson (2000) ; it comes at the cost of extra floating-point operations compared to similar unblocked algorithms, yet amortizes such costs through the use of more efficient BLAS Level 3 operations if the input matrix is rather thin, as, for example, in the sub-problems of blocked algorithms (cf. Section 5.2). Recursion is further applied to the triangular matrix inversion in Karlsson (2006) , and to two-sided linear systems in Ballard et al. (2014) .
In LAPACK's most recent release (version 3.6.1), a few recursive routines are offered (while available for all four data-types, we here discuss the double-precision versions): -LAPACK 3.2.0 (2008) introduced a loop-based implementation of the recursive LU decomposition dgetrf (Toledo 1997) . However, this algorithm is not part of the main library and is instead found in a separate folder VARIANTS. -LAPACK 3.4.0 (2011) established a new interface dgeqrt for the QR decomposition, while further supporting and maintaining the original dgeqrf. In the new interface the vector of scalar factors τ is replaced by a series of upper triangular block reflectors T ; while these T s avoid some redundant floating-point operations in the decomposition and the generation or multiplication with the implicitly stored factor Q, it explicitly exposes the tuning parameter b (the algorithmic block-size) to the user. dgeqrt implements a blocked algorithm, yet uses the recursive QR decomposition routine dgeqrt3 to factor the panels of width b with the trade-off described above.
16:8 E. Peise and P. Bientinesi -LAPACK 3.6.0 replaced the unblocked Cholesky and LU decompositions dpotf2 and dgetf2 within the blocked algorithms dpotrf and dgetrf with, respectively, dpotrf2 and dgetrf2, which implement recursion down to the scalar level.
Finally, the RECSY library (Jonsson and Kågström 2002a , 2002b provides recursive algorithms for a set of eight double-precision Sylvester-type equation solvers. Since RECSY's routines recsyct and recgcsy cover a superset of, respectively, LAPACK's dtrsyl and dtgsyl, there is a small overlap between RECSY and ReLAPACK; as explained in Section 5, slightly different recursion schemes are used.
To summarize, there are numerous works on recursion for dense linear algebra algorithms. Such works target either one or a few routines, or, as it is case for RECSY, a specialized set of domain-specific operations; until now, no comprehensive implementation of recursive algorithms comparable to LAPACK's range of blocked routines is available.
PERFECTLY TUNED BLOCKED VERSUS RECURSIVE ALGORITHMS
In this section, we compare recursive and blocked algorithms in terms of performance. For the former, we chose a reasonable yet constant crossover size at c = 24; for the latter, we undertook an extensive tuning process timing all algorithmic variants for all reasonable block sizes separately for each problem size. While in practice such a process is clearly infeasible, we carried it out to establish a strict upper bound to the best possible performance achievable by blocked algorithms. The comparison was performed on a 10-core Intel IvyBridge E5-2680 v2 processor running at 2.8GHz (Turbo Boost: 3.6GHz), using OpenBLAS (version 0.2.15) (Xianyi 2015) for the BLAS kernels, and reference LAPACK (version 3.5) for the unblocked calls. A comparison against tuned LAPACK implementations is presented in Section 6. Figure 7 reports the performance of the four unblocked algorithms traversing the matrix topleft to bottom-right and the recursive algorithm for the inversion of a triangular matrix. For single-threaded OpenBLAS, the recursive algorithm ( ) is on par with or slightly more efficient than the best blocked algorithm (which changes from variant 1 ( ) to variant 3 ( ) around n = 3000); when using all 10 cores of the CPU, the recursive algorithm consistently outperforms all blocked algorithms. We stress that these results come at the cost of expensive tuning for the blocked algorithms, and with no optimization at all for the recursive ones. In comparison, reference LAPACK ( ) with default block size b = 64 is with 1 and 10 cores, respectively, about 15% and 45% slower than the recursive algorithm. The results are consistent across the board: The unoptimized recursive algorithm is always comparable with, or faster than, the fastest blocked algorithm with a heavily optimized block size. We performed similar comparisons on Intel Sandy Bridge and Haswell processors, linking to both MKL and OpenBLAS; in all cases, the results are in line with those reported here.
RELAPACK
We have established that the tedious tuning process, which is indispensable to attain close-tooptimal performance with blocked algorithms, can be avoided for recursive algorithms without sacrificing performance. In this section, we present the Recursive LAPACK Collection (ReLAPACK), an open-source C library of LAPACK operations implemented in a recursive fashion.
Numerically, LAPACK and ReLAPACK yield equivalent results and only differ on the order of machine precision. Since LAPACK's interface is preserved, ReLAPACK can be employed effortlessly in existing codes. Furthermore, by separating the argument sanity checks from the recursive routines and avoiding matrix indexing and loops, ReLAPACK's code is much easier to follow and understand than LAPACK's corresponding blocked algorithms.
ReLAPACK is highly configurable: At compile time, the recursive-to-unblocked crossover size c can be set either globally or individually for each routine (default: c = 24). For alignment with cache-lines, we ensure that, where possible, the sizes of the sub-matrices are multiples of the cacheline size, allowing the two "halves" to be of slightly different sizes. Furthermore, each routine can be separately excluded from the generated library librelapack.a to allow for any mixing of ReLAPACK and other LAPACK implementations.
ReLAPACK aims at providing recursive implementations for all of LAPACK's blocked routines to which recursion is efficiently applicable; the exact routine coverage is detailed in Section 5.1. Notably, ReLAPACK includes neither tri(bi)-diagonal eigenvalue(singular value)-decompositions, nor any operations for which the recursive algorithm would perform drastically more floatingpoint operations than then unblocked and blocked algorithms; this specific situation is detailed in Section 5.2. Finally, we stress that due to LAPACK's layered design, the performance of a few computational routines, such as matrix decompositions, directly affects the performance of many driver routines, such as linear system solves; specifically, ReLAPACK's recursive compute routines are used in over 100 other LAPACK operations.
Coverage and Algorithm Notes
In the following, we describe all operations currently covered by ReLAPACK, each of which is available in the four standard data types (e.g., xtrtri stands for strtri, dtrtri, ctrtri, and ztrtri; we hence refer to routines such as xtrtri in the plural form). All recursive algorithms follow the same structure, and were derived from blocked algorithms in LAPACK as described in Section 3. The algorithm for xtrtri, for instance, is a direct translation of the algorithm from Section 3 to C. However, note that the recursive algorithms can also largely be derived analytically (Fabregat-Traver and Bientinesi 2011) . The full implementation of ReLAPACK and all its recursive algorithms can be found on GitHub (Peise 2016) . Details on the recursive algorithms on a peroperation basis follow; readers interested in the broad scope of the applicability of recursion, as opposed to operation-specific details, may skip the paragraphs marked as notes.
-xlauum: Multiplication of a triangular matrix with its (complex conjugate) transpose, resulting in a symmetric (Hermitian) matrix; example: A L H L. This operation arises as part of the inversion of symmetric positive definite matrices (xpotri). -xsygst: Simultaneous two-sided multiplication of a symmetric (Hermitian) matrix with a triangular matrix and its (complex conjugate) transpose; example: A L H AL. These routines, which also cover the case where the inverse L −1 is applied instead of L, are used to reduce symmetric (Hermitian) positive definite generalized eigenvalue problems (e.g., Ax = λBx) to the standard form (Ax = λx), for instance in xsygv. Previously, a recursive algorithm for this operation was described in Ballard et al. (2014) .
Data-type Note:
The complex variants are called chegst and zhegst. Algorithm Note: ReLAPACK's xsygst perform about 30% fewer FLOPs than LAPACK's blocked algorithms and (Ballard et al. 2014 ) by internally using a temporary buffer of size The same algorithm (minus the crossover) is used in LAPACK's xpotrf2, which serve as replacements for the unblocked xpotf2 (Gustavson 1997 ).
-xpbtrf: Cholesky decomposition of a banded symmetric (Hermitian) positive definite matrix; example: LL H A. Within LAPACK, these routines are the basis for the solution of banded linear systems (xpbsv).
Algorithm Note: To maximize the size of the invoked BLAS Level 3 kernels, the recursive splitting applied in xpbtrf depends on the bandwidth w. When w > n 2 , the matrix is split in half along both dimensions, and the decompositions of the now full diagonal quadrants A T L and A BL is performed by ReLAPACK's recursive xpotrf. When, however, w ≤ n 2 , the matrix is split after w columns; the full A T L is the decomposed recursively by the xpotrf, while xpbtrf are applied recursively to A BL . In other words, this scenario results in tailrecursive implementations of a blocked algorithm (with block size w) that use ReLAPACK's recursive xpotrf (instead of an unblocked kernel) on the diagonal blocks.
To operate on sub-matrices on the edge of the diagonal band, xpbtrf internally each allocate a temporary buffer; this buffer's size depends on the matrix size n and the bandwidth w, and is at most A. These routines are used with symmetric indefinite matrices for inversions (xsytri), and solutions of linear systems (xsysv).
Data-type Note: In complex arithmetic, there are routines for both symmetric matrices (csytrf and zsytrf) and Hermitian matrices (chetrf and zhetrf).
Algorithm Note: In contrast to LAPACK's xsytrf, which require a temporary buffer of size n × b, ReLAPACK requires a buffer of size T = n × n 2 . Conforming to the signature of LAPACK, the work-space querying mechanism (via lwork = -1) reports the required size T and the buffer is expected as the work argument. However, to avoid conflicts when plugging ReLAPACK into existing codes, should the passed auxiliary buffer be too small, xsytrf allocate (and free) such a buffer on their own.
xsytrf require the non-standard BLAS Level 3 kernels xgemmt, which, like xgemm, compute a matrix-matrix product but only update a triangular part of C αAB + βC. While these kernels are provided by some BLAS implementations, such as MKL, they are not covered by others such as OpenBLAS; for such cases, ReLAPACK comes with its own recursive implementations of xgemmt that are also available outside of the library. -xsytrf_rook: Alternative algorithm for the LDL decomposition using the bounded Bunch-Kaufman ("rook") diagonal pivoting method (Becker et al. 2012) ; introduced in LA-PACK 3.5.0 (2013). -xgetrf: LU decomposition of a general matrix with partial pivoting: PLU A. Among others, xgetrf are used with general matrices for inversions (xgetri) and solutions of linear systems (e.g., xgesv).
In LAPACK, loop-based implementations of the recursive LU decomposition can be found in a separate folder VARIANTS (Toledo 1997 ).
-xgbtrf: LU decomposition of a general banded matrix with partial pivoting: PLU A. These routines are used to solve general linear systems with banded matrices (xgbsv). Algorithm Note: Similar to xpbtrf, xgbtrf use tail recursion to ensure completely full diagonal quadrants A T L , and only switch to recursion when the lower bandwidth is larger than n 2 . They also internally each use a temporary buffer; this buffer's size depends on the matrix size (m × n) and its lower and upper bandwidths, but is at most m × n 2 .
-xtrsyl: Solution of the quasi-triangular Sylvester equation AX ± X B = C for X (A and B are in Schur canonical form and may contain 2 × 2 diagonal blocks). This operation is used to reorder Schur factorizations and estimate the condition number of eigenvalue problems (xtrsen) and arises on its own in systems and control theory. Algorithm Note: On each recursion level, the input matrix C is split only along its larger dimension, thus maximizing the overall size of the invoked BLAS Level 3 kernels xgemm. The recursive algorithm for this operation was derived not from LAPACK's implementation, but analytically (Fabregat-Traver and Bientinesi 2011) . The algorithm for C ∈ R m×n with m ≤ n is displayed in Figure 9 ; the case m > n is analogous, with the roles of A and B interchanged.
The RECSY library (Jonsson and Kågström 2003) , which focuses on Sylvester-type matrix equations, provides a recursive double-precision Sylvester equation solver named recsyct. However, this solver switches to a 2 × 2 recursive subdivision, when the matrix X is close to square, which unnecessarily splits larger dgemms in two.
-xtgsyl: Solution of the generalized coupled Sylvester equations AR − LB = C and DR − LE = F for R and L. These routines are also used to reorder Schur factorizations of matrix pairs and in condition number estimations (xtgsen). Algorithm Note: Just as xtrsyl, xtgsyl split the input matrices C and F along their larger dimension, thus maximizing the size of the generated recursive sub-problems and calls to xgemm. This recursive algorithm was also derived analytically.
RECSY's recursive double precision implementation of the generalized coupled Sylvester equation is called recgcsy.
To the best of our knowledge, only one LAPACK operation to which recursion might be applicable is yet not covered in ReLAPACK: Fig. 9 . Recursive algorithm for the Sylvester equation with C ∈ R m×n and m ≤ n. The case m > n is analogous: A is partitioned in 2 × 2, both X and C in 2 × 1, and B is not partitioned; the bottom part of X is computed first.
-xpstrf: Cholesky decomposition of a symmetric (Hermitian) semi-definite matrix with complete pivoting: PLL H P H A. xpstrf use a pivoting representation different from those found in other routines such as xgetrf and are thus incompatible with other LAPACK operations and in fact not used in any other of the libraries routines.
Excluded Routines
Several dense linear algebra operations, such as the QR decomposition, can only be implemented as blocked algorithms at the cost of O (n 2 b) extra FLOPs. For small values of b, these extra FLOPs are amortized entirely by the performance gain offered by optimized BLAS Level 3 kernels, and the blocked algorithms end up more efficient than then unblocked versions. For many such operations blocked routines are included in LAPACK.
When recursion is applied to an algorithm that involves orthogonalization, the amount of required extra FLOPs over the unblocked algorithm increases from O (n 2 b) to O (n 3 ). This becomes evident if we consider that the algorithm for a single recursion step can be obtained from the blocked algorithm by setting the block size b to n 2 , which means that already for a single recursion level the O (n 2 b) extra FLOPs in the blocked algorithm become O (n 3 ) FLOPs. Further recursion levels increase the number of extra FLOPs but do not affect the asymptotic complexity of O (n 3 ).
As a result, recursive algorithms for such operations are infeasible for large problem sizes n. While for small problems, such as individual panels in blocked algorithms, they may yield a performance increase over unblocked algorithms (Elmroth and Gustavson 2000) , we do not include them in ReLAPACK, which only covers operations to which recursion is efficiently applicable for any problem size.
In the following, we give an overview of the operations and routines affected by the above described effects and thus not included in ReLAPACK.
-xgeqrf: QR decomposition QR A.
Routine Family: RQ (xgerqf), QL (xgeqlf), LQ (xgelqf), and RZ (xtzrzf). LAPACK's more recent xgeqrt employ recursive QR decompositions xgeqrt3 as a replacement for the unblocked kernels in the blocked algorithms as described above. The block size in these routines regulates the trade-off between higher performance of the BLAS Level 3 kernels and the introduced extra FLOPs in the recursive algorithm. 
RELAPACK VERSUS OPTIMIZED LIBRARIES
While in Section 4, we compared recursive algorithms with blocked algorithms using the unblocked kernels from the reference LAPACK implementation, we conclude this study with a performance comparison between ReLAPACK and two optimized LAPACK implementations. We start with a comparison of all of ReLAPACK's operations in all four data types against Intel MKL. (Note that ReLAPACK's routines are also linked to MKL and, therefore, may also benefit from optimizations of the unblocked LAPACK kernels.) We present the speedup of the ReLAPACK routines over the corresponding MKL routines computed as follows:
.
Figure 10 presents such speedups on an Intel Haswell-EP E5-2680 v3 using only 1 core (left) and all of its 12 cores (right). For all operations, whenever applicable we use the following flag arguments: uplo = L, trans = tranA = tranB = diag = N, and itype = ijob = isgn = 1. First off, we notice that for all data types and both in the single-and multi-threaded scenario, ReLAPACK's Sylvester solvers xtrsyl and xtgsyl (Figures 10(g) and 10(h)) clearly outperform MKL's routines: On average, the speedup for xtrsyl on 1 and 12 cores is, respectively, 40 and 100; for xtgsyl, it is around 9 on 1 core, while on 12 cores, it ranges from from 6.7 (for double real) to 17 (for double complex). The numbers suggest that in MKL these routines are not optimized and substantially equivalent to the unblocked LAPACK reference implementation.
Focusing on the single-threaded case, the average speedup is 1.1220, that is, using ReLAPACK on top of MKL pays off, yielding a performance improvement of 12.20%.
With 12 threads the scenario is different; across the board the speedups are less uniform, ranging from 0.5 to above 1.5, and are considerably prone to fluctuations. For xlauum, xsygst (with the exception of large matrices for double real and single complex), xtrtri, and xsygst (except for large double complex matrices), ReLAPACK is overall faster than MKL (Figures 10(a) , 10(b), 10(c), and 10(e)), averaging a speedup of 33.40%. For xpotrf and, with large matrices (beyond n = 2500 in single precision and n = 4250 in double precision), xgetrf (Figures 10(d) and 10(f)), ReLAPACK is clearly slower than MKL, since the latter employs alternative algorithmic schemes such as algorithms-by-blocks; these schemes are specially tailored for multi-core architectures and Intel has put considerable effort into optimizing them.
To summarize, with the exception of xpotrf, xsytrf, and (for large matrices) xgetrf, which are easily excluded at compile time, even when working with a highly-optimized library such as MKL, it pays off to employ ReLAPACK. This conclusion is reinforced by further experiments on different hardware/software setups: Figure 11 presents speedups for OpenBLAS and MKL on both the Haswell and IvyBridge processors. To condense the information in this analysis, the speedup was sampled between n = 24 and 6168 in steps of 128, and then averaged. While for MKL we observe the exact same behavior on the IvyBridge (Figure 11(a) ) as previously on the Haswell (Figure 10) , the speedups for Open-BLAS are slightly different, yet still predominantly larger than 1: while for the Sylvester solvers the average speedup is 11.88 (=1188%), for the other routines it is 8.89%.
CONCLUSIONS
In this article, we studied the performance and tuning options of both blocked and recursive algorithms for dense linear algebra operations; we showed that blocked algorithms require careful and expensive tuning to reach optimal performance, while recursive algorithms attain equivalent or better performance with virtually no tuning effort. Motivated by this observation, and in light of the surprising lack of a library providing such recursive algorithms, we developed ReLAPACK. This library offers a collection of recursive algorithms for many of LAPACK's compute kernels. Since it preserves LAPACK's established interfaces, it integrates effortlessly into existing LAPACKbased application codes. ReLAPACK's routines were shown not only to outperform LAPACK but also to improve upon the performance of tuned implementations from OpenBLAS and MKL.
