Abstract. Algebraic multigrid methods solve sparse linear systems Ax = b by automatic construction of a multilevel hierarchy. This hierarchy is defined by grid transfer operators that must accurately capture algebraically smooth error relative to the relaxation method. We propose a methodology to improve grid transfers through energy minimization. The proposed strategy is applicable to Hermitian, non-Hermitian, definite, and indefinite problems. Each column of the grid transfer operator P is minimized in an energy-based norm while enforcing two types of constraints: a defined sparsity pattern and preservation of specified modes in the range of P . A Krylov-based strategy is used to minimize energy, which is equivalent to solving AP j = 0 for each column j of P , with the constraints ensuring a nontrivial solution. For the Hermitian positive definite case, a conjugate gradient (CG-)based method is utilized to construct grid transfers, while methods based on generalized minimum residual (GMRES) and CG on the normal equations (CGNR) are explored for the general case. The approach is flexible, allowing for arbitrary coarsenings, unrestricted sparsity patterns, straightforward long-distance interpolation, and general use of constraints, either user-defined or auto-generated. We conclude with numerical evidence in support of the proposed framework.
1. Introduction. Algebraic multigrid (AMG) methods, e.g., classic AMG [5, 21] and smoothed aggregation (SA) [28, 26] , are efficient solution algorithms for large, sparse linear systems that often arise in the numerical approximation to partial differential equations (PDEs). These methods automatically construct a multilevel hierarchy by defining grid transfer operators in an effort to effectively combine relaxation, such as weighted-Jacobi, with coarse-grid correction. A key requirement for rapid convergence is that interpolation (i.e., grid transfers) must be accurate for modes invariant to relaxation.
Classical AMG methods were developed for symmetric positive-definite (SPD) systems that arise from elliptic PDEs, and the underlying theory and associated solver components rely on this fact. Extensions to nonsymmetric problems have largely focused on convection-dominated flow which is problematic for standard AMG. Some of these extensions in the SA context include [9, 25, 22, 27, 12] , which have considered using plain or nonsmoothed aggregation for either restriction or for both prolongation and restriction, or have considered interpolating convective and diffusive parts of the discrete operator separately. Restriction refers to interpolation from fine to coarse grids, and prolongation refers to interpolation from coarse to fine. Despite progress, significant issues remain, and AMG for non-Hermitian systems remains an active research area. Energy minimization AMG methods for SPD systems have been proposed [31, 6, 16, 4, 3, 30, 32, 13, 29] . These methods are quite powerful and have a potential to broaden the class of problems for which AMG is successful, because they easily incorporate recent ideas for improving robustness such as compatible relaxation and adaptive multigrid [7, 8, 6] . Energy minimization algorithms, however, have not been adapted to the non-Hermitian case, which is the focus of this paper.
In generalizing energy minimization to non-Hermitian systems, three questions arise. What should be minimized and in what norm? How does restriction differ from prolongation in terms of the first two questions? To answer these, the notion of a left and right near null-space is introduced. In terms of the singular value decomposition (SVD), the left near null-space is represented by left singular vectors corresponding to small singular values, and the right near null-space is likewise represented with respect to right singular vectors. For Hermitian matrices, singular vectors correspond to eigenvectors, and for Hermitian positive-definite (HPD) systems it is generally well understood that accurate interpolation is needed for modes associated with the near null-space. Stated another way, interpolation accuracy for a given mode should be inversely proportional to the Raleigh quotient associated with that mode [17] . In the Hermitian case, the adjoint of prolongation is typically used for restriction as the left and right near null-spaces coincide.
The left and right near null-spaces and their significance within AMG for nonHermitian systems is discussed in [8, 23] . Consider solving Ax = b using a Richardson iteration
where ω is a damping parameter. The error propagation is given by (1.1) e (k+1) = (I − ωA)e (k) , with e (k) = x (k) − A −1 b. If e (k) corresponds to the jth right singular vector with singular value σ j , then e (k+1) = e (k) − ωσ j u j , where u j is the jth left singular vector. When σ j is small, we have e (k+1) ≈ e (k) . Moreover, premultiplying (1.1) by u * j gives
where β (k) j = u * j e (k) and v k is the associated right singular vector. If σ j is small, then the implication is that error components in the direction of u j are essentially undamped. It follows that the coarse level correction must address both the left and right near null-spaces as relaxation is not effective. Correspondingly, the energy minimization proposed in this paper targets the accurate grid transfer of singular vectors associated with small singular values [8, 23] . Specifically, the range of prolongation must accurately represent right singular vectors associated with small singular values, while the range of the adjoint of restriction must accurately represent left singular vectors associated with small singular values. Moreover, we also propose constructing the restriction operators through a suitable algorithm for constructing prolongation L. N. OLSON, J. B. SCHRODER, AND R. S. TUMINARO [2, 10, 23, 15] . In our context, the algorithm to construct prolongation is used with the adjoint of the discrete operator yielding a surrogate prolongation operator. Restriction (and only restriction) is then defined as the adjoint of this surrogate. Therefore, only prolongation algorithms are presented, but the numerical results use the proposed algorithms to also construct the restriction operators.
From a non-Hermitian AMG perspective, this paper is most closely related to [8, 23] . In [23] a method is proposed based on smoothing restriction and prolongation basis functions with the heuristic goal of reducing their energy in an AA * -norm and an A * A-norm, respectively. However, the method is limited to one smoothing step and does not fully consider the left and right near null-spaces. In [8] , an approximation property is shown for non-Hermitian systems which guarantees two-level mesh-independent convergence. Yet, construction of R and P is based on an expensive process that uses Richardson's method on AA * and A * A. Additionally, the method does not facilitate multiple near null-space modes which is necessary for some problems, e.g., elasticity.
From an energy minimization perspective, this paper extends ideas for Hermitian systems to non-Hermitian matrices [31, 6, 16] . These earlier approaches reduce the energy of prolongator basis functions in an energy-related norm via an iterative procedure. A key component is that minimization is done while satisfying constraints. These constraints force the range of prolongation to include user-provided near nullspace modes in addition to enforcing a preset sparsity pattern. The process results in standard SA prolongation smoothing when only one iteration is used [16] ; this is also related to an extension of [16] to a conjugate gradient (CG-)based approach by Vaněk (unpublished) . Additionally, [18] developed a conjugate gradient normal residual (CGNR-)based prolongation smoothing scheme, which is further developed here.
The proposed general energy minimization approach to AMG has several advantages in terms of flexibility. These include allowing for arbitrary coarsenings and sparsity patterns, accurate interpolation of multiple near null-space modes, and the use of general constraints. In addition, the method allows for straightforward longdistance interpolation and improved control of complexity-i.e., cost per iteration. The framework also enables more recent approaches to be easily incorporated, including compatible relaxation and adaptive multigrid. Finally, the framework is attractive since it is applicable to both SA and classic AMG, although we use SA terminology and carry out most experiments with SA.
In section 2, we introduce the general energy minimization framework and the several specific Krylov-based strategies explored here. In section 3, we discuss numerical considerations, such as initial feasible prolongators and the conditioning of prolongator columns, for both SA-based and F/C-based AMG. In section 4, we discuss aspects of implementation and computational cost. In section 5, we present supporting numerical evidence for the proposed energy minimization framework. In section 6, concluding remarks are made.
Energy minimization.
In this section, we present an energy minimization framework that generalizes ideas for Hermitian systems and additionally leads to algorithms applicable to the non-Hermitian case. Energy minimization algorithms such as SA [28, 26] , trace minimization AMG [6] , and those in [31, 16] all minimize energy for the Hermitian case of prolongator basis functions subject to constraints. Stated in norm χ we have (2.1) P = argmin P j P j 2 χ and P B C = B, with P ∈ N , where P j is the jth column of P , B (B C ) is a column matrix of fine (coarse) level near null-space modes, and P ∈ N specifies that P 's sparsity pattern conforms to a specified pattern, N . The dimensions of P , B C , and B are n × q, q × m, and n × m, respectively. So, m defines the number of near null-space modes that P must exactly interpolate.
Our approach is to utilize the minimization property of Krylov methods in seeking a solution to (2.1). Consider finding ∆P in the linear system
where A andP (0) are given. Here, A is n × n, I q is the q × q identity matrix, and the operatorˇdenotes columnwise conversion of a matrix to vector form. That is,
Equation (2.2) has the trivial solution ∆P =P (0) , but we instead consider an approximation obtained by a Krylov method such as flexible GMRES (fGMRES) with a limited or restricted search space. At the ith Krylov iteration, the current approximation ∆P (i) corresponds to an optimal solution residing in the given search space K i , i.e., (2.4)
is the ith Krylov vector. IfP (0) ∈Ǩ i , then fGMRES converges to the trivial solution. Suppose, however, that the search space is restricted to satisfy h constraints given by the h × nq matrix X, and thatP
The constraints imply that X∆P (i) = 0 and so (2.2) cannot be solved. That is, the residual is never reduced below a certain threshold. The matrix X is discussed in the next section and is chosen to enforce both the sparsity pattern and the P B C = B constraint. The underlying idea is that (2.5) defines an initial constraint-satisfying feasible solution P (0) and ensures that a prolongator given by P = P (0) − ∆ P also satisfies the constraints.
Iteratively, a method such as fGMRES minimizes the Euclidean norm of the ith residual over all possible solutions inǨ i . The residual iš
. Thus, fGMRES effectively computes, due to the block structure of (I q ⊗ A * A),
= argmin Thus, fGMRES realizes (2.1) with χ = A * A and minimization restricted to P −P (0) ∈ K i . An "ideal" choice for the search space is (2.9)
where (2.10)
For now, we assume that Q is uniquely defined, i.e., X is full rank. Section 2.1.1 describes how rank deficiencies in X arise, and section 4 describes a robust implementation for our constraint choices that guarantees a unique definition of Q. We consider this an ideal choice because this space is only slightly modified from a standard Krylov space. Specifically, there is only one application of Q. Unfortunately, this fGMRES approach is prohibitively expensive. Not only is fGMRES more expensive than other Krylov methods (e.g., GMRES), but calculation of the intermediate vectors (I q ⊗ A) kP (0) includes many nonzeros. It is only after multiplication by Q that the sparsity pattern is restricted to N . The key point, however, is that other computationally attractive Krylov methods are also applicable to (2.2), resulting in (2.1) for different norms and search spaces.
2.1. Constraints. The matrix X is chosen to enforce both P (i) ∈ N and
To illustrate this, we consider the following example. Example 2.1. Consider a 4 × 2 prolongation operator and let P = P (i) . Specifically, let
Additionally, define P 's sparsity pattern by
and impose the constraint P B C = B. In this case,
and (2.5) becomes 
The first two constraint rows enforce the sparsity pattern, while the last four enforce P B C = B. If B C is instead 2×2 and B is 4×2, the last four constraints are replicated with b 
where I (j) is obtained by taking an n × n identity matrix and removing columns associated with entries excluded from the jth column of N . Thus, I TP is an r × 1 vector corresponding to P 's nonzeros. In Example 2.1,
The injection operator is used to reduce the dimension of X by excluding zero entries. In Example 2.1, the reduced constraint matrix X is obtained by removing the first two rows and the 4th and 6th columns from (2.14). In general, X = (B C ⊗ I n ) T I, which yields the reduced form of the constraint equations (2.16)
Notice that the reduced constraint matrix X in (2.16) can be permuted to block diagonal form where each block corresponds to the allowed nonzeros for a given row of P . Now if each I (j) is an identity, i.e., P is fully dense, each diagonal block is the transpose of B C :
In practice, each I (j) is not a full identity and again reflects removal of the columns associated with entries excluded from N . In Example 2.1, X permuted to this block diagonal form is
In general, if a row rank exceeds a column rank within any of the individual diagonal blocks, then for the general case, the constraints can only be satisfied in a least-squares sense. Furthermore, linear dependence between rows of the individual diagonal blocks requires the introduction of a pseudoinverse. It should be noted that the diagonal blocks give the permuted X a local nature that allows for constraint satisfaction to be implemented efficiently in parallel.
Last, we show how during practical computations only reduced forms of the above operators (I q ⊗ A), Q, and X are necessary. Notice that Q and II T contain a zero row/column corresponding to each entry in P excluded from the sparsity pattern (this would be rows/columns 4 and 6 in Example 2.1) and thatP (0) is also zero for entries excluded from the sparsity pattern (rows 4 and 6 in Example 2.1). It follows that
. Additionally, define the permutation matrix [Ī, I ], whereĪ are the columns of the identity excluded when constructing I and
Thus, the "ideal" fGMRES Krylov space (2.9) iš
Overall, this implies that one need not work with the full operators in practical computations but instead use only the reduced forms of (I q ⊗ A), Q, and X.
In summary, the injection operator I enforces the sparsity pattern, while the reduced constraint matrix X enforces P B C = B. Moreover, the minimization by fGMRES in the norm induced by (I q ⊗ A * A) is equivalent to minimization in the norm induced by (I q ⊗ A * A). For simplicity, we drop the notation for the reduced operators throughout the rest of the paper, noting that for practical computations one works with the reduced operators.
QA-GMRES variant.
Consider premultiplication of (2.2) by Q followed by application of GMRES. That is,
The ith residual is given by
Since GMRES minimizes the Euclidean norm of the residual, this approach achieves (2.22) min
A QA is a seminorm in general, but a full norm overǨ i . Unlike (I q ⊗ A), Q is not block diagonal, so the definition of energy cannot be split into the sum of the energies of individual columns. It is important to notice that despite the singularity associated with Q in (2.20a), the solution is still unique, as summarized in the following lemma.
Lemma 2.2. If A is nonsingular, QA-GMRES converges to a unique solution of (2.20a) satisfying (2.22).
Proof. Let S be an orthonormal basis for the null-space of Q and let S ⊥ be an orthonormal basis for its complement. That is,
as well as
The last equality follows from the fact that both S ⊥ S * ⊥ and Q correspond to the unique orthonormal projector onto the space associated with S ⊥ .
Consider now the linear system
Since I q ⊗ A is nonsingular, it follows that S * ⊥ (I q ⊗ A)S ⊥ is nonsingular, so the system has a unique solution given by
which can be computed by applying GMRES to (2.24) starting with a zero initial guess. That is, GMRES is guaranteed to converge due to the nonsingularity of S * ⊥ (I q ⊗ A)S ⊥ , and the unique solution lies in the Krylov space
where k is the number of GMRES iterations required for convergence. However, premultiplication of (2.24) by S ⊥ and application of (2.23) reveals that S * ⊥ y is a solution to (2.20a). Further, premultiplication of the Krylov space for y by S ⊥ and application again of (2.23) reveals that S * ⊥ y lies in the Krylov space given by (2.20d ). This concludes the proof as S * ⊥ y is a unique solution that lies in the Krylov space associated with GMRES applied to (2.20a), and minimizes the residual.
The QA-GMRES algorithm is attractive since the search space is similar to that of a standard Krylov space. The difference with fGMRES is that Q is now directly inserted into the system (2.20a), so that in (2.20d), every application of (I q ⊗ A) is followed by a Q. This controls the complexity by limiting the sparsity pattern of the intermediate products for each Krylov vector in (2.20d ). This aspect of QA-GMRES and all subsequent approaches allows for the construction of computationally feasible methods. The minimization norm also differs slightly due to the presence of Q. This term ensures that GMRES attains a zero residual (assuming A is nonsingular) as opposed to the fGMRES case. It does this by effectively ignoring energy associated with (I q ⊗ A)P that violates the constraints.
QAQ-CG variant.
Assume that A is HPD and consider the application of CG to (2.25a)
The Q immediately preceding ∆P in (2.25a) is inserted for symmetry but is actually not needed computationally, since the nature of the Krylov space implies that
Lemma 2.3. Let A be HPD. Then CG applied to (2.25a) with a zero initial guess computes (2.27)
where K i is the space in (2.25c).
Proof. Despite Q A Q being Hermitian positive semidefinite, Q A Q still induces an energy-norm over span(Q A Q), and in particular over K i . Additionally, we utilize the fact that CG minimizes the error in this energy-norm for consistent singular linear systems with an initial residual in the span of the operator.
LetP be a solution to (2.25a). Then CG computes
where G = Q A Q. Together withP satisfying (2.25a) and using Q∆P (i) = ∆P (i) , the square of the norm leads to argmin
does not affect the minimum, we replace it with P (0) 2 G , which concludes the proof since argmin
Corollary 2.4. Given the block structure of (I q ⊗ A), the QAQ-CG approach minimizes P (i) columnwise-i.e., (2.29)
Additionally, we conclude that the solution found by CG is unique. Lemma 2.5. Assume A is HPD; then
are solutions to (2.25a). U z is an nq × basis for the null-space of Q, and U is an nq × (nq − ) basis for the null-space of I − Q. Further, the solution computed by CG for (2.25a) is unique and corresponds to γ = 0 and α = (I q ⊗ A)P (0) . Proof. The solution is verified by premultiplication of (2.25a) with the nonsingular matrix [U, U z ] * . As the Krylov space K used by CG has no component in the direction of U z , γ = 0 follows. This is an attractive algorithm when A is Hermitian because of the 3-term recurrence. Also, minimization occurs in a norm for each column, which is similar to fGMRES and unlike QA-GMRES.
QA
* AQ-CGNR variant. The QA * AQ-CGNR variant was previously presented in [18] , but we now provide a more thorough investigation. Consider using CG to solve
Similar to QAQ-CG, the Q immediately preceding ∆P in (2.31a) is inserted for symmetry but is never implemented. From (2.31a), the ith residual is given by (2.32)
and we arrive at the following CGNR result. Lemma 2.6. Let A be nonsingular. Then CGNR applied to (2.31a) with a zero initial guess computes (2.33)
Proof. The result follows from Lemma 2.3. Corollary 2.7. Given the block structure of (I q ⊗ A * A), the QA * AQ-CGNR approach minimizes P (i) columnwise-i.e., (2.34)
Additionally, we conclude that the solution found by CGNR is unique. Lemma 2.8. Assume A is HPD; then
are solutions to (2.31a). U z is an nq × basis for the null-space of Q, and U is an nq × (nq − ) basis for the null-space of I − Q. Further, the solution computed by CGNR for (2.31a) is unique and corresponds to γ = 0 and α = (I q ⊗ A * A)P (0) . Proof. The result follows from Lemma 2.5. A benefit of this approach is that minimization occurs in a norm for each column j, unlike QA-GMRES. Additionally, the Krylov method has short recurrences. However, the A * A-like Krylov space raises conditioning concerns as well as potential problems for some differential operators such as convection-diffusion. In particular,
This implies that the convection term does not play a role in the prolongator choice which intuitively might be suboptimal.
3. Numerical considerations. Numerical issues associated with energy minimization are now discussed. In the next section, implementation and computational considerations are explored.
Initial feasible solution. A matrixP
(0) which satisfies XP (0) =B is required by the energy minimization algorithms. 1 The operator X in turn requires the coarse near null-space to be defined. We discuss possibleP (0) and B C choices for F/C-based and aggregation-based AMG.
Classical AMG algorithms proceed by partitioning all fine degrees-of-freedom into two subsets (F -points and C-points) and requiring that interpolation at C-points correspond to injection. That is, (3.1)
where degrees-of-freedom are ordered so that all F -points precede all C-points. This effectively defines the coarse near null-space as the fine level near null-space injected to the coarse level, and so X is now defined via (2.16). A P F satisfying the constraints is determined in a number of different ways. One general approach that can be used with any initial prolongator guess is
since premultiplication by X trivially demonstrates that XP (0) =B. Implementation corresponds to a minor modification of the primary kernel associated with application of Q. In the case of (3.1), it is sufficient to choose an initial P F of zero followed by an application of (3.2), which preserves the F/C form of (3.1).
Alternatively, aggregation algorithms construct a block diagonal prolongator that also trivially satisfies constraints. Specifically, SA generates a tentative prolongator and coarse near null-space (3.3)
. . .
where B (i) is a submatrix of B obtained by taking only rows assigned to the ith aggregate and B (i) = Q (i) R (i) via a QR factorization. It follows that (3.3) satisfies the initial constraint as well.
3.2. SA-based energy minimization. In this section, we give a brief overview of SA extensions for non-Hermitian problems. These extensions require an initial feasible P (0) , a coarse level near null-space representation, and a sparsity pattern in order to apply an energy minimization algorithm.
The recursive solve phase of SA-based AMG follows that of standard multigrid. Presmoothing is done on the fine level in order to reduce high-energy modes in the error. The residual is then transferred to a coarse grid, and the coarse residual problem is solved recursively until the current coarse grid operator has a trivial number of degrees-of-freedom and is solved directly. The fine grid solution is then corrected using the interpolated coarse-grid solution, followed by postsmoothing. if A lev is non-Hermitian then
Algorithm 1 outlines our approach to an SA-based construction of P and R for non-Hermitian problems. P j interpolates from grid j + 1 to grid j, R j restricts from grid j to grid j + 1, and A j is the operator on grid j. Subscripts will be suppressed when the discussion is invariant to the grid level. To begin, we assume that a collection of right and left near null-space modes, B R and B L , are provided by the user, either through knowledge of the underlying problem, or by an adaptive procedure [7] . The left and right near null-spaces are not equivalent, necessitating separate procedures for interpolation and restriction. As motivated in section 1, we want span(R * ) and span(P ) to approximate the left and right near null-spaces of A, respectively. We employ the construction procedure based on A for P to define an R * based on A * . B R and B L are often rough representations of the near null-space, and so smoothing by A and A * , respectively, improves these so that they more accurately mimic the near null-space, particularly at domain boundaries.
Classical SA first generates a coarse near null-space representation and a simple tentative prolongator to accurately interpolate near null-space modes as sketched in (3.3) . This tentative prolongator P (0) is block diagonal where each block corresponds to all degrees-of-freedom within an aggregate. Aggregation corresponds to a nonoverlapping covering of a matrix graph (i.e., assigning each graph vertex to an aggregate) and is often accomplished through a greedy procedure. While the matrix A can be used to define a matrix graph, we instead aggregate based on the graph derived from a strength matrix, S, which relates the ability to interpolate smooth error between two degrees-of-freedom j 1 and j 2 in the matrix graph of A [19] . Classical SA then improves upon the tentative prolongator by performing a smoothing procedure which is usually one iteration of weighted-Jacobi on the equation AP (0) = 0. This lowers the energy of each column in P , thus increasing accuracy of low-energy modes. Each Jacobi sweep also extends the prolongator sparsity pattern, and the method becomes prohibitively expensive if the prolongator sparsity pattern is too dense. One smoothing step yields acceptable sparsity patterns when aggregates of diameter three are generated in the aggregation phase (as is normally done). It is important to notice that after the smoothing sweep the prolongator continues to interpolate the near null-space when the near null-space is actually an exact null-space. As this is not normally the case, the smoothed prolongator only approximately interpolates the near null-space.
Our SA-based energy minimization mirrors classical SA with respect to the tentative prolongator P (0) and the coarse representation of the near null-space. Additionally, a tentative R (0) is constructed using B L in an analogous fashion. The sparsity pattern N for energy minimization corresponds to |S| d |P (0) | when aggregate diameters are 2 d + 1 (where | · | denotes an elementwise absolute value). We normally use aggregates with a diameter of three so that in this case d = 1. This also mirrors classical SA, which has the identical sparsity pattern when d Jacobi sweeps are performed. It is important to note that more general sparsity patterns are possible with energy minimization, but these have not yet been explored.
Another important feature is that if B R and B L are presmoothed only on the finest level, then the resulting grid transfers satisfy P lev B . This is also an important difference with classic SA, and it is for this reason that presmoothing the left and right near null-space representations is important as they are exactly represented throughout the hierarchy. For instance, this presmoothing addresses the fact that a standard near null-space (such as the constant or rigid body modes) is typically inaccurate when close to domain boundaries, and this affects the quality of the resulting prolongator. For many problems, this presmoothing of the near nullspace is unnecessary, but we note that for the case of the Helmholtz problem [18] and some three-dimensional elasticity problems, prerelaxing B is beneficial. Moreover, presmoothing the near null-space modes at each level also provides improvement and approaches a purely adaptive method. It should be noted that the presmoothing presented here is an alternative to an approach outlined in [16] where constraints are ignored near boundaries. An additional advantage of Algorithm 1 is that for nonHermitian matrices, accuracy is improved iteratively and is not limited to a single Jacobi sweep.
Intuitively, a complementary relationship between grid transfers and relaxation has been designed in the A * A inner-product, although the normal equations are never formed. This is necessary because indefinite and non-Hermitian A do not induce innerproducts, as in the Hermitian case. A * A is used instead of AA * so that user-provided near null-space modes are preserved-i.e., AB ≈ 0 implies A * AB ≈ 0. Additionally, this energy principle easily extends to complex-valued systems.
3.3. F/C-based energy minimization. In this section, we outline a strategy for adapting the SA-based scheme to a root-node-based scheme which has a direct correspondence to classical F/C-type AMG. Specifically, root-node SA refers to viewing each standard SA aggregate as being centered around a root node and considering a tentative prolongator that injects root nodes from the coarse grid to the fine grid. This is constructed by taking a standard tentative prolongator (obtained via (3.3)), scaling each column so that the entry corresponding to a root-node row is one, and then zeroing out all other nonzero entries in root-node rows. To preserve interpolation of the near null-space, the coarse near null-space representation must be scaled accordingly and now corresponds to injection of the fine near null-space. The sparsity pattern is also identical to the SA-based scheme with the exception of root-node rows, which correspond to injection, thereby giving the F/C-style sparsity pattern in (3.1). With an F/C sparsity pattern, an initial feasible P (0) , and a coarse near null-space representation, energy minimization can now be applied.
This approach has several attractive properties. As discussed in the next subsection, the identity in the lower block of (3.1) guarantees that the columns of P are linearly independent. The restriction of the sparsity pattern corresponding to root nodes effectively reduces the space in which energy is minimized. In particular, the energy at the root nodes or C-points does not play a strong role in the minimization process, and this is natural from a Schur complement perspective. As discussed in [11] , ideal weights for P F correspond to (3.4)
The submatrices of A in (3.4) are defined by the list of indices C, which simply lists the root nodes or C-points, and by the list of indices F = {1, . . . , n} \ C. Intuitively, P ideal has "zero" energy at F -points because AP ideal is zero at all F -points. However, the energy at C-points is nonzero and not relevant for this ideal prolongator.
One drawback arises when the number of near null-space modes exceeds the number of degrees-of-freedom per node 2 on the fine level. The QR procedure described earlier effectively sets the number of degrees-of-freedom per node on the coarse level so that it equals the number of near null-space modes. This means, however, that there is not a one-to-one correspondence between coarse and fine level degrees-of-freedom and so it is not possible to simply normalize columns so that a root-node entry has a value of one. This is because some columns do not correspond to a unique root-node entry. There are several ways of addressing this. One approach is to examine each aggregate and define a set of degrees-of-freedom equal to the number of near null-space modes such that an identity (i.e., injection) operator can be defined for this aggregate. Once this set (which may include some non-root nodes) is defined, the procedure of normalizing columns and zeroing remaining entries within a row proceeds as before. There are other possible extensions, but these are not pursued in this paper.
Conditioning of prolongator columns.
Recursive application of the multigrid idea imposes an additional requirement on grid transfer operators. Specifically, relaxation methods must be applied to the coarse level matrix, which is defined by the triple matrix product RAP . Therefore, it is essential that R and P do not introduce a poorly conditioned coarse level operator that would render relaxation less effective. For example, a P with linearly dependent columns gives rise to a singular coarse level operator, even if the fine level operator is nonsingular (or even well-conditioned). More generally, poorly conditioned prolongator columns cause the conditioning of coarse level operators to suffer. Of course, the P (0) defined by (3.1) cannot have linearly dependent columns due to the identity associated with C-points. This also holds for P (i) if N is chosen so that this identity is maintained throughout the minimization.
3 Thus, conditioning of the grid transfers for F/C-based algorithms is normally not a concern.
However, linear dependence is possible with SA-based energy minimization. In particular, two prolongator columns have an identical minimum energy solution if the sparsity pattern and near null-space constraints are identical. Recall that the sparsity pattern is governed by |S| d |P (0) | and so two columns with an identical sparsity pattern is most likely to occur when P (0) has two columns with an identical sparsity pattern. This happens for columns lying inside the same block column of P (0) (i.e., the case where m > 1). One way to address near linear dependence in prolongator columns is to postprocess with a local QR step to ensure that columns associated with the same aggregate are orthogonal. The Q replaces the nonzeros in the block column of P , and B C is left multiplied by R at the degrees-of-freedom corresponding to that block column. Multiplying B C with R maintains P B C = B. An alternative and potentially computationally less expensive approach is to ensure distinct sparsity patterns inside each block column of P . In practice, however, since only a few Krylov iterations are taken, near linear dependence of the prolongation columns is typically not observed.
4. Implementation and computational cost. Implementation of Krylov minimization algorithms requires dot products involving Krylov vectors, matrix-vector products involving I q ⊗ A, and application of Q. In this section, we discuss these kernels and comment on the computational cost associated with energy minimization. We also detail the QA-GMRES and QAQ-CG algorithms and describe how to efficiently solve the formal problem (2.2) with Krylov methods by avoiding the formation of (I q ⊗ A), ∆P , andP (0) . Using the available sparse matrices A, ∆ P , and P (0) , we define matrix-vector multiplication with (I q ⊗ A), in addition to Euclidean inner-products and norms on vectors formed from sparse matrices with theˇexpansion.
3 Prolongator basis functions with minimum energy typically decay smoothly to zero from the value of one at the C-points. That is, entries of P F are typically smaller than one, and so orthogonality of the identity block implies that prolongator columns are relatively far from linearly dependent.
Matrix-vector multiplication is implemented using
The Euclidean inner-product is implemented using the identity
where ·, · F is the Frobenius inner-product. This inner-product computes an elementwise conjugation on the first argument, followed by an elementwise matrix-matrix multiplication. The resulting matrix is then summed elementwise. The Euclidean norm ofP is implemented as the Frobenius norm
The final key computational kernel involves application of Q, which includes inversion of XX * . Using the constraint P B C j = B j with 1 ≤ j ≤ m, the ith row of P yields m rows in X (one for each value of j). Only these m rows of X constrain the ith row of P , implying that XX * can be permuted to block diagonal form with blocks of size m × m (see section 2.1.1). Thus, application of Q requires a factorization of a series of m × m matrices, discussed in the next paragraph. In a typical case where m = 1 and both B and B C are the constant function, application of Q computes the average of the nonzeros values in each row of ∆ P and subtracts this from each nonzero in that row. As a result, the row sums of ∆ P are zero.
More generally, we preserve the near null-space (see project out(∆P )) by using a rowwise projection, which results in X∆P = 0. We right-multiply the nonzero part of the ith row of ∆ P with (I −B C ((B C ) * BC ) † (B C ) * ).B C is B C with rows restricted to the specified sparsity pattern for row i of ∆ P , and corresponds to a diagonal block in the permuted X from Section 2.1.1. As mentioned in section 2.1.1, possible rank deficiencies require use of the Moore-Penrose pseudoinverse †, so that Q is uniquely defined. Additionally for efficiency, this small (m × m) pseudoinverse of ((B C ) * BC ) needs to be computed only once for each row, since the nonzero pattern is preset.
In the algorithms that follow (see enforce()), we enforce the sparsity pattern constraint by using the sparsity structure of |S| d |P (0) |, where d ∈ {0, 1, 2, . . . }. Applying | · | ensures that the interpolation stencil grows as expected. A more efficient option than zeroing out entries, which we implemented for our experiments in the package PyAMG [1] , is to compute values during prolongation smoothing only at the desired sparsity pattern.
Remark 4.1. Using |S| d |P (0) | to generate interpolation sparsity patterns is a generalization of the classic SA technique of weighted-Jacobi prolongation smoothing with the filtered matrix of A. Both approaches desirably expand interpolation stencils only in the direction of strong connections.
There are additional computational savings in the case of complex-symmetric A. As shown in [18] , the QA * AQ-CGNR prolongation smoother satisfies the property that R = P T (i.e., the strict non-Hermitian transpose of P ) is an appropriate choice for R when A is complex-symmetric. Similar to [18] , the QA-GMRES algorithm can be shown to yield appropriate R = P T for complex-symmetric A. Overall, the complex-symmetry of A is reflected in the choice of R = P T when complex conjugation distributes over the prolongation smoothing algorithm [15] .
GMRES prolongation algorithm.
All the prolongation smoothers use diagonal preconditioning, as represented by D −1 . For systems where supernodes are Algorithm 2: gmres prolongation smoother(A,
used, D −1 is a block inverse where the blocksize is the supernode size. Following the motivation earlier in this section, the proposed Krylov methods operate on sparse matrices with the Frobenius norm and inner-product. This yields the desired equivalence with the Euclidean inner-product and norm.
Algorithm 2 executes GMRES in Krylov space (2.20d). Equation (2.20a) is solved with ∆P (0) = 0 subject to the constraints enforced by enforce() and project out(). As presented, Algorithm 2 iterates a fixed number of times, but could be changed to halt with a residual tolerance.
4.2. CG prolongation algorithm. Algorithm 3 executes QAQ-CG in Krylov space (2.25c). Equation (2.25a) is solved with ∆P (0) = 0 subject to the constraints enforced by enforce() and project out().
Algorithm 3 is easily extended to the QA * AQ-CGNR framework by replacing multiplications by A with multiplications by A * A. A * AP is explicitly formed, as opposed to forming only AP as in standard CGNR, so that the constraints are applied to each new search direction.
Numerical results.
In this section we consider several problem types, both Hermitian and non-Hermitian, that support the energy minimization approach. Unless otherwise noted, 4 iterations of the energy minimization process are taken, i.e., Algorithm 3: cg prolongation smoother(A,
Given the flexibility of this approach, we consider problems in both a root-node and classic SA context. The results are similar, exhibiting convergence and scalability for a number of challenging applications where other solvers typically do not.
Root-node style experiments.
Non-Hermitian problem. We begin with a model problem of one-dimensional convection-diffusion,
with periodic boundary conditions. The PDE is discretized with central differences to obtain a nonsymmetric operator with stencil,
on a uniform grid over [0, 1] . A choice of c = 2/h yields pure upwinding. Importantly, −A −1 F F A F C is sparse here, thus allowing for a direct comparison between prolongation basis functions from P ideal with the basis functions from QA-GMRES. Since we are examining root-node style SA, the tentative prolongator is constructed according to (3.1) with the P F block based on a B equal to a constant function.
We depict the basis function-i.e., column of P -in Figure 5 .1 for the aggregate with root node located in the center of the domain. Since the basis function is limited to the nonzero pattern from P ideal , only the local nonzero portion of each basis function is depicted, in addition to several extra degrees-of-freedom on the right and left to indicate that values are zero outside of the range of the plot. Figure 5 .1(a) shows how the basis function evolves over 32 iterations of QA-GMRES for c(x) = sin(2πx). Here, c(x) completes one period over the domain. Importantly, the figure shows that the sparsity pattern constraint allows QA-GMRES to take many iterations and not grow the stencil outside of the allowed pattern. Eventually, QA-GMRES converges to P ideal . Although not depicted, it is worth noting that only a few QA-GMRES iterations are needed before there is no additional gain from an AMG convergence perspective. Figure 5 .1(b) shows the result of using classic Jacobi-based prolongation smoothing. Again, 32 iterations are depicted in order to convey the limiting behavior of classic prolongation smoothing; although this expands the stencil significantly (beyond 4 iterations), we clip the figure for comparison. Classical prolongation smoothing does not yield basis functions that approximate P ideal well. The profile of the ideal basis function is not recovered in the process. Typically, A −1 F F is not sparse; so, in general, energy minimization attempts to approximate P ideal .
Hermitian problem. The Hermitian test problem is a two-dimensional diffusion problem constructed to be irregular and particularly difficult. We solve the classic two-dimensional elliptic equation,
with homogeneous Dirichlet boundary conditions and discretize with linear simplicial elements. The difficulty is due to the domain, which is an unstructured mesh of a stretched circle centered at the origin. The stretching factor is only in the ydirection and yields very thin elements in the mesh, resulting in a matrix that is highly anisotropic with highly irregular rows. The stretching of various meshes is depicted in Figure 5 .2. For our experiments, a factor of 100 is used. Due to the inherent difficulty of this problem and also in order to illustrate the generality of the proposed methods, we couple QAQ-CG to compatible relaxation (CR) [14] . CR chooses an appropriate F/C-splitting and the C-points become the root nodes of aggregates. The matrix stencil is then used to find a nonoverlapping sparsity pattern N for P (0) . We use the constant vector for B and the pre-and postsmoother is an overlapping Schwarz method, which was found to be critical for achieving acceptable performance.
In Table 5 .1, results for CG preconditioned with V(1,1)-cycles are presented, and we compare classic Jacobi prolongation smoothing to QAQ-CG. Solvers with 2 and 3 levels were generated with moderate operator complexities that were approximately 1.75 for the 2-level method and 2.1 for the 3-level method. Even for these modest problem sizes, the use of the proposed prolongation smoother has an immediate positive impact on performance. 5.2. Classical SA experiments. In this section, we consider numerical experiments that use the classic (i.e., non-root-node) approach to SA.
Hermitian problems. We expect the proposed methods to also add robustness to standard multigrid test problems. Consider the two-dimensional anisotropic diffusion PDE
where = 0.001, c = cos(Θ), s = sin(Θ), and Θ is the angle of rotation. We examine vertical anisotropy for Θ = 0 and two more difficult rotated anisotropies. We use Q1 finite elements to discretize the problem on the unit box with a regular grid and Dirichlet boundary conditions. We use Algorithm 1 to set up the SA hierarchy. V(1,1)-cycles precondition CG to a tolerance of 10 −8 . Gauss-Seidel is used for the pre-and postsmoother and to presmooth B on each level, where the initial B is the standard constant used for diffusion problems. We compare various combinations of strength-of-connection measures and prolongation smoothers. Classical Jacobi prolongation smoothing is compared with QAQ-CG, which iterates 4 times with an interpolation stencil width of 2. The coarse grid choice is very influential, so we show results for both the classic strength-of-connection measure with an appropriate drop tolerance for anisotropic problems of 0.25 and the evolution measure [19] with its standard drop tolerance of 4.0. Operator complexities remained low for all tests.
The number of preconditioned CG iterations is presented in Table 5 .2. The combination of the evolution measure and QAQ-CG produces the most robust and meshindependent solver. The beneficial effect of the proposed method is observed by comparing the "Jacobi" column with the "QAQ-CG" column for either strengthof-connection measure. Overall, it is clear that the quality strength-of-connection decisions provided by the evolution measure are needed for the best performance with QAQ-CG . system as part of a Schur-complement approach. Sample streamlines are depicted in Figure 5 .4(a). The recirculating flow problem is
and Dirichlet boundary conditions on the unit box. A plot of b() is given in Figure  5 .4(b).
We use Algorithm 1 to set up the SA hierarchy and use V(1,1)-cycles to precondition GMRES to a tolerance of 10 −8 . Since the matrix is nonsymmetric, we use Gauss-Seidel normal residual (NR) for the pre-and postsmoother and to presmooth B L and B R . Gauss-Seidel NR is essentially Gauss-Seidel on the normal equations and satisfies the A * A energy principle. The initial basis for the left and right near null-spaces, B L and B R , is the constant function. We compare various combinations of strength-of-connection measures and prolongation smoothers. Classical Jacobi prolongation smoothing is compared with QA-GMRES, which iterates 4 times with an interpolation stencil width of 1. Importantly, R is smoothed by A * in both cases. The coarse grid choice is influential, so we also compare the classic strength-of-connection measure with an appropriate θ = 0.0 against the evolution measure with θ = 8.0. Tuning θ for the evolution measure does not have a dramatic impact on performance, but θ = 8.0 was superior to θ = 4.0. In all test cases, the operator complexity remained low.
The third method compared is labeled "partial-SA," which refers to partially smoothed aggregation. Here, R is never smoothed and there is no presmoothing of the vectors B L and B R , so that partially smoothed aggregation is a point of comparison to previous nonsymmetric approaches to SA.
The GMRES iterations are detailed in Tables 5.4 and 5.5. The combination of the evolution measure and QA-GMRES produces the most robust and mesh-independent solver in both cases. Overall, it is clear that quality strength-of-connection decisions are needed for QA-GMRES to succeed. With the quality strength-of-connection information provided by the evolution measure, the "Jacobi" column is compared with the "QA-GMRES" column; again we observe the value of using the proposed prolongation smoother.
6. Conclusion. There is a need for a general iterative process in both SA-based and F/C-based AMG for improving an initial prolongation operator P . The iterative process should allow for indefinite or non-Hermitian A by improving R and P with a meaningful definition of energy. During the process, it is critical to control complexity through restrictions on the sparsity pattern, and to incorporate a priori knowledge about near null-space modes into interpolation. An approach to improving grid transfers has been proposed based on Krylov methods where the Krylov space is restricted to satisfy a set of constraints. As demonstrated by the numerical experiments, the proposed approach fills this need for both SA-and F/C-style AMG.
For non-Hermitian or indefinite problems, QA * AQ-CGNR and QA-GMRES are competitive approaches. There are several considerations, however. The conditioning of QA * AQ-CGNR may detract from the method in some cases and the normal equations often hide physical artifacts such as convection. Additionally, new search directions in the algorithm require multiplication by A * A, which is more expensive than multiplication by A. In comparison, QA-GMRES does not suffer from these issues. On the other hand, the QA * AQ-CGNR approach is able to utilize a 3-term recurrence and minimizes each column of P in the A * A-norm, while QA-GMRES minimizes P globally in the related Q * A Q A -seminorm and has no advantageous recurrence. For HPD matrices, the QAQ-CG approach has a clear advantage. This approach enjoys a 3-term recurrence and minimizes each column of P in the A-norm.
One drawback of the proposed methods is the computational and memory costs. For the two CG-based methods, three vectors-i.e., matrices with the preset sparsity pattern-must be stored. For QA-GMRES, the number of iterations defines the number of "vectors" that must be stored. Computationally, the proposed methods are more costly than standard prolongation smoothing because each minimization step includes calculations that are on the order of classical SA prolongation smoothing, i.e., one application of weighted-Jacobi to P (0) . In [18] , the CGNR-based approach became the most expensive part of the SA setup phase, but nonetheless remained commensurate to the system solve time. However, only a few iterations are typically used in our energy minimization approach, resulting in a low operational cost.
In comparison to other methods, there are several advantages of the proposed energy minimization algorithms. First, the framework allows direct control of the sparsity (and cost) of the system, regardless of the number of prolongation smoothing steps taken. Moreover, long-distance interpolation is straightforward by growing interpolation stencils in the direction of strong connections. Classical SA provides only fixed high-degree matrix polynomial prolongation smoothers for long-distance interpolation and provides little control over the sparsity pattern. Entries in A are dropped before prolongation smoothing, but complexity grows quickly for more than one iteration. Classical F/C AMG is similarly rigid with respect to long-distance interpolation and sparsity patterns, but specialized formulas do exist for long-distance interpolation. Finally, a benefit of the constraints is that they are straightforward to integrate into a minimization process, and they rely on established iterative methods for improving interpolation weights. Neither classic SA nor F/C AMG provides similar features, and neither targets general classes of matrices.
Compared to other advanced approaches for calculating P , the methods discussed in section 2 offer some advantages. The adaptive nonsymmetric SA approach [8] and the restriction smoothing method of local damping parameters [23] share basic algorithmic properties of the classic SA approach and hence share disadvantages. Long-distance interpolation and multiple smoothing iterations for P are not available without large increases in complexity. Additionally, these methods are not equipped to handle a general collection of constraints. Compared to [16] , we use constrained Krylov methods to yield a robust minimization in an energy-like norm, as opposed to constrained steepest descent. Allowing for different Krylov methods enhances robustness by addressing indefinite or non-Hermitian problems. Additionally, treating constraints near boundaries through presmoothing B is more automatic than [16] , where boundary nodes are an input and receive special treatment while smoothing P .
