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Abstract
Previous study of the Assouad dimension of planar self-affine sets has relied heavily
on the underlying IFS having a ‘grid structure’, thus allowing for the use of approximate
squares. We study the Assouad dimension of a class of self-affine carpets which do not
have an associated grid structure. We find that the Assouad dimension is related to the
box and Assouad dimensions of the (self-similar) projection of the self-affine set onto
the first coordinate and to the local dimensions of the projection of a natural Bernoulli
measure onto the first coordinate. In a special case we relate the Assouad dimension of the
Przytycki-Urban´ski sets to the lower local dimensions of Bernoulli convolutions.
Mathematics Subject Classification 2010: 37C45, 28A80.
Key words and phrases : Assouad dimension, self-affine carpet, local dimension, Bernoulli
convolution.
1 Introduction
The Assouad dimension is an important concept in embedding problems and metric geome-
try and is becoming increasingly popular in the study of fractals. It is larger than the other
commonly used notions of dimension, such as Hausdorff and box-counting dimension, and gives
a coarse indication of how thick the thickest part of a metric space is. In 2011, Mackay [M]
computed the Assouad dimension of a simple but fascinating family of self-affine sets known
as Bedford-McMullen carpets. These sets were first considered by Bedford [Be] and McMullen
[Mc] in the mid-1980s and have been intensively studied since then. One of the key reasons
for their popularity is that, despite exhibiting many of the complications and key features of
self-affine sets (such as non-conformal distortion on small scales and the possibility of distinct
Hausdorff and box-counting dimensions), they have a very simple grid structure which facilitates
analysis and makes them much more tractable than general self-affine sets. Mackay’s work was
subsequently extended in [Fr, FH] to more general classes of self-affine set, but the calculations
and dimension formulae still relied heavily on a grid structure. In this paper we drop the de-
pendence on a grid structure for the first time and in doing so relate the Assouad dimension
to, both geometric and symbolic, local dimensions of certain Bernoulli measures. A particularly
demonstrative example is provided by the self-affine sets considered by Przytycki-Urban´ski [PU]
and here the Assouad dimension can be computed in terms of the infimal local dimension of the
associated Bernoulli convolution. We discuss this particular example in detail and reveal that
different phenomena are present depending on the number theoretic properties of the parameter.
1.1 The Assouad dimension
Let X = [0, 1]2. For any non-empty subset E ⊆ X and r > 0, let Nr(E) be the smallest number
of open sets with diameter less than or equal to r required to cover E. The Assouad dimension
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of a non-empty set F ⊆ X is defined by
dimA F = inf
{
s : (∃C > 0) (∀ 0 < r < R) (∀x ∈ F )
Nr
(
B(x,R) ∩ F
)
6 C
(
R
r
)s}
.
For more information on the Assouad dimension including some discussion of its basic properties,
we refer the reader to [L, R, Fr]. For the purposes of this work it is convenient to point out that
one may replace B(x,R) with a small square of sidelength comparable to R and the function
Nr(·) with any related covering or packing function using small balls, general open sets, or small
squares, all with diameter comparable to r.
1.2 Self-affine carpets
Roughly speaking, self-affine carpets are planar self-affine sets generated by a finite family of
contracting diagonal matrices. More precisely, let I be a finite index set and {Si}i∈I be a
collection of affine maps which map the unit square X into itself and have the form
Si(x, y) = (bix, aiy) + ti
for constants ai, bi ∈ (0, 1) and a translation vector ti ∈ [0, 1− bi]× [0, 1− ai]. Such a collection
of maps is called an iterated function system (IFS) and it is well-known that there is a unique
non-empty compact set F satisfying
F =
⋃
i∈I
Si(F ),
see [F, Chapter 9]. The set F is called the attractor of the IFS and is the associated self-affine
carpet. Computing the dimensions of such self-affine carpets is challenging, due to the fact the
maps contract by different amounts in different directions, but is considerably more tractable
than the case of general self-affine sets, where the diagonal matrices are replaced with general
non-singular contracting matrices.
We assume that the interiors of the rectangles Si(X) are pairwise disjoint; a condition
sometimes referred to as the rectangular open set condition. Often one requires additional
conditions on the defining IFS in order to obtain explicit dimension formulae. One such condition
which is particularly relevant to our work is the requirement that the IFS has a ‘grid structure’.
Such self-affine sets were considered by Bedford-McMullen, as well as Baran´ski [B] and Lalley-
Gatzouras [GL]. What this means is that the rectangles Si(X) are aligned in such a way
that when they are projected onto the coordinate axes they either fall precisely on top of each
other or have disjoint interiors. This allows one to introduce ‘approximate squares’, which
greatly facilitate dimension estimates and forces the coordinate projections to be self-similar
sets satisfying the open set condition. Assuming this grid structure, the Assouad dimensions
of these carpets were computed by Mackay [M] and Fraser [Fr]. What has emerged is that the
Assouad dimension is given by
dimA F = dimpiF +max
C
dimC
where pi is the projection onto the relevant coordinate axis and the maximum is taken over an
explicit finite collection of sets C induced by the columns given by the grid structure in the
direction of the fibers of pi. It seemed plausible that in the absence of a grid structure a similar
formula may hold, but it was unclear what should play the role of the column sets. It was also
unclear which dimension ‘dim’ should refer to, since in the grid case all the relevant dimensions
are equal. Our work sheds light on both of these issues.
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2 Results
We consider the self-affine carpets described in the previous section, under the additional as-
sumption that for all i ∈ I we have ai = α < β = bi for fixed constants α, β ∈ (0, 1). For
more discussion of this assumption, see Section 4. We emphasise that we do not require a
grid structure and the projection piF ⊆ [0, 1] is a self-similar set which may have complicated
overlaps.
Let I∗ =
⋃
k>1 I
k denote the set of all finite sequences with entries in I and for i =(
i1, i2, . . . , ik
)
∈ I∗ write
Si = Si1 ◦ Si2 ◦ · · · ◦ Sik
noting that this map contracts by βk horizontally and αk vertically. Also write |i| = k to denote
the length of the word i.
Let m = |I| and µ be the unique Borel probability measure on F satisfying
µ (Si(X)) = m
−k
for all i ∈ Ik. It is easy to see that this measure is well-defined and simply corresponds to the
push forward of the uniform Bernoulli measure on the associated shift space under the natural
coding map.
Let pi denote orthogonal projection from X onto the first coordinate and write piµ = µ ◦pi−1
for the push-forward of µ under pi. It is clear that piµ is a self-similar measure supported on the
self-similar set piF . The measure piµ will be key to our analysis and in particular the quantity
s := sup{t : ∃C > 0 with piµ(I) 6 C|I|t for all subintervals I ⊆ [0, 1]}.
It should be noted that s is non-negative and bounded above by the lower local dimension at
any point x, i.e.
0 6 s 6 dimloc(piµ, x) := lim inf
r→0
log piµ(B(x, r))
log r
for all x ∈ [0, 1]. We will argue below that this upper bound for s is actually an equality in
our setting. The minimal lower local dimension is bounded above by the Hausdorff and box
dimension of the support of the measure and thus
s 6 dimB piF 6 min
{
logm
− log β
, 1
}
.
We also observe that s can be expressed in terms of the Lq-spectrum of piµ. The Lq-spectrum
is a standard tool in multifractal analysis and information theory and is defined as follows for a
given Borel probability measure ν. For q > 0 and r > 0 let
M qr (ν) = sup
{∑
i
ν(Ui)
q : {Ui}i is a centered packing of supp ν by balls of radius r
}
and then the Lq-spectrum of ν is defined by
τν(q) = lim
r→0
logM qr (ν)
log r
provided this limit exists. It was proved by Peres and Solomyak [PS] that the above limit exists
for all q > 0 whenever ν is a self-similar measure, and so in particular τpiµ(q) exists for all q > 0.
It is straightforward to see that the Lq-spectrum is non-decreasing and concave in q. We observe
that s is equal to the slope of the asymptote as q →∞. This result holds much more generally
than just for self-similar measures.
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Lemma 2.1. For s defined above and τpiµ the L
q-spectrum of the projected measure piµ, we have
s = inf {t > 0 : τpiµ(q) < tq for all q > 0} .
Proof. Let t > 0 and q > 0 be such that τpiµ(q) = tq and let ε > 0. Then there exists a uniform
constant C > 0 such that
M qr (piµ) 6 Cr
(t−ε)q.
Then, since {B(x, r)} is a (rather trivial) r-packing for any particular choice of x we have the
following estimate which is uniform in x
µ (B(x, r))q 6 M qr (piµ) 6 Cr
(t−ε)q
which proves that s > t− ε and letting ε→ 0 completes the proof that
s > inf {t > 0 : τpiµ(q) < tq for all q > 0}} .
To prove the inequality in the other direction we suppose that there exist C, t > 0 such that
piµ(I) 6 C|I|t for all I ⊂ [0, 1]. We then suppose that {Ui} is a centered packing of supppiµ by
balls of radius r. It follows that there are at most r−1 elements in {Ui} and∑
i
piµ(Ui)
q 6 Crtq−1.
Thus taking the supremum over all such centrered packings yields,
M qr (piµ) 6 Cr
tq−1
and thus
τpiµ(q) > tq − 1.
Thus for all q > 0 we have that
τpiµ(q)
q
>
tq − 1
q
.
Thus if we choose t1 < t then there will exist q > 0 such that
τpiµ(q)
q > t1 and so
s 6 inf {t > 0 : τpiµ(q) < tq for all q > 0}
as required.
If the multifractal formalism holds for all q > 0 it follows that s is actually equal to the infimal
lower local dimension. Feng and Lau [FL] showed that this is the case for self-similar measures
satisfying the weak separation condition for example, but we can say more. Theorem 1.1 from
[Fe1] states that, in the case of self-similar measures, the multifractal formalism holds for q > 1
whenever the Lq-spectrum is differentiable at q. Since the Lq-spectrum is non-decreasing and
concave, we can find a sequence of q → ∞ along which the Lq-spectrum is differentiable and,
moreover, the derivatives converge to s, by the above lemma. Thus we may conclude that
s = inf {t > 0 : τpiµ(q) < tq for all q > 0}} = inf
x∈piF
dimloc(piµ, x).
Finally, it follows from Proposition 2.2 of [FL] that this value is strictly positive, provided the
set piF is not a singleton.
Define an equivalence relation on I∗ by i ∼ j if and only if
piSi(X) = piSj(X)
4
and denote the equivalence class of i by [i]. Note that i ∼ j⇒ |i| = |j|. Let
H := sup
i∈I∗
log|[i]|
|i|
,
where |[i]| denotes the cardinality of [i], and observe that 0 6 H 6 logm. If the underlying IFS
of similarity maps defining piF generates a free semigroup, then [i] = {i} for all i, which renders
H = 0, and if the semigroup is not free, then H > 0. Here
logm−H
− log β
> s
is the ‘minimal symbolic local dimension’ of piµ. Note that
0 6
H
− log α
6
logmβs
− log α
6
logm
− logα
.
We are now ready to state our main result, which bounds the Assouad dimension of F in
terms of the parameters defined above.
Theorem 2.2. Let F be a self-affine carpet in the class defined above. Then
max
{
dimB piF +
logmβs
− logα
, dimA piF +
H
− log α
}
6 dimA F 6 dimA piF +
logmβs
− log α
.
There are several concrete settings where we can obtain a sharp result. First recall that the
weak separation property, see [LN, Z], is a weaker condition than the open set condition and
applies to self-similar sets with ‘controllable overlaps’. In particular, the main result of [FHOR]
gives that if piF satisfies the weak separation property, then dimB piF = dimA piF , and if the
weak separation property fails then dimA piF = 1.
Corollary 2.3. Let F be a self-affine carpet in the class defined above.
1. If dimB piF = 1, for example if piF = [0, 1], then
dimA F = 1 +
logmβs
− logα
.
2. If piF satisfies the weak separation property, then
dimA F = dimB piF +
logmβs
− log α
.
3. If s is given by the minimal symbolic local dimension of piµ, i.e. if
s =
logm−H
− log β
,
then
dimA F = dimA piF +
H
− logα
.
At this point we highlight that we are not aware of any examples which do not fall under
cases 1., 2. or 3. in the above corollary and it is plausible that no such examples exist. In fact
Theorem 6.6 in the paper [Sh]1 gives a large class of examples which either fall into case 1. with
s = 1 or case 3. with H = 0.
Both cases 1. and 2. could be subsumed into a single condition: dimB piF = dimA piF , but
we state them separately because one would go about checking them in different ways. Also,
sets satisfying 1. may have complicated overlaps in the projection and we want to emphasise
that we can still explicitly handle this situation in some cases.
1This result appeared between the first and second versions of this paper.
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2.1 Applications to Bernoulli convolutions and Przytycki-Urban´ski sets
In order to give a concrete example, as well as demonstrate some interesting properties, we
consider a special family of self-affine carpets in our class. This family is that considered by
Przytycki and Urban´ski in [PU] and is heavily related to Bernoulli convolutions, see [So, PSS].
Fix 0 < α 6 1/2 < β < 1, let m = 2, and consider the IFS consisting of the maps
S1(x, y) = (βx, αy) and S2(x, y) = (βx+ 1− β, αy + 1− α).
Here piµ is the well-studied β-Bernoulli convolution, νβ, i.e. the (rescaled) distribution of the
random series
∑
±βk where the signs are chosen independently and without bias, and piF is
simply the unit interval. As such, we obtain a sharp result for the Assouad dimension of F :
dimA F = 1 +
log 2βs
− logα
.
It is known that for any such α, β the box (and packing) dimensions of F are given by
dimB F = 1 +
log 2β
− logα
and this, therefore, coincides with the Assouad dimension if and only if s = 1, and otherwise is
strictly smaller. Also for any such α, β the Hausdorff dimension of F can be bounded below by
dimH F > dimH µ = dimH νβ +
log 2β
− logα
.
Thus if dim νβ = 1 then dimH F = dimB F . On the other hand if dim νβ < 1 then it is possible
that dimH F < dimB F (in all cases where it is known that dim νβ < 1 this is the case). Recall
that the (lower) Hausdorff dimension of a measure is equal to the essential infimum of the lower
local dimensions and so if dim νβ < 1 then dimA F > dimB F . All of the measures we discuss
here are exact dimensional and so the lower Haudorff dimension also coincides with the upper
packing dimension which is the essential supremum of the upper local dimensions. In general it
is not known whether there exists β where dimH νβ = 1 but where s < 1.
As is common with the study of Bernoulli convolutions, it is natural to consider different
special cases related to the number theoretical properties of β:
1. If 1/β is Garsia, i.e., a real algebraic integer with norm 2 whose conjugates lie strictly
outside the unit disc, then the Bernoulli convolution is absolutely continuous with bounded
density (see [G]) and therefore dimH νβ = s = 1 and
1 < dimH F = dimB F = dimA F = 1 +
log 2β
− logα
< 2.
2. If 1/β is Pisot, i.e., a real algebraic integer greater than 1 whose conjugates lie strictly
inside the unit disc, then it follows from Theorem 8 in [PU] that 1 < dimH F < dimB F
and dimH νβ < 1. Thus s < 1 and we can conclude that
1 < dimH F < dimB F < dimA F < 2.
In fact if βk is the positive solution to
∑k
n=1 x
n = 1 then β−1k is Pisot and it is shown in
Theorem A of [H] that
inf
x∈[0,1]
dimloc(νβk , x) =
log φ
k log βk
−
log 2
log βk
where φ is the Golden Ratio.
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3. If, for n > 4, γ is the largest real root of xn − xn−1 − · · · − x + 1, then γ is Salem, i.e.
a real algebraic integer greater than 1 whose conjugates lie inside the unit disc. If we let
β = γ−1 then it was shown by Feng [Fe2, Theorem 1.2] that s < 1 and so in this case
1 < dimB F < dimA F < 2.
In this case it is unknown whether dimH νβ = 1 and whether dimB F = dimH F (if
dimH νβ = 1 then it follows that dimB F = dimH F , see above).
4. For almost every β ∈ [2−1/2, 1) it is known that νβ is absolutely continuous with bounded
density, see [So, Corollary 1]. It has also recently been shown in Theorem 1.5 in [Sh] that
there exists a set E ⊂ (1/2, 1) with packing dimension 0 where for all β ∈ (1/2, 1)\E we
can take s = 1. Therefore for all β ∈ (1/2, 1), except for a set of packing dimension 0, we
have that
1 < dimH F = dimB F = dimA F = 1 +
log 2β
− logα
< 2.
For a given β ∈ (1/2, 1) let s(β) be the value of s for the measure νβ. We can give more precise
estimates on s(β), and thus on dimA F , using the convolution structure of νβ and results from
[JSS]. Indeed, the name ‘Bernoulli convolution’ comes from the fact that νβ is the (appropriately
rescaled) infinite convolution of the measures 12 (δ−βk + δβk). This approach was suggested to us
by Pe´ter Varju´.
Lemma 2.4. For any β ∈ (1/2, 1) and n ∈ N we have s(β) > s(βn). In particular, this shows
that
1. s(β) > 1/2 for all β ∈ (1/2, 1)
2. s(β)→ 1 as β → 2−1/n for any n ∈ N.
Proof. This result essentially follows from the fact that taking the convolution of two measures
does not decrease the value of s. Begin by writing νβ as the convolution of νβn and another
measure ν ′ which comes from taking the (appropriately rescaled) infinite convolution of the
measures 12(δ−βk + δβk) for values of k not divisible by n. Let t < s(β
n), which guarantees the
existence of a constant C > 0 such that for any interval I ⊆ [0, 1] we have νβn(I) 6 C|I|
t. As
such, for any interval I ⊆ [0, 1] we have
νβ(I) =
(
νβn ∗ ν
′
)
(I) =
∫
νβn(I − x)dν
′(x) 6
∫
C|I − x|tdν ′(x) = C|I|t
and therefore s(β) > t and letting t tend to s(βn) proves the result. Now, for a given β, choose
n = n(β) ∈ N uniquely to satisfy βn 6 1/2 < βn−1 and note that νβn is a self-similar measure
satisfying the open set condition and so the value of s(βn) can easily be computed as
s(βn) =
log 2
−n log β
> 1/2
proving 1. Part 2. follows immediately from the estimate s(β) > s(βn) and the fact that
limβ→1/2 s(β) = 1, which follows from [JSS, Theorem 1.11].
The estimates from the previous lemma provide further estimates for dimA F .
Corollary 2.5. For all β ∈ (1/2, 1) we have
1 < dimA F = 1 +
log 2βs(β)
− log α
< 1 +
log 2
− log α
−
log β
2 log α
< 2
and dimA F → dimB F as β → 2
−1/n for any n ∈ N.
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Closer inspection of the proof of [JSS, Theorem 1.11] would yield explicit upper bounds for
dimA F in terms of dimB F and β for β in a neighbourhood of β = 2
−1/n, but we do not include
the details.
Finally, a potential application of these results is to gain information about the local dimen-
sions of Bernoulli convolutions based on a priori information about the Assouad dimension of
F . Consider the case where α = 1/2. Then
s = (2− dimA F )
log 2
− log β
and so, for example, if one knew that dimA F 6 θ, then one could conclude that for all x ∈ [0, 1]
dimloc(νβ , x) > s > (2− θ)
log 2
− log β
.
3 Proofs
The proof of Theorem 2.2 will be broken up into three parts. The first two parts together prove
the lower bound: first the bound where dimB piF appears in the formula, and second the bound
where dimA piF appears. The final part will prove the upper bound. Each of the following
subsections is self-contained and notation introduced in one section does not carry over into the
others.
For real-valued functions f, g, we write f(x) . g(x) to mean that there exists a universal
constant M > 0 independent of x such that f(x) 6 Mg(x). Similarly, f(x) & g(x) means that
f(x) > Mg(x) with a universal constant independent of x. If both f(x) . g(x) and f(x) & g(x),
then we write f(x) ≍ g(x). The constant M can depend on parameters that are fixed by the
defining IFS, such as m, α, β, s, H, etc.
3.1 Lower bound
3.1.1 Picking up the box dimension of piF
Throughout this section let d = dimB piF . In order to prove the first lower bound, it suffices to
show that for all ε > 0 there exist arbitrarily small 0 < r < R with (R/r) → ∞ such that for
some square Q intersecting F with side length comparable to R we have
Nr(Q ∩ F ) & (R/r)
d−log(mβs)/ logα−ε.
It will be convenient to consider pairs R = αk and r = αn(k)+k for a particular sequence of
k →∞, where n(k) = n ∈ N is chosen (uniquely) to satisfy
βn+1 < (α/β)k 6 βn.
Observe that r ≍ Rlogα/ log β and indeed (R/r) → ∞ as k → ∞. With this in mind note that,
by the definition of s, for any ε > 0 we can find sequences (kj)j∈N (with kj → ∞) and (xj)j∈N
(with xj ∈ piF ) such that
piµ(B(xj , (α/β)
kj )) > (α/β)kj (s+ε).
Consider the vertical tube T = pi−1(B(xj , (α/β)
kj/2)) ∩X and let
M(n(kj)) = #{i ∈ I
n(kj) : Si(F ) ∩ T 6= ∅}
be the number of level n(kj) cylinders intersecting T . Since each level n(kj) cylinder has µ-mass
m−n(kj) we have
piµ
(
B(xj, (α/β)
kj/2)
)
6 M(n(kj))m
−n(kj)
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which yields
M(n(kj)) > m
n(kj)(α/β)kj (s+ε).
Choose an arbitrary i ∈ Ikj and consider Q = Si(T ), which is an α
kj by αkj square intersecting
F . Consider 6Q defined to be the square formed by blowing Q up by a factor of 6 at its center.
It follows that every level (n(kj)+kj) cylinder which intersects Q is completely contained within
6Q. Let i ∈ In(kj)+kj and consider the problem of trying to cover Si(F ) by squares of sidelength
αn(kj)+kj . By rescaling the problem by β−(n(kj)+kj) one observes that
N
αn(kj )+kj
(
Si(F )
)
= N
(α/β)n(kj )+kj
(
piF
)
& (α/β)−(n(kj )+kj)(d−ε).
with the implied constant independent of kj. Since one α
n(kj)+kj square can intersect no more
than 9 of the level (n(kj) + kj) cylinders (by virtue of our separation condition), and observing
that by definition
M(n(kj)) ≍ #{i ∈ I
n(kj)+kj : Si(F ) ∩Q 6= ∅}
we have
N
αn(kj )+kj
(6Q ∩ F ) & M(n(kj))(α/β)
−(n(kj )+kj)(d−ε)
> mn(kj)(α/β)kj (s+ε)(α/β)−(n(kj )+kj)(d−ε)
& mn(kj)βn(kj)(s+ε)α−n(kj)(d−ε)
&
(
αkj
αn(kj)+kj
)− logm/ logα−(s+ε) logβ/ logα+(d−ε)
which yields the desired lower bound upon letting ε→ 0.
3.1.2 Picking up the Assouad dimension of piF
Throughout this section let d = dimA piF . In order to prove the second lower bound, it suffices
to show that for all ε > 0 there exist arbitrarily small 0 < r′ < R′ with (R′/r′)→∞ such that
for some square Q intersecting F with side length comparable to R′ we have
Nr′(Q ∩ F ) > (R
′/r′)d−H/ logα−ε.
Let ε > 0 and choose i ∈ I∗ such that
log|[i]|
|i|
> H − ε.
Also, let 0 < r < R < 1 and I ⊂ [0, 1] be an interval of length R such that
Nr(I ∩ F ) & (R/r)
d−ε
which can be done for arbitrarily small 0 < r < R with (R/r)→∞ by the definition of d. For
convenience, we also assume that r/R 6 α|i|. Let n ∈ N be chosen (uniquely) to satisfy
α|i|(n+1) < r/R 6 αn|i|.
Consider in (meaning the word i concatenated with itself n times) and observe that
|[in]| > |[i]|n.
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The collection {Sj(X) : j ∈ [i
n]} is a collection of at least
exp(n|i|(H − ε))
rectangles of base length βn|i| and height αn|i| which are all vertically aligned (i.e. all project to
the same interval under pi). Consider the vertical strip of base βn|i| and height 1 which contains
all of these rectangles and consider the thinner sub-strip which lies above the appropriate image
of I (under the interval contraction induced by Sin) and label this thinner strip T . This is a
strip of base βn|i|R and height 1. Choose k ∈ N (uniquely) to satisfy
(α/β)k+1 < βn|i|R 6 (α/β)k
and choose j ∈ Ik arbitrarily. Let
Q = Sj(T )
and observe that Q is a rectangle with base length
βkβn|i|R
and height
αk ≍ βkβn|i|R.
Moreover, it is made up of at least exp(n|i|(H − ε)) horizontal strips of height
αn|i|+k ≍ αn|i|βkβn|i|R.
Write R′ = βkβn|i|R and r′ = αn|i|βkβn|i|R and consider the problem of covering Q∩F by small
squares of sidelength r′. Since the height of each horizontal strip is comparable to r′, we may
assume that each strip contributes individually. Since each strip was chosen to lie above the
appropriate image of I, we know that it will contribute & Nr(I ∩F ) to any optimal cover (after
rescaling the problem back to I by a factor of β−kβ−n|i| and using the fact that r ≍ Rαn|i|).
Therefore
Nr′(Q ∩ F ) & exp(n|i|(H − ε))(R/r)
d−ε
& (α−n|i|)d−ε−(H−ε)/ logα
= (R′/r′)d−ε−(H−ε)/ logα
which yields the desired lower bound by observing that this estimate can be achieved for arbi-
trarily small 0 < r′ < R′ with R′/r′ → ∞ by letting R/r and thus n tend to ∞ and letting
ε→ 0.
3.2 Upper bound
The main difference between the upper and lower bound is that we must now handle all pairs
0 < r < R and not just the sequence of pairs which is most convenient for the argument. This
makes the upper bound a little more subtle.
Throughout this section we let d = dimA piF . Let 0 < r < R < 1 be arbitrary and choose
n, k ∈ N (uniquely) to satisfy
αn+1 < r 6 αn.
and
αk+1 < R 6 αk
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observing that n > k. Consider an arbitrary R-square Q, and observe that it may only intersect
at most a constant number of level k cylinders (the height of which is approximately R) and so
we may assume it intersects only one, Sj(F ) say. Let
M(n, k) = #{i ∈ In : Si(F ) ∩Q 6= ∅} ≍ #{i ∈ I
n−k : Si(F ) ∩ S
−1
j
Q 6= ∅}.
Mirroring the lower bound we want to expand the vertical tube S−1
j
Q so that any level (n− k)
cylinder contributing to M(n, k) is completely contained in the expanded tube. However, there
is a potential problem because the base length of a level (n − k) cylinder is βn−k which is not
necessarily comparable to the width of the original tube, which is Rβ−k (and within a constant
multiple of (α/β)k). With this in mind, we do the best we can and expand the tube horizontally
to have width
(α/β)k + 2βn−k.
We denote the expanded tube by S−1j Q
∗ and let B = piS−1j Q
∗ which is an interval inside [0, 1]
intersecting piF with diameter comparable to the width of the expanded tube. It follows that
piµ(B) .
(
(α/β)k + 2βn−k
)(s−ε)
with the implied constant independent of n and k. Since each level (n − k) cylinder carries
weight m−(n−k) we also have the estimate
piµ(B) > M(n, k)m−(n−k)
which yields
M(n, k) . m(n−k)
(
(α/β)k + 2βn−k
)(s−ε)
.
We wish to estimate Nr(Q ∩ F ) and observing that each level n cylinder intersecting Q has
height comparable to r it again suffices to consider the contributions from each cylinder
individually and then add them up. Here we split our analysis into two cases.
Case 1: βn−k > (α/β)k .
For i ∈ In we have for some x ∈ piF that
Nr
(
Si(F ) ∩Q
)
. Nrβ−n
(
piF ∩B(x,Rβ−n)
)
.
(
Rβ−n
rβ−n
)(d+ε)
. (αk/αn)(d+ε).
Therefore
Nr(Q ∩ F ) . M(n, k)(α
k−n)(d+ε)
. m(n−k)β(n−k)(s−ε)α−(n−k)(d+ε)
Case 2: βn−k < (α/β)k .
For i ∈ In we have
Nr
(
Si(F )
)
. Nrβ−n
(
piF
)
. (rβ−n)−(dimB piF+ε) . (rβ−n)−(d+ε) . (β/α)n(d+ε).
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Therefore
Nr(Q ∩ F ) . M(n, k)(β/α)
n(d+ε)
. m(n−k)(α/β)k(s−ε)(β/α)n(d+ε)
= m(n−k)(β/α)n(d+ε)−k(s−ε)
. m(n−k)β(n−k)(s−ε)α−(n−k)(d+ε)
where the final line uses the Case 2 assumption and the fact that d > s.
In both cases we obtain
Nr(Q ∩ F ) . m
(n−k)β(n−k)(s−ε)α−(n−k)(d+ε)
=
(
αk/αn
)− logm/ logα−(s−ε) log β/ logα+(d+ε)
.
(
R
r
)− logm/ logα−(s−ε) log β/ logα+(d+ε)
which yields the desired upper bound upon letting ε→ 0.
4 Extensions and further work
It would clearly be interesting to push this work further and, in particular, to consider more
general families of self-affine carpets, such as those considered by Feng and Wang [FW]. Our
main restriction was in assuming that the linear parts of all the defining affine maps were the
same, i.e., of the form (x, y) 7→ (βx, αy) for some fixed 0 < α < β < 1. Our results depend
crucially on this assumption. The reason for this is that we need the measure of a cylinder to tell
us both the height and the width of the corresponding construction rectangle. More precisely,
the Assouad dimension was linked to the piµ-measure of an interval in the projection by choosing
the measure in such a way that the measure of an interval told us exactly what we see above
it. If the linear parts are different (even if the contractions in one of the directions are fixed)
one may find very differently shaped construction rectangles projecting to intervals of the same
measure, or even of the same measure and the same length, and so things would be much more
complicated in this setting. In general it looks like finding good upper bounds for the Assouad
dimension of self-affine sets is a very challenging problem.
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