Speechreading is a visual communicative skill for perceiving speech. In this study, we tested the effects of speech experience and deafness on the speechreading neural network in normal hearing controls and in two groups of deaf patients who became deaf either before (prelingual deafness) or after (postlingual deafness) auditory language acquisition. Magnetic signals from the cerebral cortex were recorded using a 306-channel magnetoencephalographic system. During magnetoencephalographic measurements, subjects were asked to perform a speechreading task from video clips of a female speaker either pronouncing syllables (speechreading condition) or showing closed-mouth movement. The sources of the evoked fields were modelled using equivalent current dipoles, the origins of which were fitted to the intracranial space based on magnetic resonance imaging findings. During the speechreading condition, the latency of auditory cortex activation was shorter in the postlingual deafness group than in the normal hearing control group. This parameter negatively correlated with speechreading scores measured clinically. Furthermore, as the duration of deafness increased, the latency of auditory cortex activation decreased exponentially. However, no such correlation was found in the prelingual deafness group which differed significantly from the two other groups in this respect. The latency of auditory cortex activation was significantly longer in the prelingual deafness group than in the two other groups. Thus, auditory experience may be crucial for the development of a normal neural network for speechreading. The pre-existing speechreading network in the postlingual deafness group is made more efficient by speeding up the neural response.
Introduction
Absence of auditory language experience and sensory deprivation both affect cerebral organization. Studies of native signers (deaf and hearing) have shown that both hearing status and linguistic experience affect many aspects of brain functional organization such as visual motion processing, face perception and language networks (Neville et al., 1998; McSweeney et al., 2002; McCullough et al., 2005; Sadato et al., 2005) .
Clinically deaf patients can be subdivided into two distinct populations with different clinical attributes. Pre-or peri-lingually deaf (pre-LD) subjects become deaf before learning to speak; they are unable to talk and they use sign language as their primary communication mode. On the other hand, post-lingually deaf (post-LD) subjects lose hearing after complete acquisition of auditory language due to various aetiologies such as chronic otitis media, ototoxic drugs and viral infections. These patients can speak fluently, although they cannot hear, and rely on speechreading (SR) as their main communication mode. Significant differences between the two populations depend on whether auditory language was acquired prior to hearing loss.
SR, also known as lip-reading, provides a means of understanding speech based on the visual interpretation of the movements of the lips, face and tongue, and is the major communication mode for subjects with acquired profound deafness. It is also used by normal hearing subjects in an adjunctive and subconscious manner. For example, observing/viewing articulatory gestures improves speech recognition, especially in the presence of background noise (Sumby and Pollack, 1954) . As compared with non-speech visual stimuli, SR involves linguistic components and presumably neural processes that are related to speech comprehension. SR is an important means of communication in deaf patients when they are communicating with normal hearing people, most of whom are non-signers. Even when hearing is surgically recovered by cochlear implants, SR remains an important adjunct to the improvement of auditory performance because current implant technology can provide only crude auditory signals via artificial prosthesis (Rouger et al., 2007) . Therefore, understanding the neural process of SR has not only theoretical, but also practical importance in managing deafness with rehabilitation programs before and after cochlear implantation.
Previous functional magnetic resonance imaging (fMRI) studies conducted on normal hearing subjects have shown that SR increases haemodynamic responses in superior temporal 'auditory' regions (Calvert et al., 1997; MacSweeney et al., 2000 MacSweeney et al., , 2001 Pekkola et al., 2006) . In addition, deafness modulates these superior temporal responses to visual speech (SR) (MacSweeney et al., 2002; Lee et al., 2007a; Capek et al., 2008) . However, the effect of linguistic experience on the SR network has not yet been clearly elucidated. The SR network shares cortical areas with auditory language (Calvert and Campbell, 2003; Hall et al., 2005) . A previous neuroimaging study has suggested that auditory experience underpins the development of the SR network (MacSweeney et al., 2001) . Thus, the SR network in post-LD subjects may show a relatively 'normal' appearance compared to that in pre-LD native signers who learned SR as a secondary language. At the same time, neural responses examined in post-LD subjects may show how the brain copes with auditory deprivation after normal development of auditory language.
In line with previous research that has consistently shown superior temporal activation for SR to be modulated by deafness, the present study aims to further elucidate the time course of neural activation associated with SR in deaf patients with different language experience. We chose magnetoencephalography (MEG) to examine neural activation, because compared to haemodynamic functional imaging, MEG provides enhanced temporal resolution on a scale of milliseconds. Using MEG we evaluated cortical neural activity for SR in three groups: normal controls (NC), pre-LD and post-LD patients.
Materials and Methods

Participants
This study included 10 NC subjects (NC group; 5 females, 5 males; age range, 32.0-65.3 years; mean age, 49.2 years), 7 post-LD group (4 females, 3 males; age range, 30.7-66.4 years; mean, 51.0 years) and 8 pre-LD group (3 females, 5 males; age range 39.7-58.4 years; mean, 50.8 years). All subjects were right-handed (self-reported), had normal/corrected-normal visual acuity and had no previous history of neurologic or psychiatric disorders. Brain MR images were available in all but one subject, and were all normal.
Hearing thresholds were checked in a standard sound proof room using an Orbiter 922 Clinical Audiometer Version 2 (Madsen Electronics, Taastrup, Denmark). A mean three-tone (0.5, 1 and 2 kHz) threshold of 525 dB HL was considered normal as described by the International Standards Organization (ISO, 1996) , and all subjects in the NC group met this criterion. Furthermore, all subjects in the post-LD and pre-LD groups had a mean three-tone unaided threshold of 470 dB HL, which is the ISO criterion for severe to profound hearing loss. Visual acuity was checked at 3 m using a standardized decimal chart. All subjects had a visual acuity of 420/40, and they had no difficulty in recognizing facial movements in the video clips utilized as the stimuli.
Subjects who became deaf before 2 years of age were defined as pre-LD, and those who became deaf from 2 to 8 years of age were defined as pre-LD. Unfortunately, the majority of subjects in the pre-LD group were unable to state age of deafness onset. However, they were all mute, used sign-language as a primary means of communication and did not use a hearing aid. Subjects who became deaf after 10 years of age were defined as post-LD; all spoke fluently, used a hearing aid, never acquired sign language and used SR as a primary means of communication. Due to the abovementioned difficulties concerning age of deafness onset, the clinical characteristics of the deaf subjects were given priority in group assignment.
The duration of deafness was expressed as the number of years that had elapsed since the onset of profound hearing loss, defined as the time when oral communication became impossible even with a well-fitted hearing aid.
The study protocol was approved by the Ethical Committee of Seoul National University Hospital, and informed consent was obtained from all participants.
Speechreading fluency
Speechreading fluency was measured using the Korean Phonetically Balanced (PB) Word Perception Test and the Korean Everyday Sentence Test. The PB Word Perception Test is composed of 40 monosyllabic words which are phonetically balanced. Two licensed speech therapists with 48 years of experience presented words using lip movements alone, and subjects were instructed to vocalize the words. The number of words and phonemes spoken correctly were expressed as percentages. The Everyday Sentence Test is composed of 20 short sentences. Similarly, subjects were asked to vocalize sentences, and the examiner counted correct key words.
Stimulation paradigm
During MEG measurements, subjects observed a random presentation of video clips containing SR trials or closed-mouth gurning (GU) movement trials. SR trials involved video clips of a woman pronouncing /pa/, /po/ and /pi/. These video clips presented only visual information, the original speech sounds having been erased. On the other hand, closed-mouth GU trials utilized video clips of the same speaker making closed-mouth GU movements. The two closed-mouth GU movements were lip protrusion and smiling. Although these two GU lip movements were similar to those made while pronouncing /po/ and /pi/, respectively, lips were closed throughout the pronunciation, providing no phonetic content. Baseline trials using a neutral face with no lip movements were also included, but the results were not analysed (Fig. S1 ).
Experiments were conducted using a stimulus paradigm composed of two 11.8-min sessions separated by a 5-min interval, during which subjects were asked not to move. Each session started with an initial display of a cross on the screen for 1000 ms, followed by 180 trials per session. A single trial was composed of a still image (random duration, 800-1 200 ms), a video clip (1 100 ms) and another still image (900 ms), and all trials were presented by the same speaker. The visual stimuli were spliced such that it was difficult to detect the transition from still to video or vice versa. Each trial was followed by a cross display of 900 ms duration, and subjects were allowed to blink only during this period in order to prevent electrooculographic signal contamination (Fig. S2) . The duration of the still image prior to onset of the lip moving video clip randomized from 800 to 1 200 ms in order to factor out neural responses to the speaker's face. Each test stimulus (/pa/, /po/, /pi/, lip protrusion, smiling, neutral) was repeated 60 times at random per subject (a total of 360 trials per subject). Video clips were edited using Studio Plus v10.5 (Pinnacle, Mountain View, CA, USA).
Before the experiment, all subjects received a training session for about 15 min to ensure that they understood the instructions and could identify all stimuli. Subjects were instructed to click the response button (held in the right hand) when the speaker pronounced a target SR stimulus shown at the beginning of each experimental session. They were told that one of the three SR stimuli (/pa/, /po/ and /pi/) would be randomly chosen as a target, but only /pa/ was used as a target in the experiment. This induced the subjects to make the same effort to learn all SR stimuli during training. Responses to /pa/ trials were not analysed. Thus, for the SR trials response latencies to only /po/ and /pi/ were averaged, and for the closed-mouth GU trials, response latencies to lip protrusion and smiling were averaged. Consequently, each of the 120 responses was analysed for both the SR and the closed-mouth GU conditions. False alarms, i.e. responses to a trial other than /pa/, and missed responses to /pa/ were counted, and one patient who showed wrong responses to 410% of stimuli was excluded from the study.
Visual stimuli were randomly presented using Presentation software version 11.0 (Neurobehavioral Systems, Albany, CA, USA), and were displayed on a semi-transparent screen 162.5 cm away from a subject's eyes using a VT770 LCD projector (NEC, Tokyo, Japan). The speaker's face occupied a field of view of 7.5 vertically and 5.0 horizontally.
Recording
Magnetic signals from the cerebral cortices were recorded using a 306 channel Elekta Neuromag system (Elekta Neuromag, Helsinki). MEG had 102 identical triple sensor elements (one magnetometer and two gradiometers which were oriented perpendicular to each other) in a helmet-shaped array. The sensors provided independent measures of magnetic field strength due to the orthogonal disposition. During MEG recording, subjects were seated in a magnetically shielded room, with the back supported by a chair, arms on a table, and legs on leg rests. Prior to the experiment, an experimenter checked that helmets were correctly fitted and instructed subjects not to move throughout the entire experimental session. MEG signals were recorded using a 0.1-to 200-Hz band pass filter at a sampling rate of 600 Hz. The zero time point used to calculate latency was defined as the time when the face shown in the video clips started to speak, which was set at 330 ms from the onset of the video clips (Fig. S2) . The duration of analysis epochs ranged from À530 to 770 ms, and it included a pre-stimulus baseline of 200 ms (À530 to À330 ms). Vertical and horizontal electrooculograms (EOG) and electrocardiograms were obtained simultaneously in order to remove ocular and cardiac noise. Any epoch that included an EOG amplitude of 410 mV was excluded.
Four head position indicator coils were attached to the subjects' scalps in order to align head position in the sensory array. Coil location with respect to three anatomical landmarks (the nasion and the two preauricular points) was identified using a 3-D digitizer (Fastrak, Polhemus, Burlington, VT, USA). This information was used to co-register MRI, MEG and head co-ordinates in order to enable MEG signal sources to be superimposed on individual T1 MR images acquired with a Signa Excite 3.0 T system (GE Healthcare, UK).
Data analysis
Evoked field responses were digitally low-pass filtered using a cut-off frequency of 50 Hz. For each individual, evoked field mean values were used for analysis. The sources of evoked fields were modelled with equivalent current dipoles (ECDs) in a spherical volume conductor, the origin of which was fitted to the intracranial space using individual MR images. In the defined head co-ordinate system, the x-axis passed through the left and right preauricular points. The y-axis ran towards the nasion from the centre of the x-axis, and the z-axis was directed upward perpendicular to the origin of the xy plane. Signals from all 306 channels were used for analysis.
To identify the sources of measured MEG signals, time windows and cortical areas of interest, compatible with a dipolar pattern, were selected. Since lip movements were defined as starting at 0 ms, only dipoles after 0 ms were included. The ECD in the visual cortex was first evaluated, followed by the ECD in the temporoparietal area. The 3-D location and orientation of the sources were found by least-square searching. The visual dipole was accepted when the dipole concerned was inside the occipital cortex. Dipoles within the primary auditory cortex (Brodmann areas 41 and 42) or within a distance of 15 mm from the centre of the Heschl's gyrus were accepted as auditory cortex dipoles.
Subsets of a minimum of 19 channels were used for the visual area, and those of at least 26 channels were used for the temporoparietal area. Goodness-of-fit of the source model was calculated to indicate the percentage of the measured field variance explained by the sources; only sources with a goodness-of-fit of 580% were accepted. To verify all possible ECDs in areas of interest, sequential dipole fitting at 10 ms steps was performed. When the sources (a goodness-of-fit of 580%) formed distinct clusters for at least 20 ms (at least two dipoles), they were defined as areas of activation. Only dipoles with a confidential volume 410 000 mm 3 and |Q| 45 nAm were accepted for the latency analysis in the temporoparietal area. Dipoles that were fitted at the point of maximal global field power were also assessed. After identifying each dipole separately, we used them as seeds to conduct a multi-dipole analysis by the least-square algorithm. All accepted sources were included in a time-varying multi-dipole model, in which the location and orientation of the sources were kept fixed, and strength was allowed to change as a function of time (Fig. 1) . A larger set of channels (90 channels over the visual and temporal cortices) was included when computing the model. Two to six dipoles were included for each subject. Peak latencies were measured from the waveforms of the sources. The locations of the sources were also superimposed on MR images for each subject.
Statistical analyses were performed using SPSS version 12.0 (SPSS Inc., Chicago, IL, USA). Differences in the latency of the source between the visual, auditory and parietal areas were compared using the Mann-Whitney test. The Spearman's correlation test was used to determine the correlation between SR fluency and the latency of the source. Hierarchical cluster and discriminant analyses were used to identify group similarities and differences. A P-value of 50.05 was considered statistically significant.
Results
Demographic data
The demographic data of the three groups are presented in Table 1 . There were no significant differences between the pre-LD, post-LD and NC groups in age, sex, years of education and three measures of SR fluency (PB word score, P = 0.31; PB phoneme score, P = 0.35; Sentence score, P = 0.97). However, the duration of deafness was significantly longer in the pre-LD group than in the post-LD group (P 50.01). Aided hearing threshold was significantly poorer in the pre-LD group than in the post-LD group (P 50.01) and the NC group (P 50.01). It was also poorer in the post-LD group than in the NC group (P 50.01). Therefore, except for hearing level, the duration of deafness, and the mode of communication, the demographic factors were similar in the three groups.
Factors correlated with speechreading scores
Aided hearing levels and the duration of deafness were the two factors that were assumed to be related to SR fluency. However, in this study, they did not significantly correlate with SR scores. The pre-LD group, which had the poorest hearing level, tended to have better SR scores than the two other groups ( Fig. 2A ), but this difference was not statistically significant (PB word, P = 0.15; PB phoneme, P = 0.12; Sentence, P = 0.78). The group with the longest duration of deafness (pre-LD group) had better SR scores, but this difference was not statistically significant either (PB word, P = 0.08; PB phoneme, P = 0.15; Sentence, P = 0.73) (Fig. 2B) . Figure 1 Example of a multi-dipole model. Visual cortex latency was within a range of 50-250 ms. Auditory cortex and parietal cortex dipoles followed this. All accepted magnetic field sources were then included in the temporal multi-dipole model, in which the location and orientation of sources were fixed. Dipoles of no interest were also included in the multi-dipole model, but their latencies were not analysed. Peak latency was measured from the waveforms of the sources, and the locations of the sources were superimposed on MR images.
Gender was closely related to SR scores. Female subjects showed higher scores in all three SR measures: PB word (15.9 AE 3.3 versus 6.9 AE 1.4; P = 0.048), PB phoneme (45.4 AE 3.7 versus 35.2 AE 2.6; P = 0.02) and Sentence (12.1 AE 2.8 versus 3.0 AE 0.9; P50.01). Other factors such as age, years of education and visual acuity were not significantly related to SR scores.
The three SR scores correlated well with each other: PB word versus PB phoneme (P 50.01), PB phoneme versus Sentence (P50.01) and Sentence versus PB word (P 50.01).
Neuromagnetic responses to speechreading stimuli
In 13 of the 17 patients in the NC and post-LD groups, the auditory cortex dipole followed the visual cortex dipole. Subsequently, in 10 of the 17 patients, a third dipole was found in the parietal area. Although these three kinds of dipoles were the most consistently detected sources, auditory and parietal cortex dipoles were not found in all subjects. The number of dipoles found is listed in Table 2 . Since the right and left visual cortices were close to each other, we did not separate these two cortices, but considered them as single magnetic field source. However, the right and left cortices were separated as two different magnetic field sources in the auditory and parietal cortices, and the detection rate (%) was calculated by dividing the number of dipoles by the total number of cortices (not the number of subjects). For instance, if 8 auditory cortex dipoles were found among 6 subjects, the number of total auditory cortices was 12 and the detection rate was 8/12 Â 100 = 40%. As shown in Table 2 , an auditory cortex dipole was found in 40-63% of the cortices, except for the GU condition in the NC group. For the closed-mouth GU condition in the NC group, an auditory cortex dipole was found only in 3 of the 20 cortices, which was significantly smaller than that observed in the pre-LD groups (P 50.01). The auditory cortex dipoles during GU condition were found more often in deaf patients than in NC (P = 0.006).
Dipole latency
As shown in Table 3 , the latency of visual cortex dipole was found to be $130 ms in all three groups. Two outliers that showed a visual cortex latency of 550 ms or 4250 ms were excluded (1 each in the post-LD and NC groups). Although SR neural networks were expected to differ significantly between the three groups, we expected no significant differences in visual cortex latency because the primary perception of visual motion should be identical, regardless of whether a subject was deaf. The auditory cortex dipole occurred at 296 ms in the NC group, so audio-visual binding must take place between 130-296 ms, which is similar to the findings of previous studies with normal subjects (Uutela et al., 1999; Wright et al., 2003; Mottonen et al., 2004) . The latencies of the auditory and parietal cortex dipoles during the SR condition are plotted in Fig. 3 . The latency of the auditory cortex dipole was shorter in the post-LD group than in the NC group (P = 0.04). The latency of the auditory cortex dipole was significantly longer in the pre-LD group than in the post-LD group (P 50.01) and in the NC group (P = 0.04). Since the auditory cortical response was delayed, the parietal dipole appeared earlier than the auditory activity in the pre-LD group. However, no significant differences in parietal cortex dipole latency were found between the three groups (P 40.59). The amplitude of the dipoles was also compared between groups and conditions, but there were no significant differences.
Correlation between auditory dipole latency and speechreading fluency
In order to evaluate the effect of latency delay on behavioural output, we evaluated the correlation between latency delay and SR fluency. In the post-LD group, auditory cortex dipole latency showed a negative correlation with SR scores with marginal significance (Fig. 4) : subjects with shorter latency tended to show higher scores in the phonemically balanced (PB) phoneme test (P = 0.054, Spearman's = À0.87). However, the auditory dipole latency showed no significant correlation with SR scores in the pre-LD (P = 0.25) and NC groups (P = 0.16). Table 2 The number of dipoles found in the visual, auditory and parietal cortices NC group (n = 10) Post-LD group (n = 7) Pre-LD group (n = 8) a Auditory cortex dipole was found in only 3 of the 20 cortices in the NC group (n = 10), and this proportion was significantly smaller than that of deaf subjects (P = 0.006). N = the number of subjects; n = the number of dipoles; % = percentage of dipole occurrence calculated by dividing the number of dipoles by the number of cortices. a The absolute latency of auditory cortex dipole during the SR condition was significantly longer in the pre-LD group than in the NC (P = 0.04) and post-LD groups (P50.01). N = the number of subjects; n = the number of dipoles.
Hierarchical cluster analysis and correlation between auditory dipole latency and duration of deafness
Auditory dipole latency appeared to form two different clusters of patients (Fig. 5) . Hierarchical cluster analysis using dendrograms clearly separated the first cluster (the post-LD and NC groups) from the second cluster (the pre-LD group), but the post-LD and NC groups were inseparable. The first cluster contained subjects in the post-LD and NC groups. In this cluster, as the duration of deafness increased, the auditory latency exponentially decreased [P = 0.02, auditory latency = 278.6 Â e
À0.03 Â(duration of deafness)
]. The second cluster contained the pre-LD group. In this cluster, auditory latency did not show an exponential decline with duration of deafness.
Discussion
SR is a visual communicative skill to perceive speech by observing the speaker's face. Although it is purely a visual skill, neural processing for SR shares networks for auditory language. Neural activation in the superior temporal 'auditory' area for SR is a consistent finding of previous studies by many authors (Calvert et al., 1997; Sadato et al., 2005) and is related to SR fluency (Hall et al., 2005; Lee et al., 2007a; Capek et al., 2008) . This cross-modal activity is higher in deaf subjects than normal hearing subjects (Lee et al., 2007a; Capek et al., 2008) , suggesting a greater need for SR in everyday life. This compensatory cross-modal response has been shown to be maximal in the early period of deafness in post-LD adults (Lee et al., 2007a) . However, these results may not be applicable to pre-LD subjects who are completely deprived of auditory language experience.
Since early-onset deafness means not only lack of hearing from early age but also different language experience, brain plasticity in pre-LD subjects has been found not only at the sensory level but also at the language processing level. At the sensory level, superior temporal 'auditory' regions do not appear to be specialized for Figure 3 The mean latency of the auditory and parietal cortex dipoles during SR. The latency of the auditory cortex dipole was shorter in the post-LD group than in the NC group (P = 0.04). The latency of the auditory cortex dipole was significantly longer in the pre-LD group than in the post-LD group (P50.01) and the NC group (P = 0.04). However, no significant differences in parietal cortex dipole latency were found between the three groups (P40.59). Error bar = S.E. ]. The second cluster contained the pre-LD group. In this cluster, auditory latency did not show an exponential decline with duration of deafness. Figure 4 Correlation between the latency of auditory cortex dipole and SR fluency. In the post-LD group, auditory cortex dipole latency showed a negative correlation with SR scores with marginal significance: subjects with shorter latency tended to show higher scores in the PB phoneme test (P = 0.054, Spearman's = À0.87).
auditory processing in pre-LD subjects, which is consistent with the clinical evidence of a poor speech outcome following auditory restoration with cochlear implants (Lee et al., 2001 (Lee et al., , 2007b ). At the language processing level, the bulk of the research has been concerned with the neural processing of sign language. Both hearing status and language experience modulates neural processing of visual language (Neville et al., 1998; MacSweeney et al., 2008b) . There is recent evidence showing effects of hearing and language experience on phonological processing in this population (MacSweeney et al., 2008a) . Nevertheless, there have been only a few fMRI studies regarding the SR network that have been conducted on pre-LD subjects, and these have shown conflicting results for responses in the superior temporal area (McSweeney et al., 2001; Capek et al., 2008) .
Deafness enhances neural processing for speechreading but linguistic experience seems to be a prerequisite for speeding up the network for speechreading
During the SR condition, in which visual phonetics were provided, the dipoles in auditory and parietal cortices followed the dipole in the visual cortex in the three groups (Tables 2 and 3) . When seeing facial movement without visual phonetics (GU condition), the auditory cortex dipole disappeared in 80% of the NC subjects, but evoked responses in the auditory cortex 12 of the 15 deaf patients (80%) were revealed (Table 2 ). This replicates previous fMRI studies conducted on pre-LD subjects (Sadato et al., 2005) and post-LD subjects (Lee et al., 2007a) . With the task of searching for the target syllable /pa/, deaf subjects automatically recruited the superior temporal region whenever seeing facial movement. Considering that deaf subjects have a higher dependency on SR in everyday life, their higher sensitivity to presumably meaningful facial movement is probably due to a stronger demand for visual clues. However, although deafness increased response sensitivity in the auditory cortex with closed-mouth GU stimuli that included no linguistic information, neither deafness nor linguistic experience made a difference in the speed of the response. There were no significant differences in auditory dipole latency between the three groups in the GU condition (Table 3) .
For SR stimuli with visual phonetics, both deafness and linguistic experience affected response speed in the auditory cortex. In the post-LD group with linguistic experience, the auditory dipole latency became significantly shorter (P = 0.04), whereas in the pre-LD group, which was lacking in speech experience, the auditory cortical response was significantly delayed (Table 3 and Fig. 3 ) compared to the NC group (P = 0.04) and post-LD group (P50.01).
Speeding up the latent neural network for speechreading-when the adult brain loses hearing
The superior temporal regions that showed responses to SR have been traditionally viewed as dominant for processing auditory information in hearing people. However these areas have also been reported to be a key region of audio-visual binding, processing co-incident auditory and visual streams in audiovisual speech processing Wright et al., 2003; van Atteveldt et al., 2004) . In the NC and post-LD groups, it appears that the superior temporal cortex may participate in audio-visual binding. Processing of syllable discrimination in the brain may take place in several stages: acoustic-phonetic analysis ! sub-lexical processing/ representation (Hickok and Poeppel, 2004) . If SR is being performed, an additional step may be included: visual-phonetic analysis ! acoustic-phonetic analysis ! sub-lexical processing/ representation. Audio-visual integration, which is held in the early steps of SR, is believed to take place in the planum temporale (Sadato et al., 2005) .
Auditory experience appears to tightly bind the visual-phonetics to acoustic-phonetics, such that a normal hearing subject does not have to recall acoustic-phonetics that match visual phonetics. Post-LD subjects are believed to have the same tight binding because of sufficient auditory experience before losing hearing (Lee et al., 2007a) . Hierarchical cluster analysis fails to separate the post-LD group from the NC group (Fig. 5) .
The auditory dipole latency progressively shortened as the duration of deafness increased, and in the post-LD group, this rapid neural response in superior temporal cortex also had behavioural relevance (Fig. 4) . This shortening of the auditory dipole latency appears to reflect a faster SR neural network in response to the demand for SR and continuous practice. It was also found that the auditory dipole latency exponentially shortened after the onset of deafness. In the post-LD group, the shortening of the auditory dipole latency occurred rapidly as soon as they lost hearing, and slowly diminished as the duration of deafness increased. In a previous fMRI study on SR in post-LD subjects, two distinct forms of cross-modal plasticity were proposed: long-term cross-modal reorganization, which is presumed to be formed by rewiring and synaptogenesis, and a more rapid functional reorganization of latent multimodal circuits (Lee et al., 2007a) . The rapid shortening of the auditory dipole latency supports the disinhibition of latent neural circuits in order to maximize visual compensation for the lack of auditory information. However, the lack of a direct correlation between the duration of deafness and SR ability suggests the importance of factors such as innately determined cognitive abilities and experiential environment that vary from individual to individual (Auer and Bernstein, 2007) .
Pre-lingually deaf subjects have a distinct speechreading neural network Pre-LD subjects have no experience in both listening to acoustic phonetics and articulating acoustic phonetics. Thus, in order to perform SR, they have to learn and memorize the association between visual and acoustic phonetics. Consequently, audiovisual binding in pre-LD subjects seems to be loose, which results in prolongation of the auditory dipole latency. On the other hand, it is also plausible that the neural activation found in the superior temporal cortex in pre-LD subjects may not related to multisensory integration. It has been suggested that the left auditory cortical area in normal hearing subjects has a higher degree of temporal sensitivity in optimizing speech discrimination, whereas the right auditory cortex is more sensitive to changes in frequency, making the right auditory cortex a better choice for processing the tonal patterns of music (Zatorre et al., 2002) . The superior temporal area is a region where multimodal integration takes place, and receives sensory inputs from multiple sensory modalities (Wright et al., 2003; van Atteveldt et al., 2004) . However, this functional specialization may not be true in pre-LD subjects. When no auditory information is provided from birth, auditory neural substrates are presumed to remain naive for the first several years of childhood, but to later become reorganized to process information other than speech (Lee et al., 2001 (Lee et al., , 2007b . In the superior temporal cortex, the missing auditory input might hinder proper functional development of neurons which are normally responsible for multimodal integration. Although it is unclear what information is processed in this newly reorganized temporal area, previous studies have proposed vibratory (Levanen et al., 1998; Caetano and Jousmaki, 2006) or visual moving sensations (Finney et al., 2001 (Finney et al., , 2003 . Sadato et al. have suggested that the temporal area becomes more responsive to rapid temporal movements than to linguistics or phonetics in congenitally deaf subjects (Sadato et al., 2005) . Extrapolating this hypothesis to our results, auditory dipole latency in pre-LD subjects may represent a reaction time, during which the reorganized temporal area responds to rapid temporal movements of the lips in place of multimodal speech processing. Although neural activation was observed in the same auditory cortex in our 3 study groups, this difference in neural processing content may be responsible for the significantly delayed response in the superior temporal cortex observed in the pre-LD group.
As an alternative to the hypothesis outlined above, involvement of mirror neuron system in human could be one possible explanation for the different responses of superior temporal area to seen speech in groups with different language experience. Mirror neurons, originally found in the macaque pre-motor area F5, fire both during the production of goal-directed actions and during the observation of similar actions. Similar 'mirroring' responses have been supposed in the human motor system (Rizzolatti and Craighero, 2004; Skipper et al., 2007) . The observable mouth movement elicits a motor plan that would be used by the listener to produce the observed movement (Nishitani and Hari, 2002) . The motor plan provoked in motor area results in the prediction through efference copy of both auditory and somatosensory states associated with executing those motor commands (van Wassenhove et al., 2005; Skipper et al., 2007) . In the context of audiovisual perception, this sensory-motor prediction results in an improvement of speech perception by providing hypothesis to be evaluated in multimodal sensory areas such as posterior superior temporal areas (Nishitani and Hari, 2002; Skipper et al., 2007) . Speech experience, or more strictly, experience with speech production, is necessary to form this sensory-motor integration (Skipper et al., 2005) . Extrapolating this motor hypothesis to our study, in contrast to the post-LD subjects who are fluent speakers, pre-LD patients might have weaker motor representations for speech gestures as they lack experience of articulating speech, as well as hearing speech. Those pre-LD subjects included in this study were all mute and have used sign language for communication. Post-LD subjects could not be separated from NC groups in terms of auditory cortex dipole latency because they are equipped with an efference copy which developed normally before losing hearing. Further studies focusing on the fronto-temporal network might confirm this hypothesis. In the current study, dipoles were indeed found in the frontal area, and the sequence of activation in the frontal cortex seems consistent with previous work (Nishitani and Hari, 2002) , but given the small number of dipoles (eight in total) found in this study, further analysis was not possible.
Parietal dipole appears to process global visual functioning
After auditory cortex, parietal cortex showed dipoles most consistently in this study. Considering the syllable discrimination task employed, the role of the lateral parietal cortex in language processing may be related to these dipoles. Regions in the ventral parietal cortex such as the supramarginal gyrus have been reported to be part of the phonological working memory loop postulated by Baddely (1992) , and have been demonstrated in functional imaging studies (Paulesu et al., 1993) . However, given that the appearance and speed of parietal dipole latency could not be attributed to any clinical factors in the current study, more global functions than language processing should be considered because language processing can be affected by language experience and auditory deprivation.
As a part of the dorsal visuo-motor pathway, the lateral parietal cortex is involved in action awareness and in observing others' action (Cunnington et al., 2006; Farrer et al., 2008) . In addition, the lateral parietal cortex has also been shown to involve topdown attentional processing such as goal-directed selection of visual information or interactions with the prefrontal cortex (Corbetta and Schulman 2002; Cabeza et al., 2008) . In either case, the parietal activity revealed in this study seems to contribute an aspect of the SR network that is not directly associated with sensory experience or SR fluency, possibly by monitoring visual tasks. The parietal dipole latency was not significantly different between the three groups, and was not related to SR fluency, unlike auditory dipole latency (Table 3 and Fig. 3 ).
Conclusion
In line with previous studies advocating a role of the superior temporal cortex for the SR network, we further examined two factors affecting visual-to-auditory cross-modal speech perception. Though involvement of the superior temporal cortex in SR occurs regardless of auditory language experience, the visual-to-auditory cross-modal network requires speech experience to function normally. Auditory deprivation that occurs after acquisition of auditory language can even speed up the pre-formed multimodal network to cope with increasing dependency on SR for everyday communication. 
