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Abstract
Mean-field integro-differential equations are studied in an abstract framework, through
couplings of the corresponding stochastic processes. The long time behaviour of the non-
linear process and of the associated particle system is investigated in the perturbative
regime. The main difference with the linear (or non-interacting) case is that, when two
coupled processes have merged, they have some probability to split.
1 Introduction
The initial motivation of this work is the study of the long-time behaviour of mean-field
semi-linear integro-differential equations of the form
∂tmt(x) = L
′mt(x) +Q′mt (λmtmt) (x)− λmt(x)mt(x) , (1)
where mt(x) is the density of particles at time t at point x, L is the generator of a
Markov process, A′ denotes the dual on measures of an operator A on functions, and for
all probability distribution ν, λν > 0 is a jump rate and Qν is a jump kernel. In other
words, the stochastic process whose law mt solves (1) follows the dynamics of L and, at
a rate λmt , jumps to a new position drawn according to the kernel Qmt .
In particular, this encompasses the case of mean-field continuous-time Markov chains
or of mean field Piecewise Deterministic Markov Processes (PDMP). Mixed jump/diffusion
procceses are also concerned, but only when the non-linearity lies in the jump mecha-
nism. For instance, the kinetic neuron model studied in [44], for which the mean-field
interaction lies in the drift, doesn’t enter this scope.
Equation (1) can model various phenomena like chemical reactions [45], neuron ac-
tivity [42, 9], economical games [18, 19], communication networks [6]. In the field of
stochastic algorithms, where PDMP samplers have recently gained interest [40, 51, 4],
mean-field equations describe the limiting behaviour, as the number of particles go to
infinity, of algorithms like parallel tempering [46], adaptive biasing force methods [32],
selection/mutation techniques like Kalman-Bucy filter [16, 17], Fleming-Viot algorithms
[28, 14], adaptive multi-level splitting [12] and so on.
We are interested in the long-time behaviour of the solutions of (1) in the perturbative
regime, namely when the effects of the interaction is small with respect to the mixing
effect of L. The general idea is simple and based on coupling methods. A classical way
to obtain some contraction in (weighted) total variation distance for Markov processes is
to define simultaneously two processes starting at different positions in such a way that
they have merged at some positive time with some positive probability. Once they have
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met, in the classical setting, then they remain equal forever. However, in the non-linear
case, even if we manage to merge two processes that started at different positions, they
still don’t have exactly the same law, hence the same dynamics, and thus they may have
to split after some time. Nevertheless, as they stay together, their laws get closer one
to the other, which makes a splitting less and less likely. Provided the non-linearity is
small enough, the balance between this two merge/split mechanisms is on the side of
contraction.
This strategy of coupling two processes that don’t have the same dynamics in order
to keep them as close as possible is classical in the study of mean-field diffusions like the
McKean-Vlasov equation [35, 47]. In that case, a parallel coupling can typically be used,
in other words the processes are defined as solutions of different SDE but driven by the
same Brownian motion. Even if they start at the same position, both processes then drift
away one from the other, but the evolution of the expectation of their squared distance
is bounded by the difference in their drifts which, for mean-field processes, is typically
controlled by the Wasserstein-2 distance between their law, which is itself controlled by
the expectation of their squared distance. The expansion of the latter is thus controlled
through the Gronwall Lemma.
When the interaction lies in the jump mechanism rather than in the deterministic
drift one, although jump processes may lack the regularization properties of diffusions,
the picture is somehow a bit simpler. Indeed, the analoguous of the parallel coupling in
that case means that, as much as possible, the two proccesses are prescribed to jump
at the same times and to the same locations, and in particular, starting from the same
position, they will stay equal for a (random) positive time. As a consequence, total
variation estimates are obtained, which are then compatible with classical contraction
estimates obtained via Foster-Lyapunov techniques. This synchronous coupling is used
in [41] to study self-interacting PDMP and in [22] to control the difference between a
smooth approximation of a PDMP and the latter.
This coupling method works both for the non-linear process and for its associated
interacting particle system. Actually, the general idea is not restricted to mean-field
interactions, and can be applied for instance to self-interacting processes with memory
(see e.g. the discussion in Section 4.7), sampling processes when the target measure is
close to be the product of its marginal (see Section 4.3), chain of oscillators, diffusions
with colored noise, killed or branching processes, SPDEs etc. It works for discrete time
interacting chains. Mattingly in [36, 37, 1] and Cloez and Thai in [14] use the same
kind of arguments. For diffusion processes, rather than the simple parallel coupling, the
analoguous of our merge/split coupling should be the sticky coupling of Eberle and his
co-authors [20, 24, 25].
In a word, it is a very natural and general strategy.
The paper is organized as follows. The definitions and main results are presented
in Section 2.1 for the non-linear problem and in Section 2.2 for the interacting particle
system. These results are proven in Section 3. More precisely, Section 3.1 is devoted
to general considerations on couplings, while Section 3.2 for the non-linear problem
(and similarly 3.3 for the particle system) is decomposed in three parts: a coupling is
constructed in the first one, which is then used in a second part to prove the main
result in a simple case (uniform Doeblin condition), while the third part treats the more
general case (local Doeblin condition with a Lyapunov function). Finally, Section 4
gathers various exemples of applications of the main results.
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2 Definitions and main results
2.1 The non-linear process
Let E be a Polish space, (Ω,F ,P) be a probability space on which all the random
variables in this work will be implicitly defined, and let L be the infinitesimal generator
of a conservative Feller semi-group (Pt)t>0 on E. Denote P(E) the set of probability
measures on E and D(E) the set of ca`dla`g functions for R+ to E, endowed with the
Skorokhod topology. From [31, Chapter 17], for all initial condition x ∈ E, there exists
an associated strong Markov process (Zxt )t>0 on D(E) such that Ptf(x) = E (f(Zxt )) for
all t > 0 and f ∈ C0(E). In order to avoid regularity or well-posedness considerations,
we will rather work at the level of the stochastic process than of the generator.
For all ν ∈ P(E), let λν be a measurable function from E to R+, and let Qν be
a Markov kernel on E, namely a measurable function from E to P(E). Througout all
this work, if Q : E → P(E) is a Markov kernel, we also denote Q the Markov operator
defined by Qf(x) = (Q(x))(f) for all x ∈ E and all bounded measurable functions f .
We call λν the non-linear jump rate, and Qν the non-linear jump kernel.
Let Gν : E × [0, 1] → E be a representation of Qν , namely be such that, if U is a
uniformly distributed random variable (r.v.) on [0, 1] then, for all x ∈ E, Gν(x,U) is
distributed according to Qν(x). From [3, Corollary 7.16.1] such a representation always
exists. Similarly, let H : (x, u) ∈ E × [0, 1] 7→ (Ht(x, u))t>0 ∈ D(E) be a representation
of the kernel x 7→ Law ((Zxt )t>0).
Assumption 1. There exists λ∗ such that for all ν ∈ P(E) and x ∈ E, λν(x) 6 λ∗.
This assumption that the jump rate is bounded uniformly, both in x ∈ E and ν ∈
P(E), is made for simplicity. Although it already holds in many interesting applications,
it may sometimes be too restrictive, but in many such cases it can be circumvented via
proper a priori bounds (see e.g. Section 4.6), specific to the problem at hand.
Let M(R+,P(E)) be the set of measurable function from R+ to P(E). Under As-
sumption 1, for x ∈ E and µ : t 7→ µt in M(R+,P(E)), we want to define an inhomo-
geneous Markov process (Xµ,xt )t>0 starting from x which, loosely speaking, follows the
Markov dynamics of the semi-group (Pt)t>0 between some random jump times drawned
at rate t 7→ λµt(Xµ,xt ) at which it jumps to new values drawned according to the distri-
bution Qµt(X
µ,x
t ). More precisely, consider an i.i.d. sequence (Sk, Uk, Vk,Wk)k∈N where,
for all k ∈ N, Sk, Uk, Vk and Wk are independent one from the other, Sk follows an
exponential law with parameter 1 and Uk, Vk and Wk a uniform distribution over [0, 1].
Set T0 = 0, X
µ,x
0 = x and suppose that Tn > 0 and (X
µ,x
t )t∈[0,Tn] have been defined for
some n ∈ N and are independent from (Sk, Uk, Vk,Wk)k>n. Set Tn+1 = Tn + Sn/λ∗.
• For all t ∈ (Tn, Tn+1), set Xµ,xt = Ht−Tn(Xµ,xTn , Un).
• If Vn 6 λµTn+1 (HEn/λ∗(X
µ,x
Tn
, Un))/λ∗ then set
Xµ,xTn+1 = GµTn+1 (HSn/λ∗(X
µ,x
Tn
, Un),Wn) .
• Else, set Xµ,xTn+1 = HSn/λ∗(X
µ,x
Tn
, Un).
By induction, (Xµ,xt )t∈[0,Tn] is thus defined for all n ∈ N and, since Tn is the nth jump
time of a Poisson process, it goes almost surely to infinity as n goes to infinity, so that
Xµ,xt is almost surely defined for all t > 0. Denote by (R
µ
s,t)t>s>0 the inhomogeneous
Markov semi-group defined by
Rµs,tf(x) = Ef
(
Xσsµ,xt−s
)
3
for all bounded measurable functions f , t > s > 0 and x ∈ E, where σs is the shift of
time s defined by (σsµ)t = µs+t for all (µt)t>0 and all t > 0. Note that, at least formally
for suitable functions f0, ft = R
µ
0,tf0 is a solution of
∂tft = Ltft := Lft + λµt (Qµtft − ft) . (2)
Definition 1. We say that m ∈M(R+,P(E)) is a solution of (1) with initial distribu-
tion m0 if m0R
m
0,t = mt for all t > 0.
Note that Definition 1 gives solutions in a quite weak sense, but in many cases
additional informations on L allows to precise the meaning of (2) and thus obtain, by
uniqueness of the solution, that a solution in the sense of Definition 1 is in fact a strong
solution of (1).
For ν1, ν2 ∈ P(E), we denote their total variation distance
‖ν1 − ν2‖TV = sup
‖f‖∞61
|(ν1 − ν2)(f)| .
Assumption 2. There exists θ > 0 such that for all ν1, ν2 ∈ P(E),
sup
‖f‖∞61
‖λν1(Qν1f − f)− λν2(Qν2f − f)‖∞ 6 θ‖ν1 − ν2‖TV .
Proposition 2. Under Assumptions 1 and 2, for all m0 ∈ P(E), there exists a unique
solution of (1). Moreover, if t 7→ mt, ht are solutions with respective initial conditions
m0 and h0, then for all t > 0
‖mt − ht‖TV 6 eθt‖m0 − h0‖TV .
This will be proven in Section 3.2.2 through a fixed point procedure. As far as the
long time behaviour of the process is concerned, let us first state a simple result:
Assumption 3. There exist t0, α > 0 such that for all x, y ∈ E,
‖δxPt0 − δyPt0‖TV 6 2(1 − α) .
Theorem 3. Under Assumptions 1, 2 and 3, if t 7→ mt, ht are solutions of (1) with
respective initial distributions m0, h0 ∈ P(E) then, for all t > 0,
‖mt − ht‖TV 6 eθt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋ ‖m0 − h0‖TV .
An equivalent result is proved in [9], for a particular model, via the Duhamel formula.
We will rather establish it (in Section 3.2.2) with a similar but probabilistic point of view.
This proof will introduce, in a simpler context, most of the ideas then used in the more
general proof of Theorem 5 below.
The uniform Doeblin condition of Assumption 3 is quite demanding, in particular if
E is not compact. The classical Foster-Lyapunov approach [30, 39] for Markov processes
usually gathers a local Doeblin condition on compact sets and the existence of a Lyapunov
function that tends to decrease on average along a trajecteroy, away from some compact.
The following counterpart of this strategy for non-linear perturbations seems to be new.
For a measurable function V from E to [1,∞), denote PV(E) := {ν ∈ P(E), ν(V) <
∞} and for µ, ν ∈ PV(E), ‖µ − ν‖V = |µ − ν|(V) the so-called V-norm of µ − ν. In
particular, if V = 1, then ‖ · ‖V = ‖ · ‖TV .
Assumption 4. There exist a measurable V : E → [1,∞), θ > 0, ρ, t0 > 0, ρ∗ ∈ R,
α ∈ [0, 1], η ∈ [0, 1) and M,γ∗ > 1 such that the following holds.
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• For all µ ∈ M(R+,P(E)), x ∈ E, t > 0, and almost all u ∈ [0, 1],
Rµ0,tV(x) 6 e−ρtV(x) + ρ
∫ t
0
eρ(s−t) (ηµs(V) +M) ds (3)
PtV(x) 6 eρ∗tV(x) (4)
V (Gµt(x, u)) 6 γ∗V(x) . (5)
• For all ν1, ν2 ∈ PV(E),
sup
‖f‖∞61
‖λν1(Qν1f − f)− λν2(Qν2f − f)‖∞ 6 θ‖ν1 − ν2‖V . (6)
• For all x, y ∈ E with V(x) + V(y) 6 8(1 +M/(1 − η)),
‖δxPt0 − δyPt0‖TV 6 2(1− α) . (7)
Note that (3) and (4) can usually be established if, for all ν ∈ PV ,
LV + λν (QνV − V) 6 −ρ (V − ην(V)−M) , LV 6 ρ∗V ,
provided additionnal regularity and/or truncation arguments, see e.g. [39] or Section 4.
The Doeblin condition (7) is always satisfied with α = 0.
Theorem 4. Under Assumptions 1 and 4, for all m0 ∈ PV , there exists a unique solution
t 7→ mt of (1) with initial condition m0. Moreover, for all t > 0,
mt(V) 6 e−ρ(1−η)tm0(V) + (1− e−ρ(1−η)t) M
1− η . (8)
Theorem 5. Under Assumptions 1 and 4, if α > 0, denote
β =
2
(
1− e−ρt0) eλ∗t0
α
(
M
1− η + 1
)
C∗ = θ
2(1 + β)γ∗
(
M
1−η + 1
)
(ρ+ θγ∗)
(
M
1−η + 1
) e(ρ∗+λ∗(γ∗−1))t0 (e(ρ+θγ∗)( M1−η+1)t0 − 1)
κ =
1 + e−ρt0
2
∨
(
1− 1
2
αe−λ∗t0
)
κ˜ = e−ρ(1−η)t0 ∨ (κ+ C∗) .
Suppose that κ˜ < 1. Then Equation (1) admits an equilibrium µ∞ ∈ PV(E), i.e. a
constant solution t 7→ mt = µ∞ for all t > 0, which is unique in PV(E). Moreover,
µ∞(V) 6 M/(1− η), and for all m0 ∈ PV(E) and all t > 0,
‖mt − µ∞‖V 6 2κ˜t/t0−1
(
β + 1 +
M
1− η
)
m0(V) . (9)
Remark that, for fixed values of the other parameters of Assumptions 1 and 4, κ˜ < 1
if θ is small enough.
2.2 Weakly interacting Markov particles
Let N ∈ N and, for i ∈ J1, NK, let Ei be a Polish space and (P it )t>0 be a conservative
Feller semi-group on Ei. Let E =
∏N
i=1Ei and (Pt)t>0 be the semi-group on E defined
by
Pt
(
N∏
i=1
fi
)
(x) =
N∏
i=1
P it fi(xi)
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for all x ∈ E, t > 0 and all measurable bounded functions fi on Ei, i ∈ J1, NK. For
i ∈ J1, NK let H i be a representation of z ∈ Ei 7→ Law((Zz,it )t>0) on D(Ei) where, for
all z ∈ Ei, (Zz,it )t>0 is a Markov process associated to (P it )t>0 with initial value z. In
particular, if (U1, . . . , UN ) are i.i.d. r.v. uniformly distributed over [0, 1] and x ∈ E then(
H it(xi, Ui)
)
i∈J1,NK,t>0 is a Markov process on E associated to (Pt)t>0 with initial value
x. For all i ∈ J1, NK let λi be a jump rate on E, i.e. be a measurable function from E
to R+, and Qi be a measurable function from E to P(Ei) with representation Gi. We
extend Qi as a Markov kernel Q
′
i on E defined for all x ∈ E by
Q′i(x) = δx1 ⊗ · · · ⊗ δxi−1 ⊗Qi(x)⊗ δxi+1 ⊗ · · · ⊗ δxN .
Assumption 5. There exists λ∗ > 0 such that, for all x ∈ E and all i ∈ J1, NK,
λi(x) 6 λ∗.
Under Assumption 5, let Q be the Markov kernel on E defined by
Q(x) =
1
N
N∑
i=1
λi(x)
λ∗
Q′i(x) +
(
1− λi(x)
λ∗
)
δx
for all x ∈ E, and let G be a representation of Q. To jump from a position x to a r.v.
drawn according to Q(x) is equivalent to chose a coordinate i uniformly in J1, NK and,
with probability λi(x)/λ∗, make it jump to a new position drawn according to Qi(x),
else leave it at its current position, and in either case leave all the other coordinates
unchanged.
Let x ∈ E. We define a Markov process (Xxt )t>0 = (Xxi,t)i∈J1,NK,t>0 on E as fol-
lows. Consider an i.i.d. sequence (Sk, (Ui,k)i∈J1,NK, Vk)k∈N where, for all k ∈ N, Sk, Vk
and (Ui,k)i∈J1,NK are independent one from the other, Sk follows an exponential law
with parameter 1, Vk a uniform distribution over [0, 1] and (Ui,k)i∈J1,NK are i.i.d. r.v.
uniformly distributed over [0, 1]. Set T0 = 0, X
x
0 = x and, for all n ∈ N, Tn+1 =
Tn + (Nλ∗)−1Sn. Suppose that (Xxt )t∈[0,Tn] have been defined for some n ∈ N and is
independent from (Sk, (Ui,k)i∈J1,NK, Vk)k>n. For all t ∈ (Tn, Tn+1) and all i ∈ J1, NK, set
Xxi,t = H
i
t−Tn(X
x
i,Tn
, Ui,n). Finally, set
XxTn+1 = G
((
H iTn+1−Tn(X
x
i,Tn , Ui,n)
)
i∈J1,NK
, Vn
)
.
By induction, (Xxt )t∈[0,Tn] is thus defined for all n ∈ N and, since Tn is the nth jump
time of a Poisson process, it goes almost surely to +∞ as n goes to infinity, so that Xt
is almost surely defined for all t > 0. Let (Rt)t>0 be the associated Markov semi-group,
i.e.
Rtf(x) = E (f (X
x
t ))
for all bounded measurable functions f on E.
Consider on E the l0 distance defined by
d¯1(x, y) = 2♯{i ∈ J1, NK, : xi 6= yi} ,
for all x, y ∈ E, where ♯A denote the cardinality of a finite set A. Remark that the
topology induced by d¯1 is equivalent to the trivial one, with more precisely
21x 6=y 6 d¯1(x, y) 6 2N1x 6=y .
Assumption 6. There exists θ, t0, α > 0 such that, for all i ∈ J1, NK,
• for all x, y ∈ E with yi = xi,
sup
‖f‖∞61
‖λi(x) (Qif(x)− f(xi))− λi(y) (Qif(y)− f(yi)) ‖∞ 6 θ d¯1(x, y)
N
.(10)
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• for all x, y ∈ Ei,
‖δxP it0 − δyP it0‖TV 6 2(1− α) . (11)
Here is the analoguous of Theorem 3 for interacting particles.
Theorem 6. Under Assumptions 5 and 6, for all m0, h0 ∈ P(E) and t > 0,
‖m0Rt − h0Rt‖TV 6 Neθt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋ ‖m0 − h0‖TV .
Moreover, denoting m′t and h′t the respective laws of XI,t and YI,t where Xt ∼ m0Rt,
Yt ∼ h0Rt and I is uniformly distributed over J1, NK and independent from Xt and Yt,
then
‖m′t − h′t‖TV 6 eθt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋ ‖m′0 − h′0‖TV .
Note that, using a naive approach (trying to merge at time t0 two whole systems of
particles), it is easy to prove that the condition (11) together with Assumption 5 imply
the uniform Doeblin condition
1
2
‖δxRt0 − δyRt0‖TV 6 1−
(
e−λ∗t0α
)N
,
but then the contraction rate is geometrically poor with respect to N . This is why the
Foster-Lyapunov approach is sometimes thought to scale badly with dimension.
Let us show how Theorems 6 may apply in the case of a mean-field particle system
associated to a non-linear process such as defined in Section 2.1. Suppose that Ei = E1,
P it = P
1
t and
λi(x) = λµN (x)(xi) , Qi(x) = QµN (x)(xi)
for all i ∈ J1, NK and x ∈ E = EN1 , where λν and Qν are given in Section 2.1 and
µN (x) =
1
N
N∑
i=1
δxi
is the empirical distribution of x. Remark that, for x, y ∈ E,
‖µN (x)− µN (y)‖TV 6 d¯1(x, y)/N .
Indeed, (xI , yI) with a r.v. I uniformly distributed over J1, NK is a coupling of µN (x) and
µN (y) with P(xI = yI) = d¯1(x, y)/N . Hence, Assumptions 1, 2 and 3 imply Assumptions
5 and 6, with the same λ∗, θ, t0, α.
If the initial positions (Xi,0)i∈J1,NK are i.i.d. r.v. with a given law m0 ∈ P(E1),
then the particles are exchangeables, in the sense that for all t > 0, (Xσ(i),t)i∈J1,NK and
(Xi,t)i∈J1,NK have the same distribution for all permutation σ of J1, NK. In particular, if
I is uniformly distributed over J1, NK and independent from (Xt)t>0 then XI,t and X1,t
have the same law. This means that, under Assumptions 1, 2 and 3, then
‖mt − ht‖TV 6 eλ∗θt0
(
eλ∗θt0 − αe−λ∗t0
)⌊t/t0⌋ ‖m0 − h0‖TV
holds with either mt and ht solutions of the non-linear equation (1) or the law of the
first particle of the associated system.
We go back to the general case. In order to relax the strong uniform Doeblin condition
(11) under the assumption that the process admits a suitable Lyapunov function, we now
state an analoguous of Theorem 5 for the particle system.
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Assumption 7. There exist θ > 0, ρ, t0 > 0, ρ∗ ∈ R, α ∈ (0, 1], η ∈ [1/2, 1), M,γ∗ > 1
and, for all i ∈ J1, NK, a measurable Vi : Ei → [1,∞), such that, denoting V(x) =∑N
i=1 Vi(xi), the following holds for all i ∈ J1, NK.
• For all x ∈ E, t > 0, and almost all u ∈ [0, 1],
RtVi(x) 6 e−ρtVi(xi) + ρ
∫ t
0
eρ(s−t)
( η
N
RsV(x) +M
)
ds (12)
P itVi(xi) 6 eρ∗tVi(xi) (13)
Vi (Gi(x, u)) 6 γ∗Vi(xi) . (14)
• For all x, y ∈ E such that xi = yi,
sup
‖f‖∞61
|λi(x)(Qif(x)− f(xi))− λi(y)(Qif(y)− f(yi))‖∞ 6 θ d¯1(x, y)
N
. (15)
• For all xi, yi ∈ Ei with Vi(xi) + Vi(yi) 6 16(1 + η)M/(1 − η)2,
‖δxiP it0 − δyiP it0‖TV 6 2(1− α) . (16)
Under Assumption 7, denote d¯V and ρ¯ the distances, respectively on E and PV(E),
defined for all x, y ∈ E by
d¯V(x, y) =
N∑
i=1
1xi 6=yi
(
Vi(xi) + Vi(yi) + V(x) + V(y)
N
)
,
and for all µ, ν ∈ PV(E) by
ρ¯(µ, ν) = inf
{
E
(
d¯V(X,Y )
)
, X ∼ µ, Y ∼ ν} .
(See Section 3.1 for a more detailed definition of couplings.) Remark that ‖µ − ν‖TV 6
ρ¯(µ, ν) and that ‖µ − ν‖V 6 Nρ¯(µ, ν). Note also that, in the case of a particle system
associated to a mean-field equation, i.e. if the particles are exchangeables and Vi = Vj for
all i, j ∈ J1, NK, denoting µ′ and ν ′ the laws of X1 and Y1 when X ∼ µ and Y ∼ ν (hence
of XI and YI with an independent I uniform over J1, NK) then ‖µ′ − ν ′‖V1 6 ρ¯(µ, ν)/N .
Theorem 7. Under Assumption 5 and 7, denote
β =
4(1 + η)Meλ∗t0
α(1 − η)2
(
1− e− 12ρ(1−η)t0
)
κ =
1 + e−
1
2
ρ(1−η)t0
2
∨
(
1− 1
2
αe−λ∗t0
)
κ˜ = κ+ κ+
(
eθt0 − 1
)
(γ∗ + 1)eρ∗+λ∗(γ∗−1)t0(1 + η) .
Suppose that κ˜ < 1. Then, (Rt)t>0 admits a unique invariant measure µ∞ and for all
m0 ∈ PV(E) and all t > 0,
ρ¯(m0Rt, µ∞) 6 κ˜⌊t/t0⌋
(
2N
(
β +M
1 + η
(1− η)2
)
+
1 + η
1− ην(V)
)
.
Note that, in the case of a system of interacting particles associated to a mean-field
equation, the assumptions of Theorem 7 are slightly stronger than the assumptions of
Theorem 5. Indeed, the right-hand side of (15) involves d¯1 instead of d¯V , which would
be the analoguous of (6). In other words, in this mean-field case, the assumptions
of Theorem 7 are equivalent to the assumptions of Theorem 5 with the addition of
Assumption 2. The interesting question of weakening the condition (15) in Theorem
7 raises non-trivial considerations about the non-independence of Vi(Xi,t) for different
i ∈ J1, NK, and is postponed to a future work.
8
3 Proofs
3.1 General considerations on couplings
Let us first give an alternative representation of the V-norm, for a given measurable
function V from E to [1,∞[. Consider the distance dV on E defined for all x, y ∈ E by
dV(x, y) = 1x 6=y (V(x) + V(y)) .
Remark that it induces the trivial topology on E, since dV(xn, x) > 21x 6=y for all x, y ∈ E.
Hairer and Mattingly proved in [30] that
‖µ1 − µ2‖V = sup
‖ϕ‖V,161
(µ1(ϕ)− µ2(ϕ)) = sup
‖ϕ‖V,261
(µ1(ϕ) − µ2(ϕ)) (17)
where, for all measurable ϕ from E to R,
‖ϕ‖V ,1 = sup
x∈E
ϕ
V(x) , ‖ϕ‖V ,2 = supx 6=y
|ϕ(x) − ϕ(y)|
dV(x, y)
.
Let us now give a coupling interpretation of ‖·‖V . For µ1, µ2 ∈ P(E), we denote ξ(µ1, µ2)
the set of transference plane between µ1 and µ2, i.e. the set of probability measures ν
on E2 such that (X,Y ) ∼ ν implies that X ∼ µ1 and Y ∼ µ2. Such a random variable
(X,Y ) is called a coupling of µ1 and µ2. Alternatively, in that case, if Zi ∼ µi for i = 1, 2,
then we also say that (X,Y ) is a coupling of Z1 and Z2.
Lemma 8. For all µ1 and µ2,
‖µ1 − µ2‖V = inf {E (dV(X,Y )) : (X,Y ) ∼ ν, ν ∈ ξ(µ1, µ2)} ,
and the infimum is attained for some νopt ∈ ξ(µ1, µ2) that does not depend on V.
Proof. Note that, according to (17), ‖ · ‖V is the Wasserstein-1 distance on P(E) as-
sociated to the distance dV on E, so that the first statement of the lemma stems from
the general result of duality for Wasserstein distances. Nevertheless, in the general case,
the coupling would depend on the metric. Let us then give an elementary proof in the
present specific case, straightforwardly adapted from the classical case of the total vari-
ation distance. First, note that |µ1 − µ2| = µ1 + µ2 − 2µ1 ∧ µ2. If ν ∈ ξ(µ1, µ2) and
(X,Y ) ∼ ν, then for all event A of E,
P(X ∈ A, X = Y ) 6 µ1(A) ∧ µ2(A) .
In other word, the measure ν˜ on E defined by ν˜(dx) =
∫
E 1x=yν(dx,dy) satisfies ν˜ 6
µ1 ∧ µ2. Therefore, writing 1x 6=y = 1− 1x=y,
E (dV(X,Y )) = µ1(V) + µ2(V)−
∫
E2
(V(x) + V(y)) 1x=yν(dx,dy)
= µ1(V) + µ2(V)− 2
∫
E
V(x)ν˜(dx)
> µ1(V) + µ2(V)− 2µ1 ∧ µ2(V) = ‖µ1 − µ2‖V .
It now remains to construct an optimal coupling, i.e. a measure ν ∈ ξ(µ1, µ2) such that
equality holds. Let p = µ1 ∧ µ2(E). If p = 1 then µ1 = µ2 and the optimal coupling is
to draw X according to µ1 and then set Y = X. If p = 0 then µ1 and µ2 are singular
one to the other, and all couplings are optimal since
E (dV(X,Y )) 6 E (V(X) + V(Y )) = ‖µ1 − µ2‖V .
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If p ∈ (0, 1), we consider the probability measures
ν0 =
µ1 ∧ µ2
p
, ν1 =
µ1 − µ1 ∧ µ2
1− p , ν2 =
µ2 − µ1 ∧ µ2
1− p .
Remark that ν1 and ν2 are singular one to the other, and that µi = pν0 + (1 − p)νi
for i = 1, 2. Let E1, E2, E3 and B be independent random variables with Ei ∼ νi for
i = 1, 2, 3 and B ∼ B(p) the Bernoulli law with parameter p. Set X = Y = E0 if B = 1
and X = E1, Y = E2 if B = 0. Then X ∼ µ1 and Y ∼ µ2, and {X = Y } = {B = 1}.
Conditionning on the values of B,
E (dV(X,Y )) = (1− p)E (dV(X,Y ) | B = 0)
= (1− p)E (V(E1) + V(E2))
=
∫
V(x) (µ1 + µ2 − 2µ1 ∧ µ2) (dx) = ‖µ1 − µ2‖V ,
which concludes.
This representation of ‖ · ‖V is convenient since, as soon are we are able to construct
a coupling of two probability measures, we get an upper bound on their distance.
Lemma 9. Let (Pt)t>0 be a conservative Feller semi-group on E, t0 > 0, x, y ∈ E
and V be a measurable function from E to [1,∞). Then there exists a random variable
(Zxt , Z
y
t )t>0 on D(E2) such that, for z = x, y, (Zzt )t>0 is a Markov process associated to
(Pt)t>0 with Z
z
0 = z,
E
(
dV
(
Zxt0 , Z
y
t0
))
= ‖δxPt0 − δyPt0‖V , (18)
and moreover,
∀s > t > 0 , Zxt = Zyt ⇒ Zxs = Zxs . (19)
We call such a process an optimal coupling of (δxPt)t>0 and of (δyPt)t>0 at time t0.
Proof. Let (Xx,Xy) be an optimal coupling of δxPt0 and δyPt0 such as constructed in
Lemma 8. For z ∈ E, let (V zt )t>0 be a Markov process associated with (Pt)t>0 with
V z0 = z, and let Wt = V
z
t−t0 for t ∈ [0, t0]. Then by usual conditionning arguments,
(Wt)t∈[0,t0] is an inhomogeneous Markov process with transitions
P (Wt ∈ A | Ws ∈ B) = P (Vt0−s ∈ B | Vt0−t ∈ A)
P (Vt0−t ∈ A)
P (Vt0−s ∈ B)
for all 0 6 s 6 t 6 t0 and all events A,B of E. Let (R
z
s,t)06s6t6t0 be the inhomogeneous
semi-group associated to (Wt)t∈[0,t0]. For z = x, y, let (U
z
t )t∈[0,t0] be a Markov process
associated to (Rzs,t)06s6t6t0 with U
z
0 = X
z . For all t ∈ [0, t0] and z = x, y, set Zzt = U zt0−t.
In other words, we have defined (Zzt )t∈(0,t0) to be a Markov bridge from z to X
z. Then,
set Zzt = Ht−t0(Xz, U ′) for all t > t0 and z = x, y, where U ′ is uniformly distributed over
[0, 1] and independent from (Zxt , Z
y
t )t∈[0,t0], and H is a representation of z 7→ (V zt )t>0.
By the Markov property, (Zzt )t>0 is then a Markov process with initial condition Z
z
0 = z
and such that Zzt0 = X
z.
Define a second coupling (Z˜xt , Z˜
y
t )t>0 as follows. Let τ = inf{t > 0 : Zxt = Zyt }.
For z = x, y, set Z˜zt = Z
z
t for all t 6 τ and Z˜
z
t = Z
x
t for t > τ . By the strong Markov
property, (Z˜zt )t>0 is a Markov process associated to (Pt)t>0 with Z˜
z
0 = z, and the two
other conditions are satisfied.
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Exemples of couplings such that (18) holds and (19) does not are easily constructed
for discrete-time Markov chains. Here is an exemple with continuous time. Consider the
process (Xt)t>0 on [−1, 1] with generator
Lf(x) = sign(x)f ′(x) +
f(1) + f(−1)
2
− f(0) .
In other words, starting from x ∈ [−1, 1] \ {0}, then Xt = x − sign(x)t for t ∈ [0, |x|],
after which Xt = 0 for all t ∈ [|x|, |x|+T ) where T is an exponential r.v. with parameter
1 and X|x|+T = R where R is a Rademacher r.v. with parameter 1/2. It is clear that
if |x| = |y| then δxPt = δyPt for all t > |x|, since δxP|x| = δ0. Now consider for some
t0 > 2 the processes (Xt, Yt)t>0 that jump at the same time |x| + T , the first one to
a Rademacher r.v. R, the second one to R′ = R(1 − 21|x|+T<t0−1), which is indeed a
Rademacher r.v. independent from T . In other words, as long as the jump occurs early
enough for the processes to have the time to come back to 0 before time t0, then we send
them to opposite points, else to the same one. Obviously (18) holds and (19) does not.
3.2 Study of the non-linear process
We use in this section the notations of Section 2.1. In particular we consider a Markov
semi-group (Pt)t>0 and non-linear jump rate and kernel ν 7→ λν , Qν .
3.2.1 Coupling with different inhomogeneous jump mechanisms
Consider µ1, µ2 ∈M(R+,P(E)). For all x, y ∈ E, t > 0 and i = 1, 2, denote
Q˜it(x) =
λµit(x)
λ∗
Qµit(x) +
(
1−
λµit(x)
λ∗
)
δx ,
and pt(x, y) = (Q˜µ1t (x) ∧ Q˜µ2t (y))(E). If pt(x, y) = 0, set
Q=t (x, y) = δx , Q
i, 6=
t (x, y) = Q˜
i
t(x) .
If pt(x, y) ∈ (0, 1), set
Q=t (x, y) =
Q˜1t (x) ∧ Q˜2t (y)
pt(x, y)
, Qi, 6=t (x, y) =
Q˜it(x)− Q˜1t (x) ∧ Q˜2t (y)
1− pt(x, y) .
Finally, if pt(x, y) = 1, set
Q=i (x, y) = Q˜
1
t (x) , Q
i, 6=
t (x, y) = δx .
Then Q=t and Q
i, 6=
t for i = 1, 2 are Markov kernels from E
2 to P(E) such that, for all
x, y ∈ E and i = 1, 2,
Q˜it(x) = pt(x, y)Q
=
t (x, y) + (1− pt(x, y))Qi, 6=t (x, y) ,
and, as shown in the proof of Lemma 8, ‖Q˜1t (x) − Q˜2t (y)‖TV = 2(1 − pt(x, y)), so that
the condition (6) of Assumption 4 reads
∀x ∈ E, ∀t > 0 , 1− pt(x, x) 6 θ
2λ∗
‖µ1t − µ2t‖V , (20)
and similarly with V = 1 for Assumption 2. For all t > 0 and i = 1, 2 let G=t (resp.
Gi, 6=t ) be a representation of Q
=
t (resp. Q
i, 6=
t ), in the sense that for all x, y ∈ E, if U is a
r.v. uniformly distributed over [0, 1], then G=t (x, y, U) ∼ Q=t (x, y).
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We define a Markov process (Xt, Yt)t>0 on E
2 as follows. Let m0, h0 ∈ P(E) and
let (X0, Y0) be an optimal coupling of m0 and h0 such as constructed in the proof of
Lemma 8. For a given t0, let (Zt, Z˜t)t>0 be an optimal coupling of (δX0Pt)t>0 and
(δY0Pt)t>0 in the sense of Lemma 9. Consider an i.i.d. sequence (Sk, Uk, Vk,Wk)k∈N,
independent from (Zt, Z˜t)t>0 where, for all k ∈ N, Sk, Uk, Vk and Wk are independent
one from the other, Sk follows a standard exponential law with parameter 1 and Uk, Vk
and Wk a uniform distribution over [0, 1]. Set T0 = 0, Tn+1 = Tn + Sn/λ∗. for all n ∈ N
and suppose that (Xt, Yt)t∈[0,Tn] have been defined for some n ∈ N and are independent
from (Sk, (Ui,k)i∈J1,NK, Vk,Wk)k>n.
• Set (Xt, Yt) = (Zt, Z˜t) for all t ∈ [0, T1) and (X˜T1 , Y˜T1) = (ZT1 , Z˜T1). If n > 1, for
all t ∈ (Tn, Tn+1), set
(Xt, Yt) = (Ht−Tn(XTn , Un),Ht−Tn(YTn , Un))
and
(X˜Tn+1 , Y˜Tn+1) =
(
HTn+1−Tn(XTn , Un),HTn+1−Tn(YTn , Un)
)
.
• If Vn 6 pTn
(
X˜Tn+1 , Y˜Tn+1
)
then set
XTn+1 = YTn+1 = G
=
Tn
(
X˜Tn+1 , Y˜Tn+1 ,Wn
)
,
and else set
XTn+1 = G
1, 6=
Tn
(
X˜Tn+1 , Y˜Tn+1 ,Wn
)
YTn+1 = G
2, 6=
Tn
(
Y˜Tn+1 , X˜Tn+1 ,Wn
)
.
Proposition 10. For all t > 0, Xt ∼ m0Rµ
1
0,t and Yt ∼ h0Rµ
2
0,t.
Proof. By symmetry, we only consider the case of (Xt)t>0. Note that in the definition of
(Xt)t>0, as in the definition of (X
µ1,x
t )t>0 in Section 2.1, (Tn)n>0 is a Poisson process with
intensity λ∗. Moreover, for all n > 0, conditionnally to XTn , (Xt)t∈[Tn,Tn+1) is a Markov
process associated to (Pt)t>0, i.e. has the same distribution as (Z
XTn
t )t∈[0,Tn+1−Tn), and
the same goes for (Xµ
1,x
t )t∈[Tn,Tn+1). As a consequence, it only remains to check that
the Markov chain (XTn)n∈N has the same distribution as the Markov chain (X
µ1,x
Tn
)n∈N,
which is equivalent to say that they have the same transition kernel. Yet, for any bounded
measurable f on E,
E
(
f(XT1) | T1 = t, X˜T1 = x˜, Y˜T1 = y˜
)
= E
[
1V06pt(x˜,y˜)f(G
=
t (x˜, y˜,W0))
+ 1V0>pt(x˜,y˜)f(G
1, 6=
t (x˜, y˜,Wn))
]
= pt (x˜, y˜)Q
=
t (x˜, y˜) + (1 − pt (x˜, y˜))Q1, 6=t (x˜, y˜)
= Q˜1t f(x˜) .
Hence,
E (f(XT1)) =
∫ +∞
0
P 1t Q˜
1
t f(x)λ∗e
−λ∗tdt
=
∫ +∞
0
P 1t
(
λµitQµitf +
(
λ∗ − λµit
)
f
)
e−λ∗tdt .
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Similarly,
E
(
f(Xµ
1,x
T1
) | T1 = t, HE0/λ∗(x,U0) = x˜
)
= E
[
1V06λµ1t
(x˜)/λ∗f(Gµ1t (x˜,W0))
+ 1V0>λµ1t
(x˜)/λ∗f(x˜)
]
=
λµ1t (x˜)
λ∗
Qµ1t f(x) +
(
1−
λµ1t (x˜)
λ∗
)
f(x˜)
= Q˜1t f(x˜) ,
and again
E
(
f(Xµ
1,x
T1
)
)
=
∫ +∞
0
P 1t
(
λµitQµitf +
(
λ∗ − λµit
)
f
)
e−λ∗tdt ,
which concludes.
3.2.2 The total variation case
Proof of Proposition 2. For (µ1t , µ
2
t )t>0, m0, h0 ∈ P(E), consider the associated process
(Xt, Yt)t>0 defined in section 3.2.1. From Proposition 10, for all t > 0,
1
2
‖m0Rµ
1
0,t − h0Rµ
2
0,t‖TV 6 P (Xt 6= Yt)
6 P (X0 6= Y0) + P (τsplit < t | X0 = Y0)
where τsplit = inf{Tn : n ∈ N, Vn > pTn(X˜Tn+1 , Y˜Tn+1)}. Note that, by construction,
X0 = Y0 implies that Xt = Yt for all t < τsplit so that, conditionnally to X0 = Y0,
τsplit > inf{Tn : n ∈ N, 1− Vn 6 θ‖µ1Tn − µ2Tn‖TV /(2λ∗)} := τ˜split ,
where we used (20). Note that τ˜split is independent from (X0, Y0), so that
P (τsplit < t | X0 = Y0) 6 P (τ˜split < t)
= 1− exp
(
−θ
2
∫ t
0
‖µ1s − µ2s‖TV ds
)
.
Since (X0, Y0) is an optimal coupling of m0 and h0, using that 1 − exp(−a) 6 a for all
a ∈ R, we have thus obtained
‖m0Rµ
1
0,t − h0Rµ
2
0,t‖TV 6 ‖m0 − h0‖TV + θ
∫ t
0
‖µ1s − µ2s‖TV ds . (21)
Now, remark that, for fixedm0 ∈ P(E), t1 > 0, (m0Rµ0,t)t∈[0,t1] only depends on (µ)t∈[0,t1].
Set t1 = 1/(2θ) and consider Ψ : (µ)t∈[0,t1] → (m0Rµ0,t)t∈[0,t1]. Then
sup
s∈[0,t1]
‖m0Rµ
1
0,s −m0Rµ
2
0,s‖TV 6
1
2
sup
s∈[0,t1]
‖µ1s − µ2s‖TV ,
In other words Ψ is a contraction of L∞ ([0, t1],P(E)), which is complete, hence admits
a unique fixed point, which is a solution of (1) in the sense of Definition 1 on [0, t1].
Then there exists a unique solution on [nt1, (n + 1)t1] for all n ∈ N, thus on R+.
Considering two such solutions with respective initial distributions m0 and h0, (21)
reads
‖mt − ht‖TV 6 ‖m0 − h0‖TV + θ
∫ t
0
‖ms − hs‖TV ds ,
and Gronwall’s Lemma concludes.
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Proof of Theorem 3. Let t 7→ mt, ht be two solutions of (1). Consider again the proces
(Xt, Yt) defined in Section 3.2.1, with µ
1 = m and µ2 = h. In particular,
1
2
‖mt0 − ht0‖TV 6 P (Xt0 6= Yt0)
6 P (Xt0 6= Yt0 , X0 6= Y0) + P (Xt0 6= Yt0 | X0 = Y0) .
In the proof of Proposition 2, we established that
2P (Xt0 6= Yt0 | X0 = Y0) 6 θ
∫ t
0
‖ms − hs‖TV ds
6 θ
∫ t
0
eθs‖m0 − h0‖TV ds = (eθt0 − 1)‖m0 − h0‖TV .
By construction, for all t < T1, (Xt, Yt) = (Zt, Z˜t), so that
P (Xt0 = Yt0 | X0 6= Y0) > P
(
Zt0 = Z˜t0 , T1 < t0 | X0 6= Y0
)
= P
(
Zt0 = Z˜t0 | Z0 6= Z˜0
)
P(T1 < t0) > αe
−λ∗t0 .
Since P(X0 6= Y0) = ‖m0 − h0‖TV /2, we have obtained
‖mt0 − ht0‖TV 6
(
eθt0 − αe−λ∗t0
)
‖m0 − h0‖TV .
Now, for any t > 0, using again Proposition 2, we get
‖mt − ht‖TV 6 eθ(t−⌊t/t0⌋t0)‖m⌊t/t0⌋t0 − h⌊t/t0⌋t0‖TV
6 eθt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋ ‖m0 − h0‖TV .
3.2.3 The general V norm case
Lemma 11. Under Assumptions 1 and 4, for all µ1, µ2 ∈ M(R+,P(E)), x ∈ E and
t > 0,
‖δxRµ
1
0,t − δxRµ
2
0,t‖V 6 θγ∗V(x)e(ρ∗+λ∗(γ∗−1))t
∫ t
0
‖µ1u − µ2u‖Vdu .
Proof. Consider the process (Xt, Yt)t>0 defined in Section 3.2.1 with X0 = Y0 = x,
and t1 > 0. As in the proof of Proposition 2, let τsplit = inf{Tn : n ∈ N, Vn >
pTn(X˜Tn+1 , Y˜Tn+1)}. Since Xt = Yt for all t < τsplit,
τsplit > inf{Tn : n ∈ N, 1− Vn 6 θ‖µ1Tn − µ2Tn‖V/(2λ∗)} := τ˜split ,
and we bound
E (dV (Xt1 , Yt1)) 6 E
(
1τ˜split6t1 (V(Xt1) + V(Yt1))
)
.
Set Γ = (Sk, Vk)k∈N, and remark that τ˜split andK = ♯{n ∈ N : Tn 6 t1} are deterministc
functions of Γ, while (Zt, Z˜t)t>0 and (Uk,Wk)k∈N are independent from Γ. Using (4) and
(5), for all n ∈ N,
E (V(XTn) | Γ) 6 γ∗E
(
V(X˜Tn) | Γ
)
= γ∗E
(
PTn−Tn−1V(XTn−1) | Γ
)
6 γ∗eρ∗(Tn−Tn−1)E
(V(XTn−1) | Γ) .
14
Similarly, and then dy direct induction,
E (V(Xt1) | Γ) 6 eρ∗(t1−TK)E (V(XTK ) | Γ) 6 γK∗ eρ∗t1V(x) .
The case of Yt1 being identical, with Y0 = X0 = x, we have obtained
E (dV (Xt1 , Yt1)) 6 2e
ρ∗t1V(x)E (1τ˜split6t1γK∗ ) .
Besides, (Vk)k∈N is independent from K, and conditionnally to K, {Ti}i∈J1,KK are dis-
tributed like K independent uniform r.v. over [0, t1] and independent from (Vk)k∈N , so
that
P (τ˜split > t1 | K) > P
(
1− Vn > θ‖µ1Tn+1 − µ2Tn+1‖V/(2λ∗) , ∀n ∈ J0,K − 1K | K
)
=
(
1− 1
t1
∫ t1
0
1 ∧
(
θ
2λ∗
‖µ1u − µ2u‖V
)
du
)K
:= sK .
Since K follows a Poisson law with parameter λ∗t1,
E (dV (Xt1 , Yt1)) 6 2e
ρ∗t1V(x)E ((1− sK)γK∗ )
= 2eρ∗t1V(x)
(
eλ∗t1(γ∗−1) − eλ∗t1(γ∗s−1)
)
6 2λ∗t1γ∗(1− s)V(x)e(ρ∗+λ∗(γ∗−1))t1 ,
which concludes.
Proof of Theorem 4. Let t 7→ µ1t , µ2t be two measurable functions from R+ to PV , and
m0 ∈ PV . From Lemma 11,
‖m0Rµ
1
0,t −m0Rµ
2
0,t‖V =
∫
‖δxRµ
1
0,t − δxRµ
2
0,t‖Vm0(dx)
6 θγ∗m0(V)e(ρ∗+λ∗(γ∗−1))t
∫ t
0
‖µ1u − µ2u‖Vdu .
Moreover, if µ1t (V) 6 m0(V) ∨ (M/(1 − η)) for all t > 0, then (3) implies that
m0R
µ1
0,t(V) 6 e−ρtm0(V) + (1− e−ρt)
(
η
(
m0(V) ∨ M
1− η
)
+M
)
6 m0(V) ∨ M
1− η .
Let t1 be small enough so that
t1θγ∗
(
m0(V) ∨ M
1− η
)
e(ρ∗+λ∗(γ∗−1))t1 6
1
2
.
Let A be the set of measurable functions t 7→ µt from [0, t1] to PV such that µt(V) 6
m0(V)∨ (M/(1− η)) for all t ∈ [0, t1]. Remark that A is not empty since it contains the
function with constant value m0. As a closed subset of L
∞([0, t1],PV), A is complete
with the distance
distA(µ1, µ2) = sup
s∈[0,t1]
‖µ1s − µ2s‖V .
The map Ψ : (µt)t∈[0,t1] → (m0Rµ0,t)t∈[0,t1] being a contraction of A, it admits a unique
fixed point in A, which is then a solution of (1) over the time interval [0, t1]. In particular,
mt1 6 m0(V) ∨ (M/(1 − η)), and the same arguments (with the same time t1) yield a
solution on the time interval [t1, 2t1], and then by induction on R+.
If m is such a solution, then (3) integrated with respect to m0 and applied with
µs = ms for all s > 0 yields
eρtmt(V) 6 m0(V) + ηρ
∫ t
0
eρsms(V)ds+ (eρt − 1)M := jt
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with j′t 6 ηρjt + ρM exp(ρt), hence
mt(V) 6 e−ρtjt 6 e−ρt
(
eηρtj0 +M
eρt − eηρt
1− η
)
,
which is exactly (8).
A direct corollary of (3) and (8) is that, for all t 7→ mt solution of (1) with m0(V) 6
M/(1− η) + 1, all t > 0 and all x ∈ E,
Rm0,tV(x) 6 e−ρtV(x) +
(
1− e−ρt)( M
1− η + 1
)
. (22)
Lemma 12. Under Assumptions 1 and 4, if t 7→ mt, ht are solutions of (1) with h0(V)∨
m0(V) 6 M/(1 − η) + 1, then for all t > 0,
‖mt − ht‖V 6 e(ρ+θγ∗)
(
M
1−η
+1
)
t‖m0 − h0‖V .
Proof. Consider (X0, Y0) an optimal coupling of m0 and h0 such as given by Lemma 8
and let (Xt, Yt) be an optimal coupling of δX0R
m
0,t and δY0R
h
0,t, so that
‖mt − ht‖V 6 E (dV(Xt, Yt)) = E ((1X0=Y0 + 1X0 6=Y0) dV(Xt, Yt))
Since E(1X0=Y0V(X0)) 6 m0(V) ∧ h0(V), from Lemma 11,
E (1X0=Y0 (V(Xt) + V(Yt))) 6 θγ∗
(
M
1− η + 1
)
e(ρ∗+λ∗(γ∗−1))t
∫ t
0
‖mu − hu‖Vdu
:= a1(t)
∫ t
0
‖mu − hu‖Vdu .
From (22),
E (1X0 6=Y0 (V(Xt) + V(Yt))) 6 e−ρtE1X0 6=Y0 (V(X0) + V(Y0))
+ 2
(
1− e−ρt)( M
1− η + 1
)
P (X0 6= Y0)
6
[
e−ρt +
(
1− e−ρt)( M
1− η + 1
)]
‖m0 − h0‖V
:= a2(t)‖m0 − h0‖V .
Thus
‖mt − ht‖V 6 a2(t)‖m0 − h0‖V + a1(t)
∫ t
0
‖ms − hs‖Vds .
As in the proof of Theorem 4, the Gronwall’s Lemma yields, for all t > 0,
‖mt − ht‖V 6
(
a2(t) + a1(t)
∫ t
0
a2(s)e
∫ t
s a1(u)duds
)
‖m0 − h0‖V .
For t > 0 and n > 0, applying n times this result with the time t/n we get
‖mt − ht‖V 6
(
a2(t/n) + a1(t/n)
∫ t/n
0
a2(s)e
∫ t/n
s
a1(u)duds
)n
‖m0 − h0‖V
where we used that, from (8), mkt/n(V) 6 M/(1 − η) + 1 for all k ∈ N. Letting n go to
infinity,
‖mt − ht‖V 6 e(a′2(0)+a1(0)a2(0))t‖m0 − h0‖V ,
which concludes.
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In the following, as in [30], we consider for a scale parameter β > 0 the distance
on PV(E) given by ρβ(µ1, µ2) = ‖µ1 − µ2‖β+V . In other words, denoting dβ(x, y) =
1x 6=y (2β + V(x) + V(y)) and applying Lemma 8 means that
ρβ(µ1, µ2) = inf {E (dβ(X,Y )) : X ∼ µ1, Y ∼ µ2} .
Lemma 13. Under Assumptions 1 and 4, if α > 0 and if t 7→ mt, ht are solutions of
(1) with h0(V) ∨m0(V) 6 M/(1 − η) + 1, then for all x, y ∈ E such that x 6= y,
ρβ
(
δxR
m
0,t0 , δyR
h
0,t0
)
6 κdβ(x, y)
with
β =
2
(
1− e−ρt0) eλ∗t0
α
(
M
1− η + 1
)
, κ =
1 + e−ρt0
2
∨
(
1− 1
2
αe−λ∗t0
)
.(23)
Proof. This is essentially the proof of [30, Theorem 3.1]. Consider the process (Xt, Yt)t>0
defined in Section 3.2.1 with X0 = x, Y0 = y, and bound
ρβ
(
δxR
m
0,t0 , δyR
h
0,t0
)
6 E (dβ (Xt0 , Yt0))
6 2βP (Xt0 6= Yt0) +Rm0,t0V(x) +Rh0,t0V(y) .
Then (22) yields
Rm0,t0V(x) +Rh0,t0V(y) 6 e−ρt0 (V(x) + V(y)) + 2
(
1− e−ρt0)( M
1− η + 1
)
.
Two cases are distinguished. First, if V(x) + V(y) 6 8(1 +M/(1 − η)), similarly to the
proof of Theorem 3, from (7),
P (Xt0 = Yt0) > P
(
Zt0 = Z˜t0 , T1 > t0
)
> αe−λ∗t0 ,
so that
E (dβ (Xt0 , Yt0)) 6 2β
(
1− αe−λ∗t0
)
+ e−ρt0 (V(x) + V(y)) + 2 (1− e−ρt0)( M
1− η + 1
)
= 2β
(
1− 1
2
αe−λ∗t0
)
+ e−ρt0 (V(x) + V(y)) ,
where we used the definition (23) of β. Second, if V(x) +V(y) > 8(1 +M/(1− η)), then
E (dβ(Xt0 , Yt0)) 6 2β + e
−ρt0 (V(x) + V(y)) + 2 (1− e−ρt0)( M
1− η + 1
)
6 2β +
1 + e−ρt0
2
(V(x) + V(y))− 2 (1− e−ρt0)( M
1− η + 1
)
= 2β
(
1− 1
2
αe−λ∗t0
)
+
1 + e−ρt0
2
(V(x) + V(y)) ,
where we used again the definitions (23) of β.
Proof of Theorem 5. Applying (3) with x = x0 and µs = δx0 for all s > 0 where x0 ∈ E
is such that V(x0) is arbitrarily close to inf V, we obtain that inf V 6 M(1 − η). In
particular, PV ,1(E) := {ν ∈ PV , ν(V) 6 M(1− η)+1} is not empty since it contains δx′
0
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for all x′0 ∈ E with V(x′0) sufficiently close to inf V. From (22), if t 7→ mt is a solution of
(1) with m0 ∈ PV ,1(E) and then mt ∈ PV ,1(E) for all t > 0.
Let m0, h0 ∈ PV ,1(E) and (X0, Y0) be an optimal coupling of m0 and h0 given by
Lemma 8, i.e. be such that, for any β > 0,
ρβ(m0, h0) = E (dβ(X0, Y0)) .
Conditionning on the initial value, let (Xt0 , Yt0) be an optimal coupling of δX0R
m
0,t0
and
δY0R
h
0,t0 , so that
E (dβ(Xt0 , Yt0)) = E
(
ρβ
(
δX0R
m
0,t0 , δY0R
h
0,t0
))
= E
(
(1X0=Y0 + 1X0 6=Y0) ρβ
(
δX0R
m
0,t0 , δY0R
h
0,t0
))
.
Considering κ and β such as defined in Lemma 13 and using Lemma 11 and the fact
that dβ 6 (1 + β)dV ,
E (dβ(Xt, Yt)) 6 κE (dβ(X0, Y0))
+ 2(1 + β)θγ∗
(
M
1− η + 1
)
e(ρ∗+λ∗(γ∗−1))t0
∫ t0
0
‖mu − hu‖Vdu .
Together with Lemma 12 and the fact that, ‖ · ‖V 6 ρβ (since dV 6 dβ), this means
ρβ(mt0 , ht0) 6 ρβ(m0, h0)
[
κ+ θ
2(1 + β)γ∗
(ρ+ θγ∗)
e(ρ∗+λ∗(γ∗−1))t0
(
e
(ρ+θγ∗)
(
M
1−η
+1
)
t0 − 1
)]
6 κ˜ρβ(m0, h0) . (24)
By assumption, κ˜ < 1, so that Ψt0 : PV ,1(E) → PV ,1(E) that maps m0 to mt0 where
t 7→ mt is a solution of (1) is a contraction. If a sequence (µn)n∈N in PV is such that
ρβ(µn, ν) → 0 for some ν ∈ P(E) as n → ∞, then µn(V) → ν(V). Hence, PV ,1(E) is a
closed subset of PV(E) endowed with the metric ρβ , which is complete. As a consequence,
Ψt0 admits a unique fixed point µ∞ in PV ,1(E), which for now may depend on t0.
From (8), for all n ∈ N and m0 ∈ PV(E),
mnt0(V) 6 e−ρ(1−η)nt0m0(V) +
(
1− e−ρ(1−η)nt0
) M
1− η .
which, applied to m0 = µ∞ and letting n go to infinity implies that in fact V(µ∞) 6
M/(1 − η). More generally, (8) means that for all m0 ∈ PV(E) and all t > s0 :=
ln(m0(V))/(ρ(1 − η)), mt ∈ PV ,1(E). For all ν ∈ PV ,1(E),
ρβ(µ∞, ν) 6 2β + 2
M
1− η + 2 .
Combining this with (24), we obtain that, for all m0 ∈ PV(E),
ρβ (µ∞,mt) 6 κ˜⌊(t−s0)/t0⌋ρβ
(
µ∞,mt−t0⌊(t−s0)/t0⌋
)
6 2κ˜(t−s0)/t0−1
(
β + 1 +
M
1− η
)
.
Since κ˜ > e−ρ(1−η)t0 , κ˜−s0/t0 6 m0(V). We have then obtained, for all t > 0 and all
m0 ∈ PV ,
ρβ (µ∞,mt) 6 2κ˜t/t0−1
(
β + 1 +
M
1− η
)
m0(V) .
In particular, if m0 = µ∞, since in that case ms = hs+nt0 for all s > 0 and n ∈ N, letting
n go to infinity, we get that ms = µ∞ for all s > 0, in other words µ∞ is an equilibrium
of (1). Finally, ρβ > ‖ · ‖V , which concludes.
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3.3 Study of the particle system
We use in this section the notations of Section 2.2. In particular for i ∈ J1, NK we
consider a Markov semi-group (P it )t>0 and jump rate and kernel λi, Qi.
3.3.1 Coupling for interacting particles
For all x, y ∈ E and i ∈ J1, NK, denote
Q˜i(x) =
λi(x)
λ∗
Qi(x) +
(
1− λi(x)
λ∗
)
δxi ,
and pi(x, y) = (Q˜i(x) ∧ Q˜i(y))(Ei). If pi(x, y) = 0, set
Q=i (x, y) = δxi , Q
6=
i (x, y) = Q˜i(x) .
If pi(x, y) ∈ (0, 1), set
Q=i (x, y) =
Q˜i(x) ∧ Q˜i(y)
pi(x, y)
, Q 6=i (x, y) =
Q˜i(x)− Q˜i(x) ∧ Q˜i(y)
1− pi(x, y) .
Finally, if pi(x, y) = 1, set
Q=i (x, y) = Q˜i(x) , Q
6=
i (x, y) = δxi .
Then Q=i and Q
6=
i are Markov kernels from E
2 to P(Ei) such that, for all x, y ∈ E,
Q˜i(x) = pi(x, y)Q
=
i (x, y) + (1− pi(x, y))Q 6=i (x, y) ,
and, as shown in the proof of Lemma 8, ‖Q˜i(x) − Q˜i(y)‖TV = 2(1 − pi(x, y)), so that
(10) reads
∀x, y ∈ E such that xi = yi , 1− pi(x, y) 6 θd¯1(x, y)
2Nλ∗
,
and similarly for (15). For all i ∈ J1, NK let G=i : E2 × [0, 1] → Ei (resp. G6=i ) be
a representation of Q=i (resp. Q
6=
i ), in the sense that for all x, y ∈ E, if U is a r.v.
uniformly distributed over [0, 1], then G=i (x, y, U) ∼ Q=i (x, y).
Let x, y ∈ E. We define a Markov process (Xt, Yt)t>0 = (Xi,t, Yi,t)i∈J1,NK,t>0 on E2
and an auxiliary Markov process (Jt)t>0 on J1, NK as follows. For a given t0 and all
i ∈ J1, NK let (Zi,t, Z˜i,t)t>0 be an optimal coupling of (δxP it )t>0 and (δyP it )t>0 in the
sense of Lemma 9, independent one from the other for j 6= i. Consider an i.i.d. sequence
(Sk, (Ui,k)i∈J1,NK, Vk,Wk, Ik)k∈N, independent from (X0, Y0) and (Zi,t, Z˜i,t)t>0,i∈J1,NK and
where, for all k ∈ N, Sk, Vk, Wk, Ik and (Ui,k)i∈J1,NK are independent one from the other,
Sk follows a standard exponential law with parameter 1, Vk and Wk (resp. Ik) a uniform
distribution over [0, 1] (resp. over J1, NK), and (Ui,k)i∈J1,NK are i.i.d. r.v. uniformly
distributed over [0, 1]. Set T0 = 0, X0 = x, Y0 = y and J0 = d¯1(x, y)/2 and suppose that
Tn > 0 and (Xt, Yt, Jt)t∈[0,Tn] have been defined for some n ∈ N and are independent
from (Sk, (Ui,k)i∈J1,NK, Vk,Wk, Ik)k>n. Set Tn+1 = Tn + (Nλ∗)−1Sn.
• For all i ∈ J1, NK and all t ∈ (Tn, Tn+1), set Jt = JTn ,
(Xi,t, Yi,t) =
{
(Zi,t, Z˜i,t) if (Xi,Tn , Yi,Tn) = (Zi,Tn , Z˜i,Tn)(
H it−Tn(Xi,Tn , Ui,n),H
i
t−Tn(Yi,Tn , Ui,n)
)
else,
and
(X˜i,Tn+1 , Y˜i,Tn+1) =
{
(Zi,Tn+1 , Z˜i,Tn+1) if (Xi,Tn , Yi,Tn) = (Zi,Tn , Z˜i,Tn)(
H iTn+1−Tn(Xi,Tn , Ui,n),H
i
Tn+1−Tn(Yi,Tn , Ui,n)
)
else.
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• If Vn 6 pIn
(
X˜Tn+1 , Y˜Tn+1
)
then set
XTn+1 = YTn+1 = G
=
In
(
X˜Tn+1 , Y˜Tn+1 ,Wn
)
,
and else set
XTn+1 = G
6=
In
(
X˜Tn+1 , Y˜Tn+1 ,Wn
)
YTn+1 = G
6=
In
(
Y˜Tn+1 , X˜Tn+1 ,Wn
)
.
• If Vn > 1−θJTn/(Nλ∗) and xIn = yIn then set JTn+1 = JTn+1, else set JTn+1 = JTn .
Then (Xt, Yt, Jt) is defined for all t > 0.
Proposition 14. For all t > 0, Xt ∼ δxRt, Yt ∼ δyRt and 2Jt > d¯1(Xt, Yt).
Proof. The proof of the first statements is similar to the proof of Proposition 10, hence
omitted. For the last one, we note that
Jt > J˜t :=
1
2
d¯1(x, y) + ♯{i ∈ J1, NK : xi = yi, Xi,t 6= Yi,t} .
Indeed, it is clear by definition that 2J˜t > d¯1(Xt, Yt) for all t > 0. Since J0 = J˜0, suppose
that JTn > J˜Tn for some n ∈ N. Then Jt = JTn > J˜Tn = J˜t for all t ∈ [Tn, Tn+1). From
d¯1
(
X˜Tn+1 , Y˜Tn+1
)
6 d¯1 (XTn , YTn) 6 2J˜Tn ,
we get that
J˜Tn+1 = J˜Tn + 1xIn=yIn1Vn>pIn(X˜Tn+1 ,Y˜Tn+1)
6 J˜Tn + 1xIn=yIn1Vn>1−θJ˜Tn/N
6 JTn + 1xIn=yIn1Vn>1−θJTn/N = JTn+1 ,
which concludes.
3.3.2 The total variation case
Proof of Theorem 6. Keep all the notations of Section 3.3.1 and, for t 6 0, let
At = {i ∈ N : Zi,t = Z˜i,t, xi 6= yi and In 6= i ∀n ∈ N such that Tn < t} .
Remark that, if i ∈ At, then Xi,t = Yi,t, so that
1
2
d¯1 (Xt, Yt) =
1
2
d¯1(x, y) + ♯{i ∈ J1, NK : xi = yi, Xi,t 6= Yi,t}
− ♯{i ∈ J1, NK : xi 6= yi, Xi,t = Yi,t} 6 Jt − ♯At .
For all i ∈ N, Ti = {Tn > 0 : In = i, n ∈ N} are the jump times of a Poisson
process of intensity λ∗, independent from Tj for j 6= i and from (Zi,t, Z˜i,t)t>0. As a
consequence, for all i ∈ J1, NK with xi 6= yi, 1i∈At is a Bernoulli r.v. with parameter
exp(−λ∗t)P(Zi,t = Z˜i,t), independent from 1j∈At if j 6= i and from Jt. In particular,
E(♯At0) >
1
2
d¯1(x, y) exp(−λ∗t0)α .
On the other hand, the generator of the Markov process (Jt)t>0 is
Kf(s) = θs
(
1− d¯1(x, y)
2N
)
(f(s+ 1)− f(s)) .
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Applied to f(s) = s, this yields
∂tE (Jt) = θ
(
1− d¯1(x, y)
2N
)
E (Jt) 6 θE (Jt) , (25)
and thus
E
(
d¯1 (Xt0 , Yt0)
)
6 d¯1(x, y)e
θt0 − αe−λ∗t0 d¯1(x, y) .
On the other hand, for all t ∈ [0, t0],
E
(
d¯1 (Xt, Yt)
)
6 2E (Jt) 6 d¯1(x, y)e
θt0 .
Considering on P(E) the distance ρ defined by
ρ(µ1, µ2) = inf
{
E
(
d¯1(X,Y )
)
: X ∼ µ1, Y ∼ µ2
}
,
we have thus obtained that, for all t ∈ [0, t0] and x, y ∈ E,
ρ (δxRt, δyRt) 6
(
eθt0 − 1t=t0αe−λ∗t0
)
d¯1(x, y) .
Finally, for all t > 0 and x, y ∈ E,
‖δxRt − δyRt‖TV 6 ρ (δxRt, δyRt)
6 d¯1(x, y)e
θt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋
6 2N1x 6=yeθt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋
,
which, integrated with respect to any initial distribution, concludes the proof of the first
statement of Theorem 6.
Now, let m′t and h′t be the respective distributions of XI,t and YI,t, where I is inde-
pendent from (Xt, Yt)t>0. Then
‖m′t − h′t‖TV 6 2P (XI,t 6= YI,t) =
1
N
E
(
d¯1 (Xt, Yt)
)
.
Considering an optimal coupling (X0, Y0) of m0 and h0 and, conditionnally to (X0, Y0),
an optimal coupling (Xt, Yt) of δX0Rt and δY0Rt,
E
(
d¯1 (Xt, Yt)
)
6 E
(
d¯1 (X0, Y0)
)
eθt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋
= 2NP (XI,0 6= YI,0) eθt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋
= N‖m′0 − h′0‖TV eθt0
(
eθt0 − αe−λ∗t0
)⌊t/t0⌋
,
which concludes.
3.3.3 The general V case
In all this section, Assumptions 5 and 7 are enforced. For i ∈ J1, NK and x ∈ E, set
Wi(x) = Vi(xi) + 2η
N(1− η)V(x) .
Lemma 15. For all t > 0 and x ∈ E, and i ∈ J1, NK,
RtV(x) 6 e−ρ(1−η)tV(x) +
(
1− e−ρ(1−η)t
) NM
1− η (26)
RtWi(x) 6 e−
1
2
ρ(1−η)tWi(x) + 2(1 + η)M
(1− η)2
(
1− e− 12ρ(1−η)t
)
. (27)
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Proof. Summing (12) over i ∈ J1, NK reads
RtV(x) 6 e−ρtV(x) + ρ
∫ t
0
eρ(s−t) (ηRsV(x) +NM) ds
for all t > 0 and x ∈ E. The Gronwall’s Lemma then yields (26) which, reintegrated in
(12), gives
RtWi(x) 6 e−ρtVi(xi) + e−ρ(1−η)t 2ηV(x)
N(1− η) +
(
1− e−ρ(1−η)t
) 2ηM
(1− η)2
+ρ
∫ t
0
eρ(s−t)
(
ηe−ρ(1−η)s
(V(x)
N
− M
1− η
)
+
M
1− η
)
ds
= e−ρtVi(xi) +
(
e−ρ(1−η)t +
1− η
2η
(
e−ρ(1−η)t − e−ρt
)) 2ηV(x)
N(1− η)
+
(1 + η)M
(1− η)2
(
1− e−ρ(1−η)t
)
6 a(t)Wi(x) + b(t)
with
a(t) = e−ρ(1−η)t +
1− η
2η
(
e−ρ(1−η)t − e−ρt
)
b(t) =
(1 + η)M
(1− η)2
(
1− e−ρ(1−η)t
)
.
Applying Rs for some s > 0 to this inequality and using the semi-group property, we
have thus obtained for all s, t > 0
Rt+sWi(x) 6 a(t)RsWi(x) + b(t) .
Hence, for all n ∈ N and t > 0,
RtWi(x) 6 a(t/n)Rt−t/nWi(x) + b(t/n)
6 . . . 6 (a(t/n))nWi(x) + b(t/n)1− (a(t/n))
n
1− a(t/n) .
Letting n go to infinity yields
RtWi(x) 6 ea′(0)tWi(x)− b
′(0)
a′(0)
(
1− ea′(0)t
)
,
which is (27).
Similarly to [30] or Section 3.2.3, we now consider some parameter β > 0 and, for all
x, y ∈ E and i ∈ J1, NK,
di,β(x, y) = 1xi 6=yi (2β +Wi(x) +Wi(y)) .
Lemma 16. For all i ∈ J1, NK and all x, y ∈ E with xi 6= yi, let (Xt, Yt)t>0 be the
coupling of (δxRt)t>0 and (δyRt)t>0 defined in Section 3.3.1. Then
E (di,β (Xt0 , Yt0)) 6 κdi,β(x, y)
with
β =
4(1 + η)Meλ∗t0
α(1 − η)2
(
1− e− 12ρ(1−η)t0
)
(28)
κ =
1 + e−
1
2
ρ(1−η)t0
2
∨
(
1− 1
2
αe−λ∗t0
)
. (29)
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Proof. This is again essentially the proof of [30, Theorem 3.1]. We bound
E (di,β (Xt0 , Yt0)) 6 2βP (Xi,t0 6= Yi,t0) +Rt0Wi(x) +Rt0Wi(y) .
From (27),
Rt0Wi(x) +Rt0Wi(y) 6 e−
1
2
ρ(1−η)t0 (Wi(x) +Wi(y)) + 4(1 + η)M
(1− η)2
(
1− e− 12ρ(1−η)t0
)
.
Two cases are distinguished. First, if Vi(xi) + Vi(yi) 6 16(1 + η)M/(1 − η)2, as in the
previous section, from (16),
P (Xi,t0 = Yi,t0) > P
(
Zi,t0 = Z˜i,t0 and In 6= i ∀n such that Tn < t
)
> αe−λ∗t0 ,
so that
E (di,β (Xt0 , Yt0)) 6 2β
(
1− αe−λ∗t0
)
+ e−
1
2
ρ(1−η)t0 (Wi(x) +Wi(y))
+
4(1 + η)M
(1− η)2
(
1− e− 12ρ(1−η)t0
)
6 2β
(
1− 1
2
αe−λ∗t0
)
+ e−
1
2
ρ(1−η)t0 (Wi(x) +Wi(y))
where we used the definition (28) of β. Second, if Vi(xi)+Vi(yi) > 16(1+ η)M/(1− η)2,
since Wi > Vi, then
E (di,β(Xi,t0 , Yi,t0)) 6 2β + e
− 1
2
ρ(1−η)t0 (Wi(x) +Wi(y)) + 4(1 + η)M
(1− η)2
(
1− e− 12ρ(1−η)t0
)
6 2β +
1 + e−
1
2
ρ(1−η)t0
2
(Wi(x) +Wi(y))
− 4(1 + η)M
(1− η)2
(
1− e− 12ρ(1−η)t0
)
= 2β
(
1− 1
2
αe−λ∗t0
)
+
1 + e−
1
2
ρ(1−η)t0
2
(Wi(x) +Wi(y))
where we used again the definition (28) of β.
Lemma 17. For all i ∈ J1, NK, β > 0, t > 0 and x, y ∈ E with xi = yi, if (Xt, Yt)t>0 is
the coupling of (δxRt)t>0 and (δyRt)t>0 defined in Section 3.3.1, then
E (di,β (Xt, Yt)) 6
d¯1(x, y)
2N
(
eθt − 1
)
(2β + c∗(t) (Wi(x) +Wi(y))) ,
with c∗(t) = (γ∗ + 1) exp((ρ∗ + λ∗(γ∗ − 1)) t).
Proof. Let t1 > 0 and i ∈ J1, NK be such that xi = yi. For all j ∈ J1, NK, let τj =
inf{Tn > 0 : n ∈ N, In = j, Vn > 1 − θJTn/N}. By construction and Lemma 14,
Xi,t = Yi,t for all t 6 τi, so that
E (di,β (Xt1 , Yt1)) 6 E (1τi6t1 (2β +Wi(Xt1) +Wi(Yt1))) . (30)
Let Γ = (Sk, Vk, Ik)k∈N, K = ♯{n ∈ N∗ : Tn 6 t1} and for all j ∈ J1, NK, Aj = {n ∈
N∗ : Tn 6 t1, In = j} and Kj = ♯Aj . Note that K and {τj ,Kj}j∈J1,NK are deterministic
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functions of Γ, and in particular are independent from (Ui,k)i∈J1,NK,k∈N. Hence, for all
n ∈ N and j ∈ J1, NK, using (13) and (14),
E (Vj(Xj,Tn) | Γ) 6 (1In 6=j + γ∗1In=j)E
(
Vj(X˜j,Tn) | Γ
)
= (1In 6=j + γ∗1In=j)E
(
P jTn−Tn−1Vj(Xj,Tn−1) | Γ
)
6 (1In 6=j + γ∗1In=j) e
ρ∗(Tn−Tn−1)E
(Vj(Xj,Tn−1) | Γ) .
Similarly, and then by direct induction,
E (Vj(Xj,t1) | Γ) 6 eρ∗(t1−TK)E (Vi(Xj,TK ) | Γ)
6 eρ∗t1γ
Kj∗ Vj(xj) .
We have thus obtained for all j ∈ J1, NK
E
(
1Xi,t1 6=Yi,t1Vj(Xj,t1)
)
6 eρ∗t1Vj(xj)E
(
1τi6t1γ
Kj∗
)
. (31)
For j ∈ J1, NK, set Γj = {(Sk, Vk, Ik) : Ik = j, k ∈ N}. Remark that (Jt)t>0 is a
deterministic function of {Γj : j ∈ J1, NK, xj = yj} and that, by Poisson thinning, Γj
(hence Kj) is independent from Γk for all k 6= j. In particular, if j ∈ J1, NK is such that
xj 6= yj,
E
(
1τi6t1γ
Kj∗
)
= P (τi 6 t1)E
(
γ
Kj∗
)
= P (τi 6 t1) e
λ∗(γ∗−1)t1 . (32)
For j ∈ J1, NK with xj 6= yj we define the process (Jj,t)t>0 as follows. Set Jj,0 = 0 and,
for all n ∈ N and t ∈ (Tn, Tn+1), set Jj,t = Jj,Tn and
Jj,Tn+1 = Jj,Tn + 1In 6=j1Vn>1−θJj,Tn/(Nλ∗) .
In other words, (Jj,t)t>0 is like (Jt)t>0 but ignoring the jumps of the j
th particle. By
thinning of Poisson processes, (Jj,t)t>0 is independent from Γj. Moreover Jj,t 6 Jt for
all t and, conditionnally to τj > t, Jj,t = Jt. As a consequence, if i 6= j, we bound
P (τi 6 t1, τj > t1 | Kj) = P (τj > t1, ∃n ∈ Ai s.t. Vn > 1− θJj,Tn/(Nλ∗) | Kj)
6 P (∃n ∈ Ai s.t. Vn > 1− θJj,Tn/(Nλ∗) | Kj)
= P (∃n ∈ Ai s.t. Vn > 1− θJj,Tn/(Nλ∗))
6 P (∃n ∈ Ai s.t. Vn > 1− θJTn/(Nλ∗))
= P (τi 6 t1) ,
and thus, for all j 6= i with xj = yj,
E
(
1τi6t1γ
Kj∗
)
6 E
(
1τj6t1γ
Kj∗
)
+ E
(
1τi6t11τj>t1γ
Kj∗
)
6 E
(
1τj6t1γ
Kj∗
)
+ P (τi 6 t1)E
(
γ
Kj∗
)
= E
(
1τj6t1γ
Kj∗
)
+ P (τi 6 t1) e
λ∗(γ∗−1)t1 . (33)
Integrating (32) and (33) in (31) and then in (30) by definition of Wi, we have obtained
so far that
E (di,β (Xt1 , Yt1)) 6 P (τi 6 t1)
(
2β +
2ηe(ρ∗+λ∗(γ∗−1))t1
N(1− η) (V(x) + V(y))
)
+ 2eρ∗t1Vi(xi)E
(
1τi6t1γ
Ki∗
)
+
4ηeρ∗t1
N(1− η)
N∑
j=1
1xj=yjVj(xj)E
(
1τj6t1γ
Kj∗
)
. (34)
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Using that (Ji,t)t>0, Ki and (Vn)n∈Ai are independent r.v. and that, conditionnally to
Ki, {Tn : n ∈ Ai} are distributed like Ki independent r.v. uniformly distributed over
[0, t1],
P (τi > t1 | Ki) = P (Vn 6 1− θJi,Tn/(Nλ∗), ∀n ∈ Ai | Ki)
=
(
1− 1
t1
∫ t1
0
1 ∧ E (θJi,w/(Nλ∗)) dw
)Ki
>
(
1− 1
t1
∫ t1
0
1 ∧ E (θJw/(Nλ∗)) dw
)Ki
:= sKi .
With the same computations as in the proof of Lemma 11, this leads to
E
(
1τi6t1γ
Ki∗
)
6 λ∗t1γ∗(1− s)eλ∗(γ∗−1)t1
6 γ∗eλ∗(γ∗−1)t1
d¯1(x, y)
2N
∫ t1
0
θeθudu ,
where we used that, from (25), E(Jt) 6 exp(θt)d¯1(x, y)/2 for all t > 0. The case of j 6= i
with xj = yj is identical and, similarly (i.e. applying this bound with γ∗ = 1),
P (τi 6 t1) 6
d¯1(x, y)
2N
(
eθt1 − 1
)
.
Together with (34), this yields
E (di,β (Xt1 , Yt1)) 6
d¯1(x, y)
2N
(
eθt1 − 1
)(
2β + (γ∗ + 1) e(ρ∗+λ∗(γ∗−1))t1 (Wi(x) +Wi(y))
)
.
Proof of Theorem 7. Let β and κ be given by Lemma 16, and consider on P(E) the
distance ρ¯β given for all µ, ν ∈ P(E) by
ρ¯β(µ, ν) = inf
{
E
(
N∑
i=1
di,β(Xi, Yi)
)
: X ∼ µ, Y ∼ ν
}
.
Lemmas 16 and 17 means that for all x, y ∈ E,
ρ¯β(δxRt0 , δyRt0) 6 κρ¯β(δx, δy) +
d¯1(x, y)
2
(
eθt − 1
)(
2β +
c∗(t)
N
N∑
i=1
(Wi(x) +Wi(y))
)
6 κρ¯β(δx, δy) +
d¯1(x, y)
2
(
eθt − 1
)
c∗(t)
(
2β +
1 + η
N(1− η) (V(x) + V(y))
)
.
Since η > 1/2 by assumption,
d¯1(x, y)
2N(1− η) (V(x) + V(y)) =
N∑
i=1
1xi 6=yi
V(x) + V(y)
2N(1− η)
6 2
N∑
i=1
1xi 6=yi (Wi(x) +Wi(y)) ,
and we get that
ρ¯β(δxRt0 , δyRt0) 6
(
κ+
(
eθt − 1
)
c∗(t0)(1 + η)
)
ρ¯β(δx, δy) = κ˜ρ¯β(δx, δy) .
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Then for all initial distributions µ, ν ∈ P(E), conditionning with respect to the initial
values
ρ¯β(µRt0 , νRt0) = inf {E (ρ¯β(δX0Rt0 , δY0Rt0)) : X0 ∼ µ, Y0 ∼ ν} 6 κ˜ρ¯β(µ, ν) .
As in the proof of Theorem 5, the assumption that κ˜ < 1 implies that Rt0 admits a
unique fixed point µ∞ in PV(E). Moreover, by the semi-group property, for all s > 0,
µ∞RsRt0 = µ∞Rt0Rs = µ∞Rs ,
so that µ∞Rs is a fixed point of Rt0 and thus by uniqueness it is equal to µ∞. Integrating
(26) with respect to µ∞ and letting t go to infinity yields µ∞(V) 6 NM/(1 − η), and
thus for all ν ∈ PV(E),
ρ¯β(ν, µ∞) 6 2βN +
1 + η
1− η (ν(V) + µ∞(V))
6
(
2β +M
1 + η
(1− η)2
)
N +
1 + η
1− ην(V) .
Finally, for all ν ∈ PV(E) and t > 0
ρ¯β(νRt, µ∞) 6 κ˜⌊t/t0⌋ρ¯β(νRt−⌊t/t0⌋t0 , µ∞)
6 κ˜⌊t/t0⌋
((
2β +M
1 + η
(1− η)2
)
N +
1 + η
1− η νRt−⌊t/t0⌋t0(V)
)
6 κ˜⌊t/t0⌋
(
2N
(
β +M
1 + η
(1− η)2
)
+
1 + η
1− η ν(V)
)
,
where we used (26). The conclusion then follows from the fact that ρ¯β > d¯V for all β > 0.
4 Exemples
This section provides illustrations of our main results. For the sake of clarity and since
the approach would be the same in more general or sophisticated applications, the models
are chosen to be simple in order to highlight the core arguments.
As has already been mentionned, the neuron network model of [9] provides a first
exemple where Theorem 3 applies.
4.1 Mean-field run-&-tumble process
Run-&-tumble processes model, among other things, the motion of some bacteria [43, 26]
(see also [27, 10, 29] for more recent details and references). The rate at which a bac-
terium tumbles depends on the concentration of given chemo-attractants in the medium.
For a large population of bacterium, mean-field interaction is a natural extension of these
dynamics.
We consider the non-linear integro-differential equation on E = R×{−1, 1} given by
∂tmt(x, y) + y∂xmt(x, y) = λmt(x,−y)mt(x,−y)− λmt(x, y)mt(x, y) , (35)
with λν(x) = r(y(x − θxν)) where xν =
∫
E xν(dx,dy) is the barycentre of ν, θ ∈ (0, 1)
and r : R→ R+ is a Lipschitz function such that
lim
s→−∞ r(s) := a < b := lims→−∞ r(s). (36)
26
The linear case θ = 0 corresponds to the run-&-tumble process attracted to a neighbor-
hood of origin studied in [29] (except that we don’t assume that r is non-decreasing).
Indeed, when |x| is large, the jump rate r(xy) is larger when xy > 0, namely when the
process is drifting away from a given compact, than when xy < 0, i.e. when the process
is going toward the compact. Similarly, the case θ = 1 would correspond to a process
attracted toward the barycentre of its law. For θ ∈ (0, 1), the process is attracted to an
average of the origin and of the barycentre of its law. Note that, if s 7→ r(s)− r(0) were
anti-symmetric, then the linear process would admit a symmetric equilibrium, which
would then be an equilibrium for the non-linear equation since its mean is zero. In the
following, this symmetry is not assumed.
A similar multi-dimensional process could be considered with the same assumptions
as in [27] to ensure the existence of a Lyapunov function. The arguments below could
then be straightforwardly adapted.
Proposition 18. Assume that (36) holds for some 0 < a < b and that c := infs∈R r(s) >
0. Then there exist C, θ∗ > 0 and κ ∈ (0, 1) such that, if θ 6 θ∗, then (35) admits a
unique equilibrium µ ∈ P(E) such that for all solution t 7→ mt of (35) and all t > 0,
‖mt − µ‖W 6 Cκtm0(W) ,
with W(x, y) = exp((b− a)/4|x|).
Proof. Let us establish that Assumption 4 holds for (35). To recover the notations of
Section 2.1, consider the generator L on E given by
Lf(x, y) = y∂xf(x, y) + c (f(x,−y)− f(x, y)) ,
the jump rate λν(x, y) = r(y(x− θxν)) − c and the kernel Qν(x, y) = Q(x, y) = δ(x,−y).
In particular, for z = (x, y) ∈ E,
‖λν(z)(Q(z) − δz)− λµ(z)(Q(z) − δz)‖TV = |λν(z)− λµ(z)|
6 θ‖r′‖∞|xν − xµ| , (37)
and
|xν − xµ| 6
∫
|x||µ− ν| 6 k−1‖µ − ν‖V
for all V and k > 0 such that V(x, y) > k|x| for all (x, y) ∈ E.
The Markov process with generator L is the so-called integrated telegraph process
and it is clear, either by simple controllability argument as in [40], more precise coupling
estimates as [29] or just explicit computations of the density transition, that for any
compact set K of R there exist t0, α > 0 such that for all x, x′ ∈ K and y, y′ ∈ {−1, 1},
the Doeblin condition
‖δ(x,y)Pt0 − δ(x′,y′)Pt0‖TV 6 2(1− α) (38)
holds. Note that t0 and α only depends on K and c.
It only remains to construct a Lyapunov function V that satisfies (3), (4) and (5) and
such that V(x, y) > k|x| for all (x, y) ∈ E for some k > 0. Given a measurable function
t 7→ µt from R+ to P(E), recall that we denote (Rµs,t)t>s>0 the semi-group associated to
the inhomogeneous process defined in Section 2.1 with the generator
Ltf(x, y) = y∂xf(x, y) + λµt(x, y) (f(x,−y)− f(x, y)) .
Let ϕ : R → [0, 1] be defined by ϕ(s) = 1 for s > 1, ϕ(s) = 0 for s 6 −1 and
ϕ(s) = (1 + sin(πs/2))/2 for s ∈ [−1, 1], and let h : R→ R+ be defined by h(s) = |s| for
s > 1 and h(s) = (s2 + 1)/2 for s ∈ [−1, 1]. Set
V(x, y) = e b−a4 h(x)
(
5a+ 3b
2(b− a) + ϕ(yx)
)
. (39)
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As a smooth function in x, it belongs to the domain of the generalized generator of Lt
for all t > 0, see [15, 21]. For (x, y) ∈ E with |x| > 1,
LtV(x, y) = e
b−a
4
|x|
[
sign(xy)
b− a
4
(
5a+ 3b
2(b− a) + 1yx>0
)
+ r (y(x− θxµt) (1xy<0 − 1xy>0)
]
.
Take R0 > 1 large enough so that r(z) > (7b + a)/8 and r(−z) < (b + 7a)/8 for all
z > R0. Then, for all t > 0 and (x, y) ∈ E with |x| > R0 + θ|xµt |, if xy > 0 then
r (y(x− θxµt)) > (7b+ a)/8 ,
so that
LtV(x, y) 6 e
b−a
4
|x|
[
5a+ 3b
8
+
b− a
4
− 7b+ a
8
]
6 −b− a
4
e
b−a
4
|x|
while if xy < 0 then
LtV(x, y) 6 e
b−a
4
|x|
[
−5a+ 3b
8
+
b+ 7a
8
]
6 −b− a
4
e
b−a
4
|x| .
Hence, for all x, y ∈ E with |x| > R0 + θ|xµt | and all t > 0,
LtV(x, y) 6 −ρV(x, y)
with ρ = (b − a)2/[10(b + a)]. Besides, for all x, y ∈ E with |x| 6 R0 + θ|xµt |, a rough
bound is
LtV(x, y) + ρV(x, y) 6 e
b−a
4
h(x)(a+ 2b+ π/4)
6 e
b−a
4
(1+R0+θ|xµt |)(a+ 2b+ π/4)
6 e
b−a
4
(1+R0)
(
1 + θe
b−a
4
|xµt |
)
(a+ 2b+ π/4) ,
where we used that θ ∈ [0, 1]. Moreover, by the Jensen Inequality,
e
b−a
4
|xµt | 6
∫
E
e
b−a
4
|x|µt(dx,dy) 6
2
3
µt(V) .
We have obtained that, for all (x, y) ∈ E and all t > 0,
LtV(x, y) 6 −ρ (V(x, y)− ηµt(V)−M) .
with
M = ρ−1(a+ 2b+ π/4)e
b−a
4
(1+R0) , η = 2θM/3 .
For all (x, y) ∈ E, let (Xt, Yt)t>0 be a process associated to the semi-group (Rµs,t)t>s>0
and initial conditions (x, y) and let Nt be its number of jumps in [0, t], which is stochas-
tically less than a r.v. with Poisson law with parameter ‖r‖∞t. For n ∈ N, let
τn = inf{t, Nt 6 n, |Xt| > n}, which almost surely goes to infinity as n goes to
infinity (note that |Xt| 6 |x|+ t for all t > 0). For all n ∈ N, the Dynkin formula yields
E
(
eρ(t∧τn)V (Xt∧τn)
)
= V(x) + E
(∫ t∧τn
0
eρs (LsV(Xs) + ρV(Xs)) ds
)
6 V(x) + ρ
∫ t
0
eρs (ηµs(V) +M) ds .
Letting n go to infinity we obtain (3). If θ 6 θ∗ 6 1/M , η 6 2/3.
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The two other Lyapunov conditions of Assumption 4 are readily checked. Indeed,
similar computations yield LV(x, y) 6 (b+ π/2)V(x, y) and then
PtV(x, y) 6 e(b+pi/2)tV(x, y)
and, since Gν((x, y), u) = (x,−y) for all ν ∈ P(E), (x, y) ∈ E and almost all u ∈ [0, 1],
V (Gν((x, y), u))
V (x, y) 6
5a+3b
2(b−a) + ϕ(|x|)
5a+3b
2(b−a) + ϕ(−|x|)
6 2 .
Condition (6) is deduced from (38). Finally, (7) ensues from (37) since
|x| 6 4
b− ae
b−a
4
|x|
6
8
3(b− a)V(x, y)
for all (x, y) ∈ E. As a conclusion, if θ 6 θ∗ 6 1/M , Assumption 4 holds, and Theorems 4
and 5 state that (35) admits a solution for all initial conditionm0 ∈ PV and that, provided
θ∗ is sufficiently small (depending on r or more precisely on a, b, c and ‖r′‖∞), then
(35) admits a unique equilibrium toward which all solutions t 7→ mt with m0 ∈ PV(E)
converges geometrically. The equivalence of V andW, hence of ‖·‖V and ‖·‖W , conludes.
4.2 MCMC for granular media equilibrium
Let E1 = (R/Z)
d for some d ∈ N∗ and let U : E1 → R and W : E21 → R be C1 functions
respectively called the exterior and interaction potential. We want to sample according
to the probability law µV on E1 with density propotional to exp(−βV ), where β > 0 is
the so-called inverse temperature and V solves
V (x) = U(x) +
∫
E1
W (x, y)e−βV (z)dz∫
E1
e−βV (z)dz
. (40)
In fact, this problem doesn’t necessarily have a unique solution. More precisely, V
solves (40) iff µV is an equilibrium of the McKean-Vlasov (or granular media) equation
[11, 38, 35], which admits a unique such equilibrium at large temperature [50, 49], i.e.
for β smaller than some threshold β0 > 0. We will only consider this large temperature
regime.
Sampling according to µV can be achieved through interacting particles MCMC.
To that purpose, we consider three classical Markov chains: the Metropolis-Hastings
(MH) chain with Gaussian proposal, the Unadjusted Langevin Algorithm (ULA) and the
Metropolis Adjusted Langevin Algorithm (MALA), which we now define. Let N ∈ N∗
and, for x ∈ E = EN1 , write
UN (x) =
N∑
i=1

U(xi) + 1
2N
N∑
j=1
1j 6=iW (xi, xj)

 .
For i ∈ J1, NK, we denote by ei the (Nd)×d matrix whose d×d blocks are all zero except
the ith one which is the d-dimensional identity matrix. In other words, ei is such that,
if x ∈ E and y ∈ Rd, then x+ eiy = (x1, . . . , xi−1, xi + y, xi+1, . . . , xN ), where xi + y is
understood as a sum in (R/Z)d. For i ∈ J1, NK, x ∈ EN and y ∈ Rd, set
pi(x, y) = 1 ∧ exp (β (UN (x)− UN (x+ ei(y − xi))))
p˜i(x, y) = 1 ∧
exp
(
βUN (x) +
1
4τ2
|y − τβ∇xiUN (xi)|2
)
exp
(
βUN (x+ eiy) +
1
4τ2 | − y − τβ∇xiUN (x+ eiy)|2
)
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for some τ > 0 and let q : E21 7→ R+ be a symmetric Markov density kernel, i.e. be such
that for all x, q(x, ·) is the density of a probability measure on E1 and q(x, y) = q(y, x)
for all x, y ∈ E1. For instance, the image on the periodic torus of q(x, y) ∝ exp(−|x −
y|2/(2σ2)) for some σ > 0, or q(x, y) ∝ 1. Define on E the Markov kernels QMH , QULA
and QMALA by
QMHf(x) =
1
N
N∑
i=1
∫
E1
(pi(x, y)f (x+ ei(y − xi)) + (1− pi(x, y))f(x)) q(xi, y)dy
QULAf(x) =
1
N
N∑
i=1
∫
Rd
f(x+ eiy)
e−
1
4τ
|y−τβ∇xiUN (xi)|2√
8πτ
dy
QMALAf(x) =
1
N
N∑
i=1
∫
Rd
(p˜i(x, y)f(x+ eiy) + (1− p˜i(x, y))f(x)) e
− 1
4τ
|y−τβ∇xiUN (xi)|2√
8πτ
dy
Let x ∈ E, and consider independent r.v. Y , Z, U and I where Y follows the stan-
dard (mean zero, variance one) Gaussian distribution, and Z, U and I the uniform one
respectively on E1, [0, 1] and J1, NK. Then
x+ eI(−τβ∇xIUN (x) +
√
2τY ∼ QULA(x)
x+ 1{p˜I(x,−τβ∇xIUN (x)+
√
2τY )<U}eI(−τβ∇xIUN (x) +
√
2τY ) ∼ QMALA(x)
x+ 1{pI(x,σY )<U}eIσY ∼ QMH(x)
if q(x, y) ∝ exp(−|x− y|2/(2σ2)) while, if q(x, y) ∝ 1,
x+ 1{pI(x,Z−xI)<U}eI(Z − xI) ∼ QMH(x) .
More discussions, motivations and comparison of these processes can be found in
[8, 7, 23] and references within. As far as the present work is concerned, these three cases
are similar, so that we focus in the following on the MH case alone, with q(x, y) ∝ 1.
For a given jump rate λ¯ > 0, consider the continuous-time Markov chain on E with
generator
LMHf(x) = λ¯N (QMHf(x)− f(x)) .
Let (Rt)t>0 be the associated semi-group. The associated process is constructed as
follows. Let (Sk, Ik, Uk, Zk)k>0 be an i.i.d. sequence where, for all k ∈ N, Sk is a
standard exponential r.v., and Zk, Uk and Ik are uniformly distributed respectively
on E1, [0, 1] and J1, NK. Let x ∈ E, set Xi,0 = xi for all i ∈ J1, NK, T0 = 0 and
Tn+1 = Tn+(Nλ¯)
−1Sn for all n ∈ N. Suppose that (Xt)t∈[0,Tn] has been defined for some
n ∈ N and is independent from (Sk, Ik, Uk, Yk)k>n. Set Xt = XTn for all t ∈ (Tn, Tn+1).
For all j 6= In, set Xj,Tn+1 = Xj,Tn . If Un < pI,1(XTn , Zn −XI,n), set XIn,Tn+1 = Zn and
else, set XIn,Tn+1 = XIn,Tn .
Proposition 19. Suppose that β = β˜/ ((osc(U) + osc(W ))) with β˜ such that
ρ := e−β˜ − 4osc(W )
osc(U) + osc(W )
β˜
(
eβ˜ − 1
)
> 0 .
Then (40) admits a unique solution V and, moreover, for all m0, h0 ∈ P(E) and all
t > 0,
‖m0Rt − h0Rt‖TV 6 Ne−λ¯ρt‖m0 − h0‖TV ,
Proof. To recover the notations of Section 2.2, denote p∗ = exp(−β(osc(U) + osc(W ))
and for all i ∈ J1, NK consider the generator Li on Ei = E1 defined by
Lif(z) = λ¯p∗
(∫
E1
f(y)dy − f(z)
)
30
for all z ∈ E1 and bounded measurable function f on E1. Let (P it )t>0 be the associated
Markov semi-group, which is simply
P it f(z) = e
−λ¯p∗tf(z) +
(
1− e−λ¯p∗t
) ∫
E1
f(y)dy . (41)
For all i ∈ J1, NK and x ∈ E, set λi(x) = λ¯(1− p∗) and, for a measurable bounded f on
Ei,
Qif(x) =
∫
E1
(
pi(x, y)− p∗
1− p∗ f (y) +
1− pi(x, y)
1− p∗ f(xi)
)
dy .
Remark that p∗ 6 pi(x, y) for all i ∈ J1, NK, x ∈ E and y ∈ E1, so that Qi is indeed a
Markov kernel. Then the MH process with generator LMH is the system of particles such
as defined in Section 2.2 associated to ((P it )t>0, λi, Qi)i∈J1,NK. Note that for all i ∈ J1, NK
and x, z ∈ E,
‖λi(x) (Qi(x)− δx)− λi(z) (Qi(z)− δz) ‖TV = λ¯(1− p∗)‖Qi(x)−Qi(z)‖TV .
If x, z ∈ E are such that xi = zi, then an optimal coupling of Qi(x) and Qi(z) is
constructed as follows. Let Y and U be independent r.v. uniformly distributed over,
respectively, E1 and [0, 1]. Set
Xi = xi + 1(1−p∗)U<pi(x,Y )−p∗(Y − xi) , Zi := zi + 1(1−p∗)U<pi(z,Y )−p∗(Y − zi) .
Then Xi ∼ Qi(x), Zi ∼ Qi(z) and
P(Xi 6= Zi) = P [pi(x, Y ) ∧ pi(z, Y )− p∗ < (1− p∗)U < pi(x, Y ) ∨ pi(z, Y )− p∗]
= (1− p∗)−1
∫
E1
|pi(x, y)− pi(z, y)|dy .
Now, for all a, b ∈ R, |1 ∧ ea − 1 ∧ eb| 6 |ea − eb| 6 eb∨a|b− a|, so that if xi = zi then
|pi(x, y)− pi(z, y)| 6 βeβ(osc(U)+osc(W ))|UN (x)− UN (x+ eiy)− UN (z) + UN (z + eiy)|
= βeβ˜
∣∣∣∣∣∣
1
N
∑
j 6=i
(W (xi, xj)−W (xi + y, xj)−W (zi, zj) +W (zi + y, zj))
∣∣∣∣∣∣
6 2osc(W )βeβ˜
d¯1(x, y)
N
.
We have thus obtained, for all i ∈ J1, NK and x, z ∈ E with xi = zi,
‖λi(x) (Qi(x)− δx)− λi(z) (Qi(z)− δz) ‖TV 6 θ d¯1(x, y)
N
.
which is (10), with θ = 4λ¯(1 − p∗)osc(W )β exp(β˜). On the other hand, the Doeblin
condition (11) is clear, since (41) immediatly yields that for all t > 0 and x, y ∈ E1 and
all i ∈ J1, NK,
‖δxP it − δyP it ‖TV = 21x 6=ye−λ¯p∗t .
Hence, Assumption 6 holds and denoting (Rt)t>0 the semi-group on E associated to
the particle system (Xi, t)i∈J1,NK,t>0, Theorem 6 means that for all t0 > 0, n ∈ N and
h0,m0 ∈ P(E),
‖m0Rnt0 − h0Rnt0‖TV 6 Neθt0
(
eθt0 −
(
1− e−λ¯p∗t0
)
e−λ¯(1−p∗)t0
)n
‖m0 − h0‖TV ,
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which, applied for t0 = t/n for a fixed t > 0 and letting n go to infinity, reads
‖m0Rt − h0Rt‖TV 6 Ne(θ−λ¯p∗)t‖m0 − h0‖TV .
Similarly, provided m0 = (m
′
0)
⊗N for some m′0 ∈ P(E1) and similarly for h0, following
the remark made after Theorem 6,
‖m′t − h′t‖TV 6 e(θ−λ¯p∗)t‖m′0 − h′0‖TV
holds for all t > 0 if m′t is either the law of X1,t or the solution of the non-linear mean-
field limit of the particle system (applying Theorem 3). In particular, remark that V
solves (40) iff the probability density proportional to exp(−βV ) is an equilibrium of this
non-linear equation. Yet, if ρ = p∗ − θ/λ¯ > 0 then the contraction of the total variation
norm implies that the latter admits a unique equilibrium, which concludes.
4.3 The Zig-Zag process with a close to tensor target
Let π ∈ P(RN ) be a probability law with a density proportional to exp(−U), where
U ∈ C1(RN ). Consider the so-called Zig-Zag process [4] on E = RN × {−1, 1}N with
generator
LZZf(x, y) = y · ∇xf(x, y) +
N∑
i=1
(yi∂xiU(x))+ (f(x, y−i)− f(x, y))
where, for y ∈ {−1, 1}N and i ∈ J1, NK, y−i = (y1, . . . , yi−1,−yi, yi+1, . . . , yN ). The Zig-
Zag process admits π(dx) ⊗ ((δ−1 + δ1)/2)⊗N as an invariant measure and it is ergodic
under general conditions on U (see [5]), so that for all reasonable (e.g. bounded) functions
f on RN ,
1
t
∫ t
0
f(Xs)ds −→
t→∞ π(f) .
This makes it suitable for MCMC purpose. If the target measure is of tensor form, i.e.
if U(x) = U1(x1) + · · · + UN (xN ) for some one-dimensional functions Ui, then the N
coordinates of the process are independent one-dimensional Zig-Zag processes, so that
the convergence to equilibrium of each of these coordinates is independent of N . Let
us prove that this property is stable under the addition of correlations between the
coordiantes, provided they are small.
Proposition 20. Suppose that there exist U1, . . . , UN ∈ C1(R), W ∈ C1(RN ), ρ > 0 and
R > 1 such that for all i ∈ J1, NK and x ∈ R, if |x| > R then xU ′i(x) > ρ|x|. Let (Rt)t>0 be
the semi-group associated to the generator LZZ with U(x) =W (x) +
∑N
i=1 Ui(xi). Then
there exist θ∗, C ′ > 0 and κ¯ ∈ (0, 1) that depend only on R, ρ and C := sup{|U ′i(x)|, i ∈
J1, NK, |x| < R} such that, if sup{‖∂xiW‖∞, i ∈ J1, NK} < θ∗, then for all µ ∈ P(RN ),
‖µRt − π‖TV 6 C ′κ¯⌊t/t0⌋µ(V) .
Proof. Let h, ϕ ∈ C1(R) be as defined in the proof of Proposition 18. For i ∈ J1, NK and
(z, w) ∈ E = R × {−1, 1}, set Vi(z, w) = exp(ρh(z)/2)(1 + ϕ(zw)). We extend Vi as a
function on EN by Vi(x, y) = Vi(xi, yi) for (x, y) ∈ EN and write V =
∑N
i=1 Vi. Denote
θ = supi∈J1,NK ‖∂xiW‖∞, and suppose that θ 6 ρ/4. If (x, y) ∈ EN is such that |xi| > R,
LZZVi(x, y) =
[
1
2
ρ (−1xizi<0 + 1xizi>0) (1 + 1xizi>0) + (yi∂xiU(x))+ (1xizi<0 − 1xizi>0)
]
e
ρ
2
h(x)
6
[
−1
2
ρ+ ‖∂xiW‖∞
]
e
ρ
2
h(x)
6 −ρ
8
Vi(x, y) .
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On the other hand if |xi| 6 R,
LZZVi(x, y) + ρ
8
Vi(x, y) 6 2eρR/2
(ρ
8
+
ρ
2
+
π
4
+C + ‖∂xiW‖∞
)
6
ρ
8
C ′
with C ′ = 16 exp(ρR/2)(ρ + 1 + C)/ρ. Integrating in time similarly as in the proof of
Proposition 18, we get that
RtVi(x, y) 6 e−
ρ
8
tVi(xi, yi) +
(
1− e− ρ8 t
)
C ′ .
for all t > 0, (x, y) ∈ EN and i ∈ J1, NK. In particular, summing over i ∈ J1, NK,
RtV(x, y) 6 e−
ρ
8
tV(x, y) +N
(
1− e− ρ8 t
)
C ′ .
To check the other conditions of Assumption 5 and 7, we consider the semi-group (P it )t>0
on R with generator Li given by
Lif(z, w) = w∂zf(z, w) +
(
wU ′i(z)− θ
)
+
(f(z,−w)− f(z, w)) ,
and the jump rates and kernels
λi(x, y) = (yi∂xiU(x))+ −
(
yiU
′
i(xi)− θ
)
+
Qi(x, y) = δ(x,y−i) .
Then the Zig-Zag process corresponds to the process defined in Section 2.2 associated to
the semi-groups (P it )t>0,i∈J1,NK and the jump mechanims (λi, Qi)i∈J1,NK. Note that, if Gi
is a representation of Qi, then for all x ∈ EN and almost all u ∈ [0, 1], Gi((x, y), u) =
(x, y−i) so that Vi(Gi((x, y), u)) 6 2Vi(xi, yi). To check (13), through computations
similar to the previous ones, it is clear that
LiVi(z, w) 6 − ρ
16
Vi(z, w) + C˜
for some C˜ that does not depend on θ. Finally, the Doeblin condition (16) is a conse-
quence of the ergodicity of the one-dimensional Zig-Zag process as established in [29, 5].
Hence, Theorem 7 holds, which concludes.
4.4 Hybrid drift/bounce kinetic samplers
Let E1 = R
d for some d ∈ N, U ∈ C1(E1) be an exterior potential, W ∈ C1(E21) an
interaction potential and β > 0 be an inverse temperature. Similarly as in Section
4.2, we want to compute expectations with respect to the granular media equilibrium,
i.e. the probability measure with density proportinal to exp(−βV ) where V solves (40).
Again, this can be approximated with a system of N interacting particles. Denoting, for
x ∈ E := EN1 ,
UN (x) =
N∑
i=1
U(xi) , WN (x) =
1
2N
N∑
j=1
W (xi, xj) ,
consider the Markov process on E2 with generator LN defined by
LNf(x, v) = v · ∇xf(x, v)− β∇U(x) · ∇vf(x, y)
+ β
N∑
i=1
(vi · ∇xiWN (x))+ (f(x,RN,i(x, v)) − f(x, v)) +Df(x, v)
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with
RN,i(x, v) =
(
v1, v2, . . . , vi−1, vi − 2vi · ∇xiWN (x)|∇xiWN (x)|2
∇xiWN (x), vi+1, . . . , vN
)
,
and D is some dissipativity operator on the velocities, ergodic with respect to the stan-
dard Gaussian measure γdN on E = R
dN , for instance D = hDi, i = 1..3 with h > 0
and
D1f(x, v) = −v · ∇vf(x, v) + ∆vf(x, v)
D2f(x, v) =
∫ (
f
(
x,
√
pv +
√
1− pw
)
− f(x, v)
)
γdN (dw)
D3f(x, v) =
N∑
i=1
∫ (
f
(
x,
(
v1, . . . , vi−1,
√
pvi +
√
1− pw, vi+1, . . . , vN
))
− f(x, v)
)
γd(dw)
for some p ∈ [0, 1). Then the probability measure µN ∝ exp(−β(UN +WN )) on E is
invariant for LN .
The motivation to use such an hybrid process to sample µN is the following. The
computations of ∇UN and ∇xWN have a respective numerical cost of O(N) and O(N2).
Suppose that W is Lipschitz with a known bound ‖∇W‖∞ 6 η. Then, by thinning
method [34, 33], it is rather simple to sample jump times with rate (vi ·∇xiWN (x))+, by
proposing jumps at rate |vi|η and then accepting them with some probability. In that
case, we only have to compute ∇xiW at each of these proposed jump times, instead of
computing it at all times nδt, n ∈ N, where δt is the timestep used for the discretization
of the trajectory. If, on the other hand, no efficient bounds on ∇U are available, then
it makes more sense to deal with U with a drift operator (with a discretization scheme
with timestep δt) rather than with a jump one. This argument is in fact not restricted
to mean-field processes: each time the forces can be decomposed as a bounded but
expensive part and a cheap but singular one (for instance, long-range interactions versus
short-range interactions in molecular dynamics) it is reasonnable to treat the bounded
part with jumps and the singular one with drift. Contrary to multiple timestep methods
like RESPA [48], there is no contribution of the bounded forces to the systematic bias
on the invariant measure.
Now, to study the long-time behaviour of the particle system with generator LN , we
can decompose LN = L
′
N + L
′′
N with
L′Nf(x, v) = v · ∇xf(x, v)− β∇U(x) · ∇vf(x, y) +Df(x, v)
L′′Nf(x, v) = β
N∑
i=1
(vi · ∇xiWN (x))+ (f(x,RN,i(x, v)) − f(x, v)) .
If D = D1 (resp. D3) for instance, then L
′
N is the generator of N independent kinetic
Langevin (resp. BGK-like) processes. Remark that, in the case of D = D2, then L
′
N
is not the generator of N independent processes because the partial refreshment of the
velocities occurs at the same time for all the particles. As a consequence, this exemple
doesn’t enter the framework of Section 2.2. Nevertheless, it is rather clear that, in this
case, a coupling in the spirit of [21] will still give for each coordinate, independently
from the others, a probability to merge in some time t0 independent from N . In fact,
the partial refreshment of the velocities could also be done, for all particles at once, at
a given determinist time period, as in Hamiltonian Monte-Carlo.
In any cases, as in the previous section, establishing the existence of a Lyapunov
function V(x) = ∑Ni=1 Vi(xi) and a local Doeblin condition for L′N is possible under
some assumptions on U and, assuming that η is small enough, one can then prove that
the particle system converges towards its equilibrium at a rate independent from N .
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4.5 Selection/Mutation algorithms
Let (Pt)t>0 be a Markov semi-group on a Polish space E that satisfies Assumption 3.
Consider λ∗ > 0, N ∈ N∗ and a function p : E2 → [0, 1]. For all i ∈ J1, NK and x ∈ EN ,
set λi(x) = λ∗ and
Qif(x) =
1
N
N∑
j=1
p(xi, xj)f(xj→i) + (1− p(xi, xj)) f(x)
where z = xj→i is defined by zk = xk for all k ∈ J1, NK\{i} and zi = xj . In other words,
if x = (x1, . . . , xN ) is the position of N particles, a r.v. with law Qi(x) is drawn as
follows: draw J uniformly over J1, NK and, with probability p(xi, xJ), kill the i
th particle
and replace it by a copy of the J th one. This kind of dynamics is used in a variety of
algorithms, see [16, 17, 12, 28, 14] and references within. Then Assumption 6 clearly
holds since, if x,Z ∈ EN are such that xi = zi,
‖Qi(x)−Qi(z)‖TV 6 1
N
N∑
j=1
|p(xi, xj)− p(xi, zj)|
6
d¯1(x, z)
N
.
Hence, Theorem 6 holds.
4.6 The mean-field TCP process
We consider the non-linear integro-differential equation on R+ given by
∂tmt(x) + ∂xmt(x, y) = λmt(2x)mt(2x)− λmt(x)mt(x) , (42)
with, for ν ∈ P(R+) and x ∈ R+,
λν(x) = 1 + g1(x) +
∫ ∞
0
g2(x+ y)ν(dy) ,
where g1 and g2 are both positive, non-decreasing functions on R+ that goes to infinity at
infinity. For references on this model, called the TCP process, see [13, 2] and references
within. The choice for this particular expression of λν is not motivated by any modelling
consideration; it is only meant to provide a very basic, yet interesting, exemple where
Assumption 1 is not satisfied, since the non-linear jump rate is unbounded. In particular,
it should be checked that, given a measurable function t 7→ µt from R+ to P(R+), then
the associated process (Xµ,xt )t>0, such as defined in Section 2.1, is well-defined for all
time, namely that the probability that an infinite number of jumps occurs in a finite
time is zero.
This process is defined as follows. Suppose that t 7→ µt is such that for all x > 0,
g∗(x) := sup
t>0
∫ ∞
0
g2(x+ y)µt(dy) < ∞ . (43)
Let (Sk)k>0 be an i.i.d. sequence of standard exponential r.v., X0 = x and T0 = 0.
Suppose that Tn > 0 and (Xt)t∈[0,Tn] have been defined for some n ∈ N. Set
Tn+1 = inf
{
t > Tn, Sn <
∫ t
Tn
λµs(XTn + (s− Tn))ds
}
, XTn+1 =
XTn + Tn+1 − Tn
2
and, for t ∈ (Tn, Tn+1), Xt = XTn + t−Tn. The process is then constructed by induction
up to time Tn for all n ∈ N. Moreover, by construction, Xt∧Tn 6 X0+ t for all n ∈ N and
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all t > 0, and since g1 and g2 are non-decreasing, λµs(Xs) 6 1 + g1(X0 + t) + g∗(X0 + t)
for all s 6 t ∧ Tn. Hence, for all n such that Tn 6 t,
Tn >
1
1 + g1(X0 + t) + g∗(X0 + t)
n−1∑
k=0
Sk .
In particular, for all t > 0, there are almost surely a finite number of jumps before time
t. In other words, Tn almost surely goes to infinity as n goes to infinity, so that Xt is
almost surely defined for all t > 0. Let (Rµs,t)t>s>0 be the associated inhomogeneous
Markov semi-group, and Lt be its generator, given by
Ltf(x) = f
′(x) + λµt(x) (f (x/2)− f(x)) .
In the following we suppose that g2(x) 6 K exp(ρx) for some K, ρ > 0, and that
supt>0 µt(V) <∞, where V(x) = exp(ρx) . In particular, (43) holds, so that the associ-
ated process and semi-group are well defined.
Then, for x > R := inf{x > 0, g1(x) > 2ρ},
LtV(x) = ρV(x) +
(
1 + g1(x) +
∫ t
0
g2(x+ y)µt(dy)
)(
V
(x
2
)
− V(x)
)
6 (1 + 2ρ)
√
V(x)− (1 + ρ)V(x) 6 −1
2
V(x) + 1
2
+ ρ .
For x ∈ [0, R], LtV(x) 6 ρV(x) 6 ρ exp(ρR) and thus, for all x ∈ R+,
LtV(x) 6 −1
2
(
V(x)− C˜
)
,
with C˜ = (1 + 2ρ)
(
1 + eρR
)
. As in the proof of Proposition 18, this yields
Rµ0,tV(x) 6 e−t/2V(x) +
(
1− e−t/2
)
C˜ . (44)
In particular, for any m0 ∈ PV(R+), t > 0 and x > 0,
m0R
µ
0,t (g2(x+ ·)) 6 Keρxm0Rµ0,t(V) 6 Keρx
(
C˜ ∨m0(V)
)
.
Note that, simply by changing ρ to 2ρ, the same computations shows that there also
exist Cˆ such that
Rµ0,t(V2)(x) 6 e−t/2V2(x) +
(
1− e−t/2
)
Cˆ . (45)
Besides, for all ν1, ν2 ∈ P(R+), denoting (Y, Y˜ ) an optimal coupling of ν1 and ν2 such
as given by Lemma 8,
|λν1(x)− λν2(x)| = |E
(
g2(x+ Y )− g2(x+ Y˜ )
)
|
6 E
(
1Y 6=Y˜
(
g2(x+ Y ) + g2(x+ Y˜ )
))
6
eρx
K
‖ν1 − ν2‖V .
Let m0 ∈ PV(R+) and t 7→ µ1t , µ2t be such that µit(V) 6 m0(V)∨ C˜ for i = 1, 2 and t > 0.
Consider the synchronous coupling (Xt, X˜t) of m0R
µ1
0,t and m0R
µ2
0,t with X0 = X˜0 ∼ m0,
such as defined in Section 3.2. Then
‖m0Rµ
1
0,t −m0Rµ
2
0,t‖V 6 E
(
1Xt 6=X˜t
(
V(Xt) + V(X˜t)
))
6 2E
(
eρ(X0+t)P
(
Xt 6= X˜t | X0
))
.
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Denoting τsplit = inf{t > 0, Xt 6= X˜t}, remark that, from Xt 6 X0 + t, almost surely,
for all s ∈ [0, τsplit),
|λµ1s (Xs)− λµ2s(Xs)| 6
eρ(X0+s)
K
‖µ1s − µ2s‖V , (46)
and then
P
(
Xt 6= X˜t | X0
)
= P (τsplit 6 t | X0)
6 1− exp
(
−e
ρ(X0+t)
K
∫ t
0
‖µ1s − µ2s‖Vds
)
6
eρ(X0+t)
K
∫ t
0
‖µ1s − µ2s‖Vds ,
so that, at the end,
‖m0Rµ
1
0,t −m0Rµ
2
0,t‖V 6 E
(
1Xt 6=X˜t
(
V(Xt) + V(X˜t)
))
6
2
K
eρtm0(V2)
∫ t
0
‖µ1s − µ2s‖Vds . (47)
Similarly as in the proof of Lemma 4, taking t1 > 0 small enough so that 2t1 exp(ρt1)[m0(V2)∨
Cˆ]/K 6 1/2, the map (µt)t∈[0,t1] → (m0Rµ0,t)t∈[0,t1] admits a unique fixed point, which
we call by definition a solution of (42). Moreover, from (45), mt1(V2) 6 m0(V2) ∨ Cˆ, so
that the same argument (with the same t1) yields a solution on [t1, 2t1], and then on all
R+. From (44), such a solution t 7→ mt satisfies
mt(V) 6 e−t/2m0(V) +
(
1− e−t/2
)
C˜
⇒ λmt(x) 6 1 + g1(x) +Keρx
(
m0(V) + C˜
)
, (48)
for all t, x > 0. This bound is now uniform in time, although not uniform in x.
For t large enough, from (45), mt(V2) 6 Cˆ + 1, so we can now restrict the study to
initial distributions that satisfies m0(V2) 6 Cˆ + 1. Then, with the same argument used
to establish (47), there exists C ′′ > 0 such that for all m0, h0 with m0(V2), h(V2) 6 Cˆ+1
and all t0 > 0,
‖mt − ht‖V 6 C ′′
∫ t
0
‖ms − hs‖Vds ,
which is the ”splitting estimates” part of the proof of Theorem 5. Since the Lyapunov
contraction (44) has already been estaliblished, what remains to obtain the ”merging
estimates” part, i.e. the equivalent of Lemma 13, is just a time t0 and a probability
α > 0 to merge two processes in a time t0, given that they started in some compact set.
For the linear processe (i.e. with g2 = 0), this has been done in [13, 2]. As in Section
3.2.1, to couple two non-linear processes, we simply couple two linear processes (i.e. with
jump rate 1+g1) and we hope that no non-linear jump occurs in the time interval [0, t0].
In the present case, however, we should be cautions, since the non-linear jump rate is
not uniformly bounded in x. Nevertheless, if the starting point are taken in [0, R0] for
some R0 > 0, then during the time interval [0, t0] the processes remain in [0, R0 + t0],
on which the non-linear jump rate is bounded by (48). Thus, conditionnally to the fact
that they started in [0, R0] the probability that two coupled non-linear processes with
initial law m0, h0 that satisfy m0(V2), h(V2) 6 Cˆ+1 have merged at time t0 is uniformly
bounded away from 0. Then the strategy of the proof of Theorem 5 can be adapted to
get, provided that K is small enough, that (42) admits a unique equilibrium, toward
which all solutions with m0 ∈ PV converges exponentially fast.
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4.7 Markov processes with delay
We claimed in the introduction that the coupling arguments used in 3 to deal with non-
linear equation can also be used to deal with self-interacting processes. A general study
of processes (Xt)t>0 interacting with a weighted empirical distribution
νt =
(∫ t
0
w(t− s)ds
)−1 ∫ t
0
δXsw(t− s)ds
for all t > 0 such that
∫ t
0 w(t − s)ds 6= 0 exceeds the scope of the present paper, and
is thus postponed. Nevertheless, as a proof of principle, consider the simple case where
w is a Dirac mass at some given time t0. In other words, Xt follows some Markovian
dynamics and jumps at a rate and to a position that depends on Xt−t0 . In particular,
Yt = (Xs)s∈[t−t0,t] is a Markov process. Nevertheless it is not necessary to consider the
somewhat complicated process (Yt)t>0 to obtain a speed of convergence toward equilib-
rium for the law of Xt. If there is some probability to couple two non-delayed processes
starting at different positions and if the delayed jump rate is bounded, then there is
some probability to merge two delayed processes at some positive time t1 and then there
is some probability that no delayed jump occurs in a time interval of length t0. If that
happens, then after time t0+ t1 the two processes share the same position and the same
memory, and they will stay equal forever. An exponential convergence toward some equi-
librium is obtained for the law of Xt (which is not the solution of an integro-differential
equation).
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