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Abstract
We consider directed polymers in a random potential given by a
deterministic profile with a strong maximum at the origin taken with
random sign at each integer time.
We study two main objects based on paths in this random potential.
First, we use the random potential and averaging over paths to define
a parabolic model via a random Feynman–Kac evolution operator. We
show that for the resulting cocycle, there is a unique positive cocycle
eigenfunction serving as a forward and pullback attractor. Secondly,
we use the potential to define a Gibbs specification on paths for any
bounded time interval in the usual way and study the thermodynamic
limit and existence and uniqueness of an infinite volume Gibbs mea-
sure. Both main results claim that the local structure of interaction
leads to a unique macroscopic object for almost every realization of
the random potential.
1 Introduction
In this note, we consider two problems related to directed polymers with a
localization property. Directed d+ 1-dimensional polymers are modeled by
random walks in a random potential φ : Zd × Z × Ω → R defined for all
times n ∈ Z on the lattice Zd via
φn(x) = φn(x, ω) = V (x)Bn(ω). (1)
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Here V : Zd → R is a deterministic bounded function, and Bn(ω) is a
sequence of i.i.d. random variables defined on a probability space (Ω,F ,P)
and taking values ±1 with probabilities 1/2. It is convenient to suppose
that Ω = {−1, 1}Z, F is the cylindric σ-algebra, and P is the 1/2-Bernoulli
product measure on Ω. The random variables Bn coincide with coordinate
maps: Bn(ω) = ωn for ω ∈ Ω, n ∈ Z.
For any integers n1 ≤ n2 the set of paths that we consider consists of
all possible trajectories of the so called “lazy random walk”. Namely, we
deal only with paths γ : [n1, n2] ∩ Z→ Z
d such that for any n, γn+1 equals
either γn or one of the 2d neighbors of γn in Z
d, i.e., |γn+1 − γn| ≤ 1.
We study two main objects based on paths in the random potential φ.
First, we use the random potential φ and averaging over paths to define a
parabolic model via a random Feynman–Kac evolution operator. We show
that for the resulting cocycle, there is a unique positive cocycle eigenfunction
serving as a forward and pullback attractor. Secondly, we use φ to define
a Gibbs specification on paths for any bounded time interval in the usual
way and study the thermodynamic limit and a.s.-existence and uniqueness
of an infinite volume Gibbs measure. Both main results claim that the local
structure of interaction leads to a unique macroscopic object for almost every
realization of the random potential.
The analogues of our results for a setting with a compact spin space
replacing Zd are based entirely on elementary contraction arguments. The
non-compactness of our spin space Zd is the crucial feature that makes the
problem more interesting and difficult. We have to combine the contraction
arguments with those based on localization. It is the localization that makes
the evolution of the system essentially compact. The localization arguments
we use are similar to those used by Sinai in his paper [Sin93] on Nechaev’s
model. However, the mechanism of localization in Nechaev’s model is differ-
ent from ours. The result on existence and uniqueness of a Gibbs measure is
also related to the characterization of stationary Markov chains with finitely
many states as Gibbs distributions with zero-range potential, see e.g. [Geo88,
Chapter 3].
Localization for random walks in a random potential has been stud-
ied intensively in the past 10 years, see [CH02], [CSY03], [CSY04], [AS06],
[Gia07], and references therein. In our setting, the localization properties
are based on a specific structure of the spatial potential V . We assume that
it has a large maximum (or minimum) located (without loss of generality)
at the origin and has the following form: V (x) = V0(x) + Λδ0(x). Here V0
is an arbitrary bounded potential and the delta-potential δ0 takes value 1
at the origin and 0 everywhere else. All the results in this paper are proven
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under the assumption that Λ is large, the exact condition being expressed
in terms of max |V0(x)| and the dimension d. A special case when V0(x) ≡ 0
was considered in [AS06], [Gia07]. It turn out that in dimension one and
two localization occurs for an arbitrary Λ > 0.
In the theory of directed polymers it is often assumed that the depen-
dence of the random potential on the space variable x is non-deterministic.
Of course, we can also think that V0 is a realization of a bounded stationary
potential V ω0 . However, since our results hold for all such realizations we fix
a particular realization and assume that V is deterministic.
In the physics literature, mostly the model with independent noise val-
ues Bx,n for all space-time points (x, n) has been considered. In the model
that we suggest it is essential that one realization of the noise serves all
lattice points x at once, thus modeling a spatially disordered structure rep-
resented by V and embedded into an external potential Bn fluctuating in
time. The conditions we impose on the random potential φ can be signifi-
cantly relaxed though, and the results we prove hold true for a wider class
of potentials with localization properties.
For example, one can consider the following random potential:
φn(x, ω) =
m∑
i=1
Vi(x)B
(i)
n (ω).
Here (Vi)1≤i≤m is a collection of bounded potentials and (B
(i))1≤i≤m is a
family of m independent copies of the “random sign” process Bn(ω). To
guarantee the localization it is sufficient to assume that one of the poten-
tials Vi has a large maximum or minimum at the origin.
It is also possible to study the continuous time case where Bn(ω) is
replaced by the white noise W˙ (t). However, this case is technically more
complicated and it will be considered in a forthcoming publication.
The paper is organized as follows. In this section, we describe the setting
in detail and state our two main results. The crucial localization lemma is
proven in Section 2, and it is used to prove the main results in Sections 3
(cocycle eigenfunctions) and 4 (infinite volume Gibbs distributions) respec-
tively. Section 5 is devoted to auxiliary technical lemmas.
1.1 The parabolic model
The Feynman–Kac operator associated with φ is defined for two integers
n1 < n2 and all bounded functions u as
T n1,n2u(x) = (T n1,n2(ω)u)(x) = E e
Φn1,n2 (γ)u(γ(n1)),
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where
Φn1,n2(γ) = Φn1,n2(γ, ω) =
n2∑
n=n1+1
φn(γ(n), ω) =
n2∑
n=n1+1
V (γ(n))ωn,
and the expectation E is taken with respect to the uniform distribution
on the space of directed polymer realizations Γn1,n2(x) which is the set of
admissible paths γ : [n1, n2]→ Z
d with γ(n2) = x, i.e.
T n1,n2u(x) =
1
(2d+ 1)n2−n1
∑
γ∈Γn1,n2 (x)
eΦn1,n2 (γ)u(γ(n1)). (2)
We recall that throughout the paper, by admissible paths or, simply, paths we
mean lazy random walk trajectories (see the Introduction), and by [n1, n2]
we always mean a discrete set {n1, . . . , n2}.
It is easy to see that T n1,n2 can be considered as a discrete time analogue
of the Feynman-Kac kernel for the linear heat equation. The family of
operators T n1,n2 defines a random dynamical system (cocycle) on L∞ =
L∞(Zd) (we shall denote the L∞ norm by ‖ · ‖): for every ω ∈ Ω
T n2,n3(ω)T n1,n2(ω) = T n1,n3(ω),
or, equivalently,
T n2(θn1ω)T n1(ω) = T n1+n2(ω),
where T n(ω) = T 0,n(ω) and the time shift θk : Ω→ Ω is defined via
θkω(n) = ω(k + n), k, n ∈ Z.
Our goal is to prove a Perron–Frobenius theorem for the cocycle T de-
fined above. The classical notion of an eigenfunction has to be modified for
the cocycle setting.
We say that an L∞-valued random variable uω is an eigenfunction for the
cocycle T if with probability 1 and for all n ∈ N, T n(ω)uω is equal to uθ
nω
up to a random scalar factor. It is sufficient to impose this requirement
for n = 1. Obviously, uω is defined up to a multiplication by an arbitrary
c(ω) 6= 0. Thus, it is convenient to introduce normalized eigenfunctions
assuming ‖uω‖ = 1. Then
T n(ω)uω = κn(ω)u
θnω, n ∈ N.
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for some process (κn(ω))n∈N. When working with normalized functions, it
is useful to consider a normalized version of the cocycle T n defined by
T
n
(ω)φ =
T n(ω)φ
‖T n(ω)φ‖
.
For a positive λ, an eigenfunction uω(x) is called λ-localized if there is
a random variable c = c(ω) > 0 such that with probability 1, for all x ∈ Zd,
|uω(x)| ≤ c(ω)e−λ|x|,
where |x| = max{|x1|, . . . , |xd|}.
Throughout the paper we shall require the following conditions on the
potential function V : there are constants M0,M1 and λ0 such that
V (0) =M0, (3)
|V (x)| ≤M1, x 6= 0, (4)
λ0=
1
2
(M0 − 3M1)− ln(2d+ 1) > 0, (5)
For our first main theorem we shall need one more condition:
λ1
def
= 2M1 + ln(2d + 1) < λ0 (6)
Theorem 1 Suppose conditions (3)—(6) on V are satisfied. Then there is
a unique normalized, positive eigenfunction uω for the cocycle T satisfying
lim sup
n→−∞
uθ
nω(0) > 0. (7)
This eigenfunction is λ-localized for any λ ∈ (0, λ0).
Moreover, almost surely, for any nonnegative function v ∈ L∞ not iden-
tically equal to zero,
lim
n→∞
∥∥∥uθnω − T nv∥∥∥ = 0 (forward attraction),
and
lim
n→∞
T
−n,0
v = uω (pullback attraction).
A proof of this result is given in Section 3.
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Remark 1 It follows straightforwardly from the ergodicity of the shift op-
erator θ that there is a non-random Lyapunov exponent λL so that with
probability 1,
lim
n→∞
lnκn(ω)
n
= λL.
Remark 2 Assumption (3) can be replaced by |V (0)| = M0. We require
V (0) to be positive without loss of generality and only to simplify the nota-
tions in the proofs.
Remark 3 Condition (6) may be relaxed if the forward and pullback attrac-
tion hold for functions v that satisfy certain localization conditions (belong
to L1, L2, or have compact support).
1.2 Localized Gibbs distributions
Let Γn1,n2(x1, x2) be the set of all admissible paths on [n1, n2] with fixed
endpoints γ(n1) = x1, γ(n2) = x2.
We say that a measure µ on (Zd)Z (i.e. on paths α : Z→ Zd) is a Gibbs
measure corresponding to a realization of the potential φ : Z× Zd → R if it
satisfies the DLR condition with Gibbs specification given by
µn1,n2(γ| x1, x2) =
1
Zn1,n2(x1, x2)
eΦn1,n2 (γ), γ ∈ Γn1,n2(x1, x2),
with
Zn1,n2(x1, x2) =
∑
γ∈Γn1,n2 (x1,x2)
eΦn1,n2 (γ).
Namely, for any times n1 < n2 and any points x1, x2 ∈ Z the conditional
distribution on paths in Γn1,n2(x1, x2) defined by µ agrees with this specifi-
cation: for any path γ ∈ Γn1,n2(x1, x2),
µ
{
α[n1,n2] = γ | α[n1,n2] ∈ Γn1,n2(x1, x2)
}
= µn1,n2(γ| x1, x2),
where α[n1,n2] is the restriction of α on [n1, n2].
Notice that Zn1,n2(x1, x2) can be expressed via the cocycle T :
Zn1,n2(x1, x2) = (2d + 1)
n2−n1T n1,n2δx1(x2), (8)
where
δx1(x) =
{
1, x = x1,
0, x = 0.
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Theorem 2 There is a set Ω′ ⊂ Ω of probability 1 with the following prop-
erties:
1. For every ω ∈ Ω′, there is a Gibbs measure µ = µω corresponding to
the realization of the potential φ.
2. For every ω ∈ Ω′, the measure µ is a unique Gibbs measure with the
following property: for every ε > 0 there is a number rε such that
lim inf
n→±∞
µ{α : |αn| > rε} < ε. (9)
Moreover, for any λ ∈ (0, λ0), the measure µ is 2λ-localized: there is a
random variable c = c(ω) > 0 such that for every ω ∈ Ω′, every n ∈ Z,
µ{α : αn = x} < c(θ
nω)e−2λ|x|, x ∈ Zd. (10)
Remark 4 Notice that the exponent in the r.h.s. of (10) is 2λ rather than λ
that appears in the statement of Theorem 1. This is due to two-sided esti-
mates that we can use in the proof of Theorem 2.
A proof of Theorem 2 is given in Section 4.
2 Main localization lemma: the optimal path vs.
entropy
This section is devoted to the estimate that plays the central role in the
proofs given in forthcoming sections. We shall need the following “optimal”
path γ∗:
γ∗n(ω) =
{
0, ωn = 1
e1, ωn = −1.
(11)
where e1 = (1, 0, . . . , 0) ∈ Z
d. Clearly,
Φn1,n2(γ
∗) ≥
n2∑
n1+1
ξm,
where the random variables (ξm)m∈Z are defined by
ξm(ω) =M01{ωm=1} −M11{ωm=−1}.
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Lemma 1 Let λ ∈ (0, λ0). Then there are random variables ν
−(ω) =
ν−(. . . , ω−1, ω0) and ν
+(ω) = ν+(ω1, ω2, . . .) such that with probability 1,
for any k ≥ ν−(ω),
eΦ−k,0(γ
∗) ≥ e
P
0
m=−k+1 ξm > (2d + 1)keM1keλk,
and for any k ≥ ν+(ω),
eΦ0,k(γ
∗) ≥ e
Pk
m=1 ξm > (2d + 1)keM1keλk.
In addition, P{ν−(ω) = 1} > 0, and P{ν+(ω) = 1} > 0.
Proof: Both
∑k
m=1 ξm and
∑0
m=−k+1 ξm are sums of i.i.d. random vari-
ables with mean equal to (M0 −M1)/2. Let
ε =
M0 −M1
2
−M1 − ln(2d+ 1)− λ. (12)
Notice that ε > 0 due to (5). Now the strong law of large numbers implies the
existence of random variables ν± such that for almost every ω if k ≥ ν−(ω)
then
0∑
m=−k+1
ξm > ((M0 −M1)/2− ε)k.
and if k ≥ ν+(ω) then
k∑
m=1
ξm > ((M0 −M1)/2− ε)k.
Therefore, for these values of k, respectively,
1
(2d + 1)k
· e
P
0
m=−k+1 ξm > e((M0−M1)/2−ε−ln(2d+1))k = eM1keλk,
1
(2d+ 1)k
· e
Pk
m=1 ξm > e((M0−M1)/2−ε−ln(2d+1))k = eM1keλk,
and the proof is complete. 
3 Proof of Theorem 1
Our plan is to find, for any large value of r ∈ N, a sequence of numbers
(ni) decreasing to −∞ and such that, T
ni+1,ni is essentially a contraction in
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Hilbert projective metric on functions restricted to Br = [−r, r]
d, the ball
of radius r in the sup-norm | · | on Zd.
The proof relies on several lemmas. The first part of the proof is devoted
to finding an invariant and almost compact set essentially supporting the
dynamics.
We begin with the main localization result. For any c ≥ 1, we denote
F (c) = {φ : Zd → R+ : ‖φ‖ ≤ cφ(0)}.
Lemma 2 Suppose λ ∈ (0, λ0). There is a number K1(λ) ≥ 1 such that if
c ≥ 1, φ ∈ F (c), |y| ≥ ν−(ω), and n ≥ ν−(ω), then
T−n,0φ(y) ≤ K1(λ)(e
−λ|y| + ce−λn)T−n,0φ(0).
The proof of this Lemma is given in Section 5.
For λ ∈ (0, λ0), r ∈ N, and c ≥ 1, we define
n0(λ, r, c) =
ln c
λ
+ r + 1.
Lemma 3 Suppose λ ∈ (0, λ0), r ∈ N, and c ≥ 1. If n > n0(λ, r, c),
r ≥ ν−(ω), and φ ∈ F (c), then
‖(T−n,0φ)1Bcr‖ ≤ 2K1(λ)e
−λ(r+1)T−n,0φ(0).
This lemma is a direct implication of Lemma 2 since its conditions au-
tomatically imply n > ν−(ω).
For the rest of the proof we fix λ ∈ (0, λ0). Lemma 1 implies that for
any r ∈ N, there is an event A with P(A) > 0 such that for every ω ∈ A the
following conditions hold true:
1. ω1 = . . . = ωr = 1;
2. ν+(θ
rω) = 1;
3. ω−r+1 = ω−r+2 = . . . = ω0 = 1;
4. ν−(θ
−rω) = 1.
Therefore, with probability 1, we can choose a sequence (ni)i∈N (depend-
ing on ω) decreasing to −∞ and such that the following Conditions 1–5 are
satisfied for each i ∈ N:
1. ωni+1 = . . . = ωni+r = 1;
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2. ν+(θ
ni+rω) = 1;
3. ωni−r+1 = ωni−r0+2 = . . . = ωni = 1;
4. ν−(θ
ni−rω) = 1.
5. ni−1 − ni > 2n0(λ, r, 2K1(λ)).
The sequence can be chosen in a measurable way. Notice that if it satisfies
conditions 1–5 for some r it also satisfies the same conditions with r replaced
by any nonnegative r′ < r.
For r ∈ N, we define
G(λ, r) = {φ ∈ F (2K1(λ)) : ‖φ1Bcr‖ ≤ ‖φ1Br‖}.
Lemma 4 There is a nonrandom r0 ∈ N such that
1. If c ≥ 1, r > r0, and −n < ni − n0(λ, r, c), then
T−n,niF (c) ⊂ G(λ, r).
2. If r > r0, then for any i ∈ N,
T ni,ni−1G(λ, r) ⊂ G(λ, r).
Proof: The first part of the lemma follows from Lemma 3. The second
part is a consequence of the first one and Condition 5. 
Lemma 5 For r ∈ N, there is a number K2(λ, r) ≥ 1 such that if ‖φ1Bcr‖ ≤
‖φ1Br‖ then for any y1 and y2 with |y1|, |y2| ≤ r, and any i ∈ N,
1
K2(λ, r)
≤
T ni,ni−1φ(y1)
T ni,ni−1φ(y2)
≤ K2(λ, r).
The proof is given in Section 5.
We introduce now
H(λ, r) =
{
φ ∈ G(λ, r) : ‖φ‖ = 1 and φ(y) ≥
1
K2(λ, r)
for |y| ≤ r
}
.
Lemma 6 1. If r > r0, then for any i ∈ N,
T
ni,ni−1H(λ, r) ⊂ H(λ, r).
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2. If c > 0, r > r0, −n < ni − n0(λ, r, c), then
T
−n,ni−1F (c) ⊂ H(λ, r).
Proof: Lemmas 4 and 5 imply
T
ni,ni−1G(λ, r) ⊂ H(λ, r),
and the first part of the lemma follows since H(λ, r) ⊂ G(λ, r). The second
part of the lemma follows from the first one and Lemma 4. 
The Hilbert projective metric ρr between two functions φ,ψ : Br → R+
is defined by
ρr(φ,ψ) = ln
(
max
|x|≤r
φ(x)
ψ(x)
·max
|x|≤r
ψ(x)
φ(x)
)
.
The Hilbert metric ρr is not a true metric since it does not distinguish
functions proportional to each other. However it does define a metric on
normalized positive functions defined on Br.
For a function φ : Zd → Z+, we denote its restriction onto Br by pirφ.
We notice that pirH(λ, r) is closed in ρr, and diamr(H(λ, r)) <∞, where
for a set A we denote
diamr(A) = sup{ρr(pirφ, pirψ) : φ,ψ ∈ A}.
The following is the main contraction estimate:
Lemma 7 There are numbers K3(λ),K4(λ) such that for any r, any set
A ⊂ H(λ, r), and any i ≥ 2,
diamr(T
ni,ni−1A) ≤ (1−K3(λ)e
−2λ1r)diamr(A) +K4(λ)e
−2λ0r.
The proof is given in Section 5.
We can apply this estimate recursively along the sequence (ni). We need
the following lemma to make connection to time 0 which is not included
in (ni):
Lemma 8 There is a number K5(λ) such that for any r ∈ N and sufficiently
large i, if φ,ψ ∈ F (2K1(λ)), then
ρr(pirT
ni,0φ, pirT
ni,0ψ) ≤ ρr(pirφ, pirψ) +K5(λ)e
−λ2r,
where
λ2 = 2(M0 −M1 − ln(2d+ 1)) > 0.
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The proof is given in Section 5.
Proof of Theorem 1: Lemma 6 implies that for sufficiently large n,
T−n,0F (c) ⊂ T ni−1,0H(λ, r), (13)
and if i1 < i2,
T ni2 ,0H(λ, r) ⊂ T ni1 ,0H(λ, r). (14)
Take any sequence φ = (φn)n∈N in F (c) and consider the sequence
(T−n,0φn). Relations (13) and (14) imply that for each r, pirT
−n,0φn are
uniformly bounded in n and φ. We consider the all pointwise limit points of
T−n,0φn. Since pointwise limit points are not necessarily normalized in the
uniform norm, we normalize them and denote the resulting set by Sφ. We
denote by S the union of Sφ over all possible sequences φ.
It follows from the classical diagonal method that S is not empty. Let
us show that S, in fact, consists of a single point.
Suppose that on the contrary S contains at least two different points ψ
and ψ′. Then there exists ρ¯ > 0 such that ρr(pirψ, pirψ
′) ≥ ρ¯ for all large
enough r. Since ψ and ψ′ are limiting points, there exist two sequences of
functions (ψk) and (ψ
′
k) and two sequences of times (mk) and (m
′
k) decaying
to −∞ such that for all large enough k,
ρr(pirT
−mk,0ψk, pirT
−m′
k
,0ψ′k) ≥ ρ¯/2. (15)
On the other hand, for any i, if k is large enough, then both T−mk,niψk and
T−m
′
k
,niψ′k belong to F (2K1(λ)). Lemmas 7 and 8 imply that
lim sup
i→∞
diamr(T
−ni,0F (2K1(λ))) ≤ d(λ, r) =
K4(λ)e
−2λ0r
K3(λ)e−2λ1r
+K5(λ)e
−λ2r.
Taking r large enough so that d(λ, r) < ρ¯/2, we obtain a contradiction
with (15). We conclude that S∞ cannot contain two distinct elements.
Therefore, S∞ = {ψ∞} for some φ∞, and it is easy to see that ψ∞ does not
depend on c.
We now set uω = ψ∞, where ψ∞ is the unique element of S. The unique-
ness above ensures that u is a positive cocycle eigenfunction satisfying (7).
It is also obviously unique. The desired localization property follows from
Lemma 2. The pullback attraction follows since for any ε, we can find r0
and n0 such that
‖u1Bcr0‖ < ε,
‖(T
−n,0
v)1Bcr0
‖ < ε, n > n0,
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and
ρr0(T
−n,0
v, u) < ε, n > n0.
The forward attraction is proven similarly. 
4 Proof of Theorem 2
For a fixed ω, we say that a measure µn1,n2 on Γn1,n2 is a finite volume Gibbs
distribution on [n1, n2] for the realization of the potential φ if for any points
x1, x2 and any path γ ∈ Γn1,n2(x1, x2),
µn1,n2
(
{γ} | Γn1,n2(x1, x2)
)
=
eΦn1,n2 (γ)
Zn1,n2(x1, x2)
.
Let us introduce ν = max{ν+, ν−}, where ν± are introduced in Section 2.
The proof of the following localization lemma for finite volume Gibbs
distributions is given in Section 5:
Lemma 9 For any λ ∈ (0, λ0), there is a constant C > 0 and a function
N1 : N → N with the following property. Suppose µn1,n2 is a finite volume
Gibbs measure on an interval [n1, n2] for a realization of the potential φ. If
r ∈ N and n ∈ [n1, n2] satisfy
µn1,n2{α : αn1 , αn2 ∈ Br} = 1,
ν(θnω) < r,
n2 − n > N1(r),
n− n1 > N1(r),
then
µn1,n2{α : |αn| > r} < Ce
−2λr.
Let us prove the existence first. We fix an ω ∈ Ω and for each m ∈ N
consider a unique measure µm on (Zd)Z such that
1. µm{α : αk = 0} = 1 for all k ≤ −m and all k ≥ m
2. The projection of µm on [−m,m] is a finite volume Gibbs measure.
The following statement is a direct consequence of Lemma 9.
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Lemma 10 For any λ ∈ (0, λ0), there is a random variable c(ω) such that
for almost every ω ∈ Ω and every r,
µm{α : |αn| > r} ≤ c(θ
nω)e−2λr.
Applying this result, we conclude that with probability 1, the sequence
of measures (µm) is tight in (Zd)Z, and, due to the Prokhorov criterion, it
contains a weakly convergent subsequence. Denoting the limit of this subse-
quence by µ, one can easily verify that µ is a Gibbs measure satisfying (10).
To prove the uniqueness, we must show that any two Gibbs measures µ
and µ′ satisfying (9) coincide. The plan is as follows. We shall consider a
sequence of restrictions of µ and µ′ on intervals [n−j , n
+
j ], with n
+
j →∞ and
n−j → −∞ as j → ∞. We shall iteratively estimate the proximity of these
restrictions to each other in total variation, by showing that the restrictions
on [n−j−1, n
+
j−1] are (up to a small correction) closer to each other than the
respective restrictions on [n−j , n
+
j ], by a multiplicative factor that is less
than 1. The multiplier and the correction can be controlled by the choice of
the sequences (n+j ) and (n
−
j ).
Lemma 11 There is a constant c > 0 and a function N2 : N→ N with the
following property. Suppose r ∈ N, , and
ω−N2(r)+1 = ω−N2(r)+2 = . . . = ωN2(r) = 1.
If n > N2(r) and µ a finite volume Gibbs measure on [−n, n] such that
µ{γ : γ−N2(r), γN2(r) ∈ Br} = 1,
then
µ{γ : γ0 = 0} > cµ{γ : γ0 = x}, x 6= 0.
The proof is analogous to that of Lemma 2.
Lemma 12 Let λ ∈ (0, λ0). Then for almost every ω ∈ Ω and for every
r > 0, there a doubly infinite sequence (ni)i∈Z such that
lim
i→+∞
ni =∞, lim
i→−∞
ni = −∞,
and for any i,
ν−(θ−N2(r)+niω) = 1,
ω−N2(r)+1+ni = ω−N2(r)+2+ni = . . . = ωN2(r)+ni = 1,
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ν+(θN2(r)+niω) = 1,
and for all i,
ni+1 − ni > 2N2(r).
Proof: Given r > 0.
P
{
ν−(θ−N2(r)ω) = 1; ω−N2(r)+1 = . . . = ωN2(r) = 1; ν
+(θN2(r)ω) = 1
}
= P{ν−(θ−N2(r)ω) = 1}P{ω−N2(r)+1 = ω−N2(r)+2 = . . . = ωN2(r) = 1}
×P{ν+(θN2(r)ω) = 1} > 0,
so that the lemma follows from the Bernoulli property. 
Now we return to the proof of the uniqueness in Theorem 2. For a
measure µ on (Zd)Z and any set S ⊂ Z we denote by µS the measure
induced by µ on paths restricted to S.
Let now µ and µ′ be two Gibbs measures satisfying (9) for a given ω.
We have to show that for any l > 0, the distributions induced by µ and
µ′ on trajectories defined on [−l, l] coincide: µ[−l,l] = µ
′
[−l,l]. Since µ and µ
′
are Gibbs measures with nearest neighbor interaction, it is sufficient to check
that the two-dimensional boundary distributions coincide: µ{−l,l} = µ
′
{−l,l}.
We fix an arbitrary ε > 0 and use (9) to find rε > 0 and sequences
(mk)k∈Z, (m
′
k)k∈Z such that
µ
{
α : |αmk | > rε
}
< ε, k ∈ Z,
and
µ′
{
α : |αmk | > rε
}
< ε, k ∈ Z.
For r ≥ rε and k ∈ N consider measures µ
k,r and µ′k,r obtained from µ and
µ′ by conditioning, respectively, on {αm±
k
≤ r} and {αm′±
k
≤ r}. Due to
the arbitrary choice of ε, it is sufficient to show that the total variation dis-
tance between µk,r{−l,l} and µ
′k,r
{−l,l} can be made arbitrarily small by choosing
sufficiently large r and k.
Let us fix r and find the sequence (ni)i∈Z provided by Lemma 12. For
any given i0 ∈ N, one can find k such that
ni0 +N(r) < min{mk,m
′
k}
and
n−i0 −N(r) > max{m−k,m
′
−k}.
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Lemma 9 implies that if |i| < i0, then
µk,r{α : |αni | > r} < Ce
−2λr, (16)
µk,r{α : |αni+N2(r)| > r} < Ce
−2λr, (17)
µk,r{α : |αni−N2(r)| > r} < Ce
−2λr, (18)
and same estimates hold for µ′k,r. For 0 < i < i0, let us denote
µi = µ
k,r
{n−i,ni}
, µ′i = µ
′k,r
{n−i,ni}
.
We are going to estimate the total variation distance dTV (µi−1, µ
′
i−1) via
dTV (µi, µ
′
i).
For any i we introduce σi to be the maximal measure minorizing both
µi and µ
′
i and concentrated on Br ×Br:
µi = σi + ρi + δi
µ′i = σi + ρ
′
i + δ
′
i,
Here ρi and ρ
′
i are mutually singular measures on Br × Br, and measures
δi, δ
′
i are supported on Z
d × Zd \Br ×Br. We have
dTV (µi, µ
′
i) ≥ ρi(Br),
and, due to (17),(18),
δi(Z
d × Zd) ≤ 2Ce−2λr,
δ′i(Z
d × Zd) ≤ 2Ce−2λr.
Combining a basic coupling estimate based on Lemma 11, the fact that
there are (2r + 1)2 points in Br, and the estimate (16), we obtain:
dTV (µi−1, µ
′
i−1) ≤ dTV (µi, µ
′
i)
(
1−
(
c
(2r + 1)d − 1 + c
)2)
+ 2Ce−2λr.
Since the total variation distance is always bounded by 1, applying this
estimate iteratively, we obtain
dTV (µi, µ
′
i) < 2
C
c2
e−2λr((2r + 1)d − 1 + c)2, i ∈ N.
Since the choice of r is arbitrary and the r.h.s. converges to 0 as r →∞, the
proof is completed. 
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5 Proofs of auxiliary lemmas
Proof of Lemma 2: Let us write
(2d+ 1)nT−n,0φ(y) ≤
n∑
k=|y|
∑
x
φ(x)Z−n,−k(x, 0)Z˜−k,0(0, y) + Z¯−n,0(y)‖φ‖
≤
n∑
k=|y|
Ik + I¯ . (19)
Here Z˜−k,0(0, y) is the partition function over all paths on [−k, 0] connecting
0 to y and avoiding 0 after time −k; Z¯−n,0(y) is the partition function over
paths on [−n, 0] ending up at y and never visiting 0.
Considering all paths that coincide with γ∗ on [−k + 1, 0], we can write
(2d+ 1)nT−n,0φ(0) ≥
∑
x
φ(x)Z−n,−k(x, 0)e
P0
m=−k+1 ξme−(M0+M1),
where the factor of e−(M0+M1) appears since it is possible that γ∗(0) 6= 0.
We also notice that
Z˜−k,0(0, y) ≤ (2d+ 1)
keM1k
since there are at most (2d+1)k paths contributing to Z˜−k,0(0, y) and each
path contributes at most eM1k. Combining these two estimates we get
Ik ≤ e
M0+M1 (2d+ 1)
keM1k
e
P0
m=−k+1 ξm
(2d+ 1)nT−n,0φ(0)
≤ eM0+M1e−λk(2d+ 1)nT−n,0φ(0), (20)
where the second inequality follows from Lemma 1 and condition k ≥ |y| ≥
ν−(ω). Similarly, for I¯ we get:
I¯ = Z¯−n,0(y)‖φ‖ ≤ (2d + 1)
neM1n‖φ‖ ≤ (2d + 1)neM1ncφ(0).
On the other hand,
(2d+ 1)nT−n,0φ(0) ≥ φ(0)e
P
0
m=−n+1 ξme−(M0+M1)
≥ φ(0)(2d + 1)neM1neλne−(M0+M1),
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where the second inequality follows from Lemma 1 and condition n ≥ ν−(ω).
Combining these estimates, we get
I¯ ≤ (2d + 1)neM1nc
(2d+ 1)nT−n,0φ(0)
(2d + 1)neM1neλne−(M0+M1)
≤ ceM0+M1e−λn(2d + 1)nT−n,0φ(0). (21)
The lemma now follows from (19),(20),and (21). 
Proof of Lemma 5: It is sufficient to prove the upper bound, so we write
(2d+ 1)ni−1−niT ni,ni−1φ(y1)
≤

 ∑
ni+r+1≤k≤l≤ni−1−r
Zk,lni,ni−1(y1) + Z¯ni,ni−1(y1)

 ‖φ‖, (22)
where Zk,lni,ni−1(y1) is the partition function over all paths γ defined on in-
terval [ni, ni−1] that terminate at y1 and satisfy
min{m > ni + r : γ(m) = 0} = k,
max{m ≤ ni−1 − r : γ(m) = 0} = l,
and Z¯ni,ni−1(y1) is the partition function over all paths that terminate at y1
and do not visit 0 between r and n− r. We have
Zk,lni,ni−1(y1) ≤(2d+ 1)
reM0r(2d + 1)k−(ni+r)eM1(k−(ni+r)−1)eM0
× Zk,l(0, 0)(2d + 1)
ni−1−r−leM1(ni−1−r−l)(2d+ 1)reM0r,
and, considering a point x∗ such that |x∗| ≤ r and φ(x∗) = ‖φ‖,
(2d+ 1)ni−1−niT ni,ni−1φ(y2)
≥ e−M0re
Pk−1
m=ni+r+1
ξme−M0Zk,l(0, 0)e
Pni−1−r
m=l+1
ξme−M0rφ(x∗),
so that
Zk,lni,ni−1(y)‖φ‖
(2d + 1)ni−ni−1T ni,ni−1φ(y2)
≤ (2d + 1)2r+2eM0(4r+2)e−λ(k−(ni+r)−1)e−λ(n−r−l). (23)
Since ∑
ni+r+1≤k≤l≤ni−1−r
e−λ(k−(ni+r)−1)e−λ(n−r−l) <∞,
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the lemma follows from inequality (23) combined with an analogous estimate
for Z¯ni,ni−1(y1) and (22). 
Now we begin preparations for the proof of the main contraction esti-
mate, Lemma 7. For any i and r, we define truncated operators
T
ni,ni−1
r u(y) =
1
(2d + 1)ni−1−ni
∑
|x|≤r
Zni,ni−1(x, y)u(x) = T
ni,ni−1(u1Br)(y),
Tˆ ni,ni−1u(y) =
1
(2d + 1)ni−1−ni
∑
|x|>r
Zni,ni−1(x, y)u(x) = T
ni,ni−1(u1Bcr )(y).
The restriction of T ni,ni−1 on Br can be viewed as a linear finite-dimensional
operator in RBr given by a matrix (2d + 1)ni−ni−1Zni,ni−1(x, y), x, y ∈ Br,
with positive entries. Therefore, we can apply a classical estimate on con-
traction in Hilbert metric, see e.g., Theorem 3.12 in [Sen81]: for any func-
tions φ,ψ : Zd → R+,
ρr(T
ni,ni−1
r φ, T
ni,ni−1
r ψ) ≤
1−
√
L
ni,ni−1
r
1 +
√
L
ni,ni−1
r
ρr(φ,ψ), (24)
where
L
ni,ni−1
r = min
|x1|,|x2|,|y1|,|y2|≤r
(
Zni,ni−1(x1, y1)
Zni,ni−1(x2, y1)
·
Zni,ni−1(x2, y2)
Zni,ni−1(x1, y2)
)
.
Lemma 13 There is a positive constant K6(λ) such that for any i and r,
L
ni,ni−1
r ≥ K6(λ)e
−4λ1r.
Since the dynamics of the actual system is not restricted to Br we have
to estimate the influence of Bcr :
Lemma 14 There is a positive number K7(λ) such that if |y| ≤ r, then∑
x:|x|>r
Zni,ni−1(x, y) ≤ K7(λ)e
−2λ0rZni,ni−1(0, y).
We postpone the proof of Lemmas 13 and 14 till the end of this section.
Proof of Lemma 7: Lemma 13 and estimate (24) imply that for any
positive functions φ and ψ,
ρr(T
ni,ni−1
r φ, T
ni,ni−1
r ψ) <
(
1−
√
K6(λ)e
−2λ1
)
ρr(φ,ψ). (25)
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To estimate the full untruncated operators, we write:
ρr(T
ni,ni−1φ, T ni,ni−1ψ) = ln
(
max
|y|≤r
T ni,ni−1φ(y)
T ni,ni−1ψ(y)
·max
|y|≤r
T ni,ni−1ψ(y)
T ni,ni−1φ(y)
)
(26)
≤ ln
(
max
|y|≤r
T
ni,ni−1
r φ(y) + Tˆ
ni,ni−1
r φ(y)
T
ni,ni−1
r ψ(y)
)
+ ln
(
max
|y|≤r
T
ni,ni−1
r ψ(y) + Tˆ
ni,ni−1
r ψ(y)
T
ni,ni−1
r φ(y)
)
Lemma 14 implies
Tˆ
ni,ni−1
r φ(y) ≤
1
(2d + 1)ni−1−ni
K7(λ)e
−2λ0rZni,ni−1(0, y)‖φ1Br‖
≤ K7(λ)e
−2λ0r 1
(2d+ 1)ni−1−ni
Zni,ni−1(0, y) · 2K1(λ)φ(0)
≤ 2K1(λ)K7(λ)e
−2λ0rT
ni,ni−1
r φ(y).
Analogously,
Tˆ
ni,ni−1
r ψ(y) ≤ 2K1(λ)K7(λ)e
−2λ0rT
ni,ni−1
r ψ(y).
Plugging the last two inequalities into (26), we get
ρr(T
ni,ni−1
r φ, T
ni,ni−1
r ψ) ≤ ln
(
max
|y|≤r
T
ni,ni−1
r φ(y)(1 + 2K1(λ)K7(λ)e
−2λ0r)
T
ni,ni−1
r ψ(y)
)
+ ln
(
max
|y|≤r
T
ni,ni−1
r ψ(y)(1 + 2K1(λ)K7(λ)e
−2λ0r)
T
ni,ni−1
r φ(y)
)
≤ ρr(T
ni,ni−1
r φ, T
ni,ni−1
r ψ) + 4K1(λ)K7(λ)e
−2λ0r
This estimate along with (25) implies the lemma with K3(λ) =
√
K6(λ) and
K4(λ) = 4K1(λ)K7(λ). 
Proof of Lemma 13: Let us estimate the ratios in the r.h.s. of the
definition of L
ni,ni−1
r . For ni + r < k ≤ l ≤ n − r, we define Z
k,l
ni,ni−1(x, y)
as the partition function over all paths γ on [ni, ni−1] connecting x to y
satisfying
min{m > ni + r : γ(m) = 0} = k,
max{m ≤ ni−1 − r : γ(m) = 0} = l,
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we also define Z¯ni,ni−1(x, y) to be the partition function over all paths on
[ni, ni−1] connecting x to y that do not visit 0 between ni+r+1 and ni−1−r,
so that
Zni,ni−1(x, y) =
∑
ni+r<k≤l≤ni−1−r
Zk,lni,ni−1(x, y) + Z¯ni,ni−1(x, y). (27)
For ni + r < k ≤ l ≤ ni−1 − r and any points x, y with |x|, |y| ≤ r,
Zk,lni,ni−1(x, y) ≤(2d+ 1)
|x|−1eM1(|x|−1)(2d + 1)r−|x|+1eM0(r−|x|+1)
× (2d+ 1)k−1−(ni+r)eM1(k−1−(ni+r))eM0Zk,l(0, 0)
× (2d+ 1)n−r−leM1(n−r−l)
× (2d+ 1)r−|y|eM0(r−|y|)(2d + 1)|y|eM1|y|. (28)
On the other hand, considering all paths that start at x, go straight
to 0 (which takes |x| steps), stay at 0 until time ni + r accumulating M0
at each time step, follow the optimal path γ∗ from ni + r + 1 to k − 1 (if
k = ni + r + 1 this part is empty), at k visit 0, return to 0 at time l, follow
γ∗ up to ni−1 − r, stay at 0 up to ni−1 − |y|, go straight to y where they
terminate at time ni−1,
Zni,ni−1(x, y) ≥e
−M1(|x|−1)eM0(r−|x|+1)e
Pk−1
m=ni+r+1
ξme−M0
× Zk,l(0, 0)e
Pni−1−r
m=l+1
ξmeM0(r−|y|)e−M1|y|. (29)
The definitions of ν+ and ν− from Lemma 1 imply that, due to our assump-
tions on ni and ni−1,
e
Pk−1
m=ni+r+1
ξm ≥ (2d + 1)k−1−(ni+r)eM1(k−1−(ni+r))eλ(k−1−(ni+r)), (30)
and
e
Pni−1−r
m=l+1
ξm ≥ (2d+ 1)ni−1−r−leM1(ni−1−r−l)eλ(ni−1−r−l), (31)
so that
Zk,lni,ni−1(x2, y1)
Z0,n(x1, y1)
≤(2d+ 1)2r+1eM1(|x1|+|x2|)eM0(|x1|−|x2|)eM0+M1
× e2M1|y1|e−λ((k−r)+(n−r−l)−2)
≤(2d+ 1)2r+1e4M1reM0(|x1|−|x2|+2)
× e−λ((k−1−(ni−r))+(ni−1−r−l)). (32)
21
For Z¯ni,ni−1(x, y) we have
Z¯ni,ni−1(x, y) ≤(2d+ 1)
|x|−1eM1(|x|−1)(2d+ 1)r−|x|+1eM0(r−|x|+1)
× (2d+ 1)ni−1−ni−2reM1(ni−1−ni−2r)
× (2d+ 1)r−|y|eM0(r−|y|)(2d+ 1)|y|eM1|y|,
and
Zni,ni−1(x, y) ≥e
−M1(|x|−1)eM0(r−|x|+1)e
Pni−1−r
m=ni+r+1
ξmeM0(r−|y|)e−M1|y|,
so that
Z¯ni,ni−1(x2, y1)
Zni,ni−1(x1, y1)
≤(2d+ 1)2r+1e4M1reM0(|x1|−|x2|). (33)
Plugging (32) and (33) into (27), we see that
Zni,ni−1(x2, y1)
Zni,ni−1(x1, y1)
≤ (2d + 1)2r+1e4M1reM0(|x1|−|x2|)K8(λ),
for some K8(λ) > 0. This inequality and its counterpart with x1, x2, and,
respectively, y1 replaced by x2, x1, and, respectively, y2, immediately implies:
L
ni,ni−1
r ≥ (2d + 1)
−4r−2e−8M1rK−28 (λ),
and the lemma holds true with K6(λ) = (2d + 1)
−2K−28 (λ). 
Proof of Lemma 14: The following decomposition is analogous to (27):∑
x:|x|>r
Zni,ni−1(x, y) ≤
∑
ni+r<k≤l≤ni−1−r
Zk,lni,ni−1(y) + Z¯ni,ni−1(y), (34)
where for ni + r < k ≤ l ≤ ni−1 − r, Z
k,l
ni,ni−1(y) is the partition function
over all paths γ on [ni, ni−1] terminating at y and satisfying
min{m : γ(m) = 0} = k,
max{m ≤ ni−1 − r : γ(m) = 0} = l,
and Z¯ni,ni−1(y) is the partition function over all paths terminating at y that
do not visit 0 between ni and ni−1 − r. Analogously to (28),
Zk,lni,ni−1(y) ≤(2d + 1)
reM1r(2d+ 1)k−1−(ni+r)eM1(k−1−(ni+r))eM0
× Zk,l(0, 0)(2d + 1)
ni−1−r−leM1(ni−1−r−l)
× (2d + 1)r−|y|eM0(r−|y|)(2d+ 1)|y|eM1|y|. (35)
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Analogously to (29),
Zni,ni−1(0, y) ≥e
M0re
Pk−1
m=ni+r+1
ξme−M0
× Zk,l(0, 0)e
Pni−1−r
m=l+1
ξmeM0(r−|y|)e−M1|y|. (36)
Dividing (35) by (36) and taking into account (30), (31), we obtain:
Zk,lni,ni−1(y)
Zni,ni−1(0, y)
≤ e(3M1−M0)r(2d + 1)2re2M0e−λ((k−1−(ni+r))+(ni−1−r−l))
≤ e−2λ0re2M0e−(λ(k−1−(ni+r))+(ni−1−r−l)). (37)
For Z¯ni,ni−1(y) we have
Z¯ni,ni−1(y) ≤(2d+ 1)
reM1r(2d+ 1)ni−1−ni−2reM1(ni−1−ni−2r)(2d+ 1)reM1r
and
Zni,ni−1(y) ≥e
M0re
Pni−1−r
m=ni+r+1
ξmeM0(r−|y|)e−M1|y|,
so that
Z¯ni,ni−1(y)
Zni,ni−1(0, y)
≤ (2d + 1)2re(3M1−M0)re−λ(ni−1−ni−2r) ≤ e−2λ0r. (38)
Now the lemma follows from (34) and (37),(38) 
Proof of Lemma 8: Proceeding as above, one can use the fact that all
paths contributing to Tˆ ni,0r φ(y) do not visit 0 at first r steps, and show that
for some K9(λ) and sufficiently large i,
Tˆ ni,0r φ(y) ≤ K9(λ)(2d + 1)
re(M1−M0)rT 0,nr φ(y),
whenever |y| ≤ r. Since (26) implies:
ρr(T
ni,0φ, T ni,0φ)
≤ ln

max|y|≤r
T ni,0r φ(y)
(
1 + Tˆ
ni,0
r φ(y)
T
ni,0
r φ(y)
)
T ni,0r ψ(y)
·max
|y|≤r
T ni,0r ψ(y)
(
1 + Tˆ
ni,0
r ψ(y)
T
ni,0
r ψ(y)
)
T ni,0r φ(y)


≤ρr(φ,ψ) + max
|y|≤r
Tˆ ni,0r ψ(y)
T ni,0r ψ(y)
·max
|y|≤r
Tˆ ni,0r φ(y)
T ni,0r φ(y)
,
23
the lemma follows with K5(λ) = K9(λ)
2. 
Proof of Lemma 9: We can write
µn1,n2{|αn| > r} =
∑
x1,x2∈Br
µn1,n2{αn1 = x1, αn2 = x2}
Z˜n1,n2(x1, x2)
Zn1,n2(x1, x2)
,
where Z˜n1,n2(x1, x2) denotes the partition function over all paths γ defined
on [n1, n2] with γ(n1) = x1, γ(n2) = x2, and such that |γ(n)| > r. For any
x1, x2 ∈ Br,
Z˜n1,n2(x1, x2)
Zn1,n2(x1, x2)
≤
∑
k1,k2:
|x1|≤n1+k1≤n−r
n+r≤n1+k2≤n2−|x2|
Z˜k1,k2n1,n2(x1, x2)
Zk1,k2n1,n2(x1, x2)
+
Z¯n1,n2(x1, x2)
Zn1,n2(x1, x2)
,
where Z˜k1,k2n1,n2(x1, x2) and Z
k1,k2
n1,n2(x1, x2) are partition functions taken over
paths γ contributing to Z˜n1,n2(x1, x2) and Zn1,n2(x1, x2) respectively, with
the following restriction:
sup{k ≤ n : γk = 0} = k1,
inf{k ≥ n : γk = 0} = k2,
and Z¯n1,n2(x1, x2) is defined as the partition function over paths contribut-
ing to Z˜n1,n2(x1, x2) and never visiting the origin between n1 and n2. Using
Lemma 1 to estimate the contribution of the optimal path γ∗ to the denom-
inator, we can write:
Z˜k1,k2n1,n2(x1, x2)
Zk1,k2n1,n2(x1, x2)
≤
eM1(k2−k1)(2d + 1)k2−k1
(2d+ 1)k2−k1eM1(k2−k1)eλ(k2−k1)e−(M0+M1)
≤ e−(M0+M1)e−λ(k2−k1).
For the last term, we get:
Z¯n1,n2(x1, x2)
Zn1,n2(x1, x2)
≤
eM1(n2−n1)(2d+ 1)n2−n1
e−M1|x1|e−(M0+M1)(2d + 1)n2−n1−|x1|−|x2|
×
1
eM1(n2−n1−|x1|−|x2|)eλ(n2−n1−|x1|−|x2|)e−M1|x2|
≤(2d+ 1)2re4M1reM0+M1e−λ(n2−n1−2r).
and the lemma follows by combining the estimates above. 
24
6 Acknowledgements
The authors would like to thank Leonid Koralov for reading the manuscript
and suggesting several useful corrections. The research of Yuri Bakhtin is
partially supported by NSF through CAREER grant DMS-0742424. The
research of Konstantin Khanin is partially supported by NSERC.
References
[AS06] Kenneth S. Alexander and Vladas Sidoravicius. Pinning of poly-
mers and interfaces by random potentials. Ann. Appl. Probab.,
16(2):636–669, 2006.
[CH02] Philippe Carmona and Yueyun Hu. On the partition function of
a directed polymer in a Gaussian random environment. Probab.
Theory Related Fields, 124(3):431–457, 2002.
[CSY03] Francis Comets, Tokuzo Shiga, and Nobuo Yoshida. Directed poly-
mers in a random environment: path localization and strong dis-
order. Bernoulli, 9(4):705–723, 2003.
[CSY04] Francis Comets, Tokuzo Shiga, and Nobuo Yoshida. Probabilistic
analysis of directed polymers in a random environment: a review.
In Stochastic analysis on large scale interacting systems, volume 39
of Adv. Stud. Pure Math., pages 115–142. Math. Soc. Japan, Tokyo,
2004.
[Geo88] Hans-Otto Georgii. Gibbs measures and phase transitions, vol-
ume 9 of de Gruyter Studies in Mathematics. Walter de Gruyter
& Co., Berlin, 1988.
[Gia07] Giambattista Giacomin. Random polymer models. Imperial College
Press, London, 2007.
[Sen81] E. Seneta. Nonnegative matrices and Markov chains. Springer Se-
ries in Statistics. Springer-Verlag, New York, second edition, 1981.
[Sin93] Ya. G. Sina˘ı. A random walk with a random potential. Teor.
Veroyatnost. i Primenen., 38(2):457–460, 1993.
25
