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Abstract
Electromagnetic E1 (and M1) multipole transitions have been studied since the early days
of hadron spectroscopy because they allow to access heavy quarkonium states which are
below open-flavor threshold. Moreover, they are interesting by themselves because they are
an important tool to check particular regions of the hadrons’ wave function and thus to
determine their internal structure and dynamics.
From a theoretical point of view, electromagnetic transitions between heavy quarkonium
states have been treated for a long time by means of potential models using non-relativistic
reductions of phenomenological interactions. However, the progress made in effective field
theories (EFTs) for studying heavy quarkonia and the new large set of accurate experimental
data taken in the heavy quark sector by B-factories (BaBar, Belle and CLEO), τ -charm
facilities (CLEO-c, BESIII) and even proton-(anti)proton colliders (CDF, D0, LHCb, ATLAS,
CMS) ask for a systematic and model-independent analysis.
In this work we use the low-energy EFT called potential non-relativistic QCD (pNRQCD) to
calculate the partial decay width of different bb-states undergoing an electric dipole transition
at next-to-next-to leading order (NNLO). Explicitly, the χbJ , for J = 0, 1, 2, and the hb
are investigated by computing the processes χbJ → Υ + γ and hb → ηb + γ. Relativistic
corrections of relative order v2 to the leading electric dipole operator are included. The
analysis separates those contributions that account for the electromagnetic interaction
terms in the pNRQCD Lagrangian, which are v2 suppressed, and those that account for
quarkonium state corrections of relative order v and v2. Within the last ones, corrections
come from higher order potentials ( 1m and
1
m2
terms), and from higher order Fock states
which account for the coupling of the quark-antiquark state to other low-energy degrees of
freedom and thus demand non-perturbative input.
Finally, the experimentally known branching fractions are used to predict the total decay
with of the respective initial states.
v

Chapter 1
Introduction
Electromagnetic transitions are often significant decay modes for bottomonium states below the BB
threshold (10.56 GeV), making them a suitable experimental tool to access the lowest spectrum of
bottomonia. For instance, the first bb states not directly produced in e+e− collisions were the six
triplet-P states, χb(2PJ) and χb(1PJ) with J = 0, 1, 2, discovered in radiative decays of the Υ(3S) and
Υ(2S) in 1982 [HO82, EO82] and 1983 [KO83, PO83], respectively.
One important feature of electromagnetic transitions is that they can be classified in a series of electric
and magnetic multipoles. The most important ones are the E1 (electric dipole) and the M1 (magnetic
dipole) transitions; higher order multipole modes E2, M2, E3, etc. appear in the spectrum, but
since they are further suppressed one usually does not consider them. Processes involving electric
dipole (E1) transitions happen more frequently than the ones induced by a magnetic dipole (M1).
The branching fraction for E1 transitions can indeed be significant for some lowest bottomonium
states like the ones we shall study herein [PO16]: B(χb0(1P ) → Υ(1S) + γ) = (1.76 ± 0.35) %
(note that it is the largest exclusive branching fraction reported by the Particle Data Group (PDG)
[PO16]), B(χb1(1P ) → Υ(1S) + γ) = (33.9 ± 2.2) %, B(χb2(1P ) → Υ(1S) + γ) = (19.1 ± 1.2) % and
B(hb(1P )→ ηb(1S) + γ) = (52+6−5) %.
The E1 (and M1) electromagnetic transitions have been treated for a long time by means of potential
models that basically use non-relativistic reductions of QCD-based quark-antiquark interactions (see,
e.g., Ref. [SOEF16] for a recent application to the bottomonium system). However, the progress made
in effective field theories (EFTs) for studying heavy quarkonia [BPSV05] and the new large set of
accurate experimental data taken in the heavy quark sector by B-factories (BaBar, Belle and CLEO),
τ -charm facilities (CLEO-c, BESIII) and even proton-(anti)proton colliders (CDF, D0, LHCb, ATLAS,
CMS) ask for a systematic and model-independent analysis (see, e.g., Refs. [BO11, BO14] for reviews).
Formulae and numerical treatment of M1 transitions within the effective field theory named potential
non-relativistic QCD (pNRQCD) can be found in Refs. [BJV06, PS13]. Therein, the relativistic
corrections to the leading order (LO) expression were computed in two different expansion schemes:
(i) strict weak-coupling regime and (ii) including exactly the static potential in the LO Hamiltonian.
Within the same theoretical framework, the corresponding formulae for E1 transitions have been
presented in Ref. [BPV12]. In this case, the relativistic corrections to the LO decay width are much
more involved, covering not only higher order terms in the E1 transition operator but also corrections
to the initial and final state wave functions due to higher order potentials and higher order Fock states.1
These facts have avoided numerical computations of the E1 radiative decays within pNRQCD. This
work aims to close this gap and to calculate the decay rate of the transitions χbJ(1P )→ Υ(1S) + γ
1It should be mentioned that such corrections in principle also affect M1 transitions, but the color octet contributions
vanish analytically.
1
with J = 0, 1, 2 and hb(1P )→ ηb(1S) + γ.
The thesis is organized as follows: In Chapter 2 we review some basic properties of quantum
chromodynamics (QCD), introduce the concept of EFTs in the framework of heavy quarkonium
physics, discuss the EFT called non-relativistic QCD (NRQCD) and state the relevant properties of
electromagnetic dipole transitions. In Chapter 3 we introduce the EFT called potential non-relativistic
QCD (pNRQCD) that will be the theoretical framework used throughout this work. We furthermore
introduce the concept of quantum mechanical perturbation theory and derive the key concepts and
equations in order to compute the mass spectrum and the E1 decay widths we are interested in. In
Chapter 4 we compute the bb-mass spectrum up to NNLO, O(mα4s), in pNRQCD at weak coupling
and confirm results already found in [BSV01, PPS16]. We furthermore address the issue of renormalons
in the perturbative series and use a particular scheme (the so-called renormalon subtraction scheme)
to cure this issue. In Chapter 5 we fulfill the main objective of this work, namely computing the
E1 decay width of 2 3PJ → 1 3S1 + γ, with J = 0, 1, 2 and 2 1P1 → 1 1S0 + γ up to NNLO, O(mα6s), in
pNRQCD at weak coupling. We include all the relevant corrections at relative order v and v2 which
include relativistic corrections to the leading order electric dipole operator and corrections to the initial
and final quarkonium states. The latter ones are either induced by higher order corrections to the
static potential or by relativistic corrections in the 1m -expansion or by higher order Fock states induced
by color octet effects. We apply our results to the transitions χbJ(1P )→ Υ(1S) + γ, with J = 0, 1, 2
and to hb(1P ) → ηb(1S) + γ. Numerical results are given in Chapter 6 where we also investigate
the scale dependence and discuss particular issues arising with this analysis. Our main results will be
the prediction of the partial and total widths of the bb-states, χbJ and ηb. Finally, a summary and an
outlook is given in Chapter 7.
In Appendix A, we introduce the notation and convention we will be following throughout this work
and list important constants as well as the explicit radial and angular expressions of the first few
Coulomb wave functions. We furthermore give two examples on the usage of the MATHEMATICA
package RunDec, which we use in order to implement the running of the strong fine structure constant
αs. In Appendix B, we list several functions, their properties, and useful relations that are used in
this work. We furthermore list and derive single and double potential insertion expectations values,
needed in order to compute the mass spectrum and show the exact divergence cancellation with respect
to the Coulomb Green function approach. Finally, in Appendix C, we derive an alternative method
to compute the first order correction to the wave function in perturbation theory.
This work is mainly based on the Refs. [BPSV05, BJV06, Pie11, Pin12, BPV12].
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Chapter 2
Basic concepts
In this chapter we explain the basic concepts of quantum chromodynamics (QCD) and effective field
theories (EFTs). We then describe the EFT called non-relativistic QCD (NRQCD) that can be obtained
from QCD by integrating out the heavy quark mass (hard scale) and finally state the relevant properties
of electromagnetic dipole transitions.
2.1 Quantum Chromodynamics (QCD)
The framework used to describe the strong interaction, the interaction of the fundamental hadronic
degrees of freedom, quarks and gluons, is the quantized local gauge theory called quantum chromody-
namics (QCD) with the gauge group being SU(3). From a phenomenological point of view QCD may
be characterized by its main properties:
Asymptotic freedom which describes the observation that at high energy or, equivalently, low
distance quarks and gluons behave as if they were free particles.
Confinement which is related with the empirical fact that no color-charged particles, e.g., quarks
or gluons, have been observed as isolated particles. Only the color-neutral hadrons like mesons
(a state of a bound quark-antiquark pair) and baryons (a state of three bound quarks) can be
observed.
Dynamical chiral symmetry breaking which allows for a description of QCD in the low energy
regime using, e.g., chiral perturbation theory (χPT). The breaking of chiral symmetry generates
the pions as Nambu-Goldstone bosons and the non-zero masses of the light u- and d-quark, which
may be obtained via the Higgs mechanism of the standard model, make them Pseudo-Goldstone
bosons with non-zero but small masses.
One can argue that the first two of these features can be connected to the running coupling of QCD that
we will explain briefly in Sec. 2.1.2. The latter feature originates from the existence of a non-vanishing
quark condensate, but it is not relevant for heavy quark physics because chiral symmetry is explicitly
broken due to the heavy quark mass. For further reading on chiral symmetry breaking see, e.g.,
Refs. [NJL61a, NJL61b].
2.1.1 The QCD Lagrangian
The QCD Lagrangian is given by [Gri13, PS95, PRSZ13, Ska13]
LQCD = ψ iq(i /Dij −mqδij)ψjq −
1
4
FaµνFµν a , (2.1)
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Figure 2.1. Diagrams which contribute to second order in g0s to the running coupling constant g¯s(Q
2).
=
(a)
+
(b)
Figure 2.2. Decomposition of the two gluon loop in Coulomb gauge into transverse components (wiggly lines)
and “Coulomb” components (arrow lines). Only the self energy diagram (b) gives anti-screening.
not only see the color charge of another quark (diagram (a) in Fig. 2.1) and of a
virtual quark-antiquark pair (diagram (b)), but also the color charge of virtual gluons
(diagram (c)). The combined effect of the Feynman diagrams in Fig. 2.1 yields the
effective coupling constant [41]
αs(Q2) =
g2s(Q
2)
4π = α
(0)
s
"
1− 2
3
nf
α(0)s
4π ln
Λ2
Q2
+ 11
α(0)s
4π ln
Λ2
Q2
#
, (2.20)
where α(0)s = (g0s)2/4π, g0s is the bare quark-gluon coupling constant, nf is the number
of quark flavors which contribute at the corresponding energy, Q2 is the space-like
momentum transfer carried by the virtual gluon, and Λ is a cutoff parameter. The
second term is the contribution of the virtual quark-antiquark pairs. It is negative
and leads to charge screening. The third term comes from the virtual gluon loop. It
is positive and gives anti-screening. The appearance of these two competing terms of
opposite sign is a peculiarity of non-Abelian gauge theories.
The anti-screening mechanism works only for loops of massless gauge bosons. For
these bosons the longitudinal and the time-like components do not correspond to the
propagation of physical particles. One of these components can be eliminated using
current conservation, but one unphysical component is left over. In Coulomb gauge
the gluon propagators in diagram (c) of Fig. 2.1 [42, 43] can be decomposed into the
unphysical “Coulomb” part and a transversal part, which yields the two diagrams
shown in Fig. 2.2. The transversal gluon loop (diagram (a) in Fig. 2.2) leads to charge
screening, as do all physical intermediate states, while the loop in diagram (b), which
consists of a “Coulomb” gluon and a transversal gluon, gives anti-screening. Thus the
Figure 2.1: Diagrams which contribute to second order in g0 to the running coupling constant g(Q2),
taken from [Seg12].
where ψiq denotes a quark field with fundamental color index i ∈ {1, 2, 3}. /D = γµDµ, where γµ is a
Dirac matrix1 that makes explicit the vector nature of the strong interaction and µ is a Lorentz index.
mq are the masses of the different quark flavors that may be generated by Yukawa couplings to the
Higgs-sector of the standard model. The gluon field strength tensor
Fµν = taFaµν = −
1
g
[Dµ, Dν ] , (2.2)
Faµν = ∂µAaν − ∂νAaµ + gfabcAbµAcν , (2.3)
with adjoint color indices a, b, c ∈ {1, . . . , 8} encodes the self-interacting nature of the gluons. This
self-interaction arises, because the covariant derivative
(Dµ)ij = δij∂µ − igtaijAaµ , (2.4)
where g is the QCD coupling, contains the generators
taij =
1
2
λaij (2.5)
of the non-abelian gauge group SU(3) whose structure constants fabc 6= 0 do not vanish. The hermitian
and traceless Gell-Mann matrices, λa, are listed in Appendix A together with some important properties.
2.1.2 The running coupling of QCD
In QCD, as in all quantum field theories, the trong coupling g and thus the strong fine structure
constant
αs =
g2
4pi
(2.6)
is, in contrast to classical theories, not a constant but runs with the energy scale. Since the gluons
also carry color charge, a virtual gluon emitted from a quark does not only see the color charge of
another quark (diagram (a) in Fig. 2.1) and of a virtual quark-antiquark pair (diagram (b)), but also
the color charge of virtual gluons (diagram (c)). The combined effect of the Feynman diagrams in
Fig. 2.1, together with vertex corrections and ghost contributions that are not depicted, yields the
effective fine structure constant [GW73a, Pol73, GW73b, GW74]
αs(Q
2) =
g2(Q2)
4pi
= α(0)s
[
1− 2
3
nf
α
(0)
s
4pi
ln
(
Λ2
Q2
)
+ 11
α
(0)
s
4pi
ln
(
Λ2
Q2
)]
, (2.7)
1The Dirac matrices and some of their important properties are listed in Appendix A.
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where α(0)s = (g
(0))2
4pi , g
(0) is the bare strong coupling, nf encodes the number of active flavors at the
considered energy scale, Q2 is the space-like momentum transfer carried by the virtual gluon, and
Λ is a cutoff parameter. The second term in the square brackets is the contribution of the virtual
quark-antiquark pairs. It is negative and leads to charge screening. The third term comes from the
virtual gluon loop. It is positive and gives anti-screening. The appearance of these two competing terms
of opposite sign is a peculiarity of non-abelian gauge theories.
To incorporate these in a systematic manner, one defines the so-called beta function,
Q2
dαs(Q
2)
dQ2
=
dαs(Q
2)
dln (Q2)
= β(αs) , (2.8)
where the beta function, driving the energy dependence, is defined as
β(αs) = −αs
(
β0
αs
4pi
+ β1
α2s
(4pi)2
+ . . .
)
. (2.9)
The coefficients βi can be calculated perturbatively and β0,1 are explicitly given in Appendix A.1. β0 and
β1 are the only coefficients that are renormalization scheme independent. We use the MATHEMATICA
package RunDec ([CKS00]) to determine the value of αs(ν) at a given scale ν. Higher order coefficients,
βi≥2, are incorporated in the MS-scheme in the RunDec package. The explicit procedure and examples
are given in Appendix A.3.
2.1.3 Symmetries of the QCD Lagrangian
Besides the invariance under the SU(3)c color gauge group, with the corresponding transformations
ψq(x) 7→ U(x)ψq(x) , (2.10)
Aµ(x) 7→ U(x)
[
Aµ(x)− i
g
U−1(x)∂µU(x)
]
U−1(x) , (2.11)
where U(x) = exp (−iθa(x)ta) ∈ SU(3) is such a gauge transformation, the QCD Lagrangian is Poincaré
and CPT invariant and exhibits other global symmetries. The breaking patterns of these global
symmetries are summarized in the following diagram for Nf quark flavors, taken from [Hel10]:
12 Quantum Chromodynamics
these symmetries are summarized in the following diagram for Nf quark flavors:
mf = 0 for all f U(Nf)L
decomposition in subgroups
× U(Nf)R
SU(Nf)L × U(1)L
anomalous breaking of U(1)A
����
�
�����
��
× SU(Nf)R × U(1)R
����
�� ���
SU(Nf)L
spontaneous chiral symmetry breaking
��
× SU(Nf)R
����
�
�� ���
�
× U(1)V
SU(Nf)V
nonvanishing but equal current quark masses mf
��
× U(1)V
flavor symmetry SU(Nf)f
nondegenerate current quark masses mf
��
× U(1)V
flavor symmetry
breaking ✘✘✘
✘SU(Nf)f × U(1)V
Let us consider vanishing current quark masses first. In this case, QCD does not discriminate
between different flavors. First of all, one observes that LQCD, Eq. (2.2.1), is invariant under a
chiral U(Nf)L × U(Nf)R flavor symmetry group that can be divided in special unitary SU(Nf)
and unitary U(1) groups. The chiral SU(Nf)L × SU(Nf)R symmetry is spontaneously broken by
the nontrivial QCD vacuum to the vector SU(Nf)V with the formation of chiral condensates of
quark flavors with current quark masses smaller than the typical QCD scale ΛQCD ≈ 250MeV
(see Sect. 2.4.2). The axial symmetry U(1)A is exact in the classical theory, but broken in
the quantum theory by the axial anomaly. Its appearance is strongly related to the nontrivial
structure of the QCD vacuum (see Sect. 3.3.1).8 The vector symmetry, U(1)V corresponds to
the baryon number which is an exact symmetry.
For nonvanishing current quark masses, LQCD is not invariant under the chiral symmetry
SU(Nf)L × SU(Nf)R because of the mass term δLm = ψ¯mˆψ, (with the current quark mass
matrix mˆ = diag(m1, . . . ,mNf)) that mixes left- and right-handed components of the Dirac
field. However, if all masses are assumed to be equal but nonzero, then the remnant SU(Nf)V
symmetry is still a symmetry of LQCD, while axial SU(Nf)A is explicitly broken. This can easily
be seen by introducing
m˜ := mˆ− 1
Nf
(m1 + . . .+mNf) · 1Nf×Nf .
m˜ is traceless, therefore it can be expressed in terms of elements of the SU(Nf) Cartan subalgebra
H (i. e., the subset of SU(Nf) matrices that commute with all elements of SU(Nf)). A basis of
H is given by the Nf ×Nf matrices hi := diag(0, . . . , 1|{z}
i
, −1|{z}
i+1
, 0, . . . , 0) for i ∈ {1, . . . , Nf − 1}.
Thus, we may write
mˆ =
1
Nf
(m1 + . . .+mNf) · 1Nf×Nf + c1h1 + . . .+ cNfhNf ,
with the expansion coefficients ci = 12Tr (m˜ · hi) = 12(mi −mi+1), i ∈ {1, . . . , Nf − 1}. From this
it is clear, that in the case of isospin symmetry with all current quarks equal, all coefficients
8There is a second symmetry that is anomalously broken: scale, or the so-called conformal symmetry. This
conformal anomaly gives rise to asymptotic freedom.
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2.2. Effective field theories and quarkonium physics
For vanishing quark masses, QCD is not sensitive to different flavors and one observes that the
Lagrangian is invariant under a chiral U(Nf )L × U(Nf )R flavor symmetry group that can be divided
in special unitary SU(Nf ) and unitary U(1) groups. The chiral SU(Nf )L × SU(Nf )R symmetry is
spontaneously broken by the non-trivial QCD vacuum to the vector SU(Nf )V with the formation of
chiral condensates of quark flavors with current quark masses smaller than the typical QCD scale
ΛQCD ∼ 250 MeV. The axial symmetry U(1)A is exact in the classical theory, but broken in the
quantum theory by the axial anomaly. Its appearance is strongly related to the non-trivial structure of
the QCD vacuum.2 The vector symmetry, U(1)V corresponds to the baryon number which is an exact
symmetry.
For non-vanishing current quark masses, the QCD Lagrangian is not invariant under the chiral symmetry
SU(Nf )L × SU(Nf )R because of the mass term δLm = ψmˆψ, where mˆ = diag(m1, . . . ,mNf ) is the
quark mass matrix, that mixes left- and right-handed components of the Dirac field. However, if all
masses are assumed to be equal but non-zero, the remnant SU(Nf )V symmetry is still a symmetry of
the QCD Lagrangian, while axial SU(Nf )A is explicitly broken. The remnant SU(Nf )V symmetry is
often called flavor symmetry and denoted by SU(Nf )f . For instance, for Nf = 3 one recovers degenerate
meson octets as predicted by the eightfold way even before QCD was established. Finally, if the current
quark masses are different, then SU(Nf )f is explicitly broken and one obtains non-degenerate meson
N2f − 1 multiplets.
2.2 Effective field theories and quarkonium physics
Effective field theories may be motivated best by the following quote, taken from [Pic98]:
In order to analyze a particular physical system amid the impressive richness of the
surrounding world, it is necessary to isolate the most relevant ingredients from the rest, so
that one can obtain a simple description without having to understand everything. The
crucial point is to make an appropriate choice of variables, able to capture the physics which
is most important for the problem at hand.
A typical problem consists of a physical system that has multiple and well separated energy scales
and one can thus identify a clear hierarchy. If the system under consideration satisfies this condition,
an effective field theory may be suited best to study the properties of this system at a given scale of
interest. Since the scales are well separated one may neglect smaller or higher scales by putting their
parameters to zero or infinity and thereby obtaining a simplified version of the original theory describing
the region of interest as an approximation. This approximation may be improved by considering the
neglected parts of the original theory as small perturbations.
It is common in low energy physics to use effective field theories, where low refers to some energy
scale Λ of the underlying theory. To construct them one integrates out the states with M > Λ from
the action and therewith only takes into account the states with m < Λ that lie in the region of
interest. The price to pay, however, is that the resulting theory is, in general, non-renormalizable but
the interaction among the relevant, light, degrees of freedom can be organized in a systematic power
expansion energy/Λ. This allows for an order-by-order renormalization, since at a given order only
finitely many couplings exist. These effective couplings encode all the information on the heavy degrees
of freedom and can be obtained either by matching the effective field theory to the underlying theory or
by fitting them to experimental or lattice data. The latter approach might be unavoidable, for instance,
2The so-called conformal symmetry is another symmetry that is present in the classical theory but anomalously
broken in the quantized version, since dimensional transmutation induces the scale ΛQCD even in massless QCD.
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in bottom-up approaches like chiral perturbation theory (χPT), where the matching coefficients are
non-perturbative. The procedure of matching means the equating of the same observables, e.g. Green
functions, at the same energy scale, that have independently been calculated in both theories. The
matching coefficients, also called Wilson coefficients, allow to determine the effective couplings of the
effective field theory. Because, at a given order in the energy/Λ expansion, only finitely many effective
couplings exist this amounts to calculating finitely many Wilson coefficients order-by-order. This in
turn allows for a systematic construction of the effective Lagrangian, which has to be consistent with
the underlying symmetries and may be organized in a power series in 1M .
We now end this very general introduction on effective field theories, there are books and especially
lecture notes dealing with the subject in a much deeper way, e.g., Refs [Pic98, Kap05], and we refer to
them for further reading.
Quarkonia are a special type of mesons, namely the ones formed by a quark qf with flavor f and the
corresponding antiquark qf of the same flavor such that the resulting hadron has no net charge or
flavor. The ones made up of the light quarks (u,d,s) mix quantum mechanically due to the small mass
difference of their constituents, such that an identification of pure qq-states in experiment is impossible.
Therefore the term quarkonia is used mainly for the qq-systems made up by the heavy flavors, namely
c-quark and b-quark. The resulting hadrons are then called charmonia (cc, J/ψ family) and bottomonia
(bb, Υ family, main focus of this work). Theoretically, by the means of QCD only, toponia (tt) could be
possible and have been favored, c.f. Refs. [Leu81, Vol82], before the top quark has been discovered.
However, due to the weak interaction, the t-quark seems to decay before a tt bound state can be formed
[PO16].
The PDG, [PO16], lists the following quark masses. The u-, d-, and s-quark masses are estimates of
so-called "current-quark masses", in a mass-independent subtraction scheme such as MS. The MS
masses have been normalized at a renormalization scale of µ = 2 GeV. The c- and d-quark masses
correspond to the "running" masses in the MS scheme. The t-quark mass is given (i) as it has been
determined from tt event kinematics and (ii) as the MS mass, extracted from tt cross-sections using
theory calculations.
mu = 2.2
+0.6
−0.4 eV , md = 4.7
+0.5
−0.4 eV , ms = 96
+8
−4 MeV ,
mc(mc) = (1.27± 0.03) GeV , mb(mb) = 4.18+0.04−0.03 GeV ,
mt = (173.21± 0.51± 0.71) GeV , mt(mt) = 160.0+4.8−4.3 GeV .
(2.12)
It is useful to distinguish light from heavy quarks due to the obvious mass gap, as well as due to the
separation with respect to the dynamically generated scale ΛQCD:
mu,d,s ≡ mlight  ΛQCD  mheavy ≡ mc,b,t . (2.13)
Furthermore, asymptotic freedom, c.f. Refs. [GW73a, Pol73, GW73b, GW74], implies αs(mheavy) 1.
The low energy regime of quarkonium physics then is an ideal system to be described in terms of an
effective field theory [BPSV05], because heavy quarkonia can be assumed to be non-relativistic. This
assumption of non-relativistic kinematics, v  1, where v is the relative velocity in the bound state,
generates well separated scales, namely: (i) the hard scale, characterized by the heavy quark mass m;
(ii) the soft scale, characterized by the relative momentum p ∼ mv of the bound state and (iii) the
ultra-soft scale, characterized by the binding energy E ∼ mv2. For heavy quarkonium produced below
threshold we can identify the hierarchy of scales
m p ∼ mv  E ∼ mv2 and m ΛQCD . (2.14)
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Fig. 1.6. EFTs for bound states in QED and, for heavy quarks, in QCD.
Schro¨dinger equation we have come back to, encompasses all the complexity
of the Bethe–Salpeter equation, all the richness of field theory, in the elegant
and systematic setting of non-relativistic effective field theories. The count-
ing rules and structure of the EFTs have allowed us to perform calculation
with unprecedented precision, where higher-order perturbative calculations
were possible, and to systematically factorize short from long range contri-
butions where observables were sensitive to the non-perturbative, infrared
dynamics of QCD.
Non-relativistic EFTs have become nowadays the standard tool to treat
non-relativistic bound states. Besides QED bound states and quarkonium,
these include hadronic atoms like pionium,62 nucleon-nucleon systems,63,64
non-relativistic bound states at finite temperature65–67 and many others.
The modern history of non-relativistic bound states is far from being fi-
nished and still needs to be told in its full extent.
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Figure 2.2: EFTs for bound states in QED and, for heavy quarks, in QCD, taken from [Vai09].
Integrating out the different scales (hard, soft) gives rise to different EFTs. This process is not only
possible for QCD, but also has applications in QED, c.f. Refs. [PS98, PS99]. Figure 2.2 depicts the
fundamental theories QED and QCD and derived eff ctive field theories in their rang of applicability.
2.3 No - elativis ic QCD (NRQCD)
Starting from QCD and integrating out the hard scale m ΛQCD, one obtains non-relativistic QCD
(NRQCD). This was established by Caswell, Lepage, Bodwin and Braaten in Refs. [CL86, BBL95],
under the assumptions
m mv ,mv2 ,ΛQCD . (2.15)
Doing so, one obtains the leading order Lagrangian [BPSV05] that we present in a form already coupled
to electromagnetism3
LNRQCD = Lψ + Lχ + L4f + Llight . (2.16)
The coefficients coming with the operators of the NRQCD Lagrangian can be determined via matching
with the non-relativistic limit of QCD order by order in the inverse heavy quark mass m [Man97].
These so-called Wilson coefficients (short distance matching coefficients) are functions of m and the
factorization scale µ (cut-off). The matching can be performed in perturbation theory, since αs(m) 1.
The two fermion part is given by Lψ + Lχ, where the relevant degrees of freedom are the heavy quarks
and antiquarks that can be described by Pauli spinors ψ(x) and χ(x) that transform in the fundamental
representation of SU(3)c.4 They are given, at the relevant order in the 1m -expansion, by
3We already incorporate the electromagnetic terms here in order to shorten the discussion, because the main focus of
this work is pNRQCD and not NRQCD.
4It is sufficient to use Pauli spinors, since the energy scale we are dealing with does not allow the creation of additional
heavy degrees of freedom.
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Lψ = ψ†
(
iD0 +
1
2m
~D 2 +
1
8m3
~D 4
)
ψ (2.17)
+ gψ†
( cF
2m
~σ · ~B + i cS
8m2
~σ · ( ~D × ~E − ~E × ~D) + cD
8m2
( ~D · ~E − ~E · ~D)
)
ψ
+ eeQψ
†
(
c
e/m
F
2m
~σ · ~B e/m + ic
e/m
s
8m2
~σ · ( ~D × ~E e/m − ~E e/m × ~D) + c
e/m
D
8m2
( ~D · ~E e/m − ~E e/m · ~D)
)
ψ
+ eeQψ
†
(
c
e/m
W1
8m3
( ~D 2(~σ · ~B e/m) + (~σ · ~B e/m) ~D 2)− c
e/m
W2
4m3
( ~D i(~σ · ~B e/m) ~D i
)
ψ
+ eeQψ
†
ce/mp′p
8m3
[(~σ · ~D)( ~B e/m · ~D) + ( ~D · ~B e/m)(~σ · ~D)]
ψ
+ eeQψ
†
(
i
c
e/m
M
8m3
[ ~D · ( ~D × ~B e/m + ~B e/m × ~D) + ( ~D × ~B e/m + ~B e/m × ~D) · ~D]
)
ψ ,
Lχ = χ†
(
iD0 − 1
2m
~D 2 − 1
8m3
~D 4
)
χ (2.18)
+ gχ†
(
− cF
2m
~σ · ~B + i cS
8m2
~σ · ( ~D × ~E − ~E × ~D) + cD
8m2
( ~D · ~E − ~E · ~D)
)
χ
+ eeQχ
†
(
−c
e/m
F
2m
~σ · ~B e/m + ic
e/m
s
8m2
~σ · ( ~D × ~E e/m − ~E e/m × ~D) + c
e/m
D
8m2
( ~D · ~E e/m − ~E e/m · ~D)
)
χ
+ eeQχ
†
(
−c
e/m
W1
8m3
( ~D 2(~σ · ~B e/m) + (~σ · ~B e/m) ~D 2) + c
e/m
W2
4m3
( ~D i(~σ · ~B e/m) ~D i
)
χ
+ eeQχ
†
−ce/mp′p
8m3
[(~σ · ~D)( ~B e/m · ~D) + ( ~D · ~B e/m)(~σ · ~D)]
χ
+ eeQχ
†
(
−ic
e/m
M
8m3
[ ~D · ( ~D × ~B e/m + ~B e/m × ~D) + ( ~D × ~B e/m + ~B e/m × ~D) · ~D]
)
χ ,
where ~E and ~B are chromo-electric and chromo-magnetic fields, ~E e/m and ~B e/m are electric and
magnetic fields. The covariant derivatives are given by iD0 = i∂0 − gtaAa0 − eeQAe/m0 and i ~D =
i~∇+ gta ~A a + eeQ ~A e/m and contain the coupling to electromagnetism; Aµ and Ae/mµ are the gluon and
photon field, respectively.
Lψ and Lχ are related via charge-conjugation, because C-parity is a symmetry of QCD. Thus they are
related via
ψ → iσ2χ∗ , Aµ → −ATµ and Ae/mµ → −Ae/mµ . (2.19)
The four fermion Lagrangian L4f contains operators of dimension 6 or higher, and once coupled to
electromagnetism the relevant operators are of dimension 8 at least, see Ref. [BMV06], and thus L4f
does not contribute to the decay width in pNRQCD at the relative order v2 (NNLO) we are interested
in. Finally the light quark Lagrangian accounts for the combined QED-QCD Lagrangian of light quark
fields qf with flavors f and includes the soft Yang-Mills part of QCD. It is given by
Llight = −1
4
GaµνG
µν a − 1
4
F e/mµν F
µν e/m +
∑
f
qf i /Dqf +O
(
1
m2
)
, (2.20)
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Table 2.1: Properties of E1 and M1 transitions, adapted from [Pie11].
property E1 M1
|∆L| 1 0
|∆S| 0 1
changes parity yes no
changes charge parity yes yes
where higher order terms in the 1m -expansion are irrelevant and G
a
µν and F
e/m
µν are the field strength
tensors of QCD and QED, respectively. The light degrees of freedom, qf , remain unchanged with
respect to QCD and are thus represented by Dirac spinors. Further degrees of freedom are soft and
ultra-soft gluons appearing in covariant derivatives Dµ and field strength tensors Gµν .
The general NRQCD Lagrangian is a power series in 1m and it is crucial to note that the symmetries
are the same as in QCD, albeit Lorentz invariance is no longer explicit but must be enforced via the
Wilson coefficients. This has first been shown in the Refs. [LM92, Man97] for the bilinear sector. They
are explicitly given, e.g., in Ref. [BPSV05]. We do not consider loops of light quarks explicitly, because
we can treat the u-quark, d-quark and s-quark as massless, since their energy is orders of magnitude
smaller than the typical momentum. Furthermore, if the emitted photon couples to a loop of massless
quarks, the sum over the light flavors gives a vanishing contribution to the matrix element, since the
sum of the electric charges of the three light flavors is 0. However, effects due to c-quark loops should be
taken into account, but they go beyond our accuracy, since hard loops are suppressed by α2s(mb) ∼ v4
(N4LO). See Sec. 3.1.3 for the power counting.
2.4 Electromagnetic dipole transitions
Transitions between two different quarkonium states H(n, `, s, J) and H ′(n′, `′, s′, J ′), involving the
emission or absorption of a photon γ are called electromagnetic dipole transitions. These can be
subdivided into electric (E1) and magnetic (M1) dipole transitions. Their properties are summarized in
Table 2.1. The defining feature of E1 transitions is that they change the orbital angular momentum by
one unit. The spin of the states remains unchanged, yielding a change in parity, since P = (−1)`+1, as
well as in charge parity, since C = (−1)`+s, with respect to initial and final states. The electric dipole
operator OE1 ∝ ~r · ~E enters the decay width already at leading order and, since it’s expectation value
is non-trivial, this allows the usage of E1 transitions to gain insight into the structure of quarkonium
states.
In contrast thereto, M1 transitions change the spin by one unit and leave the orbital angular momentum
unchanged. Thus, parity is conserved and charge parity changes. Furthermore, in contrast to E1
transitions, at leading order the wave functions do not enter the decay width, since the magnetic dipole
operator OM1 ∝ ~σ · ~B has a trivial expectation value. M1 transitions can be subdivided into allowed
(n = n′) and hindered (n 6= n′) transitions. Allowed transitions are possible at leading order due to
quantum mechanical selection rules, while the latter ones can only occur at higher order.
The leading order decay widths, see Refs. [BJV06, Pie11, BPV12], for p-wave (` = 1) to s-wave (` = 0)
transitions in pNRQCD at weak coupling, are given by
Γ
(0)
E1 =
4
9
αe/me
2
Qk
3
γ
[
I
(0)
3 (n1→ n′0)
]2 ∼ k3γ
m2α2s
, (2.21)
Γ
(0)
M1 =
4
3
αe/me
2
Q
k3γ
m2
δnn′ ∼
k3γ
m2
, (2.22)
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Figure 2.3: The level scheme of the bb states, adopted from [EGMR08]. The figure shows electric and
magnetic dipole transitions and several hadronic transitions. The quantum numbers partially follow the
spectroscopic notation, Eq. (2.24), however in the figure the radial quantum number nr is used instead of
the principal quantum number n. J denotes the total orbital angular momentum and P and C denote parity
and charge parity, respectively. L = 0, 1, 2 corresponds to the typical notation S, P,D known from atomic
or molecular physics.
where αe/m is the electromagnetic fine structure constant, eQ is the electric charge of the quarks
constituting the quarkonium and kγ is the photon energy. For E1 transitions kγ is of order of the
Energy and counts as mα2s, whereas for allowed M1 transitions kγ is of the order of hyperfine splitting
and counts as mα4s and for hindered M1 transitions kγ is of order of the Energy and counts as mα2s. It
becomes apparent that M1 transitions are suppressed by a factor of α2s with respect to E1 transitions,
making the latter ones an experimental more feasible observable to measure. The power counting
behind this will be explained in detail in Chapter 3, once pNRQCD is established. The dependence
of the E1 decay width on the wave function is encoded in the square of the matrix element I(0)3 . The
generalized form of this matrix element is given by
I
(k)
N (n`→ n′`′) =
∞ˆ
0
dr r2rN−2Rn′`′(r)
(
dk
drk
Rn`(r)
)
, (2.23)
and will appear in several expressions throughout this work. To illustrate the above, Fig. 2.3 shows the
quantum numbers and decay channels of the lowest lying bottomonium states. The quantum numbers
n,`, s and J characterize the principle quantum number, the orbital angular momentum, the spin and
the total angular momentum of a given quarkonium state using the spectroscopic notation
n 2s+1`J , (2.24)
where ` = 0, 1, 2, . . . correspond to the typical notation S, P,D, . . . known from atomic or molecular
physics. The cc and bb ground states, ηc and ηb can thus be identified by ηc(1 1S0) and ηb(1 1S0). The
corresponding spin-excited states are the famous J/ψ(1 3S1) and the Υ(1 3S1), respectively. The first
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orbital angular momentum excited states are the hc(1 1P1) and the hb(1 1P1), respectively. Finally, the
respective first spin and orbital angular momentum excited states are the χcJ(1 3P0) and the χbJ(1 3P0).
The quantum numbers mentioned in Eq. (2.24) originate from the operators ~J = ~L+ ~S, ~S = ~S1 + ~S2 =
1
2(~σ1 + ~σ2) and ~L = ~r × ~p. The square of these operators are physical observables with the following
eigenvalues
χJ2 = 〈n`sJ | ~J 2|n`sJ〉 = J(J + 1) ,
χL2 = 〈n`sJ |~L 2|n`sJ〉 = `(`+ 1) ,
χS2 = 〈n`sJ |~S 2|n`sJ〉 = s(s+ 1) ,
χLS = 〈n`sJ |~L · ~S|n`sJ〉 = 1
2
[J(J + 1)− `(`+ 1)− s(s+ 1)] ,
(2.25)
where one uses the relation ~J 2 = ~L 2 + 2~L · ~S + ~S 2 in order to derive the last expectation value and the
term ~L · ~S describes the spin-orbit coupling of the quarkonium under consideration.
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pNRQCD and quantum mechanical
perturbation theory
In this chapter we describe the EFT called potential non-relativistic QCD (pNRQCD) that will be
the framework for the computations throughout this work. Furthermore, we introduce the concept of
quantum mechanical perturbation theory and derive the key equations that will allow us to compute
the bb-mass spectrum and, later on, the E1 decay width.
3.1 Potential non-relativistic QCD (pNRQCD)
In the same way as NRQCD arises from QCD by integrating out the hard scale m, potential non-
relativistic QCD (pNRQCD) arises from NRQCD by going one step further and integrating out the soft
scale p ∼ mv. This means integrating out quarks and gluons with energy and momentum of order mv
and potential gluons with momentum and energy of order mv and mv2, respectively. This has been
demonstrated first by Pineda, Soto, Brambilla and Vairo in Refs. [PS98, BPSV00]. Now the relative
size between the scales mv2 and ΛQCD is important and defines the weak (ΛQCD ≤ mv2) and the strong
(ΛQCD ≥ mv2) coupling regimes, respectively. The first one allows for a full perturbative treatment, i.e.
the Wilson coefficients can be determined in perturbation theory, and will be used throughout this
work. In the latter one the Wilson coefficients have to be determined non-perturbatively.
We would like to start this section by pointing out the success of pNRQCD computations, since
1. The qq-spectrum at weak coupling has been computed to very high accuracy over the years: NLO
(mα3s) by Billoire (1980), NNLO (mα4s) by Pineda and Yndurain (1997), NNNLO (mα5s lnαs only)
by Brambilla, Pineda, Soto and Vairo (1999), NNLL (mα4+ns ln
n αs) by Pineda (2001), NNNLO
(mα5s, almost complete) by Kniehl, Penin, Smirnov and Steinhauser (2002) and Beneke, Kiyo
and Schuller (2005) and finally NNNLO (mα5s, complete) by Smirnov, Smirnov and Steinhauser
(2009). The spectrum at NNNLO (mα5s) for unequal masses has been computed by Peset, Pineda
and Stahlhofen (2016) in [PPS16].
2. The computation of magnetic dipole transitions in heavy quarkonia has been established and
performed successfully by Brambilla, Jia, Vairo, Pineda and Segovia in Refs. [BJV06, PS13] and
this work aims to give a contribution to the success of pNRQCD by providing the first numerical
determination of the electric dipole transitions, analogously.
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3.1.1 The Lagrangian
The weak coupling regime [BPSV05, Pin12] is determined by the condition ΛQCD ≤ mv2 (p  E &
ΛQCD). Then v ∼ αs and the degrees of freedom are quark-antiquark pairs, ultra-soft gluons and
light quarks. The quark-antiquark pair can be cast either as separate fields ψ and χ representing the
quark and the antiquark, respectively; or as a single field Ψ for the pair of them. The first choice
allows for a smooth connection with NRQCD, while the latter one allows for the decomposition of the
quark-antiquark pair into color singlet, S, and color octet fields, O. The pNRQCD Lagrangian as given
by [BPSV00, BPSV05, Pin12], where
Ψ(~x1, ~x2)αβ ∼ ψα(~x1)χ†β(~x2) , (3.1)
describes aforesaid wave function field consisting of a quark antiquark pair, takes the form
LpNRQCD =
ˆ
d3x1d
3x2 tr
{
Ψ†(~x1, ~x2)
(
iD0 +
~D 2x1
2m1
+
~D 2x2
2m2
+ . . .
)
Ψ(~x1, ~x2)
}
(3.2)
−
ˆ
d3x
1
4
Gaµν(x)G
µν a(x) +
ˆ
d3x
∑
f
qf (x)i /Dqf (x) + . . .
+
ˆ
d3x1d
3x2 tr
{
Ψ†(~x1, ~x2)V (~r, ~p1, ~p2, ~S1, ~S2)× (US gluon fields)Ψ(~x1, ~x2)
}
,
where iD0Ψ(~x1, ~x2) = i∂0Ψ(~x1, ~x2) − gA0(~x1)Ψ(~x1, ~x2) + gΨ(~x1, ~x2)A0(~x2), ~r = ~x1 − ~x2, ~p = −i~∇r,
~Si =
~σi
2 and the dots stand for higher order terms in the
1
m -expansion. One can enforce the gluons to be
ultra-soft by multipole expanding them in ~r. This spoils the manifest gauge invariance, which may be
restored by introducing aforementioned color singlet S and color octet fields O. They have the following
normalizations and transformation properties with respect to homogeneous gauge transformations
g(~R, t), with respect to the center of mass coordinate ~R,
S = S
1c√
Nc
, O = Oa
ta√
TF
, (3.3)
S 7→ S , O 7→ g(~R, t)Og−1(~R, t) . (3.4)
This explicitly establish gauge invariance at the level of the Lagrangian and allows for a multipole
expansion in the relative coordinate r, since it is explicit and much smaller than the typical length of
the light degrees of freedom. As in NRQCD the discrete symmetries C, P and T remain unbroken but
Poincaré symmetry is realized in an non-linear manner. We briefly discuss pNRQCD symmetries below
in Sec. 3.1.2.
After multipole expanding one may organize the pNRQCD Lagrangian as an expansion in 1m and r
[CL86, BPSV00, Pin12]
LpNRQCD =
ˆ
d3r tr
{
S†(i∂0 −Hs(~r, ~p, ~Pr, ~S1, ~S2))S +O†(iD0 −Ho(~r, ~p, ~Pr, ~S1, ~S2))O
}
(3.5)
+ VA(r) tr{O†g~r · ~ES + S†g~r · ~EO}+ VB(r)
2
tr{O†g~r · ~EO +O†Og~r · ~E}
− 1
4
GaµνG
µν a +
∑
f
qf i /Dqf ,
where
Hs(~r, ~p, ~Pr, ~S1, ~S2) =
1
2
{
c(1,−2)s (r),
~p 2
2mr
}
+ c(1,0)s (r)
~p 2R
2(m1 +m2)
+
~p 4
32mr
+ Vs(~r, ~p, ~Pr, ~S1, ~S2) , (3.6)
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Ho(~r, ~p, ~Pr, ~S1, ~S2) =
1
2
{
c(1,−2)o (r),
~p 2
2mr
}
+ c(1,0)o (r)
~p 2R
2(m1 +m2)
+
~p 4
32mr
+ Vo(~r, ~p, ~Pr, ~S1, ~S2) , (3.7)
Vs = V
(0)
s +
V
(1,0)
s
m1
+
V
(0,1)
s
m2
+
V
(2,0)
s
m21
+
V
(0,2)
s
m22
+
V
(1,1)
s
m1m2
, (3.8)
Vo = V
(0)
o +
V
(1,0)
o
m1
+
V
(0,1)
o
m2
+
V
(2,0)
o
m21
+
V
(0,2)
o
m22
+
V
(1,1)
o
m1m2
, (3.9)
where iD0O = i∂0O − g(A0(~R)O +OA0(~R), ~PR = −i ~DR, ~p = −i~∇r and mr = m1m2m1+m2 . The expansion
can be performed either for equal masses or for unequal masses. We are interested in the equal mass
case, m1 = m2 = m. We drop the labels s and o for the singlet and octet and organize the potentials in
powers of 1m [BPV12], where we distinguish between spin independent (SI) and spin dependent (SD)
contributions. Furthermore, we concentrate on the singlet case. The scale dependent potentials can be
calculated in perturbation theory and the terms relevant for our further computations are given by
V (r) = V (0)(r) +
V (1)(r)
m
+
V (2)
m2
+ . . . , (3.10)
V (2) = V
(2)
SI + V
(2)
SD , (3.11)
V
(2)
SI = V
(2)
r +
1
2
{V (2)
p2
,−∇2r}+ V (2)L2 ~L 2 , (3.12)
V
(2)
SD = V
(2)
LS
~L · ~S + V (2)
S2
~S 2 + V
(2)
S12
S12 , (3.13)
where ~S = ~S1 + ~S2, ~L = ~r × ~p and S12(rˆ) = 3rˆ · ~σ1 rˆ · ~σ2 − ~σ1 · ~σ2.
The functions Vs, Vo, c
(1,−2)
s , c
(1,−2)
o , c
(1,0)
s , c
(1,0)
o , VA and VB are the matching coefficients of the effective
theory. At leading order one has VA = VB = 1, c
(1,−2)
s = c
(1,−2)
o = c
(1,0)
s = c
(1,0)
o = 1, and V
(0)
s = −CF αsr
and V (0)o = 12Nc
αs
r .
1
The involved potentials explicitly read
V (1) = −CFCAα
2
s
2r2
, V (2)r = piCFαsδ
(3)(~r ) ,
V
(2)
p2
= −CFαs
r
, V
(2)
L2
=
CFαs
2r3
,
V
(2)
LS =
3CFαs
2r3
, V
(2)
S2
=
4piCFαs
3
δ(3)(~r ) ,
V
(2)
S12
=
CFαs
4r3
.
(3.14)
Furthermore, at O( 1
m2
) there are also three operators that act on the center of mass of the system
[BPSV05]. They are given by
V
(2)
SI 3
1
8
{
~P 2, V
(2)
~p 2 ,CM
}
∼ m3α6s , (3.15)
V
(2)
SI 3
(~r × ~P )
4r2
V
(2)
~L 2 ,CM
∼ m3α6s , (3.16)
V
(2)
SD 3
(~r × ~P ) · (~S1 − ~S2)
2
V
(2)
LS ,CM ∼ m3α5s , (3.17)
1Note that in contrast to the leading order singlet static potential, the leading order octet static potential is not
attractive but repulsive.
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but are suppressed by additional factors of αs and are thus beyond our accuracy of NNLO. In the case
of M1 transitions the situation is different. Because the leading order E1 operator is enhanced by 1αs
with respect to the leading order M1 operator, spin dependent corrections due to V (2)SD enter at NLO in
hindered M1 transitions. This is relevant for the M1 transition n 3S1 → n′ 1S0 + γ, where the p-wave
spin-triplet final state component can be reached from the initial 3S1 state through an E1 transition.
Nevertheless, as an interesting fact the involved potentials are not independent from one another, but
linked by Poincaré invariance (see the following Sec. 3.1.2).
The logarithmic corrections to the static potential, induced by hard and soft gluons, counting as m and
mv, respectively, read
V (0)s = −CF
αs
r
[
1 +
∞∑
k=1
(αs
4pi
)k
ak(r)
]
= −CF αs
r
+ δV (0)s . (3.18)
The coefficients ak(r) are known up to k = 3, [BPSV05, Pin12, PPS16], and they are, up to k = 2,
given by
a1(ν, r) = a1 + 2β0ln (νe
γEr) , (3.19)
a2(ν, r) = a2 +
pi2
3
β20 + (4a1β0 + 2β1)ln (νe
γEr) + 4β20 ln
2 (νeγEr) , (3.20)
where the constant a1 was computed in Ref. [Fis77] and a2 was computed in Refs. [Pet97, Sch99]. They
are both given in Appendix A.1.
A convenient way in order to distinguish between contributions that are treated exactly and contributions
that are treated perturbatively is to split the Hamiltonian as follows:
Hs =
~p 2
2mr
+ Vs ≡ HCs + δHs , (3.21)
HCs =
~p 2
2mr
+ V Cs , (3.22)
V Cs = −CF
αs
r
, (3.23)
δHs = − ∇
4
r
4m3
+ δVs , (3.24)
where HCs is the leading order Hamiltonian with a Coulombic potential V Cs that can and will be treated
exactly, and δHs, c.f. Ref. [BPV12], encodes next to leading order at least. These feature quartic
corrections to the kinetic energy and higher order corrections that are either due to radiative corrections,
δV
(0)
s , in the static potential V
(0)
s (hard and soft gluons), or due to relativistic corrections ( 1m -expansion)
due to the transition QCD → NRQCD. Thus
δVs = δV
(0)
s +
V (1)
m
+
V
(2)
SI
m2
+
V
(2)
SD
m2
, (3.25)
with the individual contributions as above. Furthermore, corrections due to higher order Fock states
may be of relevance. These will be discussed once we consider non-perturbative corrections due to color
octet effects in Sec. 5.6.
So far, in contrast to the section of NRQCD where we directly incorporated the electromagnetic
interaction via the covariant derivatives, we did not couple the photon field to pNRQCD. This can be
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done by adding the suitable Lagrangian containing all the terms that do cause a change in parity, c.f.
Ref. [Pie11], which is necessary for E1 transitions
LγpNRQCD = eeQ
ˆ
d3r tr
{
V r·ES†~r · ~E e/mS + V r·Eo O†~r · ~E e/mO (3.26)
+
1
24
V (r∇)
2r·ES†~r ·
[
(~r ~∇)2 ~E e/m
]
S
+ i
1
4m
V ∇·(r×B)S†
[
~∇ · (~r × ~B e/m) + (~r × ~B e/m) · ~∇
]
S
+ i
1
12m
V (r∇)∇r·(r×B)S†
{[
~∇r ·
(
~r × ((~r ~∇) ~B e/m)
)]
+
[(
~r × ((~r ~∇) ~B e/m)
)
· ~∇r
]}
S
+
1
4m
V (r∇)σ·B
(
S†~σ − ~σS†
)
·
[
(~r ~∇) ~B e/m
]
S
+
1
mr
V r·E/rS†~r · ~E e/mS
− i 1
4m2
V σ·(E×∇r)
(
S†~σ − ~σS†
)
·
(
~E e/m × ~∇r
)
S
}
.
Matching at tree level yields V r·E = V r·Eo = V (r∇)
2r·E = 1, V ∇·(r×B) = V (r∇)∇r·(r×B) = 1, V (r∇)σ·B =
c
e/m
F , V
r·E/r = 0 and V σ·(E×∇r) = ce/ms .
Beyond tree level, at O( 1m) one finds V (r∇)σ·B = c
e/m
F , meaning that there are no soft contributions to
the anomalous magnetic moment of the quarkonium. Furthermore, V ∇·(r×B) = V (r∇)∇r·(r×B) = 1 and
V r·E/r = 0.
At O( 1
m2
) one finds V σ·(E×∇r) = ce/ms and O( 1m3 ) only contributes to M1 transitions. The two
non-trivial Wilson coefficients are constrained by Poincaré invariance [BGV03] and are related via
2c
e/m
F − ce/ms − 1 = 0 . (3.27)
Furthermore, they are related to the anomalous magnetic moment
κ
e/m
Q = c
e/m
F − 1 =
c
e/m
s − 1
2
= CF
αs
2pi
+O(α2s) , (3.28)
which thus exceeds our accuracy goal, because it comes with an additional factor of αs at least.
Finally, for completeness, we mention the strong coupling regime that is determined by the condition
ΛQCD ≤ mv (p ΛQCD  E or p & ΛQCD  E). This corresponds to the Lagrangian
Lstrong couplingpNRQCD =
ˆ
d3x1d
3x2 S
†(i∂0 −Hs)S , (3.29)
where
Hs =
~p 21
2m
+
~p 22
2m
+ Vs , (3.30)
and Vs = V
(0)
s +
V
(1)
s
m +
V
(2)
s
m2
+ . . . is a series in the inverse heavy quark mass m. Each Vs has to be
determined non-perturbatively, since now also the hadronic scale has to be integrated out, but the
dynamics of the system in the non-perturbative regime still reduces to a quantum mechanical problem,
c.f. Ref. [BPSV05]. The fact that these potentials should be calculated non-perturbatively requires, for
instance, lattice QCD. Finally, the degrees of freedom in pNRQCD at strong coupling are color singlets
and pseudo Goldstone bosons.
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3.1.2 Symmetries
We give a short overview on the symmetries of pNRQCD based on Ref. [BPSV05]. The pNRQCD
Lagrangian has to fulfill the same symmetries as the QCD one, i.e. charge conjugation, time reversal,
parity and Poincaré invariance. See, e.g., Ref. [PS95] on how to derive the exact transformation
properties.
Charge conjugation
With the relative distance r being explicit in pNRQCD, the QCD charge conjugation translates into
pure C-parity supplemented by the exchange of the position of quark and antiquark, i.e. ~r → −~r. From
the transformation properties of Pauli spinors in pNRQCD, which are in turn derived from the Dirac
spinors in QCD, it follows that
S(~r, ~R, t)→ σ2S(−~r, ~R, t)Tσ2 , O(~r, ~R, t)→ σ2O(−~r, ~R, t)Tσ2 ,
Aµ(~R, t)→ −Aµ(~R, t)T , Ae/mµ (~R, t)→ −Ae/mµ (~R, t) ,
~E e/m(~R, t)→ − ~E e/m(~R, t) , ~B e/m(~R, t)→ − ~B e/m(~R, t) ,
(3.31)
such that, e.g., the spin dependent operators may only appear in terms of a commutator [S†, ~σ] or
anticommutator {S†, ~σ}.
Parity
The parity transformations in pNRQCD can be read almost immediately from the ones in QCD. They
are given by
S(~r, ~R, t)→ −S(−~r,−~R, t) , O(~r, ~R, t)→ −O(−~r,−~R, t) ,
Aµ(~R, t)→ Aµ(−~R, t)T , Ae/mµ (~R, t)→ Aµ ,e/m(−~R, t) ,
~E e/m(~R, t)→ − ~E e/m(−~R, t) , ~B e/m(~R, t)→ + ~B e/m(−~R, t) ,
(3.32)
such that operators like
eeQ
1
m
S†(~r, ~R, t)~r · ~B e/m(~R, t)S(~r, ~R, t) (3.33)
cannot appear in the Lagrangian. In other words, ~r is a vector, while ~B e/m(~R, t) is an axial-vector and
thus they do not transform in the same manner under parity and we need a scalar transformation for
the Lagrangian to be invariant.
Time reversal
The pNRQCD time reversal transformations read
S(~r, ~R, t)→ σ2S(~r, ~R,−t)σ2 , O(~r, ~R, t)→ σ2O(~r, ~R,−t)σ2 ,
Aµ(~R, t)→ Aµ(~R,−t) , Ae/mµ (~R, t)→ Aµ ,e/m(~R,−t) ,
~E e/m(~R, t)→ + ~E e/m(~R,−t) , ~B e/m(~R, t)→ − ~B e/m(~R,−t) ,
(3.34)
such that operators like
eeQ
ir
m
S†(~r, ~R, t) ~E e/m(~R, t) · ~∇r S(~r, ~R, t) (3.35)
do not appear in the Lagrangian.
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Poincaré invariance
Poincaré invariance is not explicitly fulfilled for the operators in the pNRQCD Lagrangian, therefore
one has to impose constrains on the matching coefficients [BGV03]. Explicitly, this fixes the kinetic
terms and the coefficients for some potentials, for instance, for the center of mass spin-orbit potential,
the center of mass orbital angular momentum potential and the center of mass kinetic energy, we have
the following relations:
V
(2)
LS ,CM = −
1
2r
dV (0)
dr
, V~L 2 ,CM +
r
2
dV (0)
dr
= 0 , V~p 2 ,CM + V~L 2 ,CM +
V (0)
2
= 0 . (3.36)
3.1.3 Power counting
The corrections to the leading Hamiltonian due to (3.24) contribute to the spectrum and to the decay
width. They enter as corrections to the initial and final state wave functions and, in order to obtain
consistent results, it is crucial to establish a power counting scheme. The standard one is given, e.g., in
Refs. [BPSV00, BPSV05]. In the weak coupling regime, ΛQCD ≤ mv2, there is not relevant physical
scale between mv and mv2 and the pNRQCD Lagrangian (3.5) only describes ultra-soft degrees of
freedom. In this regime we have
αs(m) 1 , αs(p = mv) < 1 and αs(E = mv2) ∼ 1 . (3.37)
The resulting power counting is
p ∼ 1
r
∼ mαs , E ∼ 1
R
∼ mα2s , ∇r ∼ mαs ,
∇ ≡ ∇R ∼ mα2s , S ∼ m3α9/2s , O ∼ m3α9/2s ,
E,B ∼ (mα2s)2 , Ee/m, Be/m ∼ k2γ , kγ ∼ mα2s
(3.38)
where R is the center of mass coordinate, E and B denote chromo-electric and chromo-magnetic fields,
respectively, Ee/m and Be/m denote electric and magnetic fields, respectively, and kγ is the photon
energy. The inverse center of mass coordinate 1R , and thus the energy E ∼ 1R , scale like mα2s since
all gluonic degrees of freedom, that could change the system, have been integrated out except for the
ultra-soft ones whose momentum scales like mα2s. Note that the general expansion is performed in v,
but, because we are dealing with a Coulombic problem, we have v ∼ αs. The resulting power counting
for the potentials is then
HCs ∼ mα2s (LO) , V (0)s,a1 ∼ mα3s (NLO) and V (0)s,a2 , δHs ∼ mα4s (NNLO) . (3.39)
This power counting has an impact on observables like, e.g., the spectrum or the decay width. Let us
therefore consider the following generic potentials with their respective power counting
VLO , VNLO and VNNLO . (3.40)
The respective matrix elements accordingly count as follows (the mathematical details behind this will
be derived below in Sec. 3.2)
MLO ∼ (0)〈|VLO|〉(0) , MNLO ∼ (0)〈|VNLO|〉(0) , . . . , (3.41)
where (0)〈| and |〉(0) represent arbitrary zeroth order initial and final states, respectively. Quantum
mechanical perturbation theory, that we introduce and discuss below in Sec. 3.2, allows for corrections
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to these states, denoted by (1)〈| and |〉(1), due to δHs. However, because our desired precision goal is
NNLO, only the following matrix elements can contribute to the spectrum:
MLO ∼ (0)〈|VLO|〉(0) , MNLO ∼ (0)〈|VNLO|〉(0) ,
MNNLO ∼ (0)〈|VNNLO|〉(0) , (0)〈|VNLO|〉(1) , (1)〈|VNLO|〉(0) .
(3.42)
Note that at NNLO, the two corrections due to the NLO potential come with first order corrected
states. These corrections can only be induced by the NLO potential, since anything else would exceed
our desired precision.
The matrix elements entering the decay width are proportional to the expectation value of r (the
electric dipole operator is proportional to ~r · ~E) and thus are at their respective orders we have
MLO ∼ (0)〈|r|〉(0) , MNLO ∼ (0)〈|r|〉(1) , (1)〈|r|〉(0) ,
MNNLO ∼ (0)〈|r|〉(1) , (1)〈|r|〉(0) , (0)〈|r|〉(2) , (2)〈|r|〉(0) , (1)〈|r|〉(1) .
(3.43)
Here, the first order corrections to the states for the NLO matrix elements are mediated by the NLO
potential and the first order corrections to the states for the NNLO matrix elements are mediated by the
NNLO potentials. However, the three additional matrix elements including a second order correction to
the states or two first order corrections to each state, respectively, can only be mediated by the NLO
potential, since anything else would, again, exceed our desired goal.
Having this result allows us to discuss its implications on the actual decay width Γ ∝ |M|2, that, in
contrast to the spectrum, does not depend linearly on the discussed matrix elements, but quadratically
(the derivation of this fact is given in Chapter 5). Let us therefore assume that we have the following
set of matrix elements contributing to the total decay width, including their relative power counting:
MLO ∼ 1 , MNLO ∼ αs , MNNLO ∼ α2s , Mrel. ∼ α2s , Mnon-pert. ∼ α2s , (3.44)
where the NLO and NNLO matrix elements account for corrections to the initial and final state wave
functions and the relativistic and non-perturbative matrix elements steam from corrections to the
Lagrangian and higher order Fock states, respectively (the reason behind this splitting will become
apparent in Chapter 5). The total matrix element is then given by the sum of the partial ones, and the
decay with is proportional to its absolute value squared, hence
Γ ∝ |MLO +MNLO +MNNLO +Mrel. +Mnon-pert.|2 (3.45)
=M2LO +M2NLO +M2NNLO +M2rel. +M2non-pert. (3.46)
+ 2MLOMNLO + 2MLOMNNLO + 2MLOMrel. + 2MLOMnon-pert.
+ 2MNLOMNNLO + 2MNLOMrel. + 2MNLOMnon-pert.
+ 2MNNLOMrel. + 2MNNLOMnon-pert.
+ 2Mrel.Mnon-pert.
=M2LO +M2NLO + 2MLOMNLO + 2MLOMNNLO (3.47)
+ 2MLOMrel. + 2MLOMnon-pert. +O(α3s)
=M2LO
(
1 +
M2NLO
M2LO
+ 2
MNLO
MLO + 2
MNNLO
MLO + 2
Mrel.
MLO + 2
Mnon-pert.
MLO +O(α
3
s)
)
(3.48)
≡M2LO
(
1 +R+ 2Mrel. +O(α3s)
)
, (3.49)
where we defined
M≡ MMLO . (3.50)
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All the wave function corrections are now encoded in the function
R =M2NLO + 2MNLO + 2MNNLO + 2Mnon-pert. . (3.51)
We therefore see that, in order to have a consistent power counting, the matrix element entering the
decay width at NLO is given by 2MNLO; and the matrix element at NNLO is given by |MNLO|2 +
2MNNLO + 2Mnon-pert..
3.2 Analytic solutions and quantum mechanical perturbation theory
3.2.1 Analytic solution of the leading order singlet Schrödinger equation
The Schrödinger equation induced by the leading order singlet Hamiltonian, HCs , can be solved exactly
due to its similarity to the hydrogen atom that is well known from quantum mechanics. To do so, we
make only small adjustments to respect the changes from the electromagnetic interaction to the strong
interaction by redefining the Coulomb potential and the Bohr radius accordingly as follows:
− αe/m
r
−→ −CF αs
r
and a =
1
mrαe/m
−→ 1
mrCFαs
with mr =
m
2
. (3.52)
The Schrödinger equation of the heavy qq-system( −1
2mr
∇2r − CF
αs
r
)
ψ
(0)
n`m(~r ) = E
(0)
n ψ
(0)
n`m(~r ) (3.53)
has the well known, normalized solution
ψ
(0)
n`m(~r ) = Rn`(r)Y`m(Ωr) . (3.54)
Here n ∈ N is the principal quantum number satisfying n = nr + `+ 1 with nr ∈ N0 being the radial
quantum number, ` ∈ {0, 1, . . . , n−1} is the angular momentum quantum number andm ∈ {−`, . . . , `} is
the third component of the angular momentum. The spherical harmonics Y`m(Ωr) are the eigenfunctions
of the angular part of the Laplace operator in spherical coordinates and form an orthonormal basis on
the unit sphere, hence they satisfy
ˆ
dΩY ∗`m(Ω)Y`′m′(Ω) =
pˆi
0
dθ
2piˆ
0
dφ sin2(θ)Y ∗`m(θ, φ)Y`′m′(θ, φ) = δ``′ δmm′ . (3.55)
The corresponding eigenvalues are given by `(`+ 1) and further properties are listed in Appendix B.1.6.
The radial solution is given by
Rn`(r) = Nn` e
− ρn
2 ρ`n L
2`+1
n−`−1(ρn) , (3.56)
where the normalization reads
Nn` =
√(
2
na
)3 (n− `− 1)!
2n[(n+ `)!]
, (3.57)
and we introduced the dimensionless quantity ρn = 2rna and the L
2`+1
n−`−1(ρn) are the associated Laguerre
polynomials, of which we list several important properties and relations in Appendix B.1.3. An
equivalent form, consistent with the one given, e.g., in Ref. [BJ00], is
Rn`(r) =
1
(2`+ 1)!
√(
2
na
)3 (n+ `)!
2n[(n− `− 1)!]e
− ρn
2 ρ`n 1F1(`+ 1− n; 2(`+ 2); ρn) , (3.58)
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where the 1F1(`+ 1− n; 2(`+ 2); ρn) is the Kummer confluent hypergeometric function. The radial
wave function is properly normalized and thus satisfies
∞ˆ
0
dr r2Rn`(r)Rn′`′(r) = δnn′ δ``′ , (3.59)
in such a way that we have
ˆ
d3r ψ
(0) ∗
n`m(~r )ψ
(0)
n′`′m′(~r ) = δnn′ δ``′ δmm′ . (3.60)
Explicit expressions for the first few radial and angular wave functions are given in Appendix A.2.
In order to avoid confusion and to be as precise as possible, we want to adopt the bra-ket-notation
known from quantum mechanics and in order to keep notation short, we may cast the states as
|n`〉(0) , . . . with 〈~r |n`〉(0) = ψ(0)n`m(~r ) , . . . (3.61)
Finally, the leading order energy solution, corresponding to (3.53), is given by the Coulomb energy
E(0)n = −
mrC
2
Fα
2
s
2n2
. (3.62)
3.2.2 Physical quarkonium states
The complete physical state of a given quarkonium is not fully covered by the solution |n`〉(0) of
the Schrödinger equation (3.53), since its solution lacks the information about spin s, total angular
momentum J and polarization λ. One therefore introduces the full quarkonium wave function
Φ
(0)
n`msmsJmJ
(~r, λ) = ψ
(0)
n`m(~r ) · χ(0)smsJmJ (λ) , (3.63)
where χ(0)smsJmJ (λ) encodes s, J and λ. This part of the wave function can be derived by decomposing
the product of spin s and orbital angular momentum ` into irreducible subspaces of total angular
momentum J . The general procedure is described, e.g., in Ref. [GP90] and the application to pNRQCD
is shown in Appendix C of Ref. [Pie11].
Physically the full wave functions Φ(0)n`msmsJmJ (~r, λ) are the subset of eigenstates made up by a quark-
antiquark pair in a singlet representation. Following the notation from Refs. [Pie11, BPV12], using
bra-ket-notation and Fourier transforming into momentum space, these states can be cast as
|H(~P , λ)〉(0) =
ˆ
d3R
ˆ
d3r ei
~P ·~R tr
{
Φ
(0)
H(λ)(~r )S
†(~r, ~R)|0〉
}
, (3.64)
where |0〉 is a state that belongs to the Fock subspace containing no heavy quarks, but an arbitrary
number of ultra-soft gluons, photons and light quarks. The state |0〉 is normalized in such a way that
〈H(~P ′, λ′)|H(~P , λ)〉 = (2pi)3δ(3)(~P − ~P ′)δλλ′ (3.65)
is fulfilled. The function Φ(0)H(λ)(~r ) = 〈0|S(~r, ~R)|H(~0, λ)〉(0) is an eigenstate of the spin and orbital
angular momentum of the quarkonium and satisfies the Schrödinger equation
H(0)s Φ
(0)
H(λ)(~r ) = E
(0)
H Φ
(0)
H(λ)(~r ) , (3.66)
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that is equivalent to the Schrödinger equation (3.53), and thus E(0)H is the leading-order binding energy
of the quarkonium H, yielding
MH = 2m+ E
(0)
H . (3.67)
For ` = 0 the states Φ(0)H(λ) can be written in the form
Φ
(0)
n 3S1(λ)
(~r ) =
1√
4pi
Rn0(r)
~σ · eˆn 3S1(λ)√
2
, (3.68)
Φ
(0)
n 1S0
(~r ) =
1√
4pi
Rn0(r)
1√
2
, (3.69)
where eˆn 3S1(λ) is the polarization vector of the state n
3S1, normalized as eˆ∗n 3S1(λ) · eˆn 3S1(λ′) = δλλ′ .
For ` = 1 the states Φ(0)H(λ) can be written in the form
Φ
(0)
n 1P1(λ)
(~r ) =
√
3
4pi
Rn1(r)
eˆn 1P1(λ) · rˆ√
2
, (3.70)
Φ
(0)
n 3P0
(~r ) =
√
1
4pi
Rn1(r)
~σ · rˆ√
2
, (3.71)
Φ
(0)
n 3P1(λ)
(~r ) =
√
3
8pi
Rn1(r)
~σ · (rˆ × eˆn 3P1(λ))√
2
, (3.72)
Φ
(0)
n 3P2(λ)
(~r ) =
√
3
4pi
Rn1(r)
~σi hij
n 3P2
(λ) rˆj√
2
, (3.73)
where eˆn 1P1(λ) and eˆn 3P1(λ) are polarization vectors satisfying eˆ
∗
n 1P1
(λ)·eˆn 1P1(λ′) = eˆ∗n 3P1(λ)·eˆn 3P1(λ′) =
δλλ′ , whereas the polarization of the n 3P2 state is represented by the symmetric and traceless rank-2
tensor hij
n 3P2
(λ), normalized according to hij ∗
n 3P2
(λ)hji
n 3P2
(λ′) = δλλ′ .
3.2.3 Quantum mechanical perturbation theory
A general introduction to quantum mechanical perturbation theory can be found in standard literature,
c.f. Refs. [GP90, BJ00, Sch07, Sak94]. As we have argued in Sec. 3.1 when introducing the power
counting, we need up to second order corrections in the eigenstates and eigenenergies to reach our goal
of NNLO, relative order α2s, accuracy. We therefore now introduce the needed tools2:
A generic matrix element of an operator O is defined as
〈n′`′|O|n`〉 =
ˆ
d3r ψ
(0) ∗
n′`′m′(~r )Oψ(0)n`m(~r ) , (3.74)
where the notation |n`〉 ≡ |n`〉(0) is introduced in order to shorten equations. This immediately gives
rise to the first order correction of the energy induced by a potential V :
E(1)n = 〈n`|V |n`〉 . (3.75)
2Note that we are giving expressions mainly for initial states (ket-vectors). However, corrections also affect final states
(bra-vectors) and the derivation holds for them as well and can be obtained in a analogous manner. Furthermore, we
reduce the discussion to the wave function ψn`m(~r ) for the moment, since the explicit form of χsmsJmJ (λ) is irrelevant
for the discussion to follow. Note also that we drop summation indices ` in sums over intermediate states in order to keep
notation simple.
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Integrals of this type can be solved analytically, considering that V takes the form of the potentials
listed in the Eqs. (3.18) and (3.14). The according formulas and expressions of these so-called single
potential insertions are listed and derived in Appendix B.2.
The first order correction to the wave function involves off-diagonal matrix elements and is given by
|n`〉(1) =
∑
n′ 6=n
〈n′`′|V |n`〉
E
(0)
n − E(0)n′
|n′`′〉 =
∑
n′ 6=n
|n′`′〉〈n′`′|
E
(0)
n − E(0)n′
V |n`〉 , (3.76)
and enters the second order correction to the energy, induced by a potential V , that is then given by
E(2)n = 〈n`|V |n`〉(1) = 〈n`|V ·
∑
n′ 6=n
|n′`′〉〈n′`′|
E
(0)
n − E(0)n′
 · V |n`〉 . (3.77)
Again, with the potentials entering our computations, these integrals can be solved analytically. We list
these so-called double potential insertions in Appendix B.3 and derive a procedure to compute them as
well.
Finally, the second order correction to the wave function reads
|n`〉(2) =
∑
k1 6=n
∑
k2 6=n
〈k1`|V |k2`〉〈k2`|V |n`〉
(En − Ek1)(En − Ek2)
− 〈k1`|V |n`〉〈n`|V |n`〉
(En − Ek1)2
 |k1`〉
− 1
2
∑
k2 6=n
|〈k2`|V |n`〉|2
(En − Ek2)2
|n`〉 .
(3.78)
The following is known from standard quantum mechanics:
〈n`|n`〉 = 1 , 〈n`|1|n′`〉 = δnn′ ,
∑
n
E(0)n |n`〉〈n`| = H(0) ,∑
n
|n`〉〈n`| = 1n×n ,
∑
`
|n`〉〈n`| = P(n) ,
(3.79)
where H(0) ≡ H is the unperturbed leading order Hamiltonian and P(n′) is a projection operator that
may be represented by a n× n-matrix that has entries 0 everywhere except for the one entry equal to 1
in the crossing point of the n′-th row and n′-th column, while n ≥ n′ is the dimension of the underlying
Hilbert space.
Several of the above formulae (3.76), (3.77) and (3.78) involve a sum over all intermediate states n′ 6= n.
Analytically, this is a non-trivial task and a first attempt to overcome this problem is sketched in
Appendix C. It turns out though, that it is not applicable for our kinds of potentials and we proceed by
decomposing the sum over intermediate states as∑
n′ 6=n
|n′`′〉〈n′`′|
E
(0)
n − E(0)n′
=
∑
n′
|n′`′〉〈n′`′|
E
(0)
n − E(0)n′
−
∑
n′=n
|n′`′〉〈n′`′|
E
(0)
n − E(0)n′
, (3.80)
by using an equality that is formally correct, albeit both terms on the right hand side of Eq. (3.80) now
diverge. We use above quantum mechanical identities (3.79), in order to manipulate this expression
further, yielding∑
n′ 6=n
|n′`′〉〈n′`′|
E
(0)
n − E(0)n′
=
1
E
(0)
n −H
− P(n)
E
(0)
n − E(0)n′=n
= lim
E→E(0)n
(
1
E −H −
P(n)
E − E(0)n
)
, (3.81)
24
Chapter 3. pNRQCD and quantum mechanical perturbation theory
and the expression on the right hand side may be cast as
lim
E→E(0)n
(
1
E −H −
P(n)
E − E(0)n
)
≡ 1
(En −H)′ , (3.82)
in agreement with [PPS16] (Eq. (7.22) therein).
The formal results of the Eqs. (3.80), (3.81) and (3.82) allow us to recast the second order correction
to the energy, Eq. (3.77), and the generic expectation values of an operator O as
E(2)n = 〈n`|V
1
(En −H)′V |n`〉 , (3.83)
〈n′`′|O|n`〉(1) = 〈n′`′|O 1
(En −H)′V |n`〉 , (3.84)
〈n′`′|O|n`〉(2) = 〈n′`′|O 1
(En −H)′V
1
(En −H)′V |n`〉 (3.85)
− 〈n`|V |n`〉〈n′`′|O 1
(En −H)′1
1
(En −H)′V |n`〉
− 1
2
〈n′`′|O|n`〉〈n`|V 1
(En −H)′1
1
(En −H)′V |n`〉 ,
where in the last equation we have manipulated the expectation value as
〈n′`′|O
∑
k1 6=n
∑
k2 6=n
〈k1`|V |k2`〉〈k2`|V |n`〉
(En − Ek1)(En − Ek2)
|k1`〉 (3.86)
− 〈n′`′|O
∑
k1 6=n
〈k1`|V |n`〉〈n`|V |n`〉
(En − Ek1)2
|k1`〉
− 1
2
〈n′`′|O
∑
k2 6=n
〈n`|V |k2`〉〈k2`|V |n`〉
(En − Ek2)2
|n`〉
= 〈n′`′|O
∑
k1 6=n
|k1`〉〈k1`|
(En − Ek1)
V
∑
k2 6=n
|k2`〉〈k2`|
(En − Ek2)
V |n`〉 (3.87)
− 〈n`|V |n`〉〈n′`′|O
∑
k1 6=n
|k1`〉〈k1`|
(En − Ek1)2
V |n`〉
− 1
2
〈n′`′|O|n`〉〈n`|V
∑
k2 6=n
|k2`〉〈k2`|
(En − Ek2)2
V |n`〉
= 〈n′`′|O
∑
k1 6=n
|k1`〉〈k1`|
(En − Ek1)
V
∑
k2 6=n
|k2`〉〈k2`|
(En − Ek2)
V |n`〉 (3.88)
− 〈n`|V |n`〉〈n′`′|O
∑
k1 6=n
|k1`〉〈k1`|
(En − Ek1)
1
∑
k2 6=n
|k2`〉〈k2`|
(En − Ek2)
V |n`〉
− 1
2
〈n′`′|O|n`〉〈n`|V
∑
k1 6=n
|k1`〉〈k1`|
(En − Ek1)
1
∑
k2 6=n
|k2`〉〈k2`|
(En − Ek2)
V |n`〉 .
We have now a compact set of equations in order to describe corrections to the energy ((3.75) and
(3.83)), and matrix elements of general operators ((3.74), (3.84) and (3.85)). However, we still need
a procedure to get explicit results. In order to do so, we make use of the Coulomb Green function
technique that, later on, can be identified with the expression 1(En−H)′ in the aforementioned equations.
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3.2.4 The non-relativistic Coulomb Green function
The Green function G(~r1, ~r2;E) is defined as the solution of the differential equation [Mei33, Hos64][
~∇ 2r1 +
2kν
r1
+ k2
]
G(~r1, ~r2;E) = δ
(3)(~r1 − ~r2) , (3.89)
where
a =
1
mZα
, k =
√
2mE , Im(k) > 0 ,
ν =
1
ka
=
mZα√
2mE
, λ = iν = i
mZα√
2mE
⇒ E = −mZ
2α2
2λ2
,
(3.90)
and it satisfies the following boundary conditions
as ~r1 → 0
r
1
2
1 G(~r1, ~r2;E)→ 0 ,
r
1
2
1 ~r1 · ~∇r1 G(~r1, ~r2;E)→ 0 ,
as ~r1 →∞
{
r1G(~r1, ~r2;E)→ 0 ,
~r1 · ~∇r1 G(~r1, ~r2;E)→ 0 ,
(3.91)
Here E is a complex, discrete or continuous number, not in the eigenvalue spectrum of the Hamiltonian
H of the system. The Green function, as defined by the Eqs. (3.89) and (3.91), is unique and symmetric,
hence G(~r1, ~r2;E) = G(~r2, ~r1;E). The Green function is an analytic function of E on the complex E
plane, with a cut along the positive real axis (being the continuous spectrum 0 < E < +∞), except for
simple poles at the distinct bound-state energy eigenvalues of the system.
The retarded (advanced) physical Green function, defined for real E, is obtained from G(~r1, ~r2;E) by
taking the limit as E approaches the real axis from above (below). For E > 0, the physical Green
function has an oscillatory behavior as r1 →∞. At large distances, the retarded Green function only
consists of outgoing spherical waves and the advanced Green function only consists of incoming spherical
waves. For E < 0, the retarded and advanced Green functions coincide and both agree with the general
Green function as defined by the Eqs. (3.89) and (3.91). These values for E are non-propagating in the
sense that the Green functions decay exponentially as r1 →∞.
The solution of the Eqs. (3.89) and (3.91) can be written in the form of an eigenfunction expansion
G(~r1, ~r2;E) =− 1
2m
∞∑
`=0
∑`
m=−`
∞ˆ
0
dk
ψ`m(k; r1)ψ
∗
`m(k; r2)
k2
2m − E
− 1
2m
∞∑
n=1
∞∑
`=0
∑`
m=−`
ψn`m(r1)ψ
∗
n`m(r2)
En` − E .
(3.92)
The eigenfunctions ψ here are the simultaneous eigenfunctions of the Hamiltonian H and of ~L 2 and
Lz, where ~L is the orbital angular momentum operator. In the first term of Eq. (3.92), we have a
summation and integration over the continuous spectrum of H, whereas in the second term we have a
summation over the discrete spectrum only. Inserting the explicit expressions for the wave functions
and performing the integral over the continuous spectrum [Map61]3, we obtain
G(~r1, ~r2;E) =
1
8piikr1r2
∞∑
`=0
(2`+ 1)P`(rˆ1 · rˆ2)Γ(1 + `− iν)Wiν;`+ 1
2
(−2ikr1)Miν;`+ 1
2
(−2ikr2) , (3.93)
3See also Sec. II of Ref. [Hos64] for the analogous calculation for the Klein-Gordon problem.
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with r1 > r2. Herein Γ(z) and P`(rˆ1 · rˆ2) denote the Gamma function and the Legendre polynomial,
respectively (we give some of the important properties and relations in the respective Appendices B.1.1
and B.1.4), and the Whittaker functions, as defined in Ref. [Buc13], are given by
Lµn(z) =
Γ(n+ µ+ 1)
n!
z−
1
2
(1+µ)e+
1
2
zMn+ 1
2
(1+µ); 1
2
µ(z)
=
(−1)n
n!
z−
1
2
(1+µ)e+
1
2
zWn+ 1
2
(1+µ); 1
2
µ(z) .
(3.94)
Both expressions, (3.92) and (3.93), are quite standard but they are not yet our final result. We
introduce, in place of G, the Coulomb Green function G(~r1, ~r2;E) of the squared Schrödinger equation,
which is related to G by [ZM81]
G(~r1, ~r2;E) =
[
~∇ 2r1 +
2kν
r1
+ k2
]
G(~r1, ~r2;E) . (3.95)
G can be written in the form
G(~r1, ~r2;E) =
∞∑
`=0
∑`
m=−`
g`(r1, r2;E)Y`m(Ωr1)Y`m(Ωr2)
=
∞∑
`=0
(2`+ 1)
4pi
P`(rˆ1 · rˆ2)g`(r1, r2;E) .
(3.96)
Different representations have been obtained for the radial Green function g`(r1, r2;E), in particular,
in the form of a parametric integral [Hos64, GN74] or in the form of an expansion with respect to
associated Laguerre polynomials Lαs (Sturm expansion) [ZMR72, Khr75]:
g`(r1, r2;E) =
4m
aλ
∞∑
s=0
Ss
(
2r1
aλ
)Ss (2r2aλ )
s+ `+ 1− λ , (3.97)
where
Ss(x) =
[
s!
Γ(s+ 2`+ 2)
] 1
2
x`e−
x
2L2`+1s (x) . (3.98)
The series (3.97) converges point wise for all r1, r2, except for the point r1 = r2 = 0, as long as the
condition |E| < m holds. The final expression is given by
g`(r1, r2;E) =
4m
aλ
(
2r1
λa
)`(2r2
λa
)`
e−
1
λa
(r1+r2)
∞∑
s=0
L2`+1s
(
2r1
λa
)
L2`+1s
(
2r2
λa
)
s!
(s+ `+ 1− λ)(s+ 2`+ 1)! . (3.99)
We mention that the Fourier transform of the Sturm expansion of G(r1, r2;E), with respect to the
variables r1, r2, gives the expansion of G in the momentum representation with respect to four-
dimensional spherical harmonics, obtained for the first time by Schwinger in Ref. [Sch64], using
group-theoretical considerations.
We now introduce a shift in notation, see, e.g., Ref [KS14], in order to become compatible with current
literature. Note, however, that this relabeling is equivalent to the final result given in Eq. (3.99). We
cast the Coulomb Green function as
G(~r1, ~r2;E) =
∞∑
`=0
(2`+ 1)
4pi
P`(rˆ1 · rˆ2)G`(r1, r2;E) . (3.100)
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The Green function for the partial wave ` is given by an infinite sum4:
G`(r1, r2;E) =
∞∑
ν=`+1
mra
2
(
ν4
λ
)
Rν`(ρλ,1)Rν`(ρλ,2)
ν − λ , (3.101)
where the Rν`(ρλ,i) is the radial wave function (3.56), evaluated at the dimensionless radial coordinate
ρλ,i =
2ri
λa . The above expression (3.100) can be shown to be identical to its formulation in Ref. [PP15]
(Eq. (4.8) therein) since
G(~r1, ~r2;E)
=
∞∑
`=0
2`+ 1
4pi
P`(rˆ1 · rˆ2)
∞∑
ν=`+1
mra
2
(
ν4
λ
)
N2ν` ρ
`
λ,1ρ
`
λ,2e
− 1
2
(ρλ,1+ρλ,2)
L2`+1ν−`−1(ρλ,1)L
2`+1
ν−`−1(ρλ,2)
ν − λ
=
∞∑
`=0
2`+ 1
4pi
P`(rˆ1 · rˆ2)
∞∑
ν=`+1
4mr
λa
ρ`λ,1ρ
`
λ,2e
− 1
2
(ρλ,1+ρλ,2)
L2`+1ν−`−1(ρλ,1)L
2`+1
ν−`−1(ρλ,2)(ν − `− 1)!
(ν − λ)(ν + `)!
=
∞∑
`=0
2`+ 1
4pi
P`(rˆ1 · rˆ2)
∞∑
s=0
4mr
λa
ρ`λ,1ρ
`
λ,2e
− 1
2
(ρλ,1+ρλ,2)
L2`+1s (ρλ,1)L
2`+1
s (ρλ,2)s!
(s+ `+ 1− λ)(s+ 2`+ 1)!
=
m2rCFαs
λpi
∞∑
`=0
(2`+ 1)P`(rˆ1 · rˆ2)
(
2mrCFαs
λ
r1
)`(2mrCFαs
λ
r2
)`
e−
mrCF αs
λ
(r1+r2)
×
∞∑
s=0
L2`+1s
(
2mrCFαs
λ r1
)
L2`+1s
(
2mrCFαs
λ r2
)
s!
(s+ `+ 1− λ)(s+ 2`+ 1)! ,
where we defined s = ν − `− 1 and used the explicit definition of a = 1mrCFαs . The principal quantum
number λ is defined as λ = n + δλ, such that in the limit δλ → 0 it becomes the usual principal
quantum number n. This splitting is done in order to allow for an expansion in δλ. This expansion
becomes apparent, once we expand the continuous energy E, which appears in the Coulomb Green
function and is defined as
E = −mrC
2
Fα
2
s
2λ2
, (3.102)
around En, which is the Coulomb energy (3.62):
E = −mrC
2
Fα
2
s
2λ2
= En(1− ) = −mrC
2
Fα
2
s
2n2
(1− ) , (3.103)
and thus5
1
λ2
=
1
n2
(1− ) ⇒ λ = n√
1−  . (3.104)
Thus an expansion in δλ is sort of interchangeable with the expansion in . It is to be noted that each
of the different, yet equivalent, formulations of the Green function inherently comes with a pole - either
in s or in ν, depending on the formulation. This pole arises naturally and can not be avoided, but
cured in a particular manner.
4This representation of G includes contributions of not only the bound states at E < 0 but also those of the continuum
states at E > 0, as introduced above, although this may not be obvious from the summation formula.
5The choice of the minus sign is established convention.
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3.2.5 Conclusion and final expressions
The connection between the introduced formalism of the Green function and the expression 1(En−H)′ is
given by [Vol79, Vol82]
〈n′`′|O 1
(E −H)′V |n`〉 =
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)O(~r2)G′(~r2, ~r1)V (~r1)ψn`(~r1) , (3.105)
where
G′(~r1, ~r2) ≡ 〈~r1| 1
(En −H)′ |~r2〉 = −〈~r1|
1
(H − En)′ |~r2〉
≡ (−1)× lim
E→En
(
G(~r1, ~r2, E)− |ψn`|
2
E − En
)
,
(3.106)
and the global sign corrects a typo in [PP15] and makes it compatible with [Pin12].
We compare the two different schemes: the one obtained in quantum mechanical perturbation theory
(Sec. 3.2.3) and the one using the Green function (Sec. 3.2.4). We notice immediately that the Eqs. (3.77),
(3.83) and (3.84) resemble Eq. (3.105). Furthermore, we notice that Eq. (3.82) is identical to Eq. (3.106),
up to a minus sign. We therefore conclude that
1
(En −H)′ = G
′(~r1, ~r2) , (3.107)
and explicitly, in the limit E → En,
1
En −H = −G(~r1, ~r2;E) , (3.108)
P(n)
En − En′=n =
|ψn`|2
E − En . (3.109)
Therefore, as explained in [ES08] and followed in computations of, for instance, Refs. [ES08, KS14, PP15],
one may explicitly substitute G′(~r1, ~r2) by lim
E→En
−G(~r1, ~r2;E) in Eq. (3.105) and, subsequently one
calculates with λ = n the finite contribution of this expression, which means performing the sum
without the pole. The divergent term of that sum is computed by using λ = n√
1− , expanding in 
and finally picking up the finite term (O(0) when  → 0) only. This procedure heavily simplifies
computations, but amounts to explicitly dropping a 1 divergent term. However, since the P(n) part
does not have any finite terms, this is allowed, since this term exactly cancels aforementioned divergence,
as we demonstrate explicitly in Appendix B.4. In terms of formulae one arrives at the simplified (with
respect to computational effort) version of Eq. (3.107)
1
(En −H)′ = G
′(~r1, ~r2) = −G(~r1, ~r2;E)| E → En
→ 0,O(0)
. (3.110)
The method will be used to calculate the expectation values for double potential insertions in Ap-
pendix B.3 which are needed in order to compute the spectrum in Chapter 4. Furthermore, we will
generalize it in order to calculate matrix elements of general operators with different initial and final
states as they appear in the calculations for the decay width in Chapter 5.
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Chapter 4
The quarkonium spectrum in pNRQCD at
weak coupling up to NNLO - O(mα4s)
Bottomonium was discovered as spin-triplet states called Υ(1S), Υ(2S) and Υ(3S) at Fermilab in 1977
in proton Cu and proton Pb fixed target scatterings [HO77, IO77]. Later, the six triplet-P states,
χbJ(2P ) and χbJ(1P ) with J = 0, 1, 2, have been discovered in radiative decays of the Υ(3S) and Υ(2S)
in 1982 [HO82, EO82] and 1983 [KO83, PO83], respectively. They were the first bb states not directly
produced in e+e− collisions.
The description of hadrons containing two heavy quarks is a rather challenging problem from the point
of view of QCD. A proper relativistic quantum field theoretical treatment of the heavy quarkonium
system based on the Bethe-Salpeter equation has proved to be difficult and the two most promising
approaches to the bottomonium bound state problem are Effective Field Theories (EFTs) and lattice
gauge theories, see, e.g., Ref. [Vai09]. Because of the heavy mass of the b-quark a very fine lattice
discretization is needed such that this approach remains challenging and EFTs can be considered the
most straight forward approach. Results for the bb-spectrum have been obtained in perturbative QCD,
e.g., in Refs. [TY94, TY95, PY98] and a very recent and quite comprehensive computation within
pNRQCD is given in Ref. [KS14].
In this chapter we compute the bb-spectrum up to NNLO, O(mα4s), in pNRQCD at weak coupling
using the tools of perturbation theory derived in Chapter 3.
4.1 The qq mass spectrum up to NNLO - O(mα4s)
To calculate the mass spectrum of the qq-system we assume that the mass Mqq of the quarkonium
under study can be calculated from the quark mass m, the leading order binding energy, being the
exact solution of the Schrödinger equation (3.53), and from the corrections to the binding energy δE,
c.f. Ref. [KS14], via
Mqq = 2m+ E
LO
n + δE
NLO + . . . , (4.1)
where the δE are computable in perturbation theory. This approach, i.e. computing in perturbation
theory, is valid only in the weak coupling regime of pNRQCD, since otherwise a perturbative approach
would not be justified and one would need to make use of the Wilson loop approach, see Refs. [BPSV01,
PV01].
As mentioned above, the leading order contribution, being the binding energy, is the trivial solution of
the Schrödinger equation. Nevertheless, we recall that in quantum mechanics the virial theorem holds
and thus the leading order binding energy is equivalent to 12 times the expectation value of the leading
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order static potential, Eq. (3.23), and we have
ELOn = E
(0)
n = −
mrC
2
Fα
2
s
2n2
=
1
2
〈n`| − CF αs
r
|n`〉 . (4.2)
The NLO correction to the binding energy is given by the expectation value of the NLO term, Va1, in
the static potential (3.18). There are no more contributions at this order in the power counting. We
thus have, using the identity
ln (νeγEr) = ln (νr) + γE , (4.3)
⇒〈n`| ln (νe
γEr)
r
|n`〉 = 〈n`| ln (νr)
r
|n`〉+ 〈n`|γE
r
|n`〉
=
1
an2
(
ln
(anν
2
)
+ S1(n+ `)
)
,
(4.4)
and the expectation values given in Appendix B.2,
δENLOn = (δEa1)
(1) = 〈n`| − CF αs
r
αs
4pi
[a1 + 2β0ln (νe
γEr)] |n`〉 (4.5)
= −CF α
2
s
4pi
[
a1〈n`|1
r
|n`〉+ 2β0〈n`| ln (νe
γEr)
r
|n`〉
]
= −CF α
2
s
4pi
[
a1
an2
+
2β0
an2
(
ln
(anν
2
)
+ S1(n+ `)
)]
= −CF α
2
s
4pian2
[
a1 + 2β0
(
ln
(anν
2
)
+ S1(n+ `)
)]
.
At NNLO we have three different types of contributions:
First, the single insertion of the potential Va2, coming from the NNLO term in the static potential. We
may now use the identity
ln2 (νeγEr) = ln2 (νr) + 2γE ln (νr) + γ
2
E , (4.6)
⇒〈n`| ln
2 (νeγEr)
r
|n`〉 = 〈n`| ln
2 (νr)
r
|n`〉+ 〈n`|2γE ln (νr)
r
|n`〉+ 〈n`|γ
2
E
r
|n`〉
=
1
an2
[
ln2
(anν
2
)
+ 2ψ(n+ `+ 1)ln
(anν
2
)
+ ψ2(n+ `+ 1)
+ ψ′(n+ `+ 1) + θ(n− `− 2) 2Γ(n− `)
Γ(n+ `+ 1)
n−`−2∑
j=0
Γ(2`+ 2 + j)
j!(n− `− 1− j)2
+2γE
(
ln
(anν
2
)
− γE + S1(n+ `)
)
+ γ2E
]
,
(4.7)
where ψ(z) and ψ′(z) = ψ1(z) are the Digamma function and the first Polygamma function, respectively
(we give some of the important properties and relations in Appendix B.1.1). The expectation values
yielding above result are given in Appendix B.2 and the resulting correction to the energy is then given
by
(δEa2)
(1) = 〈n`| − CF αs
r
(αs
4pi
)2 [
a2 +
pi2
3
β20 + (4a1β0 + 2β1)ln (νe
γEr) + 4β20 ln
2 (νeγEr)
]
|n`〉 (4.8)
= −CF α
3
s
(4pi)2
[(
a2 +
pi2
3
β20
)
〈n`|1
r
|n`〉+ (4a1β0 + 2β1)〈n`| ln (νe
γEr)
r
|n`〉
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+4β20〈n`|
ln2 (νeγEr)
r
|n`〉
]
= −CF α
3
s
(4pi)2
1
an2
{(
a2 +
pi2
3
β20
)
+ (4a1β0 + 2β1)
(
ln
(anν
2
)
+ S1(n+ `)
)
+ 4β20
[
ln2
(anν
2
)
+ 2ψ(n+ `+ 1)ln
(anν
2
)
+ ψ2(n+ `+ 1)
+ ψ′(n+ `+ 1) + θ(n− `− 2) 2Γ(n− `)
Γ(n+ `+ 1)
n−`−2∑
j=0
Γ(2`+ 2 + j)
j!(n− `− 1− j)2
+2γE
(
ln
(anν
2
)
− γE + S1(n+ `)
)
+ γ2E
]}
.
Second, the double insertion of the potential Va1, yielding
(δEa1)
(2) = 〈n`|Va1 1
(En −H)′Va1|n`〉 (4.9)
=
C2Fα
4
s
(4pi)2
(
a21〈n`|
1
r
1
(En −H)′
1
r
|n`〉+ 4a1β0〈n`|1
r
1
(En −H)′
ln (νeγEr)
r
|n`〉
+4β20〈n`|
ln (νeγEr)
r
1
(En −H)′
ln (νeγEr)
r
|n`〉
)
.
We do not give the full expression for (δEa1)(2) due to its length. However, we want to stress that all of
the above corrections to the binding energy due to the radiative corrections to the static potential up
to NNLO, O(mα4s), may, in full agreement with Refs. [KS14, PPS16], be cast as
δENNLO
V
(0)
s
= E(0)n
(
αs
pi
P1(Lν) +
(αs
pi
)2
P c2 (Lν)
)
, (4.10)
where
P1(Lν) = β0Lν +
a1
2
and P c2 (Lν) =
3
4
β20L
2
ν +
(
−β
2
0
2
+
β1
4
+
3β0a1
4
)
Lν + c
c
2 , (4.11)
and
Lν = ln
(
nν
2mrCFαs
)
+ S1(n+ `) , (4.12)
cc2 =
a21
16
+
a2
8
− β0a2
4
+ β20
(
n
2
ζ(3) +
pi2
8
(
1− 2n
3
∆S1a
)
− 1
2
S2(n+ `) +
n
2
Σa(n, `)
)
, (4.13)
and the functions ∆S1a, Sp and Σa are defined in Appendix B.1.
The third type of contribution entering at NNLO is due to the relativistic corrections encoded in δH,
Eq. (3.24). These corrections yield, again using the expectation values for single potential insertions
listed in Appendix B.2, for the quartic correction to the kinetic energy
(δE∇4r)
(1) = 〈n`| − ∇
4
r
4m3r
|n`〉 = − 1
4m3r
1
(an)4
(
8n
2`+ 1
− 3
)
, (4.14)
for the 1m correction
(δE(1))(1) = 〈n`| − CFCAα
2
s
2mr2
|n`〉 = −CFCAα
2
s
2m
2
(2`+ 1)a2n3
, (4.15)
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for the spin independent 1
m2
correction
(δE(2)r )
(1) = 〈n`|piCFαs
m2
δ(3)(~r )|n`〉 = piαsCF
m2
1
pi(an)3
δ`0 , (4.16)
(δE
(2)
{V (2)
p2
,−∇2r}
)(1) = 〈n`| 1
2m2
{
−CFαs
r
,−∇2r
}
|n`〉 = CFαs
m2
1
a3
(
1
n4
− 4
(2`+ 1)n3
)
, (4.17)
(δE
(2)
L2
)(1) = 〈n`| CFαs
2m2r3
~L 2|n`〉 = CFαs
2m2
2(1− δ`0)
`(`+ 1)(2`+ 1)(an)3
χL2 , (4.18)
and for the spin dependent 1
m2
correction
(δE
(2)
LS)
(1) = 〈n`|3CFαs
2m2r3
~L · ~S|n`〉 = 3CFαs
2m2
2(1− δ`0)
`(`+ 1)(2`+ 1)(an)3
χLS , (4.19)
(δE
(2)
S2
)(1) = 〈n`|4piCFαs
3m2
δ(3)(~r )~S 2|n`〉 = 4piCFαs
3m2
1
pi(an)3
δ`0χS2 , (4.20)
(δE
(2)
S12
)(1) = 〈n`| CFαs
4m2r3
S12|n`〉 = CFαs
4m2
2(1− δ`0)
`(`+ 1)(2`+ 1)(an)3
χS12 . (4.21)
Adding up these results and evaluating them straight forward gives very badly converging results, as
presented in Table 4.2 below. This is due to the very bad convergence of the underlying perturbative
series. The reason for this bad behavior is the existence of the large, r-independent contribution
proportional to β0 that deteriorates the convergence of the perturbative series. However, this issue can
be cured by subtracting the first renormalon, as we will discuss in the following section.
4.2 Renormalon effects and improved convergence of the perturbative
series
In perturbative calculations one usually expresses a physical observable R as a series in a small parameter,
e.g., the coupling α, such that
R ∼
∑
n
rnα
n . (4.22)
However, if one encounters large contributions rn, as it the case here where we find the large contribution
proportional to β0, this series expansion is divergent. The question arising is how to sum, hence how to
assign a numerical value to, the series? The following closely follows Ref. [Ben99], where a detailed
discussion of the whole subject is provided. As it is commonly done, we assume that the divergent
series is a useful approximation to the quantity R we want to study. A convenient way to sum the
divergent series R is Borel summation, where the Borel transformed B[R] is defined as
R ∼
∞∑
n=0
rnα
n+1 ⇒ B[R](t) =
∞∑
n=0
rn
tn
n!
, (4.23)
and, given that B[R](t) has not singularities for t ∈ R+, and does not increase too rapidly at positive
infinity, we can, for α > 0, define the Borel integral as
R˜ =
∞ˆ
0
dt e−
t
αB[R](t) , (4.24)
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that has the same series expansion as R. Thus R˜, if the integral exists, gives the Borel sum of the
initially divergent series.
As an example consider that
rn = Ka
nΓ(n+ 1 + b) . (4.25)
For b /∈ −N, not a negative integer, we have the Borel transform
B[R](t) =
KΓ(1 + b)
(1− at)1+b , (4.26)
however, for b = −m, m ∈ N, a negative integer the Borel transform
B[R](t) =
(−1)m
Γ(m)
(1− at)m−1ln (1− at) + polynomial in t (4.27)
has singularities for positive t (assuming that the series is non-sign-alternating, hence a > 0) and the
Borel integral does not exist. These singularities in the complex Borel plane are commonly referred
to as renormalons. Getting rid of them, or at least of the first, in general significantly improves the
convergence of the series under consideration. One way of achieving this goal is the usage of the so-called
renormalon subtraction scheme (RS), developed in Ref. [Pin01].
We now return to the qq mass spectrum up to NNLO, O(mα4s), and make use of the RS scheme. It
was initially derived, confirmed and extended in Refs. [PY98, PY00, MY99, TY94, TY95]. Numerical
results can be found in Ref. [BSV01] and we will follow their choice of parameters.
We use the abbreviations m = mpole for the pole mass, satisfying mr = m2 , αs = αs(ν) for the strong fine
structure constant in the MS-scheme, evaluated at the scale ν, and m = mMS(mMS) for the MS-mass.
The mass of a heavy quarkonium state, identified by the quantum numbers n, `, s and J , is given by
Mqq(ν, αs,m) = 2m+ Ebin(ν, αs,m) , (4.28)
with the binding energy given by
Ebin(ν, αs,m) = −mrC
2
Fα
2
s
2n2
2∑
k=0
k+1
(αs
pi
)k
Pk(Lν) , (4.29)
where  = 1 is the parameter that will be used in order to properly organize the perturbative expansion
in view of the O(ΛQCD) renormalon cancellation. In Eq. (4.28) the pole mass m as well as the
static potential that enters the binding energy Ebin suffer from renormalons. However, the heavy
quark mass Mqq is a physical observable and thus free of renormalons. The renormalon cancellation
therefore takes place between the pole mass and the static potential (see also the discussion, e.g., in
Refs. [BSV01, PS13]). Pk(Lν) is a k-th degree polynomial of the function Lν , defined in Eq. (4.12). It
is convenient to decompose the polynomials into renormalization-group invariant subsets P0 = 1 and
P1,2 as defined in Eq. (4.11) with the substitution cc2 → cc2 + cnc2 , where
cnc2 = pi
2C2F
[
2
n(2`+ 1)
− 11
16n2
−
1
2χS12 + 3χLS
2n`(`+ 1)(2`+ 1)
δ`≥1 − 2
3n
χS2δ`0
]
+
pi2CFCA
n(2`+ 1)
, (4.30)
with cc2 as defined in Eq. (4.13) and the expectation values χ as defined in Eq. (2.25).
Next, we rewrite the series expansion of Mqq in terms of the MS-mass. This is done by expressing the
pole masses m in terms of the renormalization–group-invariant MS-mass m as
m = m
[
1 +
4
3

αs(m)
pi
+ 2
(
αs(m)
pi
)2
d1 + 
3
(
αs(m)
pi
)3
d2
]
, (4.31)
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where the coefficients d1,2 were derived in Ref. [BSV02] and are given in Appendix A.1.
We want to stress that the counting in  in Eq. (4.29) and Eq. (4.31) does not reflect the order in αs
but the wanted renormalon cancellation. One way to understand this is to consider that in the sum of
the pole-quark masses and the static QCD potential, 2m+ VQCD(r), the renormalon cancellation takes
place without reordering of the power counting in αs. Moreover, in order to realize the renormalon
cancellation at each order of the expansion, it is necessary to expand m and Ebin in the same coupling.
Therefore we express αs(m) in Eq. (4.31) in terms of αs as
αs(m) = αs
{
1 + 
αs
pi
β0
2
ln
( ν
m
)
+ 2
(αs
pi
)2 [β20
4
ln (2)
ν
m
+
β1
8
ln
( ν
m
)]}
. (4.32)
Substituting the Eqs. (4.32) and (4.31) into the Eqs. (4.29) and (4.28), we obtain an expression for
the mass of the heavy quarkonium states, which depends on ν, αs and m, that we can organize as an
expansion in  up to O(3):
Mqq(ν, αs,m) = 2m+M
(1)
qq (ν, αs,m)+M
(2)
qq (ν, αs,m)
2 +M
(3)
qq (ν, αs,m)
3 . (4.33)
Since the counting in  explicitly realizes the order ΛQCD renormalon cancellation, and since αs and
m are short-range quantities, the obtained perturbative expansion (4.33) is expected to show a better
convergence with respect to the original expansion (4.29). Due to our incomplete knowledge of the
perturbative series, the obtained quarkonium mass Mqq depends on the scale ν. The scale ν is normally
fixed by demanding stability against variation of the scale:
d
dν
Mqq(ν, αs,m)
∣∣∣∣
ν=νqq
= 0 , (4.34)
which then determines the scale νqq of minimal sensitivity. When this is done, one expects that the
convergence properties of the series become optimal, and the scale should becomes close to the inverse
of the physical size of the qq bound state. However, if the scale fixed by Eq. (4.34) evidently does
not fulfill these expectations, the theoretical predictions obtained in this way should be considered
unreliable. This typically happens when the coupling constant becomes bigger than one and can be
seen, together with the other results, in Table 4.1. We furthermore, as already mentioned above, display
the results without the renormalon correction, in a way one would obtain them following the previous
section, in Table 4.2.
Since perturbation theory is considered to work best for low lying states, we take the bb ground state
to fix m = mb = mb by demanding
MΥ(1S)(ν, αs,m) = M
exp.
Υ(1S) = 9.460 GeV , (4.35)
where the experimental mass of the Υ(1S) has been taken from Ref. [PO16] (PDG). This allows to
determine the b-quark MS-mass to be
m = mMSb (m
MS
b ) = 4.203 GeV . (4.36)
The difference of the numerical results is remarkable. Subtracting the first renormalon (Tab. 4.1) allows
for a fairly accurate determination of the low lying spectrum. The deviation from the experimental
values are around several MeV at NNLO such that the relative error is of the order of several percent
or even at the per-mill level. The scale of minimal sensitivity with respect to Eq. (4.34) decreases
with higher radial excitations in the spectrum and correspondingly αs(ν) gets closer or even exceeds
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Table 4.1: Numerical results for the bb mass spectrum up to O(mα4s) including the renormalon correction,
adapted from [BSV01]. All masses and scales are given in GeV. The experimental values M expqq are taken
from [OO14], Mqq is the theoretical value and ∆Mqq denotes the difference between them. The M
(i)
qq ,
i = 1, 2, 3, denote the contributions according to Eq. (4.33) and the scale ν is fixed according to Eq. (4.34).
qq-state n2s+1`J M
exp
qq ∆Mqq Mqq M
(1)
qq M
(2)
qq M
(3)
qq ν αs(ν)
Υ(13S1) 1
3S1 9.460 0 9.460 0.837 0.204 0.013 2.49 0.274
χb0(1
3P0) 2
3P0 9.859 -0.046 9.905 1.381 0.115 0.003 1.18 0.409
χb1(1
3P1) 2
3P1 9.892 -0.017 9.909 1.403 0.098 0.002 1.15 0.416
χb2(1
3P2) 2
3P2 9.912 -0.004 9.916 1.422 0.086 0.002 1.13 0.422
Υ(23S1) 2
3S1 10.023 0.058 9.965 1.457 0.093 0.009 1.09 0.433
χb0(2
3P0) 3
3P0 10.232 -0.030 10.262 2.366 -0.658 0.154 0.693 0.691
χb1(2
3P1) 3
3P1 10.255 -0.053 10.308 3.982 -3.590 1.516 0.552 1.20
χb2(2
3P2) 3
3P2 10.268 -0.181 10.449 4.558 -5.052 2.543 0.537 1.39
Υ(33S1) 3
3S1 10.355 0.033 10.322 2.343 -0.584 0.163 0.698 0.684
Υ(43S1) 4
3S1 10.579 -1.176 11.755 5.441 -6.460 4.374 0.527 1.61
Table 4.2: Numerical results for the bb mass spectrum up to O(mα4s) without the renormalon correction.
All masses and scales are given in GeV. The scale ν is chosen to be the same as in Table 4.1.
qq-state n2s+1`J M
exp
qq ∆Mqq Mqq M
(1)
qq M
(2)
qq M
(3)
qq ν αs(ν)
Υ(13S1) 1
3S1 9.460 1.618 7.842 -0.140 -0.220 -0.204 2.49 0.274
χb0(1
3P0) 2
3P0 9.859 2.173 7.686 -0.078 -0.223 -0.418 1.18 0.409
χb1(1
3P1) 2
3P1 9.892 2.222 7.670 -0.081 -0.230 -0.425 1.15 0.416
χb2(1
3P2) 2
3P2 9.912 2.257 7.655 -0.083 -0.236 -0.432 1.13 0.422
Υ(23S1) 2
3S1 10.023 2.353 7.670 -0.088 -0.206 -0.443 1.09 0.433
χb0(2
3P0) 3
3P0 10.232 3.621 6.611 -0.099 -0.387 -1.308 0.693 0.691
χb1(2
3P1) 3
3P1 10.255 10.098 0.157 -0.299 -1.099 -6.850 0.552 1.20
χb2(2
3P2) 3
3P2 10.268 14.512 -4.244 -0.401 -1.386 -10.860 0.537 1.39
Υ(33S1) 3
3S1 10.355 3.634 6.721 -0.097 -0.324 -1.264 0.698 0.684
Υ(43S1) 4
3S1 10.579 20.779 -10.200 -0.303 -1.409 -16.890 0.527 1.61
one. These are the predictions one has to consider unreliable and also at the same time the difference
between the theoretical prediction and the experimental value increases drastically, yielding a relative
error of up to 10%.
In the case where the first renormalon is not subtracted (Tab. 4.2), the ground state prediction already
has an error of about 10%. Note, however, that we did not re-fix the scale according to Eq. (4.34),
but for comparison used the same values that have been used for the renormalon subtracted case.
Re-fixing the scale might provide a slight improvement, however, we do not expect result even close to
the ones including the renormalon subtraction. It is also worth mentioning that in the case without
the renormalon subtraction, the theoretical prediction for Mqq has a very strong dependence on the
scale ν and on αs(ν), yielding a zero crossing and subsequently negative masses for ν . 0.55 and
thus αs(ν) & 1.2, which is completely unphysical. We expect that even a redetermination according
to Eq. (4.34) would not cure this behavior and at best only milden it. We therefore conclude that
subtracting at least the leading renormalon is crucial in order to obtain reliable results.
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Chapter 5
E1 transitions in pNRQCD at weak
coupling up to NNLO - O(mα6s)
In this chapter we derive the general framework and the expressions in order to compute electric dipole
(E1) transitions in pNRQCD at weak coupling. Therefore we first introduce the relevant objects, which
are the decay width and the electric dipole operator, clarify the notation, and compute the leading
order decay width. After that, we incorporate higher order operators and extend the formalism of
quantum mechanical perturbation theory, derived in Chapter 3, to account for different initial and
final states and subsequently compute first and second order corrections to them, which are induced by
higher order potentials. We finally discuss color octet contributions and explicitly compute the impact
on the renormalization of the wave function, assuming a local two gluon condensate.
5.1 Essentials
The kinematics of the decay process of an excited quarkonium H into the quarkonium H ′ under the
emission of a photon γ is depicted in Fig. 5.1 and the corresponding differential decay width is given by
[PS95]:
dΓ =
(2pi)4δ(4)(pf + pγ − pi)
2Mi
|Mfi|2 d
3pf
(2pi)3(2Ef )
d3pγ
(2pi)3(2Eγ)
. (5.1)
Integration yields
Γ =
1
(2pi)2
1
2Mi
|Mfi|2
ˆ
δ(4)(pf + pγ − pi) d
3pf
(2Ef )
d3pγ
(2Eγ)
(5.2)
=
1
(2pi)2
1
2Mi
1
2Mf
(
1− 1
2
k2γ
M2f
)
|Mfi|2
ˆ
δ(1)(pγ − kγ)dpγ
2pγ
p2γdΩpγ
=
1
(2pi)2
1
2Mi
1
2Mf
(
1− 1
2
k2γ
M2f
)
|Mfi|24pikγ
2
' 1
(2pi)
1
2Mi
1
2Mf
|Mfi|2kγ ,
where we used the kinematic relations
~k = ~pγ = −~pf and ~pi = ~0 . (5.3)
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H
γ
H
PH = (MH ,0)
PH′ =
��
k2γ +M
2
H′ ,−k
�
(kγ ,k)
FIG. 1: Kinematics of the radiative transition H → H ′γ in the rest frame of the initial-state
quarkonium H. MH and MH′ are the masses of the initial and final quarkonium, and kγ = |k| =
(M2H −M2H′)/(2MH ) is the energy of the emitted photon.
between two S-wave states is given by
Γn3S1→n′1S0 γ =
4
3
α e2Q
k3γ
m2
�
�
�
�
� ∞
0
dr r2Rn′0(r)Rn0(r) j0
�
kγr
2
��
�
�
�
2
, (1)
where eeQ is the electrical charge of the heavy quark (eb = −1/3, ec = 2/3), α is the
fine structure constant and Rnl(r) are the radial Schro¨dinger wave functions. The photon
energy kγ is about the difference between the masses of the two quarkonia, therefore, it is
of order mv2 or smaller.2 Since r ∼ 1/(mv), we may expand the spherical Bessel function
j0(kγr/2) = 1− (kγr)2/24+ . . . . At leading order in the multipole expansion, for n = n′, the
overlap integral is 1. Such transitions are usually referred to as allowed. At leading order, for
n 6= n′, the overlap integral is 0. These transitions are usually referred to as hindered. The
widths of hindered transitions are entirely given by higher-order and relativistic corrections.
Equation (1) is not sufficient to explain the observed transition widths. In the case of
allowed ones, for instance, it overpredicts the observed J/ψ → ηc γ transition rate by a
factor 2 to 3. A large anomalous magnetic moment or large relativistic corrections have
been advocated as a solution to this problem. Hence, it is crucial to supplement Eq. (1)
with higher-order corrections. EFTs provide a systematic and controlled way for doing it.
2 This is in sharp contrast with radiative transitions from a heavy quarkonium to a light meson, such as
J/ψ → ηγ, whereas a hard photon is emitted.
3
Figure 5.1: Kinematics of the decay of the excited quarkonium H in its rest frame into the quarkonium H ′
and a photon γ, taken from [BJV06]. Energy and spatial momentum of the decay products are determined
by conservation of energy nd mo entum.
The averaged invariant matrix element
|Mfi|2 = 1
Nλ
∑
λ,λ′,σ
|Mfi|2 (5.4)
is given as the polarization average over the initial state quarkonium (polarization λ) and the polarization
sum over the final state quarkonium and photon (polarizations λ′ and σ, respectively) of the invariant
amplitude |Mfi|2. The term −12
k2γ
M2f
is a negligible relativistic corre i and can be disregarded, since
it is suppressed. Furthermore, using non-r lativistic normalizations for the bound states, Eq. (3.65), we
can get rid of the factors 12Mi and
1
2Mf
. The photon obeys the Lorentz invariant normalization
〈γ(~k′, σ′)|γ(~k, σ)〉 = 2k(2pi)3δ(3)(~k − ~k′)δσσ′ , (5.5)
and we arrive at the decay rate formula
Γ =
kγ
(2pi)
|Mfi|2 . (5.6)
From now on, we shall extend the notation of initial, |n`〉, and final, |n′`′〉, states, respectively, whenever
it is necessary in order to make all relevant quantum numbers explicit, such that
|n`〉 → |n; `,m`; s,ms; J,mJ ; 0〉 = |n; `,m`; s,ms; J,mJ〉 ⊗ |0〉 , (5.7)
|n′`′〉 → |n′; `′,m`′ ; s′,ms′ ; J ′,mJ ′ ; γ〉 = |n′; `′,m`′ ; s′,ms′ ; J ′,mJ ′〉 ⊗ |γ〉 . (5.8)
The respective initial and final Fock states may be decomposed into one particle Hilbert states containing
only a quarkonium and a photon (or no photon in case of the initial state), respectively. However, as
indicated by the direct product, ⊗, this decomposition is not arbitrary, but must follow the standard
Clebsch-Gordan decomposition, since total angular momentum is conserved. Decomposing the electric
field into creation and annihilation operators yields the important relation
〈γ(~k, σ)| ~E e/m|0〉 = −ikˆ∗(σ)e−i~k·~R . (5.9)
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The electric dipole operator may be extracted from the dipole term of the pNRQCD Lagrangian (3.26),
LE1 = eeQ
ˆ
d3r tr{S†~r · ~E e/mS} , (5.10)
and is thus given by
OE1 = eeQ(~r · ~E e/m) . (5.11)
It acts as the identity operator in spin-space, since it does not produce spin flips, and thus
〈s′,ms′ |OE1|s,ms〉 = δss′δmsms′ . (5.12)
The matrix element involving the electric dipole operator may be decomposed into
〈n′; `′; s′; J ′; γ|OE1|n; `; s; J ; 0〉 = eeQ〈n′; `′; s′; J ′|~r|n; `; s; J〉 · 〈γ| ~E|0〉 , (5.13)
and one can, following [VMK88], represent ~r in spherical harmonics
(~r )µ =
√
4pi
3
r Y µ∗1 (Ωr) , (5.14)
where µ = 0,±1. Note that this decompositions (5.13) and (5.14) implicitly take care of the needed
Clebsch-Gordan decomposition. Since we have
〈~r|n; `,m; s,ms; J,mJ〉 = Φn`msmsJmJ (~r, λ) = ψn`m(~r ) · χsmsJmJ (λ) , (5.15)
with the physical quarkonium state Φ, the leading order matrix element encoding the E1 transition
may be cast as
M(0)E1 = 〈n′; `′; s′; J ′; γ|OE1|n; `; s; J ; 0〉 (5.16)
= eeQ
√
4pi
3
1∑
µ=−1
ˆ
d3r ψn′`′m`′ (~r ) r Y
µ∗
1 (Ωr)ψn`m`(~r ) (5.17)
× χs′ms′J ′mJ′ (λ′)∗χsmsJmJ (λ)× eˆr · 〈γ| ~E|0〉
= eeQ
√
4pi
3
I
(0)
3 (n`→ n′`′) (5.18)
×
`′∑
m`′=−`′
1∑
µ=−1
∑`
m`=−`
ˆ
dΩrY
m`′∗
`′ (Ωr)Y
µ∗
1 (Ωr)Y
m`
` (Ωr)
× χs′ms′J ′mJ′ (λ′)∗χsmsJmJ (λ)× eˆr · 〈γ| ~E|0〉 ,
which is the most general form of this matrix element. Note that the orbital angular momentum integral
can be computed using the relations for spherical harmonics, Appendix B.1.6, yielding
ˆ
dΩY
m`′∗
`′ (Ω)Y
µ∗
1 (Ω)Y
m`
` (Ω) = (−1)m`′+µ
√
(2`′ + 1)(2`+ 1)3
4pi
(
`′ ` 1
0 0 0
)(
`′ ` 1
−m`′ m` −µ
)
.
(5.19)
The first of the two Wigner 3j-symbols (see Appendix B.1.8 on how to compute them) can be evaluated
easily
(
`′ ` 1
0 0 0
)
=

(−1)−`′
√
(`′+`′2−`−`2)2
(`′+`)(1+`′+`)(2+`′+`)(1+`′−`)!(1−`′+`)! for
`′ ≤ 1 + `
& ` ≤ 1 + `′
& `′ + ` ≥ 1
& `, `′ ≥ 0
0 else
(5.20)
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yielding the very important result
`′ = `± 1 ⇔ ` = `′ ± 1 , (5.21)
which is the defining relation for initial and final state orbital angular momenta with respect to electric
dipole transitions. In the next section we derive the leading order decay width in two different ways
and therewith show their equivalence. Furthermore, a comparison between these two methods will
allow us to define the radial matrix element and therewith significantly simplify the computational
effort once we consider higher order corrections to initial and final states.
5.2 The leading order decay width
The leading order E1 decay width is given by
Γ
(0)
E1 =
kγ
(2pi)
|M(0)E1 |2 , (5.22)
and one might use the definitions of the different wave functions, Eqs. (3.68) - (3.73), together with∑
λ
eˆi ∗n 2s+1` J (λ) · eˆ
j
n 2s+1` J
(λ) = δij , (5.23)
∑
λ
hij ∗
n 2s+1` J
(λ) · hkln 2s+1` J (λ) =
1
2
(δikδjl + δilδjk)− 1
3
δijδkl , (5.24)∑
σ
ˆi ∗(σ) · ˆj(σ) = δij − kˆikˆj , (5.25)
and the polarization sums witch can be derived from these relations, yielding∑
λ′,σ
|ˆ∗(σ) · eˆn′ 3S1(λ′)|2 = 2 , (5.26)∑
λ,λ′,σ
|ˆ∗(σ) · (eˆn 3P1(λ)× eˆn′ 3S1(λ′))|2 = 4 , (5.27)
∑
λ,λ′,σ
|eˆin′ 3S1(λ′)h
ij
n 3P2
(λ)ˆj ∗(σ)|2 = 10
3
, (5.28)
in order to arrive at the J independent result
Γ
(0)
E1 =
4
9
αe/me
2
Qk
3
γ
[
I
(0)
3 (n1→ n′0)
]2
. (5.29)
The same result can also be obtained by following an approach that does not depend on a certain choice
of the functions χ, but makes use of the common technique of projecting the z-component mJ of the
total angular momentum J such that it is maximal. Doing so for all initial and final states and taking
into account that Jtotal is conserved, one can fix the spin wave function. In order to obtain results, we
go back to the expression for the matrix element that, now explicitly omitting the functions χ, may be
cast as
M(0)E1 = 〈n′; `′; s′; J ′; γ|OE1|n; `; s; J ; 0〉 = eeQ
√
4pi
3
I
(0)
3 (n`→ n′`′) (5.30)
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×
`′∑
m`′=−`′
1∑
µ=−1
∑`
m`=−`
(−1)m`′+µ
√
(2`′ + 1)(2`+ 1)3
4pi
(
`′ ` 1
0 0 0
)(
`′ ` 1
−m`′ m` −µ
)
× eˆr · 〈γ| ~E|0〉 .
We will now explicitly compute the leading order decay width for each of the three processes for
n 3PJ=0,1,2 → n′ 3S1 + γ:
• We start with the process n 3P2 → n′ 3S1+γ. The quantum numbers of the initial state quarkonium
are given by
` = 1 , s = 1 , J = 2 . (5.31)
Choosing the maximal projection with respect to J , yields the projections of the quantum numbers
mJ = 2 ⇒ m` = 1 , ms = 1 , (5.32)
and the corresponding wave function is thus given by
|n 3P2〉 = |n; 1, 1; 1, 1; 2, 2〉 = Rn1(r)Y 11 (Ωr)| ↑↑〉 . (5.33)
Taking into account the quantum numbers of the photon,
Jγ = 1 , mJγ = 1 , (5.34)
and the quantum numbers of the final state quarkonium,
`′ = 0 , s′ = 1 , J ′ = 1 , (5.35)
we consequently have the projections of the final state quarkonium quantum numbers1
m`′ = 0 , mJ ′ = 1 ⇒ ms′ = 1 . (5.36)
Thus, the wave function of the final state quarkonium is given by
|n′ 3S1〉 = |n′; 0, 0; 1, 1; 1, 1〉 = Rn′0(r)Y 00 (Ωr)| ↑↑〉 . (5.37)
The matrix element is then given by
M(0)E1 (n 3P2 → n′ 3S1 + γ) = eeQ
√
4pi
3
I
(0)
3 (n1→ n′0) (5.38)
×
1∑
µ=−1
(−1)µ
√
9
4pi
(
0 1 1
0 0 0
)(
0 1 1
0 1 −µ
)
× eˆr · 〈γ| ~E|0〉
= eeQI
(0)
3 (n1→ n′0)
1√
3
eˆr · 〈γ| ~E|0〉 ,
such that
|M(0)E1 (n 3P2 → n′ 3S1 + γ)|2 = e2e2Q
[
I
(0)
3 (n1→ n′0)
]2 1
3
2
3
k2γ , (5.39)
where summing over the photon polarizations yields the factor 23k
2
γ , and thus
Γ
(0)
E1 (n
3P2 → n′ 3S1 + γ) = kγ
2pi
|M(0)E1 (n 3P2 → n′ 3S1 + γ)|2
=
4
9
αe/me
2
Qk
3
γ
[
I
(0)
3 (n1→ n′0)
]2
.
(5.40)
1Remember that the electric dipole operator acts as the identity in spin-space and thus s and ms are conserved.
Furthermore Lorentz invariance guarantees the conservation of J and mJ .
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• In the case of n 3P1 → n′ 3S1 + γ the quantum numbers of the initial state quarkonium are given,
again choosing maximal projection with respect to J , by
` = 1 , s = 1 , J = 1 ,
mJ = 1 ⇒ m` = 0, 1 , ms = 1, 0 ,
(5.41)
from where we can see, that the wave function of the initial state quarkonium,
|n 3P1〉 = |n; 1, 0/1; 1, 1/0; 1, 1〉 = Rn1(r) 1√
2
(
−Y 01 (Ωr)| ↑↑〉+ Y 11 (Ωr)
1√
2
(| ↑↓〉+ | ↓↑〉)
)
,
(5.42)
is a superposition of two different combinatorial possibilities. Therefore the quarkonium final
state quantum numbers are given by
`′ = 0 , s′ = 1 , J ′ = 1 ,
m`′ = 0 , ms′ = 0, 1 , mJ ′ = 0, 1 ,
(5.43)
which allows for the two possible wave functions for the final state quarkonium
|n′ 3S1〉
∣∣
ms′=0
= |n′; 0, 0; 1, 0; 1, 0〉 = Rn′0(r)Y 00 (Ωr)
1√
2
(| ↑↓〉+ | ↓↑〉) , (5.44)
|n′ 3S1〉
∣∣
ms′=1
= |n′; 0, 0; 1, 1; 1, 1〉 = Rn′0(r)Y 00 (Ωr)| ↑↑〉 . (5.45)
This leads to the two matrix elements
M(0)E1 (n 3P1 → n′ 3S1 + γ)
∣∣∣
ms′=0
= eeQI
(0)
3 (n1→ n′0)
1√
2
1√
3
eˆr · 〈γ| ~E|0〉 , (5.46)
M(0)E1 (n 3P1 → n′ 3S1 + γ)
∣∣∣
ms′=1
= eeQI
(0)
3 (n1→ n′0)
1√
2
1√
3
eˆr · 〈γ| ~E|0〉 , (5.47)
that need to be summed such that they do not interfere, yielding
|M(0)E1 (n 3P1 → n′ 3S1 + γ)|2
= |M(0)E1 (n 3P1 → n′ 3S1 + γ)ms′=0|2 + |M
(0)
E1 (n
3P1 → n′ 3S1 + γ)ms′=1|2
= e2e2Q
[
I
(0)
3 (n1→ n′0)
]2 [1
2
1
3
+
1
2
1
3
]
2
3
k2γ ,
(5.48)
and the decay width is thus finally given by
Γ
(0)
E1 (n
3P1 → n′ 3S1 + γ) = kγ
2pi
|M(0)E1 (n 3P1 → n′ 3S1 + γ)|2
=
4
9
αe/me
2
Qk
3
γ
[
I
(0)
3 (n1→ n′0)
]2
,
(5.49)
which is the same expression than the former case.
• Finally, for the decay n 3P0 → n′ 3S1 + γ, the quantum numbers of the initial state quarkonium
are given, again choosing maximal projection with respect to J , by
` = 1 , s = 1 , J = 0 ,
mJ = 0 ⇒ m` = 0,±1 , ms = 0,∓1 .
(5.50)
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Thus, the wave function of the initial state quarkonium,
|n 3P0〉 = |n; 1, 1/0/− 1; 1,−1/0/1; 0, 0〉
= Rn1(r)
1√
3
(
Y 11 (Ωr)| ↓↓〉 − Y 01 (Ωr)
1√
2
(| ↑↓〉+ | ↓↑〉) + Y −11 (Ωr)| ↑↑〉
)
,
(5.51)
is a superposition with respect to the three different combinatorial possibilities. Therefore the
quarkonium final state quantum numbers are
`′ = 0 , s′ = 1 , J ′ = 1 ,
m`′ = 0 , ⇒ ms′ = 0,±1 , mJ ′ = 0,∓1 ,
(5.52)
which allows for the three possible wave functions for the final state quarkonium
|n′ 3S1〉
∣∣
ms′=−1 = |n
′; 0, 0; 1,−1; 1,−1〉 = Rn′0(r)Y 00 (Ωr)| ↓↓〉 , (5.53)
|n′ 3S1〉
∣∣
ms′=0
= |n′; 0, 0; 1, 0; 1, 0〉 = Rn′0(r)Y 00 (Ωr)
1√
2
(| ↑↓〉+ | ↓↑〉) , (5.54)
|n′ 3S1〉
∣∣
ms′=1
= |n′; 0, 0; 1, 1; 1, 1〉 = Rn′0(r)Y 00 (Ωr)| ↑↑〉 . (5.55)
The three matrix elements,
M(0)E1 (n 3P0 → n′ 3S1 + γ)
∣∣∣
ms′=−1
= eeQI
(0)
3 (n1→ n′0)
1√
3
1√
3
eˆr · 〈γ| ~E|0〉 , (5.56)
M(0)E1 (n 3P0 → n′ 3S1 + γ)
∣∣∣
ms′=0
= eeQI
(0)
3 (n1→ n′0)
1√
3
1√
3
eˆr · 〈γ| ~E|0〉 , (5.57)
M(0)E1 (n 3P0 → n′ 3S1 + γ)
∣∣∣
ms′=1
= eeQI
(0)
3 (n1→ n′0)
1√
3
1√
3
eˆr · 〈γ| ~E|0〉 , (5.58)
yield, upon summing them non-interfering,
|M(0)E1 (n 3P0 → n′ 3S1 + γ)|2 = e2e2Q
[
I
(0)
3 (n1→ n′0)
]2 [1
3
1
3
+
1
3
1
3
+
1
3
1
3
]
2
3
k2γ , (5.59)
and the decay width can be written again as
Γ
(0)
E1 (n
3P0 → n′ 3S1 + γ) = kγ
2pi
|M(0)E1 (n 3P0 → n′ 3S1 + γ)|2
=
4
9
αe/me
2
Qk
3
γ
[
I
(0)
3 (n1→ n′0)
]2
.
(5.60)
From this explicit computation, we confirmed, with a different approach, the J independence of the
leading order decay width for 3PJ=0,1,2 → 3S1 + γ, being
Γ
(0)
E1 (n
3PJ=0,1,2 → n′ 3S1 + γ) = 4
9
αe/me
2
Qk
3
γ
[
I
(0)
3 (n1→ n′0)
]2
, (5.61)
and we thus successfully reproduced Eqs. (2.21) and (5.29) that are consistent with the general
non-relativistic formula [EGK+78]
Γ
(0)
E1 (n
2s+1`J → n′ 2s+1`′J ′ + γ) =
4
3
αe/me
2
Q(2J
′ + 1)max(`, `′)k3γ
[
I
(0)
3 (n`→ n′`′)
]2{J 1 J ′
`′ s `
}2
,
(5.62)
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where {2× 3} is a Wigner 6j-symbol (see Appendix B.1.8 on how to compute them).
A straight forward computation for the case n 1P1 → n′ 1S0 + γ shows that the leading order decay
width is the same also for this transition, since for the initial state we have
` = 1 , s = 0 , J = 1 , (5.63)
the maximal projection with respect to J yields
mJ = 1 ⇒ m` = 1 , ms = 0 , (5.64)
and the corresponding wave function is thus given by
|n 1P1〉 = |n; 1, 1; 0, 0; 1, 1〉 = Rn1(r)Y 11 (Ωr)
1√
2
(| ↑↓〉 − | ↓↑〉) . (5.65)
The quantum numbers of the final state are
`′ = 0 , s′ = 0 , J ′ = 0 ,
m`′ = 0 , ⇒ ms′ = 0 , mJ ′ = 0 ,
(5.66)
and thus, the wave function of the final state is given by
|n′ 1S0〉 = |n′; 0, 0; 0, 0; 0, 0〉 = Rn′0(r)Y 00 (Ωr)
1√
2
(| ↑↓〉 − | ↓↑〉) . (5.67)
The matrix element is then given by
M(0)E1 (n 1P1 → n′ 1S0 + γ) = eeQ
√
4pi
3
I
(0)
3 (n1→ n′0) (5.68)
×
1∑
µ=−1
(−1)µ
√
9
4pi
(
0 1 1
0 0 0
)(
0 1 1
0 1 −µ
)
× eˆr · 〈γ| ~E|0〉
= eeQI
(0)
3 (n1→ n′0)
1√
3
eˆr · 〈γ| ~E|0〉 ,
such that
|M(0)E1 (n 1P1 → n′ 1S0 + γ)|2 = e2e2Q
[
I
(0)
3 (n1→ n′0)
]2 1
3
2
3
k2γ , (5.69)
and we finally arrive at
Γ
(0)
E1 (n
1P1 → n′ 1S0 + γ) = kγ
2pi
|M(0)E1 (n 3P2 → n′ 3S1 + γ)|2
=
4
9
αe/me
2
Qk
3
γ
[
I
(0)
3 (n1→ n′0)
]2
.
(5.70)
5.3 Higher order operator corrections to the decay width
Beyond the leading order electric dipole part, Eq. (5.10), higher order operators in the Lagrangian (3.26),
higher order corrections to the initial and final state wave functions, and higher order Fock states
contribute to the decay width. The contributions of the first type have been derived, e.g., in Refs. [Pie11,
BPV12] up to NNLO, O(mα6s). We will refer to them as relativistic corrections to the Lagrangian. The
initial and final state wave function corrections will be derived in the following Sections 5.4 and 5.5 and
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corrections due to higher order Fock states will be discussed in Sec. 5.6.
The full decay width for n 3PJ → n′ 3S1 + γ is given by
Γn 3PJ→n′ 3S1 = Γ
(0)
E1
[
1 +RS=1(J)− kγ
6m
− k
2
γ
60
I
(0)
5 (n1→ n′0)
I
(0)
3 (n1→ n′0)
(5.71)
+
(
J(J + 1)
2
− 2
)(
−(1 + κe/mQ )
kγ
2m
+
1
m2
(1 + 2κ
e/m
Q )
I
(1)
2 (n1→ n′0) + 2I(0)1 (n1→ n′0)
I
(0)
3 (n1→ n′0)
)]
,
where I(k)N is defined in Eq. (2.23), the anomalous magnetic moment is defined in Eq. (3.28), and
RS=1(J) encodes all the contributions due to initial and final state wave function corrections. The
three additional terms encode the relativistic corrections to the Lagrangian.
In an analogous manner, we have for n 1P1 → n′ 1S0 + γ
Γn 1P1→n′ 1S0 = Γ
(0)
E1
[
1 +RS=0 − kγ
6m
− k
2
γ
60
I
(0)
5 (n1→ n′0)
I
(0)
3 (n1→ n′0)
]
. (5.72)
We now want to impose the constrains coming from the power counting on the possible terms in the
total decay widths, Eqs. (5.71) and (5.72). This is important, since we are interested in a consistent
expression up to NNLO, O(mα6s). This already constrains the leading order decay width, because we
need to fix the bottom quark mass mb ≡ m. We do this using the experimental mass of the bb-ground
state, the Υ(1S), and the leading order Coulomb energy2
M exp.(Υ(1S)) = 2mb + En=1 . (5.73)
This fixes the bottom mass to be
mb =
M exp.(Υ(1S))
2
(
1 +
C2Fα
2
s
8
+O(α3s)
)
, (5.74)
which is the expression for mb that we will be using for the leading order decay with Γ
(0)
E1 . Since the
relative accuracy we are interested in is α2s suppressed with respect to the leading order, and all the
matrix elements that provide such corrections are at least αs (NLO) or α2s (NNLO) suppressed by
themselves, we need to truncate the series for mb after the leading term, hence use
mb =
M exp.(Υ(1S))
2
(5.75)
for them in order to arrive at a consistent expansion of the decay width up to our desired goal of
accuracy.
A second issue arises with the matrix elements beyond leading order themselves as it already has been
discussed in Sec. 3.1. We therefore consider the definition of R as given in Eq. (3.51) and set κe/mQ to
zero. This has to be done, since the anomalous magnetic moment by itself is suppressed by α2s with
respect to the relativistic corrections and thus would exceed our goal of precision. The relativistic
corrections to the Lagrangian, encoded in 2Mrel. have been computed in Refs. [Pie11, BPV12]. They
are explicitly not included in the definition of R but enter as additional summands in the Eqs. (5.71)
and (5.72). Thus R as it is given in Eq. (3.51) contains only the corrections to the initial and final
states up to relative order α2s. They are induced by higher orders in the static potential, by higher
order potentials steaming from the 1m -expansion or by higher order Fock states. In the following we will
derive expressions for the pieces entering the function R and discuss the non-perturbative contributions
due to higher order Fock states.
2Note that in Chapter 4 we took into account higher order corrections to the mass. However, doing so in this case
would exceed our goal of NNLO, O(mα6s). Therefore we truncate the series already after the leading order binding energy.
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n3PJ n
′3S1r · EemδVs
Figure 4.2: Perturbation theory in diagramati form for E1 transitions, the upper line
orresponds to rst order perturbation theory, i.e. A(1) and A(2), the lower line to seond
order, i.e. A(20), A(02) and A(11).
The relevant orretion to the oupling onstant αVS−αs = d1α2s+d2α3s for the potential
at O(1/m0) is given in appendix D.1. The expression δ(3)(r)logn r is not dened and has
to be replaed by the Fourier transform aording to [34℄
δ(3)(r)logn 1/r −→
Z
d3k
(2π)3 e
ik·r
log
n k . (4.73)
However, at the moment we do not fae this problem, sine we will evaluate αs(1/r) at
a xed sale µ for the subleading potentials.
E1 transitions
One has to onsider orretions of the initial and of the nal state. Applying the
seletion rules in rst order perturbation theory they read for the deay proess n3PJ →
n′3S1γ
A(1) =− (0)hn′3S1(P,λ′)γ|
Z
d3RL(0)E1 |n3PJ(0,λ)i(1)
∼
X
m6=n,λ′′,J ′
(0)hm3PJ ′(0,λ′′)|δVS |n3PJ(0,λ)i(0)
E
(0)
n,1 − E
(0)
m,1
A(0)(m3PJ(λ′′)→ n′3S1(λ′)γ)
(4.74)
for the orretion of the inoming wave-funtion and
A(2) =− (1)hn′3S1(P,λ′)γ(k,σ)|
Z
d3RL(0)E1 |n3PJ(0,λ)i(0)
=
X
m6=n′,λ′′
(0)hn′3S1(P,λ′)|δVS |m3S1(P,λ′′)i(0)
E
(0)
n′,0 − E
(0)
m,0
A(0)(n3PJ(λ)→ m3S1(λ′′)γ)
+
X
m,λ′′,J ′
(0)hn′3S1(P,λ′)|δVS |m3DJ ′(P,λ′′)i(0)
E
(0)
n′,0 −E
(0)
m,2
A(0)(n3PJ(λ)→ m3DJ ′(λ′′)γ)
(4.75)
Figure 5.2: Diagrammatic first order corrections to the initial and final state entering the E1 decay width,
taken from [Pie11]. The first diagram shows a correction to the initial state and the second diagram shows
a correction to the final state.
5.4 First order wave function corrections to the decay width
First order corrections to the decay width are given by matrix elements of the electric dipole operator,
where either the initial or the final state receives a correction due to potentials. The corresponding
diagrams are of the type depicted in Fig. 5.2. There, either the initial (left diagram) or the final state
(right diagram) has received a correction according to Eq. (3.76).
In order to calculate these matrix elements, we use the method of Coulomb Green functions. However,
in contrast to the spectrum, initial and final states are now different and thus we are no longer able to
use the orthogonality relations for the associated Laguerre polynomials that allowed us to have analytic
expressions.3 Furthermore, due to the decomposition of the electric dipole operator (5.14), we find a
non-trivial angular operator contributing to the matrix element.
We first consider the matrix elements for an E1 transition where either the initial or the final state
receives a correction due to a central potential V (~r ) = V (r). The potentials with a non-trivial angular
part shall be dealt with separately below in the Sections 5.4.1 and 5.4.2. The matrix element for the
final state correction then takes the form4
M(1)E1,fin = (1)〈n′; `′; s′; J ′; γ|OE1|n; `; s; J ; 0〉 (5.76)
= 〈n′; `′; s′; J ′; γ|V (r2) 1
(En′ −H)′OE1(~r1)|n; `; s; J ; 0〉 (5.77)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)V (r2)G(~r2, ~r1)OE1(~r1)ψn`(~r1)χ∗s′J ′χsJ (5.78)
= −eeQ
√
4pi
3
Nn′`′Nn`
mr
aλpi
∞∑
`′′=0
(2`′′ + 1)
∞∑
s=0
s!
(s+ `′′ + 1− λ)(s+ 2`′′ + 1)! (5.79)
×
∞ˆ
0
dr1 r
3
1ρ
`′′
λ,1e
− 1
2
ρλ,1L2`
′′+1
s (ρλ,1)ρ
`
n,1e
− 1
2
ρn,1L2`+1n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`′′
λ,2e
− 1
2
ρλ,2L2`
′′+1
s (ρλ,2)ρ
`′
n′,2e
− 1
2
ρn′,2L2`
′+1
n′−`′−1(ρn′,2)
3Different in this context refers to the fact that the associated Laguerre polynomials do not only appear with different
indices but also with different arguments. The latter fact makes it impossible to use the orthogonality relations. This
leaves us with two numerically equivalent options: (i) one can perform the sum in s numerically until a desired precision
is achieved and thus perform the integrals analytically for each given s, which is possible; (ii) one may use the Rodrigues
representation (B.24) to trade the integrals for finite sums (interchanging them is allowed, since all the integrals converge
absolutely for a given value of s and one may thus interchange integration and performing the finite sum) that explicitly
depend on s and subsequently perform the sum in s numerically until a desired precision is achieved.
4We drop the explicit limits E → En′ and → 0, O(0), as well as the explicit E dependence of the Coulomb Green
function, since the procedure to handle the divergence is known and understood implicitly. For the sake of readability, we
also drop the sums in m ≡ m` and m′ ≡ m`′ running from −` to ` and from −`′ to `′, respectively.
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× 4pi
2`′′ + 1
`′′∑
m′′=−`′′
1∑
µ=−1
ˆ
dΩ1 Y
m′′∗
`′′ (Ω1)Y
µ∗
1 (Ω1)Y
m
` (Ω1)
ˆ
dΩ2 Y
m′′
`′′ (Ω2)Y
m′∗
`′ (Ω2)
× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ
= −eeQ
√
4pi
3
Nn′`′Nn`
4mr
aλ
∞∑
s=0
s!
(s+ `′ + 1− λ)(s+ 2`′ + 1)! (5.80)
×
∞ˆ
0
dr1 r
3
1ρ
`′
λ,1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L2`
′+1
s (ρλ,1)L
2`+1
n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`′
λ,2ρ
`′
n′,2e
− 1
2
ρλ,2e−
1
2
ρn′,2L2`
′+1
s (ρλ,2)L
2`′+1
n′−`′−1(ρn′,2)
×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ1 Y
−m′
`′ (Ω1)Y
−µ
1 (Ω1)Y
m
` (Ω1)× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ
≡ eeQM˜(1)E1,fin ×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ1 Y
−m′
`′ (Ω1)Y
−µ
1 (Ω1)Y
m
` (Ω1)× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ , (5.81)
where M˜(1)E1,fin is the radial part of the matrix element containing all the relevant corrections from V (r)
and we can identify all the spin, angular momentum, total angular momentum and photon contribution
to the matrix element being exactly the same as the one for the leading order matrix element, Eq. (5.18).
In a similar manner we can calculate the matrix element for a E1 transition where the initial state
received a correction, hence
M(1)E1,ini = 〈n′; `′; s′; J ′; γ|OE1|n; `; s; J ; 0〉(1) (5.82)
= 〈n′; `′; s′; J ′; γ|OE1(~r2) 1
(En −H)′V (r1)|n; `; s; J ; 0〉 (5.83)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)OE1(~r2)G(~r2, ~r1)V (r1)ψn`(~r1)χ∗s′J ′χsJ (5.84)
= −eeQ
√
4pi
3
Nn′`′Nn`
mr
aλpi
∞∑
`′′=0
(2`′′ + 1)
∞∑
s=0
s!
(s+ `′′ + 1− λ)(s+ 2`′′ + 1)! (5.85)
×
∞ˆ
0
dr1 r
2
1V (r1)ρ
`′′
λ,1e
− 1
2
ρλ,1L2`
′′+1
s (ρλ,1)ρ
`
n,1e
− 1
2
ρn,1L2`+1n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
3
2ρ
`′′
λ,2e
− 1
2
ρλ,2L2`
′′+1
s (ρλ,2)ρ
`′
n′,2e
− 1
2
ρn′,2L2`
′+1
n′−`′−1(ρn′,2)
× 4pi
2`′′ + 1
`′′∑
m′′=−`′′
1∑
µ=−1
ˆ
dΩ1 Y
m′′∗
`′′ (Ω1)Y
m
` (Ω1)
ˆ
dΩ2 Y
m′∗
`′ (Ω2)Y
µ∗
1 (Ω2)Y
m′′
`′′ (Ω2)
× eˆr2 · 〈γ| ~E|0〉χ∗s′J ′χsJ
= −eeQ
√
4pi
3
Nn′`′Nn`
4mr
aλ
∞∑
s=0
s!
(s+ `+ 1− λ)(s+ 2`+ 1)! (5.86)
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×
∞ˆ
0
dr1 r
2
1V (r1)ρ
`
λ,1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L2`+1s (ρλ,1)L
2`+1
n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
3
2ρ
`
λ,2ρ
`′
n′,2e
− 1
2
ρλ,2e−
1
2
ρn′,2L2`+1s (ρλ,2)L
2`′+1
n′−`′−1(ρn′,2)
×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ2 Y
−m′
`′ (Ω2)Y
−µ
1 (Ω2)Y
m
` (Ω2)× eˆr2 · 〈γ| ~E|0〉χ∗s′J ′χsJ
≡ eeQM˜(1)E1,ini ×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ2 Y
−m′
`′ (Ω2)Y
−µ
1 (Ω2)Y
m
` (Ω2)× eˆr2 · 〈γ| ~E|0〉χ∗s′J ′χsJ , (5.87)
where, again, M˜(1)E1,ini encodes all the relevant corrections due to the potential V (r).
5.4.1 First order matrix elements containing the δ-distribution
The two very generic cases of first order initial and final state corrections both assumed a trivial angular
part for the potential. However, this is not the case, once the potential is of the form
V (~r ) = V · δ(3)(~r ) , (5.88)
where
δ(3)(~r ) ≡ 1
r2 sin θ
δ(r)δ(θ)δ(φ) =
1
r2
δ(r)δ(Ω) . (5.89)
It is important to realize that these potentials can only act as a correction to s-wave states, since these
are the only ones whose radial wave functions do not vanish at the origin (also see Appendix A.2).
Therefore these corrections can not affect initial states in our case. However, the non-vanishing angular
part of the potential no longer allows to find relations among the quantum numbers `, `′ and `′′ using
the orthonormality of the spherical harmonics. This issue can be overcome, since the angular integral
can be computed analytically5, such that
M(1)E1,fin = (1)〈n′; 0; s′; J ′; γ|OE1|n; `; s; J ; 0〉 (5.90)
= 〈n′; 0; s′; J ′; γ|V (~r2) 1
(En′ −H)′OE1(~r1)|n; `; s; J ; 0〉 (5.91)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′0(~r2)V · δ(3)(~r2)G(~r2, ~r1)OE1(~r1)ψn`(~r1)χ∗s′J ′χsJ (5.92)
= −eeQ
√
4pi
3
Nn′0Nn`
mr
aλpi
∞∑
`′′=0
(2`′′ + 1)
∞∑
s=0
s!
(s+ `′′ + 1− λ)(s+ 2`′′ + 1)! (5.93)
×
∞ˆ
0
dr1 r
3
1ρ
`′′
λ,1e
− 1
2
ρλ,1L2`
′′+1
s (ρλ,1)ρ
`
n,1e
− 1
2
ρn,1L2`+1n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V ·
1
r22
δ(r2)ρ
`′′
λ,2e
− 1
2
ρλ,2L2`
′′+1
s (ρλ,2)e
− 1
2
ρn′,2L1n′−1(ρn′,2)
5Remember that δ(ax) = 1|a|δ(x) for all a ∈ C/{0}, such that δ(r) = 2naδ(ρn) with ρn = 2rna .
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× 4pi
2`′′ + 1
`′′∑
m′′=−`′′
1∑
µ=−1
ˆ
dΩ1 Y
m′′∗
`′′ (Ω1)Y
µ∗
1 (Ω1)Y
m
` (Ω1)
ˆ
dΩ2 δ(Ω2)Y
m′′
`′′ (Ω2)Y
0∗
0 (Ω2)
× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ
= −eeQ
√
4pi
3
Nn′0Nn`
4mr
aλ
∞∑
`′′=0
∞∑
s=0
s!
(s+ `′′ + 1− λ)(s+ 2`′′ + 1)! (5.94)
×
∞ˆ
0
dr1 r
3
1ρ
`
n,1ρ
`′′
λ,1e
− 1
2
ρλ,1e−
1
2
ρn,1L2`
′′+1
s (ρλ,1)L
2`+1
n−`−1(ρn,1)
× V ·
[
ρ`
′′
λ,2e
− 1
2
ρλ,2e−
1
2
ρn′,2L2`
′′+1
s (ρλ,2)L
1
n′−1(ρn′,2)
]
r2=0
×
`′′∑
m′′=−`′′
1∑
µ=−1
(−1)m′′+µ
ˆ
dΩ1 Y
−m′′
`′′ (Ω1)Y
−µ
1 (Ω1)Y
m
` (Ω1) ·
[
Y m
′′
`′′ (Ω2)Y
0∗
0 (Ω2)
]
Ω2=0
× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ .
The condition r2 = 0 directly implies `′′ = 0, and therewith m′′ = 0, since otherwise the whole matrix
element would vanish, and thus we have
M(1)E1,fin = −eeQ
√
4pi
3
Nn′0Nn`
4mr
aλ
∞∑
s=0
s!
(s+ 1− λ)(s+ 1)! (5.95)
×
∞ˆ
0
dr1 r
3
1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L1s(ρλ,1)L
2`+1
n−`−1(ρn,1)
× V ·
[
e−
1
2
ρλ,2e−
1
2
ρn′,2L1s(ρλ,2)L
1
n′−1(ρn′,2)
]
r2=0
×
1∑
µ=−1
(−1)µ
ˆ
dΩ1 Y
0
0 (Ω1)Y
−µ
1 (Ω1)Y
m
` (Ω1) ·
[
Y 00 (Ω2)Y
0∗
0 (Ω2)
]
Ω2=0
× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ
= −eeQ
√
4pi
3
1
4pi
Nn′0Nn`
4mr
aλ
∞∑
s=0
s!
(s+ 1− λ)(s+ 1)! (5.96)
×
∞ˆ
0
dr1 r
3
1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L1s(ρλ,1)L
2`+1
n−`−1(ρn,1)
× V · L1s(0)L1n′−1(0)
×
1∑
µ=−1
(−1)µ
ˆ
dΩ1 Y
0
0 (Ω1)Y
−µ
1 (Ω1)Y
m
` (Ω1)× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ
≡ eeQM˜(1)E1,fin ×
1∑
µ=−1
(−1)µ
ˆ
dΩ1 Y
0
0 (Ω1)Y
−µ
1 (Ω1)Y
m
` (Ω1)× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ . (5.97)
Again, M˜(1)E1,fin encodes the full radial information due to the potential and the rest can be identified
with the usual spin/angular part, once one considers explicitly a final state s-wave.
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5.4.2 First order matrix elements containing the tensor term
The potential of the tensor contribution is given by
VT (~r ) =
1
m2
V
(2)
S12
(r)S12(rˆ) =
1
m2
CFαs
4r3
S12(rˆ) ≡ VS12(r)S12(rˆ) , (5.98)
where S12(rˆ) = 3(rˆ · ~σ1)(rˆ · ~σ2) − ~σ1 · ~σ2. The assumption of a trivial angular part of the potentials
holds for all of the involved operators, like ~L 2, ~S 2 or ~L · ~S, since initial and final states are eigenstates
of them. This is not the case for the tensor operator, S12(rˆ), that explicitly mixes states with ∆` = 2,
e.g. s-waves and d-waves or p-waves and f-waves.
The wave function of a given quarkonium state is an eigenfunction of the diagonal term of this admixture
with eigenvalue 22`(`+1)s(s+1)−3χLS−6χ
2
LS
(2`−1)(2`+3) , as shown, e.g., in Ref. [PPS16]. However, the off diagonal
terms contribute to the decay width, since here, in contrast to the spectrum, initial and final state are
inherently different. A general framework to incorporate off diagonal operators in quantum mechanical
perturbation theory is given in Ref. [KMS16]. In the following, we derive the matrix elements that are
relevant for our discussion of the E1 transition including the mentioned off diagonal contributions:
Given four commuting vectors A1, B1, C1 and D1, we can, following [VMK88] (Eq. (19) on page 67
therein), decompose the following irreducible tensor product of rank 0{
{A1⊗B1}2⊗{C1⊗D1}2
}
0
=
1√
5
{
1
2
(A · C)(B ·D)− 1
3
(A ·B)(C ·D) + 1
2
(A ·D)(B · C)
}
, (5.99)
where the subscript 2 indicates the tensor, the subscript 1 indicates the vector and the subscript 0
indicates the scalar nature of the objects under consideration. This allows us to decompose{
{rˆ ⊗ rˆ}2 ⊗ {~σ1 ⊗ ~σ2}2
}
0
=
1√
5
{
1
2
(rˆ · ~σ1)(rˆ · ~σ2)− 1
3
(rˆ · rˆ)(~σ1 · ~σ2) + 1
2
(rˆ · ~σ2)(rˆ · ~σ1)
}
(5.100)
=
1√
5
[
1
2
(~σ1 · rˆ)(~σ2 · rˆ)− 1
3
(~σ1 · ~σ2) + 1
2
(~σ1 · rˆ)(~σ2 · rˆ)
]
=
1√
5
[
(~σ1 · rˆ)(~σ2 · rˆ)− 1
3
(~σ1 · ~σ2)
]
=
1
3
√
5
[3(~σ1 · rˆ)(~σ2 · rˆ)− (~σ1 · ~σ2)]
=
1
3
√
5
S12 ,
and we can thus write the tensor operator as
S12 = 3
√
5
{
{rˆ ⊗ rˆ}2 ⊗ {~σ1 ⊗ ~σ2}2
}
0
. (5.101)
Therefore, we have a transition due to the operator S12 which has J = 0 (M = 0) and thus conserves
total angular momentum of the initial and final states. However, this operator is composed of a part
which acts as a tensor of rank 2 in coordinate-space and another part which acts as a tensor of rank 2
in spin-space.
Making use of the Eqs. (35) on page 65 and (29) on page 479 in [VMK88],
MJ · NJ = (−1)−J
√
2J + 1 {MJ ⊗NJ}0 , (5.102)
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and
〈j′1j′2j′m′|Pˆa(1) · Qˆa(2)|j1j2jm〉
= δjj′δmm′(−1)j+j1+j′2
{
j′1 j1 a
j2 j
′
2 j
}
〈j′1||Pˆa(1)||j1〉〈j′2||Qˆa(2)||j2〉 ,
(5.103)
we have
〈n′; `′; s′; J ′,m′|S12|n; `; s; J,m〉 (5.104)
= 〈n′; `′; s′; J ′,m′|3
√
5
{
{rˆ ⊗ rˆ}2 ⊗ {~σ1 ⊗ ~σ2}2
}
0
|n; `; s; J,m〉
= 3〈n′; `′; s′; J ′,m′| {rˆ ⊗ rˆ}2 · {~σ1 ⊗ ~σ2}2 |n; `; s; J,m〉
= 3δJJ ′δmm′(−1)J+`+s′
{
`′ ` 2
s s′ J
}
〈`′|| {rˆ ⊗ rˆ}2 ||`〉〈s′|| {~σ1 ⊗ ~σ2}2 ||s〉 .
Now, we need to compute the two reduced matrix elements of the expression above. This can be done
using the Wigner-Eckart theorem (c.f. Eq. (2) on page 475 of [VMK88]):
〈j′m′|Mkq|jm〉 = (−1)j′−m′
(
j′ k j
−m′ q m
)
〈j′||Mk||j〉
= (−1)2k Cj′m′jmkq
〈j′||Mk||j〉√
2j′ + 1
,
(5.105)
where Cj
′m′
jmkq is a Clebsch-Gordan coefficient. We thus have for the coordinate dependent reduced
matrix element
〈`′|| {rˆ ⊗ rˆ}2 ||`〉 = 〈`′||
√
(4pi)2!
(2 · 2 + 1)!! |rˆ|
2 Y q2 (Ω)||`〉 (5.106)
=
√
8pi
15
〈`′||Y q2 ||`〉
= (−1)−2·2
√
8pi(2`′ + 1)
15
[
C
`′m`′
`m2q
]−1 〈`′m`′ |Y q2 |`m`〉
=
√
8pi(2`′ + 1)
15
[
C
`′m`′
`m2q
]−1 ˆ
dΩY
m`′∗
`′ (Ω)Y
q
2 (Ω)Y
m`
` (Ω)
=
√
8pi(2`′ + 1)
15
[
C
`′m`′
`m2q
]−1√ 5(2`+ 1)
4pi(2`′ + 1)
C`
′0
`020C
`′m`′
`m`2q
=
√
2(2`+ 1)
3
C`
′0
`020 ,
and for the spin dependent reduced matrix element
〈s′||
{
σ
(1)
1 ⊗ σ(2)1
}
2
||s〉 = (−1)−2·2√2s′ + 1
[
C
s′ms′
sms2q
]−1 〈s′ms′ |{σ(1)1 ⊗ σ(2)1 }
2q
|sms〉
=
√
2s′ + 1
[
C
s′ms′
sms2q
]−1 〈s′ms′ |{σ(1)1 ⊗ σ(2)1 }
2q
|sms〉 ,
(5.107)
such that
〈s′1ms′1s′2ms′2 ; s′ms′ |
{
σ
(1)
1 ⊗ σ(2)1
}
2q
|s1ms1s2ms2 ; sms〉 = (5.108)
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= (−1)2·2
√
5(2s+ 1)C
s′ms′
sms2q

1 1 2
s′1 s′2 s′
s1 s2 s
 〈s′1||σ(1)1 ||s1〉〈s′2||σ(2)1 ||s2〉
=
√
5(2s+ 1)C
s′ms′
sms2q

1 1 2
s′1 s′2 s′
s1 s2 s
 〈s′1||2S(1)1 ||s1〉〈s′2||2S(2)1 ||s2〉
= 4
√
5(2s+ 1)C
s′ms′
sms2q

1 1 2
s′1 s′2 s′
s1 s2 s
 δs1s′1√s1(s1 + 1)(2s1 + 1)δs2s′2√s2(s2 + 1)(2s2 + 1)
= 6
√
5(2s+ 1)C
s′ms′
sms2q

1 1 2
1
2
1
2 s
′
1
2
1
2 s
 ,
where {3× 3} is a Wigner 9j-symbol (see Appendix B.1.8 on how to compute them). The final result
is then given by
〈n′; `′; s′; J ′,m′|S12|n; `; s; J,m〉 = 3δJJ ′δmm′(−1)j+`+s′
{
`′ ` 2
s s′ J
}
(5.109)
× (−1)`−2
√
2(2`+ 1)(2`′ + 1)
3
(
` 2 `′
0 0 0
)
× 6
√
5(2s+ 1)(2s′ + 1)

1 1 2
1
2
1
2 s
′
1
2
1
2 s

= δJJ ′δmm′(−1)3`+`′+2+J+s′−26
√
30
√
(2`+ 1)(2`′ + 1)(2s+ 1)(2s′ + 1)
×
{
`′ ` 2
s s′ J
}(
`′ 2 `
0 0 0
)
1 1 2
1
2
1
2 s
′
1
2
1
2 s

= δJJ ′δmm′(−1)`+`′+J+s′6
√
30
√
(2`+ 1)(2`′ + 1)(2s+ 1)(2s′ + 1)
×
{
`′ ` 2
s s′ J
}(
`′ 2 `
0 0 0
)
1 1 2
1
2
1
2 s
′
1
2
1
2 s

= δJJ ′δmm′δss′δs1(−1)J+s′2
√
30
√
(2`+ 1)(2`′ + 1)
{
`′ ` 2
1 1 J
}(
`′ 2 `
0 0 0
)
,
and the last line is because the Wigner 9j-symbol is only different from zero when s = s′ = 1. Thus the
correction to the initial state matrix element entering the decay width reads
M(1)E1,ini = 〈n′′; `′′; s′′; J ′′; γ|OE1|n; `; s; J ; 0〉(1) (5.110)
= 〈n′′; `′′; s′′; J ′′|OE1(~r2) 1
(En −H)′VT (~r1)|n; `; s; J ; 0〉 (5.111)
= −
ˆ
d3r1 d
3r2 Φ
∗
n′′`′′s′′J ′′(~r2)OE1(~r2)G(~r2, ~r1)VT (~r1)Φn`sJ(~r1) (5.112)
=
(
3δJJ ′δmm′(−1)J+`+s′
{
`′ ` 2
s s′ J
})
(5.113)
×
(
−
√
2
3
) ∑
m1,m`′ ,m`′′
(−1)−m`′′
√
3(2`′ + 1)(2`′′ + 1)
4pi
(
`′ 1 `′′
0 0 0
)(
`′ 1 `′′
m`′ m1 −m`′′
)
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× (−1)`−2
√
2(2`+ 1)(2`′ + 1)
3
(
` 2 `′
0 0 0
)
× 6
√
5(2s+ 1)(2s′ + 1)

1 1 2
1
2
1
2 s
′
1
2
1
2 s
× eˆr2 · 〈γ| ~E|0〉
× (−eeQ)
√
4pi
3
Nn`Nn′′`′′
4mr
λa
∞∑
s=0
s!
(s+ `′ + 1− λ)(s+ 2`′ + 1)!
×
ˆ ∞
0
dr1 r
2
1 VS12(r1)
(
2r1
λa
)`′
e−
2r1
2λaL2`
′+1
s
(
2r1
λa
) (
2r1
na
)`
e−
2r1
2naL2`+1n−`−1
(
2r1
na
)
×
ˆ ∞
0
dr2 r
3
2
(
2r2
λa
)`′
e−
2r2
2λaL2`
′+1
s
(
2r2
λa
) (
2r2
n′′a
)`′′
e−
2r2
2n′′aL2`
′′+1
n′′−`′′−1
(
2r2
n′′a
)
,
where the spin term fixes s = s′ = 1, the angular integral in r2 fixes `′ = 1 and m`′ = −m1 since
`′′ = m`′′ = 0. The correction to the final state reads
M(1)E1,fin = (1)〈n′′; `′′; s′′; J ′′; γ|OE1|n; `; s; J ; 0〉 (5.114)
= 〈n′′; `′′; s′′; J ′′|VT (~r2) 1
(En −H)′OE1(~r1)|n; `; s; J ; 0〉 (5.115)
= −
ˆ
d3r1 d
3r2 Φ
∗
n′′`′′s′′J ′′(~r2)VT (~r2)G(~r2, ~r1)OE1(~r1)Φn`sJ(~r1) (5.116)
=
(
3δJ ′J ′′δm′m′′(−1)J ′+`′+s′′
{
`′′ `′ 2
s′ s′′ J ′
})
(5.117)
×
(
−
√
2
3
) ∑
m1,m`,m`′
(−1)−m`′
√
3(2`+ 1)(2`′ + 1)
4pi
(
` 1 `′
0 0 0
)(
` 1 `′
m` m1 −m`′
)
× (−1)`′−2
√
2(2`′ + 1)(2`′′ + 1)
3
(
`′ 2 `′′
0 0 0
)
× 6
√
5(2s′ + 1)(2s′′ + 1)

1 1 2
1
2
1
2 s
′′
1
2
1
2 s
′
× eˆr1 · 〈γ| ~E|0〉
× (−eeQ)
√
4pi
3
Nn`Nn′′`′′
4mr
λa
∞∑
s=0
s!
(s+ `′ + 1− λ)(s+ 2`′ + 1)!
×
ˆ ∞
0
dr1 r
3
1
(
2r1
λa
)`′
e−
2r1
2λaL2`
′+1
s
(
2r1
λa
) (
2r1
na
)`
e−
2r1
2naL2`+1n−`−1
(
2r1
na
)
×
ˆ ∞
0
dr2 r
2
2 VS12(r2)
(
2r2
λa
)`′
e−
2r2
2λaL2`
′+1
s
(
2r2
λa
) (
2r2
n′′a
)`′′
e−
2r2
2n′′aL2`
′′+1
n′′−`′′−1
(
2r2
n′′a
)
,
where, again, the spin term fixes s′′ = s′ = 1, the angular integral in r2 fixes `′ = 2 but, contrary to the
initial state correction, there is no constraint on the projections, but the finite sum over them can be
performed analytically.
One may again define radial matrix elements M˜(1)E1 by simply dividing the above results by the known
constant angular/spin factor. This is done in order to be able to compare the numerical results below
in Chapter 6.
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n3PJ n
′3S1r · EemδVs
Figure 4.2: Perturbation theory in diagramati form for E1 transitions, the upper line
orresponds to rst order perturbation theory, i.e. A(1) and A(2), the lower line to seond
order, i.e. A(20), A(02) and A(11).
The relevant orretion to the oupling onstant αVS−αs = d1α2s+d2α3s for the potential
at O(1/m0) is given in appendix D.1. The expression δ(3)(r)logn r is not dened and has
to be replaed by the Fourier transform aording to [34℄
δ(3)(r)logn 1/r −→
Z
d3k
(2π)3 e
ik·r
log
n k . (4.73)
However, at the moment we do not fae this problem, sine we will evaluate αs(1/r) at
a xed sale µ for the subleading potentials.
E1 transitions
One has to onsider orretions of the initial and of the nal state. Applying the
seletion rules in rst order perturbation theory they read for the deay proess n3PJ →
n′3S1γ
A(1) =− (0)hn′3S1(P,λ′)γ|
Z
d3RL(0)E1 |n3PJ(0,λ)i(1)
∼
X
m6=n,λ′′,J ′
(0)hm3PJ ′(0,λ′′)|δVS |n3PJ(0,λ)i(0)
E
(0)
n,1 − E
(0)
m,1
A(0)(m3PJ(λ′′)→ n′3S1(λ′)γ)
(4.74)
for the orretion of the inoming wave-funtion and
A(2) =− (1)hn′3S1(P,λ′)γ(k,σ)|
Z
d3RL(0)E1 |n3PJ(0,λ)i(0)
=
X
m6=n′,λ′′
(0)hn′3S1(P,λ′)|δVS |m3S1(P,λ′′)i(0)
E
(0)
n′,0 − E
(0)
m,0
A(0)(n3PJ(λ)→ m3S1(λ′′)γ)
+
X
m,λ′′,J ′
(0)hn′3S1(P,λ′)|δVS |m3DJ ′(P,λ′′)i(0)
E
(0)
n′,0 −E
(0)
m,2
A(0)(n3PJ(λ)→ m3DJ ′(λ′′)γ)
(4.75)
Figure 5.3: Diagrammatic seco d order corrections to the initial and final state ent ring the E1 decay
width, taken from [Pie11]. The first and the second diagram show a second order correction to the initial
and final state, respectively and the third diagram shows a first order correction to initial and final state.
5.5 Second order wave function corrections to the decay width
The diagrams contributing to the second order correction of the decay width are depicted in Fig. 5.3,
where either the initial or the final state receives a second order correction or initial and final state
receive a first order correction simultaneously.
The resulting matrix elements are thus given by
M(2)E1,ini,ini = 〈n′; `′; s′; J ′; γ|OE1|n; `; s; J ; 0〉(2) , (5.118)
M(2)E1,fin,fin = (2)〈n′; `′; s′; J ′; γ|OE1|n; `; s; J ; 0〉 , (5.119)
M(2)E1,ini,fin = (1)〈n′; `′; s′; J ′; γ|OE1|n; `; s; J ; 0〉(1) , (5.120)
and can be computed, using Eq. (3.85), yielding for the first matrix element
M(2)E1,ini,ini = 〈n′; `′; s′; J ′; γ|OE1(~r3)
1
(En −H)′V
′(r2)
1
(En −H)′V (r1)|n; `; s; J ; 0〉 (5.121)
− 〈n; `; s; J |V ′(r)|n; `; s; J〉〈n′; `′; s′; J ′; γ|OE1(~r3) 1
(En −H)′1(~r2)
1
(En −H)′V (r1 |n; `; s; J ; 0〉
− 1
2
〈n′; `′; s′; J ′; γ|OE1(~r )|n; `; s; J ; 0〉〈n; `; s; J |V ′(r3) 1
(En −H)′1(~r2)
1
(En −H)′V (r1)|n; `; s; J〉
= (−1)2
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)OE1(~r3)G(~r3, ~r2)V ′(r2)G(~r2, ~r1)V (r1)ψn`(~r1)χ∗s′J ′χsJ (5.122)
− 〈n; `; s; J |V ′(r)|n; `; s; J〉
× (−1)2
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)OE1(~r3)G(~r3, ~r2)G(~r2, ~r1)V (r1)ψn`(~r1)χ∗s′J ′χsJ
− 1
2
〈n′; `′; s′; J ′; γ|OE1(~r )|n; `; s; J ; 0〉
× (−1)2
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G(~r3, ~r2)G(~r2, ~r1)V (r1)ψn`(~r1)χ∗s′J ′χsJ
=
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)OE1(~r3)G(~r3, ~r2)V ′(r2)G(~r2, ~r1)V (r1)ψn`(~r1)χ∗s′J ′χsJ (5.123)
− 〈n; `; s; J |V ′(r)|n; `; s; J〉
×
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)OE1(~r3)G(~r3, ~r2)G(~r2, ~r1)V (r1)ψn`(~r1)χ∗s′J ′χsJ .
The last identity holds, because
〈n′; `′; s′; J ′; γ|OE1(~r )|n; `; s; J ; 0〉 (5.124)
×
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G(~r3, ~r2)G(~r2, ~r1)V (r1)ψn`(~r1)χ∗s′J ′χsJ
∝ 〈n′; `′; s′; J ′; γ|OE1(~r )|n; `; s; J ; 0〉 (5.125)
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×
ˆ
dΩ1 Y
M∗
L (Ω1)Y
m
` (Ω1)
ˆ
dΩ2 Y
M ′∗
L′ (Ω2)Y
M
L (Ω2)
ˆ
dΩ3 Y
m′∗
`′ (Ω3)Y
M ′
L′ (Ω3)
∝ 〈n′; `′; s′; J ′; γ|OE1(~r )|n; `; s; J ; 0〉δL`δMmδL′LδM ′Mδ`′L′δm′M ′ (5.126)
= 〈n′; `; s′; J ′; γ|OE1(~r )|n; `; s; J ; 0〉 = 0 , (5.127)
and thus this contribution vanishes exactly, since the electric dipole operator changes the orbital angular
momentum by one unit. We therefore have
M(2)E1,ini,ini = eeQ
√
4pi
3
(
4mr
a
)2
Nn′`′Nn`
∞∑
L=0
L∑
M=−L
∞∑
s=0
∞∑
L′=0
L′∑
M ′=−L′
∞∑
s′=0
(5.128)
× s!
λ(s+ L+ 1− λ)(s+ 2L+ 1)!
s′!
λ′(s′ + L′ + 1− λ′)(s′ + 2L′ + 1)!
×
ˆ
dr1 r
2
1V (r1)ρ
`
n,1e
− 1
2
ρn,1L2`+1n−`−1(ρn,1)ρ
L
λ,1e
− 1
2
ρλ,1L2L+1s (ρλ,1)
×
ˆ
dr2 r
2
2V
′(r2)ρLλ,2e
− 1
2
ρλ,2L2L+1s (ρλ,2)ρ
L′
λ′,2e
− 1
2
ρλ′,2L2L
′+1
s′ (ρλ′,2)
×
ˆ
dr3 r
3
3ρ
`′
n′,3e
− 1
2
ρn′,3L2`
′+1
n′−`′−1(ρn′,3)ρ
L′
λ′,3e
− 1
2
ρλ′,3L2L
′+1
s′ (ρλ′,3)
×
ˆ
dΩ1 Y
M∗
L (Ω1)Y
m
` (Ω1)
ˆ
dΩ2 Y
M ′∗
L′ (Ω2)Y
M
L (Ω2)
×
1∑
µ=−1
ˆ
dΩ3 Y
m′∗
`′ (Ω3)Y
µ∗
1 (Ω3)Y
M ′
L′ (Ω3)
× eˆr3 · 〈γ| ~E|0〉χ∗s′J ′χsJ
− 〈n; `; s; J |V ′(r)|n; `; s; J〉 eeQ
√
4pi
3
(
4mr
a
)2
Nn′`′Nn`
∞∑
L=0
L∑
M=−L
∞∑
s=0
∞∑
L′=0
L′∑
M ′=−L′
∞∑
s′=0
× s!
λ(s+ L+ 1− λ)(s+ 2L+ 1)!
s′!
λ′(s′ + L′ + 1− λ′)(s′ + 2L′ + 1)!
×
ˆ
dr1 r
2
1V (r1)ρ
`
n,1e
− 1
2
ρn,1L2`+1n−`−1(ρn,1)ρ
L
λ,1e
− 1
2
ρλ,1L2L+1s (ρλ,1)
×
ˆ
dr2 r
2
2V
′(r2)ρLλ,2e
− 1
2
ρλ,2L2L+1s (ρλ,2)ρ
L′
λ′,2e
− 1
2
ρλ′,2L2L
′+1
s′ (ρλ′,2)
×
ˆ
dr3 r
3
3ρ
`′
n′,3e
− 1
2
ρn′,3L2`
′+1
n′−`′−1(ρn′,3)ρ
L′
λ′,3e
− 1
2
ρλ′,3L2L
′+1
s′ (ρλ′,3)
×
ˆ
dΩ1 Y
M∗
L (Ω1)Y
m
` (Ω1)
ˆ
dΩ2 Y
M ′∗
L′ (Ω2)Y
M
L (Ω2)
×
1∑
µ=−1
ˆ
dΩ3 Y
m′∗
`′ (Ω3)Y
µ∗
1 (Ω3)Y
M ′
L′ (Ω3)
× eˆr3 · 〈γ| ~E|0〉χ∗s′J ′χsJ
= eeQ
√
4pi
3
(
4mr
a
)2
Nn′`′Nn`
∞∑
s=0
∞∑
s′=0
(5.129)
× s!
λ(s+ `+ 1− λ)(s+ 2`+ 1)!
s′!
λ′(s′ + `+ 1− λ′)(s′ + 2`+ 1)!
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×
ˆ
dr1 r
2
1V (r1)ρ
`
n,1ρ
`
λ,1e
− 1
2
ρn,1e−
1
2
ρλ,1L2`+1n−`−1(ρn,1)L
2`+1
s (ρλ,1)
×
[ ˆ
dr2 r
2
2V
′(r2)ρ`λ,2ρ
`
λ′,2e
− 1
2
ρλ,2e−
1
2
ρλ′,2L2`+1s (ρλ,2)L
2`+1
s′ (ρλ′,2)
− 〈n, `, s, j|V ′(r)|n, `, s, j〉
ˆ
dr2 r
2
2ρ
`
λ,2ρ
`
λ′,2e
− 1
2
ρλ,2e−
1
2
ρλ′,2L2`+1s (ρλ,2)L
2`+1
s′ (ρλ′,2)
]
×
ˆ
dr3 r
3
3ρ
`′
n′,3ρ
`
λ′,3e
− 1
2
ρn′,3e−
1
2
ρλ′,3L2`
′+1
n′−`′−1(ρn′,3)L
2`+1
s′ (ρλ′,3)
×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ3 Y
−m′
`′ (Ω3)Y
−µ
1 (Ω3)Y
m
` (Ω3)
× eˆr3 · 〈γ| ~E|0〉χ∗s′J ′χsJ
≡ eeQM˜(2)E1,ini,ini ×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ3 Y
−m′
`′ (Ω3)Y
−µ
1 (Ω3)Y
m
` (Ω3)× eˆr3 · 〈γ| ~E|0〉χ∗s′J ′χsJ ,
(5.130)
where M˜(2)E1,ini,ini encodes all the relevant corrections due to the potentials V1 and V2. Splitting the
sums in s and s′ into finite and divergent parts yields four combinatorial possibilities
× s′ 6= n− `− 1 s′ = n− `− 1
s 6= n− `− 1 λ = n, λ′ = n λ = n, λ′ = n√
1−′
s = n− `− 1 λ = n√
1− , λ
′ = n λ = n√
1− , λ
′ = n√
1−′
(5.131)
that need to be treated such that the divergence cancellation is ensured. We demonstrate the divergence
cancellation in Appendix B.4. It is important to notice that λ and λ′ are chosen to be proportional
to n and not to n′, since the correction only affects the initial state. This is also reflected by how
the angular momentum quantum numbers are fixed by the orthonormality of the spherical harmonics,
setting L = L′ = `.
The matrix element associated with the second diagram is given by
M(2)E1,fin,fin = 〈n′; `′; s′; J ′; γ|V ′(~r3)
1
(En′ −H)′V (~r2)
1
(En′ −H)′OE1(~r1)|n; `; s; J ; 0〉 (5.132)
− 〈n′; `′; s′; J ′|V (r)|n′; `′; s′; J ′〉〈n′; `′; s′; J ′; γ|V ′(~r3) 1
(En −H)′1(~r2)
1
(En −H)′OE1(r1)|n; `; s; J ; 0〉
= (−1)2
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G(~r3, ~r2)V (~r2)G(~r2, ~r1)OE1(~r1)ψn`(~r1)χ∗s′J ′χsJ (5.133)
− 〈n′; `′; s′; J ′|V (r)|n′; `′; s′; J ′〉
× (−1)2
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G(~r3, ~r2)G(~r2, ~r1)OE1(~r1)ψn`(~r1)χ∗s′J ′χsJ
= eeQ
√
4pi
3
(
4mr
a
)2
Nn′`′Nn`
∞∑
L=0
L∑
M=−L
∞∑
s=0
∞∑
L′=0
L′∑
M ′=−L′
∞∑
s′=0
(5.134)
× s!
λ(s+ L+ 1− λ)(s+ 2L+ 1)!
s′!
λ′(s′ + L′ + 1− λ′)(s′ + 2L′ + 1)!
×
ˆ
dr1 r
3
1ρ
`
n,1e
− 1
2
ρn,1L2`+1n−`−1(ρn,1)ρ
L
λ,1e
− 1
2
ρλ,1L2L+1s (ρλ,1)
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×
[ˆ
dr2 r
2
2V (r2)ρ
L
λ,2e
− 1
2
ρλ,2L2L+1s (ρλ,2)ρ
L′
λ′,2e
− 1
2
ρλ′,2L2L
′+1
s′ (ρλ′,2)
− 〈n′, `′, s′, j′|V (r)|n′, `′, s′, j′〉
ˆ
dr2 r
2
2ρ
L
λ,2e
− 1
2
ρλ,2L2L+1s (ρλ,2)ρ
L′
λ′,2e
− 1
2
ρλ′,2L2L
′+1
s′ (ρλ′,2)
]
×
ˆ
dr3 r
2
3V
′(r3)ρ`
′
n′,3e
− 1
2
ρn′,3L2`
′+1
n′−`′−1(ρn′,3)ρ
L′
λ′,3e
− 1
2
ρλ′,3L2L
′+1
s′ (ρλ′,3)
×
1∑
µ=−1
ˆ
dΩ1 Y
M∗
L (Ω1)Y
µ∗
1 (Ω1)Y
m
` (Ω1)
×
ˆ
dΩ2 Y
M ′∗
L′ (Ω2)Y
M
L (Ω2)
ˆ
dΩ3 Y
m′∗
`′ (Ω3)Y
M ′
L′ (Ω3)
× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ
= eeQ
√
4pi
3
(
4mr
a
)2
Nn′`′Nn`
∞∑
s=0
∞∑
s′=0
(5.135)
× s!
λ(s+ `′ + 1− λ)(s+ 2`′ + 1)!
s′!
λ′(s′ + `′ + 1− λ′)(s′ + 2`′ + 1)!
×
ˆ
dr1 r
3
1ρ
`
n,1ρ
`′
λ,1e
− 1
2
ρn,1e−
1
2
ρλ,1L2`+1n−`−1(ρn,1)L
2`′+1
s (ρλ,1)
×
[ˆ
dr2 r
2
2V (r2)ρ
`′
λ,2ρ
`′
λ′,2e
− 1
2
ρλ,2e−
1
2
ρλ′,2L2`
′+1
s (ρλ,2)L
2`′+1
s′ (ρλ′,2)
− 〈n′, `′, s′, j′|V (r)|n′, `′, s′, j′〉
ˆ
dr2 r
2
2ρ
`′
λ,2ρ
`′
λ′,2e
− 1
2
ρλ,2e−
1
2
ρλ′,2L2`
′+1
s (ρλ,2)L
2`′+1
s′ (ρλ′,2)
]
×
ˆ
dr3 r
2
3V
′(r3)ρ`
′
n′,3ρ
`′
λ′,3e
− 1
2
ρn′,3e−
1
2
ρλ′,3L2`
′+1
n′−`′−1(ρn′,3)L
2`′+1
s′ (ρλ′,3)
×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ1 Y
−m′
`′ (Ω1)Y
−µ
1 (Ω1)Y
m
` (Ω1)
× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ
≡ eeQM˜(2)E1,fin,fin ×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ1 Y
−m′
`′ (Ω1)Y
−µ
1 (Ω1)Y
m
` (Ω1)× eˆr1 · 〈γ| ~E|0〉χ∗s′J ′χsJ ,
(5.136)
and the four combinatorial possibilities are
× s′ 6= n′ − `′ − 1 s′ = n′ − `′ − 1
s 6= n′ − `′ − 1 λ = n′, λ′ = n′ λ = n′, λ′ = n′√
1−′
s = n′ − `′ − 1 λ = n′√
1− , λ
′ = n′ λ = n
′√
1− , λ
′ = n
′√
1−′
(5.137)
where now λ and λ′ are proportional to n′, since the correction affects the final state only.
Finally, the third matrix element only involves first order corrections to each of the states and is thus
given by
M(2)E1,ini,fin = 〈n′; `′; s′; J ′; γ|V ′(~r3)
1
(En′ −H)′OE1(~r2)
1
(En −H)′V (~r1)|n; `; s; J ; 0〉 (5.138)
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= (−1)2
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G(~r3, ~r2)OE1(~r2)G(~r2, ~r1)V (~r1)ψn`(~r1)χ∗s′J ′χsJ (5.139)
= eeQ
√
4pi
3
(
4mr
a
)2
Nn′`′Nn`
∞∑
L=0
L∑
M=−L
∞∑
s=0
∞∑
L′=0
L′∑
M ′=−L′
∞∑
s′=0
(5.140)
× s!
λ(s+ L+ 1− λ)(s+ 2L+ 1)!
s′!
λ′(s′ + L′ + 1− λ′)(s′ + 2L′ + 1)!
×
ˆ
dr1 r
2
1V (r1)ρ
`
n,1e
− 1
2
ρn,1L2`+1n−`−1(ρn,1)ρ
L
λ,1e
− 1
2
ρλ,1L2L+1s (ρλ,1)
×
ˆ
dr2 r
3
2ρ
L
λ,2e
− 1
2
ρλ,2L2L+1s (ρλ,2)ρ
L′
λ′,2e
− 1
2
ρλ′,2L2L
′+1
s′ (ρλ′,2)
×
ˆ
dr3 r
2
3V
′(r3)ρ`
′
n′,3e
− 1
2
ρn′,3L2`
′+1
n′−`′−1(ρn′,3)ρ
L′
λ′,3e
− 1
2
ρλ′,3L2L
′+1
s′ (ρλ′,3)
×
ˆ
dΩ1 Y
M∗
L (Ω1)Y
m
` (Ω1)
×
1∑
µ=−1
ˆ
dΩ2 Y
M ′∗
L′ (Ω2)Y
µ∗
1 (Ω2)Y
M
L (Ω2)
×
ˆ
dΩ3 Y
m′∗
`′ (Ω3)Y
M ′
L′ (Ω3)
× eˆr2 · 〈γ| ~E|0〉χ∗s′J ′χsJ
= eeQ
√
4pi
3
(
4mr
a
)2
Nn′`′Nn`
∞∑
s=0
∞∑
s′=0
(5.141)
× s!
λ(s+ `+ 1− λ)(s+ 2`+ 1)!
s′!
λ′(s′ + `′ + 1− λ′)(s′ + 2`′ + 1)!
×
ˆ
dr1 r
2
1V (r1)ρ
`
n,1ρ
`
λ,1e
− 1
2
ρn,1e−
1
2
ρλ,1L2`+1n−`−1(ρn,1)L
2`+1
s (ρλ,1)
×
ˆ
dr2 r
3
2ρ
`
λ,2ρ
`′
λ′,2e
− 1
2
ρλ,2e−
1
2
ρλ′,2L2`+1s (ρλ,2)L
2`′+1
s′ (ρλ′,2)
×
ˆ
dr3 r
2
3V
′(r3)ρ`
′
n′,3ρ
`′
λ′,3e
− 1
2
ρn′,3e−
1
2
ρλ′,3L2`
′+1
n′−`′−1(ρn′,3)L
2`′+1
s′ (ρλ′,3)
×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ2 Y
−m′
`′ (Ω2)Y
−µ
1 (Ω2)Y
m
` (Ω2)
× eˆr2 · 〈γ| ~E|0〉χ∗s′J ′χsJ
≡ eeQM˜(2)E1,ini,fin ×
1∑
µ=−1
(−1)m′+µ
ˆ
dΩ2 Y
−m′
`′ (Ω2)Y
−µ
1 (Ω2)Y
m
` (Ω2)× eˆr2 · 〈γ| ~E|0〉χ∗s′J ′χsJ ,
(5.142)
and the four combinatorial possibilities are
× s′ 6= n′ − `′ − 1 s′ = n′ − `′ − 1
s 6= n− `− 1 λ = n, λ′ = n′ λ = n, λ′ = n′√
1−′
s = n− `− 1 λ = n√
1− , λ
′ = n′ λ = n√
1− , λ
′ = n
′√
1−′
(5.143)
where now λ and λ′ are proportional to n and n′, respectively, since each state is affected by one
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n3PJ n′3S1
δZn3PJ
2 n3PJ n
′3S1
δZn′3S1
2
eeQr · Eem eeQr · Eem
1a 1b
n3PJ
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2
eeQr ·Eem
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FIG. 8: Color-octet contributions to the E1 transition n3PJ → n′ 3S1 γ for weakly-coupled states.
The double line stands for an intermediate octet state.
where the Wilson line in the adjoint representation is
φ(t, 0)adjab =



e
−ig
Z t
0
dt′A0(R, t
′)adj



ab
, (104)
and h
(0)
O ≡ −∇2r/m+ V
(0)
O . Deriving the self energy with respect to the energy provides the
state normalization
δZH(λ) =
∂δEH(λ)
∂E(0)H
=
1
6
Z ∞
0
dt t hvac|gEa i(R, t)φ(t, 0)adjab gEb i(R, 0)|vaci
×(0)hH(0, λ)|rje−i(h(0)O −E(0)H )trj|H(0, λ)i(0) . (105)
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Figure 5.4: Color-octet contributions to the E1 transition n 3PJ → n′ 3S1 + γ for weakly-coupled states.
The double lines represent intermediate octet states and the curly lines represent ultra soft gluons. Taken
from[BPV12].
correction independently.
This final result gives us all the formulae needed in order to compute the E1 decay width up to NNLO,
O(mα6s), in pNRQCD at weak coupling for a p-wave to s-wave transition.
5.6 Non-perturbative color octet contributions to the decay width
Apart from the perturbative analysis performed until now, there are also additional non-perturbative
contributions to the electric dipole decay width.6 A diagrammatic representation of those contributions
is presented in Fig. 5.4. In the case of magnet dipole transitions all of these contributions vanish, since
the magnetic dipole operator is independent of r and commutes with the kinetic energy [BJV06, BPV12].
They are corrections due to higher order Fock states and steam from the coupling of either the initial
or the final quarkonium states to low-energy degrees of freedom. The lowest higher order Fock state
consists of an ultra-soft gluon and a quarkonium in a color-octet configuration. Thus, the electric
dipole operator may now additionally couple to the quark-antiquark octet state in the Lagrangian (3.5),
explicitly through terms like
LpNRQCD 3 VA(r) tr{O†g~r · ~ES + S†g~r · ~EO} . (5.144)
The first two diagrams (1a and 1b) of Fig. 5.4 correspond to the renormalization 12(δZn 3PJ + δZn′ 3S1) of
the initial and final states. Diagram 2 depicts the coupling of an intermediate octet state to the initial
p-wave quarkonium state and diagram 3a depicts the same situation for the final s-wave quarkonium
state. In diagram 3b the intermediate octet state couples an intermediate d-wave color singlet to the
final state s-wave quarkonium. Note further that in all of the diagrams, 2, 3a, and 3b, the intermediate
6An overview, including the formulas we will use below, may be found in Ref. [BPV12].
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color singlet quarkonium state has the principal quantum number m, which may different from the
initial n or final n′ principal quantum number. In this three cases the photon is radiated from the color
singlet initial or final state quarkonium, whereas in diagram 4 the intermediate octet state radiates the
photon according to Eq. (5.144).
The matrix elements [BPV12], corresponding to Fig. 5.4 are given by
Mfig. 5.4, 1
n 3PJ→n′ 3S1+γ =
M(0)
n 3PJ→n′ 3S1+γ
12
∞ˆ
0
dt t 〈vac|gEa i(~R, t)φ(t, 0)adjab gEb i(~R, 0)|vac〉
×
[
(0)〈n 3PJ |rje−i(H
(0)
o −E(0)n1 )trj |n 3PJ〉(0) + (0)〈n′ 3S1|rje−i(H
(0)
o −E(0)n′0)trj |n′ 3S1〉(0)
]
,
(5.145)
Mfig. 5.4, 2
n 3PJ→n′ 3S1+γ = −
i
6
∑
m6=n
M(0)
m 3PJ→n′ 3S1+γ
E
(0)
n1 − E(0)m1
∞ˆ
0
dt 〈vac|gEa i(~R, t)φ(t, 0)adjab gEb i(~R, 0)|vac〉
× (0)〈m 3PJ |rje−i(H
(0)
o −E(0)n1 )trj |n 3PJ〉(0) ,
(5.146)
Mfig. 5.4, 3a
n 3PJ→n′ 3S1+γ = −
i
6
∑
m6=n′
M(0)
n 3PJ→m 3S1+γ
E
(0)
n′0 − E(0)m0
∞ˆ
0
dt 〈vac|gEa i(~R, t)φ(t, 0)adjab gEb i(~R, 0)|vac〉
× (0)〈n′ 3S1|rje−i(H
(0)
o −E(0)n′0)trj |m 3S1〉(0) ,
(5.147)
Mfig. 5.4, 3b
n 3PJ→n′ 3S1+γ = 0 , (5.148)
Mfig. 5.4, 4
n 3PJ→n′ 3S1+γ = −
i
6
∞ˆ
0
dt
tˆ
0
dt′ 〈vac|gEa i(~R, t)φ(t, 0)adjab gEb i(~R, 0)|vac〉
× (0)〈n′ 3S1|rje−i(H
(0)
o −E(0)n′0)(t−t′) eeQkγ ~ ∗(σ) · ~r e−i(H
(0)
o −E(0)n1 )t′rj |n 3PJ〉(0) ,
(5.149)
whereMfig. 5.4, 3b
n 3PJ→n′ 3S1+γ vanishes, since the scalar r
j e−i(H
(0)
o −E(0)n′0)t rj cannot change the orbital angular
momentum. The vacuum state |vac〉 contains no heavy quarks and only ultra soft gluons. The Wilson
line in the adjoint representation is given by
φ(t, 0)adjab =
exp
−ig tˆ
0
dt′A0(~R, t′)adj

ab
, (5.150)
and the leading order octet Hamiltonian is H(0)o = −∇
2
r
m + V
(0)
o with V
(0)
o =
1
2Nc
αs
r [BPSV05].
We consider E  ΛQCD which implies that the chromo-electric correlator reduces to the two gluon
condensate and all of the above terms contribute. However, we just consider the renormalization to
the states here. The renormalization is related to the self-energy of a generic state H, which was first
derived in [BPSV00]. The self-energy is - up to a factor of 1NC that has been reabsorbed into the
normalization of the vacuum - given by
δEH(λ) = −
i
6
∞ˆ
0
dt 〈vac|gEa i(~R, t)φ(t, 0)adjab gEb i(~R, 0)|vac〉
× (0)〈H(~0, λ)|rje−i(H(0)o −E(0)H )trj |H(~0, λ)〉(0) .
(5.151)
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The normalization of the state is given by the derivative of the self-energy with respect to the energy,
hence by
δZH(λ) =
∂δEH(λ)
∂E
(0)
H
=
1
6
∞ˆ
0
dt t 〈vac|gEa i(~R, t)φ(t, 0)adjab gEb i(~R, 0)|vac〉
× (0)〈H(~0, λ)|rje−i(H(0)o −E(0)H )trj |H(~0, λ)〉(0) .
(5.152)
In order to incorporate the contribution to the normalization of the states, we use that7
∞ˆ
0
dt e−iAt =
−i
A
, for Im[A] < 0 . (5.153)
We furthermore assume that the chromo-electric condensate is given by a local condensate, hence
〈vac|gEa i(~R, t)φ(t, 0)adjab gEb i(~R, 0)|vac〉 ' 〈vac|g2Ea iδabEb i|vac〉 = 〈vac|g2E2|vac〉 . (5.154)
This is equivalent to taking the limit t→ 0 in Eq. (5.150), which then evaluates to φ(t, 0)adjab
t→0−→ δab,
and the assumption is valid as long as E & ΛQCD. We thus may approximate the self-energy (5.151) by
δEH(λ) ' −
i
6
〈vac|g2Ea iδabEb i|vac〉
∞ˆ
0
dt (0)〈H(~0, λ)|re−i(H(0)o −E(0)H )tr|H(~0, λ)〉(0)
= −1
6
〈vac|g2Ea iδabEb i|vac〉 (0)〈H(~0, λ)|r 1
(H
(0)
o − E(0)H )
r|H(~0, λ)〉(0) .
(5.155)
The normalization of the state, Eq. (5.152), is then given by
δZH(λ) ' −
1
6
〈vac|g2Ea iδabEb i|vac〉 ∂
∂E
(0)
H
(0)〈H(~0, λ)|r 1(
H
(0)
o − E(0)H
)r|H(~0, λ)〉(0) (5.156)
= −1
6
〈vac|g2Ea iδabEb i|vac〉 (0)〈H(~0, λ)|r 1(
H
(0)
o − E(0)H
)2 r|H(~0, λ)〉(0)
= −1
6
〈vac|g2Ea iδabEb i|vac〉 (0)〈H(~0, λ)|r 1(
H
(0)
o − E(0)H
)1 1(
H
(0)
o − E(0)H
)r|H(~0, λ)〉(0) ,
and thus the contributions of diagram 1a and 1b of Fig. 5.4 to the matrix element (5.145) read
Mfig. 8, 1
n 3PJ→n′ 3S1+γ 'M
(0)
n 3PJ→n′ 3S1+γ
1
2
(
−1
6
)
〈vac|g2Ea iδabEb i|vac〉 (5.157)
×
[
(0)〈n 3PJ |r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|n 3PJ〉(0)
+ (0)〈n′ 3S1|r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|n′ 3S1〉(0)
]
,
7In this context A = lim
→0
(H
(0)
o − E(0)H − i), such that Im[A]< 0 and the integral converges.
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where the additional factor of 12 is due to the definition of
δZH(λ)
2 in the respective diagrams.
The object 1
(H
(0)
o −E(0)H )
is the octet Coulomb Green function which is given by [Vol82]
Go(~r1, ~r2;E) =
∞∑
`′=0
(2`′ + 1)P`′(rˆ1 · rˆ2)G`′,o(r1, r2;E) , (5.158)
where
G`′,o(r1, r2;E) =
mk
2pi
(2kr1)
`′(2kr2)
`′e−k(r1+r2)
∞∑
s=0
L2`
′+1
s (2kr1)L
2`′+1
s (2kr2) s!
(s+ `′ + 1 + mαs2·2Nck )[(s+ 2`
′ + 1)!]
, (5.159)
and the energy is defined as
E = −k
2
m
= −mrC
2
Fα
2
s
2n2
⇒ k = mrCFαs
n
=
1
na
. (5.160)
We thus have
Go(~r1, ~r2;E) =
4pimk
2pi
∞∑
`′=0
∞∑
s=0
s!
(s+ `′ + 1 + mαs2·2Nck )[(s+ 2`
′ + 1)!]
(5.161)
× (2kr1)`′e−kr1L2`′+1s (2kr1)(2kr2)`
′
e−kr2L2`
′+1
s (2kr2)
×
`′∑
m′=−`′
Y m
′∗
`′ (Ω1)Y
m′
`′ (Ω2)
=
4mr
na
∞∑
`′=0
∞∑
s=0
s!
(s+ `′ + 1 + n2NcCF )[(s+ 2`
′ + 1)!]
(5.162)
×
(
2r1
na
)`′
e−
1
na
r1L2`
′+1
s
(
2r1
na
) (
2r2
na
)`′
e−
1
na
r2L2`
′+1
s
(
2r2
na
)
×
`′∑
m′=−`′
Y m
′∗
`′ (Ω1)Y
m′
`′ (Ω2) ,
which is exactly the singlet Coulomb Green function, except for the denominator that reads in the
singlet case (s+ `′ + 1− λ) and got replaced by (s+ `′ + 1 + n2NcCF ) in the octet case. This amounts to
the change of the variable λ→ − n2NcCF , that explicitly takes care of the change in the potential of the
Hamiltonian, going from a attractive one ∝ −CF in the singlet case to a repulsive one ∝ + 12Nc in the
octet case. This change in sign also cures the divergence for one particular value of s that is present in
the singlet case, such that we do not need the prescription using λ but can directly use n.
The matrix element we need to compute then takes the following form, where we again use the
dimensionless parameter ρi = 2rina ,
(0)〈n; `|r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|n; `〉(0) (5.163)
=
ˆ
d3r1d
3r2d
3r3 ψ
∗
n`(~r3)r3Go(~r3, ~r2;E)Go(~r2, ~r1;E)r1ψn`(~r1) (5.164)
=
(
4mr
na
)2
N2n`
∞∑
`′=0
∞∑
`′′=0
∞∑
s=0
∞∑
s′=0
s!
(s+ `′ + 1 + n2NcCF )[(s+ 2`
′ + 1)!]
(5.165)
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× s
′!
(s′ + `′′ + 1 + n2NcCF )[(s
′ + 2`′′ + 1)!]
×
ˆ
dr1 r
3
1ρ
`
1e
− 1
2
ρ1L2`+1n−`−1 (ρ1) ρ
`′
1 e
− 1
2
ρ1L2`
′+1
s (ρ1)
×
ˆ
dr2 r
2
2ρ
`′
2 e
− 1
2
ρ2L2`
′+1
s (ρ2) ρ
`′′
2 e
− 1
2
ρ2L2`
′′+1
s′ (ρ2)
×
ˆ
dr3 r
3
3ρ
`′′
3 e
− 1
2
ρ3L2`
′′+1
s′ (ρ3) ρ
`
3e
− 1
2
ρ3L2`+1n−`−1 (ρ3)
×
`′∑
m′=−`′
`′′∑
m′′=−`′′
ˆ
dΩ1Y
m′∗
`′ (Ω1)Y
m
` (Ω1)
ˆ
dΩ2Y
m′′∗
`′′ (Ω2)Y
m′
`′ (Ω2)
ˆ
dΩ3Y
m∗
` (Ω3)Y
m′′
`′′ (Ω3)
=
(
4mr
na
)2
N2n`
(na
2
)11 ∞∑
s=0
∞∑
s′=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(5.166)
× s
′!
(s′ + `+ 1 + n2NcCF )[(s
′ + 2`+ 1)!]
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ2 ρ
2+2`
2 e
−ρ2L2`+1s (ρ2)L
2`+1
s′ (ρ2)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s′ (ρ3)L
2`+1
n−`−1 (ρ3)
=
(
4mr
na
)2
N2n`
(na
2
)11
(5.167)
×
{[ 2∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ 1 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(3− s)[(s)!]
Γ(3)
Γ(4− n+ `)
]
−
[ 2∑
s=1
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(4− s)[(s− 1)!]
Γ(3)
Γ(4− n+ `)
]
−
[ 1∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 2 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(2− s)[(s+ 1)!]
Γ(3)
Γ(4− n+ `)
]
+
[ 2∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 1 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(3− s)[(s)!]
Γ(3)
Γ(4− n+ `)
]}
.
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The derivation of the final form, Eq. (5.167), from Eq. (5.166) is quite lengthy and we present it
in Appendix B.5. We, somewhat surprisingly, find that the two infinite sums in s and s′ can be
reduced to only a finite number of contributions. Since the result is proportional to a6 ∼ α−6s , we
expect a highly scale dependent result. Furthermore, the result for the matrix element scales like n6
which basically restricts the analysis to the lowest lying states, since otherwise the corrections easily
exceeds the leading order effect. This scaling behavior with n and αs has already been found, e.g.,
in Refs. [Vol79, Leu81, Vol82, TY94]. Taking it into account, we expect the 2 3PJ contribution in
Eq. (5.157) to be ∼ 2 orders of magnitude bigger than the 1 3S1 contribution by a simple prefactor
comparison. The numerical results confirm this prediction, since we find
(0)〈2; 1|r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|2; 1〉(0) = 85670.6
m7α6s
, (5.168)
(0)〈1; 0|r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|1; 0〉(0) = 434.364
m7α6s
. (5.169)
Having the results for the matrix elements, we now need to estimate the chromo-electric condensate
〈vac|g2E2|vac〉. It is related to the two gluon condensate 〈vac|αsG2|vac〉 that may be extracted
from lattice computations, where Gaµν is the field strength tensor. Lorentz invariance of the vacuum
requires that the electric and magnetic pair densities are of equal magnitude and opposite sign
[Leu81, Vol82, TY94], and are given by
〈vac|Ea,iEb,j |vac〉 = 1
24
δabδij〈vac|E2|vac〉 = − 1
96
δabδij〈vac|G2|vac〉 , (5.170)
〈vac|Ba,iBb,j |vac〉 = 1
24
δabδij〈vac|B2|vac〉 = + 1
96
δabδij〈vac|G2|vac〉 , (5.171)
such that
〈vac|g2E2|vac〉 = −1
4
〈vac|g2G2|vac〉 , (5.172)
〈vac|g2B2|vac〉 = +1
4
〈vac|g2G2|vac〉 , (5.173)
and the factor 124 =
1
3
1
N2c−1 is due to averaging in position and color space (note that δabδab = N
2
c − 1
and δijδij = 3). We thus finally have
〈vac|g2E2|vac〉 = −pi〈vac|αsG2|vac〉 , (5.174)
and some values for 〈vac|αsG2|vac〉 [GeV4] can be found in the literature:
〈vac|αsG2|vac〉 =

(4.2± 2.0) · 10−2 from [TY94]
(7.5± 2.5) · 10−2 from [Nar96]
(7.7± 8.7) · 10−2 from [BBP14]
(5.175)
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Numerical results
In this chapter we give a detailed numerical analysis of the processes χbJ(1P ) → Υ(1S) + γ and
hb(1P )→ ηb(1S) + γ and give theoretical predictions for the partial and total widths of the χbJ(1P ),
for J = 0, 1, 2, and of the hb(1P ).
6.1 Parameters
Table 6.1: Experimental quarkonia masses in [GeV] taken from [OO14].
physical state Υ(1S) χb0(1P ) χb1(1P ) χb2(1P ) ηb(1S) hb(1P )
n 2s+1` J 1
3S1 2
3P0 2
3P1 2
3P2 1
1S0 2
1P1
exp. mass 9.460 9.859 9.893 9.912 9.398 9.899
The parameters that enter the calculation are
nf = 3 , eQ = −1
3
, αe/m =
e2
4pi
=
1
137.0359991
, (6.1)
where nf is the number of massless flavors, eQ is the electric charge of the bottom quark in units of
the electron charge e and αe/m is the electromagnetic fine structure constant. We furthermore assume
that the c-quark decouples. The masses of the initial and final quarkonium states are chosen to be the
experimental ones, listed in Table 6.1.
The corresponding photon energies are determined by the kinematics of the two body decay (see Fig. 5.1)
and are given by
kγ =
m2i −m2f
2mi
=

391.1 MeV , χb0(1P )→ Υ(1S) + γ
423.0 MeV , χb1(1P )→ Υ(1S) + γ
441.6 MeV , χb2(1P )→ Υ(1S) + γ
488.3 MeV , hb(1P )→ ηb(1S) + γ
(6.2)
The running of the strong fine structure constant αs(ν) as a function of the scale ν is taken into account
at 4-loop accuracy with nf massless flavors. This is done using the MATHEMATICA package RunDec
[CKS00].1 The resulting scale dependence is shown in Fig. 6.1. There, the solid blue curve takes into
account the automatic decoupling at the respective thresholds and the dashed black curve is the one we
are going to follow, which does not take into account the c-quark as a dynamical degree of freedom.
1As mentioned before, sample code including a short explanation can be found in Appendix A.3.
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Figure 6.1: Scale dependence of several parameters. Left panel: Scale dependence of αs(ν) (solid blue
curve) and of αnf=3s (ν) (dashed black curve). Right panel: Scale dependence of the inverse Bohr radius a−1
(solid green curve) and residual scale dependence of mb entering the leading order decay width (dashed
magenta curve).
Table 6.2: Some parameters and their scale dependence.
ν [GeV] 1.0 1.5 2.0 2.5 3.0
α
4 loops, nf=3
s (ν) 0.479778 0.345836 0.295478 0.265205 0.245092
mb(ν) [GeV] 4.98515 4.86138 4.82374 4.80525 4.79415
a(ν)−1 [GeV] 1.51295 1.09909 0.931769 0.836306 0.77288
a(ν) [GeV−1] 0.660961 0.909847 1.07323 1.19573 1.29386
a(ν) [fm] 0.130209 0.17924 0.211426 0.23556 0.254891
As already argued in Sec. 5.3, the bottom quark mass mb that should enter the leading order decay
width includes the static Coulomb energy that is a function of αs(ν). Its residual dependence on the
scale ν is shown in Fig. 6.1. The quark mass entering the corrections to the decay width and, e.g.,
the inverse Bohr radius a−1 = CFmrαs, however, is fixed to the Υ(1S) mass only. Therefore the scale
dependence of a(αs(ν))−1, also shown in Fig. 6.1, is only due to the running of αs(ν). Some values are
given in Table 6.2.
6.2 The 2 3PJ=0,1,2 → 1 3S1 + γ processes
We start the numerical analysis of the χbJ(1P )→ Υ(1S) + γ (2 3PJ → 1 3S1 + γ), for J = 0, 1, 2, with
the relativistic contributions of Eq. (5.71), steaming from higher order operators. Therefore we set
RS=1(J) and, in order to stay within our goal of accuracy, also κe/mQ to be zero. The resulting decay
widths and the relative corrections induced by the three contributions are shown in Fig. 6.2. As one
can clearly see, already the leading order decay width comes with a pronounced dependence on the
scale ν. This is due to the residual αs(ν) dependence of the Bohr radius. This scale dependence could
possibly be reduced in a renormalization group improved approach, where the full static potential is
put into the Schrödinger equation and the running of αs is taken into account in a different manner.
The relativistic effects are small as expected. For the χb0 they are negligible and they are of the order
of ∼ 2% or ∼ 5% for the χb1 and for the χb2, respectively. This can be seen from the second row in
Fig. 6.2, where for J = 0 the relativistic contributions cancel, which is not the case for J = 2, yielding
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Figure 6.2: First row: Leading order decay widths (solid blue curves) and the included effect of the
relativistic corrections on the decay widths of χb0,1,2(1P ) → Υ(1S) + γ (2 3PJ=0,1,2 → 1 3S1 + γ) (dashed
orange curves). Second row: Relative contribution of the three relativistic corrections to the decay width
χb0,1,2(1P )→ Υ(1S) + γ according to Eq. (5.71). The solid blue curve corresponds to the first contribution
(∝ −kγ/m), the dashed orange to the second (∝ −k2γI(0)5 /I(0)3 ) and the dotted green to the third one
(∝ J(J + 1)/2− 2), respectively. The three panels in each series refer to the three cases J = 0, 1, 2.
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Figure 6.3: Matrix elements contributing to the decay width χb0,1,2(1P ) → Υ(1S) + γ (2 3PJ=0,1,2 →
1 3S1 + γ), induced by higher order corrections to the static potential. The solid blue lines indicate the
leading order matrix element, the dashed orange lines indicate initial and the dotted green lines indicate
final state corrections. Left panel: NLO corrections, induced by a single insertion of the NLO static potential
Va1. Middle panel: NNLO corrections, induced by a single insertion of the NNLO static potential Va2. Right
panel: NNLO corrections, induced either by a double insertion or by two single insertions of the NLO static
potential Va1. The latter of those corresponds to the dot-dashed red line, where a first order correction to
both, initial and final, states has been considered.
the ∼ 5% effect.
The corrections due to hard and soft gluons, encoded in the corrections to the static potential, give rise
to several initial and final state corrections. They also involve second order corrections to the states.
They explicitly depend on the scale ν, due to the logs, and one therefore expects a significant scale
dependence of the resulting matrix elements. This is indeed the case as visible in Fig. 6.3. It is to be
noted, that, since none of these potentials comes with an explicit or implicit dependence on either `, s
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Figure 6.4: Matrix elements contributing to the decay width χb0,1,2(1P ) → Υ(1S) + γ (2 3PJ=0,1,2 →
1 3S1 + γ), induced by the relativistic 1m and
1
m2 potentials. The three panels in each series refer to the
three cases J = 0, 1, 2. First row: Matrix elements of the leading order (solid blue) and NNLO V (1)r (dashed
orange and dotted green lines for initial and final state corrections, respectively) and V (2)r (dot-dashed red
line for final state correction) corrections. Second row: Matrix elements of the leading order (solid blue) and
NNLO orbital angular momentum (dashed orange for initial state correction), spin-orbit (dotted green for
initial state correction), spin (dot-dashed red for final state correction) and tensor corrections (dashed violet
and dotted brown for initial and final state corrections, respectively). Third row: Matrix elements of the
leading order (solid blue), V (2)p2 (dashed orange and green for initial and final state corrections, respectively)
and quartic kinetic (dotted red and violet for initial and final state corrections, respectively) corrections.
or J , the result is universal for all p-wave to s-wave transitions. The left and middle panels refer to the
first order initial and final wave function corrections coming from a1(ν, r) and a2(ν, r), respectively. The
right panel refers to the second order correction due to the a1(ν, r) term of the static potential. Among
the features shown by the panels, the following are of particular interest: (i) the matrix elements clearly
exceed the value of the LO one. To some extend this is also due to the involved factors steaming from
the β-function that are large. (ii) The matrix elements depend quite strongly on the scale ν, especially
for small ν; in some sense, we expected such behavior from the numerical analysis of the M1 transitions
in Refs. [BJV06, PS13]. This issue in principle always exists, once a perturbative series containing
logs is truncated. A possible solution might be using the renormalization group improved Lagrangian
[Pin02], which is fundamentally different from the analysis we perform herein, and therefore we will
not consider it in this work. (iii) The zero crossing in some of the matrix elements comes from the
logarithms in the Eqs. (3.19) and (3.20). This depends on the power (odd in the first two and even
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Figure 6.5: Total matrix elements and decay widths for the transitions χb0,1,2(1P ) → Υ(1S) + γ
(2 3PJ=0,1,2 → 1 3S1 +γ) at different orders. The three panels in each series refer to the three cases J = 0, 1, 2.
First row: Total matrix elements at leading order (solid blue), NLO (dashed orange), NNLO (dotted green)
and NLO+NNLO (dot-dashed red). Second row: Decay widths at (not up to) leading order (solid blue),
NLO (dashed orange), NNLO (dotted green) and NLO+NNLO (dot-dashed red).
in the last cases, respectively) of the logarithms that enter the potential. The scale where this effect
occurs is the same in all of them, being ν ∼ 1.2 GeV. (iv) Initial and final state corrections partially
cancel each other order by order.
In contrast to the higher-order corrections of the static potential, the remaining potentials due to the
relativistic 1m -expansion behave very well in perturbation theory. Their respective matrix elements
are shown in Fig. 6.4. As one can see, most of the contributions are small, except for the initial state
correction induced by V (1)r and the correction due to VS2 . This is because the V
(1)
r potential is only
suppressed by one power of m and the p-wave has a stronger dependence on ν entering via the Bohr
radius a. The spin correction is relatively large because of the factor in the potential. The moderate
corrections induced by the quadratic correction, − ∇4r
4m3
, to the kinetic energy (dashed lines in the third
row) almost cancel between initial and final state corrections. The overall dependence on the scale ν
is smooth in all of the cases but a slight trend towards larger values with respect to decreasing scale
can be observed. This is due to the scale dependence of the Bohr radius, which has a strong scale
dependence coming from the running of αs.
In the next step we need to sum all the above matrix elements order by order. The result is shown in the
first row of Fig. 6.5. The most important features are the strong scale dependence and the numerically
big values, especially of the total (NLO+NNLO) matrix element. For the purpose of estimating the
impact of each order, we also show the corresponding decay widths at each given order in the second row
of Fig. 6.5.2 From both plot sequences one can see that the overall impact of corrections decreases with
increasing total angular momentum J . For J = 0 the total matrix element and the total corrections to
the decay width exceed the respective leading order curves, whereas for J = 1 they just touch each
other and finally for J = 2 they do not touch each other at all. The kink, visible in the NNLO (and
2Note that each of the given orders (the one of the matrix elements as well as the one of the decay width) refers to
the relative order with respect to the respective leading order. As we elaborated in Sec. 3.1: ΓNLO 6∝ M2NLO, etc.
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Figure 6.6: Final decay widths according to Eq. (5.71) for the transitions χb0,1,2(1P ) → Υ(1S) + γ
(2 3PJ=0,1,2 → 1 3S1 + γ). The three panels refer to the three cases J = 0, 1, 2. The dashed blue curves are
the leading order decay widths, the dashed orange ones incorporate NLO corrections and the solid black
curves are our final result, incorporating NLO+NNLO and relativistic corrections. The dotted green curves
are equivalent to the black ones but omit all corrections to the static potential. We take our final values at
ν = 1.25 GeV and the gray bands indicate the associated uncertainties.
subsequently also in NLO+NNLO) matrix element at ∼ 1.2 GeV can be traced back to either the zero
crossing or to the maximum in the matrix elements induced by the static potential. The total NLO
and NNLO matrix elements show again a zero crossing and the combined NLO+NNLO matrix element
has a clear maximum. The zero crossings yield vanishing contribution in the respective decay widths,
as visible in the second row.
The final result (5.71) is shown in Fig. 6.6. It is clearly visible that incorporating NLO and especially
NNLO corrections diminishes the scale dependence of the decay width. For instance, for the J = 1
case, the leading order covers the range of ∼ (17− 74) keV, incorporating the NLO contribution shrinks
the range to ∼ (35 − 75) keV, and finally also incorporating NNLO corrections results in a range
of ∼ (32 − 79) keV. Although a slight shift towards higher upper bounds is noticeable, the whole
range and thus the overall scale dependence decreases. On the other hand omitting the corrections
to the static potential, hence setting a1(ν, r) and a2(ν, r) to zero, results in a curve that exhibits a
completely different behavior. It is not only shifted to values significantly above the leading order, but
also the shape, especially in the low energy regime, completely changes. We may therefore conclude
that although the logs give rise to non-negligible contributions, they must not be omitted but should
be incorporated in a renormalization group improved way.
We choose our final result to be the one at the scale that self-consistently solves the Bohr radius
1
a
=
mCFαs(
1
a)
2
, (6.3)
yielding ν = 1a = 1.25 GeV.
Other theoretical estimates of physical observables within non-relativistic EFTs follow the prescription
of minimal sensitivity with respect to the scale ν. In our case, see Fig. 6.6, it is difficult to establish
and thus we take our values at the scale established above. Another option would have been to take
the typical momentum transfer p ∼ mv ∼ 1.5 GeV which can be obtained noting that the b-quark
mass is given by m ∼ 4.8 GeV and that v2 ∼ 0.1 in bottomonium systems. We want to stress that this
estimation excludes parts of the leading order decay width, but completely includes the NLO, and by
construction, also the NNLO widths. Therefore, we overall obtain a better result than pure leading
order.
We estimate the associated uncertainty with the one coming from the scaling behavior, since this is
the dominant effect. We furthermore tried to estimate the generic effect of a NNNLO contribution.
For that, we modified Eq. (5.71) to incorporate an additional summand const.× α3s with a constant of
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Table 6.3: Comparison of our decay widths of χbJ(1P ) → Υ(1S) + γ at LO, NLO and NNLO with
a non-relativistic constituent quark model (CQM) [SOEF16], a relativistic quark model (R) [EFG03],
the Godfrey-Isgur potential model (GI) [GM15] and with the LO and total decay widths obtained in a
Buchmüller-Tye potential-model (BT) [GOS84]. All decay widths are given in units of keV.
Mode LO NLO NNLO CQM R GI BT (LO) BT
χb0(1P )→ Υ(1S) + γ 21.45 28.50 45.22 28.07 29.9 23.8 30.0 25.7
χb1(1P )→ Υ(1S) + γ 27.15 36.07 53.94 35.66 36.6 29.5 35.9 29.8
χb2(1P )→ Υ(1S) + γ 30.89 41.03 55.34 39.15 40.2 32.8 41.0 33.0
order one. However, this only generates very small variations around our final (solid black) curve that
are completely covered by our error estimation due to the scale dependence.
The overall convergence of the perturbative series is not as good as we hoped for. This becomes
apparent, once one considers the difference between the LO and NLO, and between the NLO and
NNLO results. Having a convergent series the latter two should be as close or even closer together
than the first-mentioned. This is not the case here but is very likely to be cured in a renormalization
improved approach as demonstrated for M1 transitions in [PS13]. However, the uncertainty associated
with this issue is totally covered by the uncertainty due to the scale variation.
Overall, we investigated the three most common sources of uncertainties as mentioned above. We
furthermore want to note that additional sources of uncertainties are given by the input parameters,
being the masses of initial and final states, the resulting associated uncertainty in kγ and the running of
αs. If one assumes that these quantities are accurate within . (1− 3)%, their impact is again covered
by the uncertainty due to the scale variation. Our final results at NNLO read
ΓE1(χb0(1P )→ Υ(1S) + γ) = 45+20−18 keV , (6.4)
ΓE1(χb1(1P )→ Υ(1S) + γ) = 54+25−22 keV , (6.5)
ΓE1(χb2(1P )→ Υ(1S) + γ) = 55+27−24 keV . (6.6)
We compare our results with total and leading order values obtained in several other theoretical
approaches. Among them are a non-relativistic constituent quark model (CQM) [SOEF16], a relativistic
quark model (R) [EFG03], the Godfrey-Isgur potential model (GI) [GM15] and a Buchmüller-Tye
potential-model (BT) [GOS84]. The results are presented in Table 6.3. Our final results are bigger
by ∼ 50% compared with the non-relativistic and relativistic potential model values. Roughly the
same holds for the Godfrey-Isgur potential model. However, they are still compatible within our
uncertainties. On the other hand, the agreement among our leading order result and the one obtained in
a Buchmüller-Tye potential-model is remarkable, especially since the used approaches differ considerably.
The computations done in the Buchmüller-Tye potential-model only take the first excited state into
account when calculating corrections to the initial and final states. They are justifying this by stating
that: (i) coefficients of intermediate states are suppressed due to large energy denominators; (ii) a
∆n > 1 leads to negligibly small radial overlap integrals with respect to the relevant operator r. This
argumentation in principle is right, however, we find that numerically it does not hold that strictly
during our analysis. We therefore incorporated at least the first 10 excited states in order to reach a
numerically stable result. In the case of the radiative corrections to the static potential we did actually
include at least the first 15 excited states.
Overall we can conclude that in general our results are bigger than those obtained in different theoretical
approaches. However, due to our rather big uncertainty, associated with the sensitivity to the scale,
they remain compatible. The fact that our leading order values agrees quite well with the quoted results
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Table 6.4: Results and predictions for the partial and total decay widths of χbJ(1P )→ Υ(1S) + γ. The
branching fractions are given by the PDG [PO16], the partial widths correspond to our final results (black
lines in Fig. 6.6) including the theoretical uncertainties (gray bands in Fig. 6.6), and the total widths are
predictions.
Mode Fraction B = ΓiΓ [PDG] Partial width Γi Total width Γ
χb0(1P )→ Υ(1S) + γ (1.76± 0.35)% 45+20−18 keV 2.6+1.3−1.1 MeV
χb1(1P )→ Υ(1S) + γ (33.9± 2.2)% 54+25−22 keV 159+75−65 keV
χb2(1P )→ Υ(1S) + γ (19.1± 1.2)% 55+27−24 keV 290+142−124 keV
is notable, since a clear distinction between LO, NLO and NNLO is not easy or even not possible in
different approaches. A reduction of the scale dependence and an improvement of the convergence of
the perturbative series with respect to our results in an renormalization improved approach is likely to
further improve compatibility in the future.
From the experimental side, apart from the branching fraction, little is known about the partial and
total decay widths under study. Nevertheless, we use the branching fractions given by the PDG [PO16]
and our theoretical results for the partial widths, in order to predict the total widths of the χbJ -family.
The results are given in Table 6.4. The Belle collaboration reports a upper limit on the total decay
width of the χb0(1P ) at 90% confidence level [AO16], stating that Γ(χb0(1P )) < 2.4 MeV which is well
within the uncertainty band of our prediction. These uncertainties are obtained via standard Gaussian
uncertainty propagation, where the total width
Γ =
Γi
B , (6.7)
is the quotient of the branching fraction B and the partial width Γi, and thus the uncertainty is given
by
∆Γ = Γ ·
√(
∆B
B
)2
+
(
∆Γi
Γi
)2
+ 2 · σBΓiB · Γi , (6.8)
where σBΓi encodes the cross-correlation that, in this case, is zero.
6.3 The 2 1P1 → 1 1S0 + γ process
We start the numerical analysis of the hb(1P )→ ηb(1S) + γ (2 1P1 → 1 1S0 + γ), with the relativistic
contributions of Eq. (5.72), steaming from higher order operators. Therefore we set RS=0 to be zero.
The resulting decay width and the relative corrections induced by the two contributions are shown in
Fig. 6.7. In comparison with the same analysis for the χbJ decays one can see that the leading order
decay width and the relativistic effects are larger here. This, however, is an effect due to kγ only. The
photon energy kγ increases for increasing J in the χbJ cases and the energy of the emitted photon is
even bigger in the case of the hb decay. The fact that this photon energy enters in third power explains
the overall increasing effect that is still rather small, being of the order of ∼ 10%, as expected.
The corrections due to hard and soft gluons, encoded in the corrections to the static potential, give rise
to the exact same contribution as in the case of χbJ(1P )→ Υ(1S) + γ, as visible in Fig. 6.8. This is, as
already mentioned, because none of these potentials comes with an explicit or implicit dependence on
either `, s or J . The important features and conclusions have already been discussed in the previous
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Figure 6.7: Left panel: Leading order decay width (solid blue curve) and the included effect of the
relativistic corrections on the decay width of hb(1P )→ ηb(1S) +γ (2 1P1 → 1 1S0 +γ) (dashed orange curve).
Right panel: Relative contribution of the two relativistic corrections to the decay width hb(1P )→ ηb(1S) +γ
according to Eq. (5.72). The solid blue curve corresponds to the first contribution (∝ −kγ/m) and the
dashed orange to the second one (∝ −k2γI(0)5 /I(0)3 ), respectively.
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Figure 6.8: Matrix elements contributing to the decay width hb(1P )→ ηb(1S) + γ (2 1P1 → 1 1S0 + γ),
induced by higher order corrections to the static potential. The solid blue lines indicate the leading order
matrix element, the dashed orange lines indicate initial and the dotted green lines indicate final state
corrections. Left panel: NLO corrections, induced by a single insertion of the NLO static potential Va1.
Middle panel: NNLO corrections, induced by a single insertion of the NNLO static potential Va2. Right
panel: NNLO corrections, induced either by a double insertion or by two single insertions of the NLO static
potential Va1. The latter of those corresponds to the dot-dashed red line, where a first order correction to
both, initial and final, states has been considered.
section.
The respective matrix elements due to potentials steaming from the relativistic 1m -expansion are shown
in Fig. 6.9. The only difference with respect to the χbJ(1P ) → Υ(1S) + γ transition is the absence
of the spin-orbit, spin, and tensor contributions. This has a major impact on the total NNLO matrix
element, since especially the S2 spin induced correction comes with a sizable negative contribution that
is now absent, especially in the low energy region.
The order by order sum over all the above matrix elements is shown in Fig. 6.10. Again, the kink,
visible in the NNLO and NLO+NNLO matrix elements at ∼ 1.2 GeV can be traced back to the zero
crossing or maximum in the matrix elements induced by the static potential, see Fig. 6.8. In this case
it appears more pronounced. The non-existence of several negative contributions at NNLO yields a
much more pronounced dependence on the scale ν for values ν . 1.5 GeV. The resulting total matrix
element in this regime, and subsequently the resulting decay width, clearly exceeds the leading order.
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Figure 6.9: Matrix elements contributing to the decay width hb(1P )→ ηb(1S) + γ (2 1P1 → 1 1S0 + γ),
induced by the relativistic 1m and
1
m2 potentials. Left panel: Matrix elements of the leading order (solid
blue) and NNLO V (1)r (dashed orange and dot-dashed green lines for initial and final state corrections,
respectively) and V (2)r (dotted red line for final state correction) corrections. Middle Panel: Matrix elements
of the leading order (solid blue) and NNLO orbital angular momentum (dashed orange for initial state
correction). Note that all other corrections due to spin-orbit, spin and tensor vanish exactly due to the
quantum numbers of initial and final state, respectively. Right panel: Matrix element of the leading order
(solid blue), V (2)p2 (dashed orange and green for initial and final state corrections, respectively) and quartic
kinetic (dotted red and violet for initial and final state corrections, respectively) corrections.
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Figure 6.10: Total matrix elements and decay widths at different orders, and final decay widths according
to Eq. (5.72) for the transition hb(1P )→ ηb(1S) + γ (2 1P1 → 1 1S0 + γ). Left panel: Total matrix elements
at leading order (solid blue), NLO (dashed orange), NNLO (dotted green) and NLO+NNLO (dot-dashed
red). Middle panel: Decay widths at (not up to) leading order (solid blue), NLO (dashed orange), NNLO
(dotted green) and NLO+NNLO (dot-dashed red). Right panel: The dashed blue curve is the leading order
decay width, the dashed orange one incorporates NLO corrections and the solid black curve is our final
result incorporating NLO+NNLO and relativistic corrections. The dotted green curve is equivalent to the
black one but omits all corrections to the static potential. We take our final value at ν = 1.25 GeV and the
gray band indicates the associated uncertainty.
This behavior, however, leads to a noticeable overall mitigation of the scale dependence of our final
result (5.72) that is shown in Fig. 6.10. The effect of non-existent contributions heavily amplifies the
diminishing of the scale dependence, once NLO and especially NNLO corrections are incorporated to
the decay width. The leading order decay width, for instance, covers the range of ∼ (27− 114) keV.
Incorporating the NLO contribution shrinks the range to ∼ (64−115) keV, and finally also incorporating
NNLO corrections results in a range of ∼ (97 − 127) keV. Again, we observe a slight shift towards
higher upper bounds, but the whole range and thus the overall scale dependence decreases drastically.
On the other hand omitting the corrections to the static potential results in a curve that is quite close
to the leading order one at higher scales and would also significantly diminish the scale dependence for
lower values of ν. This is a noticeable contrast with respect to the χbJ(1P )→ Υ(1S) + γ case, but is
understandable, since there we observe several additional contributions that are not present here. We
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Table 6.5: Comparison of our decay widths of hb(1P ) → ηb(1S) + γ at LO, NLO and NNLO with a
non-relativistic constituent quark model (CQM) [SOEF16], a relativistic quark model (R) [EFG03], the
Godfrey-Isgur potential model (GI) [GM15], the light-front quark model (LFQM) [Shi16] and screened
potential models with zeroth-order wave functions (SNR0) and first-order relativistically corrected wave
functions (SNR1) [LC09]. All decay widths are given in units of keV.
Mode LO NLO NNLO CQM R GI LFQM SNR0/1
hb(1P )→ ηb(1S) + γ 41.77 55.48 124.83 43.7 52.6 35.7 37.5 55.8 / 36.3
may conclude that although the, here absent, contributions behave well in a perturbative manner, they
yield a significant contribution, since their absolute impact is of order 75% for ν = 1.0 GeV. Again, the
whole analysis is very likely to benefit from a renormalization group improved treatment.
Our final result is taken at ν = 1.25 GeV following the prescription of self-consistently solving the Bohr
radius. Scales of minimal sensitivity exist at ν ∼ 1.5 GeV and ν ∼ 2.3 GeV. Although the resulting
value for the partial decay width would not change drastically, these ν-values are not compatible with
the typical scale of momentum transfer and are therefore disregarded. The main difference with respect
to the final results from the χbJ decays is the overall much smaller scale dependence and the difference
in the shape of the curve for larger values of ν. Here we observe almost no scale dependence and the
overall result with respect to scale dependence is significantly better than the pure leading order. We
also want to point out that omitting the corrections to the static potential (dotted green curve) gives
rise to a significantly different result than in the χbJ case. There the final curve omitting the radiative
corrections lies above the included final value, whereas in the hb case the curve omitting the radiative
corrections is below the included final result.
As in the previous section the estimation of NNNLO effects with a prefactor of order one are covered
by the uncertainty of the scale dependence. In contrast thereto, the convergence of the perturbative
series is worse and we might underestimate the overall uncertainty of our result by simply using the
uncertainty assigned to the scale dependence. It therefore is very likely that the hb decay might benefit
even more from a renormalization improved approach. Our final result at NNLO reads
ΓE1(hb(1P )→ ηb(1S) + γ) = 125+3−27 keV . (6.9)
A comparison of our results with the same theoretical approaches than for the χbJ -family is given in
Table 6.5. There are no predictions using a Buchmüller-Tye potential-model but there are predictions
coming from the light-front quark model (LFQM) [Shi16] and screened potential models with zeroth-
order wave functions (SNR0) and first-order relativistically corrected wave functions (SNR1) [LC09].
Due to the very dominant contribution of the radiative corrections to the static potential that overall
increase to total matrix element and due to the non-existence of several angular contributions that tend
to decrease the total matrix element in the case of the χbJ(1P ) → Υ(1S) + γ, none of these results
lies within the error band of our final result. Our leading order and partially also our NLO results are
compatible with the different approaches. As already mentioned before, we expect the renormalization
improved approach to milden the impact of the radiative corrections and to improve the convergence of
the perturbative series, such that one should expect a more comparable result in the future.
Using the branching fraction given by the PDG [PO16] and our theoretical result for the partial width,
we can predict the total width of the hb. The result is given in Table 6.6 and the uncertainties are
again obtained via standard Gaussian uncertainty propagation.
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Table 6.6: Result and prediction for the partial and total decay width of hb(1P ) → ηb(1S) + γ. The
branching fraction is given by the PDG [PO16], the partial width corresponds to our final result (black
line in Fig. 6.10) including the theoretical uncertainty (gray band in Fig. 6.10), and the total width is a
prediction.
Mode Fraction B = ΓiΓ [PDG] Partial width Γi Total width Γ
hb(1P )→ ηb(1S) + γ (52+6−5)% 125+3−27 keV 240+28−57 keV
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Figure 6.11: Scaling behavior of the non-perturbative correction to the wave function renormalization
contributing to the transition 2 3PJ → 1 3S1 + γ. The solid blue curve is the leading order and the dashed
orange, the dotted green and the dash-dotted red ones represent the three different values 〈αsG2〉 =
0.042 GeV−4, 〈αsG2〉 = 0.075 GeV−4 and 〈αsG2〉 = 0.077 GeV−4, respectively.
6.4 Analysis of the non-perturbative contribution to the wave func-
tion renormalization
Finally, we want to analyze the impact of the non-perturbative contribution to the wave function
renormalization, derived in Sec. 5.6. Using the final result obtained there, together with the three
literature values for the two gluon condensate, we obtain
Mfig. 8, 1
n 3PJ→n′ 3S1+γ 'M
(0)
n 3PJ→n′ 3S1+γ ×

0.0178699
α6s
0.0319105
α6s
0.0327615
α6s
. (6.10)
The scaling behavior is shown in Fig. 6.11. As already anticipated, the results exceed the leading order
matrix element by several orders of magnitude with increasing ν. However, in the very low energy
regime, where ν . 1.1 GeV, the contribution is smaller than the leading order one but the overall
scaling behavior makes this a contribution that is completely out of proportion. This behavior is also
the reason why we did explicitly not incorporate the contribution into our final analysis of the decay
width.
A consistent procedure to incorporate this contribution and the question of its interpretation is subject
to discussion and active research at this time. A state of the art discussion about the two gluon
condensate and its role in non-perturbative computations may be found in Refs. [Pin97, BBP14]. In
the non-perturbative regime of pNRQCD, where the potentials themselves have to be computed on,
e.g., the lattice, also the approximation as a local condensate breaks down.
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Chapter 7
Summary and outlook
In this work we have derived detailed analytic expressions for the partial decay widths of the processes
n 3PJ → n′ 3S1 + γ, for J = 0, 1, 2 and n 1P1 → n′ 1S0 + γ in pNRQCD up to NNLO, O(mα6s), using
quantum mechanical perturbation theory. The leading order decay width was obtained by solving
the associated Schrödinger equation with a Coulomb type potential which is the leading order static
potential. Radiative corrections to the static potential at order v and v2, and higher order potentials
in the 1m -expansion at order v
2 have been included in a systematic way. Both of them contribute to
the decay width via corrections to the initial and final state quarkonia. Relativistic corrections to the
pNRQCD Lagrangian at order v2 provide corrections to the leading order electric dipole operator and
have been included accordingly. Furthermore we discussed the impact of non-perturbative color octet
contributions entering the decay width at relative order v2 via higher order Fock states. We explicitly
derived an analytic expression for the contribution to the wave function renormalization under the
assumption of a local two gluon condensate and discussed its scaling behavior.
The numerical analysis of the perturbative corrections to the wave functions reveals a severe dependence
on the scale ν which is dominated by the logarithmic contributions steaming from the radiative
corrections to the static potential and from the running of αs(ν) that affects primarily the Bohr
radius a = 1mrCFαs . This severe scale dependence is taken into account by the large uncertainties that
accompanies our final results. Most of the other contributions, especially corrections to the kinetic energy
and most of the spin/angular corrections, behave well in perturbation theory. A bigger contribution,
however, is obtained from the potentials that are proportional to the δ-distribution, especially for low
values of the scale ν. Nevertheless, we are still able to give predictions for the total widths of the
χbJ -family and of the hb that, within errors lie within known upper bounds from experiment and are of
the order of similar decay widths in the heavy meson sector. Furthermore, our results for the χbJ -family
comprises the predictions from non-relativistic constituent quark models and the leading order results
match the ones from a Buchmüller-Tye potential-model within a ∼ 7% deviation. In the case of the hb
the results are not comparable with other theoretical approaches, although there are several available.
The error again is quite big but far smaller than in the χbJ -family. Due to the absence of several
negative matrix elements that vanish due to the spin 0 nature of initial and final state quarkonia, the
result for the partial decay width is significantly bigger. Apart from the branching fraction there is no
experimental data available for this transition, yet the predicted total width seems reasonable.
We are expecting quite some change with respect to the scaling behavior once the full static potential is
included in a renormalization improved way. This is work in progress for a future publication. The static
potential should be included into the Schrödinger equation which then needs to be solved numerically.
Furthermore, making the substitution ν → 1r in the appropriate low distance region and also changing
the running of αs by incorporating αVs = αs(1/r) + a1(1/r, r)α2s(1/r) + a2(1/r, r)α3s(1/r) accordingly is
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assumed to give a numerically more stable result and should diminish the scale dependence. As already
mention this approach delivered reasonable and stable results in M1 transitions, however one should
keep in mind that there the leading order is a constant, since the matrix element does not depend
on r but evaluate to δnn′ , since the magnetic dipole operator acts as identity in spacial and angular
momentum space. In the case of E1 transitions this is not the case and thus already at leading order
we have a scale dependence entering via the Bohr radius.
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Appendix A
Notations and conventions
During this work the following notations and conventions are used:
• c = ~ = 1
• The metric tensor is given by gµν = gµν = diag {1,−1,−1,−1}.
• Einstein’s summation convention is used.
• Greek Lorentz indices run from 0 to 3, Latin ones from 1 to 3.
• xµ = (x0, ~x)T and xµ = gµνxν = (x0,−~x)T with the product a · b = aµbµ = a0b0 − ~a ·~b.
• The commutator is defined via [A,B] = AB−BA and the anticommutator via {A,B} = AB+BA.
• The four gamma matrices are defined such that they generate a Clifford algebra via the anticom-
mutation relation
{γµ, γν} = 2gµν . (A.1)
They can be viewed as a basis of a representation space of the 4-vector representation of the
Lorentz-group sitting inside the Clifford algebra. The elements
σµν =
i
2
[γµ, γν ] (A.2)
form a representation of the Lie-algebra of the Lorentz-group.
A fifth gamma matrix can be defined as
γ5 = iγ0γ1γ2γ3 =
i
4!
µνρσγ
µγνγργσ . (A.3)
It is useful in the context of chirality, since it allows to define the left- and right-handed projector
as
PL,R = 14×4 ∓ γ
5
2
. (A.4)
The fifth gamma matrix is hermitian, has eigenvalues ±1 and anticommutes with the four other
gamma matrices, hence fulfills
(γ5)
† = γ5 , (γ5)2 = 14×4 ,
{
γ5, γµ
}
= 0 . (A.5)
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The set {γ0, γ1, γ2, γ3, iγ5} therefore forms the basis of the Clifford algebra in 5 spacetime
dimensions for the metric signature (1,4).
In general, the gamma matrices fulfill the following identities
γµγµ = 414×4 , γµγν = gµν − 2σµν ,
γµγνγµ = −2γν , γµγνγργµ = 4gνρ ,
γµγνγργσγµ = −2γσγργν , γµγνγρ = gµνγρ + gνργµ − gµργν − iσµνργσγ5 ,
(A.6)
the following trace identities, where the trace over any odd number of gamma matrices vanishes,
tr {γµγν} = 4gµν , tr {γµγνγργσ} = 4 (gµνgρσ − gµρgνσ + gµσgνρ) ,
tr
{
γ5
}
= tr
{
γµγνγ5
}
= 0 , tr
{
γµγνγργσγ5
}
= 4iµνρσ ,
tr
{
γµ1 . . . γµn
}
= tr
{
γµn . . . γµ1
}
,
(A.7)
and are normalized, since
(γ0)† = γ0 ⇔ (γ0)2 = 14×4 ,
(γi)† = −γi ⇔ (γi)2 = −14×4 ,
⇒(γµ)† = γ0γµγ0 .
(A.8)
Finally, in Dirac representation, the gamma matrices are given by
γ0 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , γ1 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 , γ2 =

0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0
 ,
γ3 =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 , γ5 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 .
(A.9)
• Feynman slashed quantities are defined as /a = γµaµ with /a2 = a2 and /a/b = ab− iaµσµνbν .
• The three hermitian and traceless Pauli matrices are given by
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (A.10)
and thus fulfill σ†i = σi and tr {σi} = 0. Furthermore they are normalized with respect to the
trace, since tr {σiσj} = 2δij .
The generators, τi = 12σi, of the Lie-group SU(2) fulfill
[τi, τj ] = iijkτk ,
{τi, τj} = 1
2
δij ,
(A.11)
where the real and totally antisymmetric structure constants of the corresponding Lie-algebra are
given by the Levi-Civita-symbol using the convention 123 = 1.
From the above relations one may derive
σiσj = iijkσk + δij12×2 ,
ikljkl = 2δij .
(A.12)
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Using the Pauli matrices, one can write the gamma matrices in the compact form
γ0 =
(
12×2 0
0 −12×2
)
, γi =
(
0 σi
−σi 0
)
, γ5 =
(
0 12×2
12×2 0
)
. (A.13)
Defining σµ = (12×2, ~σ)T and σµ = (12×2,−~σ)T , one may in short hand notation cast the gamma
matrices in the Weyl (chiral) representation as
γµ =
(
0 σµ
σµ 0
)
, γ5 =
(−12×2 0
0 12×2
)
. (A.14)
The Weyl (chiral) representation can be obtained from the Dirac representation via an unitary
transformation:
γµW = Uγ
µ
DU
−1 , with U =
1√
2
(
1 1
−1 1
)
, U−1 = U † =
1√
2
(
1 −1
1 1
)
. (A.15)
• The eight hermitian and traceless Gell-Mann matrices are given by
λ1 =
0 1 01 0 0
0 0 0
 , λ2 =
0 −i 0i 0 0
0 0 0
 , λ3 =
1 0 00 −1 0
0 0 0
 ,
λ4 =
0 0 10 0 0
1 0 0
 , λ5 =
0 0 −i0 0 0
i 0 0
 , λ6 =
0 0 00 0 1
0 1 0
 ,
λ7 =
0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
1 0 00 1 0
0 0 −2
 ,
(A.16)
and thus fulfill λ†a = λa and tr {λa} = 0. Furthermore they are normalized with respect to the
trace, since tr {λaλb} = 2δab.
The generators, ta = 12λa, of the Lie-group SU(3) fulfill
[ta, tb] = ifabctc ,
{ta, tb} = 1
3
δab13×3 + dabctc ,
(A.17)
where the real, totally antisymmetric and, up to permutations, non-vanishing structure constants
f of the corresponding Lie-algebra are given by
f123 = 1 , f458 = f678 =
√
3
2
,
f147 = −f156 = f246 = f257 = f345 = −f367 = 1
2
,
(A.18)
and the symmetric coefficients d are given by
d118 = d228 = d338 = −d888 = 1√
3
, d448 = d558 = d668 = d778 = − 1
2
√
3
,
d146 = d157 = −d247 = d256 = d344 = d355 = −d366 = −d377 = 1
2
.
(A.19)
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From the above relations one may derive the relations for the Casimir operators CF and CA of
the fundamental and the adjoint representations, respectively
taijt
a
jk = CF δik ,
facdf bcd = CAδ
ab .
(A.20)
A.1 Group theoretical and static potential and QCD related con-
stants
The group theoretical constants entering the computations in this work are given by
TF =
1
2
, CA = Nc = 3 , CF =
N2c − 1
2Nc
=
4
3
. (A.21)
The expansion parameters a of the static potential, see e.g. [Pin12], are given by
a1 =
31CA − 20nfTF
9
,
a2 =
400T 2Fn
2
f
81
− CFTFnf
(
55
3
− 16ζ(3)
)
+ C2A
(
4343
162
+
16pi2 − pi4
4
+
22ζ(3)
3
)
− CATFnf
(
1798
81
+
56ζ(3)
3
)
,
(A.22)
where ζ(x) =
∞∑
n=1
1
nx denotes the Riemann Zeta function.
The coefficients of the β-function, first computed in Refs. [GW73a, Pol73, GW73b, GW74], listed, e.g.,
in Ref. [Pin12], are given by
β0 =
11
3
CA − 4
3
TFnf , β1 =
34
3
C2A −
20
3
CATFnf − 4CFTFnf . (A.23)
The pole mass expansion coefficients d, see Ref. [BSV02], are given by
d1 =
307
32
+
pi2
3
+
pi2ln (2)
9
− ζ(3)
6
+ nf
(
− 71
144
− pi
2
18
)
' 13.4434− 1.04137nf ,
d2 =
8462917
93312
+
652841pi2
38880
− 695pi
4
7776
− 575pi
2ln (2)
162
− 22pi
2ln2 (2)
81
− 55ln
4(2)
162
− 220Li4
(
1
2
)
27
+
58ζ(3)
27
− 1439pi
2ζ(3)
432
+
1975ζ(5)
216
+ nf
(
− 231847
23328
− 991pi
2
648
+
61pi4
1944
− 11pi
2ln (2)
81
+
2pi2ln2 (2)
81
+
ln4(2)
81
+
8Li4
(
1
2
)
27
− 241ζ(3)
72
)
+ n2f
( 2353
23328
+
13pi2
324
+
7ζ(3)
54
)
' 190.391− 26.6551nf + 0.652691n2f ,
(A.24)
where Lin(z) =
∞∑
k=1
zk
kn is the polylogarithm function.
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A.2 Explicit expressions of the Coulomb wave functions
We explicitly display the first few radial Coulomb wave functions Rn`(r) with respect to Eq. (3.54).
They are consistent with the ones given in [BJ00] (Eq. (7.140) therein) and read
R10(r) =
2√
a3
e−
r
a ,
R20(r) =
− ra + 2
2
√
2a3
e−
r
2a ,
R21(r) =
r
a
2
√
6a3
e−
r
2a ,
R30(r) = 2
2 r
2
a2
− 18 ra + 27
81
√
3a3
e−
r
3a ,
R31(r) = 2
−2 r2
a2
+ 12 ra
81
√
6a3
e−
r
3a ,
R32(r) = 2
2 r
2
a2
81
√
30a3
e−
r
3a .
(A.25)
The corresponding spherical harmonics Y`m(θ, φ) read
Y00(θ, φ) =
1√
4pi
Y1m(θ, φ) =

1
2
√
3
2pi · e−iφ · sin(θ) ,m = −1
1
2
√
3
pi · cos(θ) ,m = 0
−12
√
3
2pi · eiφ · sin(θ) ,m = 1
Y2m(θ, φ) =

1
4
√
15
2pi · e−2iφ · sin2(θ) ,m = −2
1
2
√
15
2pi · e−iφ · sin(θ) · cos(θ) ,m = −1
1
4
√
5
pi · (3 cos2(θ)− 1) ,m = 0
−1
2
√
15
2pi · eiφ · sin(θ) · cos(θ) ,m = 1
1
4
√
15
2pi · e2iφ · sin2(θ) ,m = 2
(A.26)
Setting r = 0 in the above expressions makes explicit that only s-waves do not vanish at the origin.
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A.3 How to use the MATHEMATICA package RunDec
We give the general procedure and two examples on how to determine αs(ν) for nf = 3 and nf = 4
massless flavors using the MATHEMATICA package RunDec. For further instructions see [CKS00].
Our starting point is α(5)s (MZ) = 0.118 and MZ = 91.18 GeV, being the value of αs at the Z-boson
scale with 5 massless flavors:
• General procedure:
In[1]:= Import["RunDec.m"];
In[2]:= NumDef
Out[2]= {asMz -> 0.118 ,Mz -> 91.18 ,Mt -> 175 ,Mb -> 4.7 ,
Mc -> 1.6 ,muc -> 1.2 ,mub -> 3.97 ,Mtau -> 1.777}
The routine AsRunDec takes as input αs(µ0), µ0, µ and the number of loops and returns αs(µ).
The routine AlphasExact takes as input αs(µ), µ, ν, nf and the number of loops and returns
αs(ν).
• nf = 3:
Remind that in the RunDec the mass of the c-quark is Mc = 1.6 GeV and so we have to go to
values below this to obtain α(3)s (µ). We choose µ = 1.0 GeV and obtain with 4-loop accuracy:
In[3]:= mu1GeV=1.0;
loops4=4;
alsmu1GeV=AsRunDec[asMz/.NumDef ,Mz/.NumDef ,mu1GeV ,
loops4]
Out[3]= 0.479778
Running this up to ν = 3.0 GeV, where we have 4 active flavors, yields at 4-loop accuracy:
In[4]:= nu3GeV=3.0;
flavor4=4;
AlphasExact[alsmu1GeV ,mu1GeV ,nu3GeV ,flavor4 ,loops4]
Out[4]= 0.258185
• nf = 4:
Remind that in the RunDec the mass of the b-quark is Mb = 4.7 GeV and so we have to go to
values below this to obtain α(4)s (µ). We choose µ = 4.0 GeV and obtain with 4-loop accuracy:
In[5]:= mu4GeV=4.0;
alsmu4GeV=AsRunDec[asMz/.NumDef ,Mz/.NumDef ,mu4GeV ,
loops4]
Out[5]= 0.228270
Running this up to ν = 6.0 GeV, where we have 5 active flavors, yields at 4-loop accuracy:
In[6]:= nu6GeV=6.0;
flavor5=5;
AlphasExact[alsmu4GeV ,mu4GeV ,nu6GeV ,flavor5 ,loops4]
Out[6]= 0.188513
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Functions and Expectation values
We list a set of functions and definitions including some finite sums and expectation values of single and
double potential insertions that are used throughout this work. They may partly be found e.g. in the
appendices of Refs. [PY98, PP15, PPS16]; if not, they will be derived explicitly. We furthermore show
the divergence cancellation associated with the Coulomb Green function and derive the non-perturbative
contribution to the wave function renormalization.
B.1 Functions
The following finite sums appear throughout this work:
Sp(N) =
N∑
i=1
1
ip
, (B.1)
∆S1a = S1(n+ `)− S1(n− `− 1) , (B.2)
Σa(n, `) = Σ
(m)
3 (n, `) + Σ
(k)
3 (n, `) +
2
n
Σ
(k)
2 (n, `) , (B.3)
Σ(m)p (n, `) =
(n+ `)!
(n− `− 1)!
∑`
m=−`
R(l,m)
(n+m)p
S1(n+m) , (B.4)
Σ(k)p (n, `) =
(n− `− 1)!
(n+ `)!
n−`−1∑
k=1
(k + 2`)!
(k − 1)!(k + `− n)p , (B.5)
R(`,m) =
(−1)`−m
(`+m)!(`−m)! . (B.6)
B.1.1 The Gamma, Digamma and Polygamma functions
The (complete) Gamma function1 [Weie] Γ(n) is defined to be an extension of the factorial to complex
and real number arguments. It is related to the factorial by
Γ(n) = (n− 1)! . (B.7)
1We refer to it as the complete Gamma function, since it may also be generalized to the upper incomplete Gamma
function Γ(a, x) and the lower incomplete Gamma function γ(a, x), such that Γ(a, 0) = Γ(a) and Γ(a, x) + γ(a, x) = Γ(a).
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It is analytic everywhere in the complex z-plane, except at z = 0,−1,−2, . . . , and the residue at z = −k
is given by (−1)
k
k! . The Gamma function can be defined as an integral for Re(z) > 0 via
Γ(z) =
∞ˆ
0
dt tz−1e−t = 2
∞ˆ
0
dt t2z−1e−t
2
. (B.8)
A beautiful relationship between Γ(z) and the Riemann zeta function ζ(z) is given for Re(z) > 0 by
Γ(z)ζ(z) =
∞ˆ
0
du
uz−1
eu − 1 . (B.9)
The gamma function satisfies the functional equations
Γ(1 + z) = zΓ(z) and Γ(1− z) = −zΓ(−z) , (B.10)
and differentiating yields
Γ′(z) =
d
dz
Γ(z) = Γ(z)ψ(z) = Γ(z)ψ0(z) , (B.11)
where ψ(z) is the Digamma function [Weid] and ψ0(z) is the zeroth Polygamma function [Weil].
The Digamma function is defined as
ψ(z) =
d
dz
ln (Γ(z)) =
Γ′(z)
Γ(z)
, (B.12)
and satisfies
ψ(z) =
∞ˆ
0
dt
(
e−t
t
− e
−zt
1− e−t
)
= (−1)
∞∑
k=0
1
(z + k)
. (B.13)
The Polygamma function is defined as
ψn(z) =
dn+1
dzn+1
ln (Γ(z)) =
dn
dzn
ψ(z) , (B.14)
and satisfies
ψn(z) = (−1)n+1n!
∞∑
k=0
1
(z + k)n+1
, (B.15)
and one has the identity
ψ(z) = ψ0(z) . (B.16)
They are implemented into the MATHEMATICA language as Gamma[z] and PolyGamma[n,z], respec-
tively.
B.1.2 The Laguerre polynomials
The Laguerre polynomials [Weii] are the solution of the Laguerre differential equation [Weih]
xy′′ + (1− x)y′ + ny = 0 , (B.17)
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where n ∈ N0. They are given by the sum
Ln(x) =
n∑
k=0
(−1)k
k!
(
n
k
)
xk , (B.18)
where
(
n
k
)
is the binomial coefficient. Their Rodrigues representation is given by
Ln(x) =
ex
n!
dn
dxn
(xne−x) (B.19)
and the generating functional for the Laguerre polynomials is given by
g(x, z) =
exp
(
− xz1−z
)
1− z . (B.20)
They are implemented into the MATHEMATICA language as LaguerreL[n,x].
B.1.3 The associated Laguerre polynomials
The associated Laguerre polynomials [Weia] are the solution of the associated Laguerre differential
equation [Weih]
xy′′ + (k + 1− x)y′ + ny = 0 , (B.21)
where n ∈ N0 and k ≤ n. They are given by the sum
Lkn(x) =
1
n!
n∑
i=0
n!
i!
(
k + n
n− i
)
(−x)i , (B.22)
where
(
k + n
n− i
)
is the binomial coefficient. They are connected to the Laguerre polynomials via
Lkn(x) = (−1)k
dk
dxk
Ln+k(x) (B.23)
and their Rodrigues representation is given by
Lkn(x) =
exx−k
n!
dn
dxn
(e−xxn+k)
=
n∑
m=0
(−1)m (n+ k)!
(n−m)!(k +m)!m!x
m
(B.24)
and the generating functional for the associated Laguerre polynomials is given by
g(x, z) =
exp
(
− xz1−z
)
(1− z)k+1 . (B.25)
The associated Laguerre polynomials are orthogonal over [0,∞) with respect to the weighting function
xke−x, hence
∞ˆ
0
dx e−xxkLkn(x)L
k
m(x) =
(n+ k)!
n!
δnm . (B.26)
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They also satisfy
∞ˆ
0
dx e−xxk+1
[
Lkn(x)
]2
=
(n+ k)!
n!
(2n+ k + 1) , (B.27)
and are related to the Hermite polynomials via
H2n(x) = (−1)n22nn!L−
1
2
n (x
2) ,
H2n+1(x) = (−1)n22n+1n!xL
1
2
n (x
2) .
(B.28)
The relations (B.26) and (B.27) can be generalized [TY94, KS14] for β < 0 to
∞ˆ
0
dz zα+βe−z
[
Lαm(z)
]2
=
m∑
k=0
Γ(1 + α+ β + k)
k!
[
Γ(m− k − β)
Γ(−β)[(m− k)!]
]2
,
∞ˆ
0
dz zα+βe−zLαn(z)L
α
m(z) =
min(n,m)∑
k=0
Γ(1 + α+ β + k)
k!
Γ(n− k − β)
Γ(−β)[(n− k)!]
Γ(m− k − β)
Γ(−β)[(m− k)!] ,
(B.29)
and even for β ≥ 0 [TY94] to
∞ˆ
0
dz zα+βe−z
[
Lαm(z)
]2
=
m∑
k=0
Γ(1 + α+ β + k)
k!
[
Γ(1 + β)
Γ(1 + β −m+ k)[(m− k)!]
]2
,
∞ˆ
0
dz zα+βe−zLαn(z)L
α
m(z)
=
min(n,m)∑
k=0
Γ(1 + α+ β + k)
k!
Γ(1 + β)
Γ(1 + β − n+ k)[(n− k)!]
Γ(1 + β)
Γ(1 + β −m+ k)[(m− k)!] .
(B.30)
Finally, [GP90] (Eqs. (A75) and (A76) therein), provides the very useful recursion relations
Lk−1n (z) = L
k
n(z)− Lkn−1(z)
zLk+1n (z) = (n+ k + 1)L
k
n(z)− (n+ 1)Lkn+1(z) .
(B.31)
They are implemented into the MATHEMATICA language as LaguerreL[n,k,x].
B.1.4 The Legendre polynomials
The Legendre polynomials [Weik] are the solution of the Legendre differential equation [Weij]
(1− x2)y′′ − 2xy′ + n(n+ 1)y = 0 , (B.32)
where n ∈ N0. They are given by the contour integral
Pn(z) =
1
2pii
˛
dt (1− 2tz + t2)− 12 t−n−1 , (B.33)
where the contour encloses the origin and is traversed in a counterclockwise direction. Their Rodrigues
representation is given by
Pn(z) =
1
2nn!
dn
dxn
(x2 − 1)n (B.34)
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and the generating functional for the Legendre polynomials is given by
g(t, z) = (1− 2zt+ t2)− 12 =
∞∑
n=0
Pn(z)t
n . (B.35)
The Legendre polynomials are orthogonal over (−1, 1) with respect to the weighting function 1, hence
1ˆ
−1
dz Pn(z)Pm(z) =
2
2n+ 1
δnm . (B.36)
They also satisfy
∞∑
n=0
2n+ 1
2
Pn(z
′)Pn(z) = δ(z′ − z) , (B.37)
where δ(z′ − z) is the delta distribution. Following [GP90] (Eq. (A41) therein), we may cast the
Legendre polynomials as
P`(cos θ) =
4pi
2`+ 1
∑`
m=−`
Y m∗` (θ1, φ1)Y
m
` (θ2, φ2) , (B.38)
once we have two directions in space, characterized by the spherical coordinates (θ1, φ1) and (θ2, φ2),
where θ is the angle between them and the Y`m(θ, φ) are the spherical harmonics.
They are implemented into the MATHEMATICA language as LegendreP[n,x].
B.1.5 The associated Legendre polynomials
The associated Legendre polynomials [Weic] are the solution of the associated Legendre differential
equation [Weib] [
(1− x2)y′]′ + [n(n+ 1)− `2
1− x2
]
y = 0 , (B.39)
where n, ` ∈ N0 and 0 ≤ ` ≤ n. They are connected to the Legendre polynomials via
P `n(z) = (−1)`(1− z2)
`
2
d`
dz`
Pn(z) (B.40)
and their Rodrigues representation is given by
P `n(z) =
(−1)`
2``!
(1− z2) `2 d
n+`
dzn+`
(x2 − 1)n , (B.41)
allowing for −n ≤ ` ≤ n.
The associated Legendre polynomials are orthogonal over [−1, 1] with respect to the weighting function
1, hence
1ˆ
−1
dz P `n(z)P
`
m(z) =
2
2n+ 1
(n+ `)!
(n− `)!δnm , (B.42)
and orthogonal over [−1, 1] with respect to ` with the weighting function (1− z2)−1, hence
1ˆ
−1
dz
1
1− z2P
`
n(z)P
`′
n (z) =
(n+ `)!
`(`− n)!δ``′ . (B.43)
91
B.1. Functions
They also satisfy
P−`n (z) = (−1)`
(n− `)!
(n+ `)!
P `n(z) and P
`
n(−z) = (−1)n+`P `n(z) . (B.44)
They are implemented into the MATHEMATICA language as LegendreP[n,l,x].
B.1.6 The spherical harmonics
In spherical coordinates the Laplace operator takes the form
∆ =
∂2
∂r2
+
2
r
∂
∂r
+
1
r2
(
∂2
∂θ2
+
cos θ
sin θ
∂
∂θ
+
1
sin2 θ
∂2
∂φ2
)
= ∆r +
1
r2
∆Ω . (B.45)
The spherical harmonics [Wein] are the angular part of the solution of the Laplace equation in spherical
coordinates
∆f(r,Ω) = 0 . (B.46)
Thus the defining differential equation is given by the spherical harmonic differential equation [Weim](
∂2
∂θ2
+
cos θ
sin θ
∂
∂θ
+
1
sin2 θ
∂2
∂φ2
+ `(`+ 1)
)
u(Ω) = 0 , (B.47)
where ` ∈ N0. The spherical harmonics are given by
Y`m(Ω) =
1√
2pi
√
2`+ 1
2
(`−m)!
(`+m)!
Pm` (cos θ)e
imφ , (B.48)
where −` ≤ m ≤ ` and Pm` (cos θ) is the associated Legendre polynomial. They are orthonormal on the
unit sphere with respect to the weighting function 1, henceˆ
dΩY ∗`m(Ω)Y`′m′(Ω) = δ``′δmm′ (B.49)
and form a complete set, hence
∞∑
`=0
∑`
m=−`
Y ∗`m(Ω
′)Y`m(Ω) = δ(φ− φ′)δ(cos θ − cos θ′) . (B.50)
The complex conjugate is given by
Y`−m(Ω) = (−1)mY ∗`m(Ω) and Y ∗`m(Ω) = (−1)mY`−m(Ω) . (B.51)
Furthermore the spherical harmonics satisfy∑`
m=−`
Y ∗`m(Ω)Y`m(Ω) =
2`+ 1
4pi
,
ˆ
dΩY`m(Ω)Y`′m′(Ω)Y`′′m′′(Ω) =
√
(2`+ 1)(2`′ + 1)(2`′′ + 1)
4pi
(
` `′ `′′
0 0 0
)(
` `′ `′′
m m′ m′′
)
,
(B.52)
where (2× 3) is a Wigner 3j-symbol (see Appendix B.1.8 on how to compute them) that can be related
to Clebsch-Gordan coefficients.2
They are implemented into the MATHEMATICA language as SphericalHarmonicY[l,m,theta,phi].
2Remember that the space H` of spherical harmonics of degree ` is a representation of the symmetry group SO(3)
and its double-cover SU(2). To be precise, H` in fact is an irreducible representation of SU(3).
92
Appendix B. Functions and Expectation values
B.1.7 The Hermite polynomials
The Hermite polynomials [Weig] are the solution of the Hermite differential equation [Weif]
y′′ − 2xy′ + 2ny = 0 , (B.53)
where n ∈ N0. They are given by the contour integral
Hn(z) =
n!
2pii
˛
dt e−t
2+2tzt−n−1 , (B.54)
where the contour encloses the origin and is traversed in a counterclockwise direction. Their Rodrigues
representation is given by
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
, (B.55)
and they can be represented by the sum
Hn(x) =

n!
n
2∑`
=0
(−1)n2−`
(2`)!(n2−`)!
(2x)2` for even n
n!
n−1
2∑`
=0
(−1)n−12 −`
(2`+1)!(n−12 −`)!
(2x)2`+1 for odd n
(B.56)
The Hermite polynomials are orthogonal over (−∞,∞) with respect to the weighting function e−x2 ,
hence
∞ˆ
−∞
dx e−x
2
Hn(x)Hm(x) = 2
nn!
√
piδnm . (B.57)
They are related to the derivative of the error-function via
Hn(z) =
(−1)n
2
√
piez
2 dn+1
dzn+1
erf(z) , (B.58)
allowing for negative n. They also satisfy
Hn(−x) = (−1)nHn(x) , (B.59)
and are related to the associated Laguerre polynomials via
H2n(x) = (−1)n22nn!L−
1
2
n (x
2) and H2n+1(x) = (−1)n22n+1n!xL
1
2
n (x
2) . (B.60)
They are implemented into the MATHEMATICA language as HermiteH[n,x].
B.1.8 The Wigner symbols
In order to define the Wigner symbols we first need the triangle coefficient [Weio], given by
∆(a, b, c) =
(a+ b− c)!(a− b+ c)!(−a+ b+ c)!
(a+ b+ c+ 1)!
. (B.61)
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The generic Wigner symbols are related to the Clebsch-Gordan coefficients.
The specific 3j-symbols [Weip] are given, using the Racah formula, by(
a b c
α β γ
)
= (−1)a−b−γ
√
∆(a, b, c) ||
∑
t
||(−1)
t
x
×
√
(a+ α)!(a− α)!(b+ β)!(b− β)!(c+ γ)!(c− γ)! ,
(B.62)
where
x = t!(c− b+ t+ α)!(c− a+ t− β)!(a+ b− c− t)!(a− t− α)!(b− t+ β)! , (B.63)
and the reduced sum ||∑
t
|| only cover these integers t, for witch all the factorials have non-negative
arguments.
They are implemented into the MATHEMATICA language as
ThreeJSymbol[{a,alpha},{b,beta},{c,gamma}].
The specific 6j-symbols [Weiq] are given, using the Racah formula, by{
j1 j2 j3
J1 J2 J3
}
= ||
∑
t
||(−1)
t(t+ 1)!
y
×
√
∆(j1, j2, j3)∆(j1, J2, J3)∆(J1, j2, J3)∆(J1, J2, j3) ,
(B.64)
where
y = (t− j1 − j2 − j3)!(t− j1 − J2 − J3)!(t− J1 − j2 − J3)!(t− J1 − J2 − j3)!
× (j1 + j2 + J1 + J2 − t)!(j2 + j3 + J2 + J3 − t)!(j3 + j1 + J3 + J1 − t)! ,
(B.65)
and the reduced sum ||∑
t
|| only cover these integers t, for witch all the factorials have non-negative
arguments.
They are implemented into the MATHEMATICA language as SixJSymbol[{j1,j2,j3},{J1,J2,J3}].
The specific 9j-symbols [Weir] are given in terms of 6j-symbols as
j1 j2 j3
j4 j5 j6
j7 j8 j9
 = ∑
g
(−1)2g(2g + 1)
{
j1 j4 j7
j8 j9 g
}{
j2 j5 j8
j4 g j6
}{
j3 j6 j9
g j1 j2
}
, (B.66)
where g runs over all integers allowed by the 6j-symbols.
They can be implemented into the MATHEMATICA language as
nineJSymbol[{j1_ ,j2_ ,j3_},{j4_ ,j5_ ,j6_},{j7_ ,j8_ ,j9_}]:=
Module[{gmin ,gmax},
gmin=Max[{Abs[j1 -j9],Abs[j4 -j8],Abs[j2 -j6]}];
gmax=Min[{Abs[j1+j9],Abs[j4+j8],Abs[j2+j6]}];
Sum[( -1)^(2g)*(2g+1)*SixJSymbol[{j1 ,j4 ,j7},{j8 ,j9 ,g}]*
SixJSymbol[{j2 ,j5 ,j8},{j4 ,g,j6}]*SixJSymbol[{j3 ,j6 ,j9},
{g,j1 ,j2}] ,{g,gmin ,gmax}]
];
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B.2 Expectation values for single potential insertions
We list a set of single potential insertion expectation values, using the master integrals from Refs. [PY98,
PP15, PPS16].
〈n`|∇4r |n`〉 =
1
(na)4
(
8n
2`+ 1
− 3
)
, (B.67)
〈n`|
{
1
2r
,−∇2r
}
|n`〉 = −a−3
(
1
n4
− 4
(2`+ 1)n3
)
, (B.68)
〈n`|1
r
|n`〉 = 1
n2a
, (B.69)
〈n`| 1
r2
|n`〉 = 2
(2`+ 1)n3a2
, (B.70)
〈n`| 1
r3
|n`〉 = 2(1− δ`0)
`(`+ 1)(2`+ 1)(na)3
, (B.71)
〈n`|reg 1
r3
|n`〉 = 2
(na)3
[(
ln
(na
2
)
− S1(n)− n− 1
2n
)
2δ`0 +
1− δ`0
`(`+ 1)(2`+ 1)
]
, (B.72)
〈n`|δ(3)(~r )|n`〉 = 1
pi(na)3
δ`0 , (B.73)
〈n`| ln (mrr)
r
|n`〉 = 1
n2a
(
ln
(namr
2
)
− γE + S1(n+ `)
)
, (B.74)
〈n`| ln (mrr)
2
r
|n`〉 = 1
n2a
(
ln
(namr
2
)2
+ 2ψ(n+ `+ 1)ln
(namr
2
)
+ ψ(n+ `+ 1)2
+ ψ′(n+ `+ 1) + θ(n− `− 2) 2Γ(n− `)
Γ(n+ `+ 1)
n−`−2∑
j=0
Γ(2`+ 2 + j)
j!(n− `− 1− j)2
)
.
(B.75)
B.2.1 Derivation of the expectation values containing derivatives
Since ~p = −i~∇r is a hermitian operator, we can let it act on the initial or final state and can furthermore
make use of the equation of motion (3.53). Thus we have
(0)〈n`|~∇4r |n`〉(0) = 4m2r (0)〈n`|
~∇2r
2mr
~∇2r
2mr
|n`〉(0) (B.76)
= 4m2r
(0)〈n`|
[
En` +
CFαs
r
] [
En` +
CFαs
r
]
|n`〉(0)
= 4m2r
{
E2n` + 2En`CFαs
(0)〈n`|1
r
|n`〉(0) + C2Fα2s (0)〈n`|
1
r2
|n`〉(0)
}
= 4m2r
{
m2rC
4
Fα
4
s
4n4
− 2mrC
2
Fα
2
s
2n2
CFαs
1
an2
+ C2Fα
2
s
2
a2n3(2`+ 1)
}
=
1
a4n4
(
1− 4 + 8n
(2`+ 1)
)
=
1
a4n4
(
8n
(2`+ 1)
− 3
)
,
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and
(0)〈n`|
{
1
2r
,−~∇2r
}
|n`〉(0) = mr (0)〈n`|
[
1
r
−~∇2r
2mr
+
−~∇2r
2mr
1
r
]
|n`〉(0) (B.77)
= mr
(0)〈n`|
[
1
r
(
En` +
CFαs
r
)
+
(
En` +
CFαs
r
)
1
r
]
|n`〉(0)
= 2mr
[
En`
(0)〈n`|1
r
|n`〉(0) + CFαs (0)〈n`| 1
r2
|n`〉(0)
]
= 2mr
[
−mrC
2
Fα
2
s
2n2
1
an2
+ CFαs
2
a2n3(2`+ 1)
]
= − 1
a3
[
1
n4
− 4
n3(2`+ 1)
]
.
B.2.2 Derivation of the expectation values containing the δ-distribution
The δ-distribution in three dimensions has the representation
δ(3)(~r ) =
1
r sin(θ)
δ(r)δ(θ)δ(φ) , (B.78)
and thus
(0)〈n`|δ(3)(~r )|n`〉(0) =
∞ˆ
0
dr R∗n`(r)Rn`(r)δ(r)
pˆi
0
2piˆ
0
dθ dφY ∗`m(θ, φ)Y`m(θ, φ)δ(θ)δ(φ) (B.79)
=
δ`0
4pi
|Rn`(0)|2
=
δ`0
4pi
(
2
na
)3 (n− `− 1)!
2n[(n+ `)!]
[
L2`+1n−`−1(0)
]2
=
δ`0
4pi
(
2
na
)3 (n− `− 1)!
2n[(n+ `)!]
[
(n+ `)!
(n− `− 1)!(2`+ 1)!
]2
=
δ`0
4pi
(
2
na
)3 (n+ `)!
2n(n− `− 1)![(2`+ 1)!]2
=
δ`0
4pi
(
2
na
)3 n!
2n(n− 1)!
=
1
pin3a3
δ`0 ,
where we explicitly set ` = 0 in the step before the last.
B.2.3 Derivation of the expectation values for 1
r
, ln(r)
r
and ln
2(r)
r
For small  we have the expansion
r = 1 + ln (r) +
1
2
2ln2 (r) +O(3) , (B.80)
and we expand the corresponding expectation value in the same way
〈n`|r

r
|n`〉 = 〈n`|1
r
|n`〉+ 〈n`| ln (r)
r
|n`〉+ 1
2
2〈n`| ln
2 (r)
r
|n`〉+O(3) . (B.81)
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The left hand side of Eq. (B.81) can be calculated explicitly
〈n`|r

r
|n`〉 =
ˆ
dΩr
∞ˆ
0
dr r2R∗n`(r)Y
∗
`m(Ωr)r
−1Rn`(r)Y`m(Ωr) (B.82)
=
∞ˆ
0
dr r+1R2n`(r)
= N2n`
(nαs
2
)+2 ∞ˆ
0
dρ ρ2`+1+ e−ρ
[
L2`+1n−`−1(ρ)
]2
= N2n`
(nαs
2
)+2 ∞ˆ
0
dρ ρa+ e−ρ [Lam(ρ)]
2
=
(n− `− 1)!
2n(n+ `)!
(nαs
2
)−1 m∑
k=0
Γ(1 + a+ + k)
k!
{
Γ(m− − k)
Γ(−)(m− k)!
}2
=
(n− `− 1)!
2n(n+ `)!
(nαs
2
)−1 m∑
k=0
Γ(1 + a+ + k)
k!
×
(
− 
m− k +
2(ψ(m− k) + γE)
m− k +O(
3)
)(
δmk − δm≥k+1
m− k +O(
2)
)
=
(n− `− 1)!
2n(n+ `)!
(nαs
2
)−1 m∑
k=0
Γ(1 + a+ + k)
k!
×
{(
− 
m− kδmk +
2(ψ(m− k) + γE)
(m− k)2 δmk +
2δm≥k+1
m− k +O(
3)
)}
=
1
αsn2
+ 
1
αsn2
[
ln
(nαs
2
)
+ ψ(n+ `+ 1)
]
+
1
2
2
1
αsn2
{[
ln
(nαs
2
)
+ ψ(n+ `+ 1)
]2
+ ψ′(n+ `+ 1)
+ θ(n− `− 2) 2Γ(n− `)
Γ(n+ `+ 1)
n−`−2∑
k=0
Γ(2`+ 2 + k)
Γ(k + 1)(n− `− k − 1)2
}
+O(3) ,
and by comparing order-by-order in , we obtain the desired results for the different matrix elements.
B.3 Expectation values for double potential insertions
We list a set of double potential insertion expectation values, using the master integrals from Refs. [PY98,
PP15, PPS16].
〈n`|1
r
1
(En −H)′
1
r
|n`〉 = − mr
2n2
, (B.83)
〈n`|1
r
1
(En −H)′
1
r2
|n`〉 = − 2mr
(2`+ 1)n3a
, (B.84)
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〈n`|1
r
1
(En −H)′
1
r3
|n`〉 = − 3mr(1− δ`0)
`(`+ 1)(2`+ 1)n3a2
, (B.85)
〈n`|1
r
1
(En −H)′ δ
(3)(~r )|n`〉 = − 3mr
2pin3a2
δ`0 , (B.86)
〈n`| ln (re
γE )
r
1
(En −H)′
1
r
|n`〉 = − mr
2n2
(
ln
(na
2
)
+ S1(n+ `)− 1
)
, (B.87)
〈n`| ln (re
γE )
r
1
(En −H)′
1
r2
|n`〉 (B.88)
=
2mr
(2`+ 1)n3a
[
1
2
+ n
(
pi2
6
− Σ(k)2 (n, `)− Σ(m)2 (n, `)
)
− ln
(na
2
)
− S1(n+ `)
]
,
〈n`| ln (re
γE )
r
1
(En −H)′
1
r3
|n`〉 (B.89)
=
2mr(1− δ`0)
`(`+ 1)(2`+ 1)n3a2
[
1
2
− 3
2
ln
(na
2
)
− 3
2
S1(n+ `) + Σ
(m)
1 (n, `) + `
(
Σ
(m)
1 (n, `) + Σ
(k)
1 (n, `)
)
+
npi2
6
− n
(
Σ
(m)
2 (n, `) + Σ
(k)
2 (n, `)
)]
,
〈n`| ln (re
γE )
r
1
(En −H)′ δ
(3)(~r )|n`〉 = mrδ`0
pin3a2
[
1
2
+
npi2
6
− nΣ(k)2 (n, 0)−
3
2
ln
(na
2
)
− 3
2
S1(n)
]
.
(B.90)
B.3.1 Derivation of some expectation values for double potential insertions
We now want to demonstrate the decomposition of a generic expectation value with a double potential
insertion into the two master integrals I1 and I2. We have
〈n′`′|V 1
(E −H)′V
′|n`〉 = −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)V (~r2)G(~r2, ~r1)V
′(~r1)ψn`(~r1) (B.91)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)V (~r2)
∞∑
`′′=0
mr(2`
′′ + 1)
aλpi
P`′′(rˆ1 · rˆ2)ρ`′′λ,1ρ`
′′
λ,2e
− 1
2
(ρλ,1+ρλ,2) (B.92)
×
∞∑
s=0
L2`
′′+1
s (ρλ,1)L
2`′′+1
s (ρλ,2)s!
(s+ `′′ + 1− λ)(s+ 2`′′ + 1)!V
′(~r1)ψn`(~r1)
= −Nn′`′Nn` mr
aλpi
∞∑
`′′=0
(2`′′ + 1)
∞∑
s=0
s!
(s+ `′′ + 1− λ)(s+ 2`′′ + 1)! (B.93)
×
∞ˆ
0
dr1 r
2
1V
′(r1)ρ`
′′
λ,1e
− 1
2
ρλ,1L2`
′′+1
s (ρλ,1)ρ
`
n,1e
− 1
2
ρn,1L2`+1n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`′′
λ,2e
− 1
2
ρλ,2L2`
′′+1
s (ρλ,2)ρ
`′
n′,2e
− 1
2
ρn′,2L2`
′+1
n′−`′−1(ρn′,2)
×
ˆ
dΩ1 dΩ2 V
′(Ω1)Y m` (Ω1)V (Ω2)Y
m′∗
`′ (Ω2)P`′′(rˆ1 · rˆ2)
= −Nn′`′Nn` 4mr
aλ
∞∑
`′′=0
∞∑
s=0
s!
(s+ `′′ + 1− λ)(s+ 2`′′ + 1)! (B.94)
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×
∞ˆ
0
dr1 r
2
1V
′(r1)ρ`
′′
λ,1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L2`
′′+1
s (ρλ,1)L
2`+1
n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`′′
λ,2ρ
`′
n′,2e
− 1
2
ρλ,2e−
1
2
ρn′,2L2`
′′+1
s (ρλ,2)L
2`′+1
n′−`′−1(ρn′,2)
×
`′′∑
m′′=−`′′
ˆ
dΩ1 Y
m′′∗
`′′ (Ω1)V
′(Ω1)Y m` (Ω1)
ˆ
dΩ2 Y
m′∗
`′ (Ω2)V (Ω2)Y
m′′
`′′ (Ω2) .
From here we can clearly see that for trivial angular parts of the potentials, V ′(Ω1) = V (Ω2) = 1, the
orthonormality relation of the spherical harmonics enforces l = l′ = l′′ and m = m′ = m′′, as it is the
case upon calculating corrections to the energy. We then have
〈n`|V 1
(En −H)′V
′|n`〉 = −N2n`
4mr
aλ
∞∑
s=0
s!
(s+ `+ 1− λ)(s+ 2`+ 1)! (B.95)
×
∞ˆ
0
dr1 r
2
1V
′(r1)ρ`λ,1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L2`+1s (ρλ,1)L
2`+1
n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`
λ,2ρ
`
n,2e
− 1
2
ρλ,2e−
1
2
ρn,2L2`+1s (ρλ,2)L
2`+1
n−`−1(ρn,2) .
We now consider the case λ = n for which the sum over s becomes singular once s = n− `− 1 and we
thus have, writing ri = na2 ρi and only considering the finite part,
〈n`|V 1
(En −H)′V
′|n`〉
∣∣∣∣ finite
λ = n
= −N2n`
4mr
na
∞∑
s=0,s 6=n−`−1
s!
(s+ `+ 1− n)(s+ 2`+ 1)! (B.96)
×
(na
2
)3 ∞ˆ
0
dρ1 ρ
2
1V
′(ρ1)ρ`1ρ
`
1e
− 1
2
ρ1e−
1
2
ρ1L2`+1s (ρ1)L
2`+1
n−`−1(ρ1)
×
(na
2
)3 ∞ˆ
0
dρ2 ρ
2
2V (ρ2)ρ
`
2ρ
`
2e
− 1
2
ρ2e−
1
2
ρ2L2`+1s (ρ2)L
2`+1
n−`−1(ρ2)
= −(n− `− 1)!
(n+ `)!
mr
n
∞∑
s=0,s 6=n−`−1
s!
(s+ `+ 1− n)(s+ 2`+ 1)! (B.97)
× na
2
∞ˆ
0
dρ1 ρ
2+2`
1 V
′(ρ1)e−ρ1L2`+1s (ρ1)L
2`+1
n−`−1(ρ1)
× na
2
∞ˆ
0
dρ2 ρ
2+2`
2 V (ρ2)e
−ρ2L2`+1s (ρ2)L
2`+1
n−`−1(ρ2)
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and for the divergent part, where we have ρλ,i = ρn,i
√
1− ,3
〈n`|V 1
(En −H)′V
′|n`〉
∣∣∣∣ s = n− `− 1
λ = n√
1−
(B.98)
= −N2n`
4mr
aλ
(n− `− 1)!
(n− `− 1 + `+ 1− λ)(n− `− 1 + 2`+ 1)! (B.99)
×
(na
2
)3 ∞ˆ
0
dρn,1 ρ
2
n,1V
′(ρn,1)ρ`λ,1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L2`+1n−`−1(ρλ,1)L
2`+1
n−`−1(ρn,1)
×
(na
2
)3 ∞ˆ
0
dρn,2 ρ
2
n,2V (ρn,2)ρ
`
λ,2ρ
`
n,2e
− 1
2
ρλ,2e−
1
2
ρn,2L2`+1n−`−1(ρλ,2)L
2`+1
n−`−1(ρn,2)
= −(n− `− 1)!
(n+ `)!
mr
n√
1−
(n− `− 1)!
(n− n√
1−)(n+ `)!
(B.100)
× na
2
∞ˆ
0
dρn,1 ρ
2
n,1V
′(ρn,1)
(
ρn,1
√
1− )` ρ`n,1e− 12ρn,1√1−e− 12ρn,1L2`+1n−`−1(ρn,1√1− )L2`+1n−`−1(ρn,1)
× na
2
∞ˆ
0
dρn,2 ρ
2
n,2V (ρn,2)
(
ρn,2
√
1− )` ρ`n,2e− 12ρn,2√1−e− 12ρn,2L2`+1n−`−1(ρn,2√1− )L2`+1n−`−1(ρn,2)
= −
(
(n− `− 1)!
(n+ `)!
)2 mr
n2
1− √
1− − 1 (B.101)
× na
2
∞ˆ
0
dρ1 ρ
2+2`
1 V
′(ρ1)
(√
1− )` e− 12ρ1√1−e− 12ρ1L2`+1n−`−1(ρ1√1− )L2`+1n−`−1(ρ1)
× na
2
∞ˆ
0
dρ2 ρ
2+2`
2 V (ρ2)
(√
1− )` e− 12ρ2√1−e− 12ρ2L2`+1n−`−1(ρ2√1− )L2`+1n−`−1(ρ2)
We can therefore conclude
〈n`|V 1
(En −H)′V
′|n`〉 = I1(V, V ′) + I2(V, V ′) , (B.102)
with
I1(V, V
′) = −(n− `− 1)!
(n+ `)!
mr
n
∞∑
s=0,s 6=n−`−1
s!
(s+ `+ 1− n)(s+ 2`+ 1)! (B.103)
× na
2
∞ˆ
0
dρ1 ρ
2+2`
1 V
′(ρ1)e−ρ1L2`+1s (ρ1)L
2`+1
n−`−1(ρ1)
× na
2
∞ˆ
0
dρ2 ρ
2+2`
2 V (ρ2)e
−ρ2L2`+1s (ρ2)L
2`+1
n−`−1(ρ2) ,
3Once all ambiguities are eliminated, we will drop the explicit subscript n for the sake of readability.
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I2(V, V
′) = −
(
(n− `− 1)!
(n+ `)!
)2 mr
n2
1− √
1− − 1 (B.104)
× na
2
∞ˆ
0
dρ1 ρ
2+2`
1 V
′(ρ1)
(√
1− )` e− 12ρ1√1−e− 12ρ1L2`+1n−`−1(ρ1√1− )L2`+1n−`−1(ρ1)
×na
2
∞ˆ
0
dρ2 ρ
2+2`
2 V (ρ2)
(√
1− )` e− 12ρ2√1−e− 12ρ2L2`+1n−`−1(ρ2√1− )L2`+1n−`−1(ρ2)
∣∣∣∣∣∣
→0 ,O(0)
,
where it is very important to realize that one should take the limit → 0 and take the O(0) term as
we will show below in Appendix B.4. As an example we reproduce the expectation value for a double
potential insertion of the form 1r , Eq. (B.83):
I1
(
1
r
,
1
r
)
= −mr
n
(n− `− 1)!
(n+ `)!
∞∑
s=0,s 6=n−`−1
s!
(s+ `+ 1− n)(s+ 2`+ 1)! (B.105)
×
∞ˆ
0
dρ1 ρ
2`+1
1 e
−ρ1L2`+1s (ρ1)L
2`+1
n−`−1(ρ1)
×
∞ˆ
0
dρ2 ρ
2`+1
2 e
−ρ2L2`+1s (ρ2)L
2`+1
n−`−1(ρ2)
= −mr
n
(n− `− 1)!
(n+ `)!
∞∑
s=0,s 6=n−`−1
s!
(s+ `+ 1− n)(s+ 2`+ 1)!
× Γ(1 + 2`+ n− `− 1)
(n− `− 1)! δs,n−`−1
Γ(1 + 2`+ n− `− 1)
(n− `− 1)! δs,n−`−1
= 0 ,
I2
(
1
r
,
1
r
)
= −mr
n2
1− √
1− − 1
[
(n− `− 1)!
(n+ `)!
]2
(B.106)
× (1− ) `2
∞ˆ
0
dρ1 ρ
2`+1
1 e
− ρ1
2
(1+
√
1−)L2`+1n−`−1(ρ1
√
1− )L2`+1n−`−1(ρ1)
× (1− ) `2
∞ˆ
0
dρ2 ρ
2`+1
2 e
− ρ2
2
(1+
√
1−)L2`+1n−`−1(ρ2
√
1− )L2`+1n−`−1(ρ2)
= −mr
n2
1− √
1− − 1
[
(n− `− 1)!
(n+ `)!
]2
×
{ ∞ˆ
0
dρ1 ρ
2`+1
1 e
−ρ1 [L2`+1n−`−1(ρ1)]
2
+ 
[
1
2
∞ˆ
0
dρ1 ρ
2`+1
1 e
−ρ1L2`+1n−`−1(ρ1)
[
(n+ `)L2`+1n−`−2(ρ1)− (n− `− 1)L2`+1n−`−1(ρ1)
]
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+
`
2
∞ˆ
0
dρ1 ρ
2`+1
1 e
−ρ1 [L2`+1n−`−1(ρ1)]
2 +
1
4
∞ˆ
0
dρ1 ρ
2`+2
1 e
−ρ1 [L2`+1n−`−1(ρ1)]
2
]}
×
{ ∞ˆ
0
dρ2 ρ
2`+1
2 e
−ρ2 [L2`+1n−`−1(ρ2)]
2
+ 
[
1
2
∞ˆ
0
dρ2 ρ
2`+1
2 e
−ρ2L2`+1n−`−1(ρ2)
[
(n+ `)L2`+1n−`−2(ρ2)− (n− `− 1)L2`+1n−`−1(ρ2)
]
+
`
2
∞ˆ
0
dρ2 ρ
2`+1
2 e
−ρ2 [L2`+1n−`−1(ρ2)]
2 +
1
4
∞ˆ
0
dρ2 ρ
2`+2
2 e
−ρ2 [L2`+1n−`−1(ρ2)]
2
]}
= −mr
n2
1− √
1− − 1
[
(n− `− 1)!
(n+ `)!
]2
×
{ ∞ˆ
0
dρ1 ρ
2`+1
1 e
−ρ1 [L2`+1n−`−1(ρ1)]
2 + 
[
n+ `
2
∞ˆ
0
dρ1 ρ
2`+1
1 e
−ρ1L2`+1n−`−1(ρ1)L
2`+1
n−`−2(ρ1)
+
1− n
2
∞ˆ
0
dρ1 ρ
2`+1
1 e
−ρ1 [L2`+1n−`−1(ρ1)]
2 +
1
4
∞ˆ
0
dρ1 ρ
2`+2
1 e
−ρ1 [L2`+1n−`−1(ρ1)]
2
]}
×
{ ∞ˆ
0
dρ2 ρ
2`+1
2 e
−ρ2 [L2`+1n−`−1(ρ2)]
2 + 
[
n+ `
2
∞ˆ
0
dρ2 ρ
2`+1
2 e
−ρ2L2`+1n−`−1(ρ2)L
2`+1
n−`−2(ρ2)
+
1− n
2
∞ˆ
0
dρ2 ρ
2`+1
2 e
−ρ2 [L2`+1n−`−1(ρ2)]
2 +
1
4
∞ˆ
0
dρ2 ρ
2`+2
2 e
−ρ2 [L2`+1n−`−1(ρ2)]
2
]}
= −mr
n2
1− √
1− − 1
[
(n− `− 1)!
(n+ `)!
]2
× Γ(n+ `+ 1)
(n− `− 1)! + 
[
n+ `
2
0 +
1− n
2
Γ(n+ `+ 1)
(n− `− 1)! +
1
4
2nΓ(n+ `+ 1)
(n− `− 1)!
]
× Γ(n+ `+ 1)
(n− `− 1)! + 
[
n+ `
2
0 +
1− n
2
Γ(n+ `+ 1)
(n− `− 1)! +
1
4
2nΓ(n+ `+ 1)
(n− `− 1)!
]
= −mr
n2
1− √
1− − 1
[
(n− `− 1)!
(n+ `)!
]2 [Γ(n+ `+ 1)
(n− `− 1)!
]2 (
1 +

2
)2
= −mr
n2
1− √
1− − 1
(
1 +

2
)2
= −mr
n2
(
−2

+
1
2
+
13
8
+O(2)
)
.
Taking the limit  → 0 and picking up the term of O(0), we obtain I2
(
1
r ,
1
r
)
= − mr
2n2
which is the
desired result.
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B.4 Demonstration of the divergence cancellation
We start again from the matrix element (3.105) and first restrict ourselves to the types of matrix
elements appearing in the spectrum, hence the ones with same initial and final state:
〈n`|V 1
(En −H)′V
′|n`〉 =
ˆ
d3r1 d
3r2 ψ
∗
n`(~r2)V (~r2)G
′(~r2, ~r1)V ′(~r1)ψn`(~r1) (B.107)
= − lim
E→En
ˆ
d3r1 d
3r2 ψ
∗
n`(~r2)V (~r2)
(
G(~r1, ~r2, E)− |ψn`|
2
E − En
)
V ′(~r1)ψn`(~r1) (B.108)
= − lim
E→En
{ˆ
d3r1 d
3r2 ψ
∗
n`(~r2)V (~r2)G(~r1, ~r2, E)V
′(~r1)ψn`(~r1) (B.109)
+
ˆ
d3r1 d
3r2 ψ
∗
n`(~r2)V (~r2)
ψ∗n`(~r1)ψn`(~r2)
E − En V
′(~r1)ψn`(~r1)
}
= − lim
E→En
{[
Nn`Nn`
4mr
aλ
∞∑
`′′=0
∞∑
s=0
s!
(s+ `′′ + 1− λ)(s+ 2`′′ + 1)! (B.110)
×
∞ˆ
0
dr1 r
2
1V
′(r1)ρ`
′′
λ,1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L2`
′′+1
s (ρλ,1)L
2`+1
n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`′′
λ,2ρ
`
n,2e
− 1
2
ρλ,2e−
1
2
ρn,2L2`
′′+1
s (ρλ,2)L
2`+1
n−`−1(ρn,2)
×
`′′∑
m′′=−`′′
ˆ
dΩ1 Y
m′′∗
`′′ (Ω1)V
′(Ω1)Y m` (Ω1)
ˆ
dΩ2 Y
m∗
` (Ω2)V (Ω2)Y
m′′
`′′ (Ω2)
]
+
[
1
E − EnN
2
n`N
2
n`
×
ˆ
dr1 r
2
1V
′(~r1)ρ`n,1ρ
`
n,1e
− 1
2
ρn,1e−
1
2
ρn,1L2`+1n−`−1(ρn,1)L
2`+1
n−`−1(ρn,1)
×
ˆ
dr2 r
2
1V (~r2)ρ
`
n,2ρ
`
n,2e
− 1
2
ρn,2e−
1
2
ρn,2L2`+1n−`−1(ρn,2)L
2`+1
n−`−1(ρn,2)
ˆ
dΩ1 Y
m∗
` (Ω1)V
′(Ω1)Y m` (Ω1)
ˆ
dΩ2 Y
m∗
` (Ω2)V (Ω2)Y
m
` (Ω2)
]}
One could now assume that the angular parts of the potentials, V ′(Ω1) and V (Ω2) are equal to identity,
which would impose ` = `′′ and thus m = m′′. Or one could argue that the limit E → En directly hits
the pole in each expression in square brackets individually and this divergence can only be cured if
` = `′′ holds.4 And it has to be cured, since the matrix element is a physical observable and thus has to
be finite. Either way, we arrive at
〈n`|V 1
(En −H)′V
′|n`〉 =
ˆ
d3r1 d
3r2 ψ
∗
n`(~r2)V (~r2)G
′
n`(~r2, ~r1)V
′(~r1)ψn`(~r1) (B.111)
4This limit is equivalent to the limit λ→ n and thus it is equivalent to the limits → 0, while E → En(1− ), which
corresponds to → 0, while λ→ n√
1− .
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= − lim
E→En
{[
Nn`Nn`
4mr
aλ
∞∑
s=0
s!
(s+ `+ 1− λ)(s+ 2`+ 1)! (B.112)
×
∞ˆ
0
dr1 r
2
1V
′(r1)ρ`λ,1ρ
`
n,1e
− 1
2
ρλ,1e−
1
2
ρn,1L2`+1s (ρλ,1)L
2`+1
n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`
λ,2ρ
`
n,2e
− 1
2
ρλ,2e−
1
2
ρn,2L2`+1s (ρλ,2)L
2`+1
n−`−1(ρn,2)
×
ˆ
dΩ1 Y
m∗
` (Ω1)V
′(Ω1)Y m` (Ω1)
ˆ
dΩ2 Y
m∗
` (Ω2)V (Ω2)Y
m
` (Ω2)
]
+
[
1
E − EnN
2
n`N
2
n`
×
ˆ
dr1 r
2
1V
′(~r1)ρ`n,1ρ
`
n,1e
− 1
2
ρn,1e−
1
2
ρn,1L2`+1n−`−1(ρn,1)L
2`+1
n−`−1(ρn,1)
×
ˆ
dr2 r
2
1V (~r2)ρ
`
n,2ρ
`
n,2e
− 1
2
ρn,2e−
1
2
ρn,2L2`+1n−`−1(ρn,2)L
2`+1
n−`−1(ρn,2)
ˆ
dΩ1 Y
m∗
` (Ω1)V
′(Ω1)Y m` (Ω1)
ˆ
dΩ2 Y
m∗
` (Ω2)V (Ω2)Y
m
` (Ω2)
]}
We rewrite the limit, exhibiting the crucial value of the sum to be s = n− `−1. However, this is exactly
the value appearing in the second square bracket. We thus now disregard the finite terms, including
the angular integrals and arrive at5
〈n`|V 1
(En −H)′V
′|n`〉
∣∣∣∣
divergent
(B.113)
= −N2n` lim
→0
{[
4mr
a n√
1−
(n− `− 1)!
(n− `− 1 + `+ 1− n√
1−)(n− `− 1 + 2`+ 1)!
(B.114)
×
∞ˆ
0
dr1 r
2
1V
′(r1)ρ`n,1(
√
1− )`ρ`n,1e−
1
2
ρn,1
√
1−e−
1
2
ρn,1L2`+1n−`−1(ρn,1
√
1− )L2`+1n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`
n,2(
√
1− )`ρ`n,2e−
1
2
ρn,2
√
1−e−
1
2
ρn,2L2`+1n−`−1(ρn,2
√
1− )L2`+1n−`−1(ρn,2)
]
+
[
1
−EnN
2
n`
×
ˆ
dr1 r
2
1V
′(~r1)ρ`n,1ρ
`
n,1e
− 1
2
ρn,1e−
1
2
ρn,1L2`+1n−`−1(ρn,1)L
2`+1
n−`−1(ρn,1)
×
ˆ
dr2 r
2
1V (~r2)ρ
`
n,2ρ
`
n,2e
− 1
2
ρn,2e−
1
2
ρn,2L2`+1n−`−1(ρn,2)L
2`+1
n−`−1(ρn,2)
]}
= −N2n` lim
→0
{[
1
−2EnN
2
n`
1− √
1− − 1 (B.115)
5Remember that ρ n√
1− ,i
= ρn,i
√
1− .
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×
∞ˆ
0
dr1 r
2
1V
′(r1)ρ`n,1(
√
1− )`ρ`n,1e−
1
2
ρn,1
√
1−e−
1
2
ρn,1L2`+1n−`−1(ρn,1
√
1− )L2`+1n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`
n,2(
√
1− )`ρ`n,2e−
1
2
ρn,2
√
1−e−
1
2
ρn,2L2`+1n−`−1(ρn,2
√
1− )L2`+1n−`−1(ρn,2)
]
+
[
1
−EnN
2
n`
×
ˆ
dr1 r
2
1V
′(~r1)ρ`n,1ρ
`
n,1e
− 1
2
ρn,1e−
1
2
ρn,1L2`+1n−`−1(ρn,1)L
2`+1
n−`−1(ρn,1)
×
ˆ
dr2 r
2
1V (~r2)ρ
`
n,2ρ
`
n,2e
− 1
2
ρn,2e−
1
2
ρn,2L2`+1n−`−1(ρn,2)L
2`+1
n−`−1(ρn,2)
]}
= −N4n` lim
→0
{[
1
−2En
1− √
1− − 1 (B.116)
×
∞ˆ
0
dr1 r
2
1V
′(r1)ρ`n,1(
√
1− )`ρ`n,1e−
1
2
ρn,1
√
1−e−
1
2
ρn,1L2`+1n−`−1(ρn,1
√
1− )L2`+1n−`−1(ρn,1)
×
∞ˆ
0
dr2 r
2
2V (r2)ρ
`
n,2(
√
1− )`ρ`n,2e−
1
2
ρn,2
√
1−e−
1
2
ρn,2L2`+1n−`−1(ρn,2
√
1− )L2`+1n−`−1(ρn,2)
]
+
[
1
−En
×
ˆ
dr1 r
2
1V
′(~r1)ρ`n,1ρ
`
n,1e
− 1
2
ρn,1e−
1
2
ρn,1L2`+1n−`−1(ρn,1)L
2`+1
n−`−1(ρn,1)
×
ˆ
dr2 r
2
1V (~r2)ρ
`
n,2ρ
`
n,2e
− 1
2
ρn,2e−
1
2
ρn,2L2`+1n−`−1(ρn,2)L
2`+1
n−`−1(ρn,2)
]}
Expanding the first square brackets yields
1
−2En
1− √
1− − 1 (B.117)
× ρ`n,1(
√
1− )`ρ`n,1e−
1
2
ρn,1
√
1−e−
1
2
ρn,1L2`+1n−`−1(ρn,1
√
1− )L2`+1n−`−1(ρn,1)
× ρ`n,2(
√
1− )`ρ`n,2e−
1
2
ρn,2
√
1−e−
1
2
ρn,2L2`+1n−`−1(ρn,2
√
1− )L2`+1n−`−1(ρn,2)
=
1
En
(B.118)
× ρ`n,1ρ`n,1e−
1
2
ρn,1e−
1
2
ρn,1L2`+1n−`−1(ρn,1)L
2`+1
n−`−1(ρn,1)
× ρ`n,2ρ`n,2e−
1
2
ρn,2e−
1
2
ρn,2L2`+1n−`−1(ρn,2)L
2`+1
n−`−1(ρn,2)
+ #0 
0 + #1 +O(2)
and all the terms linear or of higher order in  vanish in the limit → 0. The finite part #0 is the one
we extract and the divergent part cancels exactly.
For the matrix elements appearing in the calculation of the E1 transition we find for the correction to
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the initial state
(0)〈n′`′|OE1|n`〉(1) = (0)〈n′`′|OE1
∑
k 6=n
(0)〈k`|V |n`〉(0)
E
(0)
n − E(0)k
|k`〉(0)
 (B.119)
= 〈n′`′|OE1
∑
k 6=n
〈k`|V |n`〉
En − Ek |k`〉
 = 〈n′`′|OE1
∑
k 6=n
|k`〉〈k`|
En − EkV |n`〉

= lim
E→En
[
〈n′`′|OE1
∑
k |k`〉〈k`|
H − E V |n`〉 − 〈n
′`′|OE1 |n`〉〈n`|
En − E V |n`〉
]
= − lim
E→En
[
〈n′`′|OE1
∑
k |k`〉〈k`|
E −H V |n`〉 − 〈n
′`′|OE1 |n`〉〈n`|
E − En V |n`〉
]
= − lim
E→En
[
〈n′`′|OE1 1
E −HV |n`〉 − 〈n
′`′|OE1 P(n)
E − EnV |n`〉
]
= −〈n′`′|OE1 lim
E→En
[
1
E −H −
P(n)
E − En
]
V |n`〉
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)OE1(~r2)
[
lim
E→En
(
G(~r1, ~r2, E)− ψ
∗
n`(~r1)ψn`(~r2)
E − En
)]
V (~r1)ψn`(~r1)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)OE1(~r2)G′(~r1, ~r2)V (~r1)ψn`(~r1)
= −〈n′`′|OE1 1
(En −H)′V |n`〉 ,
and therefore the divergence is particular of the initial state because the Green function inherits its
quantum numbers via the term
lim
E→En
1
E − En = lim→0
1
En(1− )− En = lim→0
1
En
. (B.120)
From the construction above, it is clear that the corrections to the final state must give a divergence
that is a particular property of the final state only, because the Green function inherits its quantum
numbers via the term
lim
E→En′
1
E − En′ = lim′→0
1
En′(1− ′)− En′ = lim′→0
1
′En′
, (B.121)
or more explicitly:
(1)〈n′`′|OE1|n`〉(0) =
∑
k 6=n′
(0)〈k`′|
(0)〈n′`′|V |k`′〉(0)
E
(0)
n′ − E(0)k
OE1|n`〉(0) (B.122)
=
∑
k 6=n′
〈k`′| 〈n
′`′|V |k`′〉
En′ − Ek
OE1|n`〉 =
〈n′`′|V ∑
k 6=n′
|k`′〉〈k`′|
En′ − Ek
OE1|n`〉
= lim
E→En′
[
〈n′`′|V
∑
k |k`′〉〈k`′|
H − E OE1|n`〉 − 〈n
′`′|V |n
′`′〉〈n′`′|
En′ − E OE1|n`〉
]
= − lim
E→En′
[
〈n′`′|V
∑
k |k`′〉〈k`′|
E −H OE1|n`〉 − 〈n
′`′|V |n
′`′〉〈n′`′|
E − En′ OE1|n`〉
]
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= − lim
E→En′
[
〈n′`′|V 1
E −HOE1|n`〉 − 〈n
′`′|V P(n)
E − En′OE1|n`〉
]
= −〈n′`′|V lim
E→En′
[
1
E −H −
P(n)
E − En′
]
OE1|n`〉
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)V (~r2)
[
lim
E→En′
(
G(~r1, ~r2, E)− ψ
∗
n′`′(~r1)ψn′`′(~r2)
E − En′
)]
OE1(~r1)ψn`(~r1)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)V (~r2)G
′(~r1, ~r2)OE1(~r1)ψn`(~r1)
= −〈n′`′|V 1
(En′ −H)′OE1|n`〉 .
An intermediate conclusion we can draw already is that expectation values with double potential
insertions and matrix elements with one correction to either the initial or final state are free of
divergences. This is due to the fact that all of these objects contain only one Green function that
inherits its quantum numbers from the state the correction is applied to. Therefore, during the actual
computation, we can take advantage of this, by simply neglecting the P(n) part, but therefore as well
neglecting the 1 divergence after the expanding and thus simply taking the limit → 0 while keeping
the term O(0) only. This simple picture changes slightly, however not conceptually, in the case where
we have two Green functions involved, as we will see now.
For the second order correction there are three different terms6:
(1)〈n′`′|OE1|n`〉(1) , (2)〈n′`′|OE1|n`〉(0) and (0)〈n′`′|OE1|n`〉(2) . (B.123)
Following the argumentation above, it is clear that the first one has two simple divergences, one which
goes as 1 , associated with the initial state, and the other one that behaves as
1
′ , associated with the
final state. For the latter two, each individual Green Function has a simple divergence as well. However,
each of the individual Green functions is a finite object and all the arising divergences are canceled.
Thus, in the latter two cases, one can no longer neglect the P(n) parts and drop the divergences because
this would lead to admixture, and thus to 1
2
or 1
′2 divergences that do not exist. In order to overcome
this in the actual computation, we treat each Green function with a different regulator ( and ′) even
if both of them act on the same state (initial or final). By doing so we avoid admixture and guarantee
an exact cancellation of all arising divergences while still keeping the computational effort as low as
possible. Consider the example of the Green functions
G =
G−1

+G0 +G1+ . . . , and G′ =
G′−1
′
+G′0 +G
′
1
′ + . . . . (B.124)
If we explicitly subtract the divergences individually and take limits → 0 and ′ → 0 the product of
them would be (
G− G−1

)(
G′ − G
′−1
′
)
= G0G
′
0 , (B.125)
as it should be. However, if we would use the same regulator for both of them and simply drop the
divergence we would end up with the wrong result
GG′ =
G−1G′−1
2
+
G−1G′0 +G′−1G0

+G0G
′
0 + 2G−1G
′
−1 + . . . (B.126)
6This whole argumentation would also hold conceptually for the third order correction to the energy, which would
be of order mα5s and thus beyond our scope. Therefore the only objects involving two Green functions are the matrix
elements contributing to the decay width at order mα6s.
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which after dropping the divergent terms and taking the limit → 0 gives the additional term 2G−1G′−1
that yields a wrong result.
Finally we can conclude that the following holds:
〈n`|V 1
(En −H)′V
′|n`〉 = −
ˆ
d3r1 d
3r2 ψ
∗
n`(~r2)V (~r2)G
′(~r2, ~r1)V ′(~r1)ψn`(~r1) (B.127)
= −
ˆ
d3r1 d
3r2 ψ
∗
n`(~r2)V (~r2)G(~r2, ~r1, E)V
′(~r1)ψn`(~r1)
∣∣∣∣ E → En
→ 0,O(0)
(1)〈n′`′|OE1|n`〉 = 〈n′`′|V 1
(En′ −H)′OE1|n`〉 (B.128)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)V (~r2)G
′(~r2, ~r1)OE1(~r1)ψn`(~r1)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)V (~r2)G(~r2, ~r1, E)OE1(~r1)ψn`(~r1)
∣∣∣∣ E → En′
′ → 0,O(′0)
〈n′`′|OE1|n`〉(1) = 〈n′`′|OE1 1
(En −H)′V |n`〉 (B.129)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)OE1(~r2)G′(~r2, ~r1)V (~r1)ψn`(~r1)
= −
ˆ
d3r1 d
3r2 ψ
∗
n′`′(~r2)OE1(~r2)G(~r2, ~r1, E)V (~r1)ψn`(~r1)
∣∣∣∣ E → En
→ 0,O(0)
(1)〈n′`′|OE1|n`〉(1) = 〈n′`′|V ′ 1
(En′ −H)′OE1
1
(En −H)′V |n`〉 (B.130)
=
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G′(~r3, ~r2)OE1(~r2)G′(~r2, ~r1)V (~r1)ψn`(~r1)
=
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G(~r3, ~r2, E′)OE1(~r2)G(~r2, ~r1, E)V (~r1)ψn`(~r1)
∣∣∣∣E → En(1− )
E′ → En′(1− ′)
→ 0,O(0)
′ → 0,O(′0)
(2)〈n′`′|OE1|n`〉 = 〈n′`′|V ′ 1
(En′ −H)′V
1
(En′ −H)′OE1|n`〉 (B.131)
= −
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G′(~r3, ~r2)V (~r2)G′(~r2, ~r1)OE1(~r1)ψn`(~r1)
=−
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)V
′(~r3)G(~r3, ~r2, E′)V (~r2)G(~r2, ~r1, E)OE1(~r1)ψn`(~r1)
∣∣∣∣E → En′(1− )
E′ → En′(1− ′)
→ 0,O(0)
′ → 0,O(′0)
〈n′`′|OE1|n`〉(2) = 〈n′`′|OE1 1
(En −H)′V
′ 1
(En −H)′V |n`〉 (B.132)
= −
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)OE1(~r3)G′(~r3, ~r2)V ′(~r2)G′(~r2, ~r1)V (~r1)ψn`(~r1)
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=−
ˆ
d3r1 d
3r2 d
3r3 ψ
∗
n′`′(~r3)OE1(~r3)G(~r3, ~r2, E′)V ′(~r2)G(~r2, ~r1, E)V (~r1)ψn`(~r1)
∣∣∣∣E → En(1− )
E′ → En(1− ′)
→ 0,O(0)
′ → 0,O(′0)
Using this method significantly simplifies the computations, since one does not need to explicitly
calculate the divergent P(n) part. During all of this work we suppress the additional E in the Coulomb
Green function as well as the limits, since both these notations are understood implicitly.
B.5 Derivation of the non-perturbative contribution to the wave func-
tion renormalization
We derive the final form of Eq. (5.166), that is given by
(0)〈n; `|r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|n; `〉(0) (B.133)
=
(
4mr
na
)2
N2n`
(na
2
)11 ∞∑
s=0
∞∑
s′=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(B.134)
× s
′!
(s′ + `+ 1 + n2NcCF )[(s
′ + 2`+ 1)!]
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ2 ρ
2+2`
2 e
−ρ2L2`+1s (ρ2)L
2`+1
s′ (ρ2)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s′ (ρ3)L
2`+1
n−`−1 (ρ3) .
We may now exploit the completeness and recursion relations for the associated Laguerre polynomials,
given in Appendix B.1.3. The intuitive but naive way would be to use Eqs. (B.29) and (B.30) to
trade all the three integrals for finite sums depending on s and s′. However, exploiting the recursion
relations (B.31) for the ρ2 integral first, and then using Eq. (B.26) allows us to avoid the numerically
non-trivial double series in s and s′, since we may rewrite
ˆ
dρ2 ρ
2+2`
2 e
−ρ2L2`+1s (ρ2)L
2`+1
s′ (ρ2) =
ˆ
dρ2 ρ
2`
2 e
−ρ2
[
ρ2L
2`+1
s (ρ2)
] [
ρ2L
2`+1
s′ (ρ2)
]
(B.135)
=
ˆ
dρ2 ρ
2`
2 e
−ρ2
[
(s+ 2`+ 1)L2`s (ρ2)− (s+ 1)L2`s+1 (ρ2)
]
(B.136)
×
[
(s′ + 2`+ 1)L2`s′ (ρ2)− (s′ + 1)L2`s′+1 (ρ2)
]
= (s+ 2`+ 1)(s′ + 2`+ 1)
ˆ
dρ2 ρ
2`
2 e
−ρ2L2`s (ρ2)L
2`
s′ (ρ2) (B.137)
− (s+ 2`+ 1)(s′ + 1)
ˆ
dρ2 ρ
2`
2 e
−ρ2L2`s (ρ2)L
2`
s′+1 (ρ2)
− (s+ 1)(s′ + 2`+ 1)
ˆ
dρ2 ρ
2`
2 e
−ρ2L2`s+1 (ρ2)L
2`
s′ (ρ2)
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+ (s+ 1)(s′ + 1)
ˆ
dρ2 ρ
2`
2 e
−ρ2L2`s+1 (ρ2)L
2`
s′+1 (ρ2)
= (s+ 2`+ 1)(s′ + 2`+ 1)
(s+ 2`)!
s!
δss′ − (s+ 2`+ 1)(s′ + 1)(s+ 2`)!
s!
δss′+1 (B.138)
− (s+ 1)(s′ + 2`+ 1)(s+ 1 + 2`)!
(s+ 1)!
δs+1s′ + (s+ 1)(s
′ + 1)
(s+ 1 + 2`)!
(s+ 1)!
δs+1s′+1
=
(s+ 2`+ 1)2[(s+ 2`)!]
s!
δss′ − (s+ 2`+ 1)[(s+ 2`)!]
(s− 1)! δss′+1 (B.139)
− (s+ 2`+ 2)[(s+ 2`+ 1)!]
s!
δs+1s′ +
(s+ 1)[(s+ 2`+ 1)!]
s!
δs+1s′+1 .
This allows us to eliminate the series in s′ due to the Kronecker deltas and subsequently perform the
integrals in ρ1 and ρ3, using the relations (B.29) and (B.30), which finally leads to one series in s and
several finite sums depending on s only:
(0)〈n; `|r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|n; `〉(0) (B.140)
=
(
4mr
na
)2
N2n`
(na
2
)11
(B.141)
×
{[ ∞∑
s=0
∞∑
s′=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
s′!
(s′ + `+ 1 + n2NcCF )[(s
′ + 2`+ 1)!]
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s′ (ρ3)L
2`+1
n−`−1 (ρ3)
× (s+ 2`+ 1)
2[(s+ 2`)!]
s!
δss′
]
−
[ ∞∑
s=0
∞∑
s′=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
s′!
(s′ + `+ 1 + n2NcCF )[(s
′ + 2`+ 1)!]
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s′ (ρ3)L
2`+1
n−`−1 (ρ3)
× (s+ 2`+ 1)[(s+ 2`)!]
(s− 1)! δss′+1
]
−
[ ∞∑
s=0
∞∑
s′=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
s′!
(s′ + `+ 1 + n2NcCF )[(s
′ + 2`+ 1)!]
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s′ (ρ3)L
2`+1
n−`−1 (ρ3)
× (s+ 2`+ 2)[(s+ 2`+ 1)!]
s!
δs+1s′
]
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+
[ ∞∑
s=0
∞∑
s′=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
s′!
(s′ + `+ 1 + n2NcCF )[(s
′ + 2`+ 1)!]
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s′ (ρ3)L
2`+1
n−`−1 (ρ3)
× (s+ 1)[(s+ 2`+ 1)!]
s!
δs+1s′+1
]}
=
(
4mr
na
)2
N2n`
(na
2
)11
(B.142)
×
{[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ 1 + n2NcCF )
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s (ρ3)L
2`+1
n−`−1 (ρ3)
]
−
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ n2NcCF )
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s−1 (ρ3)L
2`+1
n−`−1 (ρ3)
]
−
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 2 + n2NcCF )
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s+1 (ρ3)L
2`+1
n−`−1 (ρ3)
]
+
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 1 + n2NcCF )
×
ˆ
dρ1 ρ
3+2`
1 e
−ρ1L2`+1n−`−1 (ρ1)L
2`+1
s (ρ1)
×
ˆ
dρ3 ρ
3+2`
3 e
−ρ3L2`+1s (ρ3)L
2`+1
n−`−1 (ρ3)
]}
=
(
4mr
na
)2
N2n`
(na
2
)11
(B.143)
×
{[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ 1 + n2NcCF )
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×
min(n−`−1,s)∑
k=0
Γ(3 + α+ k)
k!
Γ(3)
Γ(4− n+ `+ k)[(n− `− 1− k)!]
Γ(3)
Γ(3− s+ k)[(s− k)!]
×
min(s,n−`−1)∑
k′=0
Γ(3 + α+ k′)
k′!
Γ(3)
Γ(3− s+ k′)[(s− k′)!]
Γ(3)
Γ(4− n+ `+ k′)[(n− `− 1− k′)!]
]
−
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ n2NcCF )
×
min(n−`−1,s)∑
k=0
Γ(3 + α+ k)
k!
Γ(3)
Γ(4− n+ `+ k)[(n− `− 1− k)!]
Γ(3)
Γ(3− s+ k)[(s− k)!]
×
min(s−1,n−`−1)∑
k′=0
Γ(3 + α+ k′)
k′!
Γ(3)
Γ(4− s+ k′)[(s− 1− k′)!]
Γ(3)
Γ(4− n+ `+ k′)[(n− `− 1− k′)!]
]
−
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 2 + n2NcCF )
×
min(n−`−1,s)∑
k=0
Γ(3 + α+ k)
k!
Γ(3)
Γ(4− n+ `+ k)[(n− `− 1− k)!]
Γ(3)
Γ(3− s+ k)[(s− k)!]
×
min(s+1,n−`−1)∑
k′=0
Γ(3 + α+ k′)
k′!
Γ(3)
Γ(2− s+ k′)[(s+ 1− k′)!]
Γ(3)
Γ(4− n+ `+ k′)[(n− `− 1− k′)!]
]
+
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 1 + n2NcCF )
×
min(n−`−1,s)∑
k=0
Γ(3 + α+ k)
k!
Γ(3)
Γ(4− n+ `+ k)[(n− `− 1− k)!]
Γ(3)
Γ(3− s+ k)[(s− k)!]
×
min(s,n−`−1)∑
k′=0
Γ(3 + α+ k′)
k′!
Γ(3)
Γ(3− s+ k′)[(s− k′)!]
Γ(3)
Γ(4− n+ `+ k′)[(n− `− 1− k′)!]
]}
,
where we introduced the abbreviation α ≡ 2`+ 1. Because the states we are interested in are the 2 3PJ
and the 1 3S1, it is immediately clear that, since for them n− `− 1 = 0, in each of the finite sums in k
and k′, only k = 0 and k′ = 0 terms contribute, respectively. This is due to the respective denominators
(n− `− 1− k)! and (n− `− 1− k′)! that are present in all of them.
For higher radial excitations, hence for hypothetical cases were n− `− 1 = ξ > 0, the finite sums are
restricted to k ≤ ξ and k′ ≤ ξ, respectively.7
Explicitly implementing the condition n− `− 1 = 0 and therewith performing the resulting trivial finite
sums in k and k′, respectively, yields
(0)〈n; `|r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|n; `〉(0)
∣∣∣∣∣
n−`−1=0
(B.144)
=
(
4mr
na
)2
N2n`
(na
2
)11
(B.145)
7We note, however, that due to denominators of the form Γ(ξ − n+ `), ξ ∈ N, arbitrarily high excitations are not
possible.
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×
{[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ 1 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(3− s)[(s)!]
Γ(3)
Γ(4− n+ `)
]
−
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(4− s)[(s− 1)!]
Γ(3)
Γ(4− n+ `)
]
−
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 2 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(2− s)[(s+ 1)!]
Γ(3)
Γ(4− n+ `)
]
+
[ ∞∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 1 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(3− s)[(s)!]
Γ(3)
Γ(4− n+ `)
]}
.
At this point one may realize that now additionally each individual sum in s is constrained to a finite
number of summands, due to denominators of the form Γ(ξ − s), ξ ∈ N, and the matrix element can
thus be computed exactly. This actually also holds for the hypothetical cases were n − ` − 1 > 0,
although there the constrains will be functions of n− `− 1. Including the constrains in s, the matrix
element takes the form
(0)〈n; `|r 1
(H
(0)
o − E(0)H )
1
1
(H
(0)
o − E(0)H )
r|n; `〉(0)
∣∣∣∣∣
n−`−1=0
(B.146)
=
(
4mr
na
)2
N2n`
(na
2
)11
(B.147)
×
{[ 2∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ 1 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(3− s)[(s)!]
Γ(3)
Γ(4− n+ `)
]
−
[ 2∑
s=1
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`)!]
1
(s+ `+ n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(4− s)[(s− 1)!]
Γ(3)
Γ(4− n+ `)
]
−
[ 1∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 2 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(2− s)[(s+ 1)!]
Γ(3)
Γ(4− n+ `)
]
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+
[ 2∑
s=0
s!
(s+ `+ 1 + n2NcCF )[(s+ 2`+ 1)!]
(s+ 1)
(s+ `+ 1 + n2NcCF )
× Γ(3 + α) Γ(3)
Γ(4− n+ `)
Γ(3)
Γ(3− s)[(s)!] × Γ(3 + α)
Γ(3)
Γ(3− s)[(s)!]
Γ(3)
Γ(4− n+ `)
]}
.
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Appendix C
Alternative method to calculate the first
order correction to the wave function
The method of Coulomb Green functions is not the only one to compute corrections to the wave function.
Although it has proven to be very successful, it suffers from the need of summing over infinitely many
intermediate states. Operators that can be written in the form of ladder operators, like in the case
of the quantum mechanical harmonic oscillator, lead to a finite amount of intermediate states only.
However, in the case of Hydrogen like systems such a formalism is not known and one eventually has to
perform the sum over intermediate states numerically. We now want to present an alternative method
that circumvents this drawback.
In order to calculate the first order correction to the wave function, ψ1, we make use of the following
ansatz1, assuming that the unperturbed Hamiltonian is of the form
H0 =
( −1
2mr
∇2 + V (0)
)
, (C.1)
being the leading order Schrödinger Hamiltonian (3.53). The leading order static potential (3.23) is
given by V (0) = −CF αsr and the perturbation is a function of the radial component only, hence
H1 = V (r) . (C.2)
The first order correction to the energy, Eq. (3.75), is given by E1 = 〈ψ0|H1|ψ0〉 and we have the
condition
(E0 −H0)ψ1 = (H1 − E1)ψ0 , (C.3)
that can be verified easily be multiplying both sides by ψ∗0 from the left and integrating, yielding
〈ψ0|(E0 −H0)|ψ1〉 = 〈ψ0| (H1 − E1)︸ ︷︷ ︸
=0 by construction
|ψ0〉 (C.4)
〈ψ0|E0|ψ1〉 − 〈ψ0|H0︸ ︷︷ ︸
=E0〈ψ0| since H0=H∗0
|ψ1〉 = 0 (C.5)
E0 〈ψ0|ψ1〉︸ ︷︷ ︸
=0
−E0 〈ψ0|ψ1〉︸ ︷︷ ︸
=0
= 0 , (C.6)
1It is due to Prof. Norbert Kaiser that we became aware of this alternative method. Nevertheless, Chapter 8.1 in
[BJ00] uses a similar method on very general ground but for a discrete case. We extend and specify the method mentioned
there to the continuous case.
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where we assumed orthogonality between the unperturbed and the perturbed wave function in the last
step.
We now assume that we can construct ψ1 from ψ0 by means of an operator O = F (r) that is a function
of the radial component only, hence
ψ1 = Oψ0 = F (r)ψ0 . (C.7)
This implies ψ0 to be an eigenfunction of O and thus the commutator of H0 and O vanishes and we
have the condition
[O, H0]ψ0 = (H1 − E1)ψ0 . (C.8)
This is the central equation from which we can derive a differential equation for O, whose solution will
give us the function F (r) that we need to construct the first order correction to the wave function.
Using spherical coordinates we have
∇2 = ∂
2
∂r2
+
2
r
∂
∂r
(C.9)
and can thus derive
[O, H0]ψ0 = O
( −1
2mr
∇2 − CF αs
r
)
ψ0 −
( −1
2mr
∇2 − CF αs
r
)
Oψ0 (C.10)
= O
( −1
2mr
∇2
)
ψ0 −
( −1
2mr
∇2
)
Oψ0 (C.11)
=
−1
2mr
[O(∇2ψ0)−∇2(Oψ0)] (C.12)
=
−1
2mr
[O(∇2ψ0)−O(∇2ψ0)− (∇2O)ψ0 − 2(∇O)(∇ψ0)] (C.13)
=
−1
2mr
[−(∇2O)ψ0 − 2(∇O)(∇ψ0)] (C.14)
=
−1
2mr
[
−
(
O′′ + 2
r
O′
)
− 2O′ψ
′
0
ψ0
]
ψ0 = (H1 − E1)ψ0 . (C.15)
We have now arrived at the desired differential equation for the operator O, namely
1
2mr
[
O′′ +
(
2
r
+ 2
ψ′0
ψ0
)
O′
]
= H1 − E1 , (C.16)
that has the solution, using O = F (r),
F ′(r) = c1
ψ0(r)
−2
r2
+
2mrψ0(r)
−2
r2
rˆ
0
dRR2ψ0(R)
2(V (R)− E1) . (C.17)
For physical reasons we demand F ′ not to be singular at the origin and therefore we set c1 = 0. F (r)
and therewith the operator O can then be obtained by
F (r) =
rˆ
0
dRF ′(R) + c2 , (C.18)
116
Appendix C. Alternative method to calculate the first order correction to the wave function
where c2 is another integration constant that can be fixed by demanding orthogonality with respect to
the zeroth order wave function, hence
〈ψ1|ψ0〉 =
∞ˆ
0
dr r2(F (r)ψ0)
∗ψ0 = 0 . (C.19)
Having fixed c2 we may now cast the final result as
ψ1(r) = F (r)ψ0(r) . (C.20)
Example: We drop the 12mr -factor and take the zeroth order wave function to be ψ0 = 2e
−r and
assume a linear perturbation V (r) = r. We then find the first order energy correction to be
E1 =
∞ˆ
0
dr r34e−2r =
3
2
. (C.21)
The differential equation then takes the form[
F ′′ +
(
2
r
− 2
)
F ′
]
= r − 3
2
(C.22)
having the solution
F ′(r) =
e2r
4r2
rˆ
0
dRR24e−2R(R− 3
2
) = −r
2
, (C.23)
where we already set c1 = 0. This amounts to
F (r) = −
rˆ
0
dR
R
2
= −r
2
4
+ c2 , (C.24)
where orthogonality implies
∞ˆ
0
dr r2
[(
−r
2
4
+ c2
)
2e−r
]∗
2e−r = c2 − 3
4
= 0 ⇒ c2 = 3
4
(C.25)
and we finally arrive at
F (r) = −r
2
4
+
3
4
=
1
4
(−r2 + 3)
⇒ψ1 = 1
2
(−r2 + 3)e−r ,
(C.26)
which in deed is the correct solution. However, it turns out that for potentials proportional to ln (r) or
1
r3
this differential equation ansatz is no longer a practicable way to obtain the first order wave function
and therefore we shall be using the method of Coulomb Green functions.
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