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BSSN-type evolution equations are discussed. The name refers to the Baumgarte, Shapiro, Shi-
bata, and Nakamura version of the Einstein evolution equations, without introducing the conformal-
traceless decomposition but keeping the three connection functions and including a densitized lapse.
It is proved that a pseudo-differential first order reduction of these equations is strongly hyperbolic.
In the same way, densitized Arnowitt-Deser-Misner evolution equations are found to be weakly hy-
perbolic. In both cases, the positive densitized lapse function and the spacelike shift vector are
arbitrary given fields. This first order pseudodifferential reduction adds no extra equations to the
system and so no extra constraints.
PACS numbers: 04.20.Cv, 04.20.Ex, 04.25.Dm
I. INTRODUCTION
Einstein’s equation determines geometries; hence its
solutions are equivalent classes under space-time diffeo-
morphisms of metric tensors. It is this invariance, how-
ever, which imposes a particular aftermath on every ini-
tial value formulation for Einstein’s equation. The ge-
ometrical equation must be first converted into a sys-
tem having a well posed Cauchy problem, and so with-
out the diffeomorphism invariance. A preferred foliation
of spacelike hypersurfaces on the space-time is usually
introduced in order that adapted coordinates break this
invariance. Einstein’s equation is then decomposed into
constraint equations on the foliation hypersurfaces and
evolution equations. While the constraints are uniquely
determined by this procedure, the evolution equations
are not. Some of these evolution equations turn out to
be hyperbolic. This is in accordance with a main aspect
of general relativity, that of causal propagation of the
gravitational field.
Hyperbolicity refers to algebraic conditions on the
principal part of the equations which imply well posed-
ness for the Cauchy problem, that is, the existence of
a unique continuous map between solutions and initial
data. There are several notions of hyperbolicity, which
are related to different algebraic conditions. Some no-
tions imply well posedness for the Cauchy problem in
constant coefficient equations but not in more general
systems, such as quasilinear equations. See [1, 2] for re-
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views intended for researchers on general relativity. Re-
garding quasilinear systems, strong hyperbolicity is one
of the more general notions of hyperbolicity that implies
well posedness for the Cauchy problem. The proof in-
volves pseudodifferential analysis [3, 4]. Symmetric hy-
perbolic systems are a particular case of strongly hyper-
bolic systems where well posedness can be proved without
using pseudodifferential techniques. Several equations
from physics can be cast into this symmetric hyperbolic
form [5]. Finally, weak hyperbolicity is a less rigid no-
tion than strong hyperbolicity but it does not imply well
posedness for quasilinear equations.
A definition of strong hyperbolicity for pseudodifferen-
tial first order systems is introduced in Sec. II. Differ-
ential first order strongly hyperbolic systems known in
the literature are included. A reason for this definition
is that it incorporates precisely the hypothesis needed
for proving well posedness. The proof involves standard
pseudodifferential techniques. If an m-order differential
system has a first order, differential or pseudodifferential,
strongly hyperbolic reduction, then it is well posed. See
the end of this section for an example of a first order pseu-
dodifferential reduction of the wave equation. Also see
Appendix A for a brief and self-contained introduction
to the subject of pseudodifferential operators.
Although strongly hyperbolic systems are at the core of
the various proofs of well posedness for the Cauchy prob-
lem in general relativity, they have played, until recently,
no similar role in numerical relativity [6]. Finite differ-
ence schemes have been implemented for non-strongly-
hyperbolic equations. However, Lax’s equivalence theo-
rem does not hold in these situations [7]. It has been
shown that discretization schemes standard in numeri-
cal relativity are not convergent when applied to weakly
2hyperbolic and ill posed systems [8, 9]. As more com-
plicated situations are studied numerically, the interest
in strongly hyperbolic reductions of Einstein’s equation
is increasing. There is also much experience and a vast
literature in numerical schemes based on well posed for-
mulations coming from inviscid hydrodynamics [10, 11].
This experience can be transferred into numerical rela-
tivity when strongly hyperbolic reductions are used.
Early numerical schemes to solve Einstein’s equation
were based on variants of the Arnowitt-Deser-Misner
(ADM) decomposition [12]. Only recently has it been
proven that a first order differential reduction of the
ADM evolution equations is weakly hyperbolic [13]. This
is the reason for some of the instabilities observed in
ADM-based numerical schemes [8, 9, 14]. In the first part
of this work the ADM evolution equations are reviewed.
A densitized lapse function is introduced, with the den-
sity exponent held as a free parameter. The evolution
equations are reduced to first order in a pseudodifferen-
tial way. It is found that the resulting system is weakly
hyperbolic for every prescription of a positive density
lapse and a spacelike shift vector. This is summarized
in Theorem 1. pseudodifferential techniques and mode
decomposition are at the core of a proof directed to com-
puting the eigenvalues and eigenvectors of the principal
symbol of the evolution equations, and to check that the
eigenvectors do not span the whole eigenspace. The mode
decomposition also helps to understand why the addition
of the Hamiltonian constraint into the system does not
produce a strongly hyperbolic system.
Baumgarte-Shapiro-Shibata-Nakamura-(BSSN-)type
systems are introduced in the second part of this work.
They are essentially the densitized ADM evolution equa-
tions where some combination of connection coefficients
of the three-metric is introduced as a new variable. The
mode decomposition of the densitized ADM evolution
equations and previous work on the linearized ADM
equations [15] suggest the introduction of this variable.
It turns out to be related with the variable Γ˜i of
the BSSN system, defined by Eq. (21) in [14]. (See
also [16].) Similar variables have been introduced in
[17, 18, 19, 20, 21]. Their evolution equation is obtained,
as in the BSSN system, from commuting derivatives
and then adding the momentum constraint. It is shown
here that the addition of the momentum constraint
transforms a weakly hyperbolic system into a strongly
hyperbolic one. This is the main result of this work,
and it is presented in Theorem 2. The first part of
the proof follows the previous one for the densitized
ADM evolution equations. Once the eigenvectors are
computed, and it is verified that they do span the whole
eigenspace, the proof continues with the construction of
the symmetrizer. This construction is carried out with
the eigenvectors. Finally, the smooth properties of the
symmetrizer are verified.
The hyperbolicity of a family of BSSN-type evolution
equations has previously been studied with a different
technique [22]. The equations were reduced to a differen-
tial system of first order in time and in space deriva-
tives. The lapse was densitized, the eigenvalues and
eigenvectors of the principal symbol were computed, and
it was verified that the latter do span their eigenspace.
A smooth symmetrizer was computed for a subfamily of
systems, showing strong hyperbolicity in this case.
All notions of hyperbolicity mentioned here require
rewriting the evolution equations as a first order system.
This can be done in a differential or pseudodifferential
way. Some pseudodifferential reductions to first order
have the advantage that no extra equations are added
into the system, so there are no extra constraints. This
reduces the algebra needed to compute the symmetrizer.
These techniques are well known in the field of pseu-
do-differential calculus. They were first used in general
relativity in [15], where linearized ADM evolution equa-
tions were proved to be weakly hyperbolic. The example
below presents the wave equation as a toy model to un-
derstand how the pseudodifferential first order reduction
works. See Appendix A, and also Sec. 5.3 in [4], for
other possible first order reductions. Consider the wave
equation on R4 for a function h, written as a first order
system in time, in appropriate coordinates, that is,
∂th = k, ∂tk = ∆h,
with t ∈ [0,∞), xi ∈ R3, and ∆ = δij∂i∂j the flat Lapla-
cian. Here δij = diag(1, 1, 1). Fourier transform the
system in xi,
∂thˆ = kˆ, ∂tkˆ = −|ω|2hˆ, (1)
where hˆ(t, ωi) is the Fourier transform of h(t, x
i) in the
space variables, as defined in Appendix A2. The function
kˆ is defined in an analogous way, and |ω|2 = δijωiωj . The
key step is to rewrite Eqs. (1) as a first order system by
introducing the unknown ℓˆ := i|ω|hˆ, where i|ω| is the
symbol of the pseudodifferential operator square root of
the Laplacian. One gets
∂tℓˆ = i|ω|kˆ, ∂tkˆ = i|ω|ℓˆ.
The system so obtained is a reduction to first order of
the original first order in time wave equation. Notice
that there is no increase in the number of unknowns,
just a replacement of hˆ by ℓˆ, and correspondingly no ex-
tra constraints are introduced. For the wave equation
the result is a symmetric hyperbolic system. In the case
of the ADM equations the resulting system is weakly hy-
perbolic, with or without densitizing the lapse function,
while for the BSSN-type equations one gets a strongly
hyperbolic system.
In Sec. II a precise definition for well posedness is
introduced for first order quasilinear pseudodifferential
systems. Strongly hyperbolic systems are also defined
and the main theorem asserting well posedness for these
systems is reviewed. Section III A is dedicated to re-
viewing the densitized ADM equations. The main result
here is Theorem 1, asserting that the resulting evolution
3equations are weakly hyperbolic. The role of adding the
Hamiltonian constraint is briefly discussed. Section III B
is dedicated to introducing the BSSN-type system modi-
fying the densitized ADM equations. The main result of
this work, Theorem 2, asserts that this BSSN-type sys-
tem is strongly hyperbolic for some choices of the free
parameters. The key point is the introduction of the mo-
mentum constraint into the evolution equations. Section
IV summarizes these results briefly. Appendix A is an
introduction to pseudodifferential calculus. It summa-
rizes the main ideas and highlights the main results. It is
intended for physicists interested in learning the subject.
It provides all the background knowledge to follow the
calculations presented in this work. A summary of this
type of pseudodifferential calculus was not found by the
authors in the specialized literature.
II. WELL POSEDNESS
Hadamard first introduced the concept of well posed-
ness for a Cauchy problem. It essentially says that a well
posed problem should have a solution, that this solution
should be unique, and that it should depend continuously
on the data of the problem. The first two requirements
are clear, but the last one needs additional specifications.
First, there is no unique way to prescribe this notion of
continuity. Although a topological space is all that is
needed to introduce it, Banach spaces are present in most
definitions of well posedness. This refinement simplifies
the analysis while still including a large class of problems.
Second, as nonlinear systems lack, in general, global in
time solutions, one can at most expect a local in time
notion of well posedness. Discussions on well posedness
can be found in [10, 11] and [3, 4]. See [1] for a summary.
This section is dedicated to reviewing the minimum set
of definitions and results on well posedness for quasilin-
ear pseudodifferential strongly hyperbolic systems which
are needed to describe the equations coming from general
relativity. It assumes that the reader is acquainted with
the notions from functional analysis and pseudodifferen-
tial calculus given in Appendix A.
Consider the Cauchy problem for a quasilinear first
order pseudodifferential system
∂tu = p(t, x, u, ∂x)u, u|t=0 = f, (2)
where u, f are m-dimensional vector valued functions,
m ≥ 1, and x represents Cartesian coordinates in Rn,
n ≥ 1. Here p(t, x, v, ∂x) is a smooth family of pseu-
dodifferential operators in ψ1cl, parametrized by t ∈ R+
and v ∈ Rm. Let p(t, x, v, ω) and p
1
(t, x, v, ω) be their
symbols and principal symbols, respectively.
If p is a differential operator with analytic coefficients,
then the Cauchy-Kowalewski theorem asserts that there
exists a unique solution for every analytic data f . How-
ever, solutions corresponding to smooth data behave very
differently depending on the type of operator p. For ex-
ample, write the flat Laplace equation in Rn+1 and the
flat wave equation in Rn+1 as first order systems in the
form ∂tu = A
i∂iu. The matrices A
i are skew symmetric
for the Laplacian, and symmetric for the wave operator.
Therefore, solutions of the form u(t, x) = uˆ(t)eiω·x for
the corresponding Cauchy problems behave very differ-
ently at the high frequency limit. The solutions of the
Cauchy problem for the Laplace equation diverge in the
limit |ω| → ∞, while the solutions of the wave equation
do not diverge in that limit. (See footnote [37].)
Let B(Rn) be a Banach space with norm ‖ ‖, whose
elements are vector valued functions from Rn to Rm. The
Cauchy problem (2) is well posed in B(Rn) if given initial
data f(x) ∈ B(Rn) there exists a solution u(t, x) which
is unique in B(Rn) for each t ∈ [0, T ), for some T > 0;
and given any number ǫ > 0 there exists δ > 0 such that,
for every data f˜(x) ∈ B(Rn) satisfying ‖f˜ −f‖ < δ there
exists a unique solution u˜(t, x) ∈ B(Rn) for t ∈ [0, T˜ ) ×
R
n for some T˜ > 0, with |T˜ − T | < ǫ, and satisfying
‖u˜(t) − u(t)‖ < ǫ, for all t ∈ [0,min(T˜ , T )). This means
that the solution depends continuously on the data in the
norm ‖ ‖.
Well posedness is essentially a statement about the be-
havior of the solutions of a Cauchy problem under high
frequency perturbations of the initial data. Here is where
pseudodifferential calculus is most useful to study solu-
tions of the Cauchy problem. The high frequency part
of the solution can be determined by studying the higher
order terms in the asymptotic expansion of symbols.
A wide class of operators with well posed Cauchy prob-
lem is called strongly hyperbolic. A first order pseu-
dodifferential system (2) is strongly hyperbolic if p ∈ ψ1
cl
and the principal symbol is symmetrizable. This means
that there exists a positive definite, Hermitian operator
H(t, x, ω) homogeneous of degree zero in ω, smooth in all
its arguments for ω 6= 0, such that
(Hp
1
+ p∗
1
H) ∈ S0,
where p∗
1
is the adjoint of the principal symbol p
1
.
The definition summarizes all the hypotheses on quasi-
linear systems needed to prove well posedness. It is the
definition given in Sec. 3.3.1 in [10] for linear variable co-
efficient systems, and the so-called symmetrizable quasi-
linear systems given in Sec. 5.2 in [4].
Consider first order differential systems of the form
∂tu = A
i(t, x)∂iu + B(t, x)u. The symbol is p(t, x, ω) =
iAj(t, x)ωj + B(t, x), and the principal symbol is
p
1
(t, x, ω) = iAjωj . If the matrices A
i are all symmet-
ric, then the system is called symmetric hyperbolic. The
symmetrizer H is the identity, and p
1
+p∗
1
= 0. The wave
equation on a fixed background, written as a first order
system is an example of a symmetric hyperbolic system.
Well posedness for symmetric hyperbolic systems can be
shown without pseudodifferential calculus. The basic en-
ergy estimate can be obtained by integration by parts in
space-time.
If the matrices Ai are symmetrizable, then the differ-
ential system is called strongly hyperbolic. The sym-
metrizer H = H(t, x, ω) is assumed to depend smoothly
4on ω. Every symmetric hyperbolic system is strongly
hyperbolic. pseudodifferential calculus must be used to
show well posedness for variable coefficient strongly hy-
perbolic systems that are not symmetric hyperbolic [3].
The definition given two paragraphs above is more gen-
eral because the symbol does not need to be a polyno-
mial in ω. The definition given above includes first order
pseudodifferential reductions of second order differential
systems. These type of reductions are performed with
operators like Λ, λ, or ℓ, defined in the Appendix A.
In the particular case of constant coefficient systems
there exists in the literature a more general definition of
strong hyperbolicity [10, 11]. The principal symbol p
1
must have only imaginary eigenvalues, and a complete
set of linearly independent eigenvectors. The latter must
be uniformly linear independent in ω 6= 0 over the whole
integration region. Kreiss’s matrix theorem (see Sec. 2.3
in [10]) says that this definition is equivalent to the ex-
istence of a symmetrizer H . Nothing is known about
the smoothness of H with respect to t, x, and ω. The
existence of this symmetrizer is equivalent to well posed-
ness for constant coefficient systems. However, the proof
of well posedness for variable coefficient and quasilinear
systems does require the smoothness of the symmetrizer.
There are examples showing that this smoothness does
not follow from the previous hypothesis on eigenvalues
and eigenvectors of p
1
. Because it is not known what ad-
ditional hypothesis on the latter could imply this smooth-
ness, one has to include it into the definition of strong
hyperbolicity for nonconstant coefficient systems.
A more fragile notion of hyperbolicity is called weak
hyperbolicity, where the operator p
1
has imaginary eigen-
values, but nothing is required of its eigenvectors. Quasi-
linear weakly hyperbolic systems are not well posed. The
following example gives an idea of the problem. The 2×2
system ∂tu = A∂xu with t, x ∈ R and
A =
(
1 1
0 1
)
,
is weakly hyperbolic. Plane wave solutions of the form
u(t, x) = uˆ(t)eiω·x satisfy |uˆ(t)| ≤ |uˆ(0)|(1+ |ω|t). There-
fore, plane wave solutions to a weakly hyperbolic system
do not diverge exponentially in the high frequency limit
(as in the case of Cauchy problem for the Laplace equa-
tion) but only polynomically. This divergence causes so-
lutions to variable coefficient weak hyperbolic systems to
be unstable under perturbations in the lower order terms
of the operator, as well as in the initial data.
The main theorem about well posedness for strongly
hyperbolic systems is the following. The Cauchy problem
(2) for a strongly hyperbolic system is well posed with
respect to the Sobolev norm ‖ ‖s with s > n/2 + 1. The
solution belongs to C([0, T ), Hs), and T > 0 depends only
on ‖f‖s.
In the case of strongly hyperbolic differential systems,
this is Theorem 5.2.D in [4]. The proof for pseudodiffer-
ential strongly hyperbolic systems is essentially the same.
One builds an estimate for the solution in a norm, defined
using the symmetrizer, equivalent to the Sobolev norm
Hs. Then the argument follows the standard proof for
differential systems. The construction of the symmetrizer
is basically the one carried out in [23].
III. ADM DECOMPOSITION OF EINSTEIN’S
EQUATION
The ADM decomposition of Einstein’s equation is re-
viewed. The densitized lapse function is introduced in
Sec. III A. Theorem 1 says that the resulting evolution
equations are weakly hyperbolic, for every choice of a
positive densitized lapse function and spacelike shift vec-
tor as given fields. The BSSN-type system is introduced
in Sec. III B. It is essentially the system given in [14, 16]
without conformal-traceless decomposition, keeping the
three connection functions and densitizing the lapse func-
tion. It is reduced to a first order pseudodifferential sys-
tem like the ADM evolution equations. The main re-
sult, Theorem 2, asserts that BSSN-type equations are
strongly hyperbolic, for every positive densitized lapse
function and spacelike shift vector.
Let (M, gab) be a space-time solution of Einstein’s
equation. That is a four-dimensional, smooth, orientable
manifold M , and a smooth, Lorentzian metric gab solu-
tion of
Gab = κTab,
with Gab = Rab − Rgab/2 the Einstein tensor, Tab the
stress-energy tensor, and κ = 8π. Ricci’s tensor is Rab
and R denotes Ricci’s scalar. Latin indices a, b, c, d
denote abstract indices, and they are raised and lowered
with gab and gab, respectively, with gacg
cb = δa
b. The
unique torsion-free metric connection is denoted by ∇a.
The conventions throughout this work are 2∇[a∇b]vc =
Rabc
dvd for Riemann’s tensor and (−,+,+,+) for the
metric signature.
Prescribe on M a foliation of spacelike hypersurfaces
by introducing a time function t, which is a scalar func-
tion satisfying the condition that ∇at is everywhere time-
like. Denote the foliation by St, and by na the unit
normal to St such that n
a = gabnb is future directed.
Therefore, na = −N∇at for some positive function N .
Fixing the foliation determines its first and second fun-
damental forms hab = gab + nanb and kab = −hac∇cnb,
respectively. Decompose Einstein’s equation into evolu-
tion equations (3), (4), and constraint equations (5), (6),
as follows
Lnhab = −2kab, (3)
Lnkab = (3)Rab − 2kackbc + k kab
−(DaDbN)/N − κSab, (4)
Dbka
b −Dak = κja, (5)
5(3)R+ k2 − kabkab = 2κρ, (6)
where Ln denotes the Lie derivative along na, and k =
ka
a. Here (3)Rab,
(3)R, andDa are, respectively, the Ricci
tensor, the Ricci scalar, and the Levi-Civita` connection
of hab, while h
ab denotes its inverse. The stress-energy
tensor is decomposed as Sab =
(
ha
chb
dTcd − Thab/2
)
,
with T = Tabg
ab, ja = −hacndTcd, and ρ = Tabnanb.
Introduce on M a future-directed timelike vector field
ta. Impose the additional condition ta∇at = 1, that is,
the integral lines of ta are parametrized precisely by t.
This condition implies that the orthogonal decomposi-
tion of ta with respect to St has the form t
a = Nna+βa,
with naβ
a = 0. N is called the lapse function and βa
the shift vector. The integral lines of ta determine a dif-
feomorphism among the hypersurfaces St. This, in turn
determines a coordinate system on M from a coordinate
system on S0. Lie derivatives with respect to n
a can be
rewritten in terms of ta and βa. The resulting equations
are called the ADM decomposition of Einstein’s equation.
A. Densitized ADM equations
Consider the ADM decomposition of Einstein’s equa-
tion. Let xµ be a coordinate system adapted to the folia-
tion St, where x
0 = t and xi are intrinsic coordinates on
each St that remain constant along the integral lines of
ta. Greek indices take values 0, 1, 2, 3, and latin indices i,
j, k, l, take values 1, 2, 3. In these coordinates, tµ = δ0
µ,
nµ = −Nδµ0; then βµ = δiµβi and nµ = (δ0µ − βµ)/N .
The components of the space-time metric have the form
gµν = −N2δµ0δν0 + hij(βiδµ0 + δµi)(βjδν0 + δνj).
In these coordinates
(3)Rij =
1
2
hkl
[−∂k∂lhij − ∂i∂jhkl + 2∂k∂(ihj)l]
+γiklγj
kl − γijkγkll,
where γµν
σ = hµ
µ′hν
ν′hσ′
σΓµ′ν
σ′ are the spatial com-
ponents of the Christoffel symbols of gµν , and γi
jk :=
γil
khjl.
Densitize the lapse function, that is, write it as N =
(lh)bQ, where lh :=
√
det(hij), b is a constant, and Q is
a given, positive function. This modifies the principal
part of Eq. (4). New terms containing second spatial
derivatives of hij come from (DiDjN)/N .
Summarizing, the unknowns for the densitized ADM
equations are hij and kij . The evolution equations, Eqs.
(3), (4), have the form
L(t−β)hij = −2Nkij, (7)
L(t−β)kij = (N/2)hkl [−∂k∂lhij − (1 + b)∂i∂jhkl
+2∂k∂(ihj)l
]
+Bij , (8)
where L(t−β)hij = ∂thij − (βk∂khij + 2hk(i∂j)βk), and
the same holds for kij . The nonprincipal part terms are
grouped in
Bij = N
[
γiklγj
kl − γijkγkll − 2kilkjl
+kijkl
l −Aij − κSij
]
,
Aij = aiaj − γijkak + ∂i∂j(lnQ) + 2bγiklγj(kl),
with aµ = n
ν∇νnµ = Dµ(lnN). The relations lnN =
b ln lh + lnQ and (DiDjN)/N = (b/2)h
kl∂i∂jhkl + Aij
were used.
The following result asserts that densitized ADM evo-
lution equations are weakly hyperbolic.
Theorem 1 Fix any positive function Q, a vector field
βi, and first and second fundamental forms hij , kij on
S0. If b ≥ 0, then Eqs. (7), (8) are weakly hyperbolic. If
b < 0, these equations are not hyperbolic.
The proof has two steps: first, to write down Eqs. (7),
(8) as an appropriate first order pseudodifferential sys-
tem, Eqs. (9), (10); second, to split the corresponding
principal symbol into orthogonal parts with respect to
the Fourier variable ωi, and then to explicitly compute
the associated eigenvalues and eigenvectors.
Proof. First order reduction. Compute the symbol
associated with the second order operator given by Eqs.
(7), (8), that is,
∂thij =
∫
St
{−2Nkˆij + iωkβkhˆij + 2hˆl(i∂j)βl}eiωxd¯ω,
∂tkij =
∫
St
{
(N/2)
[
|ω|2hhˆij + (1 + b)ωiωjhklhˆkl
−2ωkω(ihˆj)k
]
+ iωkβ
kkˆij + B˜ij
}
eiωxd¯ω,
where hˆij and kˆij denote the Fourier transforms in x
i of
hij and kij , and
B˜ij = Bˆij + 2kˆl(i∂j)β
l
denotes the terms not in the principal symbol. Here
d¯ω = dω/(2π)3/2, |ω|2h = ωiωjhij , and we will use the
convention ωi = ωjh
ij . Transform this second order
symbol into a first order one via ℓˆij = i|ω|δhˆij , where
|ω|2δ = ωiωjδij , with δij = diag(1, 1, 1). The associated
first order system is then
∂tℓij =
∫
St
{
i|ω|h
[
−(2N/α)kˆij + β˜ℓˆij
]
+2ℓˆk(i∂j)β
k
}
eiωxd¯ω, (9)
∂tkij =
∫
St
{
i|ω|h
[
−(Nα/2)
(
ℓˆij + (1 + b)ω˜iω˜jh
klℓˆkl
−2ω˜kω˜(iℓˆj)k
)
+ β˜kˆij
]
+ B˜ij
}
eiωxd¯ω, (10)
6with α = |ω|h/|ω|δ, ω˜i = ωi/|ω|h, β˜ := ω˜kβk, and ℓij =∫
St
i|ω|δhˆijeiωxd¯ω. Then the symbol of equations above
can be written as
p(t, x, u, iω) = i|ω|hp1(t, x, u, ω) + IB(t, x, u, ω), (11)
where (IBuˆ)T := (2ℓˆk(i∂j)β
k, B˜ij), uˆ
T := (ℓˆij , kˆij), with
the upper index T meaning transpose. The principal
part operator p
1
can be read out from the terms inside
the square brackets in Eqs. (9), (10). Notice that the
definition of the principal symbol here differs from the
one given in Sec. II by a factor of i|ω|h. (In particular,
the eigenvalues of p
1
as defined here must be real to be
hyperbolic.)
Eigenvalues and eigenvectors of p
1
. Once the prin-
cipal symbol is known, it only remains to compute its
eigenvalues and eigenvectors. The assumption α = 1 fa-
cilitates the computations. It is not a restriction since
the norms | |δ and | |h are equivalent and smoothly
related, and therefore the properties of the eigenvalues
and eigenvectors of the principal symbol are the same
with either norm. Furthermore, one can check that if
uˆT = (ℓˆij , kˆij) is an eigenvector of p1(α = 1) with eigen-
value λ, then uˆT (α) = (α−1/2ℓˆij , α
1/2kˆij) is an eigenvec-
tor of p
1
(α) with the same eigenvalue λ. Therefore, from
now on α = 1 is assumed. A second suggestion for doing
these calculations is to decompose the eigenvalue equa-
tion p
1
uˆ = λuˆ into orthogonal components with respect
to ω˜i. Introduce the splitting
ℓˆij = ω˜iω˜j ℓˆ+ ℓˆ
′qij/2 + 2ω˜(iℓˆ
′
j) + ℓˆ
′
〈ij〉, (12)
kˆij = ω˜iω˜j kˆ + kˆ
′qij/2 + 2ω˜(ikˆ
′
j) + kˆ
′
〈ij〉, (13)
where qij := hij − ω˜iω˜j is the orthogonal projector to ω˜i,
and
ℓˆ = ω˜iω˜j ℓˆij , ℓˆ
′ = qij ℓˆij , ℓˆ
′
i = qi
kω˜lℓˆkl,
ℓˆ′〈ij〉 = qi
kqj
l
(
ℓˆkl − ℓˆ′qkl/2
)
.
The same definitions hold for the kˆij components. This
decomposition implies that uˆ = uˆ(1) + uˆ(2) + uˆ(3) where
uˆ(1) =
[
ω˜iω˜j ℓˆ+ (qij/2)ℓˆ
′
ω˜iω˜j kˆ + (qij/2)kˆ
′
]
,
uˆ(2) =
[
2ω˜(iℓˆ
′
j)
2ω˜(ikˆ
′
j)
]
, uˆ(3) =
[
ℓˆ′〈ij〉
kˆ′〈ij〉
]
. (14)
The principal symbol p
1
and the eigenvalue equation
p
1
uˆ = λuˆ can also be decomposed into the same three
parts. The first part is four dimensional, corresponding
to the variable uˆ(1), that is, the scalar fields, ℓˆ, kˆ, ℓˆ′, and
kˆ′. The eigenvalues are
λ˜
(1)
1 = ±1, λ˜(1)2 = ±
√
b,
where λ˜ := (λ − β˜)/N , so the role of the shift vector
is to displace the value of the eigenvalue by an amount
β˜ = ω˜kβ
k, and the lapse rescales it. But a change of lapse
(which here is the function Q) and shift cannot change a
real eigenvalue into an imaginary one. It cannot affect the
hyperbolicity of the system. The associated eigenvectors
for this first part are
uˆ
(1)
λ1
=
[
2[(1 + b)ω˜iω˜j + (1 − b)qij/2]
∓[(1 + b)ω˜iω˜j + (1− b)qij/2]
]
,
uˆ
(1)
λ2
=
[
2ω˜iω˜j
∓
√
b ω˜iω˜j
]
.
Notice that for b = 1 the two eigenvectors uˆ
(1)
λ1
collapse
to the two eigenvectors uˆ
(1)
λ2
. The conclusion for this part
is that the eigenvalues are real for b ≥ 0, and the four
eigenvectors are linearly independent for b 6= 0, b 6= 1.
The second part is also four dimensional and corre-
sponds to the variable uˆ(2), that is, the vector fields ℓˆ′i
and kˆ′i. (The vector ℓˆ
′
i has only two independent compo-
nents because of the condition ℓˆ′iω˜
i = 0. The same holds
for kˆ′i.) The result is
λ˜
(2)
1 = 0, uˆ
(2)
λ1
=
[
vj
A
0
]
.
The eigenvalue has multiplicity 4, but there are only two
linearly independent eigenvectors. Here, vj
A represent
two linearly independent vectors, each one orthogonal to
ω˜i, and labeled with the index A, which takes values 1, 2.
This part is the main reason why the ADM equations are
weakly hyperbolic.
The last part is again four dimensional and corresponds
to the variable uˆ(3), that is, the two-tensor fields ℓˆ′〈ij〉
and kˆ′〈ij〉. (The tensor ℓˆ
′
〈ij〉 has only two independent
components because of the symmetry, the orthogonality
to ω˜i, and the trace-free condition. The same holds for
kˆ′〈ij〉.) The result is
λ˜
(3)
1 = ±1, uˆ(3)λ1 =
[
2v〈ij〉
A
∓v〈ij〉A
]
.
The eigenvalues each have multiplicity 2, and there are
four linearly independent eigenvectors. Here v〈kl〉
A rep-
resent two linearly independent symmetric, traceless ten-
sors, orthogonal to ω˜i.
At the end one gets the following picture. All eigen-
values are real for b ≥ 0. Notice that λ˜(1)2 becomes imag-
inary for b < 0, so the equations are not hyperbolic in
this case. With respect to the eigenvectors, there are two
7main cases. First, b > 0 and b 6= 1. Then, the eigenvec-
tors of the first and third parts of p
1
do span their associ-
ated eigenspaces; but the eigenvectors uˆ
(2)
λ corresponding
to the second part of p
1
do not span their eigenspace. In
the second case, b = 0 or b = 1. In this case there are
linearly dependent eigenvectors even among the scalar
variables. Therefore, the conclusion is that the system
(7), (8) is weakly hyperbolic for b ≥ 0.
It is interesting here to comment on the role of the
Hamiltonian constraint. Suppose that a term of the form
ahij times Eq. (6) is added to Eq. (4). Here a is some real
constant. Can this modification alter the hyperbolicity
of the ADM equations? One might think that adding the
Hamiltonian constraint to the ADM evolution equation
could have a similar role as densitizing the lapse function
i.e., it could keep both eigenvectors uˆ
(1)
λ2
linearly indepen-
dent. The fact is, it does not. Such an addition of the
Hamiltonian constraint modifies only λ˜
(1)
1 and uˆ
(1)
λ1
, and
does not modify uˆ
(1)
λ2
and λ˜
(1)
2 . The result is
λ˜
(1)
1 = ±
√
1 + 2a,
uˆ
(1)
λ1
=
[
2[(1 + b+ 2a)ω˜iω˜j + (1− b+ 2a)qij/2]
∓√1 + 2a [(1 + b)ω˜iω˜j + (1− b)qij/2]
]
.
Therefore, adding the Hamiltonian constraint only helps
to keep the eigenvectors uˆ
(1)
λ1
independent of the uˆ
(1)
λ2
, so
it helps only in the case b = 1, where the former collapse
onto the latter (for a = 0). For b 6= 1 the addition of the
Hamiltonian constraint does not contribute to make the
vectors uˆ
(1)
λ2
linearly independent, whereas densitizing the
lapse does.
B. BSSN-type equations
Consider the densitized ADM evolution equations (7),
(8). Introduce into these equations the new variable
fµ := hνσγνσ
µ.
By definition nµf
µ = 0, that is, f0 = 0, so the new vari-
ables are the components f i = hij [hkl∂khlj − ∂j(ln lh)],
where lh =
√
det(hij) as above. They are related to
the three connection variables Γ˜i of the BSSN system
defined in Eq. (21) in [14]. More precisely, γ˜ij Γ˜
j =
fi + (1/3)∂i(ln lh), where γ˜ij is defined in Eq. (10) of
that reference. The evolution equation for fi is obtained
by taking the trace in indices ν, σ of the identity
hµδLnγνσδ = −2D(νkσ)µ +Dµkνσ − 2a(νkσ)µ
+kνσaµ +
1
N
hµδhν
ν′hσ
σ′∂ν′∂σ′β
δ,
where Lnγνσδ = nµ∂µγνσδ+2γµ(νδ∂σ)nµ−γνσµ∂µnδ, and
adding to the result c times the momentum constraint
(5). Here c is any real constant. One then gets
Lnfµ = (c− 2)Dνkµν + (1− c)Dµk + Cµ,
where the nonprincipal terms are grouped in
Cµ = −cκjµ − 2kµνaν + kaµ − 2γνσµkνσ
−2kµνfν + (1/N)hµνhσδ∂σ∂δβν .
Summarizing, the unknowns for BSSN-type systems
are hij , kij , and fi. The evolution equations are
L(t−β)hij = −2Nkij, (15)
L(t−β)kij =
N
2
hkl [−∂k∂lhij − b ∂i∂jhkl]
+N∂(ifj) + Bij , (16)
L(t−β)fi = N [(c−2)hkj∂kkij+(1−c)hkj∂ikkj ]+Ci, (17)
where L(t−β)fi = ∂tfi−(βj∂jfi+fj∂iβj), while L(t−β)hij
and L(t−β)kij are defined below Eqs.(7)-(8), and
Bij = N
[
2γkl(iγj)
kl + γiklγj
kl − γijlγkkl
−2kilkjl + kijkll −Aij − κSij
]
,
Ci = N [Ci + (c− 2)(γkjkkij − γkijkjk)].
The constraint equations are Eqs. (5), (6) and
fµ − hνσγνσµ = 0.
The main result of this work asserts that BSSN-type
evolution equations are strongly hyperbolic for some
choices of the free parameters.
Theorem 2 Fix any positive function Q, vector field βi,
first and second fundamental forms hij, kij on S0.
If b > 0, b 6= 1, and c > 0, then Eqs. (15)-(17) are
strongly hyperbolic.
Assume that b = 1. If c = 2, then Eqs. (15)-(17) are
strongly hyperbolic; if c 6= 2, c > 0, then they are weakly
hyperbolic.
One can check that the system (15)-(17) remains
strongly hyperbolic under a transformation of the form
Fi = fi + d ∂i(ln lh) for any real constant d, in particu-
lar d = 1/3, which gives the BSSN variable Γ˜i. (See the
comment at the end of this section.)
The first part of the proof follows the argument that es-
tablishes Theorem 1. That is, from Eqs. (15)-(17) obtain
the first order pseudodifferential system Eqs. (18)-(20)
below. Then compute the eigenvector and eigenvalues, by
splitting the principal symbol into orthogonal parts with
respect to the Fourier variable ωi. Finally, the second
part of the proof is the construction of the symmetrizer.
Proof. First order reduction. Compute the symbol
associated with the second order operator given by Eqs.
(15)-(17):
∂thij =
∫
St
{
−2Nkˆij + iωkβkhˆij + 2hˆk(i∂j)βk
}
eiωxd¯ω,
8∂tkij =
∫
St
{
(N/2)
[
|ω|2hhˆij + b ωiωjhklhˆkl
]
+iNω(ifˆj) + iωkβ
k kˆij + B˜ij
}
eiωxd¯ω,
∂tfi =
∫
St
{
iN
[
(c− 2)kˆikωk + (1− c)ωihkj kˆkj
]
+iωkβ
kfˆi + C˜i
}
eiωxd¯ω,
where the terms not in the principal symbol have the
forms
B˜ij = Bˆij + 2kˆk(i∂j)βk,
C˜i = Cˆi + fˆk∂iβk.
Here d¯ω = dω/(2π)3/2, |ω|2h = ωiωjhij , and ωi = ωjhij .
Introduce the unknown ℓˆij = i|ω|δhˆij , with |ω|2δ =
ωiωjδ
ij , where δij = diag(1, 1, 1). The resulting pseu-
dodifferential system is a first order one, given by
∂tℓij =
∫
St
{
i|ω|h
[
−(2N/α)kˆij + β˜ℓˆij
]
+2ℓˆk(i∂j)β
k
}
eiωxd¯ω, (18)
∂tkij =
∫
St
{
i|ω|h
[
(Nα/2)
(
−ℓˆij − b ω˜iω˜jhkl ℓˆkl
+2ω˜(ifˆj)
)
+ β˜kˆij
]
+ B˜ij
}
eiωxd¯ω, (19)
∂tfi =
∫
St
{
i|ω|h
[
N
(
(c− 2)kˆikω˜k
+(1− c)ω˜ihkj kˆkj
)
+ β˜fˆi
]
+ C˜i
}
eiωxd¯ω,(20)
with α = |ω|h/|ω|δ, ω˜i = ωi/|ω|, β˜ = ω˜kβk, and ℓij =∫
St
i|ω|δhˆijeiωxd¯ω. The symbol of Eqs. (18)-(20) has the
form,
p(t, x, u, iω) = i|ω|hp1(t, x, u, ω) + IB(t, x, u, ω), (21)
where (IBuˆ)T := (2ℓˆk(i∂j)β
k, B˜ij , C˜i), uˆT := (ℓˆij , kˆij , fˆi),
the index T denotes the transpose, and the principal sym-
bol p
1
can be read out from the terms inside the square
brackets in Eqs. (18)-(20). As in the proof of Theorem
1, the definition of the principal symbol here differs from
the one given in Sec. II by a factor of i|ω|h.
Eigenvalues and eigenvectors of p
1
. Following the
proof of Theorem 1, α = 1 is assumed. One can check
in this case that, if uˆT = (ℓˆij , kˆij , fˆi) is an eigenvec-
tor of p
1
(α = 1) with eigenvalue λ, then uˆT (α) =
(α−2/3ℓˆij , α
1/3kˆij , α
1/3fˆi) is an eigenvector of p1(α) with
the same eigenvalue λ.
The orthogonal decomposition (12), (13) simplifies the
calculation. In addition, decompose
fˆi = ω˜ifˆ + fˆ
′
i ,
where fˆ = ω˜ifˆ
i and fˆ ′i = qi
j fˆj . This decomposition
implies that uˆ = uˆ(1) + uˆ(2) + uˆ(3) where
uˆ(1) =

 ω˜iω˜j ℓˆ+ (qij/2)ℓˆ′ω˜iω˜j kˆ + (qij/2)kˆ′
ω˜ifˆ

 ,
uˆ(2) =

 2ω˜(iℓˆ′j)2ω˜(ikˆ′j)
fˆ ′i

 , uˆ(3) =

 ℓˆ
′
〈ij〉
kˆ′〈ij〉
0

 . (22)
Split the principal symbol p
1
and the eigenvalue equation
p
1
uˆ = λuˆ into the same three parts. The first part is five
dimensional, corresponding to the variable uˆ(1), that is,
the scalar fields fˆ , ℓˆ, kˆ, ℓˆ′, and kˆ′. The eigenvalues are
λ˜
(1)
1 = ±1, λ˜(1)2 = ±
√
b, λ˜
(1)
3 = 0,
each having multiplicity 1, where again λ˜ := (λ− β˜)/N .
Hence, the eigenvalues are real if b ≥ 0. The correspond-
ing eigenvectors are
uˆ
(1)
λ1
=

 2[(b− c+ 1)ω˜iω˜j + (1− b)(qij/2)]∓[(b− c+ 1)ω˜iω˜j + (1 − b)(qij/2)]
(2− c)bω˜i

 ,
uˆ
(1)
λ2
=

 2ω˜iω˜j∓√b ω˜iω˜j
ω˜i

 , uˆ(1)λ3 =

 2ω˜iω˜j0
(1 + b)ω˜i

 .
Notice that both eigenvectors uˆ
(1)
λ2
collapse if b = 0. Also
see that the eigenvectors uˆ
(1)
λ1
collapse to uˆ
(1)
λ2
in the case
b = 1 and c 6= 2. Thus, in these cases Eqs. (18)-(20) are
weakly hyperbolic. In the case b = 1 and c = 2 the eigen-
values±
√
b collapse to ±1. Therefore, one has λ˜(1)1 = ±1,
each with multiplicity 2, and λ˜
(1)
2 = 0, with multiplicity
1. There are five linearly independent eigenvectors in this
case,
uˆ
(1)
λ1
=

 2ω˜iω˜j∓ω˜iω˜j
ω˜i

 , uˆ(1)λ1 =

 qij∓qij/2
ω˜i

 ,
uˆ
(1)
λ2
=

 ω˜iω˜j0
ω˜i

 .
The second part is six dimensional and corresponds to
the variables uˆ(2), that is, the vector fields fˆ ′i , ℓˆ
′
i, and kˆ
′
i,
orthogonal to ω˜i. The eigenvalues are
λ˜
(2)
1 = 0, λ˜
(2)
2 = ±
√
c/2,
9where each one has multiplicity 2. They are real if c ≥ 0.
There are six linearly independent eigenvectors in the
case c > 0, given by
uˆ
(2)
λ1
=

 2ω˜(ivj)A0
vi
A

 , uˆ(2)λ2 =

 4ω˜(ivj)A∓√2c ω˜(ivj)A
(2 − c)viA

 ,
where vj
A represent two linearly independent vectors,
each one orthogonal to ω˜i, labeled by the index A which
takes values 1, 2. Here is the key role of the momentum
constraint. If c = 0, that is, the momentum constraint is
not added to the system, then the two eigenvectors uˆ
(2)
λ2
become linearly dependent, as occurs in the densitized
ADM evolution equations.
The last part is four dimensional and is the same as in
Theorem 1. It corresponds to the variables uˆ(3), that is,
the tensor fields ℓˆ′〈ij〉 and kˆ
′
〈ij〉. The result is
λ˜
(3)
1 = ±1, uˆ(3)λ1 =

 2v〈ij〉A∓v〈ij〉A
0

 .
The eigenvalues each have multiplicity 2, and there
are four linearly independent eigenvectors. The ten-
sors v〈kl〉
A represent two linearly independent symmetric,
traceless tensors, orthogonals to ω˜i.
The symmetrizer. The operator H = (T−1)∗(T−1) is a
symmetrizer of system (21), where T is an operator whose
columns correspond to the eigenvectors of p
1
, T−1 is its
inverse, and ∗ denotes the adjoint. Then it only remains
to do a lengthy, although straightforward, calculation.
There are two hints that help to simplify the con-
struction of the symmetrizer. They are based on the
observation that the principal symbol has the particular
form p
1
= Np˜
1
+ β˜II, where II is the identity matrix
II = diag(h(i
khj)
l, h(i
khj)
l, hi
k), and
p˜
1
=


0 p˜
1(ℓ)ij
(k)kl 0
p˜
1(k)ij
(ℓ)kl 0 p˜
1(k)ij
(f)k
0 p˜
1(f)i
(k)kl 0

 ,
where the indices (ℓ), (k), and (f) indicate rows and
columns, that is, equations and variables, respectively,
and the matrix components are given by
p˜
1(ℓ)ij
(k)kl = −2h(ikhj)l,
p˜
1(k)ij
(ℓ)kl = (−1/2)[h(ikhj)l + b ω˜iω˜jhkl],
p˜
1(k)ij
(f)k = ω˜(ihj)
k,
p˜
1(f)i
(k)kl = (c− 2)ω˜(khl)i + (1− c)ω˜ihkl.
Then, the first hint is that a symmetrizer for p
1
is indeed
a symmetrizer for the nondiagonal elements p˜
1
. A second
hint is that the orthogonal decomposition in Eq. (22)
induces the same splitting in p˜
1
= p˜
1
(1) + p˜
1
(2) + p˜
1
(3)
and therefore in H = H(1) +H(2) +H(3).
The result is
H =

 H(ℓ)ij(ℓ)kl 0 H(ℓ)ij(f)k0 H(k)ij (k)kl 0
H(f)i
(ℓ)kl 0 H(f)i
(f)k

 ,
where
H(ℓ)ij
(ℓ)kl = H
(1)
(ℓ)ij
(ℓ)kl +H
(2)
(ℓ)ij
(ℓ)kl +H
(3)
(ℓ)ij
(ℓ)kl,
H(ℓ)ij
(f)k = H
(1)
(ℓ)ij
(f)k +H
(2)
(ℓ)ij
(f)k,
H(k)ij
(k)kl = H
(1)
(k)ij
(k)kl +H
(2)
(k)ij
(k)kl +H
(3)
(k)ij
(k)kl,
H(f)i
(ℓ)kl = H
(1)
(f)i
(ℓ)kl +H
(2)
(f)i
(ℓ)kl,
H(f)i
(f)k = H
(1)
(f)i
(f)k +H
(2)
(f)i
(f)k.
The matrix coefficients of each part depend on ω˜i. The
scalar variable part of the symmetrizer has the form
H
(1)
(ℓ)ij
(ℓ)kl = Hℓℓω˜iω˜jω˜
kω˜l +Hℓ′ℓ′
qij
2
qkl
+Hℓℓ′
(
ω˜iω˜jq
kl +
qij
2
ω˜kω˜l
)
,
H
(1)
(ℓ)ij
(f)k = Hfℓω˜iω˜jω˜
k +Hfℓ′
qij
2
ω˜k,
H
(1)
(k)ij
(k)kl = Hkkω˜iω˜jω˜
kω˜l +Hk′k′
qij
2
qkl
+Hkk′
(
ω˜iω˜jq
kl +
qij
2
ω˜kω˜l
)
,
H
(1)
(f)i
(ℓ)kl = Hfℓω˜iω˜
kω˜l +Hfℓ′ω˜iq
kl,
H
(1)
(f)i
(f)k = Hff ω˜iω˜
k,
where the scalar functions that appear above are the fol-
lowing:
Hℓℓ =
1
8b2
[2 + (1 + b)2], Hkk =
1
2b
,
Hff =
3
2b2
, Hk′k′ =
(b+ 1− c)2 + b
2b(1− b)2 ,
Hℓ′ℓ′ =
1
4b2
[
(c− 1)2 + (b
2 + 1− c)2 + b2
2(1− b)2
]
,
Hℓℓ′ =
1
4b2
[
c− 1− (b
2 + 1− c)(1 + b)
2(1− b)
]
,
Hfℓ′ = − 1
4b2
[
2(c− 1)− (b
2 + 1− c)
(1− b)
]
,
Hkk′ =
(c− 1− b)
2b(1− b) , Hfℓ = −
1
4b2
(b+ 3).
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The symmetrizer for the vector variable part is
H
(2)
(ℓ)ij
(ℓ)kl =
2(c− 2)2 + 1
4c2
2ω˜(iqj)
(kω˜l),
H
(2)
(ℓ)ij
(f)k =
4(c− 2)− 1
2c2
ω˜(iqj)
k,
H
(2)
(k)ij
(k)kl =
1
2c
2ω˜(iqj)
(kω˜l),
H
(2)
(f)i
(ℓ)kl =
4(c− 2)− 1
2c2
ω˜(kql)i,
H
(2)
(f)i
(f)k =
9
2c2
qi
k.
Finally, the two-tensor part of the symmetrizer is
H
(3)
(ℓ)ij
(ℓ)kl =
1
8
q〈i
kqj〉
l,
H
(3)
(k)ij
(k)kl =
1
2
q〈i
kqj〉
l.
One can check that the symmetrizer so defined satisfies
H(i|ω|hp1) + (i|ω|hp1)∗H = 0 and so trivially belongs to
S01,0. This symmetrizerH(t, x, u, ω˜) is bounded for b 6= 1,
c > 0, and smooth in all its arguments. The case b = 1
and c = 2 can be computed in the same way described
above, and the same conclusion holds. Then, for these
two cases the system (18)-(20) is strongly hyperbolic.
Two further generalizations are immediate. The first
one involves the Hamiltonian constraint. Suppose the
term ahij times the Hamiltonian constraint (6) is added
to Eq. (16). Here a is any real constant. What are
the eigenvalues and eigenvectors of the resulting princi-
pal symbol? The result is, as one expects, that the only
change is in the scalar variable part p
1
(1). The eigenval-
ues are
λ˜
(1)
1 = ±
√
1 + 2a(2− c), λ˜(1)2 = ±
√
b, λ˜
(1)
3 = 0,
each one having multiplicity 1, and λ
(1)
1 is real provided
a(2− c) ≥ −(1/2). The corresponding eigenvectors are
uˆ
(1)
λ1
=

 2[(b− c+ 1)ω˜iω˜j + (1− b)qij/2]∓λ[(b − c+ 1)ω˜iω˜j + (1 − b)qij/2]
(2− c)bω˜i


+a(2− c)

 2(ω˜iω˜j + qij)∓λ(ω˜iω˜j + qij)
(2c− 1)ω˜i

 ,
uˆ
(1)
λ3
=

 2ω˜iω˜j0
(1 + b)ω˜i

+ a

 2[(3− 2b)ω˜iω˜j + bqij ]0
3ω˜i

 ,
where λ =
√
1 + 2a(2− c). The eigenvector uˆ(2)λ2 does
not change. The conclusion is summarized below.
Corollary 1 Consider Eqs. (15)-(17) and assume the
hypothesis of Theorem 2. Assume b > 0 and c > 0. As-
sume that a term ahij times the Hamiltonian constraint
(6) is added to Eq. (16), where a is a real constant sat-
isfying a(2 − c) > −1/2. Then the resulting principal
symbol, as defined in this Section, has real eigenvalues
and a complete set of linearly independent eigenvectors.
The second generalization involves the transformation
Fi = fi+d ∂i(ln lh), where d is any real constant. That is,
instead of defining the BSSN-type system with the vari-
able fi, define it with Fi. The new evolution equations
have a different principal symbol from Eqs. (15)-(17) of
the BSSN-type equations. However, one can check that
it does not change the hyperbolicity of the system. In-
deed, it modifies only the p
1
(1) part of the principal sym-
bol. Its eigenvalues remain the same, namely, λ˜
(1)
1 = ±1,
λ˜
(1)
2 = ±
√
b, and λ˜
(1)
3 = 0. The associated eigenvectors
are now given by
uˆ
(1)
λ1
=

 2[(b− c+ 1)ω˜iω˜j + (1− b)(qij/2)]∓[(b− c+ 1)ω˜iω˜j + (1 − b)(qij/2)]
(2 − c)(b+ d)ω˜i

 ,
uˆ
(1)
λ2
=

 2ω˜iω˜j∓√b ω˜iω˜j
(1 + d)ω˜i

 , uˆ(1)λ3 =

 2ω˜iω˜j0
(1 + b+ d)ω˜i

 .
Therefore, the hyperbolicity of the BSSN-type equations
is not changed by this transformation.
IV. DISCUSSION
The first order pseudodifferential reduction performed
in the space derivatives is here the main tool used to
study the hyperbolicity of the BSSN-type systems. This
technique is widely used in pseudodifferential analysis. It
does not increase the number of equations, so there are
no new constraints added to the system. It emphasizes
that well posedness essentially captures the absence of
divergent behavior in the high frequency limit of the so-
lutions of a given system. This tool is applied to Eqs.
(15)-(17), which have derivatives of first order in time
and second order in space. They are obtained from the
ADM equations by densitizing the lapse function and in-
troducing the three connection variables fi. Its evolution
equation is obtained by adding the momentum constraint
to an identity from commuting derivatives. The positive-
density lapse function and the spacelike shift vector are
arbitrary given functions. There are free parameters
given by the exponent in the densitized lapse and the
factor in the addition of the momentum constraint. The
resulting first order pseudodifferential system is strongly
hyperbolic for some values of the free parameters. (See
Theorem 2.)
The introduction of fi as a new variable is inspired by
the variable Γ˜i of the BSSN system, defined by Eq. (21)
11
in [14], and in the study of the linearized ADM evolution
equations given in [15]. This variable is the crucial step
that allows us to introduce the momentum constraint
into the system. These two things, in turn, produce the
result that the vector variable eigenvectors uˆ
(2)
λ do span
their eigenspace. This is the key feature that converts the
weakly hyperbolic densitized ADM system into a strongly
hyperbolic one. This property does not change when a
term of the form d ∂i(ln lh) is added to the system. Then,
both results suggest why the BSSN system is preferred
to the ADM equations for numerical analysis. This con-
clusion agrees with a previous result in [22], where the
hyperbolicity of the BSSN system was also studied. It is
shown there that a differential reduction to first order in
time and space derivatives, together with a densitization
of the lapse, produce a strongly hyperbolic system. The
results in the present work are also consistent with nu-
merical studies on the evolution equations presented in
[17, 18, 19]. For further developments on these systems,
see [20, 21].
Finally, the role of the Hamiltonian constraint, when
added to the ADM and BSSN-type evolution equations,
is studied. In the case where the density lapse expo-
nent b 6= 1 it does not affect the hyperbolicity properties
of the two systems. That is, densitized ADM evolution
equations remain weakly hyperbolic, and the BSSN-type
system remain strongly hyperbolic. In the case b = 1
the addition of the Hamiltonian constraint in both sys-
tems prevents the two eigenvectors of the scalar variable
block from collapsing onto each other. This keeps the
BSSN-type equation strongly hyperbolic even in the case
b = 1, but is not enough to change the weakly hyperbolic
character of the densitized ADM evolution equations.
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APPENDIX A: ESSENTIALS OF
PSEUDODIFFERENTIAL OPERATORS
1. Introduction
Pseudodifferential operators are a generalization of dif-
ferential operators that make use of Fourier theory. The
idea is to think of a differential operator acting upon a
function as the inverse Fourier transform of a polynomial
in the Fourier variable times the Fourier transform of the
function. This integral representation leads to a gener-
alization of differential operators, which correspond to
functions other than polynomials in the Fourier variable,
as long as the integral converges.
In other words, given a smooth complex valued func-
tion p(x, ω) from Rn×Rn with some asymptotic behavior
at infinity, associate with it an operator p(x, ∂x) : S → S.
Here S is the Schwartz space, that is, the set of complex
valued smooth functions in Rn, such that the function
and every derivative decay faster than any polynomial at
infinity. The association p → p, that is, functions into
differential operators, is not unique. This is known to
anyone acquainted with quantum mechanics. Different
maps from functions p(x, ω) into operators p(x, ∂x) give
rise to different theories of pseudodifferential calculus.
Every generalization must coincide in the following: The
polynomial p(x, ω) =
∑
|α|≤m aα(x)(iω)
α where α is a
multi-index in Rn must be associated with the operator
p(x, ∂x) =
∑
|α|≤m aα(x)∂
α
x , that is, with a differential
operator of order m. The map p→ p used in these notes
is introduced in subsection A3 of the Appendix. It is
the most used definition of pseudodifferential operators
in the literature, and the one most studied.
The Fourier transform is used to rewrite the differ-
ential operator because it maps derivatives into multi-
plication, that is, [∂xu(x)]ˆ = iωuˆ(ω). This property is
used to solve constant coefficient partial differential equa-
tions (PDEs) by transforming the whole equation into
an algebraic equation. This technique is not useful on
variable coefficient PDEs, because of the inverse prop-
erty, that is, [xu(x)]ˆ = i∂ωuˆ(ω). For example, one has
[∂xu + xu]ˆ = i[∂ωuˆ + ωuˆ], and nothing has been sim-
plified by the Fourier transform. That is why one looks
for other ways of rewriting differential operators. The
generalization to pseudodifferential operators is an ad-
ditional consequence. Other transforms can be used to
define different generalizations of differential operators.
For example, Mellin transforms are used in [24].
The functions p(x, ω) are called symbols. Differential
operators correspond to polynomial symbols in ω. They
contain the main equations from physics. Even strongly
hyperbolic PDEs have polynomial symbols. Why should
one consider more general symbols? Because the gen-
eralization is evident, and it has proved worth doing it.
The Atiyah and Singer index theorem is proved using
pseudodifferential operators with smooth symbols, which
are more suitable for studying homotopy invariants than
polynomial symbols [25]. Techniques to prove the well
posedness of the Cauchy problem for a strongly hyper-
bolic system require one to mollify polynomial symbols
into smooth nonpolynomial ones [3]. The main applica-
tion in these notes is simple: to reduce a second order
partial differential equation to a first order system with-
out adding new characteristics into the system. This is
done by introducing the operator, a square root of the
Laplacian, which is a first order pseudodifferential, but
not differential, operator. The main idea for this type of
reduction was introduced in [26].
How far should this generalization be carried? In other
words, how is the set of symbols that define the pseudod-
ifferential operators determined? The answer depends
on which properties of differential operators one wants
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to be preserved by the general operators, and which ad-
ditional properties one wants the latter to have. There
are different spaces of symbols defined in the literature.
Essentially all of them agree that the associated space
of pseudodifferential operators is closed under taking the
inverse. The inverse of a pseudodifferential operator is
another pseudodifferential operator. This statement is
not true for differential operators. The algebra devel-
oped in studying pseudodifferential operators is useful to
compute their inverses. This is important from a physical
point of view, because the behavior of solutions of PDEs
can be inferred from the inverse operator. One could even
say that pseudodifferential operators were created in the
middle 1950s from the procedure to compute paramet-
rices to elliptic equations. [A parametrix is a function
that differs from a solution of the equation p(u) = δ by a
smooth function, where p is a differential operator, and
δ is Dirac’s delta distribution.] To know the parametrix
is essentially the same as to have the inverse operator.
Spaces of pseudodifferential operators are usually de-
fined to be closed under composition and transpose, and
to act on distribution spaces and on Sobolev spaces.
They can be invariant under diffeomorphism, so they can
be defined on a manifold. This definition for pseudodif-
ferential operators is not so simple as for differential op-
erators, because the latter are local operators and the
former are not. Pseudodifferential operators are pseu-
dolocal. An operator, p, acting on a distribution, u, is
local if p(u) is smooth in the same set where u is smooth.
Pseudolocal means that the set where p(u) is smooth in-
cludes the set where u is smooth. This means that p
could smooth out a nonsmoothness of u. Mollifiers are
an example of this kind of smoothing operator. They are
integral operators, which justifies the name of pseudolo-
cal. Differential operators with smooth coefficients are
an example of local operators. The proofs of all these
properties of pseudodifferential operators are essentially
algebraic calculations on the symbols. One could say
that the main practical advantage of pseudodifferential
calculus is, precisely, turning differential problems into
algebraic ones.
2. Function spaces
The study of the existence and uniqueness of solutions
to PDEs, as well as the qualitative behavior of these so-
lutions, is at the core of mathematical physics. Function
spaces are the basic ground for carrying on this study.
The mathematical structure needed is that of the Hilbert
space, or Banach space, or Fre´chet space, which are com-
plete vector spaces having, respectively, an inner prod-
uct, a norm, and a particular metric constructed with a
family of seminorms. Every Hilbert space is a Banach
space, and every Banach space is a Fre´chet space. The
main examples of Hilbert spaces are the space of square
integrable functions L2, and the Sobolev spaces Hk, with
k a positive integer, which consist of functions whose k
derivatives belong to L2. The Fourier transform makes
it possible to extend Sobolev spaces to real indices. This
generalization in the idea of the derivative is essentially
the same as one uses to construct pseudodifferential op-
erators. Examples of Banach spaces are Lp, spaces of
p-power integrable functions, where L2 is the particu-
lar case p = 2. The main examples of Fre´chet spaces
are C∞(Ω), the set of smooth functions in any open set
Ω ⊂ Rn, with a particular metric on it (the case Ω = Rn
is denoted C∞), the Schwartz space of smooth functions
of rapid decrease, and its dual as a Fre´chet space, which
is a space of distributions.
This section presents only Sobolev spaces, first with
non-negative integer index, and the generalization to a
real index. The Fourier transform is needed to generalize
the Sobolev spaces. Therefore, Schwartz spaces are intro-
duced to facilitate the definition of the Fourier transform,
and to extend it to L2. The next section is dedicated to
introducing pseudodifferential operators.
Let L2 be the vector space of complex valued, square
integrable functions on Rn, that is, functions such that
‖u‖ <∞, where ‖u‖ :=
√
(u, u) and
(u, v) :=
∫
Rn
u¯(x)v(x)dx,
with u¯ the complex conjugate of u. This set is a Hilbert
space, that is, a complete vector space with inner prod-
uct, where the inner product is given by ( , ) and is
complete with respect to the associated norm ‖ ‖.
The Sobolev spaces Hk, for k a non-negative integer,
are the elements of L2 such that
‖u‖2k :=
∑
|α|≤k
‖∂αu‖2 <∞,
where α = (α1, α2, . . . , αn) is a multi-index, and for
every such multi-index ∂α denotes ∂α11 ∂
α2
2 . . . ∂
αn
n and
|α| =∑ni=1 αi. The inner product in L2 defines an inner
product in Hk given by
(u, v)k :=
∑
|α|≤k
(∂αu, ∂αv).
Let S be the space of functions of rapid decrease, also
called the Schwartz space, that is, the set of complex
valued, smooth functions on Rn, satisfying
|u|k,α := sup
x∈Rn
|(1 + |x|2)k/2∂αu| <∞
for every multi-index α, and all k ∈ N natural, with |x|
the Euclidean length in Rn. The Schwartz space is useful
in several contexts. It is the appropriate space to intro-
duce the Fourier transform. It is simple to check that
the Fourier transform is well defined on elements in that
space, in other words, the integral converges. It is also
simple to check the main properties of the transformed
function. More important is that the Fourier transform is
an isomorphism between Schwartz spaces. As mentioned
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earlier, the Schwartz space provided with an appropriate
metric is an example of a Fre´chet space. Its dual space
is the set of distributions, which generalizes the usual
concept of functions.
The Fourier transform of any function u ∈ S is given
by
F [u](x) = uˆ(x) :=
∫
Rn
e−ix·ωu(ω)d¯ω,
where d¯ω = dω/(2π)n/2, while dω and x ·ω = δijxiωj are
the Euclidean volume element and scalar product in Rn,
respectively. The map F : S → S is an isomorphism.
The inverse map is given by
F−1[u](x) = uˇ(x) :=
∫
Rn
eix·ωu(ω)d¯ω.
An important property of the Fourier transform useful
in PDE theory is the following: [∂αx u(x)]ˆ = i
|α|ωαuˆ(ω),
and [xαu(x)]ˆ = i|α|∂αω uˆ(ω), that is, it converts smooth-
ness of the function into decay properties of the trans-
formed function, and vice versa. The Fourier transform
is extended to an isomorphism F : L2 → L2, first proving
Parseval’s theorem, that is, (u, v) = (uˆ, vˆ) for all u, v ∈ S
(which gives Plancherel’s formula for norms, ‖u‖ = ‖uˆ‖,
in the case that the norm comes from an inner product,
with u = v) and second recalling that S is dense in L2.
The definition of Sobolev spaces Hs for s real is based
on Parseval’s theorem. First recall that every u ∈ Hk
with non-negative integer k satisfies ∂αu ∈ L2 for |α| ≤ k,
so Parseval’s theorem implies |ω|kuˆ(ω) ∈ L2. Second,
notice that there exists a positive constant c such that
(1/c)〈ω〉 ≤ (1 + |ω|) ≤ c〈ω〉, where 〈ω〉 = (1 + |ω|2)1/2.
Therefore, one arrives at the following definition. The
Sobolev space Hs for any s ∈ R consists of locally square
integrable functions in Rn such that 〈ω〉suˆ ∈ L2. This
space is a Hilbert space with the inner product
(u, v)s :=
∫
Rn
〈ω〉2s ¯ˆu(ω)vˆ(ω)dω,
and the associated norm is denoted by
‖u‖2s :=
∫
Rn
〈ω〉2s|uˆ(ω)|2dω.
One can check that Hs ⊂ Hs′ whenever s′ ≤ s. Notice
that negative indices are allowed. The elements of those
spaces are distributions. Furthermore, the Hilbert space
H−s is the dual of Hs. Finally, two more spaces are
needed later on, H−∞ := ∪s∈RHs and H∞ := ∩s∈RHs.
These spaces are, with appropriate metrics on them,
Fre´chet spaces. A closer picture of the kind of element
these spaces may contain is given by the following ob-
servations. The Sobolev embedding lemma implies that
H∞ ⊂ C∞, while the opposite inclusion is not true. Also
notice that S ⊂ H∞, and therefore H−∞ ⊂ S ′, so the
elements of H−∞ are tempered distributions.
3. Pseudodifferential operators
Let Sm, with m ∈ R, be the set of complex valued
smooth functions p(x, ω) from Rn × Rn, such that
|∂βx∂αωp(x, ω)| ≤ Cα〈ω〉m−|α|, (A1)
with Cα a constant depending on the multi-index α, and
〈ω〉 = (1 + |ω|2)1/2. This is the space of functions whose
elements are associated with operators. It is called the
space of symbols, and its elements p(x, ω) symbols. There
is no asymptotic behavior needed in the x variable, be-
cause Fourier integrals are thought to be carried out in
the ω variable. The asymptotic behavior of this variable
is related to the order of the associated differential oper-
ator, as one can shortly see in the definition of the map
that associates functions p(x, ω) with operators p(x, ∂x).
One can check that Sm
′ ⊂ Sm whenever m′ ≤ m. Two
more spaces are needed later on, S∞ := ∪m∈RSm and
S−∞ := ∩m∈RSm.
Given any p(x, ω) ∈ Sm, the associated operator
p(x, ∂x) : S → S is said to belong to ψm, and is de-
termined by
p(x, ∂x)(u) =
∫
Rn
eix·ωp(x, ω)uˆ(ω)d¯ω, (A2)
for all u ∈ S. The constant m is called the order of the
operator. It is clear that u ∈ S implies p(x, ∂x)(u) ∈ C∞;
however, the proof that p(u) ∈ S is more involved. One
has to show that p(u) and its derivatives decay faster
than any polynomial in x. The idea is to multiply Eq.
(A2) by xα and recall the relation i|α|xαeiω·x = ∂αωe
iω·x.
Integration by parts and the inequality (A1) imply that
the resulting integral converges and is bounded in x. This
gives the decay.
The polynomial symbols p(x, ω) =
∑m
|α|=0 aα(x)(iω)
α
with non-negative integer m correspond to differential
operators of orderm, p(x, ∂x) =
∑m
|α|=0 aα(x)∂
α
x . An ex-
ample of a pseudodifferential operator that is not differ-
ential is given by the symbol p(ω) = χ(ω)|ω|k sin[ln(|ω|)],
where k is a real constant and χ(ω) is a cut function at
|ω| = 1/2. That is a smooth function that vanishes for
|ω| ≤ 1/2 and is identically 1 for |ω| ≥ 1. The cut func-
tion is needed to have a smooth function at ω = 0. This
symbol belongs to Sk. The function p(ω) = χ(ω) ln(|ω|)
is not a symbol, because |p(ω)| ≤ c0〈ω〉ǫ, for every ǫ > 0,
but |∂ωp(ω)| ≤ c1〈ω〉−1, and the change in the decay is
bigger than 1, which is the value of |α| in this case. An-
other useful example to understand the symbol spaces
is p(ω) = χ(ω)|ω|k ln(|ω|), with k a real constant. This
function is not a symbol for k natural or zero, for the
same reason as in the previous example. However, it is
a symbol for the remaining cases, belonging to Sk+ǫ, for
every ǫ > 0.
A very useful operator is Λs : S → S given by
Λs(u) :=
∫
Rn
eiω·x〈ω〉suˆ(ω)d¯ω,
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where s is any real constant. This is a pseudodifferential
operator that is not differential. Its symbol is Λs = 〈ω〉s,
which belongs to Ss, and then one says Λs ∈ ψs. It is
usually denoted as Λs = (1 −∆)s/2. It can be extended
to Sobolev spaces, that is, to an operator Λs : Hs → L2.
This is done by noticing the bound ‖Λs(u)‖ = ‖u‖s for
all u ∈ S, and recalling that S is a dense subset of L2.
This operator gives a picture of what is meant by an s
derivative, for s real. One can also rewrite the definition
of Hs, saying that u ∈ Hs if and only if Λs(u) ∈ L2.
Pseudodifferential operators can be extended to oper-
ators acting on Sobolev spaces. Given p ∈ ψm, it defines
an operator p(x, ∂x) : H
s+m → Hs. This is the reason
to call m the order of the operator. The main idea of
the proof is again to translate the basic estimate (A1)
in the symbol into an L2-type estimate for the operator,
and then use the density of S in L2. The translation
is more complicated for a general pseudodifferential op-
erator than for Λs, because symbols can depend on x.
Intermediate steps are needed, involving estimates on an
integral representation of the symbol, called the kernel of
the pseudodifferential operator. Pseudodifferential oper-
ators can also be extended to act on distribution spaces
S ′, the dual of Schwartz spaces S.
An operator p : H−∞ → H−∞ is called a smoothing
operator if p(H−∞) ⊂ C∞. That means p(u) is smooth
regardless of u being smooth. One can check that a pseu-
dodifferential operator whose symbol belongs to S−∞ is a
smoothing operator. For example, p(ω) = e−|ω|
2 ∈ S−∞.
However, not every smoothing operator is pseudodiffer-
ential. For example, p(ω) = ρ(ω), with ρ ∈ Hs for some
s and having compact support, is a smoothing opera-
tor which is not pseudodifferential unless ρ is smooth.
Friedrichs’ mollifiers, Jǫ for ǫ ∈ (0, 1], are a useful family
of smoothing operators, which satisfy Jǫ(u) → u in the
L2 sense, in the limit ǫ→ 0, for each u ∈ L2.
Consider one more example, the operator λ : S → S
given by
λ(u) :=
∫
Rn
eiω·xi|ω|χ(ω)uˆ(ω)d¯ω,
where χ(ω) is again a cut function at |ω| = 1/2. The
symbol is λ(ω) = i|ω|χ(ω). The cut function χ makes λ
smooth at ω = 0. The operator without the cut function
is ℓ : S → L2 given by
ℓ(u) :=
∫
Rn
eiω·xi|ω|uˆ(ω)d¯ω.
Its symbol ℓ(ω) = i|ω| does not belong to any Sm because
it is not smooth at ω = 0. Both operators λ, ℓ can be
extended to maps H1 → L2. What is more important,
their extensions are essentially the same, because they
differ in a smoothing, although not pseudodifferential,
operator.
The asymptotic expansion of symbols is maybe the
most useful notion related to pseudodifferential calcu-
lus. Consider a decreasing sequence {mj}∞j=1, with
limj→∞mj = −∞. Let {pj}∞j=1 be a sequence of symbols
p
j
(x, ω) ∈ Smj . Assume that these symbols are asymp-
totically homogeneous in ω of degree mj , that is, they
satisfy p
j
(x, tω) = tmjp
j
(x, ω) for |ω| ≥ 1. Then, a sym-
bol p ∈ Sm1 has the asymptotic expansion ∑j pj if and
only if 
p− k∑
j=1
p
j

 ∈ Sm(k+1) , ∀ k ≥ 1, (A3)
and it is denoted by p ∼ ∑j pj . The first order term
in the expansion, p
1
, is called the principal symbol. No-
tice that mj are real constants, not necessarily integers.
Every asymptotic expansion defines a symbol, that is,
every function of the form
∑
j pj belongs to some sym-
bol space Sm1 . However, not every symbol p ∈ Sm
has an asymptotic expansion. Consider the example
p(ω) = χ(ω)|ω|1/2 ln(|ω|). The set of symbols that admit
an asymptotic expansion of the form (A3) is called classi-
cal, it is denoted by Smcl , and the corresponding operators
are said to belong to ψmcl . One then has S
m
cl ⊂ Sm. No-
tice that if two symbols p and q have the same asymptotic
expansion
∑
j pj , then they differ in a pseudodifferential
smoothing operator, because
p− q =

p− k∑
j=1
p
j

−

q − k∑
j=1
p
j

 ∈ Sm(k+1) ,
for all k, and limk→∞mj = −∞, so (p − q) ∈ S−∞.
This is the precise meaning for the rough sentence, “what
really matters is the asymptotic expansion.”
There is in the literature a more general concept of
asymptotic expansion. It does not require that the p
j
to
be asymptotically homogeneous. We do not consider this
generalization in these notes.
Most of the calculus of pseudodifferential operators
consists of performing calculations with the highest or-
der term in the asymptotic expansion and keeping careful
track of the lower order terms. The symbol of a product
of pseudodifferential operators is not the product of the
individual symbols. Moreover, the former is difficult to
compute. However, an asymptotic expansion can be ex-
plicitly written for classical symbols, and one can check
that the principal symbol of the product is equal to the
product of the individual principal symbols. More pre-
cisely, given p ∈ ψrcl and q ∈ ψscl, then the product is
a well defined operator pq ∈ ψr+s
cl
and the asymptotic
expansion of its symbol is
pq ∼
∑
|α|≥0
1
i|α|α!
[
∂αωp(x, ω)
] [
∂αx q(x, ω)
]
.
Notice that the first term in the asymptotic expansion
of a commutator [p, q] = pq − qp, that is its principal
symbol, is precisely 1/i times the Poisson bracket of their
respective symbols, {p, q} =∑j (∂ωjp∂xjq − ∂xjp∂ωj q).
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Similarly, the symbol of the adjoint pseudodifferential
operator is not the adjoint of the original symbol. How-
ever, this is true for the principal symbols. The proof is
based in an asymptotic expansion of the following equa-
tion:
(p∗)(x, ω) =
∫ ∫
Rn
e−i(x−x
′)·(ω−ω′)(p)∗(x′, ω′) d¯xd¯ω.
There are three main generalizations of the theory
of pseudodifferential operators present in the literature.
First, the operators act on vector valued functions in-
stead of on scalar functions. While this is straight-
forward, the other generalizations are more involved.
Second, the space of symbols is enlarged, first done
in [27]. It is denoted as Smρδ, and its elements satisfy
|∂βx∂αωp(x, ω)| ≤ Cα,β〈ω〉m−ρ|α|+δ|β|, with Cα,β a con-
stant depending on the multi-indices α and β. The extra
indices have been tuned to balance two opposite tenden-
cies; on the one hand, to preserve some properties of dif-
ferential operators; on the other, hand to maximize the
amount of new objects in the generalization. These sym-
bol spaces contain functions like p(x, ω) = 〈ω〉a(x), which
belongs to Sm1,δ, where δ > 0 and m = maxx∈Rn a(x).
Third, the domain of the functions p(x, ω) is changed
from Rn × Rn to Ω × Rn, with Ω ⊂ Rn any open
set. A consequence in the change of the domain is that
p : C∞0 (Ω) → C∞(Ω), so the domain and range of p are
not the same, which makes it more difficult to define the
product of pseudodifferential operators. These notes are
intended to be applied to hyperbolic PDEs on Rn, which
are going to be converted to pseudodifferential operators
in S1, so there is no need to consider the last two gener-
alizations.
4. Further reading
There is no main reference followed in these notes; how-
ever, a good place to start is [3]. Notice that the notation
is not precisely the one in that reference. The introduc-
tion is good, and the definitions are clear. The proofs are
difficult to follow. More extended proofs can be found in
[29], together with some historical remarks. The whole
subject is clearly written in [30]. It is not the most gen-
eral theory of pseudodifferential operators, but it is close
to these notes. A slightly different approach can be found
in [31], and detailed calculations to find parametrices are
given in [32]. The introduction of [33] is very instructive.
The first order reduction using Λ is due to Caldero´n in
[26], and a clear summary of this reduction is given in
[30].
The field of pseudodifferential operators grew out of a
special class of integral operators called singular integral
operators. Mikhlin in 1936 and Caldero´n and Zygmund
in the begining of 1950s carried out the first investiga-
tions. The field started to develop really fast after a
suggestion by Peter Lax in 1963 [34], who introduced the
Fourier transform to represent singular integral opera-
tors in a different way. Finally, the work of Kohn and
Nirenberg [35] presented the pseudodifferential operators
as they are known today, and they proved their main
properties. They showed that singular integral operators
are the particular case of pseudodifferential operators of
order zero. Further enlargements of the theory were due
to Lars Ho¨rmander [27, 36].
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