Mixtures-of-Experts (MoE) are conditional mixture models that have shown their performance in modeling heterogeneity in data in many statistical learning approaches for prediction, including regression and classification, as well as for clustering. Their estimation in high-dimensional problems is still however challenging. We consider the problem of parameter estimation and feature selection in MoE models with different generalized linear experts models, and propose a regularized maximum likelihood estimation that efficiently encourages sparse solutions for heterogeneous data with high-dimensional predictors. The developed proximal-Newton EM algorithm includes proximal Newton-type procedures to update the model parameter by monotonically maximizing the objective function and allows to perform efficient estimation and feature selection. An experimental study shows the good performance of the algorithms in terms of recovering the actual sparse solutions, parameter estimation, and clustering of heterogeneous regression data, compared to the main state-of-the art competitors.
Introduction and related work
Mixtures-of-experts (MoE) models introduced by Jacobs et al. (1991) , including hierarchical MoE Jordan and Jacobs (1994) , have shown their performance in statical modeling of heterogeneous data in many statistical learning problems including regression, clustering and classification. MoE belong to the family of mixture models McLachlan For example in regression, maximizing the log-likelihood function leads to using large positive and negative estimates for the regression coefficients, corresponding to the correlated features when the number of features is moderate or large and highly correlated.
This behavior can be observed in logistic regression; see Park and Hastie (2007) and Bunea et al. (2008) for more details. In a MoE scenario, estimating the parameters with moderate numbers of features and mixture components using MLE is challenging.
To avoid singularities and degeneracies of the MLE as highlighted namely in Stephens and Phil (1997) ; Fraley and Raftery (2007) , one can regularize the likelihood through a prior distribution over the model parameter space. A better fitting can indeed be achieved by regularizing the objective function so that to encourage sparse solutions.
Feature selection by regularized inference encourages sparse solutions, with a reasonable computational cost.
Several approaches have been proposed to deal with the feature selection task. The well-known Lasso method Tibshirani (1996) is one of the most popular and successful regularization technique that encourages sparsity, which utilizes the ℓ 1 penalty to regularize the squared error function and achieve parameter estimation and feature selection. Extensions of the Lasso, based on penalized log-likelihood criteria with convex 2 and nonconvex penalty functions has been proposed, including elastic net (Zou and Hastie, 2005) , group Lasso (Yuan and Lin, 2006) , adaptive Lasso (Zou, 2006) , smoothly clipped absolute deviation (SCAD) (Fan and Li, 2001) , minimax concave penalty (MCP) (Zhang, 2010) . Each method has its own advantages. The convex penalty functions are easy to handle due to the existence of efficient techniques from convex optimization to fit the models, while the nonconvex penalty functions involve practical challenges in fitting these models.
In related mixture models for simultaneous regression and clustering, including mixture of linear regressions (MLR), Khalili and Chen (2007) proposed regularized MLE techniques, including MIXLASSO, MIXHARD and MIXSCAD and provided asymptotic properties corresponding to these penalty functions. Another ℓ 1 penalization for MLR models for high-dimensional data was proposed by Städler et al. (2010) , which uses an adaptive Lasso penalized estimator. Meynet (2013) provided an ℓ 1 -oracle inequality for a Lasso estimator in finite mixture of Gaussian regression models. This result was a complementary result to Städler et al. (2010) by studying the ℓ 1 -regularization properties of the Lasso in parameter estimation, rather than by considering it as a variable selection procedure. Other interesting approaches for feature selection in MLR with high-dimensional data can be found in Devijver (2015) , Hui et al. (2015) and LloydJones et al. (2018) .
In Khalili (2010) , the author extended his MLR regularization to the MoE setting, provided a root-n consistent, oracle properties for Lasso and SCAD penalties, and developed an EM algorithm for fitting the models. However, as we will discuss it in Section 3, this is based on an approximated penalty function, and uses a Newton-Raphson procedure in the updates of the gating network parameters. The algorithm requires matrix inversion which can be of some cost in a high-dimensional setting. Peralta and Soto (2014) considered MoE with logistic regression model for the experts and proposed an EM algorithm based on inverting the soft-max function to estimate their Lasso regularized logistic MoE model. Unfortunately, the authors did not give any evidence that their EM algorithm improves the objective function after each iteration loop. To tackle the difficulty of updating the coefficients of the gating network, Jiang et al. (2018) introduced a penalized likelihood method for the localized MoE models (Xu et al., 1995) . One limitation of their method lies in the fact that the local covariance matrix is updated normally in the M-step. Thus, it poses some disadvantages if one would like to apply their method in large scale scenario.
In this paper, we propose an efficient regularized estimation and feature selection of Mixtures-of-Experts that encourages sparse solutions and consider MoE models for three common generalized linear models. We develop a proximal Newton-EM algorithm to maximize the proposed ℓ 1 -penalized log-likelihood function, in which a proximal Newton-type method for maximizing the M-step is used. An advantage of using proximal Newton-type method lies in the fact that one just need to solve weighted quadratic Lasso problems to update the parameters. Efficient tools such as coordinate ascent algorithm can be used to deal with these problems. Hence, the proposed approach does not require an approximate of the regularization term, and allow to automatically select sparse solutions without thresholding. Our approach is shown to perform well including in a high-dimensional setting and to outperform competitive state of the art regularized MoE models on several experiments on simulated and real data. The remainder of this paper is organized as follows. In Section 2, we describe the modeling with MoE for heterogeneous data and maximum-likelihood parameter estimation. Then, in Section 3, the proposed regularized maximum likelihood strategy of the MoE models and the EM-based algorithm are developed. An experimental study, carried out on simulated and real data sets, is provided in Section 4. Finally, in Section 5, we draw concluding remarks and mention future direction.
Mixture-of-Experts and Maximum Likelihood Estimation
Let ((X 1 , Y 1 ), . . . , (X n , Y n )) be a random sample of n independently and identically distributed (i.i.d) pairs (X i , Y i ), (i = 1, . . . , n) where Y i ∈ X ⊂ R is the ith response given some vector of p ∈ N predictors X i ∈ X ⊂ R p . We consider the MoE modeling for the analysis of a heteregeneous set of such data. Let D = ((x 1 , y 1 ), . . . , (x n , y n )) be an observed data sample.
The MoE model
The mixture-of-experts model assumes that the observed pairs (x, y) are generated from K ∈ N (possibly unknown) parametric probability density components (the ex-
. . , K}, governed by a gating network π z (x; w) represented by a hidden categorical random variable Z ∈ [K] that indicates the expert to which a particular observed pair belongs. The generative process of the data hence 4 assumes the following hierarchical representation. Given the predictor or the input x i , the categorical variable Z i is generated according to the multinomial distribution:
where each of the probabilities π z i (x i ; w) = P(Z i = z i |X i = x i ) is given by the gating network. Then, conditional on the hidden variable Z i = z i and x i , the observed random variable Y i is assumed to be generated from the expert z i its distribution is
that is:
where
is the probability density or the probability mass function of the expert z i depending on the nature of the data (x, y)
within the group z i . The gating network which gives the probabilities in (1) is defined by the distribution of the hidden variable Z given the predictor x, i.e., π k (x; w) = P(Z = k|X = x; w), is in general given by gating softmax functions of the form:
for k = 1, . . . , K − 1 with w = (w
w K = 0 is set to the null vector for identifiability (Jiang and Tanner, 1999a) . Hence, formally, the MoE is defined by the following semi-parametric probability density (or mass) function:
that is parameterized by the parameter vector defined by θ = (w
is the parameter vector of the kth expert.
For a complete account of MoE, types of gating networks and expert networks, the reader can be refereed to Nguyen and Chamroukhi (2018) .
Maximum likelihood parameter estimation
Given an an observed data sample D = ((x 1 , y 1 ), . . . , (x n , y n )) generated from the MoE model (4), the unknown parameter vector θ is commonly estimated by maximizing the observed data log-likelihood
by using the EM algorithm (Dempster et al., 1977; Jacobs et al., 1991 ) which allows to iteratively find an appropriate local maximizer of the log-likelihood function (5).
Jiang and Tanner (2000) studied statistical estimation and numerical computations in (hierarchical) MoE models.
However, it is well-known that the MLE can be unstable or even infeasible in highdimension due to possibly redundant and correlated features. In some cases, such as multi-logistic model, this task becomes a challenge since the log-likelihood function becomes singular. In such a context, a regularization of the MLE is needed.
Regularized Maximum Likelihood Estimation for the MoE model
Regularized MLE allows the selection of a relevant subset of features for prediction and thus encourages sparse solutions. This approach also bounds the norm of the estimated parameters. Hence, it avoids the singularity of the penalized log-likelihood.
In mixture-of-experts modeling, one may consider both sparsity in the feature space of the gates, and of the experts. As proposed, the MoE model inferred by maximizing a regularized log-likelihood criterion and encourages sparsity for both the gating network parameters and the experts network parameters. This does not require any approximation along with performing the maximization, therefore avoid matrix inversion. The proposed regularization that combines two Lasso penalties for the experts parameters, and for the gating network is defined by:
and γ k ≥ 0 for all k = 1, . . . , (K − 1). The regularization parameters λ k and γ k control the amount of shrinkage on the parameters β k and w k . A similar strategy has been proposed in Khalili (2010) where the author proposed regularization methods for Gaussian regression based on two well-known penalized techniques: Lasso (Tibshirani, 1996) and SCAD (Fan and Li, 2001) which are then approximated in the EM algorithm of the model inference. An ℓ 2 penalty function for the gating network is added to avoid wildly large positive and negative estimates of the regression coefficients corresponding to the mixing proportions. This behavior can be observed in logistic/multinomial regression when the number of potential features is large and they are highly correlated (Park and Hastie, 2007; Bunea et al., 2008) . However, the ℓ 2 norm also affect the sparsity of the models. We therefore remove this ℓ 2 penalty in our proposal model. For parameter estimation, Khalili introduced an EM algorithm follows the suggestion of Hunter and Li (2005) to approximate the penalty function in a some neighborhood by a local quadratic function. After that, a Newton-Raphson can be used to update parameters in the Mstep. To avoid this numerical instability of the algorithm due to the small values of some of the features in the denominator of this approximation, Khalili (2010) replaced that approximation by an ǫ-local quadratic function. Unfortunately, these strategies have some drawbacks. First, by approximating the penalty functions with ǫ-quadratic functions, none of the components will be exactly zero. Hence, a threshold should be considered to declare a coefficient is zero, and this threshold affects the degree of sparsity. Secondly, using Newton-Raphson procedure for maximizing a concave function with large dimension p is not an appropriate choice related to the required hessian matrix inversion.
In a similar scenario, Peralta and Soto (2014) suggested an EM algorithm for the regularized MoE of logistic regression, in which using a transformation that implies inverting the soft-max function. However, there is no evidence to ensure the increasing of their penalized log-likelihood values and this leads to the poor results from their approach. Recently, Chamroukhi and Huynh (2019) suggested another approach to the estimation and feature selection in MoE by using an EM algorithm with coordinate ascent updates to overcome these limitations of Khalili's method. But this proposal still has some drawbacks since unlike (6), it maximizes a version with for it with an additional ℓ 2 term which may affect sparsity, and it may require significant computing time due to the maximization of nonsmooth univariate concave function using the Newton method.
Hence, it is needed to be improved to deal with large scale data sets. In our approach presented here, we propose and EM algorithm which relies on proximal Newton-type procedures in the M-step to overcome these limitations. We consider that in mixture of experts with three different models for the experts, that is Gaussian, Poisson, and 7 logistic regressors.
Parameter estimation with a proximal Newton-EM algorithm
For each of the three considered GLM for the MoE models, we propose an EM algorithm to monotonically find at least local maximizers of (6). The E-step is common to the three models. For the M-step, two different algorithms are proposed to update the model parameters. Specifically, the first one relies on proximal Newton method, while the second one uses a proximal Newton-type method to update the gating network and expert's parameters. The difference between these algorithms is that the proximal Newton-type method we construct here to update the gating network can avoid the numerical instability of the proximal Newton method due to the small value of the mixing proportions. We discuss this difference in Section 3.2. The EM algorithm for the maximization of (6) requires the construction of the penalized complete-data loglikelihood, which is, in our context, given by
is the standard complete-data log-likelihood for the MoE model where Z ik an indicator binary-valued variable such that Z ik = 1 if Z i = k (i.e., if the ith pair (x i , y i ) is generated from the kth expert component) and Z ik = 0 otherwise. Thus, the proposed EM algorithm for the regularized MoE model in its general form runs as follows. After starting with an initial solution θ [0] , it alternates between the two following steps until convergence (e.g., when there is no longer a significant change in the relative variation of (6)).
E-step:
. The E-Step computes the conditional expectation of the penalized completedata log-likelihood (7), given the observed data D and a current parameter vector θ [q] , q being the current iteration number of the block-wise EM algorithm:
is the conditional probability that the data pair (x i , y i ) is generated by the kth expert.
This step only requires the computation of the conditional component probabilities τ 
with
and
The parameters w are therefore updated by maximizing the function (12). Here, the composite function Q(w; θ [q] ) is concave and does not have the weighted Lasso form.
One can use coordinate ascent algorithm to update w since the penalty part has a separate structure (see Tseng (2001) for more details). However, this approach requires a lot of computing and is not suitable for large scale data (see Chamroukhi and Huynh 9 (2019) ). In this case, proximal Newton algorithm and proximal Newton-type algorithm are good choices to overcome these drawbacks. The principle of these methods are described in Appendix Appendix A. The idea of these approaches lies in the fact that they approximate the smooth part of Q(w; θ [q] ) with a local quadratic function. After that, one will solve a weighted Lasso regression problem, which has a closed-form update.
The solution of this weighted Lasso regression a direction that one can choose to improve the value of Q(w; θ [q] ) using backtracking line search.
The methods for updating the gating network's parameters using proximal Newton, and proximal Newton-type method are described in the next section.
Proximal Newton-type procedure for updating the gating network
In this part, we propose two approaches for updating the gating network parameters
) based on the proximal Newton and the proximal Newton-type method. The proximal Newton method approximates only the smooth part of (12) given by
with its Taylor expansion at current estimates
where ▽I(w (t) ), ▽ 2 I(w (t) ) are corresponding the gradient vector and the Hessian matrix of I(w) at w (t) . After that, the problem can be solved by an iterative algorithm with initial value w (0) where, at step (t + 1), it minimizes the proximal functioñ
instead of Q(w; θ [q] ) and then searches for the updating value w (t+1) based on the solution of (A.2) that improves the Q-function, i.e., Q(w
) until the algorithm converges. This strategy has some advantages especially since I(.) does not have a quadratic form. First, by approximating I with its local quadratic form, several good methods can be used to solve (A.2) such as coordinate ascent, where updating one parameter in each step will avoid computing the inverse of a matrix. Second, one can obtain the closed-form update for each parameter at each iteration of the algorithm, hence, reduce the computational time of the algorithm. Finally, for searching w (t+1) , one can use the efficient backtracking line search strategy (see Boyd and Vandenberghe (2004) ) which is easy to setup.
However, the K − 1 vectors for the gating network will not approximate I(w) with its Taylor expansion. Here, partial Newton steps are performed by forming a partial quadratic approximation to Q(w; θ [q] ) (Taylor expansion at the current estimates), allowing only (w k0 , w k ) to vary for a single class at a time. This algorithm is similar to the one in Friedman et al. (2010) except the fact that here after each outer loop that cycles over k, a backtracking line search is performed over the step size parameter
The partial quadratic approximation to I(w) w.r.t (w k0 , w k ) atw is given by (see Appendix Appendix B for more details)
and C(w) is a function ofw. After calculating the partial quadratic approximation l I k (w k0 , w k ) about the current parametersw, a coordinate ascent algorithm is used to solve the penalized weighted least-square problem
Using the soft-thresholding operator (see (Hastie et al., 2015, sec. 5 .4)), one can obtain the closed-form update for w kj as follows 
Once the coordinate ascent algorithm converges, the new values of (w k0 , w k ) are taken into account for the next loop of the proximal Newton algorithm. Overall, the algorithm is summarized by pseudo-code 1.
Algorithm 1 Proximal Newton method for updating the gating network
Update the quadratic approximation l I k (w k0 , w k ) in (17) by using the current parameters.
5:
Solve the penalized weighted least-square problem in (20) by using coordinate ascent algorithm and compute the solutionw 
6:
Update (w k0 , w k ) by the new values.
7:
end for 8:
, where t is found using a backtracking line-search.
9:
Evaluate the objective function Q(.; θ [q] ) at w (s+1) . 10: until the stopping criterion is satisfied.
The initial values for (w k0 , w k ) in this EM algorithm are set to 0 and the backtracking line-search is needed for algorithm to converge to the optimal solution. The proximal Newton method presented here can overcome the drawback of the coordinate ascent algorithm in Chamroukhi and Huynh (2019) since at each step has a closed-form update update for each parameter. Hence, it improves the running time of the algorithm.
Even though in some cases the values of the probabilities π k (w; x i ) can become too small (or too close to 1), and the algorithm can get stuck while solving (20). To address this issure, we consider proximal Newton-type method as a proper choice for this situation. Proximal Newton-type methods use a symmetric negative definite matrix B ≈ ▽ 2 I(w k ) to model the curvature of I(w) at (w k0 , w k ). In this case, one can follow the suggestions of (Lange, 2013, sec. 8.7) and Gormley et al. (2008) by choosing a constant negative definite matrix B such as ▽ 2 I(w k ) > B. The proximal Newton-type algorithm here can be interpreted as a special case of the MM algorithm (Hunter and Lange, 2004) . Specifically it is a minorize-maximize algorithm for updating the gating network and also the expert network in multinomial outputs case.
Since,
then, using the fact that π(1 − π) ≤ 1/4, we can take
. Thus, instead of solving (20), one can solve the local quadratic model
wherel
C(w) is a function ofw. Here, it is clear that this approach has some advantages.
One can avoid computing the Hessian matrix and can also avoid numerical instability caused by π k (w; x i ). The increase of the Q(w; θ [q] ) after each loop is guaranteed, since this algorithm is a proximal Newton-type algorithm and is a specific case of the MM algorithm.
Updating the experts network
Now consider the updates of the experts models. Fortunately, the proximal Newton strategy described above can be once again used to update the expert's parameters in cases where the function Q k (θ k ; θ [q] ) is concave. This property holds in Poisson regression and multi-logistic regression, which we consider here. For the Gaussian case, by
) has the weighted Lasso form and the parameters can be updated using coordinate ascent with soft-threshoding operator. In this part, the expert's parameters for three common generalized linear models are updated, including for the Gaussian experts, the Poisson experts and the multinomial logistic experts.
Expert network with Gaussian outputs
Consider the case of univariate continuous outputs Y i where there is a relationship between the input x and the output Y given by regression functions. For the Gaussian case, within each homogeneous group Z i = z i , the response Y i , given the expert k, is modeled by the noisy linear model:
where the ε i are standard i.i.d zero-mean unit variance Gaussian noise variables, the bias coefficient β k0 ∈ R and β k ∈ R p are the usual unknown regression coefficients describing the expert Z i = k, and σ k > 0 corresponds to the standard deviation of the noise. In such a case, the generative model (2) of Y becomes
After updating the gating network parameters, the kth Gaussian expert is updated by updating the parameters
T . This is done by updating (β k0 , β k ) while fixing σ k . The coordinate ascent algorithm is used to solve this optimization problem. In this situation, the coordinate ascent algorithm was a special case of the MM algorithm.
Specifically, the update of β kj is performed by maximizing the
using a coordinate ascent algorithm with the initial values (β
k ). The closed-form coordinate updates can be obtained by computing each component following the results in (Hastie et al., 2015, sec. 5.4) . These are given by
kh . For each iteration m, β k0 is updated by
After updating all the vectors (β k0 , β k ), in the next step we take (w
), rerun the E-step, and update σ 2 k according to the standard update of a weighted Gaussian regression
Each of the proposed algorithms is iterated until the change in P L(θ) is small enough.
Zero coefficients can be obtained without any thresholds unlike in Khalili (2010); Hunter and Li (2005) .
Expert network with Poisson outputs
In this case we consider the situation in which the response Y i is a count variable and the conditional probability distribution of Y i , given X i and Z i is described as a Poisson distribution. Therefore, the generative model (2) of Y is the one of Poisson expert regressor and is given by
Hence, the expert's distribution p k (y i |x i ; θ k ) becomes
If the count data Y is such that the probability of zero is large then the zero-inflated Poisson (ZIP) regression model should be considered. For the regularized zero-inflated regression models, we refer the reader to (Buu et al., 2011; Wang et al., 2014; Tang et al., 2014) .
Updating the parameter vector for the kth Poisson regressor expert requires the maximization of the function Q k ({β k0 , β k }; θ [q] ) in (13), with
This composite function is concave, nonsmooth and has a non quadratic form. Therefore, the proximal Newton method can be used to update β k . Following the strategy that was used to update the gating network, one needs to compute the quadratic ap-
This function is given by (see Appendix Appendix C.1 for more details)
and D(β k0 ,β k ) is a function of (β k0 ,β k ).
After that, the coordinate ascent algorithm with soft-thresholding operator is used to maximizing the penalized weighted least-square
Then the solution is taken in account for the next update of the proximal Newton algorithm. This can be interpreted as in Algorithm 2.
Expert network with Multinomial outputs
Finally, for MoE for classification, assuming that each expert part is governed by a multinomial distribution with R (≥ 2) levels and the probability distribution of Y i given x i and z i becomes a multinomial-logistic distribution, i.e, (2) is defined by
Algorithm 2 Proximal Newton method for Poisson model
Update the quadratic approximationP k ({β k0 , β k }; θ
[q] ) in (33) using the current parameters.
4:
Solve the penalized weighted least-square problem in (34) by using coordinate ascent algorithm and let (β 
k ), where t is found using a backtracking line-search.
6:
Evaluate the objective function
). 7: until the stopping criterion is satisfied. where
, r ∈ {1, . . . , R} with (β kR0 , β kR ) = 0. Denote by U the n × R indicator response matrix with elements (13) is written in the more explicit form
The same strategy for updating the gating network by using proximal Newton method can be applied in this case. It is not hard to show that the local quadratic approximatioñ
and E(β k ) is a function ofβ k .
The corresponding Lasso form is described as following
Using a similar algorithm with Algorithm 1 by replacing the weighted Lasso in (20) with (39), one can obtain the kth expert's parameter vector.
The proximal Newton-type method can be suggested by replacing the Hessian matrix with the constant matrix B = −1/4
ik x i x T i to avoid possible numerical instability. In such a case, instead of maximizing the weighted Lasso in (39) one will maximize a simple weighted Lasso form
andÊ(β k ) is a function ofβ k .
Algorithm tuning and model selection
In practice, the appropriate values of the tuning parameters (λ, γ) should be chosen.
To select the tuning parameters, a modified BIC with a grid search scheme, as an extension of the criterion used in Städler et al. (2010) for regularized mixture of regressions.
First, assume that K 0 ∈ {K 1 , . . . , K M } whereupon K 0 is the true number of expert components. For each value of K, a grid of the tuning parameters is chosen. Consider grids of values {λ 1 , . . . , λ M 1 }, {γ 1 , . . . , γ M 2 } in the size of √ n. For a given triplet (K, λ i , γ j ), the maximal penalized log-likelihood estimators θ K,λ,γ is selected using each of the hybrid EM algorithms presented above. The following modified BIC criterion,
where DF (λ, γ) is the estimated number of non-zero coefficients in the model, is computed. Finally, the model with parameters (K, λ, γ) = (K,λ,γ) which maximizes the modified BIC value, is selected. While choosing optimal values of the tuning parameters for penalized MoE models is still an open research, the modified BIC performs reasonably well in our experiments.
Experimental study
The performance of these methods is studied on both simulated data and real data.
The results of these algorithms are compared to the standard non-penalized MoE (MoE).
Several evaluation criteria are used to assess the performance of the models, including sparsity, parameters estimation and clustering criteria.
The R packages of codes of the developed algorithms and the documentation are publicly available on this link 1 .
Evaluation criteria
The results of all the models are compared based on three different criteria: sensitivity/specificity, parameters estimation, and clustering performance for simulation data.
The sensitivity/specificity is defined by
• Sensitivity: proportion of correctly estimated zero coefficients;
• Specificity: proportion of correctly estimated nonzero coefficients.
In this way, the ratio of the estimated zero/nonzero coefficients to the true number of zero/nonzero coefficients of the true parameter is computed for each component. In our simulation, the proportion of correctly estimated zero coefficients and nonzero coefficients have been calculated for each data set for the experts parameters and the gating parameters. We present the average proportion of these criteria computed over 100 different data sets. To deal with the label switching before calculating these criteria, we permuted the estimated coefficients based on an ordered between the expert parameters.
If the label switching happens, one can permute the expert parameters and the gating parameters then replace the kth gating network vector with w per k = w k − w K . By doing so, we ensure that the log-likelihood will not change, that means L(θ) = L(θ per ) and these parameters satisfy the initialized condition w per K = 0. However, the penalized loglikelihood value can be different from the one before permutation. So this may result in misleading values of the sparsity criterion of the model when we permute the parameters. The regularized method tends to choose the model with small absolute values of the gating network. However, for K = 2, the log-likelihood function and the penalized log-likelihood function will not change since we have w
For the second criterion of parameter estimation, we compute the mean and standard deviation for both the penalized parameters and the non penalized parameters and compare with the true value θ. We also consider the mean squared error (MSE) between each component of the true parameter vector and the estimated one, which is given by
For the clustering criterion, once the parameters are estimated and permuted, the provided conditional component probabilitiesτ ik defined in (10) represent a soft partition of the data. A hard partition of the data is given by applying the Bayes's allocation rulê
whereẑ i represents the estimated cluster label for the ith observation. Given the estimated and true cluster labels, the correct classification rate and the Adjusted Rand Index (ARI) are computed.
Simulation study
For each data set, consider n = 300 predictors x generated from a multivariate Gaussian distribution with zero mean and correlation defined by corr(x ij , x ij′ ) = 0.5 |j−j′| .
The response Y |x is generated from a normal MoE model, a logistic model with two classes and a Poisson model of K = 2 expert components with the following regression coefficients:
• Parameters for the normal MoE model:
(β 10 , β 1 ) T = (0, 0, 1.5, 0, 0, 0, 1) T ;
(β 20 , β 2 ) T = (0, 1, −1.5, 0, 0, 2, 0) T ;
(w 10 , w 1 ) T = (1, 2, 0, 0, −1, 0, 0) T ; σ 1 = σ 2 = σ = 1.
• Parameters for the Poisson model:
(w 10 , w 1 ) T = (1, 0, 0, 1, 0, −1.5, 0) T .
• Parameters for the multinomial-logistic model (R = 2):
(w 10 , w 1 ) T = (1, 0, 0, 1, 0, 0, −1.5) T .
100 data sets were generated for each simulation. The results will be presented in the following sections. Table 1 presents the sensitivity (S 1 ), specificity (S 2 ) values for the experts 1 and 2, and the gates for each of the considered models. The MoE models cannot be considered as model selection methods since their sensitivity almost surely equals zero, hence the results for these models are not provided. Especially, the estimated parameters for the logistic model with the standard MoE becomes challenging and unstable. For a typical data set, a local maximum parameter that closed to the true value for the MoE of logistic model is not found (see Table 2 ). Here, the Lasso performs quite well for detecting nonzero coefficients both in the experts and in the gating network. By adding the penalty term, one can avoid the instability of the estimators. In the case with high correlation between features, one can consider adding ℓ 2 penalties for the experts and the gating network. 
Sensitivity/specificity criteria

Model
Parameter estimation
The boxplots of all estimated parameters are shown in Figures 1, 2 For the mean and standard derivation shown in Table 3, Table 4 and Table 5 , notice that the models using standard MoE give better results than the Lasso. This is because the Lasso can cause bias to the estimated parameters since the penalty functions are added to the log-likelihood function. On the other hand, the Lasso provide better results than MoE for estimating the zero coefficients in term of average mean squared error.
Clustering
The accuracy of clustering for all these mentioned models are calculated for each data set. The results in terms of ARI and correct classification rate values are provided in Table 6 . The Lasso models provide a result for clustering data as good as MoE models.
The difference between Lasso-MoE and standard MoE is smaller than 1%. It is clear that the regularized methods perform quite well in retrieving the actual sparse support; the sensitivity and specificity results are quite reasonable for the proposed models. Although the penalty function will cause bias to the parameters, as shown in the results of the MSE, the algorithm can perform parameter density estimation with an acceptable loss of information due to the bias induced by the regularization. In terms of clustering, the Lasso works as well as MoE models for the Gaussian and Poisson models.
For logistic model, the Lasso is successful in retrieving the actual parameters used for the model, while the non regularized method failed in this task.
Applications to real data sets
In this part, five real data sets are analyzed as a further test of the proposal method- the predicted values of the response variable, the sparsity of each result, and the correlation of these values. After the parameters are estimated and the data are clustered, 
is used as a predicted value for Y .
MoE model with Gaussian outputs
The regularized MoE for Gaussian model are tested on two real data sets: the housing data and the residential building data described on the website UC Irvine Machine Learning Repository. This was done to provide a comparison with the experiment of Khalili (2010) on housing data.
The housing data set concerns houses' value in the suburbs of Boston. It has 506
observations and 13 features that may affect the houses' value. 
where π 1 (x; w) = e w 10 +x T w 1 1 + e w 10 +x T w 1 . The estimated parameter of the MoE models obtained by Lasso and MLE are given in Table 7 . These results are compared with Khalili's results. In Table 8 , the results are provided in terms of average MSE and the correlation between the true observation value Y and its predictionŶ . A few parameters in both methods have the same value. The MSE and the correlation from the proposed method are better than those in Khalili (2010) .
Considering the case K = 3 as an extension. The estimated parameters, the average MSE, and the correlation between the true observation value Y and its predictionŶ for this case can be found in Table 9 and Table 10 . It turns out that this model provides better results than those with K = 2 in term of prediction. The BIC criterion with K = 3 is also better than the case with K = 2, −246.844 compares with −292.822.
To evaluate the algorithm in a situation that has a moderate number of features, the 
-0.29 -0.49 1.56 -0.29022 -0.50688 1.36238 testing of the proximal Newton method in high-dimensional setting. This data set has 372 observations and 108 features, with the two response variables (V-9 and V-10), representing the sale prices and construction costs respectively. The V-9 variable (sale prices) is chosen as the response variable to be predicted. As usual, all the features are standardized to have zero-mean and unit-variance. The results of this algorithm with K = 3 expert components, λ = 15 and γ = 5 is provided. The estimated parameters are given in Table 11 and Table 12 . The correlation and the mean squared error between the true value V-9 with its prediction can be found in Table 13 . These results show that the proximal Newton method performs well in this setting, in which it provides a sparse model and competitive criteria in prediction and clustering.
MoE model with Poisson outputs
A data set is used here to illustrate for the proposed 
MoE model with Multinomial outputs
For the logistic case, we consider the two data sets that were used by Peralta and Soto (2014) in their work and compare the results between our approach with their method. We investigate the Ionosphere data and Musk-1 data which are described on the website UC Irvine Machine Learning Repository. The Ionosphere data contains 351 observations and 33 features. The Musk-1 data has 486 observations and 168 features.
The variables with zero variance are removed. Hence, the Musk-1 data set remains with 167 features. Both data sets have two classes. All features are standardized to have mean zero and unit variance. K = 2 is taken as in Peralta and Soto (2014) .
The parameter estimates of the MoE models obtained by Lasso are given in Table   15 and Table 16 , 17. The classification accuracy and percentage of features reduction results between the proposal with Peralta's work are found in Table 18 . These results suggest that the proposed algorithm with Lasso provide better results than the remain method in term of data classification and features reduction. For Ionosphere dataset, Peralta used on average 78.1% of all dimensions while our approach just need 26.3%.
For the Musk-1 dataset, the proposed Lasso method also increases the ratio of dimension reduction up to 10%. Consider the classification rate, on both data sets the proposal method increases this ratio up to 12% since comparing with Peralta's. One of the reasons for this improvement is that the approach of Peralta does not guarantee the increase of the penalized log-likelihood values after each loop of their EM algorithm.
Conclusion and future work
In this work, we proposed a regularized MLE for the MoE model which encourages sparsity, and developed EM-based algorithms to monotonically maximize this regularized objective towards at least a local maximum, while they do not require using approximations as in standard MoE regularization. The proposed algorithms are based on proximal Newton-type methods and univariate updates of the model parameters via coordinate ascent, which allows to tackle matrix inversion problems and obtain sparse solutions. The results on the simulated and the real data sets in terms of parameter estimation, the estimation of the actual support of the sparsity, and clustering accuracy, confirm the effectiveness of this proposal, at least for problems with moderate dimension.
The model sparsity does not include significant bias in terms of parameter estimation nor in terms of recovering the actual clusters of the heterogeneous data. A proximal Newton-type approach is possible to obtain closed form solutions for an approximate of the M-step as an efficient method that is promoted to deal with high-dimensional data sets. A future work may consist of investigating more model selection experiments and considering hierarchical MoE of generalized linear models. -0.75204 --0.28020
0.99009 -0.21365 - with a composite function f (x) where g is a convex, continuously differentiable loss function, and h is a convex but non differentiable penalty function. Such problems include the Lasso, elastic net, etc. Proximal Newton-type methods approximate only the smooth part g with a local quadratic function of the form:
where ▽g(x k ) is the gradient vector of g at x k and H k is an approximation to the Hessian matrix ▽ 2 g(x k ). If we choose H k = ▽ 2 g(x k ), we obtain the proximal Newton method. In this method, one uses an iterative algorithm with initial value x 0 and in which at step k minimizes the proximal functionf k (x) instead of f and then searches for the next value x k+1 based on the solution of (A.2) that will improve the value of f , i.e., f (x k+1 ) < f (x k ) by using a back tracking line search until the algorithm converges. Lee et al. (2014) and Lee et al. (2006) studied convergence properties of proximal Newton methods. A generic proximal Newton-type method can be listed as in Algorithm 3 (see Lee et al. (2014) ).
Algorithm 3 A generic proximal Newton-type procedure 1: Starting point x 0 ∈ domf . 2: repeat
3:
Choose H k , a positive definite approximation to the Hessian.
4:
Solve the subproblem for a search direction:
5:
Select t k with a backtracking line search.
6:
Update: x k+1 ← x k + t k △x k . 7: until a stopping condition is satisfied.
Appendix C. Quadratic approximation for the experts network
Appendix C.1. Quadratic approximation for the Poisson outputs
In this part, the quadratic approximation for the function Q k ({β k0 , β k }; θ [q] ) of the Poisson model in (13) is constructed using Taylor expansion. This function is given by
where P k ({β k0 , β k }; θ [q] ) is a concave, continuously differentiable function and
ik − exp(β k0 + x
2)
The first and second derivatives of P k ({β k0 , β k }; θ [q] ) w.r.t (β k0 , β k ) can easily obtained.
It is not hard to show that
ik y i x ij − x ij exp(β k0 + x T i β k ) ;
ik x ij x ih exp(β k0 + x T i β k );
for j, h ∈ {0, . . . , p} and x i0 = 1.
Thus the quadratic approximation of P k ({β k0 , β k }; θ [q] ) at (β k0 ,β k ) is given as following and D(β k0 ,β k ) is a function of (β k0 ,β k ).
Appendix C.2. Partial quadratic approximation for the Multinomial outputs
Finally, we construct the quadratic approximation for the function Q k (β k ; θ The first and second derivatives of I(β k ) w.r.t (β kr0 , β kr ) are
ik x ij (u ir − α kr (β k ; x i )), (C.6)
ik x ij x ih α kr (β k ; x i )(1 − α kr (β k ; x i )), (C.7)
for j, h ∈ {0, 1, . . . , p} and x i0 = 1. Hence, the partial quadratic approximationĨ r (β k ) of I(β k ) w.r.t. (β kr0 , β kr ) atβ k can be described as following
ik d ikr (c ikr − β kr0 − x T i β kr ) 2 + E(β k ), (C.8) with c ikr =β kr0 + x T iβkr + u ir − α kr (β k ; x i ) α kr (β k ; x i )(1 − α kr (β k ; x i )) , (C.9) d ikr = α kr (β k ; x i )(1 − α kr (β k ; x i )), (C.10) E(β k ) is a function ofβ k .
