Summary: We present a new R package for the assessment of the reliability of clusters discovered in high-dimensional DNA microarray data. The package implements methods based on random projections that approximately preserve distances between examples in the projected subspaces.
Three essential aspects of clustering problems for DNA microarray data analyses are as follows (1) the estimate of the number of clusters (Azuaje, 2002) ; (2) the assessment of the reliability of each individual cluster (McShane et al., 2002) and (3) the assessment of the confidence of cluster assignments for individual samples.
We present a tool that addresses all the above problems. Some recent approaches to estimate the reliability of the discovered clusters are based on the concept of stability with respect to data perturbation (e.g. through sub-sampling or noise injection) (Ben-Hur et al., 2002; McShane et al., 2002) . According to this general framework, reliable clusters are those maintained across multiple perturbations of the data; that is, a clustering is reliable if it is stable with respect to the perturbations. For instance, the model explorer algorithm (Ben-Hur et al., 2002) estimates the number of clusters by perturbing the data with sub-sampling techniques, and a clustering is considered reliable if it is stable with respect to sub-sampling. We instead introduce data perturbations through randomized projections m :
, from the original d-dimensional data to lower d 0 -dimensional subspaces; in this case, a clustering is considered reliable if it is stable with respect to randomized dimensionality reduction, that is, if the clusterings obtained from running a clustering algorithm with multiple instances of randomly projected data are similar. In this context, a key issue consists in maintaining the metric properties of the original data in the projected data instances, because clustering algorithms use distance measures to search for structure in the data. To this end, we introduce random projections that approximately preserve the Euclidean distances between examples, according to the Johnson-Lindenstrauss theory (Johnson and Lindenstrauss, 1984 ) (see Supplementary information for technical details).
To evaluate the similarity between multiple clusterings performed with multiple instances of randomly projected data, we used a n · n symmetric similarity matrix M, whose elements M ij store the memberships of examples pairs i, j to the same cluster (Dudoit and Fridlyand, 2003) :
where i, j 2 {1, 2, . . ., n}, C s sub { 1, 2, . . ., n} is a cluster returned by a clustering algorithm, k the number of clusters and x Cs 2 {0, 1} n is the characteristic vector of C s , i.e.
In other words M ij denotes if elements i and j belong to the same cluster. Using multiple random projections of the data we generate multiple instances of projected data that are used by a clustering algorithm to provide multiple sets of clusters (clusterings). We then build multiple similarity matrices (one for each clustering) and averaging between them, we obtain a similarity matrix M M that stores the memberships of example pairs i, j to the same cluster across multiple clusterings.
Using the previously computed similarity matrix, the stability index, s, for an individual cluster, C, is
The index s(C) estimates the stability of a cluster C by measuring how much the projections of the pairs (i, j) 2 C · C occur together in the same cluster in the projected subspaces. The stability index has values between 0 and 1: low values indicate no reliable clusters, high values denote stable clusters. Note that stability indices for singleton clusters are computed apart, by counting the occurrences of clusters with only one member across multiple clusterings. An overall measure of the stability of the clustering may be obtained averaging between the stability indices:
In this case also we have that 0 S(k) 1, where k is the number of clusters. Note that in Equation (3) k must be larger than 1: indeed if k ¼ 1 then always S ¼ 1. Finally, the assignment-confidence (AC) index estimates the confidence of the assignment of an example i to a cluster C, by measuring the frequency by which i appears with the other elements of the cluster:
The R package clusterv (that stands for cluster-validity) implements a three steps methodology to estimate the reliability of clusters: (1) generation of multiple random projections that approximately preserve the distances between examples; (2) application of suitable clustering algorithms to the original and projected data and (3) computation of a set of measures of reliability and stability.
In particular, clusterv provides a set of functionalities to assess the reliability of clusters in high-dimensional data ( Table 1) . The stability indices of the clusters, the overall stability index and the AC index for each example can be computed by calling a single high-level function for a large set of clustering algorithms (e.g. hierarchical, k-means, fuzzy k-means or prediction around medoids). For instance the function Random.fuzzy.kmeans. validity applies the fuzzy k-means clustering algorithm to the data, computes the similarity matrix using multiple random subspace projections and then computes the stability indices for each cluster, the overall stability index of the clustering and the set of AC indices for each example. Moreover, using the functions clusteringalgorithm-independent, the same reliability analysis can be performed for any distance-based clustering algorithm, as long as its output (the clustering) can be coded as an R vector or a list. For instance, the function Cluster.validity accepts as input the list of the clusters whose validity indices need to be computed and a list of the sets of clusters obtained from the randomly projected subspaces, and returns the stability indices described by Equations (2-4).
The stability indices appear to be well suited for unsupervised gene expression data analysis. Indeed, stability measures based on random projections exploit the high dimensionality and the redundancy of information owing to the correlation between gene expression levels that characterize DNA microarray data. Moreover, this method can also be naturally applied to other biomedical and physical data, especially if characterized by high dimensionality.
There are some limitations about the usage of the clusterv package: Johnson-Lindenstrauss theory is proved only with Euclidean distances, even if our experimental results show that random projections and the stability indices may be successfully applied to the analysis of cluster reliability using Manhattan and correlation-based distances. However, we need more theoretical insights and empirical results to extend the usage of the proposed stability measures in the context of more general metric spaces (e.g. with Chebychev and general L n -norm-based distances).
Moreover, the reliability measures implemented in clusterv, on one hand, present some advantages with respect to classical indices based on intercluster and intracluster distances, such as no bias toward particular shapes or notion of compactness of the clusters; on the other hand, their values depend on the choice of the clustering algorithm: the stability indices of the clusters may vary if different clustering algorithms are used to compute them.
Examples on how to apply the stability indices to highdimensional synthetic and DNA microarray data are available online, as well as a tutorial and a reference manual (see Supplementary information).
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