Abstract
Introduction
Transformations, corresponding to multiplication and composition of series, play the main role in the space of formal power series over the field of real or complex numbers. Multiplication is given by the matrix (f (x) , x) nth column of which, n = 0, 1, 2, ... , has the generating function f (x) x n ; composition is given by the matrix (1, g (x)) nth column of which has the generating function g n (x), g 0 = 0:
(f (x) , x) a (x) = f (x) a (x) , (1, g (x)) a (x) = a (g (x)) .
Matrix
(f (x) , x) (1, g (x)) = (f (x) , g (x))
is called Riordan array [1] - [5] ; nth column of the Riordan array has the generating function f (x) g n (x). Thus (f (x) , g (x)) b (x) a n (x) = f (x) b (g (x)) a n (g (x)) , (f (x) , g (x)) (b (x) , a (x)) = (f (x) b (g (x)) , a (g (x))) .
Matrices (f (x) , g (x)), f 0 = 0, g 1 = 0, form a group, called the Riordan group. nth coefficient of the series a (x), nth row and nth column of the matrix A will be denoted respectively by We associate rows and columns of matrices with the generating functions of their elements.
Matrices
where |e x | is the diagonal matrix whose diagonal elements are equal to the coefficients of the series e x : |e x | a (x) = ∞ n=0 a n x n /n! , are called exponential Riordan arrays. Denote
[n, →] (f (x) , g (x)) e x = s n (x) , f 0 = 0,
s n (ϕ) n! x n = f (x) exp (ϕg (x)) .
Sequence of polynomials s n (x) is called Sheffer sequence, and in the case f (x) = 1, binomial sequence. Matrix 
= (e ϕx , x) e x .
Paper [1] laid the foundations for the theory of Riordan arrays and introduced a terminology that became generally accepted. Prior to this, Riordan matrices and their varieties were considered in the literature under different names. Series of papers [6] - [16] is devoted to study of matrices called convolution arrays. nth column of the convolution array has the generating function b (x) a n (x), where a 0 = 1 or a 0 = 0, depending on the problem under consideration. Results obtained for the convolution arrays in terms of the Riordan arrays can be stated more concisely, but for this the constraint a 0 = 0 for the matrix (b (x) , a (x)) must be removed. Thus, along with lower triangular Riordan matrices, we will consider "square" matrices (b (x) , a (x)), a 0 = 1. For example, This includes the upper triangular matrix (1, 1 + x), whose transpose is the Pascal matrix and which coincides with the matrix of shift operator:
Matrix (b (x) , a (x)) can be multiplied from the right by the matrix with the finite columns and from the left by the matrix with the finite rows. If c (x), d (x) are polynomials, then
(see [17] , where square Riordan arrays are called generalized Riordan arrays). Denote
bear the following information. Since
whereÎ n is the operator (matrix) exchanging the coefficients of the polynomial of degree n in reverse order. For example,Î If a (x) = e x , then α n (x) = A n (x)/n! , where A n (x) are the Euler polynomials:
For example,
Polynomials associated with the generating functions of the rows of the convolution arrays (they are called numerator polynomials) are considered in papers [7] , [8] , [13] , [14] , [16] . Focus is not on general issues (except paper [8] ), but on specific cases associated with the Fibonacci, Catalan sequences and their generalizations. Two such examples will be considered in this paper (Example 3, Example 7).
Concept of the generalized Euler polynomials in general form is represented in [18] . Polynomials under consideration (they are denoted as well as ordinary Euler polynomials) are called p n -associated Eulerian polynomials and are defined as follows:
Any polynomial sequence can be taken as sequence of the polynomials p n (x), but the most interesting case arises when p n (x) is a Sheffer sequence. In this case
In terms of the Riordan arrays this means that
We narrow the scope of this generalization and will consider generalized Euler polynomials (GEP) as p n -associated Eulerian polynomials when p n (x) is a binomial sequence. In Section 2 we consider the basic transformations associated with the GEP. Denote (we will bear in mind that always n > 0):
We introduce the matrices U n , V n , V n U n :
. . , n−1; S (p + 1, m) are the Stirling numbers of the second kind, s (p + 1, m) are the Stirling numbers of the first kind. Then
In Section 3 we consider examples of an application of these transformations; in Example 4 we introduce analog of the GEP for a formal Dirichlet series.
In Section 4 we consider the transformation
Elements of the matrix W (n, m) are the multinomial coefficients. Namely, let (b (x) , x) m is the matrix such that
where I n is the Identity square matrix of order n. Matrices (1/m n ) W (n,m) T are known as "amazing matrices" [19, pp. 156-160] , [20] - [23] . They find application in various fields of mathematics. From point of view of the theory of Riordan arrays, the transformation W (n,m) has the following sense. Denote
n (x) . In Section 5 we consider the transformation A
n , which has the following sense. Each formal power series a (x), a 0 = 1, is associated by means of the Lagrange transform
with the set of series (β) a (x), (0) a (x) = a (x), such that
. It is interesting to observe how the properties of the shift operator, inherited by the transformation A β n , manifest themselves in new qualities. For example, since n . In Example 7, following [13] , we give a general formula for the GEP associated with the generalized binomial series. Namely, let
In particular,
Basic transformations
We introduce the matrices U n :
n+1Ĩ n U n . Proof. This follows from the identities (1) and
Proof. Denote
Then, according to (1),
Hence,
Thus,
where c n−m (x) is the polynomial of degree < n − m, (in this case a 1 = 0 and the matrix (1, log a (x)) e x has no inverse), then, as follows from definition of the transformation U
Accordingly, if c n−m (x) is the polynomial of degree n − m − 1, then
DenoteĨ n EĨ n = V n . For example,
If c n (x) is the polynomial of degree < n, then
We have already found out that
,
where s (p + 1, m) are the Stirling numbers of the first kind. Hence Remark 2. Coefficients of the polynomials v n (x), u n (x) are associated by the relationship:
where
n p=1 m p = m, and summation is done over all partitions of number n to m parts.
Examples
Example 1.
Then by the Lagrange inversion theorem
Example 3. This example was considered in [16] . We will replace the convolution arrays by the Riordan arrays. Denote 
We generalize this example using the transformation V
Applying the transformationÎ n to the nth row of this matrix, we obtain the matrix
then the polynomialα n (x) corresponds to the nth row of the matrix
Really,
which corresponds to the formula (2). Since
where r 2p = 1, r 2p+1 = − (p + 1) ϕ, (i.e. these polynomials are associated in a certain way with the Chebyshev polynomials), theñ
Properties of these polynomials will become more transparent if we associate them with the following construction. We will consider the formal Dirichlet series a (s) = ∞ n=1 a n /n s as the generating function of the sequence (a n ) n≥0 , a 0 = 0. Matrix whose nth column has the generating function a n (s) is denoted a (s) . For example, for the Riemann zeta function: 
Such matrices are considered in [25] . If the matrix a (s) , a 1 = 0, is multiplied from the right by the Riordan matrix (1, g (x)), g (x) = ∞ n=0 g n x n , the result is the matrix ∞ n=0 g n a n (s) . In particular, if a 1 = 1,
We associate rows of the matrices a (s) with the formal power series, which are the generating functions of their elements. For polynomials similar to polynomials associated with the GEP, we use the same notation. Then (n > 1)
, where α
where u (n) is the degree of polynomial u n (x), equal to the degree of polynomial v n (x). Matrix a (s) − 1 has the form: 
n,m (a 2 , a 3 , ..., a n ) x m , n > 1, 
is the canonical decomposition of number n.
r (x) . It is clear from this that the sum of coefficients and the degree of the polynomial G r (x) can be defined from the transformations
r (x) .
GEP and multinomial coefficients
Theorem 4.
and since 
Note the identities
where c n−p (x) is the polynomial of degree < n − p, or 
can also be represented in the form Proof. According to the Theorem 2, α (m)
Example 5.
In particular,α
where r n = 1 for even n, r n = n + 1 for odd n,
This corresponds to the case a (x) = (1 − 2x + x 2 ) −1 in Example 3.
GEP and generalized Lagrange series
It follows from the Lagrange series expansion for arbitrary formal power series b (x) and a (x), a 0 = 1:
that each formal power series a (x), a 0 = 1, is associated by means of the transform
Series (β) a (x) for integer β, denoted by S β (x), were introduced in [9] . In [26] these series, called generalized Lagrange series, are associated with the following construction. Table  whose kth row, k = 0, ±1, ±2, . . . , corresponds to the series
will be denoted by a β (x) 0 . will be denoted by a β (x) −2 ; etc. For example, {1 + x} −1 , {1 + x} −2 :
. . .
It turns out that the kth row of the table a β (x) v corresponds to the series
which follows from the identity 
n . where D is the matrix of the differential operator. Since
For example, 
Example 6. If a (x) = 1 + x, then (β) a (x) is the generalized binomial series:
. In particular, as follows from Example 2,
We can come to the transformation A β n in a different way, which leads to a simpler method of constructing the matrix A β n . We introduce the matricesD = D (x, x),D −1 : Since E (x n , x) E −1 = ((1 + x) n , x) , P −1 (x n , x) T P = ((1 + x) n , x) T , ((1 − x) n , x) P I n = V −1 n , P −1 (1 − x) −n , x I n = ((1 + x) n , x) P −1 I n = V n , we have: n (x) = (β)ṽn (x) .
Example 7. This example was considered in [13] for a particular cases of the generalized binomial series. We will consider it from a more general point of view, using the transfor- Note that
(1−β) a (x) = (β) a −1 (−x) , (1−β) α n (x) = xÎ n(β) α n (x) .
