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Abstract
We propose a new method for PolSAR (Polarimetric Synthetic Aperture Radar)
imagery classification based on stochastic distances in the space of random ma-
trices obeying complex Wishart distributions. Given a collection of prototypes
{Zm }Mm=1 and a stochastic distance d(., .), we classify any random matrix X us-
ing two criteria in an iterative setup. Firstly, we associate X to the class which
minimizes the weighted stochastic distance wmd(X ,Zm ), where the positive
weights wm are computed to maximize the class discrimination power. Sec-
ondly, we improve the result by embedding the classification problem into a
diffusion-reaction partial differential system where the diffusion term smooths
the patches within the image, and the reaction term tends to move the pixel val-
ues towards the closest class prototype. In particular, the method inherits the
benefits of speckle reduction by diffusion-like methods. Results on synthetic
and real PolSAR data show the performance of the method.
Keywords: PolSAR images, Classification , Diffusion-Reaction system
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1 Introduction
Classification is one of the most important techniques for image analysis. It aims at
mapping each pixel into a class, so it transforms values into information.
Classification can be performed using a variety of sources, mostly the spectral
information (the observed value in each pixel), spatial or contextual information,
and ancillary data (ground truth, for instance). The latter is usually only available in
very restricted areas, from which training samples can be obtained.
The simplest available classification techniques rely only on pixel-wise informa-
tion, i.e., on the observation in each coordinate: Isodata, Parallelepiped and Point-
wise Maximum Likelihood are examples of these methods. Arguably, the most suc-
cessful techniques exploit both the spectral information and the context. This is
mostly due to the fact that images exhibit a great deal of spatial redundancy, i.e.,
spatially neighboring pixels tend to be alike.
As an example of contextual classification one should mention techniques based
on Markovian models. Geman and Geman [1] posed the classification process as an
estimation problem and, as such, proposed a number of estimators and algorithms.
These techniques rely on variations of the following idea: the classm in each coordi-
nate should satisfy a criterion that, simultaneously, optimizes the pointwise spectral
evidence and a contextual measure of smoothness, for example maximizing
λ fm(z(i , j ))+ (1−λ)N (m,∂i j ), (1)
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whereλ ∈ [0,1] is the relative weight of the spectral evidence over the context, fm(z(i , j ))
is the likelihood of the observation z(i , j ) in coordinate (i , j ) with respect to the
model characterized by the probability density function fm , m ∈ {1, . . . ,M } is one
of the M possible classes, and N (m,∂i j ) is a nondecreasing function on the num-
ber of neighbors of coordinate (i , j ), denoted by ∂i j , that have been classified as
m. If λ = 0, only the context is relevant and the most frequent class in the neigh-
bours is the optimal solution. If λ = 1, only the radiometric pointwise information
is relevant, and the maximum likelihood estimator (assuming independent obser-
vations) is the optimal solution. Specialized algorithms, such as the ICM (Iterated
Conditional Modes), MPM (Maximum Posterior Modes), and Simulated Annealing
are required to obtain (often approximate) solutions for intermediate values of λ; cf.
Ref. [2]. Eq. (1) makes it clear that the context, in this approach, is incorporated by
means of the neighbouring classes.
The aim of this work is proposing a new classification procedure based on both
context and radiometric information, but without the use of classes as descriptors of
the former. For the latter, we tackle the problem of classifying Polarimetric Synthetic
Aperture Radar (PolSAR) imagery.
According to Ref. [3], the early developments of imaging radar aimed at the char-
acterization of aircraft targets. Spatial resolution was a fundamental issue with these
images; it depends directly on the dimensions of the antenna, more precisely, on its
aperture. Deployable antennas would yield unacceptable spatial resolutions of the
order of hundreds of metres, even kilometres. Higher resolutions can be obtained
by controlling the illumination, forming longer synthetic (as opposed to physical)
antennas, yielding the broad area of SAR – Synthetic Aperture Radar.
The main differences between SAR sensors and sensors that operate in the visi-
ble spectrum are
Wavelength: The former operate in the microwave section of the electromagnetic
spectrum.
Activeness: SAR sensors carry their own source of illumination.
Coherence: SAR sensors are able to record the relative phase of the emitted and
incidence signals.
These characteristics lead to a number of interesting and, oftentimes, challeng-
ing properties, among them:
• SAR sensors are little affected by adverse weather conditions, such as fog, rain,
smog, etc., and they provide images regardless the presence of daylight.
• The return is mostly sensitive to the target dielectric properties, and to its ge-
ometry at the wavelength scale, which typically ranges from millimeters to
meters.
• SAR images, after being processed, can be adequately described by a multi-
plicative rather than additive model for the data.
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Polarimetric SAR (PolSAR) extends the imaging ability of single SAR imaging. A
PolSAR sensor transmits a linearly polarized signal and records two orthogonal po-
larizations of the returned signal. Such multidimensional information allows deeper
investigation of the scattering mechanisms of the targets under study. Fully PolSAR
images record the four possible combinations of the signal according to the polar-
ization of the transmitting and receiving antennas. The first practical fully PolSAR
sensor, the L-band AIRSAR, was developed by the Jet Propulsion Laboratory (JPL) in
1985.
On the one hand, the deterministic approach has been used with success in the
classification of PolSAR imagery, usually at the expense of using additional infor-
mation. For instance, Shi et al. [4] perform Manifold Learning on layers of features
derived from polarimetric decompositions, while Negri et al. [5] use neighbouring
information and Support Vector Machines.
On the other hand, statistical approaches able to cope with the departure from
the usual Gaussian additive data formation provide an attractive framework for Pol-
SAR image classification. Among others, Refs. [6, 7, 8] provide a comprehensive ac-
count of the models, and of the relations among them, that have been used to de-
scribe polarized and fully polarimetric SAR images.
The classification of PolSAR imagery is an important research topic. Among the
ones that use stochastic models for the fully polarimetric information, one should
mention the pioneering work of Lee et al. [9], who present the multivariate com-
plex Wishart distribution and some of its properties for the Remote Sensing com-
munity. Other techniques have been proposed as, for instance, the minimization of
stochastic distances between segments of data and prototypes [10], and the use of
spectral and contextual information by means of the ICM algorithm under the Potts
model as prior distribution [2]. These works use the data as available to the users,
differently from another approach, namely the classification based on the H/α de-
composition [11]. It is noteworthy that the latter work presents a deterministic and
unsupervised technique, while the others rely on the availability of prototypes and
stochastic models.
Diffusion-reaction equations have been successfully applied in many different
contexts, e.g. Chemistry and Ecology. In the field of image processing, diffusion-
reaction equations have been applied for instance in quantization [12], filtering and
segmentation [13], and in medical applications [14].
The general shape of a diffusion-reaction partial differential equation is given by
∂u
∂t
=L (u)+ f (u), (2)
where u(t ,x, y) represents the solution of the equation at instant t and coordinates
(x, y),L (u) is the diffusion term given, typically, by an elliptic second order differen-
tial operator, for instance the Laplacian operator. The reaction term is f (u), whose
shape strongly depends on the intended application. Roughly speaking, the reaction
term tends to move the solution u(t ,x, y) of the equation towards the nearest stable
equilibrium state associated to the ordinary differential equation (ODE) u′ = f (u)
(um is an stable equilibrium state of u′ = f (u) if f (um)= 0 and f ′(um)< 0). Usually,
u(0,x, y) represents the observed data and u(t ,x, y) represents its evolution under
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the action of the differential equation where the diffusion and reaction terms are
in competition. On the one hand, the diffusion term tends to smooth the solution
taking into account the neighbors values and, on the other hand, the reaction term
tends to move the solution towards some asymptotic values.
In this work we address a difficult problem: the classification of PolSAR images.
Our approach is based on weighted stochastic distances and a diffusion-reaction
partial differential equations system which imposes a certain level of spatial smooth-
ness. This work is an extension of Ref. [15], where we proposed a diffusion-reaction
system, but using the Euclidean distance to perform PolSAR image classification.
We will show that the use of weighted stochastic distances, instead of the Euclidean
distance, improves significantly the classification results.
The rest of the article is organized as follows: Section 2 deals with the statis-
tical description of PolSAR data, including expressions of stochastic distances be-
tween models. Section 3 is devoted to the classification of these data using weighted
stochastic distances between complex Wishart distributions. Section 4 deals with
the discretization of the diffusion-reaction differential system. Section 5 presents
results on the classification of simulated and real PolSAR data, and, finally, in Sec-
tion 6 some conclusions are drawn.
2 The Scaled Complex Wishart distribution
This section is based on the work by Nascimento et al. [16].
2.1 Characterization
The polarimetric coherent information associates, in each frequency of operation,
to each pixel a 2×2 complex matrix with entries SVV, SVH, SHV, and SHH, where Si j
is the backscattered signal for the i th transmission and j th reception linear polar-
ization, i , j =H,V. Under mild conditions, SHV = SVH, and the scattering matrix can
be simplified into the three-component complex vector s = [SVV p2SVH SHH]>,
where > denotes vector transposition. This random vector can be modeled by the
zero-mean multivariate complex Gaussian distribution [17].
Different targets are characterized by different variances and, thus, are hard to
discern visually. In order make such difference noticeable, and to improve the signal-
to-noise ratio, L ideally independent measurements of the same target are obtained
while processing the raw data. This quantity is the number of looks. These observa-
tions are used to produce the “multilook sample covariance matrix format”
Z = 1
L
L∑
i=1
sis
∗
i ,
where the superscript ∗ represents the complex conjugate transpose of a vector, and
si , i = 1,2, . . . ,L, are the L scattering vectors. Assuming that these vectors are inde-
pendent,Z is an Hermitian positive definite matrix, and it follows a scaled complex
Wishart distribution [18]. HavingΣ and L as parameters, the scaled complex Wishart
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distribution is characterized by the following probability density function
fZ (z;Σ,L)=
L3L |z|L−3
|Σ|LΓ3(L)
exp
(−L tr(Σ−1z)), (3)
where Γ3(L) = pi3∏2i=0Γ(L− i ) for L ≥ 3, Γ(·) is the gamma function, tr(·) represents
the trace operator, | · | denotes the determinant operator, Σ is the covariance matrix
associated to s, Σ= E(ss∗), where E(·) is the expectation. The first moment of Z
satisfies E(Z) = Σ. We denote Z ∼ W (Σ,L) to indicate that Z follows the scaled
complex Wishart distribution. As can be seen in [19], this distribution is able to
accommodate an arbitrary number of polarimetric components.
2.2 Parameter estimation
Let {Z1,Z2, . . . ,ZN } be a random sample from Z ∼ W (Σ,L). The ML estimators for
Σ and L, namely Σ̂ML and L̂ML, respectively, are quantities that maximize the log-
likelihood function associated to the Wishart distribution, which is given by
`(θ)=3NL logL+ (L−3)
N∑
k=1
log |Zk |−LN log |Σ|
−3N logpi−N
2∑
i=0
logΓ(L− i )−NL tr(Σ−1Z¯),
(4)
where Z¯ =N−1 ∑Nk=1 Zk , θ = [σ> L]>,σ = vec(Σ), and vec(·) is the column stacking
vectorization operator. Frery et al. [20] showed that Σ̂ML is given by the sample mean
Σ̂ML = Z¯, (5)
and that L̂ML satisfies the following non-linear equation
3log L̂ML+ 1
N
N∑
k=1
log |Zk |− log |Z¯|−ψ(0)3 (L̂ML)= 0, (6)
whereψ(0)3 (·) is the zeroth order term of the vth-order multivariate polygamma func-
tion given by
ψ(v)3 (L)=
2∑
i=0
ϕ(v)(L− i ),
where ϕ(v)(·) is the ordinary polygamma function expressed by
ϕ(v)(L)= ∂
v+1 logΓ(L)
∂Lv+1
,
for v ≥ 0, and ϕ(0)(·) is the digamma function.
Nascimento et al. [16] noted that L̂ML is biased, and proposed a number of cor-
rection techniques obtained subtracting an estimator of the bias from the ML es-
timator. Using their results, we employ the Box-Snell estimator of the bias, given
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by
B̂(L)= 9
2NL
[
ψ(1)3 (L)− 3L
] − 32L +ψ(2)3 (L)
2N
[
ψ(1)3 (L)− 3L
] . (7)
We first compute L̂ML by solving (6), then we evaluate B̂(L̂ML) with (7) and, finally,
we use the first-order bias-corrected estimator L˜ = L̂ML− B̂(L̂ML).
2.3 Stochastic distances between Wishart laws
Frery et al. [19], while seeking for contrast measures between samples, derived ex-
pressions for the stochastic distances between pairs of Wishart laws with (possi-
bly) different covariance matrices Σ1 and Σ2, and same number of looks L. They
obtained the Kullback-Leibler, Hellinger, Bhattacharyya and Rényi (of order β) dis-
tances.
The two first are of interest in this work, and they are given, respectively, by
dKL(Σ1,Σ2)= L
[ tr(Σ−11 Σ2+Σ−12 Σ1)
2
−3
]
, (8)
and
dH(Σ1,Σ2)= 1−
[(
Σ−11 +Σ−12
)−1
2
p|Σ1||Σ2|
]L
. (9)
Notice that both distances depend on two very simple operations: the determinant
and the inverse.
The two other distances, namely Rényi and Bhattacharyya, were not used be-
cause the former depends on an extra parameter (β), and the latter is a simple in-
creasing transformation of the Hellinger distance, namely dB = − log(1−dH), so it
adds little to this study.
3 Complex Wishart matrices classification using weighted
stocastic distances
In this paper we address a multiclass classification problem inA , the space (or cone)
of the of Hermitian positive definite matrices. All elements inA are assumed to fol-
low a scaled complex Wishart distribution, as defined by the density given in Eq. (3).
We assume there are M classes and, for each class m ∈ {1, . . . ,M }, we denote by
Zm its prototype, given by a random matrix in A that follows the scaled complex
Wishart distribution W (Σm ,Lm). For each point of a PolSAR image we have a ran-
dom matrix X which is assumed to belong to one of the predefined classes.
A basic classification procedure is to assign each X ∈A to the class m for which
X is closest to Zm , in a stochastic distance sense. This pointwise procedure is prone
to errors due to the variability of the observations. In order to improve this basic
classification procedure, we introduce a collection of weights {wm} such that X is
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associated to the class mmin(X ) ∈ {1, . . . ,M } satisfying
mmin(X )= argmin
m
wmd(X ,Zm), (10)
i.e., among the M possible classes, mmin(X ) is the class whose prototype Zm is clos-
est to X with respect to a distance d weighted by a factor that depends on the class.
If wm =∞ for any class, that class is forbidden; if wm = 0, the classification into m
is mandatory. In the following subsection we will propose a procedure to estimate
{wm} in order to maximize the discrimination power of the classes.
These multiplicative factors have the effect of modifying the number of looks
Lm of each class either directly, as in the Kullback-Leibler distance, Eq. (8), or as a
first order approximation in the Hellinger distance, Eq. (9). Their purpose is to exert
control on the relative importance each class has on the procedure.
Each of the M prototypes is built by selecting a ROI (region of interest) that will
serve as ground truth or reference. Each ROI is split in two disjoint sets of equal size
by simple random sampling without replacement. The first set is used as training
data, while the second is employed as test data. For each class, the training samples
are used to estimate (Σm ,Lm) by improved maximum likelihood, respectively, as de-
scribed in Section 22.2. Denote by Mm the number of pixels in the training set of
class m, 1≤m ≤M , and its pixels values by Z km , 1≤ k ≤Mm .
The weightswm are computed such that they maximize the discrimination power
of the stochastic distance. This is done by using an energy optimization strategy,
with the aid of the following energy function
M∑
m=1
1
Mm
Mm∑
k=1
∑
m′ 6=m
φ
(
wmd(Z
k
m ,Zm)−wm′d(Z km ,Zm′ )
)
, (11)
where
φ(s)= s
1+λ|s| ,
and λ> 0 is a parameter. In order to simplify the optimization problem we assume
that
∑
mwm = 1. Roughly speaking, by minimizing Eq. (11) we make the observa-
tions Z km be as close as possible to Zm , and as far as possible to any other class
representative Zm′ . The minimum of the above energy function is found using a
gradient descent type algorithm. In all the experiments showed in this paper, wm is
initialized as 1/M and λ is fixed to 1.
4 Diffusion-reaction differential system
This section follows the ideas introduced in Ref. [15], but using weighted stochastic
distances instead of the Euclidean distance. In order to introduce a smoothing pro-
cedure in the classification step, we embed the classification problem in a Diffusion-
Reaction differential system.
We denote by Σ(0,x, y) the initial covariance matrix provided by the PolSAR im-
age, and by Σ(t ,x, y) its evolution under the action of the diffusion-reaction system.
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Let Z (t ,x, y) be the family of Wishart random matrices associated to Σ(t ,x, y). The
diffusion-reaction system we propose is given by
∂Σ
∂t
=α∆Σ+ (min
m
wmd(Z ,Zm)− min
m 6=mmin(Z )
wmd(Z ,Zm)
)(
Σ−Σmmin(Z )
)
, (12)
where∆Σ represents the spatial Laplacian differential operator applied on each com-
ponent of the matrixΣ(t ,x, y), {Zm} represents distributions that describe the classes
present in the PolSAR image, andα≥ 0 is a weight parameter which balances the in-
fluence of the diffusion and reaction terms, and Σmmin (Z ) is obtained using eq. (10).
The diffusion term, given by the Laplacian operator tends to smooth the covari-
ance matrixΣ(t ,x, y), and the reaction term, given by the remainder of the equation,
tends to move Σ(t ,x, y) towards the nearest covariance matrix Σm according to the
weighted stochastic distance wmd(Z (t ,x, y),Zm).
4.1 Diffusion-reaction system discretization
To discretize equation (12) we denote by Zni , j the approximation Z (nδt , ih, jh), and
by Σni , j its associated covariance matrix, where i , j ∈ N, and δt and h are the dis-
cretization values. We propose the following two-step algorithm where, in the first
step, we discretize the contribution of the diffusion part of the equation and, then, in
the second step, we discretize the contribution of the reaction part of the equation
taking into account that, locally, using a linear approximation of the reaction term,
the solution of the equation is given by an exponential function:
Step 1:
Σn′i , j =Σni , j +αδt
Σni+1, j +Σni−1, j +Σni , j+1+Σni , j−1−4Σni , j
h2
Step 2:
Σn+1i , j =Σmmin(Zn′i j )+e
δt
(
min
m
wmd(Zn′i , j ,Zm )− min
m 6=mmin(Zn′i j )
wmd(Zn′i j ,Zm )
)
(Σn′i j −Σmmin(Zn′i j ))
where Σn′i , j represents the covariance evolution using only the diffusion operator,
and Zn′i j its associated random matrix. Notice that the first step incorporates the
contextual evidence.
We observe that if 1− 4αδt/h2 ≥ 0, then Σn′i , j is a convex combination of Σni , j ,
Σni+1, j , Σ
n
i−1, j , Σ
n
i , j+1, Σ
n
i , j−1 ∈A , and, in particular, Σn′i , j ∈A . Moreover since Σn+1i , j is
a convex combination of Σmmin(Zni j ) and Σ
n′
i , j , then Σ
n+1
i , j ∈A .
That is, if the original covariance matrices
{
Σ0i , j
}
i , j∈N provided by the original
PolSAR image belong toA , then
{
Σni , j
}
i , j∈N ⊂A for all n > 0 and, therefore, the as-
sociated random matrices Zni , j are well defined. Notice that the above discretization
scheme depends on three parameters: α, δt and h. However, looking at the shape
of the scheme, we point out that it depends just on the values αδt/h2 (Step 1), and
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on δt (Step 2); therefore, without loss of generality, we fix h = 1. The only param-
eters that have influence on the results are α and δt . As explained above, in order
to have a well-defined procedure with solutions inA , these parameters must satisfy
the condition 1−4αδt ≥ 0; δt represents the time discretization step in the evolution
equation.
The smaller δt is, the better becomes the approximation of the above scheme to
the actual continuous solution of the differential system given by eq. (12). In prac-
tice, as far as δt is small enough we do not expect a strong influence of δt in the
results. In practice, the most important parameter is α. The larger α is, the stronger
the smoothing effect of the differential system given in eq. (12) becomes.
In all the experiments presented in this paper, the discretization parameters
have been fixed to δt = 0.01 and α = 0.5. Different choices and combinations are
possible, and a detailed comparison study will be performed.
5 Experimental Setup
We compare the performance of the proposed methodology by classifying both sim-
ulated and real PolSAR images with respect to the following techniques
1. Maximum likelihood (ML) under the Wishart model: each observation is as-
signed to the class whose density, as expressed in Eq. (3), is maximized.
2. Euclidean distance (ED): each observation is classified into the class which
minimizes the Euclidean distance between the observation and its prototype.
3. Hellinger distance (HD): each observation receives the label of that class which
minimizes this distance to its prototype; cf. Eq. (9).
4. Kullback-Leibler distance (KL): same as above, but using Eq. (8).
5. KL distance and optimized weights (KL+OW): same as in 4, but using the op-
timized weights computed minimizing the energy functional (11).
6. Diffusion reaction equation with KL+OW (DR+KL+OW+n): The reaction diffu-
sion equation is solved usingn iterations of the iterative discretization scheme,
then each resulting observation is classified using KL+OW.
The visualization of PolSAR images requires stipulating a projection of the el-
ements of A into the unitary cube, then mapping these three components to the
red, green and blue components of a colour image (the RGB representation). Lee
and Pottier [3] discuss a number of such projections. We adopt here a simple visu-
alization technique that emphasizes the quality of the classifications obtained. We
assign a unique colour to each class representative Σm , then, we assign a colour to
any Σi , j ∈A using a linear interpolation procedure based on the Euclidean distance
bewteen Σi , j and Σm . The smaller the Euclidean distance between Σi , j and Σm , the
larger the weight of the colour component of class m is in the interpolation proce-
dure.
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5.1 Simulated Image
In the first experiment we use a 300×300 pixels phantom image with three classes
generated using three Wishart distributions. The parameters used for the simula-
tion are those estimated in the training samples used in the experiment discussed
in the next section. These training samples come from the ocean, forest and urban
classes identified in Fig 2. Each deviate from a Wishart law is obtained by simulating
entries of the complex matrix entries, which obey complex Gaussian observations,
then forming the sample covariance matrix and adding as many of them as the (inte-
ger) number of looks. This requires stipulating the number of looks, that in our case
was L = 4 for all classes, and the variance and covariances of the these entries [17].
Table 1 presents the overall accuracy of classifications produced by the tech-
niques here considered. The optimized weights, obtained through the minimization
of the energy function presented in eq. (11), were ω = (0.23,0.50,0.28). In all cases,
the equivalent number of looks was informed L = 4 and fixed for the three classes.
For each class, the technique which provides the worst classification is used as base-
line for computing the improvement each technique provides. These improvements
are informed as percentages between parentheses.
Method Accuracy (Improvement) by Class
CPU
time
Class 1 (Ocean) Class 2 (Forest) Class 3 (Urban) (s)
ML 100 98.5 (77.6%) 96.6 (87.3%) 0.170
ED 100 93.3 (baseline) 83.1 (36.7%) 0.005
HD 100 99.9 (98.5%) 82.8 (35.6%) 0.200
KL 100 99.7 (95.5%) 73.3 (baseline) 0.020
KL+OW 100 96.6 (49.3%) 93.1 (74.2%) 1.210
DR+KL+OW+50 100 99.7 (95.5%) 100 (100%) 3.630
Table 1: Phantom classification scores using the test data.
All techniques classified all points of Class 1 properly. The worst classifications
for classes 2 and 3 were produced, respectively, by the Euclidean and by the Kullback-
Leibler distances. Class 3 presents the largest variability, hence improvement, in the
results. The Hellinger distance is the second best technique with a marginal im-
provement of 35.6% over the baseline. The Euclidean distance improves 36.7%. In-
troducing optimized weights improves the results of using the KL distance by 74.2%.
Nevertheless, these classification procedures are outperformed by the maximum
likelihood rule (ML), which is 87.3% better than the baseline. Albeit remarkably
good, this last result is overshadowed by our proposal that attains 100% of accuracy,
thus improving the baseline 100%.
Fig. 1 shows these results. We include two images that show the evolution of
the solution of the diffusion-reaction equation for n = 25 and n = 50 iterations. Ta-
ble 1 also shows the CPU time (in seconds) for each classification method. We use a
simple C++ implementation in an Intel Core i5 (2.50 GHz) architecture without par-
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allelization or other optimization techniques. We notice that, even with this basic
implementation, the methods are quite fast and in particular the proposed method
(DR+KL+OW+50) takes just 3.63 seconds.
Figure 1: Results of different classification techniques: (a) original image, (b) ML
classification, (c) ED classification, (d) HD classification, (e) KL classification,
(f) KL+OW classification, (g,h) evolution of the solution of the diffusion-reaction sys-
tem for 25 and 50 iterations respectively, and (i) DR+KL+OW+50 classification.
5.2 Real Image
In the second experiment we use a PolSAR image obtained by the AIRSAR sensor
over the San Francisco bay.1 The image size is 600× 448 pixels. Four classes are
readily identifiable: Ocean, Grass, Park and Urban areas. We selected a ROI for each
class, whose observations were used to estimate the Wishart parameters according
1Details about these freely available data can be accessed at ESA’s web page https://earth.esa.
int/web/polsarpro/data-sources/sample-datasets.
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to the results presented in Section 22.2; these ROIs are shown in Fig. 2. These data
are also used as the reference to estimate the accuracy of the different classification
strategies.
Figure 2: (a) San Francisco bay PolSAR image with ROIs, (b) ML classification, (c) ED
classification, and (d) HD classification.
Table 2 presents the overall accuracy of classifying the four classes observed in
the San Francisco image by the techniques here considered. With the exception of
the Ocean class, that is almost perfectly classified by all methods, the worst result is
used a baseline. Class-wide improvements with respect to the baseline are reported
in parentheses.
The results for the real image are consistent with the ones obtained for the simu-
lated data: Euclidean and KL distances provide the worst results. Hellinger distance
classification is the next best technique, except in the Urban area where the Eu-
clidean distance is slighty better. ML clearly outperforms Euclidean, KL and Hellinger
distances, and even the weighted KL distance except in the case of Urban areas
where the weighted KL distance is considerably better (53.40%) than ML (39.18%).
The optimized weights for this problem were w = (0.44,0.38,0.12,0.06). As expected,
the Urban area presents a high variability which is consistent with the small weight
value (0.06) obtained for this area in the optimization procedure.
The proposed technique using the diffusion-reaction equation consistently im-
proves in a significant way the classification accuracy (90.4%, 82.2% and 77.8% for
the Grass, Park and Urban areas, respectively), and when a perfect classification is
13
Figure 3: (a) KL classification, (b) KL+OW classification , (c) evolution of the solution
of the diffusion-reaction system after 50 iterations, and (d) DR+KL+OW+50 classifi-
cation.
obtained, as in Ocean, the iterative procedure does not make it worse. These im-
provements are not incremental with respect to both the baseline and to the use of
optimized weights, and render classified images that can be considered excellent.
In Fig. 2 and 3 we illustrate the results of the different classification techniques for
the San Francisco bay image. In table 2 we also show the CPU time for the differ-
ent classification methods. The results are consistent with the ones obtained for the
phantom image taking into account the size of the images. In particular the pro-
posed method (DR+KL+OW+50) takes just 7.67 seconds.
Fig. 4 shows the evolution of the diffusion-reaction system described by Eq. (12)
observed in the classification of the San Francisco bay PolSAR image. The ordinates
of the two sequences are shown in logarithmic scale. As explained above, the reac-
tion term of the diffusion-reaction system tends to move each PolSAR image pixel
value Σi , j towards its nearest class representative Σmmin(Σi , j ); in particular we expect
that the weighted distance average of Σi , j to Σmmin(Σi , j ) goes to zero when the data
evolves according to the diffusion-reaction system. This behaviour is illustrated in
the continuous gray curve. Initially such distance average is equal to, approximately,
4.38; we observe that it goes very quickly, faster than exponentially, to zero. In a
complementary fashion, the diffusion term tends to smooth the solution and, as a
consequence, it makes some pixels change their classification. The circles show the
14
Method Accuracy (Improvement) by Class
CPU
time
Ocean Grass Park Urban (s)
ML 99.8 94.9 (82.5%) 86.1 (60.1%) 57.4 (39.3%) 0.64
ED 99.8 70.9 (baseline) 65.2 (baseline) 38.5 (12.4%) 0.02
HD 100.00 93.7 (78.4%) 68.7 (10.1%) 34.8 (7.1%) 0.81
KL 100.00 89.4 (63.6%) 65.4 (0.6%) 29.8 (baseline) 0.09
KL+OW 100.00 91.7 (71.5%) 79.9 (42.2%) 66.2 (51.9%) 0.46
DR+KL+OW+50 100.00 97.2 (90.4%) 93.8 (82.2%) 84.4 (77.8%) 7.67
Table 2: San Francisco bay classification scores using the test data.
evolution of the percentage of pixels which change their associated class in each
iteration (that is, the value mmin(Σi , j ) is altered). We observe that 1.9% of pixels
change their associated class in the first iteration, and that this rate decreases across
the iterations also faster than exponentially.
6 Conclusions
In this paper we address the problem of PolSAR image classification. The main con-
tributions of the paper are, on the one hand to introduce a stochastic weighted dis-
tance strategy to increase the class discrimination power and on the other hand to
embed the classification in a diffusion-reaction differential system which aims to
include smoothing constraints in the classification procedure. The weights used to
improve the class discrimination power of the distance are estimated by minimizing
a new energy functional. These weights take into account the PolSAR matrix vari-
ability in the class regions (the lower the weight, the larger the expected variability
inside the class).
We show that introducing these weights is equivalent to modifying the number
of looks of the Wishart model for each class and, as discussed by Torres et al. [21], this
takes account of the variability due to texture that is not embedded in the Wishart
model. We present experiments with simulated and real PolSAR images. These ex-
periments confirm that the introduction of the weighted distances improves con-
siderably the classification results.
By embedding the classification problem in a diffusion-reaction differential sys-
tem, and using the weighted distances, the classification obtained with simulated
and real data outperforms, in a significant way, the classification score obtained with
the usual classification strategies including maximum likelihood, and Euclidean,
Hellinger and Kullback-Leibler distances.
Further comparisons, including computational costs, will be made with respect
to other contextual techniques as, for instance, the simple mode and the ICM al-
gorithm [2]. Also, techniques for estimating optimal values of the parameters that
govern the process (α and δt ) will be sought.
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Figure 4: Evolution of the diffusion-reaction system: KL weighted distance average
ofΣi , j to its nearest class representativeΣmmin(Σi , j ) (continuous gray curve), and per-
centage of pixels which change their class mmin(Σi , j ) (empty circles) in each itera-
tion, semilogarithmic scale for the ordinates.
References
[1] Geman D, Geman S. Stochastic relaxation, Gibbs distributions and the
Bayesian restoration of images. IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence. 1984 Nov;6(6):721–741.
[2] Frery AC, Correia AH, Freitas CC. Classifying Multifrequency Fully Polarimetric
Imagery with Multiple Sources of Statistical Evidence and Contextual Informa-
tion. IEEE Transactions on Geoscience and Remote Sensing. 2007;45(10):3098–
3109.
[3] Lee JS, Pottier E. Polarimetric Radar Imaging: From Basics to Applications.
Boca Raton: CRC; 2009.
[4] Shi L, Zhang L, Yang J, Zhang L, Li P. Supervised Graph Embedding for Polari-
metric SAR Image Classification. IEEE Geoscience and Remote Sensing Letters.
2013 March;10(2):216–220.
[5] Negri RG, Dutra LV, Sant’Anna SJS. An innovative support vector machine
based method for contextual image classification. ISPRS Journal of Photogram-
16
metry and Remote Sensing. 2014;87:241–248. Available from: http://www.
sciencedirect.com/science/article/pii/S0924271613002633.
[6] Freitas CC, Frery AC, Correia AH. The Polarimetric G Distribution for SAR Data
Analysis. Environmetrics. 2005;16(1):13–31.
[7] Lee JS, Hoppel KW, Mango SA, Miller AR. Intensity and phase statistics of multi-
look polarimetric and interferometric SAR imagery. IEEE Transactions on Geo-
science and Remote Sensing. 1994 Sep;32(5):1017–1028.
[8] Qin X, Zou H, Zhou S, Ji K. Simulation of spatially correlated PolSAR images
using inverse transform method. Journal of Applied Remote Sensing. 2015 Jan-
uary;9(1):095082. Available from: http://dx.doi.org/10.1117/1.JRS.9.
095082.
[9] Lee JS, Grunes MR, Kwok R. Classification of multi-look polarimetric SAR im-
agery based on complex Wishart distributions. International Journal of Remote
Sensing. 1994;15(11):2299–2311.
[10] Silva WB, Freitas CC, Sant’Anna SJS, Frery AC. Classification of Segments in
PolSAR Imagery by Minimum Stochastic Distances Between Wishart Distribu-
tions. IEEE Journal of Selected Topics in Applied Earth Observations and Re-
mote Sensing. 2013 June;6(3):1263–1273.
[11] Lee JS, Grunes MR, Ainsworth TL, Du L, Schuler DL, Cloude SR. Unsupervised
classification using polarimetric decomposition and the complex Wishart clas-
sifier. IEEE Transactions on Geoscience and Remote Sensing. 1999;37(5):2249–
2258.
[12] Alvarez L, Esclarin J. Image Quantization Using Reaction-Diffusion Equations.
SIAM Journal on Applied Mathematics. 1997;57(1):153–175.
[13] Weickert J. Anisotropic Diffusion in Image Processing. Teubner, Stuttgart; 1998.
[14] Konukoglu E, Sermesant M, Clatz O, Peyrat JM, Delingette H, Ayache N. A Re-
cursive Anisotropic Fast Marching Approach to Reaction Diffusion Equation:
Application to Tumor Growth Modeling. In: Karssemeijer N, Lelieveldt B, edi-
tors. Information Processing in Medical Imaging. vol. 4584 of Lecture Notes in
Computer Science. Berlin: Springer; 2007. p. 687–699.
[15] Gomez L, Alvarez L, Mazorra L, Frery AC. Classification of PolSAR Imagery by
Solving a Diffusion-Reaction System. In: 4th International Work Conference on
Bioinspired Intelligence (IWOBI). Donostia, Spain; 2015. p. 77–84.
[16] Nascimento ADC, Frery AC, Cintra RJ. Bias Correction and Modified Profile
Likelihood under the Wishart Complex Distribution. IEEE Transactions on
Geoscience and Remote Sensing. 2014 August;52(8):4932–4941.
[17] Goodman NR. The Distribution of the Determinant of a Complex Wishart Dis-
tributed Matrix. Annals of Mathematical Statistics. 1963;34:178–180.
17
[18] Anfinsen SN, Doulgeris AP, Eltoft T. Estimation of the Equivalent Number of
Looks in Polarimetric Synthetic Aperture Radar Imagery. IEEE Transactions on
Geoscience and Remote Sensing. 2009;47(11):3795–3809.
[19] Frery AC, Nascimento ADC, Cintra RJ. Analytic Expressions for Stochastic Dis-
tances Between Relaxed Complex Wishart Distributions. IEEE Transactions on
Geoscience and Remote Sensing. 2014 Feb;52(2):1213–1226.
[20] Frery AC, Cintra RJ, Nascimento ADC. Entropy-based Statistical Analysis of
PolSAR Data. IEEE Transactions on Geoscience and Remote Sensing. 2013
June;51(6):3733–3743.
[21] Torres L, Sant’Anna S, Freitas C, Frery AC. Speckle reduction in polarimetric
SAR imagery with stochastic distances and nonlocal means. Pattern Recogni-
tion. 2014;47(1):141–157.
18
