ABSTRACT The IS630-Tc1-mariner (ITm) family of transposons is one of the most widespread in nature. The phylogenetic distribution of its members shows that they do not persist for long in a given lineage, but rely on frequent horizontal transfer to new hosts. Although they are primarily selfish genomic-parasites, ITm transposons contribute to the evolution of their hosts because they generate variation and contribute protein domains and regulatory regions. Here we review the molecular mechanism of ITm transposition and its regulation. We focus mostly on the mariner elements, which are understood in the greatest detail owing to in vitro reconstitution and structural analysis. Nevertheless, the most important characteristics are probably shared across the grouping. Members of the ITm family are mobilized by a cut-and-paste mechanism and integrate at 5′-TA dinucleotide target sites. The elements encode a single transposase protein with an N-terminal DNA-binding domain and a C-terminal catalytic domain. The phosphoryl-transferase reactions during the DNA-strand breaking and joining reactions are performed by the two metal-ion mechanism. The metal ions are coordinated by three or four acidic amino acid residues located within an RNase H-like structural fold. Although all of the strand breaking and joining events at a given transposon end are performed by a single molecule of transposase, the reaction is coordinated by close communication between transpososome components. During transpososome assembly, transposase dimers compete for free transposon ends. This helps to protect the host by dampening an otherwise exponential increase in the rate of transposition as the copy number increases.
INTRODUCTION
The mariner elements belong to the ITm superfamily of cut-and-paste DNA-transposons. The acronym is derived from the IS630, Tc1, and mariner elements, which represent three major divisions within the grouping. The first member of the superfamily to be documented was Tc1 in Caenorhabditis elegans in 1983 (1) . A few years later, Mos1 and IS630 were identified in Drosophila mauritiana and the bacterium Shigella sonnei, respectively (2, 3) . A steady stream of ITm elements entered the literature in subsequent years. However, these were the tip of an iceberg and the depth and breadth of their phylogenetic distribution did not start to become apparent until 1993 when PCR experiments using mariner-specific primers revealed their presence in seven orders of insects (4) . We now know that ITm is probably the most widespread superfamily of transposons in nature and that they are present in all branches of the tree of life ( Fig. 1) (5) .
The ITm transposons generally carry a single open reading frame (ORF) encoding the transposase [ Fig. 2(A) ]. The transposases share a common catalytic domain containing a triad of conserved aspartate and/or glutamate residues [ Fig. 2(B) ]. These coordinate two divalent metal ions in the active site, which resides within an RNase H-like structural fold. The ITm transposases also have an N-terminal domain for site-specific DNA-binding.
The transposase gene is flanked by a pair of inverted terminal-repeats (ITR) [ Fig. 2(A) ]. These can be as short as 20 to 30 bp, encoding a single transposase binding site. The longer ITRs may have additional binding sites and spacer regions, which differ between opposite ends of the transposon. Across the group as a whole, the ITRs are so divergent that no consensus can be discerned. However, the ITRs are always flanked by a TA dinucleotide, which is derived from the target site and duplicated during the integration step of the reaction. Apart from the evolutionary origin of the catalytic domain, this is the one feature that unites all members of the ITm family. The mechanistic significance of the invariant target site duplication will be considered in more detail below.
Phylogenetic analysis of the ITm catalytic domain reveals seven distinct lineages (Fig. 3) . The most mechanistically-relevant nomenclature uses the identities of the residues in the DDE/D catalytic triad and the distances between them (6) . The spacing between the first and second aspartate residues is variable. However, the distance between the second aspartate residue and the third aspartate or glutamate residue is sufficiently well conserved to distinguish the various lineages.
THE MARINER FAMILY
For the remainder of this review we will focus mainly on the mariner (ITmD34D) transposons because their mechanism has been examined in detail. They are generally about 1.5 kb long and encode an intron-less transposase of about 340 amino acids which is flanked by simple inverted repeats of about 30 bp (Fig. 2) . Mariners are particularly widespread in higher animals where they are capable of horizontal transfer between species. This is evident from the incongruent phylogenies of the transposons and their hosts (7) . Thus, closely related mariners may be found in distantly related hosts and vice versa. Furthermore, their distribution is patchy and they may be present or absent in closely related species.
The first mariner element to be studied in vitro was Himar1 (8) . The transposase is a consensus sequence derived from six defunct elements cloned by PCR of the horn fly genome. This work established that the transposase was the only protein required for transposition, which is consistent with their wide phylogenetic distribution. In general, most transposons that have been tested are active in heterologous hosts, indicating that they are independent of specific host factors. Notable exceptions are Sleeping Beauty (SB, ITmD34E) and the P element, which may have a restricted host range owing to a host factor requirement. The second mariner element to be studied in vitro was the naturally active Mos1 (9) . This was followed by in vitro analysis of Mboumar-9, Mcmar1 and Hsmar1 (10, 11, 12, 13, 14) . However, most of the mechanistic information set out below has been derived from Mos1 and Hsmar1.
In vitro analysis revealed that the mariner transposons use a cut-and-paste mechanism. The transposase first makes staggered cuts at the end of the transposon [ Fig. 4(A) ; (8, 15, 16) ]. The 3′-end of the element, which is later transferred to the target, is cleaved precisely. Nicking at the 5′-end is imprecise, but is mostly staggered 3 bp within the element. Kinetic studies and analyses of gel-purified reaction intermediates demonstrated that the 5′-end is always cleaved before the 3′-end (15, 17) . The order of cleavage events is also constrained and both 5′-ends of the transposon are cleaved before either of the 3′-ends (17) .
TRANSPOSITION CHEMISTRY
Catalysis in mariner transposition is provided by a structural fold in the transposase that was first observed in RNase H from Escherichia coli (18, 19) . This enzyme performs a hydrolysis reaction to nick the RNA strand in a DNA/RNA hybrid [ Fig. 4(A) ]. The active site contains two divalent metal ions, which are coordinated by three or four acidic residues (20) . The transition state is illustrated in Fig. 4 (C) using the three aspartate residues in the mariner active site as an example. The nucleophile, which in this case is the hydroxyl of water, makes an in-line attack on the scissile phosphate, displacing the bridging oxygen opposite and breaking the phosphodiester bond. The two metal-ion mechanism was first proposed in 1991 based on the structure of the 3′-5′ exonuclease domain of DNA polymerase I (21). The 'A' metal was proposed to activate the nucleophile and the 'B' metal to assist the 3′-oxyanion leaving group. Both metals also act as Lewis acids to stabilize the pentacovalent transition state by coordinating a nonbridging oxygen atom. Subsequent co-crystal structures between various enzymes and their substrates have refined the two metal-ion mechanism and tested its veracity, e.g., references 20, 22, 23, 24. Cleavage and integration of a transposon end is an interesting enzymological problem because, like most nucleases, RNase H has a single active site, which acts on a single strand of nucleic acid. The mechanistic difficulties arise from the fact that the active site must act on at least three strands of DNA during cut-and-paste transposition: two at the transposon end and one at the target. The mechanisms of several other cut-and-paste transposons have been characterized in detail but some uncertainties still surround the mariner reaction, which appears to follow a distinctly different order of events. We will therefore begin by describing the mechanisms established in related transposons before setting out why the mechanism in mariner has remained slightly obscure. We will then describe some unpublished experiments that clarify the situation.
VARIATIONS ON THE TWO METAL-ION MECHANISM
The minimal catalytic requirements for a transposition reaction are exemplified by the retroviral integrases and bacteriophage Mu (Fig. 4(D) , left). Hydrolysis introduces a nick at the 3′-end of the transposon (25, 26, 27) . This is followed by a transesterification reaction, which integrates the 3′-end at the target site (28, 29) . Hydrolysis and transesterification reactions are chemically identical. The only difference is that the 3′-hydroxyl at the end of the transposon replaces the hydroxyl of water as the nucleophile during the transesterification step. Overall, this type of transposition can therefore be described as a hydrolysis-transesterification (H-T) reaction.
Compared to the basic RNase H nicking reaction, the H-T reaction of the replicative transposons and HIV requires two mechanistic innovations. In RNase H, the A metal ion activates the nucleophile during hydrolysis [ Fig. 4(C nucleophile in the transesterification reaction, was to be coordinated by the same metal ion it would have to move a considerable distance and rotate through 180°. This problem is solved by postulating that the metal ions swap roles so that the B metal ion activates the nucleophile for transesterification (23) . Thus, the leaving group during the hydrolysis step becomes the nucleophile during integration (compare Fig. 4 (C) with Fig. 4(D) , left flowing top to bottom). In this elegant representation of the reaction the metal ions are designated as H and T according to whether they activate the nucleophile during hydrolysis or transesterification. The second innovation is to accommodate an additional strand of nucleic acid, represented by the target, in the active site during integration. The nicked 5′-end of the flanking DNA, which is still attached to the transposon by base pairing with the uncleaved strand, must move out of the way to allow the scissile phosphate in the target to take up position in the active site. It is interesting to note that the RNase H fold seems quite flexible with respect to the identity of the nucleophilic group. In the case of HIV integrase it can accommodate water or glycerol or even the 3′-end of the dinucleotide that is removed in the cleavage step (28) . Nevertheless, during integration the scissile phosphate of the target DNA must be accommodated in place of the scissile phosphate of the transposon end.
The two-step H-T mechanism is sufficient for the simplest types of transposition reaction. The replicative elements are never completely separated from their flanking donor sites, and the retroviruses are already linear and have only a few bp of flanking DNA left over from reverse transcription. In contrast, the cut-and-paste transposons require double strand breaks at both ends. This can be achieved via a DNA hairpin intermediate (Fig. 4(D) , center left). As before, the initial hydrolysis is followed by a transesterification. However, transesterification is directed towards the opposite strand rather than the target DNA (30) . The hairpin on the transposon end is resolved by a second hydrolysis, followed by a second transesterification, which mediates integration. The overall reaction can thus be designated H-T-H-T.
In the past we have referred to this as the "forwardhairpin" mechanism, which places the covalent intermediate proximal to the transposon end (31) . The mechanism was first documented in two sets of experiments with Tn10. Firstly, it was shown that the transpososome contains a dimer of transposase and that all four phosphoryl transfer reactions at a given end are catalyzed by a single active site (32, 33) . Next, stereochemical experiments with modified phosphorothioate substrates confirmed that the first three steps of the reaction proceed by direct in-line nucleophilic attacks (34) . The proximal hairpin intermediate was later demonstrated in Tn5 and PiggyBac (35, 36) .
A convincing rationale for the proximal-hairpin strategy of Tn10 is that it helps the active site to accommodate the intermediates at different stages of the reaction (Fig. 4(D) , center left) (23) . The H and T metal ions toggle back and forth, acting alternately as the Lewis acid to activate the nucleophile during the successive hydrolysis and transesterification steps. This calls for minimal reorganization of the active site and the bound nucleic acid(s) at the different stages of the reaction, since the leaving group in each hydrolysis reaction is used as a nucleophile in the next step without dissociating from the active site. Nevertheless, coordination of the scissile phosphodiester bond must be reestablished at each stage.
In the H-T-H-T reaction the hairpin intermediate is equivalent to the integration product in the H-T reaction. Although integration is isoenergetic, it is generally irreversible. Neither does the product succumb to further hydrolysis. Its stability is probably owing to the Members of the hAT family of cut-and-paste transposons use an alternative "reverse-hairpin" strategy for cleavage (38) . Here the first nick is on the other strand and liberates the 5′-end of the transposon (Fig. 4(D) , center). As before, the A and B metal ions would take alternate roles, acting as the Lewis acid to activate the nucleophiles in the hydrolysis and hairpin reactions, respectively. The order of the steps for the reverse-hairpin reaction is therefore H-T-T. The mechanistic innovation is that the location of the hairpin in the flanking DNA means that it takes no further part in the reaction and can, in principle, be released from the complex. The active site does not therefore need to be reset for a second hydrolysis reaction. Nevertheless, it does have to capture the 3′-hydroxyl at the end of the transposon prior to the final integration step. This is illustrated as a 180°rotation of the active site and the transposon end with respect to each other ( Fig. 4(D) , center). Although perhaps inelegant, the saving grace of this strategy is that a reorganization of the complex is already required at this step to accept the scissile phosphate of the target.
The flanking hairpin intermediate was first proposed in 1986 by Enrico Coen and colleagues, based on the footprints left behind after excision of Tam3 in Antirrhinum (39) . Their insight was to recognize that palindromic sequences in the footprints were evidence for the asymmetric resolution of a flanking hairpin during host-mediated repair of the empty donor site. The flanking hairpin was not directly demonstrated until 1992, when it was detected in V(D)J recombination (40) .
In passing, it is perhaps worth noting that two further mechanistic innovations are required for V(D)J recombination. Firstly, the "transpososome" must retain the flanking hairpins and hand them off to the Artemis complex for resolution and end joining e.g., reference 41. Secondly, the "transpososome" should be defective for the integration step.
The polarity of the first nick in mariner transposition suggested that it should conform to the H-T-T strategy for double strand cleavage ( Fig. 4(D) , center right). However, a flanking hairpin product was not detected in vitro (15, 16) . This suggests either that there is no hairpin intermediate or that it is resolved very quickly after it is formed. To distinguish these possibilities, the transposase was offered a prenicked substrate with a 3′-flanking dideoxynucleotide, lacking the nucleophilic hydroxyl group required for the hairpin step (15) . Second-strand cleavage was still efficient, which is consistent with sequential hydrolysis reactions and the absence of a hairpin. Further confirmation was provided by efficient second-strand cleavage in the complete absence of a flanking top strand (17, 42) . Curiously, although the presence of a flanking bottom strand is not a mechanistic prerequisite for mariner's sequentialhydrolysis strategy (Fig. 4(D) , center right), its absence inhibits first-strand nicking (17, 42) .
If mariner transposition is performed by a single active site it would have to be reset for a second hydrolysis without an intervening transesterification step (Fig. 4  (D) , center right). Similar to the H-T-T reaction, the top strand must move out of the way while the bottom strand, containing the 3′-end of the transposon, moves into the active site. However, this must be accomplished while the flanking DNA is still attached by one strand. Later we will describe how a flanking-DNA interaction involving the invariant TA dinucleotide is important in the progression between the two hydrolysis reactions. Finally, consistent with the anticipated mechanistic difficulties, the second hydrolysis reactions are the slowest steps during cleavage of mariner and Tn10 ends (12, 30) .
A fourth strategy to generate a double strand break at a transposon end is to use a pair of active sites (Fig. 4(D) , right). This strategy is used by the type II restriction endonucleases and Tn7. However, Tn7 is a special case because the transposase is a heterodimer (44) . The top strand is cleaved by a subunit related to the type II restriction enzymes, while the bottom strand is cleaved and integrated by a DDE-family transposase (45) . In Fig. 4 (D) this is indicated as an (H) H-T reaction because the top strand is cleaved by a different active site and has no mechanistic connection to bottom strand cleavage or integration. This strategy has not been formally excluded for mariner transposition, as will be explained below.
MARINER NUCLEOPROTEIN COMPLEXES AND THE NUMBER OF ACTIVE SITES
Initial biochemical analysis of the mariner transpososome was difficult to interpret and yielded a confused picture of the reaction. The first electrophoretic mobility shift assays (EMSA) with the Mos1 transposase revealed a single protein-DNA complex (46) . Subsequent analysis of Mos1, Himar1, and Hsmar1 revealed several additional complexes (16, 47, 48, 49) . It was clear that two of the complexes contained a single transposon end. These became known as single-end complex (SEC) 1 and SEC2, which contain a monomer and a dimer of transposase, respectively (43, 48, 50) . The paired-ends complex (PEC) was more difficult to study. Depending on which group was studying which transposon, there were either two forms of the complex, one form but only in the presence catalytic metal ions, or it was undetectable (15, 16, 48, 49) .
Although the biochemical analyses were inconclusive, they seemed to suggest that the active multimer might be a tetramer (16, 48, 51) . This would have fitted with the presence of multiple transposase binding sites in the ends of Sleeping Beauty and Tc1, with the tetrameric structure of the retroviral integrases, and with the fact that the mariner transposase is a dimer in free solution (42, 52, 53, 54, 55, 56) . Another factor was that SEC2 seemed to be competent for 5′-cleavage (15, 16) . It therefore appeared that SEC2 might represent half of a PEC and led to the suggestion that the 5′-and 3′-cleavage were performed before and after synapsis, respectively.
Three general models have been suggested to accommodate these views [ Fig. 5(A) ]: 1, a tetramer model; 2, a subunit exchange model; and 3, a dimer model. In the bottom part of the illustration, the grey glow indicates which monomer is active and when. There are also a number of obvious variants of each model that will not be discussed in detail. In the tetramer model for mariner transposition, the 5′-cleavage happens within SEC2 (Fig. 5(A), left) . Tetramerization activates the other pair of monomers, which perform 3′-cleavages. Thus, the four DNA strands are cleaved by four different active sites, which corresponds to an (H)-H-T mechanism [see Fig. 4(D) ]. As in Tn7, one subunit would be located at the transposon end by protein-DNA interactions, while the other is located by protein-protein interactions.
In the subunit exchange model, the 5′-cleavage also happens within SEC2 (Fig. 5(A) , center). Synapsis is accompanied by the ejection of two subunits to form a dimeric PEC in which the 3′-cleavages are performed by the other pair of monomers. Cleavage thus involves four active sites, which corresponds to an (H)-H-T mechanism. To date there is no published experimental evidence that rules this out for mariner transposition.
In the third model, a dimer of transposase first binds a transposon to form SEC2 and then recruits a second, naked, transposon end to yield the transpososome within which all the cleavages take place (Fig. 5(A) , right). Each active site performs two strand cleavages, which corresponds to an H-H-T mechanism. Two versions of the model are possible depending on whether the 5′-and 3′-cleavage events carried out by each active site are on the same or on different transposon ends.
Crystallographic analysis revealed that the Mos1 transposon ends are held together by a dimer of transposase in the post-cleavage intermediate (57) . The two active sites in the dimer are sufficient to mediate the two transesterification reactions required for the subsequent integration step. However, this does not directly indicate the number of subunits required during the preceding cleavage step, which requires four phosphoryl transfer reactions. Nevertheless, the dimeric structure strongly challenges the tetramer model. Biochemical studies with Hsmar1 also challenged the notion that 5′-cleavage might take place in SEC2. In contrast to in vitro reactions with Mos1, catalysis in Hsmar1 transposition is dependent on prior synapsis of the ends (58) . This put further constraints on the possible models for mariner transposition. The dimer model thus gained support in recent years and several groups, including us, have interpreted their studies in the context of this model. However, it should be noted that the dimer model has not yet been fully demonstrated and that some versions of the "subunit exchange" mechanism remain formally possible. In an as-yet unpublished study, we have addressed the reaction order by defining the subunit architecture during cleavage and analyzing the distribution of products when active and inactive transposase subunits are mixed in various ratios. The results fit an H-H-T model in which double strand cleavage and integration are performed by a single transposase monomer at each transposon end (CCB and RC, in preparation). In the following sections we will therefore review the dynamics of mariner transposition in terms of the dimeric H-H-T model.
REACTION KINETICS AND TRANSPOSOSOME DYNAMICS
The Hsmar1 transposase, like other helix-turn-helix (HTH) proteins, binds rapidly to its recognition site [ Fig. 5(B) ] (50, 58) . One would expect that binding of the second transposon end would be almost as fast. However, it is in fact very much slower (58) . This was interpreted as the result of an allosteric conformational change induced by the disruption of the two-fold symmetry of the complex when it binds the first end. However, it is equally possible that the bound transposon end simply hinders access of the second end to the unoccupied DNA-binding domain. This phenomenon has been estimated to reduce the rate of synapsis by 10 5 -fold (50). Later we will explain how this plays a role in regulating the rate of transposition in vivo and its topological selectivity.
Following synapsis, catalysis is initiated by 5′-cleavages of the transposon ends [ Fig. 5(B) ]. The rate of the 5′ nicks is difficult to measure because it is faster than the time needed to mix and stop an in vitro reaction (t 1/2 <30 s) (12, 50) . The second hydrolysis reaction, which cleaves the 3′ end of the transposon, is much slower (t 1/2 = 5 to 10 min). However, there is also a mechanistic constraint. Both 5′ ends must be nicked before either of the 3′ ends (17) . This suggests that the conformational change, which resets the active sites for the second hydrolysis, is coordinated across the transpososome.
The target capture and integration steps are also relatively slow. In a staged kinetic-analysis, where the PEC is preassembled on a supercoiled plasmid substrate prior to the addition of the catalytic metal ion, the excised transposon was detected at early time points and then chased into integration products (12) .
DNA TOPOLOGY
Mariner transposons are sensitive to the topology of their substrates and targets. Negative supercoiling promotes synapsis, the rate limiting step of the reaction, by increasing the relative concentration of the transposon ends with respect to each other and by providing a favorable angular distribution when the inverted repeats meet in the plectosome (58) . The reaction is much slower when the ends are present as direct repeats or when inverted repeats are positively supercoiled. The most stringent condition for synapsis is when the transposon ends are on different DNA molecules.
The increase in the rate of transposition afforded by negatively supercoiled inverted repeats over the other configurations has not been measured precisely, but it is many orders of magnitude (58) . The strong bias towards one particular configuration of sites constitutes a topological filter. Topological filters have been observed in several other recombination systems such as the Tn3/ϒδ resolvases, the hin/gin/cin inversion systems, and phage Mu transposition (59, 60, 61, 62, 63) . These are similarly dependent on negative supercoiling in the substrate. However, in addition to the two recombination sites, they require a third site, called an enhancer, to impart directionality.
In contrast, the topological filter in mariner does not require a third site. Directionality is provided by the allosterism in the developing transpososome, which slows synapsis by raising a kinetic barrier to the recruitment of the second transposon end. As explained above, this arises from the low number of degrees of freedom of the unoccupied DNA-binding domain in SEC2, which dictates that productive collision events are restricted to a narrow angle of approach. Although negative and positive supercoiling both increase the relative concentration of transposon ends, which will help to overcome the kinetic barrier by increasing the frequency of collision events, the favorable angular distribution is only provided by negatively supercoiled inverted-repeat substrates (58) .
The topological filter could help to suppress genomic instability, which would arise from the promiscuous synapsis of transposon ends. For example, although Tn10 transposition is dependent on supercoiling there is no topological selectivity and ends in direct or invertedrepeat configuration are used almost equally well (64) . In the Activator/Dissociation transposition system in maize, the promiscuous, noncanonical, synapsis of transposon ends causes large scale chromosomal rearrangements (65, 66) . This is the mechanism responsible for the breakage-fusion-bridge cycles observed by McClintock (67) .
Target site selection is also affected by DNA topology. Since the transpososome acquires its target by random collision, different sites are used according to their relative concentrations (68) . Consequently, intramolecular target sites, within the transposon itself, are used more frequently than intermolecular sites, which are relatively dilute in in vitro reactions. However, increasing the concentration of intermolecular target sites increases their selection at the expense of intramolecular sites (68) . Since the DNA concentration in the nucleus is about four orders of magnitude higher than in typical in vitro reactions, intermolecular target sites are used more frequently. Nevertheless, transposon inversion-circles, which are products of autointegration, have been detected in many systems including retroviruses, Tn10, SB, and PiggyBac (69, 70, 71, 72) .
Negatively supercoiled targets are also strongly favored over relaxed or positively supercoiled targets (68) . This raises an interesting paradox: whilst negative supercoiling favors synapsis and excision of the transposon, its retention within the transposon after excision will favor autointegration (12) . Supercoiling is thus a positive and a negative regulator of transposition. The physiological significance of DNA topology on mariner transposition is unknown. However, excision and integration probably require open chromatin, which will be transiently supercoiled during replication, or episodes of nucleosome remodeling and transcription.
Although mariner and the ITm family transposons integrate at a TA dinucleotide target site, not all sites are used with equal frequency (68, 73) . While the mechanism underlying the preferential selection of certain target sites remains unknown, this phenomenon shows that the transposon does not integrate into the first TA dinucleotide it encounters as it diffuses through space. Rather, like other site-specific DNA-binding proteins, it must first establish nonspecific interactions and then perform a one dimensional scan of the DNA. Presumably, some as yet unidentified structural feature of DNA then favors a particular integration site.
THE TA DINUCLEOTIDE AND THE TERMINAL RESIDUES
No consensus sequence can be discerned for ends of the ITm family transposons. However, they are all flanked by a 5′-TA dinucleotide, which is derived from the target site and duplicated during integration e.g., reference 74. When the nucleotide directly flanking the transposon end (position −1) is mutated, the kinetics of the first nick are identical to wild type (12, 17) . However, 3′-cleavage is severely inhibited. This indicates that the mutation does not affect transpososome assembly or the initiation of catalysis: rather, it prevents the active site resetting for the second hydrolysis reaction (17) . If we recall that the flanking 5′-strand is dispensable for 3′-cleavage, we can see that the crucial interactions are probably with the T residue opposite −1A. In contrast, none of the three substitutions at position −2T affect the kinetics of cleavage. Thus, whilst both residues in the TA dinucleotide are required for integration, only the innermost is important during excision.
Systematic mutagenesis of the residues between position +1 and +4 revealed that none of the changes significantly alter the kinetics of the first nick (17) . First strand nicking must therefore be determined almost entirely by the location of the specific transposase binding sites with respect to the transposon end. This may explain why the first strand nicking activity in mariner tends to be imprecise. Finally, most of the +1 to +4 substitutions affect second strand nicking but none are as severe as the −1A substitutions (17) .
THE LIFE-CYCLE AND REGULATION OF TRANSPOSITION
DNA transposons do not persist for long periods in a given eukaryotic genome and their survival requires frequent horizontal transfer into new hosts (75, 76) . The life-cycle of a transposon might therefore be considered as the period between its first appearance in a virgin genome and its eventual extinction. Immediately following horizontal transfer, the transpositional activity of the element is under positive selection; an element with a fully active transposase, and perfect cognate transposon ends, will have a high rate of transposition. As time passes some copies will acquire mutations. However, the presence of multiple copies relaxes selection because a pool of freely diffusing transposase acts on all copies of the element, including those with defective transposase genes. Eventually, genetic drift is thought to poison the pool of active transposase by dominant-negative complementation leading to the extinction of the transposon (77, 78, 79, 80, 81) .
Notwithstanding their inevitable demise in a given genome, the life-history of a transposon has many of the hallmarks of a classical host-parasite relationship. The host has adaptations, such as RNAi, to suppress the parasite, while the parasite has adaptations to spare the fitness of the host. Autoregulation of bacterial transposons has been studied in some detail (82, 83) . However, until recently little was known about autoregulation in eukaryotes.
Transposition is an inherently exponential reaction because each new copy of the element is a source of further new copies. Any transposon active enough to found a genomic invasion therefore has the potential to cause a genomic meltdown. Experiments with the nonautonomous Mos1, responsible for the peach mutation in Drosophila, provided the first experimental evidence for autoregulation (84) . The phenomenon, termed overproduction inhibition (OPI), was revealed by a reduction in the frequency of excision when multiple copies of the transposase gene are present, or when transposase is over-expressed from a heat-shock promoter. OPI was later shown to affect other mariner elements, both in vivo and in vitro (12, 85, 86) .
The key observation that helped reveal the mechanism of OPI was that the mariner transposases dimerize prior to transposon end binding (47) . If synapsis in mariner transposition is by recruitment of a naked transposon end into SEC2, OPI will result from the progressive sequestration of the transposon ends as the transposase concentration rises [ Fig. 6(A) ]. In vitro and in vivo experiments with Hsmar1 confirmed this model, which was termed an assembly-site occlusion (ASO) mechanism (50) .
The properties of the ASO mechanism were investigated using a computer model (50) . This revealed that ASO, in its simplest form, as illustrated in Fig. 6(A) , will not provide significant inhibition until the free transposase concentration reaches a significant fraction of its K d for the transposon end [ Fig. 6(B) ]. This is because the transposase must search a much greater volume of the nucleus to find the first transposon end than to find the second, which can never be too far away owing to the continuity of the DNA connecting them. This simple version of the ASO mechanism is therefore ineffective until there are hundreds of thousands of transposons contributing to the pool of transposase (50) . However, the allosterism in the developing transpososome slows the rate of synapsis, providing a corresponding increase in the inhibitory power of the ASO mechanism [ Fig. 6(C) ]. This means that a pseudo-steady-state rate of transposition is established early in a genomic invasion, when only a few copies of the transposon are present (17, 50) . It is worth noting that the ASO mechanism does not depend on the actual multimeric state of the transposase, only on the fact that the second transposon end is naked when it is recruited into the developing complex. This ensures that an increase in the transposase concentration will always lead to a reduction in the rate of transposition. Transposase dose-response experiments performed in vivo with SB and the distantly related PiggyBac transposon suggest that they may be regulated in the same way (50) .
MITES
Because a freely diffusing pool of transposase acts on all copies of the transposon, autonomous transposons may be parasitized by miniature inverted repeat transposable elements (MITES). Some of these are simple deletion derivatives of their parental element, while others have a more complex genesis. Miniature elements are often very numerous and therefore appear to have a higher rate of transposition. In the case of the deletion derivatives, the shorter distance between transposon ends probably promotes synapsis and provides a lower probability of nonproductive autointegration. However, the more complex miniature elements may have sequence-features that enhance transposition e.g., reference 87. For example, the Osmar transposase mobilizes the Stowaway element very efficiently despite binding weakly to its ends (87) . This is a counterintuitive finding that would make sense in the light of the ASO mechanism.
The human mariner transposon Hsmar1 is associated with an 80 bp derivative, which is known as Made1 in Repbase (88, 89, 90) . Even though it is shorter than the persistence length of DNA, transposition is efficient in vitro (D. Liu and RC, to be presented elsewhere).
Nonautonomous and miniature elements are rare in bacteria. One reason for this is that the cis-action of some bacterial transposases restricts their activity to the encoding element e.g., references 83, 91. Nevertheless, the ITm family appears to have produced the Correia element in Neisseria meningitidis and Neisseria gonorrhea (92, 93) . Although the element does not encode transposase, it encodes a strong binding site for a bacterial histone and a pair of outward facing promoters (94) . Collectively, the hundreds of Correia elements have the potential to influence the expression of a large number of genes.
EXAPTATION
With the large number of whole genome sequences available it has become increasingly clear that transposons sometimes experience exaptation, or domestication. The key transition is when a transposon-derived sequence begins to perform a "useful" function and therefore comes under purifying selection, just like any other bona fide host gene or regulatory region e.g., reference 95, 96. A transposon may come under purifying selection simply because it has inserted near a gene and changed its expression either directly or by altering or adding regulatory elements. The transposase may also contribute functional domains to an expressed protein.
In mariner, the best known example of this type is the human SETMAR protein, in which the Hsmar1 transposase is fused to a SET-domain protein-methylase (88) . The transposase domain is 94% identical to the Hsmar1 consensus sequence. However, the third active site D is substituted with an N residue, which all but abolishes its transpositional activity (49) . Nevertheless, structural analysis of SETMAR may provide insight into the transposition reaction (below).
Another notable example of exaptation is the internally eliminated sequences (IESs), which interrupt thousands of genes in ciliated protozoans. The IESs are highly degenerate, but they are all flanked by a TA dinucleotide, and many appear to be derived from an ITm transposon (97) . Interestingly, IESs are excised by a domesticated PiggyBac transposon (98) . This apparently loose relationship between short parasitic sequences and their cognate transposase is reminiscent of the Osmar-Stowaway relationship (above).
STRUCTURAL DYNAMICS AND REGULATION
Several crystal structures are available for DDE(D) transposases. The retroviral integrase has provided the most complete set, with structures representing pre-and postcleavage intermediates and target complexes (24, 99, 100) . There are also structures for the postcleavage intermediates for Tn5 and Mos1 (57, 101) . Phage Mu integrase provides a view of a replicative integration product (102) . Collectively, the structures provide deep insights into the two metal-ion catalytic mechanism and the structural determinants of transpositional dynamics.
However, we still lack structures poised for the hairpin step or the second hydrolysis.
The domain structure of the mariner transposases is illustrated in Fig. 2(A) . It has a bipartite N-terminal DNA-binding domain connected to the catalytic domain by a proteolitically sensitive linker. Apart from the catalytic triad of D residues, the most highly conserved sequence motifs are WVPHEL and YSPDL (4) . Although these motifs are less well conserved in other ITm transposons, the general arrangement is probably common. For example, the ITmD34E elements Tc3 and SB are similar in size to mariner and both have bipartite DNAbinding domains (103, 104) . Other ITm transposases, such as Osmar, are significantly larger but appear to have a similar arrangement (105) .
The crystal structure for the Mos1 postcleavage intermediate presents a classical trans-architecture, in which the transposase subunit bound to one transposon end contributes its catalytic domain to the opposite end [ Fig. 7(A) ] (57). It also helped to clarify a long-standing question about why the WVPHEL motif is conserved given its location in an interdomainal linker, which might be expected to have an unconstrained sequence. The structure revealed that the linker contributes a second level of complexity to the trans-architecture of the complex (Fig. 7A, B ). An extended "clamp loop" feature emerges from the catalytic core of one transposase subunit and interacts with the transposon end and the WVPHEL motif on the other side of the complex. These interactions account for more than 70% of the dimer interface. On the opposite side, WVPHEL is in contact with the YSPDL motif, which forms part of the active site. This network of interactions connects the active sites of both subunits and provides a potential conduit for signals. It is worth noting that the clamp loop feature is inserted between the first and second strands of the core β-sheet. This is the same location as the much larger "insertion domains" in Tn5, RAG1 and Hermes transposases (101, 106, 107) . The presence of an insertion domain seems to be related to the mechanism of second strand processing because it is absent in those enzymes which do not cleave the second strand, for example, RNase H, Mu transposase, and the retroviral integrases.
Biochemical analysis of Hsmar1 transposition showed that communication between subunits was important for two aspects of the reaction. Saturating mutagenesis of the WVPHEL motif showed that the vast majority of substitutions of the W, V, E, and L residues increase the rate of transposition (108) . The underlying mechanism was an increase in the rate of synapsis. Presumably, the mutations increase the degrees of freedom of the unoccupied DNA-binding domain within SEC2, which increases the proportion of productive collisions. This also has the effect of relaxing the topological filter (83, 108) . In addition, the mutants gained the ability to perform the 5′-nick prior to synapsis and some also acquired a nonspecific endonuclease activity. This suggests that a defect has arisen in the communication between opposite sides of the complex and in the control of catalysis.
The WVPHEL motif is also involved in the conformational change that resets the complex for the second hydrolysis. Within the transpososome the order of strand nicking is constrained and both 5′-nicks normally take place before either of the 3′-nicks (17) . This suggests that the structural transition responsible for the exit of the cleaved strand from the active site, and the entry of the uncleaved strand, is coordinated between the partner subunits. One of the few hypoactive WVPHEL mutants (V119G) stalled after the 5′-nick, suggesting that it is unable to perform the transition at all (17) . Furthermore, although the hyperactive mutants are able to complete the reaction, the coordination between the subunits is less robust than wild type. The WVPHEL motif thus coordinates catalysis across the complex.
Catalysis is also coordinated across the Tn10 transpososome (109) . A defective transposon end was shown to prevent hydrolysis of the hairpin intermediate on one transposon end, which blocked initiation of catalysis on the other. This provides a parallel with the inhibition of 3′-end cleavage in the mariner V119G mutant. In both cases the blockage corresponds to resetting the active site for the mechanistically-difficult second hydrolysis reaction.
In mariner the most intimate subunit interactions are between the WVPHEL tryptophan residue and a pair of arginine residues in the clamp loop, which stack on its aromatic ring [ Fig. 7(B), (C) ]. Whilst all 16 of the W-substitutions tested were hyperactive, single and double alanine substitutions of the arginine residues were inactive (108) . Likewise, no hyperactive mutations were identified at the P and H positions despite extensive screening, or in the YSPDL motif. This suggests that these residues do something over-and-above their regulatory function.
Since further structural intermediates for mariner transposition are lacking, it is worth considering two structures for the catalytic domain determined in the absence of DNA. One is for Mos1, while the other is derived from SETMAR (42, 110) . The primary sequences of the catalytic domains from SETMAR and Hsmar1 transposase are 91% identical. Hsmar1 and Mos1 transposase are 37% identical with a single residue indel.
This level of similarity in the primary sequence suggests that their three dimensional structures will be largely superimposable.
The relative spatial orientation of the catalytic cores in the Mos1 PEC is shown in Fig. 7(D) . The orientation is significantly different in the apo-structure in the absence of DNA [ Fig. 7(E) ]. In this structure the dimer interface has a small area and it may therefore represent a crystal lattice interaction with no biological significance. The orientation of the catalytic cores in SETMAR is quite different from either of the Mos1 structures [ Fig. 7(F) ]. In this case the dimer interface is extensive. One element is shown in Fig. 7(G) . The highlighted residue is R469, which is homologous to R142 in Mos1 and R141 in Hsmar1. In a random screen for hyperactive Hsmar1 mutations, R141L was identified as increasing the rate of transposition by 140-fold in an in vivo assay (D. Liu and RC, to be presented elsewhere). This suggests that the subunit interface observed in SETMAR may also be present in one of the transposition intermediates. One way to interpret the hyperactivity of the R141L transposase is to postulate that the SETMAR interface is present in SEC2 and that the mutation promotes the conformational change that accompanies second end recruitment and activation for catalysis [see Fig. 5(B) ]. However, the fact that the SETMAR dimer interface is located in the catalytic domain is inconsistent with a neutron scattering study of Mos1 (111) . This study suggested that the transposase subunits have head-to-head interactions, with an extended structure that becomes even more extended in SEC2 [ Fig. 7(H) ].
Whether or not one or other of these alternative views is correct, it still raises questions about the mechanism responsible for hyperactivity in the WVPHEL mutants. In either case, the WVPHEL motif of one subunit is probably too far away from the clamp loop of its partner to engage in the interactions seen in the postcleavage PEC. Presumably, the WVPHEL motif must engage in different interactions at earlier stages of the reaction, and it is these that are disrupted by the mutations. This conclusion would fit with the lack of reciprocity between mutations in the WVPHEL motif and those in the clamp loop arginine residues, which do not yield hyperactive transposases (108) . Thus, the hyperactive WVPHEL mutants, and the relaxation in the coupling of catalysis to synapsis, is probably owing to the loss of an as yet unrecognized intramolecular interaction.
FUTURE DIRECTIONS AND TECHNICAL PITFALLS
Cut-and-paste transposition is a complex reaction requiring between six and eight strand breaking and joining reactions, depending on whether the DNA strands are hydrolyzed directly or via a hairpin intermediate. Additional layers of complexity arise from the temporal progression and the coordination of events between opposite sides of the complex and from transposon regulatory mechanisms. Below, we describe a number of factors that are important to keep in mind when studying mariner elements.
First of all, many transposases are rather poorly active in vitro. In some cases, particularly in eukaryotes, this may be because the element studied is a defective copy. However, a low level of activity may also arise from bona fide regulatory functions. For example, the transposase of the bacterial element IS911 binds cotranslationally to the transposon end (91) . In Tn5 the C-terminal end of the Tn5 transposase inhibits DNA binding by steric hindrance of the N-terminal domain. Mutation of this interaction was essential to develop a highly efficient in vitro system. However, in vivo this mechanism is important: it mediates the cis-biased activity of the transposase and controls the genomic invasion of the transposon (83, 112) .
The Hsmar1 transposase is unusually active in vitro. But even here OPI and the ASO mechanism, which underlies autoregulation, complicate the interpretation of results (12) . In vitro, OPI operates as soon as two transposase dimers are present in the reaction. This is because a free transposase will always find a naked transposon end before SEC2 can recruit the naked end. Any kinetic experiments that do not involve the preassembly of the PEC in noncatalytic conditions are dubious because the rate of the catalytic steps is underestimated by an inevitable fraction of substrates that are doubly occupied and inhibited by OPI. The ASO mechanism also leads to counterintuitive effects that have proved simple assumptions to be wrong (50) . For example, under OPI conditions, increasing the affinity of the transposase for the transposon end may lower the activity, in contrast to what common sense dictates.
Band-shift assays can also provide misleading results because the species observed are not necessarily present in solution and may not correspond to an active species. For example, in an EMSA mariner transposases yield a complex containing a single transposon end (SEC1). However this is not an intermediate of the reaction. Instead it seems to arise when the PEC falls apart into two equal halves (50) . All available evidence suggests that SEC1 is an artifact of the assay and plays no role in the reaction.
The study of mariners has revealed a number of differences between elements. For example, the initiation of catalysis in Hsmar1 is more tightly controlled than in other mariners studied to date (58) . Whereas Mos1 and Himar1 may be capable of performing the 5′-nick within SEC2 (15, 16) , Hsmar1 catalysis is almost completely dependent on synapsis of the transposon ends (58) . This tight control of catalysis has facilitated biochemical analysis by providing a reaction that is largely free from the confounding effects of the nonspecific endonuclease activities (12) . Whereas the Hsmar1 transposase is the reconstructed sequence from a transposon, which founded a successful genomic invasion (10), Himar1 is a consensus of defunct elements and Mos1 was recognized in laboratory populations where it happens to cause a visible phenotype in some backgrounds (2, 8) . In Hsmar1, the tight coupling between catalysis and synapsis is therefore probably an adaptive feature of the reaction, which minimizes unproductive DNA damage. In contrast, the lax control of catalysis and the nonspecific endonuclease activities observed in Himar1 and Mos1 appear to be wholly detrimental to the transposition reaction and are probably therefore the result of genetic drift. Similar effects have been observed during mutational analysis of Hsmar1: several mutations, which alter amino acids in the dimer interface, uncouple catalysis from synapsis to various degrees (108) .
We have made significant progress in understanding the biochemistry and dynamics of mariner transposition and we have a valuable structure for the postcleavage intermediate. To conclude this review, we would like to propose some research directions that should keep the field busy for the years to come. Our immediate goals should be to obtain further structures for mariner intermediates and to extend in vitro analysis to other members of the ITm superfamily. Further exploring the effect of regulatory mechanisms in vivo in mariner and other DNA transposons will also be very interesting. Nevertheless, our current understanding of mariner regulatory mechanisms should readily provide guides to assist the design and optimization of new hyperactive transposase variants for biotechnological and medical applications (83) .
Other avenues that remain to be explored include deciphering the effect of chromatinization and cellular events like transcription or replication and the role of DNA topology on transposition in vivo. The relationship between transposons and host defense mechanisms; the mechanisms responsible for the horizontal transfer of transposons; the function of domesticated transposases; and the role of transposons in the evolution of regulatory networks are also important directions to pursue in the future.
