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ABSTRACT
In this work, we investigated the teacher-student training
paradigm to train a fully learnable multi-channel acoustic
model for far-field automatic speech recognition (ASR). Us-
ing a large offline teacher model trained on beamformed
audio, we trained a simpler multi-channel student acoustic
model used in the speech recognition system. For the student,
both multi-channel feature extraction layers and the higher
classification layers were jointly trained using the logits from
the teacher model. In our experiments, compared to a base-
line model trained on about 600 hours of transcribed data,
a relative word-error rate (WER) reduction of about 27.3%
was achieved when using an additional 1800 hours of untran-
scribed data. We also investigated the benefit of pre-training
the multi-channel front end to output the beamformed log-
mel filter bank energies (LFBE) using L2 loss. We find that
pre-training improves the word error rate by 10.7% when
compared to a multi-channel model directly initialized with a
beamformer and mel-filter bank coefficients for the front end.
Finally, combining pre-training and teacher-student training
produces a WER reduction of 31% compared to our baseline.
Index Terms— far-field automatic speech recognition,
acoustic modeling, knowledge distillation, teacher-student
training
1. INTRODUCTION
Multi-channel far-field automatic speech recognition systems
typically perform multiple tasks, including voice activity
detection, speaker localization, speech enhancement, beam-
forming, and acoustic modeling. Beamforming is an impor-
tant component at the front-end that uses spatial information
from a microphone array to improve robustness against noise
or reverberation, which can improve ASR accuracy [1]. In
traditional approaches [2, 3, 4, 5, 6, 7], beamforming is per-
formed as a pre-processing step, and is not data-driven: its
output is used as input to the trainable part of the acoustic
model (AM). While this approach is effective, it can often
fail when the room and speaker conditions do not match
*Sanna Wager performed this work as a research intern at Amazon.
the design criteria. Prior work has shown that learning a
multi-channel front-end jointly with the AM using the ASR
objective can improve far-field performances. In [8], Sainath
et al. showed that input from a data-driven multi-channel
front-end provides better results than both single-channel and
beamformed input. They introduce a set of convolutional
filters applied directly to the raw audio [8]. The convolu-
tional and linear structures are both designed to explicitly
incorporate multiple beamformer “look directions”, subsum-
ing a multi-geometry beamforming component into the deep
neural network (DNN). Ochiai et al. present a bi-directional
LSTM structure that learns either a filter or mask estimation
beamformer given frequency-domain input signals [9]. Wu
et al. in [10] use a set of linear transformations applied to
the frequency-domain input signals that also subsumed the
notion of look directions. That work primarily introduced
initializing the spatial filtering layers with superdirective
beamformer coefficients and training the model in a stage-
wise manner. This was also extended to the multi-geometry
case by Kumatani et al. in [11]. The multi-channel spatial fil-
tering approach described in these works allows the front-end
to be trained on challenging real-world examples directly on
the ASR task.
Teacher-student training (T/S) or knowledge distillation
was described in [12] and [13]. The authors demonstrated
that the posterior probabilities generated by powerful offline
“teacher” models can be used to train simpler “student” mod-
els and the technique was successfully applied to the acoustic
modeling problem in [12]. This technique has also been suc-
cessfully applied for domain adaption for ASR. In Li et al.
[14], the authors improve speech recognition performance of
a distant microphone by applying T/S training to utterances
recorded simultaneously using a close-talking distant micro-
phones. In a similar vein, Mosner et al. [15] apply T/S to im-
prove noise robustness by creating a parallel corpus by adding
multimedia interference to clean utterances. T/S strategy has
also been used for improving the overall ASR performance of
the student model by leveraging significantly larger amount
of untranscribed or unlabelled speech data. Parthasarathi et
al. [16] present results on using up to 1 million hours of un-
transcribed data.
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In contrast to the prior work listed above, the main con-
tribution of this work is the use of teacher-student training to
jointly train the spatial filtering, feature extraction and classi-
fication layers. It combines and builds upon the prior work
where we train a unified multi-channel acoustic model by
leveraging significantly larger amount of untranscribed data
for acoustic model training. In contrast to other works that
used teacher-student training for domain adaptation or knowl-
edge distillation, we specifically focus on learning a front-
end and improve the performance of a multi-channel ASR by
training the model on real-world examples. We also experi-
mentally evaluate the benefit of pre-initializing the front-end
layers. Specifically, we compare initializing the spatial fil-
tering weights with traditional signal processing based beam-
former coefficients against a data-driven approach that uses
L2-loss.
This paper is structured as follows. Section 2 introduces
the network architecture used in our experiments along with
initialization, pre-training approaches, and the T/S training.
Section 3 describes the datasets and training techniques we
use for our experiments, our experimental setup and the re-
sults. Finally, Section 4 concludes the paper.
2. MODEL STRUCTURE
2.1. Multi-channel acoustic model
The model architecture used in our experiments is the elastic
spatial filtering used in [10]. We compute a 128-dimensional
discrete Fourier transform (DFT) over a 12.5-ms window with
a 10-ms frame shift, removing the DC component. After
global mean-variance normalization (GMV norm.), the chan-
nels are input to the front-end component of the network,
which is the combination of a beamformer and a LFBE fea-
ture extractor. Next is a complex power operation reducing
the dimension to 1536, followed by a linear layer that pro-
duces a weighted combination of the spatial filtering layer
outputs and reduces the dimension to 127. The feature ex-
traction component consists of a Mel filter Bank (MFB) layer
with output dimension 64, followed by the ReLU and log op-
erations, which mimic the LFBE. Note that the various linear
layers are named after their expected digital signal processing
(DSP) functionality but, with training, might learn different
transformations.
The classification component of the AM contains 5 unidi-
rectional LSTM layers with a hidden dimension of 768, fol-
lowed by a linear layer and the softmax operation that outputs
a 3183-dimensional senone probability distribution. The to-
tal number of weights in the network is 29.6M. The model
structure is shown on the right side of Figure 2 that describes
the overall T/S training. The model architecture is consistent
across all experiments described in this paper.
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Fig. 1. Pre-training of the front-end layers up to the classifica-
tion network. LFBE targets are computed using beamformed
audio using 7 channels, while the multi-channel model uses
only 2 out of the 7 channels
2.2. Initialization and pre-training
In this work we initialize the LSTM layers with parameters
trained on 1 million hours of beamformed LFBE input [16].
As mentioned before, the main focus of this work is learn-
ing the front-end layers of the multi-channel acoustic model
and the concomitant initialization. To this end, we examine
various initialization strategies for the front-end layers.
In our baseline model, the spatial filtering component is
initialized with a set of 12 super-directive beamformer coef-
ficients that use the spherically isotropic noise field [17, 6],
each with a different look direction, as described in [10]. This
is the ‘DSP-init’ baseline. The output of the spatial filtering
layer is then combined using an affine transform that is initial-
ized using Xavier-normal [18], and the MFB affine transform
with MFB weights. For reference, we also try initializing all
three layers with Xavier-normal (cf.‘Random-init’).
We compare the standard initializations (DSP-init and
Random-init) to data-driven pre-training of the front-end and
joint training of the front-end and classification layers via T/S
training. Our front end pre-training method is inspired by
a minimum mean squared error beamformer approach [19].
We leverage the fact that we can compute the beamformed
LFBE directly from 7 channel audio by using the super-
directive beamformer 1. With the LFBE features computed
from beamformed audio, we pre-train the front-end layer
with 2-channel raw input using L2-loss against the beam-
1For all the experiments, the beamformed audio and multi-channel audio
were delay compensated.
Table 1. List of experiments, including the initialization used for the beamforming and MFB layers and the linear layer in-
between, either random or based on a DSP technique. Each experiment is trained first using cross-entropy (Xent), then sMBR.
Experiment settings
Model names Training dataset Initialization technique training technique
Random-init-Xent + sMBR 621 hours Xavier Supervised
DSP-init-Xent + sMBR 621 hours DSP, Xavier Supervised
Pretrained-Xent + sMBR pretrain: 1818, train: 621 Xavier + pre-training Supervised
Pretrained-DSP-init-Xent + sMBR pretrain: 1818, train: 621 DSP, Xavier + pre-training Supervised
Student-DSP-init-Xent + sMBR 1818 hours “DSP-init-sMBR” weights Teacher-Student
Student-pretrained-Xent + sMBR 1818 hours “Pretrained-sMBR” weights Teacher-Student
Teacher sMBR 71500 hours Uniform Supervised
Trainable parameters
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Fig. 2. Teacher-student training of the multi-channel acoustic
model architecture. The left side shows the teacher architec-
ture, and the right side shows the architecture of the model
used both as a standalone and as a student model.
formed LFBE. This is shown in Figure 1. For pre-training
the front-end with L2-loss, we experimented with initializing
the model using DSP-based and random. When using DSP-
based parameters, we initialize the linear layer in-between
using a random uniform distribution whose minimum and
maximum are the average of the beamformer and MFB min-
imum and maximum values. During pre-training, we fix
the DSP-based beamforming and MFB weights for the first
epoch, then fine-tune them along with the other parameters.
Both setups converged best with batch size 16, learning rate
0.0001, and an Adam optimizer with β = (0.9, 0.999) and
eps = 1e − 08. Interestingly, we found that the randomly
initialized model converged faster and to a lower L2-loss than
the model initialized with DSP-based parameters.
2.3. Teacher-student training
Our teacher model trained in a supervised manner on beam-
formed data. T/S training is semi-supervised, as it leverages
untranscribed utterances fed to the teacher in the beamformed
format and to the student in MC format. Additionally, the
teacher model is larger and more complex than the student
whose structure is designed for low latency, which makes this
instance of T/S training knowledge distillation. Soft labels
should be more informative than hard labels, providing the
student the ability to learn more complex functions [13]. We
use the techniques described in prior work on T/S training de-
scribed in Section 1 [14, 15, 13]. Instead of using all 3183
senone probabilities, we only use the top 20 probabilities as
described in [15]. This improves learning and saves space.
We also soften the senone logits output by the teacher using
temperature T . For all our experiments, we use T = 2 since
that was found to be the optimal parameter in [15].
Our teacher model is trained using beamformed 256 di-
mensional log-DFT features. It is then used to output logits
used for teacher-student training. The teacher model ar-
chitecture consists of a 2-layer bi-directional F-LSTM [20]
with hidden dimension 16, frequency dimension window 48,
and stride dimension 15, followed by a 5-layer bidirectional
LSTM with hidden dimension 768. The total number of
weights in the model is 75.9M.
3. EXPERIMENT SETUP AND RESULTS
All of the data for these experiments was collected using
a 7-channel circular microphone array described in [11].
The beamformed data, used for training the teacher model
and generating the LFBE targets for the L2-loss based pre-
initialization, was generated using the superdirective beam-
former using the 7 channels as described in [10]. For all the
multi-channel experiments, we selected 2 microphone chan-
nels from the opposite sides of the microphone array. We used
Index Model name WER Reduction %
1 DSP-init-Xent + sMBR training (baseline) -
2 + T/S training 27.3
3 Random-init-Xent + sMBR training -65.3
4 Pretrained-DSP-init-Xent + sMBR training -5.0
5 Pretrained-Xent + sMBR training 10.7
6 + T/S training 31.0
7 Teacher-biLSTM (offline) 36.0
Table 2. Results by different initialization schemes and T/S training
621 hours of transcribed multi-channel data for supervised
training. For T/S training and pre-training, we used 1818
hours of pooled transcribed and untranscribed data, which
included the 621 hours. Even when the data was transcribed,
we used the soft targets, not the transcriptions. The teacher
model was trained on 71500 hours of transcribed beamformed
data. The test set contains real-world far-field data, with a
total of 58183 utterances for analysis. The MC AM was first
trained in a supervised manner using cross entropy (Xent) and
State-level Minimum Bayes Risk (sMBR) training, then used
to initialize the student. For sMBR training of the student
model, we just used the 621 hours of supervised data.
3.1. Results with different initialization techniques
A summary of our experiments is displayed in Table 1. For
supervised training, we compare four different initialization
techniques described in Section 2. The first two are initial-
ized directly, either with DSP-based components (DSP-init,
1 in Table 2) or randomly (Random-init, 3 in Table 2). The
next two add pre-training to the first two (Pretrained-DSP-init
and Pretrained, 4 and 5 respectively in Table 2). The results
are displayed in Table 2. We use the “DSP-init” model (1
in Table 2) as our baseline because it produces better results
than random initialization of the front-end. Pre-training on
randomly initialized linear transformations showed a relative
WER improvement of 10.7% compared to the baseline. This
result demonstrates that the front-end can be learned in a fully
data-driven manner.
We observe that the pre-training works better when ini-
tialized with random weights rather than with DSP weights,
we hypothesize that this is because the conventional beam-
former weights are sub-optimal for the real-data conditions
and initializing the parameters with those weights prevents
the model from getting to the optimal parameter set with lim-
ited data.
3.2. Results with T/S training
We select the two best performing models (DSP-init and
Pretrained) to initialize the student (Student-DSP-init and
Student-pretrained) for T/S training and the results are showed
in Table 2. T/S training improved the WER by 27.3% rel-
ative compared to the “DSP-init” baseline and helped the
model perform nearly as well as the teacher despite being
smaller (2 in Table 2). Combining pre-training and T/S train-
ing improves the the WER by 31.0% relative (6 in Table 2).
For all our experiments with initialization, we saw 13-15%
relative WER improvements with sMBR training on top of
cross entropy training. However with the T/S training the
improvements were 3-5% relative, likely because it only uses
transcribed data.
The gains we observe using T/S training are in the same
range as the results reported in [15], and our experiments
demonstrate that we can distill information from a single
channel teacher model to a multi-channel student model and
learn the front-end components in a data-driven manner.
The second observation we make is the WER improvements
with pre-training improve performance even after T/S train-
ing. This result shows us that we do not need to rely on prior
knowledge in order to train these models, except for the target
LFBE values from beamformed audio required to pre-train
the front end weights.
4. CONCLUSIONS
In this paper, we explore using semi-supervised learning for
optimizing the fully learnable front-end of a multi-channel
acoustic model The teacher-student approach adopted in our
experiments leverages untranscribed data and distills knowl-
edge from a complex “teacher” model that uses beamformed
data to a low-latency multi-channel “student” model. We also
introduce pre-training of the front-end, learning the beam-
forming and feature extraction layers with the beamformed
LFBEs as the target. The target is computed directly from
audio, making it once again possible to harness untranscribed
data. We find that both techniques improve the performance
of our model.
In this work, we have only studied these techniques ap-
plied to two channels input data. In the future, we would
like to apply the same techniques to a large number of multi-
channel inputs. We would also like to explore knowledge
distillation for state-minimum Bayes risk training [21] to see
if we can get more gains from the sequence training stage.
Finally we would also like to explore other architectures for
multi-channel acoustic modeling.
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