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Statistical determinism in non-Lipschitz dynamical systems
Theodore D. Drivas, Alexei A. Mailybaev, and Artem Raibekas
Abstract. We study a class of ordinary differential equations with a non-Lipschitz point
singularity, which admit non-unique solutions through this point. As a selection criterion,
we introduce stochastic regularizations depending on the parameter ν: the regularized
dynamics is globally defined for each ν > 0, and the original singular system is recovered
in the limit of vanishing ν. We prove that this limit yields a unique statistical solution
independent of regularization, when the deterministic system possesses certain chaotic
properties. In this case, solutions become spontaneously stochastic after passing through
the singularity: they are selected randomly with an intrinsic probability distribution.
“It is proposed that certain formally deterministic fluid systems which possess
many scales of motion are observationally indistinguishable from indeterministic
systems; specifically, that two states of the system differing initially by a small
“observational error” will evolve into two states differing as greatly as randomly
chosen states of the system within a finite time interval, which cannot be
lengthened by reducing the amplitude of the initial error.”
— Edward N. Lorenz (1969)
1. Introduction
Consider a nonlinear ordinary differential equation x˙ = f(x) with x ∈ Rd and the deriv-
ative with respect to time t ∈ R. Given an initial condition x(0) = x0, the local existence
of solution x(t) is guaranteed if the function f(x) is continuous in a neighborhood of x0.
The stronger Lipschitz continuity is required for its uniqueness by standard theorems. It is
remarkable that breaking of Lipschitz condition is abundant in dynamical systems model-
ing natural phenomena. One may think, for example, of the n-body problem [14] or the
Kirchhoff–Helmholtz system of point vortices [42], where the forces diverge at vanishing dis-
tances. Other important examples arise in fluid dynamics, where particles are transported
by non-Lipschitz velocity fields due to shocks in compressible flows or Ho¨lder continuous
fields expected in incompressible developed turbulence [24]. Many infinite-dimensional sys-
tems feature the so-called blowup phenomenon, when the initially regular solutions become
singular in finite times [18]. Continuation of such solutions past the singularity is usually
non-unique due to the lack of Lipschitz continuity.
The problem of fundamental importance is: how to select a solution after the singularity?
A natural way to answer this question is to employ a regularization, in which the system
is modified (smoothed) very close to the singularity and the solution becomes well-defined
at larger times. However, for many non-Lipschitz (excluding the notable classes of [1,15]),
this procedure has the strong drawback: it is not robust. Namely, as a consequence of
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non-uniqueness, such selection is known to be highly sensitive to different regularizations
and even to the scale at which a given regularization is introduced [12,13,15,17]. In the
present work, we show that a properly generalized notion of continuation, which refers to
a larger class of stochastic regularizations, can accommodate such inherent non-uniqueness
in a natural and robust manner.
We restrict our attention to systems with homogeneous vector fields of the form
dx
dt
= f(x), f(x) := |x|αF
(
x
|x|
)
, x ∈ Rd, (1.1)
where α < 1 and F(y) is a continuously differentiable function on the unit sphere y ∈ Sd−1.
The vector field f(x) defined by (1.1) is continuously differentiable away from the origin.
At the origin, it is only Ho¨lder continuous with the exponent 0 < α < 1, discontinuous
for α = 0 and divergent if α < 0. Such a family of equations was introduced and studied
in [17] by considering a natural class of smooth regularizations and analyzing the limit in
which the regularization is removed. In particular, it was shown that there is a fundamental
restriction on how generic solutions can “pass through” the singularity. This restriction is
imposed by attractors of the associated (regular) dynamical system
dy
ds
= Fs(y) (1.2)
on the unit sphere, where Fs(y) is the spherical component of the field F(y). Such restriction
greatly reduces the set of non-unique solutions, which can be selected.
In this paper, we argue that, when system (1.2) is chaotic with proper statistical proper-
ties, infinitesimal uncertainty (such as noise) becomes indispensable for the robust selection
of solutions. Introducing the concept of stochastic regularization and considering the limit,
in which the regularization is removed, we prove that the limit exists and yields the unique
statistical solution; this is our main result formulated in Theorem 4.1. The statistical
solution is a probability measure, describing the probability to select a given non-unique
solution. This measure is unique because it does not depend on a specific choice of sto-
chastic regularization, therefore, establishing intrinsic probabilistic freedom imposed by a
non-Lipschitz singularity. The next statement (see Corollary 4.2) describes the robustness
of this phenomenon within the class of systems and regularizations considered. For proving
these statements, we establish relation between probability measures of singular system (1.1)
at finite times and the invariant SRB measure of system (1.2), controlled by the property of
generalized synchronization. Through this connection, the limit of vanishing regularization
follows from the property of convergence to equilibrium for the SRB measure.
To conclude the introduction, let us comment on the relation of the present study with
the phenomenon of spontaneous stochasticity in hydrodynamic turbulence, where small
noise is known to play important role [20, 33, 43]. In his seminal work on unpredictabil-
ity of atmospheric motion [34], Lorenz formulated a visionary conjecture on the sensitive
dependence of solutions upon initial perturbations or errors. In such (chaotic) systems,
perturbations are exponentially amplified in time precluding long-time predictions. Still,
at any fixed time, the accurate prediction can be made provided that the uncertainty is
sufficiently small. In his next work [35], Lorenz conjectured that multi-scale systems may
have the conceptually different, extreme form of unpredictability: their solutions remain
random at fixed times no matter how small are the errors. This statement, quoted in the
epigraph to our paper, represents the spontaneous stochasticity property we prove below
in Theorem 4.1 for a specific class of equations. Here infinitesimal uncertainties lead to
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the random choice among different non-unique solutions in a deterministic non-Lipschitz
system. Spontaneous stochasticity can be encountered in models of fluid dynamics, e.g., in
the context of the Kraichnan model for a passive scalar advected by a Ho¨lder continuous
(non-Lipschitz) Gaussian velocity [9]. Here, the statistical solution emerges in a suitable
zero-noise limit and describes non-unique particle trajectories [16, 19, 30–32]; see also re-
lated studies for one-dimensional vector fields with Ho¨lder-type singularities [7, 8, 23, 47].
Similar behavior is encountered for particle trajectories in Burgers solutions at points of
shock singularities [22] and quantum systems with singular potentials [21]. Recently, the
uniqueness of statistical solutions envisioned by Lorenz has been tested numerically for shell
models of turbulence [10, 37–39], and in the dynamics of singular vortex layers [46]. In
this context, our paper provides a class of relatively simple mathematical models, where
one can access sophisticated aspects of spontaneous stochasticity: its detailed mechanism,
dependence on regularization and robustness.
The paper is organized as follows. All results are formulated in Section 4 after two
preparatory Sections 2 and 3 describing basic properties of solutions and defining the sto-
chastic regularization. Section 5 presents a numerical example. The proofs are given in
Section 6, and the Appendix reviews properties of chaotic attractors used in the paper.
2. Solutions of the singular system
We say that the solution x(t) blows up if it reaches the singularity at the origin in a
finite time:
lim
t↗tb
|x(t)| = 0, tb < +∞. (2.1)
Here the blowup is associated with the lack of Lipschitz continuity, such that one cannot
continue the solution uniquely to post-blowup times, t > tb. This concept mimics finite-time
singularities for partial differential equations, where the blowup can be associated with the
violation of Lipschitz condition [38]. In various applications [18], the blowup is related to
some exact or asymptotic symmetry group, e.g., a scaling symmetry in a multi-scale system.
This motivates the structure of system (1.1), which is invariant under the space-time scaling
given by
x 7→ x
ν
, t 7→ t
ν1−α
(2.2)
for any constant ν > 0. We interpret |x| as the “scale” of the solution, and y = x/|x| as its
scale-invariant (angular) part. Thus, system (1.1) provides a rather large class of dynamical
systems with a singularity, which may be seen as a toy model for blowup phenomena.
Due to the scaling symmetry (2.2), the angular dynamics of y = x/|x| can be decoupled
from the evolution of the scale |x| with a proper change of variables. For this purpose, let
us separate the spherical vector (Fs) and radial scalar (Fr) components of the vector field
(1.1) as
F(y) = Fs(y) + Fr(y)y, Fs(y) ⊥ y, (2.3)
where Fs(y) is tangent to the unit sphere y ∈ Sd−1. Let us consider system (1.2), which is
defined on the unit sphere with the new temporal variable s. All solutions y(s) are defined
globally for s ∈ R and induce solutions of the original singular system (1.1) as follows.
Proposition 2.1. Let y(s) be the solution of (1.2) for the initial condition y(0) = y0.
Then the solution x(t) of (1.1) for the initial condition x(0) = r0y0 with arbitrary r0 > 0
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is given by the relations
x(s) = r(s)y(s), t(s) =
∫ s
0
r1−α(s1) ds1, r(s) = r0 exp
∫ s
0
Fr(y(s1))ds1, (2.4)
where s ≥ 0 plays the role of a parameter along the solution. Expressions (2.4) describe the
non-singular part of solution with |x| > 0. In particular, for the blowup solution (2.1), one
has t(s)↗ tb as s→ +∞.
This statement can be easily proven by the direct verification of (1.1).
Let us now relate blowup solutions with attractors of system (1.2). Recall that a compact
set A is said to be an attractor if it has a trapping neighborhood U such that Φs(U) ⊂ U
for s > 0 and A = ∩s≥0Φs(U), where Φs denotes the flow of the system. Additionally,
one requires A to have no proper subsets with the same property. The basin of attraction
B(A) is a set of all initial point such that the solution enters the trapping neighborhood U
with increasing time. The basin B(A) describes angular variables y = x/|x|. By taking an
arbitrary nonzero scale |x| > 0, we introduce the domain of the attractor D(A) ⊂ Rd as
the cone
D(A) := {x ∈ Rd : x = ry, y ∈ B(A), r > 0}. (2.5)
We call the attractor focusing and denote it by A− if
Fr(y) < 0 for all y ∈ A−. (2.6)
Similarly, we call the attractor defocusing with the notation A+ if
Fr(y) > 0 for all y ∈ A+. (2.7)
These definitions are motivated by the last expression in (2.4): in the limit s → +∞, one
has r → 0 for the solutions attracted to A− and r → +∞ for the solutions attracted to A+.
From this observation, the following Proposition easily follows.
Proposition 2.2. Solutions of system (1.1) with initial conditions x0 ∈ D(A−) blow
up in finite time with |x| → 0 and y → A− as t ↗ tb. Solutions with x0 ∈ D(A+) do not
blow up with |x| → +∞ and y→ A+ as t→ +∞.
This property suggests that solutions can be classified by associating them with differ-
ent attractors of system (1.2) on a sphere. As an example, consider the two-dimensional
example [17] with
F(y) =
(
y21 + y1y2 + y1y
2
2
y1y2 + y
2
2 − y21y2
)
, α = 1/3, (2.8)
where y = (y1, y2) ∈ S1 belongs to the unit circle on the plane. Decomposition (2.3) yields
Fs(y) = (y1y
2
2,−y21y2) and Fr(y) = y1 + y2. Dynamics on a circle of the scale-invariant
system (1.2) is shown in Fig. 1(a) and the corresponding solutions of the singular system
(1.1) in Fig. 1(b). The focusing fixed-point attractor at (−1, 0) features blowup solutions,
which occupy the corresponding domain D(A−). This domain represents the left half-plane
x1 < 0. There is also a defocusing fixed-point attractor at (1, 0). Its domain D(A+) is
the right half-plane x1 > 0, which contains solutions diverging to infinity at large times.
This example demonstrates the strong non-uniqueness for all solutions starting in the left
half-plane: they can be extended beyond the singularity in uncountably many ways.
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Figure 1. (a) Dynamics of the scale-invariant system (1.2) on the unit circle
for example (2.8). There are two attractors (black dots): focusing on the left
and defocusing on the right. (b) Solutions of system (1.1). Colored curves
correspond to solutions shown by the same color in the left panel.
3. Regularized solutions
By Kneser’s theorem [26, §II.4], whenever solutions of the initial value problem are
non-unique, then there are infinitely many of them. Applications suggest a natural strat-
egy to circumvent this problem: one assumes that the system is in fact regular very close
to a singular point, and the selected post-blowup solution is obtained in the limit of van-
ishing regularization [18]. In this section, we define two types of such a regularization:
deterministic and stochastic.
In order to motivate our definitions, let us consider a class of ν-regularized problems
dx
dt
= fν(x), fν(x) :=
{
|x|αF(x/|x|), |x| ≥ ν;
ναH(x/ν), |x| < ν;
(3.1)
where ν > 0 is the regularization parameter. In this system, the regularization region is
limited by the sphere of radius ν > 0 centered at the singularity. The family of continuously
differentiable functions fν(x) is obtained by patching together the original field outside and
the regularized field inside the sphere. The resulting field fν(x) recovers the original singular
system (1.1) by taking the limit ν ↘ 0 in which the regularization is removed. In system
(3.1), a specific function H(x) is scaled with ν to match the self-similar form of the function
f(x). Notice that the scaling symmetry (2.2) extends to system (3.1) as
x 7→ x
ν
, t 7→ t
ν1−α
, ν 7→ 1. (3.2)
Let us denote the flow of the regularized system (3.1) by Φtν : x(0) 7→ x(t); it is uniquely
and globally defined for ν > 0. Symmetry (3.2) yields the relation between the regularized
flows for arbitrary ν > 0 and ν = 1 as
Φtν(x) = ν Φ
t/ν1−α
1
(x
ν
)
. (3.3)
The described choice for the regularization is primarily for analytical convenience, while
other strategies are also possible. Notice that the form of system (3.1) leaves large freedom
for the choice of regularization, because it depends on the function H(x). Motivated by
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the conceptual similarity with the viscous regularization, which acts at small scales in ideal
fluid dynamics [24], we call ν the viscous parameter and the limit ν ↘ 0 the inviscid limit.
3.1. Deterministic regularization of type A− → A+. Consider an initial condition
x0 ∈ D(A−) (3.4)
in the domain of the focusing attractor. The corresponding solution x(t) of system (1.1)
blows up in finite time tb; see Proposition 2.2. Let us consider the solution x
ν(t) of regu-
larized system (3.1) with the same initial condition for a given (small) viscous parameter
ν > 0. The solution xν(t) exists and is unique globally in time. The two solutions x(t)
and xν(t) coincide up until the first time, when the solution enters the regularization region
|x| ≤ ν; see Fig. 2(a). We denote this entry time by tνent, which has the properties
tνent < tb, lim
ν↘0
tνent = tb. (3.5)
The regularization functions H will be chosen such that the solutions spend only a finite
time in the regularization region. Then, we can choose a particular escape time tνesc > t
ν
ent
such that |xν(t)| > ν for t ≥ tνesc. The corresponding entry and escape points are denoted
by
xνent = x(t
ν
ent), x
ν
esc = x(t
ν
esc), (3.6)
and have the properties |xνent| = ν and |xνesc| > ν; see Fig. 2(a). Using (3.3), we relate these
points as
xνesc
ν
= ΦT1
(
xνent
ν
)
, T =
tνesc − tνent
ν1−α
. (3.7)
Note that we select the escape point xνesc outside the regularization region, rather than on
its boundary; such freedom facilitates the analysis given below.
By Proposition 2.2, we have the convergence xνent/ν → A− in the inviscid limit (3.5).
Therefore, we can fix an (arbitrarily small) neighborhood Uent(A−) of the attractor on the
unit sphere, and it will contain all the entry points for sufficiently small ν. By Proposition 2.2
the solutions diverge from the origin at large times, if xνesc ∈ D(A+) for some defocusing
attractor. We adopt this condition in the next definition.
Definition 1 (Deterministic regularization). The regularization of type A− → A+ is
defined by a delay parameter T > 0 and a continuous map
Ψdtr : Uent(A−) 7→ D(A+), (3.8)
which relates the entry and escape points and times as
xνesc
ν
= Ψdtr
(
xνent
ν
)
, tνesc = t
ν
ent + ν
1−αT. (3.9)
Here Uent(A−) is an arbitrarily small neighborhood of A−.
Having the escape point and time, one defines the regularized solution simply as
xν(t) = Φt−t
ν
esc (xνesc) , t ≥ tνesc, (3.10)
where Φt is the flow of system (1.1). This definition is illustrated in Fig. 2(b). The regular-
ization map is naturally related to condition (3.7) by taking Ψdtr = Φ
T
1 and choosing the
same (large enough) value of T for all entry points. Due to (3.5) and (3.9), the time interval
t ∈ [tνent, tνesc] between the entry and escape points shrinks to the single blowup time tb in
the inviscid limit. In the study of inviscid limit, one does not need to know the solution
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Figure 2. Schematic representation of the regularization procedure in the
phase space x ∈ Rd. (a) The blowup solution x(t) (the black curve) starts at
x0 = x(0) and reaches the singularity at |x(tb)| = 0 in finite time. The reg-
ularized solution xν(t) (thick green curve) is given by the dynamical system
modified in a small neighborhood of the singularity, |x| < ν. The solutions
x(t) and xν(t) coincide until and differ after the point xνent. (b) This regular-
ization procedure is formalized by considering the two segments: the original
solution x(t) until the entry point xνent, and the regularized solution x
ν(t)
after the escape point xνesc. The two points x
ν
ent and x
ν
esc are related via
the regularization map Ψdtr represented by the bold dashed arrow. For the
regularization of type A− → A+, the first segment belongs to the domain
D(A−), while the second segment belongs to D(A+).
inside this vanishing interval, thus, reducing the more sophisticated regularization process
(3.1) to defining the single regularization map Ψdtr.
3.2. Stochastic regularization. The inviscid limit of regularized solutions xν(t) →
x(t) at post-blowup times can be encountered along special subsequences νn ↘ 0 [17].
However, different subsequences may lead to different limiting solutions, in which case
limiting solutions are not robust and the continuous inviscid limit ν ↘ 0 does not exist.
The goal of this paper is to prove that the inviscid limit is recovered for a more general
stochastic regularization, demonstrating that randomness is fundamental for dynamics near
singularities.
As a particular model, which leads to the stochastic regularization, one may think of
a family of vector fields H in equation (3.1) with random parameters or, more generally, a
stochastic differential equation; see Fig. 3(a). Therefore, the regularized solution xν(t) at
post-blowup times becomes a random variable, which is described in terms of a respective
probability distribution. Just like in (3.1) we assume that the stochastic regularization
is confined within the small region |x| < ν. Following the same arguments, which led
us to Definition 1 in the previous section, one reduces the regularization procedure to
considering the escape point xνesc as a random variable; see Fig. 3(b). Namely, we now
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consider xνesc = x
ν(tνesc) to be a random variable with a probability distribution given
by the regularization process. This distribution is represented by a probability measure
µνesc(x), which is assumed to be absolutely continuous, i.e. dµ
ν
esc(x) = ρ
ν
esc(x)dx with the
measurable probability density function ρνesc(x). The function ρ
ν
esc(x) has the unit L
1 norm
and depends on the entry point xνent/ν ∈ Uent(A−). Following the scaling relation (3.9), we
define the probability density as
ρνesc(x) =
1
ν
fνesc
(x
ν
)
, (3.11)
where the function fνesc(x) is given, depending on the entry point, by the regularization map
Ψrnd : Uent(A−) 7→ L1(Rn), Ψrnd
(
xνent
ν
)
= fνesc. (3.12)
This map is assumed to be continuous with respect to the L1 norm. Furthermore, we
assume that the random contribution is not “too strong”, such that it does not change the
type of regularization in the sense of Definition 1. This means that all functions fνesc(x) are
supported in D(A+). Summarizing, we propose the following definition.
Definition 2 (Stochastic regularization). Consider a focusing attractor A− and a de-
focusing attractor A+. The stochastic regularization of type A− → A+ is defined by a delay
parameter T > 0 and a continuous regularization map (3.12). They define the absolutely
continuous probability measure µνesc(x) and time t
ν
esc for the random escape point as
dµνesc(x) = ρ
ν
esc(x) dx, t
ν
esc = t
ν
ent + ν
1−αT, (3.13)
where ρνesc(x) is a measurable density function given by expression (3.11) and supported in
D(A+).
We define the stochastically regularized solution xν(t) at any time t ≥ tνesc as a random
vector with the distribution given by the probability measure
µνt (x) =
(
Φt−t
ν
esc
)
∗ µ
ν
esc(x), t ≥ tνesc. (3.14)
Here the asterisk denotes the image (pushforward) of the measure µνesc(x) by the flow Φ
t of
system (1.1). Similarly to (3.10), the solution is now defined at all times except for a short
interval [tνent, t
ν
esc] vanishing as ν ↘ 0. Knowing the solution in this interval is unimportant
for our study. Finally, we give the definition for the concept of spontaneous stochasticity in
the inviscid limit.
Definition 3. Consider the initial condition x0 ∈ D(A−) and the corresponding so-
lution x(t), which blows up at finite time tb. We say that a probability measure µt(x)
parametrized by time t > tb is the spontaneously stochastic solution of system (1.1), if it
(i) is a solution in the sense µt2(x) =
(
Φt2−t1
)
∗ µt1(x) for any tb < t1 < t2;
(ii) is the weak limit limν↘0 µνt (x) = µt(x) of stochastically regularized solutions µνt (x) for
any t > tb;
(iii) has the weak limit limt↘tb µt(x) = δ
d(x) to the Dirac delta measure at the origin in Rd;
(iv) is not supported at a single point for t > tb.
This definition describes solutions of the original singular system (1.1), which are ob-
tained from stochastically regularized solutions in the inviscid limit ν ↘ 0, i.e., when the
regularization is removed. Such limiting solutions are spontaneously stochastic when not
STATISTICAL DETERMINISM IN NON-LIPSCHITZ DYNAMICAL SYSTEMS 9
x0
x8ent
x(t
)
x8(t)
jxj = 8
(a)
x0
x8ent
x8escx(t
)
x8(t)D(A!) D(A+)
(b)
Figure 3. Schematic representation of the stochastic regularization proce-
dure in the phase space x ∈ Rd. (a) The blowup solution x(t) (the black
curve) starts at x0 = x(0) and reaches the singularity at |x(tb)| = 0 in
finite time. The stochastically regularized solution xν(t) (a family of thin
green curves) is given by the dynamical system modified randomly in a small
neighborhood of the singularity, |x| < ν. The solutions x(t) and xν(t) coin-
cide until and differ after the point xνent. (b) This regularization procedure
is formalized by considering the two segments: the original deterministic
solution x(t) until the entry point xνent, and the regularized solution x
ν(t)
emanating from the random escape point xνesc. The probability distribution
of xνesc is related to the entry point x
ν
ent via the regularization map Ψrnd.
For the regularization of type A− → A+, the first segment belongs to the
domain D(A−), while the regularized solutions belong to D(A+).
just a single solution is selected: instead, multiple solutions are chosen with a given proba-
bility.
4. Spontaneously stochastic solution in the inviscid limit
This section contains formulation of the main results in this paper; all the proofs are
given later in Section 6. We start with some basic definitions from the theory of dynamical
systems. Let Φs be the flow of a dynamical system (1.2) with phase vector y and time
s. We will use the same letter Φ for flows of different systems, distinguishing them with
the temporal variable specified in the superscript. We already mentioned the concept of
attractor in the previous section. The attractor A is called chaotic if it is sensitive to initial
conditions, has a dense orbit, and contains a dense set of periodic orbits [27]. Statisti-
cal properties of the chaotic attractor can be described by the Sinai-Ruelle-Bowen (SRB)
measure:
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Definition 4. We will say that µSRB(y) is the SRB measure for the chaotic attractor
A, if the relation
lim
s→+∞
1
s
∫ s
0
ϕ
(
Φs1(y0)
)
ds1 =
∫
ϕ(y) dµSRB(y) (4.1)
is valid for almost every initial condition y0 ∈ B(A) (with respect to the Lebesgue measure)
and for all bounded continuous functions ϕ(y).
In the more general definition (see for example [6]), the convergence is verified for a
subset of B(A) of positive Lebesgue measure. In order to simplify the analysis, we refer to
almost every initial condition in the above definition.
Let us introduce the scalar quantity
w = t|x|α−1, (4.2)
which is designed to be invariant with respect to the scaling symmetry (2.2). The original
vector x is expressed in terms of (y, w) as
x = Rt(y, w) :=
(
t
w
) 1
1−α
y. (4.3)
For |x| > 0, one can write the system (1.1) using the field decomposition (2.3) in the form
(we skip the long but straightforward derivation)
dy
dτ
= wFs(y),
dw
dτ
= w + (α− 1)Fr(y)w2, (4.4)
where the variables y(τ) and w(τ) are written in terms of the logarithmic time τ = log t.
This system is autonomous in logarithmic time τ , as the direct consequence of scaling
symmetry (2.2). It will be used to characterize spontaneously stochastic solutions in terms
of attractors of angular dynamics (1.2).
The next statement shows that system (4.4) has the property of generalized synchro-
nization: in the limit s→ +∞, a time-independent asymptotic relation exists between the
variables as w = G(y). Generalized synchronization has attracted great attention because
of applications in nonlinear physics and communication [29], where such variables y and w
are referred to as a drive and response. In our case, generalized synchronization yields an
expression for the SRB measure in system (4.4).
Proposition 4.1 (Generalized synchronization). Let us assume that system (1.2) has
a chaotic defocusing attractor A+ with the SRB measure µSRB(y). Then, system (4.4) has
the chaotic attractor A′+ with the SRB measure µ′SRB(w,y). Specifically,
(i) the attractor is the graph
A′+ = {(y, w) : w = G(y), y ∈ A+}, (4.5)
where G(y) is a positive continuous function defined on the attractor y ∈ A+ as
G(y) =
∫ +∞
0
exp
[
(α− 1)
∫ s1
0
Fr
(
Φ−s2(y)
)
ds2
]
ds1. (4.6)
The corresponding basin of attraction is given by (y, w) ∈ B(A+)× (0,+∞).
(ii) The SRB measure µ′SRB(w,y) has the explicit form
dµ′SRB(y, w) =
δ
(
w −G(y))
〈1/G〉G(y) dµSRB(y) dw, (4.7)
where δ is the Dirac delta and 〈1/G〉 is the mean of 1/G(y) with respect to µSRB(y).
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The SRB measure describes the temporal average (4.1) for a function ϕ (called an
observable) along a single solution with a typical initial condition. The next property,
called the convergence to equilibrium, features the convergence with respect to a statistical
ensemble of solutions. In this case, the average is evaluated with respect to a probability
measure of initial conditions evolved until a given time. We formulate this concept below
in the form adapted for system (4.4) with the notations of Proposition 4.1.
Definition 5. The measure µ′SRB(y, w) of the attractor A′+ in system (4.4) has the
convergence to equilibrium property, if
lim
τ→+∞
∫
ϕ
(
Φτ (y, w)
)
dµ(y, w) =
∫
ϕ(y, w) dµ′SRB(y, w), (4.8)
for all absolutely continuous probability measures µ(y, w) supported in the basin of attrac-
tion, and all bounded continuous functions ϕ(y, w). Here Φτ denotes the flow of the system
(4.4).
Now we state our main result: spontaneous stochasticity in the inviscid limit.
Theorem 4.1 (Spontaneous stochasticity). Let us assume that system (1.2) has a fixed
point focusing attractor A− and a chaotic defocusing attractor A+ with the SRB measure
µSRB(y). Also, we assume that the measure µ
′
SRB(y, w) given by Proposition 4.1 has the
convergence to equilibrium property. Then the post-blowup solution of system (1.1) with
x0 ∈ D(A−) is spontaneously stochastic: the post-blowup solution is given by the measure
µt(x) = (Rt−tb)∗ µ
′
SRB(y, w), t > tb, (4.9)
where the map Rt is defined in (4.3).
There are two fundamental implications of Theorem 4.1. First, it shows that the invis-
cid limit of a stochastically regularized solution exists. This limit yields a spontaneously
stochastic solution for the original singular system (1.1): the deterministic pre-blowup dy-
namics at times t ≤ tb is followed by a random post-blowup path at t > tb selected according
to the well-defined probability distribution. This also implies that the deterministic regular-
ization does not generally have an inviscid limit: though convergence may be encountered
for specific subsequences νn → 0 [17], the limit would depend on the subsequence. Such
contrast between stochastic and deterministic regularizations substantiates the fundamental
role of infinitesimal randomness in the regularization procedure.
The second implication is related to the universality of the spontaneously stochastic so-
lution: Theorem 4.1 states that the resulting probability distribution (4.9) is totally insen-
sitive to a specific choice of the stochastic regularization, within the class of regularizations
introduced by Definition 2. Such universality shows an intrinsic relation of spontaneous
stochasticity with chaos or, more specifically, with the convergence to equilibrium property
for the chaotic attractor in the rescaled system (4.4). Recall (see Definitions 4 and 5) that
the convergence to equilibrium refers to the ensemble average at a given time, contrary to
the SRB measure associated with the temporal average.
We limited Theorem 4.1 to the case of a fixed-point attractor A−, which controls pre-
blowup evolution by Proposition 2.2. This limitation is relaxed under an extra condition in
the following
Corollary 4.1. Consider the set of probability measures µ(y, w) =
(
R−11
)
∗ µ(x), where
(y, w) = R−11 (x) is the inverse of map (4.3) taken at t = 1 and dµ(x) = f
ν
esc(x)dx is any
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probability measure with the density fνesc given by the regularization map of Definition 2. The
statement of Theorem 4.1 is valid for an arbitrary focusing attractor A−, if the convergence
of the limit in (4.8) is uniform with respect to the specified set of measures µ(y, w).
Our last objective is to show that spontaneous stochasticity can be robust, i.e., it is
not affected by small perturbations of the equations. In general, this is a difficult task due
to still limited capacity of the modern theory of dynamical systems. For this reason, we
focus on a more specific question: how to construct a system having robust spontaneous
stochasticity. Such construction relies on the robust properties of the attractors that we
introduce in the next definition.
Definition 6. Consider system (1.2) with a Ck-vector field Fs(y). We assume that
this system has a chaotic attractor A with a basin B(A) and an SRB measure with the con-
vergence to equilibrium property. The following properties characterize perturbed systems
defined by (1.2) with vector fields close to Fs(y) in the C
k-metric.
(i) We will say that A has Ck-robust convergence to equilibrium, if there exist ε > 0
and a closed neighborhood of the attractor U contained in the basin, U ⊂ B(A),
such that the following holds: Any ε-perturbed system has a chaotic attractor
A˜ with an SRB measure and the convergence to equilibrium property, such that
A˜ ⊂ U ⊂ B(A˜).
(ii) Additionally, we say that A has a Ck-stable basin if, given any neighborhood V of
B(A), there exists ε > 0 such that V is a neighborhood of the basin B(A˜) for any
ε-perturbed system.
This definition extends naturally from the angular dynamics (1.2) to the extended sys-
tem (4.4), where the same conditions are verified for the fields ε-close to Fs(y) and Fr(y)
in the Ck-metric. Establishing relation between convergence to equilibrium properties for
these two systems is a nontrivial problem. It is exemplified in the following proposition
employing the generalized synchronization property of Proposition 4.1.
Proposition 4.2. Consider a chaotic defocusing attractor A+ of system (1.2) satisfying
the properties of Definition 6: Ck-robust convergence to equilibrium and Ck-stable basin with
k ≥ 1. Let Fr(y) = F0 > 0 be a positive constant function in the basin y ∈ B(A+) with the
extra hypothesis that
sup
y∈B(A)
‖∇Fs‖ < (1− α)F0
k
(4.10)
for the operator norm of the Jacobian matrix ∇Fs. Then, the attractor A′+ of extended
system (4.4) given by Proposition 4.1 also has the properties of Ck-robust convergence to
equilibrium and Ck-stable basin.
Let us assume that the fixed-point attractor A− in Theorem 4.1 is hyperbolic, i.e.,
it persists under small perturbations of the system. Then the immediate consequence of
Proposition 4.2 is the robustness of all constructions made in Theorem 4.1. We formulate
this result as
Corollary 4.2 (Robust spontaneous stochasticity). Let us assume the conditions of
Theorem 4.1 and Proposition 4.2, where the fixed-point attractor A− is hyperbolic. Then the
post-blowup solutions of system (1.1) are robustly spontaneously stochastic, i.e. solutions
remain spontaneously stochastic under sufficiently small perturbation of the functions Fs(y)
and Fr(y) in the C
k-metric.
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Similar robustness result can also be formulated, with some additional conditions, in
the more general case of Corollary 4.1. Verifying the properties of robust convergence to
equilibrium and of stable basin required in Corollary 4.2 may be a highly nontrivial task.
The next statement, following directly from the known results of dynamical systems theory,
provides a concrete class of attractors possessing such properties. These are hyperbolic
systems, and we refer to Appendix A for all the relevant definitions involved below.
Proposition 4.3 (See [6,11]). Suppose the system given by (1.2) is a C2-Axiom A flow
with the no-cycles hypothesis (in particular all attractors are hyperbolic). Moreover, assume
each attractor fullfills the C-dense condition of Bowen-Ruelle [11]. Then each attractor
satisfies the properties of C2-robust convergence to equilibrium and C2-stable basin, as in
Definition 6.
Thus, one can use the above properties to design explicit examples of systems, which
are robustly spontaneously stochastic by Corollary 4.2. Also, in Appendix A we provide a
brief review of current results in the theory of dynamical systems relevant for a larger class
of attractors called singular hyperbolic, which includes the classical hyperbolic attractors
and the Lorenz attractor. Many statistical properties (mixing, decay of correlations, central
limit theorem) have been proven in the last decades for singular hyperbolic attractors and,
therefore, robust convergence to equilibrium can be naturally conjectured. However, the
proof is not available yet. In the next section we will provide a numerical example with the
Lorenz attractor supporting this conjecture.
5. A numerical example: the Lorenz attractor
In this section, we design an explicit example of singular system (1.1) with the exponent
chosen as α = 1/3, and observe numerically the spontaneously stochastic behavior. We
consider this example for the dimension d = 4, which is the lowest dimension allowing
chaotic dynamics (1.2) of the unit sphere, y = (y0, y1, y2, y3) ∈ S3. The radial field is
chosen as Fr(y) = −y0. According to relations (2.3), it remains to define the tangent vector
field Fs(y).
We define Fs as the interpolation between two specific fields F− and F+ in the form
Fs(y) = S1(ξ)F−(y) + (1− S1(ξ)) F+(y), ξ = 2y0 − 1/2, (5.1)
where S1 the is the smoothstep (the cubic Hermite) interpolation function
S1(ξ) =

0, ξ ≤ 0;
3ξ2 − 2ξ3, 0 ≤ ξ ≤ 1;
1, 1 ≤ ξ.
(5.2)
The resulting function Fs is continuously differentiable. It coincides with F− in the upper
region y0 ≥ 0.75 and with F+ in the lower region y0 ≤ 0.25; see Fig. 4. We take F−(y) =
Ps(0,−y1,−2y2,−3y3), where Ps is the operator projecting on a tangent space of the unit
sphere. This field has the fixed-point attractor A− = {y−} at the “North Pole” y− =
(1, 0, 0, 0), which is the node with eigenvalues −1, −2 and −3. This attractor is focusing
because Fr(y−) = −1. We choose the field F+(y) such that its flow is diffeomorphic to the
flow of the Lorenz system
x˙ = 10(y − x), y˙ = x (28− z)− y, z˙ = xy − 8z/3 (5.3)
14 THEODORE D. DRIVAS, ALEXEI A. MAILYBAEV, AND ARTEM RAIBEKAS
Figure 4. Schematic structure of the spherical field Fs(y) in our example.
It is composed of the field F− in the blue region, which has the fixed-point
attractor at the “North Pole”, and the field F+ in the red region, which is
diffeomorphic to the Lorenz system. The fields are patched together using a
smooth interpolation.
by the scaled stereographic projection
x =
40y1
1− y0 , y =
40y2
1− y0 , z = 38 +
40y3
1− y0 . (5.4)
This projection is designed such that the lower hemisphere, y0 < 0, contains the Lorenz
attractor A+; see Fig. 4. It is defocusing, because Fr(y) = −y0 > 0.
In system (3.1), we use the regularized field
H(x) = S1(η)H0 + (1− S1(η)) f(x), η = 2|x| − 1/2, (5.5)
which interpolates smoothly between the original singular field f(x) for |x| ≥ 3/4 and the
constant field H0 for |x| ≤ 1/4. The latter is chosen as H0 = (X0, X1, X2, X3 − 1), where
Xi are time-independent random numbers uniformly distributed in the interval [−1/2, 1/2].
We confirmed numerically that such a field induces the stochastic regularization of type
A− → A+ according to Definition 2.
As we already mentioned, unlike hyperbolic attractors in Proposition 4.3, it is expected
but not known whether the flow of the Lorenz system has the property of convergence to
equilibrium, as required in Theorem 4.1. Therefore, with the present example we verify
numerically that the concept of spontaneous stochasticity extends to such systems. We
perform high-accuracy numerical simulations of systems (1.1) and (3.1) with the Runge–
Kutta fourth-order method. The initial condition is chosen as x0 = (0.4, 0.1, 0.2, 0.3). The
solution x(t) of singular system (1.1) reaches the origin at tb ≈ 1.046 (blowup). Figure 5
shows regularized solutions for ν = 10−5 for three random realizations of the regularized
system. One can see that these solutions diverge at post-blowup times.
In order to observe the spontaneous stochasticity, we compute numerically the probabil-
ity density for the regularized solution projected on the plane (x1, x2) at two post-blowup
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0 1 2
-0.4
0
0.4
x0
t
0 1 2
-0.1
0
0.1
x1
t
0 1 2
-0.2
0
0.2
x2
t
0 1 2
-0.3
0
0.3
x3
Figure 5. Components (x0, x1, x2, x3) of regularized solutions x
ν(t) for ν =
10−5 for three random choices of the regularized field H0. These solutions
are different after the blowup time tb ≈ 1.046; the blowup point is indicated
by the red dot.
Figure 6. Probability density computed numerically at times t = 1.6 (left)
and t = 2.0 (right) using the statistical ensemble of 105 regularized solutions.
The darker color indicates the higher density. The first row corresponds to
ν = 10−5 and the second row to ν = 10−7, confirming the spontaneous
stochasticity in the inviscid limit.
times: t = 1.6 and 2.0. This is done by considering an ensemble of 105 random realizations
of the regularized field, and the results are shown in Fig. 6. Here the magnitude of the
probability density is shown by the color: darker regions correspond to larger probabilities.
For a better visual effect, the color intensity was taken proportional to the logarithm of
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probability density. The presented results demonstrate the spontaneously stochastic be-
havior, because the probability density is almost identical for two very small values of the
regularization parameter: ν = 10−5 (first row) and ν = 10−7 (second row). This provides a
convincing numerical evidence that the inviscid limit exists and it is spontaneously stochas-
tic. The probability distribution has the same form at different times up to a proper scaling,
in agreement with the statement of Theorem 4.1 that the spontaneously stochastic solution
(4.9) is self-similar as a function of time. One can also see the supplementary video [45]
for the evolution of probability density in time along with a few specific realizations for
post-blowup solutions.
6. Proofs
The central idea of the proofs is to reduce post-blowup dynamics of the stochastically
regularized equations to the evolution of system (4.4) over time τν , such that τν → +∞ in
the inviscid limit ν ↘ 0. In this way, the inviscid limit is linked to the attractor and SRB
measure of system (4.4).
For the analysis of equations (4.4), we transform them to a unidirectionally coupled dy-
namical system, whose decoupled part is the scale-invariant equation (1.2). Let us introduce
the new temporal variable
s =
∫ τ
0
w(τ1)dτ1. (6.1)
Then, system (4.4) reduces to the so-called master-slave configuration
dy
ds
= Fs(y), (6.2)
dw
ds
= 1 + (α− 1)Fr(y)w, (6.3)
where the functions y(s) and w(s) are written in terms of the new temporal variable s. Note
that the right-hand side of (6.3) is unity for w = 0, which prevents w(s) from changing the
sign. Hence, s in (6.1) is a monotonously increasing function of τ . Since Fs(y) and Fr(y)
are bounded functions, solutions of system (6.2) and (6.3) are defined globally in time s.
Notice that the new temporal variable (6.1) is solution-dependent. This is a minor
problem for the analysis of SRB measures, which are related to temporal averages (4.1).
However, this is a serious obstacle for the property of convergence to equilibrium, which is
associated with the ensemble average (4.8) at a fixed time.
6.1. Proof of Proposition 4.1, part (i). By the assumptions, system (6.2) has the
attractor A+. Therefore, we need to understand the dynamics of the second equation (6.3).
We are going to prove that this equation has the property of generalized synchronization
between y and w. Let is denote the flow of system (6.2) and (6.3) by
(
Φs(y),Φsw(y, z)
)
. The
formal definition of the generalized synchronization is the asymptotic large-time relation [29]
w = G(y), (6.4)
where
G(y) = lim
s→+∞Φ
s
w(Φ
−s(y), w0), (6.5)
with arbitrary y ∈ A+ and w0 > 0. These expressions yield the limiting value of w(s) as
s→ +∞ under the condition that y(s) = y is fixed, i.e., for the initial point y0 = Φ−s(y).
The generalized synchronization implies that such a limiting value of w(s) does not depend
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on the initial condition w0, leading to the synchronization of w(s) with the chaotic evolution
of y(s). Our next step is to prove that the generalized synchronization occurs in our system
with the continuous function G(y) given by (4.6).
The function Fr(y) is continuous on the sphere y ∈ Sd−1 and, therefore, has an upper
bound, Fr(y) < FM . Since the attractor A+ is a compact set, the defocusing condition
(2.7) allows us to choose a trapping neighborhood U+ of A+ and a positive constant Fm
such that
0 < Fm < Fr(y) < FM for y ∈ U+. (6.6)
We define the two quantities
wm =
1
(1− α)FM > 0, wM =
1
(1− α)Fm > wm. (6.7)
For any y ∈ U+, the derivative in (6.3) satisfies the inequalities dw/ds > 0 for 0 < w ≤ wm
and dw/ds < 0 for w ≥ wM . Thus, the region
U ′+ = {(y, w) : y ∈ U+, w ∈ (wm, wM )} (6.8)
is trapping for system (6.2) and (6.3), and it attracts any solution starting in the domain
(y0, w0) ∈ B(A+)× (0,+∞).
Lemma 6.1. Function (4.6) is continuous on the attractor A+.
Proof. Convergence of the integral in (4.6) follows from the existence of positive lower
bound Fm in (6.6) and the condition α < 1. Now, let ε > 0. We are going to show there
exists δ > 0, such that
|G(y′)−G(y)| < ε (6.9)
for any y and y′ ∈ A+ with |y′ − y| < δ. We split the integral in (4.6) into two segments
for s1 ∈ [0, sp] and s1 ∈ [sp,+∞) with an arbitrary parameter sp > 0. This yields
G(y) = Gsp(y) +Rsp(y), (6.10)
where
Gsp(y) =
∫ sp
0
exp
[
(α− 1)
∫ s1
0
Fr
(
Φ−s2(y)
)
ds2
]
ds1, (6.11)
Rsp(y) =
∫ +∞
sp
exp
[
(α− 1)
∫ s1
0
Fr
(
Φ−s2(y)
)
ds2
]
ds1. (6.12)
The function (6.12) can be bounded using the property Fr(y) > Fm > 0 from (6.6) as
|Rsp(y)| <
∫ +∞
sp
exp [(α− 1)Fms1] ds1 = exp [(α− 1)Fmsp]
(1− α)Fm . (6.13)
By choosing
sp >
log [(1− α)Fmε/4]
(α− 1)Fm , (6.14)
we have
|Rsp(y)| <
ε
4
. (6.15)
This bound is valid for any y ∈ A+. Using it in (6.9) with expression (6.10), we have∣∣G(y′)−G(y)∣∣ < ∣∣Gsp(y′)−Gsp(y)∣∣+ ε2 . (6.16)
The function Gsp(y) in (6.11) contains integrations within finite intervals and, therefore,
it is a continuous function defined for any y ∈ Sd−1. One can choose δ > 0 such that
18 THEODORE D. DRIVAS, ALEXEI A. MAILYBAEV, AND ARTEM RAIBEKAS∣∣Gsp(y′)−Gsp(y)∣∣ < ε/2 for any y and y′ ∈ Sd−1 with |y′−y| < δ. This yields the desired
property (6.9) as the consequence of (6.16). 
Lemma 6.2. Function (4.6) yields the limiting value (6.5) for any y ∈ A+ and w0 > 0.
Convergence of the limit (6.5) is uniform in the region
y ∈ A+, w0 ∈ (wm, wM ). (6.17)
For any solution y(s) of equation (6.2) belonging to the attractor A+, the function w(s) =
G(y(s)) solves the second equation (6.3).
Proof. Let us verify that equation (6.3) has the explicit solution in the form
w(s) = Φsw(y0, w0) = w0 exp
[
(α− 1)
∫ s
0
Fr
(
Φs−s2(y0)
)
ds2
]
+
∫ s
0
exp
[
(α− 1)
∫ s1
0
Fr
(
Φs−s2(y0)
)
ds2
]
ds1.
(6.18)
It is easy to see that w(0) = w0. Taking the derivative of (6.18), one can substitute
the s-derivative of terms Fr (Φ
s−s2(y0)) by their s2-derivative taken with negative sign,
which allows computing the resulting integral with respect to s2 explicitly. Performing such
manipulations yields
dw
ds
= w0(α− 1)Fr (Φs(y0)) exp
[
(α− 1)
∫ s
0
Fr
(
Φs−s2(y0)
)
ds2
]
+ exp
[
(α− 1)
∫ s
0
Fr
(
Φs−s2(y0)
)
ds2
]
+ (α− 1)Fr (Φs(y0))
∫ s
0
exp
[
(α− 1)
∫ s1
0
Fr
(
Φs−s2(y0)
)
ds2
]
ds1
− (α− 1)
∫ s
0
Fr
(
Φs−s1(y0)
)
exp
[
(α− 1)
∫ s1
0
Fr
(
Φs−s2(y0)
)
ds2
]
ds1.
(6.19)
The term is the last line is integrated explicitly with respect to s1 as
− exp
[
(α− 1)
∫ s1
0
Fr
(
Φs−s2(y0)
)
ds2
]∣∣∣∣s1=s
s1=0
= 1− exp
[
(α− 1)
∫ s
0
Fr
(
Φs−s2(y0)
)
ds2
]
.
(6.20)
Combining expressions (6.18)–(6.20) with y(s) = Φs(y0), one verifies that equation (6.3) is
indeed satisfied.
Note that Φs(y0) ∈ A+ for any s ∈ R and initial point on the attractor, y0 ∈ A+.
Because of the positive lower bound Fm in (6.6) and α < 1, the first term in the right-hand
side of (6.18) vanishes in the limit s → +∞ uniformly for all initial points y0 ∈ A+ and
w0 ∈ (wm, wM ). For the same reason, the limit s→ +∞ of the last term in (6.18) converges
uniformly in this region. Therefore, taking the limit s → +∞ in (6.18) with y0 = Φ−s(y)
yields the equivalence of relations (4.6) and (6.5).
Finally, consider solution (6.18) with w0 = G(y0) given by (4.6). This yields
w(s) =
∫ +∞
0
exp
[
(α− 1)
∫ s1
−s
Fr
(
Φ−s2(y0)
)
ds2
]
ds1
+
∫ s
0
exp
[
(α− 1)
∫ s1
0
Fr
(
Φs−s2(y0)
)
ds2
]
ds1,
(6.21)
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where we combined the product of two exponents in the first term into the single one. After
changing the integration variables s1 = s
′
1 − s and s2 = s′2 − s in the first integral term of
(6.21), the full expression combines into the simple form
w(s) =
∫ +∞
0
exp
[
(α− 1)
∫ s1
0
Fr
(
Φs−s2(y0)
)
ds2
]
ds1 = G(y(s)), (6.22)
where G(y) is given by formula (4.6) and y(s) = Φs(y0).

Lemma 6.2 shows that system (6.2) and (6.3) has the invariant set w = G(y), y ∈ A+.
This set has the same structure of orbits as the attractor A+ of system (6.2). For proving
the first part (i) of Proposition 4.1, it remains to show that this invariant set is an attractor
with the trapping neighborhood (6.8). Since A+ is the attractor of the first equation (6.2),
it is sufficient to show that
lim
s→+∞
∣∣w(s)−G(y(s))∣∣ = 0 (6.23)
uniformly for all initial conditions y0 ∈ A+ and w0 ∈ (wm, wM ). Since y(s) = Φs(y0) and
w(s) = Φsw(y0, w0), we rewrite (6.23) as
lim
s→+∞
∣∣Φsw(Φ−s(y(s)), w0)−G(y(s))∣∣ = 0. (6.24)
The uniform convergence in this expression follows from Lemma 6.2.
6.2. Proof of Proposition 4.1, part (ii). Because of the generalized synchronization
condition (6.4) for the attractor of system (6.2) and (6.3), the corresponding SRB measure
µsyn(y, w) is obtained from the SRB measure µSRB(y) of attractor A+ simply as
dµsyn(y, w) = δ
(
w −G(y)) dµSRB(y) dw. (6.25)
This is the measure corresponding to the dynamics in the renormalized temporal variable
s. In order to find the SRB measure µ′SRB(y, w) for system (4.4), we have to return to the
original time variable τ . The definition of µ′SRB(y, w), analogous to Definition 4, is based
on the relation
lim
τ→+∞
1
τ
∫ τ
0
ϕ
(
Φτ1(y0, w0)
)
dτ1 =
∫
ϕ(y, w) dµ′SRB(y, w), (6.26)
which must hold for almost every initial condition y0 ∈ B(A+), w0 > 0 and all bounded
continuous functions ϕ. Using (6.1), we change the integration variable dτ1 = ds1/w(s1) in
the left-hand side of (6.26), which yields
lim
s→+∞
1
τ(s)
∫ s
0
ϕ
(
y(s1), w(s1)
) ds1
w(s1)
(6.27)
where
y(s1) = Φ
s1(y0), w(s1) = Φ
s1
w (y0, w0), τ(s) =
∫ s
0
ds1
w(s1)
. (6.28)
We recall that Φs is the flow of system (6.2), while Φτ in (6.26) was the flow of system (4.4),
as designated by the superscript.
It remains to rewrite (6.27) as
lim
s→+∞
(
1
s
∫ s
0
ds1
w(s1)
)−1(1
s
∫ s
0
ϕ
(
y(s1), w(s1)
)
w(s1)
ds1
)
. (6.29)
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The limit of each factor in this expression can be computed using the SRB measure (6.25)
of the master-slave system (6.2)–(6.3) as follows. For the first term, we obtain
lim
s→+∞
1
s
∫ s
0
ds1
w(s1)
=
∫
dµsyn(y, w)
w
=
∫
dµSRB(y)
G(y)
= 〈1/G〉, (6.30)
where we integrated the Dirac delta function with respect to w. Similarly, the limit of the
second factor in (6.29) is found as
lim
s→+∞
1
s
∫ s
0
ϕ
(
y(s1), w(s1)
)
w(s1)
ds1 =
∫
ϕ(y, w)
w
dµsyn(y, w) =
∫
ϕ
(
y, G(y)
)
G(y)
dµSRB(y).
(6.31)
Combining (6.30) and (6.31) in expression (6.29), where the latter represents the left-hand
side of (6.26), yields (4.7).
6.3. Proof of Theorem 4.1 and Corollary 4.1. We will use a modified version of
the rescaled variable from (4.2) and the logarithmic time as
w = (t− tν)|x|α−1, τ = log(t− tν), (6.32)
where the temporal shift tν , specified later in expression (6.39), depends on the regulariza-
tion parameter ν > 0. Observe that this shift does not affect system (4.4): at times t > tν ,
each non-vanishing solution x(t) of (1.1) is uniquely related to the solution y(τ), w(τ) of
system (4.4) through the relation
x = Rt−tν (y, w) (6.33)
with the map Rt defined in (4.3).
Consider arbitrary times t2 > t1 > t
ν and denote
x1 = x(t1), y1 = x(t1), w1 = w(t1), τ1 = log(t1 − tν), x2 = x(t2), etc. (6.34)
With the notations Φt and Φτ for the flows of systems (1.1) and (4.4), respectively, one has
x2 = Φ
t2−t1 (x1) , t2 > t1 > tν , (6.35)
and
(y2, w2) = Φ
τ2−τ1(y1, w1), τ2 > τ1. (6.36)
Expression (6.33) yields
x1 = Rt1−tν (y1, w1), x2 = Rt2−tν (y2, w2). (6.37)
Equalities (6.35)–(6.37) provide the conjugation relation between the flows as
Φt2−t1 = Rt2−tν ◦ Φτ2−τ1 ◦R−1t1−tν . (6.38)
where (y, w) = R−1t (x) is the inverse map.
Let us apply relations (6.34) and (6.38) for the stochastically regularized solution given
by (3.13) and (3.14). We take
t2 = t, t1 = t
ν
esc, t
ν = tνesc − ν1−α = tνent + (T − 1)ν1−α (6.39)
for a fixed time t > tb. Then, we use (6.38) to rewrite expression (3.14) in the form of three
successive measure pushforwards as
µνt (x) =
(
Φt2−t1
)
∗ µ
ν
esc(x) = (Rt2−tν )∗
(
Φτ2−τ1
)
∗
(
R−1t1−tν
)
∗ µ
ν
esc(x). (6.40)
For the first pushforward, expressions (6.39) yield(
R−1t1−tν
)
∗ µ
ν
esc(x) =
(
R−1
ν1−α
)
∗ µ
ν
esc(x). (6.41)
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Notice from (4.3) that R−1
ν1−α(x) = R
−1
1 (x/ν). Thus, applying expressions (3.11) and (3.13),
we reduce (6.41) to the form(
R−1t1−tν
)
∗ µ
ν
esc(x) =
(
R−11
)
∗ µ
ν
f (x), dµ
ν
f (x) = f
ν
esc(x)dx, (6.42)
where µνf denotes the absolutely continuous probability measure with the density f
ν
esc. Fi-
nally, using expressions (6.34), (6.39) and (6.42) in (6.40), yields
µνt (x) = (Rt−tν )∗
(
Φτ
ν)
∗
(
R−11
)
∗ µ
ν
f (x) (6.43)
with
τν = τ2 − τ1 = log t− t
ν
ent − (T − 1)ν1−α
ν1−α
. (6.44)
In the inviscid limit, from relations (3.5), (6.39) and (6.44) one has
lim
ν↘0
tν = tb, lim
ν↘0
τν = +∞. (6.45)
It remains to take the limit ν ↘ 0 in (6.43). The convergence of entry times from (3.5)
and Proposition 2.2 yield
lim
ν↘0
yνent = y−, (6.46)
where A− = {y−} denotes the fixed-point attractor and yνent = xνent/ν correspond to entry
points. Since the map Ψrnd in (3.12) is continuous, the limit (6.46) implies
fνesc
L1−→ f− as ν ↘ 0, (6.47)
where
fνesc = Ψrnd(y
ν
esc), f− = Ψrnd(y−). (6.48)
Using this limiting function, we rewrite (6.43) as
µνt (x) = (Rt−tν )∗
[(
Φτ
ν)
∗
(
R−11
)
∗ µ−(x) +
(
Φτ
ν)
∗
(
R−11
)
∗∆µ
ν
f (x)
]
, (6.49)
where we introduced the probability measure dµ−(x) = f−(x)dx and the signed measure
for the difference ∆µνf (x) = µ
ν
f (x) − µ−(x). Now we can take the inviscid limit ν ↘ 0 for
the expression in square parentheses of equation (6.49), where the times of pushforwards
behave as (6.45). Since the measure
(
R−11
)
∗ µ−(x) does not depend on ν, the first term
in square parentheses converges to µ′SRB by the convergence to equilibrium property. The
remaining term vanishes in the limit ν ↘ 0, because the flow conserves the L1 norm of
the density function, and this norm vanishes by the property (6.47). This yields expression
(4.9) of Theorem 4.1.
For proving Corollary 4.1, one does not need the arguments of the last paragraph. In
fact, the statement of Theorem 4.1 becomes the immediate consequence of the uniform
convergence to equilibrium (see Definition 5), applied to equality (6.43). By this property,
the term
(
Φτ
ν)
∗
(
R−11
)
∗ µ
ν
f (x) in (6.43) converges to µ
′
SRB as ν ↘ 0.
6.4. Proof of Proposition 4.2. The property of Ck-stable basin for system (1.2)
implies the same property for system (4.4) as a direct consequence of the part (i) in Propo-
sition 4.1. Hence, for the proof of Proposition 4.2, it remains to verify the property of
Ck-robust convergence to equilibrium.
Consider the unperturbed system (4.4) with Fr(y) ≡ F0 > 0. The second equation of
(4.4) takes the form
dw
dτ
= w + (α− 1)F0w2, (6.50)
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and has two fixed points at w = 0 and W0 = [(1− α)F0]−1 > 0; the latter is an attractor
with the basin of attraction w > 0. By Proposition 4.1, the attractor A+ of angular
dynamics (1.2) yields the attractor A′+ of system (4.4), which is the constant graph with
G(y) ≡W0.
Consider now a perturbed system (4.4) with F˜s(y) close to Fs(y) and F˜r close to Fr in
the Ck-metric; here and below the tildes denote properties of the perturbed system. Con-
ditions of Definition 6 ensure that the perturbed system (1.2) has an attractor A˜+ with the
SRB measure and the convergence to equilibrium property. In turn, the perturbed system
(4.4) has the attractor A˜′+ given by the graph w = G˜(y) of y ∈ A˜+; see Proposition 4.1.
Using the property of Ck-stable basin and condition (4.10), one can see that the inequality
sup
y∈B(A˜+)
‖∇F˜s‖ < 1− α
k
inf
y∈B(A˜+)
F˜r (6.51)
is valid for sufficiently small perturbations. Then, by Lemma 6.3 formulated and proved in
the next section, we establish that the function G˜(y) is Ck-close to the constant G(y) ≡W0,
and also the graph w = G˜(y) with y ∈ B(A˜+) is invariant under the flow of perturbed system
(4.4).
Restriction of (4.4) to this invariant hyper-surface w = G˜(y) yields
dy
dτ
= G˜(y)F˜s(y). (6.52)
This system is Ck-close to dy/dτ = W0Fs(y), where the latter is equivalent to (1.2) up to
time scaling. Since the attractor A+ of unperturbed system (1.2) is assumed to have an
SRB measure with the Ck-robust convergence to equilibrium, the attractor A˜+ of perturbed
system (6.52) has an SRB measure with the property of convergence to equilibrium, provided
that the perturbation is sufficiently small.
In the rest of the proof, we use convergence to equilibrium property for the restricted
system (6.52) and strong contraction in the directions transverse to the graph, in order
to show the same property for the full perturbed system (4.4). Recall that convergence
to equilibrium implies the limit (4.8) for all absolutely continuous probability measures
µ(y, w) supported in the basin of attraction, and all bounded continuous functions ϕ(y, w).
Since all points in the basin are attracted to A˜′+, it is enough to consider measures µ(y, w)
supported in some trapping neighborhood of A˜′+.
Let us return to the unperturbed system (4.4) with Fr(y) ≡ F0 > 0. At points of the
graph w = G(y) with G(y) ≡W0 and y ∈ B(A+), the linearization of this system takes the
form
d
dτ
(
δy
δw
)
=
(
W0∇Fs(y) Fs(y)
0 −1
)(
δy
δw
)
, (6.53)
where we denoted infinitesimal perturbations in the tangent space by (δy, δw). It is straight-
forward to verify that the linearized system (6.53) has a solution(
δy
δw
)
= e−τ
(
Fs(y)
−1
)
. (6.54)
This solution provides exponentially contracting directions at each point of the graph with
the eigenvalue −1. We denote the corresponding eigenvector by Ess(y) = (Fs(y),−1) (it
will play the role of strong stable direction), and observe that Ess is transverse to the graph.
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The other eigenvalues of system (6.53) are determined by the Jacobian matrix W0∇Fs(y).
Since W0 = [(1− α)F0]−1 and k ≥ 1, by the initial hypothesis (4.10) we compute
W0‖∇Fs(y)‖ < 1
k
≤ 1. (6.55)
Hence, all eigenvalues of W0∇Fs(y) have absolute values smaller than unity, dominated
by the eigenvalue −1 for the Ess direction. Then, at each point of the graph, there exists
a splitting of the tangent space in the form Ess ⊕ Ec, which is invariant for linearized
flow (6.53) and such that Ess dominates (contracts stronger than) the so-called central
directions in Ec. Observe that Ec is simply the tangent space to the graph, because the
latter is invariant for the nonlinear system (4.4).
Due to the splitting Ess ⊕ Ec, each point in the graph has a one-dimensional (strong)
stable invariant manifold, which is tangent to Ess. This follows from the stable manifold
theorem; for background on the invariant manifold theory see [44, Chapter 6] for discrete
systems and [49, Section 4.5] for flows. This property is robust in the sense that the
perturbed system (4.4) will have a similar splitting, E˜ss⊕E˜c, but now at points of the graph
w = G˜(y). In particular, through each point of the perturbed graph passes transversally
a one-dimensional stong stable invariant manifold. Such structure can be described locally
by a homeomorphism ρ : U˜ × (−δ, δ) 7→ U˜ ′, where U˜ and U˜ ′ are, respectively, some trapping
neighborhoods of the attractors A˜+ and A˜′+, and δ > 0 is some (small) number. Here, the
fibers ρ(y, ξ) for fixed y are local Ck-parametrizations of the strong stable manifolds E˜ss(y)
with ρ(y, 0) = (y, G˜(y)).
Let Φ˜τ by the flow of the perturbed system (4.4). We denote by Φ˜τρ = ρ
−1 ◦ Φ˜τ ◦ ρ the
flow, which is defined in U˜ × (−δ, δ) and conjugated to Φ˜τ . By the construction described
above, this new flow Φ˜τρ has the attractor Aρ = {(y, 0) : y ∈ A˜+}. Its SRB measure is
found as
dµρ = dµ˜SRB δ(ξ)dξ, (6.56)
where δ(ξ) is the Dirac delta-function and µ˜SRB is the SRB measure of the attractor A˜+.
Straight segments (y, ξ) with fixed y and ξ ∈ (−δ, δ) correspond to strong stable manifolds
for this flow Φ˜τρ. Moreover, since strong stable manifolds for unperturbed flow have constant
eigenvalue −1, we can assume that Φ˜τρ has uniform contraction along strong stable manifolds
to the plane ξ = 0.
Now, the property of convergence to equilibrium for the flow Φ˜τ follows from the same
property for Φ˜τρ, where the latter is established as follows. Consider an absolutely continuous
probability measure µ(y, ξ) in U˜ × (−δ, δ) and a bounded continuous function ϕ(y, ξ). The
condition analogous to (4.8) in Definition 5 for the new system becomes
lim
τ→+∞
∫
ϕ
(
Φ˜τρ(y, ξ)
)
dµ(y, ξ) =
∫
ϕ(y, 0) dµ˜SRB, (6.57)
where we used (6.56) for the SRB measure and integrated the Dirac delta-function. Since
the plane ξ = 0 is invariant for the flow Φ˜τρ, the integral in the left-hand side of (6.57) can
be written as∫
ϕ
(
Φ˜τρ(y, ξ)
)
dµ(y, ξ) =
∫
ϕ
(
Φ˜τρ(y, 0)
)
dµ(y, ξ) +
∫
ϕ1
(
Φ˜τρ(y, ξ)
)
dµ(y, ξ), (6.58)
where we introduced the function ϕ1(y, ξ) = ϕ(y, ξ) − ϕ(y, 0) Since the flow Φτρ has the
property of uniform contraction to the plane ξ = 0, where ϕ1 = 0, the last integral in (6.58)
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vanishes in the limit τ → +∞. For the first integral in the right-hand side of (6.58), we
write ∫
ϕ
(
Φ˜τρ(y, 0)
)
dµ(y, ξ) =
∫
ϕ
(
Φ˜τρ(y, 0)
)
dµint(y), (6.59)
where µint(y) is obtained from the measure µ(y, ξ) by integration with respect to ξ. The
last integral corresponds to the flow Φ˜τρ restricted to the invariant plane ξ = 0, and it is
conjugate to the original flow Φ˜τ restricted to the graph w = G˜(y). Therefore, we reduced
(6.57) to the analogous condition of convergence to equilibrium for the system restricted to
the graph, and this property has already been established above. This concludes the proof
of Proposition 4.2.
6.5. Differentiability of the graph G. In this section we prove the following
Lemma 6.3. Consider a defocusing attractor A+ of system (1.2) for Ck-functions Fs(y)
and Fr(y) satisfying the condition
sup
y∈B(A+)
‖∇Fs‖ < 1− α
k
inf
y∈B(A+)
Fr (6.60)
for k ≥ 1. Then,
(i) the function G(y) defined by expression (4.6) is Ck-differentiable on B(A+).
(ii) Let y(τ) ∈ B(A+) be the solution of equation
dy
dτ
= G(y)Fs(y). (6.61)
Then y(τ) and w(τ) = G(y(τ)) satisfy equations (4.4).
(iii) Ck-perturbations of functions Fs(y) and Fr(y) yield C
k-perturbations of G(y).
Proof. When Fr(y) is a constant function, as actually required in the proof of Propo-
sition 4.2, the lemma follows (having in mind (6.53)-(6.55)) from general statements of the
invariant manifold theory as stated in [28] for discrete systems and in [49] for flows. Below,
for completeness, we present a direct proof for arbitrary functions Fr(y) satisfying (6.60).
(i) Changing signs of the integration variables s1 and s2 in expression (4.6) yields
G(y0) =
∫ 0
−∞
exp
[
−(1− α)
∫ 0
s1
Fr (y(s2)) ds2
]
ds1, (6.62)
where we denoted by y(s) = Φs(y0) the solution of system (1.2) whose value at s2 = 0 is
given by y0 = y(0). Since infy∈B(A+) Fr > 0 by condition (6.60), the integrals in expression
(6.62) converge for any y0 ∈ B(A+). Computing the gradient of (6.62) with respect to y0,
which we denote as ∇0, yields
∇0G(y0) = −(1− α)
∫ 0
−∞
(∫ 0
s1
∇0Fr(y(s2))ds2
)
exp
[
−(1− α)
∫ 0
s1
Fr(y(s2))ds2
]
ds1.
(6.63)
The gradient ∇0Fr(y(s)) with respect to initial value y0 = y(0) is expressed as
∇0Fr(y(s)) = (∇Fr)y(s) Y(s), (6.64)
where ∇Fr is the gradient of the function Fr(y) considered as the row-vector, and Y(s) =
∇0y(s) is the Jacobian matrix with respect to the initial value at s = 0. Since y(s) satisfies
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equation (1.2), by the classical theory of ordinary differential equations, the Jacobian matrix
can be found as the solution of the initial value problem
dY
ds
= (∇Fs)y(s) Y, Y(0) = I, (6.65)
where I is the identity matrix.
Introducing the notation Ms = supy∈B(A+) ‖∇Fs‖ > 0, we estimate
‖Y(s2)‖ ≤ exp(−Mss2), s2 ≤ 0. (6.66)
Then, expressions (6.63) and (6.64) yield
‖∇0G‖ ≤ (1− α)Mr
∫ 0
−∞
(∫ 0
s1
exp(−Mss2)ds2
)
exp [(1− α)mrs1] ds1, (6.67)
where we denoted Mr = supy∈B(A+) ‖∇Fr‖ > 0 and mr = infy∈B(A+) Fr > 0; in this
estimate one should remember that the integrations are carried out for negative values of
s1 and s2. Taking into account that Ms < (1 − α)mr by condition (6.60) with k ≥ 1, one
can integrate the right-hand side of (6.67) explicitly as
‖∇0G‖ ≤ Mr
[(1− α)mr −Ms]mr > 0. (6.68)
This derivation shows that the integrals in (6.63) converge uniformly for all y0 ∈ B(A+)
and, therefore, proves the item (i) of the lemma in the case k = 1.
In the general case, one has to compute derivatives up to order k. Generalizing expres-
sion (6.66), one can show that the kth-order derivative of y(s) with respect to components
of the initial vector y0 is bounded by c exp(−kMss) for s ≤ 0 and some coefficient c > 0.
Then, the Ck property of the function G(y) can be shown by computing higher-order deriva-
tives similarly to (6.63) with an induction argument in k. We leave details of this rather
straightforward derivation to the interested reader.
(ii) Consider the pair of functions y(τ) and w(τ) = G(y(τ)), where y(τ) satisfies equa-
tion (6.61). Obviously, these functions satisfy the first equation of (4.4). The second
equation in (4.4) can be transformed to the form (6.3) with the time change (6.1). This
equation is verified through exactly the same derivations as in Lemma 6.2, but now taking
into account that the integrals converge uniformly for all y ∈ B(A+).
(iii) The bound (6.68) proves that the convergence of integrals in (6.63) is uniform not
only with respect to y0, but also with respect to sufficiently small C
1-perturbations of the
functions Fs(y) and Fr(y). This implies that such perturbations lead to C
1-perturbations
of G(y). This statement is extended to the Ck case for k > 1 in the same way as in the
proof of the item (i) above. 
Appendix A. Ergodic properties of chaotic attractors
This section addresses the question of which systems may have the properties of robust
convergence to equilibrium and that of stable basins, as required for the robust spontaneous
stochasticity in Corollary 4.2. We will start by reviewing the classical hyperbolic attractors,
move on afterwards to discuss what is currently known about the Lorenz attractor, and then
describe the more recent notion of singular-hyperbolicity. We will concentrate on flows in
three dimensions for which the theory is well-developed and will make some conjectures
along the way. Notice that some of the results cited are very recent, showing that even in
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three-dimensions these concepts are the current research topics. The basic reference for all
these topics is the book by Araujo and Pacifico on three dimensional flows [6].
Hyperbolic attractors: The ergodic theory of hyperbolic attractors was developed by
Bowen and Ruelle in 1975 [11], the results of which will now be described. Consider a
C2-flow Φt on a closed manifold M . An attractor Λ, containing no fixed (or equilibria)
points, is hyperbolic if there exists an invariant splitting in the tangent bundle of the form
Es ⊕ Ec ⊕ Eu. Here Ec is the direction of the flow, Es is exponentially contracting, and
Eu is exponentially expanding for the derivative map. Let us also assume that the flow
restricted to Λ is topologically transitive (has a dense orbit) and the periodic orbits are
also dense. Then the attractor has a unique SRB measure. The hyperbolic splitting of
the tangent bundle gives the existence of stable and unstable manifolds at each point in Λ.
Suppose now the additional assumption that for each point in Λ its stable manifold is dense
in Λ. This property is called C-dense in [11] and it is robust. Under these hypotheses,
the SRB-measure has the convergence to equilibrium property. Thus, using the Bowen-
Ruelle conditions one can construct hyperbolic attractors having robust convergence to
equilibrium.
The Lorenz attractor: The original equations presented by Lorenz in 1963 have been
derived as a model of atmospheric convection and have the form (5.3). To understand
properties of the Lorenz attractor, Guckenheimer and Williams [25] introduced a geometric
model, with the essential ingredients being a two-dimensional Poincare first return map and
a return time function having a logarithmic singularity. It was a long-time problem, solved
by Tucker [48] via a computer assisted proof, that the abstract geometric model is valid for
the Lorenz attractor. Thus, one can see the Lorenz attractor as a suspension flow over this
Poincare return map. The theoretical results are often first proven for the geometric model
and then deduced for the original system.
It is known that the attractor supports an SRB measure. It has been proven in [36]
that this measure is mixing, i.e. µ(Φt(U)∩V )→ µ(U)µ(V ), for all measurable sets U, V as
t → ∞. When the above rate of convergence is exponential, it is called exponential decay
of correlations. Recently, this was shown for the classical Lorenz attractor, and moreover
this is also true for small perturbations of the system [3]. Convergence to equilibrium, but
with respect to the Poincare return map and not the flow, was proven in [2], whereas the
authors also conclude that the rate is exponential. Robust convergence to equilibrium for
the Lorenz flow has not been rigorously shown yet. But based on the results mentioned
above and since the Lorenz flow has good statistical properties, one can conjecture that this
should be true.
Singular hyperbolicity: An attractor on a three-dimensional manifold is said to be sin-
gular hyperbolic if (i) all equilibria are hyperbolic and (ii) there is an invariant splitting
in the tangent bundle of the form Es ⊕ Ecu, where Es is a one-dimensional uniformely
contracting sub-bundle and Ecu is the two-dimensional center-unstable sub-bundle which
by hypothesis is volume expanding.
This notion includes both the hyperbolic attractors and the Lorenz attractor. A natural
question is how abundant are systems with singular hyperbolic attractors? We can roughly
say that any attractor exhibiting some weak form of chaos in a robust manner falls into this
class. More specifically, it is proven in [41] that if an attractor has a dense orbit in a robust
manner in C1-topology, then it is singular hyperbolic with properties similar to that of the
Lorenz attractor.
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Various chaotic and statistical properties of singular hyperbolic attractors were studied
in [5], in particular, existence of SRB measures. Robust convergence to equilibrium, but
again with respect to the Poincare return map and not the flow, was proven in [2] for a dense
set of singular-hyperbolic attractors on three-manifolds. More recently, in [4, Theorem 9.5]
it was shown that mixing with superpolynomial decay of correlations occurs in a C2-open,
C∞-dense set of singular hyperoblic attractors. Based on these results we also conjecture
that C2-robust convergence to equilibrium should hold in a dense set of singular-hyperbolic
attractors.
Global dynamics and robust basins: To understand examples of attractors having
robust basins one has to analyze their global dynamics, that is to look at the dynamics
on the whole manifold. For more details of the concepts described below, see [6, Chapter
5]. Let us define a class of vector fields called Singular Axiom A with no cycles. Singular
Axiom A means that the non-wandering set (the dynamically relevant set) of the vector
field has a decomposition into finitely many compact invariant sets each one being either a
hyperbolic basic set or a singular hyperbolic attractor, or a singular-hyperbolic repeller. The
no-cycles condition means that the stable and unstable sets in the above decomposition do
not have connections between them in a cyclic manner. This condition becomes important
for the following reason. It implies the existence of something called a filtration, which in
turn implies the existence of a global Lyapunov function decreasing along the trajectories
outside the non-wandering set. These objects then can be used to show the robustness of
the basins of the attractors for this class of systems.
One can ask again how abundant are these examples amongst flows in three dimensions?
At least in C1-topology, there exists the following answer: essentially, if a generic flow does
not exhibit some extremely complex behaviour then it will fall into this class. This is true
because of the theorem [40] stating that, for vector field on 3-manifolds, C1-generically
the field is either Singular Axiom A with no cycles or has infinitely many sinks or sources.
Vector fields with infinitely many sinks have complicated dynamics coming from a sequence
of bifurcations. Therefore, outside these complicated examples the systems are singular
axiom A with no cycles.
In conclusion, specific examples of three-dimensional flows possessing the properties of
robust convergence to equilibrium and robust basin can be created using hyperbolic attrac-
tors. One can expect that further developments in the theory of dynamical systems prove
the same is true for most singular hyperbolic attractors, including the Lorenz attractor.
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