INTRODUCTION
Generally, economic growth is a process through which economic inputs and resources, such as skilled labour, capital, and funding for new businesses, are converted into economic outcomes such as wage growth, job creation, or new businesses (Hall and Sobel, 2006) . The economic outcome generated from any specific set of economic inputs depends on the institutions (political and economic rules of the game) under which an economy operates. The growth performance during the last four decades has been diverse among countries around the world. On the one hand, rapid growth rates were experienced by the "Asian tigers" between the 1965 and 1995 (De Gregorio and Lee, 1999) . These "Asian tigers" experienced growth rates of around 6 % per year in per capita terms. On the other hand, many countries in Sub-Saharan Africa (SSA) and Latin America registered less than 1 % average growth rates in per capita income during the same period.
In the context of Southern African Development Community (SADC), the patterns of growth can be examined along three regional groups, namely: the Common Monetary Area (CMA), the Southern African Customs Union (SACU) and what can be called other-SADC 9 . SADC consists of 15 member states, namely;
Angola, Botswana, Democratic Republic of Congo (DRC), Lesotho, Madagascar, Malawi, Mauritius, Mozambique, Namibia, Seychelles, South Africa (SA), Swaziland, Tanzania, Zambia and Zimbabwe. 10 The member states have differing levels of education, health provisions and other socio-economic development indicators. However, according to Nel (2004) , members of SADC are characterised by similar trade patterns. There is also evidence of intra-SADC trade, albeit very shallow. The Article 5 of the SADC Treaty highlights that the overall objectives of SADC include the promotion of economic growth and socioeconomic development which will eventually eradicate poverty, and promote and maintain peace, security and democracy, through regional cooperation and integration (SADC, 2011). The macroeconomic convergence target for real GDP growth is 7 %. Figure 1 shows that, on average, the CMA saw a steady upward trend in real GDP growth rate which recorded 2.23 %, 4.78 % and 5.67 % for the periods 1981-1990, 1991-2000 and 2001-2010 , respectively. The average trend reflects the patterns of economic growth in Lesotho, South Africa and Namibia which dampened the decadal decline registered in Swaziland. Similarly, SACU realised an increasing average decadal growth rate during the same period. For this group of countries, the average real GDP growth rate was 2.05 %, 4.53 %, and 4.99 % in 1981-1990, 1991-2000 and 2001-2010 , respectively. Even though Botswana and Swaziland realised average growth rates that hovered above the SADC convergence target during the 1981-1990 decade, the two countries recorded steady declines in the growth rate of GDP from decade to decade ( Figure 1 ). The average GDP growth rate for the group other-SADC plummeted from 3.89 % recorded for the [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] decade to 3.58 % during the 1991-2000 decade. This decline was attributable to a recession that was realised in DRC during the 1991-2000 decade. However, the average GDP growth rate accelerated to 4.53 % during the 2001-2010 decade. This recovery was driven by average growth rates registered in Angola, Mozambique and Tanzania which surpassed the SADC convergence target. The Zimbabwean recession was overshadowed by the average growth rates realised in other countries in this grouping. Overall, the SADC's average growth rate followed an upward trend, mimicking the trends observed for CMA and SACU.
Figure 1 Trends of the real GDP growth in the SADC
Source: IMF, 2014 Figure 1 shows that disparities in the rate of growth is not unique to regional comparisons, as discussed at the outset, but are evident even within SADC. This disparity in growth rates conjures a key issue on factors that drive economic growth. Thus, the key question is: What are the sources of economic growth? The paper investigates the sources of economic growth in SADC and makes some important inferences on how the identified sources of growth may affect employment and poverty in the region. As stipulated by the SADC mission statement, the main mission of SADC is to promote sustainable and equitable economic growth and socio-economic development through efficient productive systems, deeper co-operation and integration, good governance and durable peace and security, so that the region emerges as a competitive and effective player in international relations and the world economy (SADC, 2011). The importance of investigating the sources of economic growth in this region stems from the notion that the member states are striving towards common goals and, therefore, are likely to pursue similar macroeconomic policies. The motivation for the analysis emanates not only due to the lack of any studies investigating sources of economic growth in the SADC region, but, more generally, because of the fact that the sources of economic growth in the region may differ from the one that exists in developed countries due to the level of economic development and prudential macroeconomic policies that are being practised in those regions. The paper contributes to the body of knowledge in the field of economics by enhancing the understanding of the sources of economic growth in the SADC region in ways that have not been done before. To the best of our knowledge, this is the only study that looks into the sources of economic growth in the context of SADC. In addition, the paper uses different panel data econometric techniques to deal with problems which are normally encountered when using cross-country data such as endogeneity, heterogeneity and cross-sectional dependence. Hence, problems encountered by previous research in this field are adequately addressed.
The rest of the paper is structured as follows: Section 2 synthesises both theoretical and empirical literature on the sources of economic growth. Section 3 outlines the methodological tools employed in the study, namely the fixed effects (FE) estimator and difference and system generalised method of moments (GMM) estimators. Section 4 provides the data analysis focusing on the entire SADC and on the members of SADC (without countries that are outliers). Section 5 makes inference on employment and poverty. Section 6 concludes and offers a series of policy recommendations.
LITERATURE REVIEW

Theory of economic growth
The literature on economics is replete with studies on the sources of economic growth. Classic writers such as Adam Smith, David Ricardo and Thomas Malthus expended much effort to comprehend the concept of economic growth. According to Adam Smith countries become prosperous when they have good institutions that create favourable rules of the game -rules that encourage the creation of wealth. Since then, a vast variety of research has been carried out attempting to understand why some countries grow faster in the long run while others fail to. Neoclassical economists in the 1950s resuscitated research on economic growth. The models of Solow (1956) and Swan (1956) became pillars of the new growth theories. Application of these models culminated into a consensus on the understanding of drivers of growth by both classical and neoclassical economists. This understanding identifies technological progress as the sole lasting source of growth, given that the law of diminishing returns over time eliminates any growth that emanates from physical accumulation.
The modelling framework assumes that the production possibilities of an economy are described as follows:
(1) where:  and represent inputs, namely; capital, labour and technological progress. The production function has two key properties. Firstly, it is able to exhibit constant returns to scale, in the sense that, if labour and capital are increased by a factor of , output should be able to respond by the same . 11 Secondly, the production function obeys the law of diminishing returns to capital. Furthermore, technical progress is exogenous and, capital and labour are substitutable. A common specification of the neoclassical production function is a Cobb-Douglas function defined as:
In this case, represents the proportion of national income for owners of capital, and is the fraction due to workers. In order to account for unemployment, equation 2 is defined in terms of output per capita. Output per capita and output per worker coincide if the population is equal to the labour force. If labour ( is divided between the total number of workers ( and skill quality , then output per worker can be obtained by dividing equation 2 by :
(3) where:  and denote output per worker and capital per worker, respectively. Equation 3 identifies sources of growth in output per worker. In other words, policymakers can increase output per worker by increasing all or one of the following: investment in physical capital and/or amount of skilled labour in the economy through education or technological progress.
The dynamics of this framework have several implications. The first one arises due to diminishing returns to capital, meaning that the rate of economic growth due to capital accumulation will slowly approach zero. Even though the economy will be richer, it would have remained stagnant.
The second implication is due to differences in the capital stocks across countries. Hence, poorer countries with smaller stocks of capital will realise higher marginal products of capital than their richer counterparts. Diminishing returns would imply that a unit increase in the stock of capital, in both a rich and poor country will result in faster output growth in the poor country than in the rich one. It is easy to realise that the poor country will gradually catch up with its richer counterpart. This phenomenon is known as the absolute convergence hypothesis.
The third implication involves the differences in the savings rates. Absolute convergence hypothesis assumes identical savings rates for both the poor and the rich country. However, if the savings rates differ across the two countries, then the poor country will only catch up if its savings rate exceeds that of the rich country. This is referred to as the conditional convergence hypothesis. Sala-i-Martin (1995) distinguishes enduring and short-lived sources of growth. He concludes that countries are able to achieve enduring growth rates over time if their main source of growth is "productivity improvements" manifested by increases in technological progress. He points out that this takes place "because knowledge has no frontiers." However, rapid growth dependent on high savings and investment rates, attained through capital accumulation or increasing skill levels, would decelerate and eventually cease.
The neoclassical models provided a basis for what is currently understood as endogenous growth, a concept which emerged from the pioneering work of Romer (1986) . Unlike the neoclassical models, which assume diminishing returns to capital, the endogenous growth model assumes increasing returns to capital.
Endogenous growth models identify the rate of accumulation of physical and human capital, and technological progress as determinants of long-run economic growth (Arrow, 1962) . Investment in human capital (e.g. expenditures on education, training, and research and development) could have a positive impact on economic growth. This outcome is possible if high skills and training are accompanied by the process of innovation, which leads to a faster rate of technological progress. Hence, investment in education may not only make contribution to growth via improvements in the quality of the workforce, but also via innovation driven by research and development. On the empirical front, most studies use the share of investment to GDP as a proxy for physical capital and level of formal education (e.g. school enrolment ratio) as a proxy for human capital (Romer, 1986) and, technological progress is often represented by expenditures on research and development. Endogenous growth models identify good policies as key drivers of long-run economic growth. Unlike their neoclassical predecessors, endogenous growth theorists predict that convergence between poor and rich countries is not feasible due to the assumption of increasing returns to scale.
There are two other strands of the literature on the economics of growth, namely; the cumulative causation theory (Myrdal, 1957; Kaldor, 1970) and the new economic geography theory (Krugman, 1991) . Both theories attach a significant weight to initial conditions. For example, the cumulative causation theory argues that initial conditions affect economic growth over time creating inequalities between countries. Such inequalities cannot disappear unless deliberate policy interventions are enforced. Petrakos and Arvanitidis (2008: 13) highlight that the new geography theory vividly associates economic growth with "compound effects of increasing returns to scale, imperfect competition and non-zero transportation costs." Hence, the process of economic growth can be self-reinforcing due to spatial distribution of economic activities. There are cases where economic activities may cluster in certain locations where demand is high leading to both backward and forward linkages of firms and scale economies.
Empirical evidence on the sources of growth
There is vast empirical literature on sources of economic growth (for surveys, see Temple, 1999; Ahn and Hemmings, 2000) . Growth accounting studies provide contrasting results on the sources of economic growth. For example, Young (1994) found that in Singapore economic growth during the period 1960-1970 was a result of accumulation of physical and human capital rather than technological progress. On the contrary, Bosworth and Collins (1998) found that, during the period 1960-1970, in China, technological progress appeared to have accounted for more growth than accumulation of physical and human capital. The stark contrast indicated the complexity of the process of economic growth. Consequently, according to Bloch and Tang (2004: 245 ) the neoclassical approach remained limited to providing "practical guidance for sustained economic development." They argue that neoclassical growth accounting focuses on what they call "proximate determinants" of growth, namely accumulation of capital and total factor productivity or technological progress without any reference to the sources of technological progress itself. Consequently, the literature distinguishes between proximate and deep determinants of economic growth.
The deep determinants of economic growth are institutions, openness to trade and geography. Easterly (2001) argue that institutional quality is crucial for economic growth such that poor institutions inhibit growth even if factors such as foreign aid, debt forgiveness, family planning infrastructural development, education and foreign investment are abundant. This finding built on North and Thomas (1973) who pointed out that lack of institutions such as protection of property rights impede investment in both forms of capital and impairs economic growth. There is also cross-country evidence of a positive association between property rights and economic growth (Hall and Jones, 1999; Rodrik, 1999) . Furthermore, Knack (2002) indicates that well-defined property rights encourage technological progress and innovation and boost efficiency gains. There is evidence that socio-cultural institutions such as trust and ethnic diversity (Easterly and Levine, 1997), political institutions such as type of regime (democracy), stability of government, political violence and volatility (Bunetti, 1997) and macroeconomic policies (Barro and Sal-i-Martin, 1995) affect economic growth in one way or another. Moreover, a number of studies confirms the presence of a causal relationship between good institutions and per capita income, with causality running from the former to the latter (Acemoglu et al., 2001 (Acemoglu et al., , 2002 (Acemoglu et al., , 2003 . Tang et al. (2003) underscores that good quality institutions accelerate technical change and enhance long run economic growth rate.
Geography is another deep determinant of economic growth. Bloch and Tang (2004: 248) highlight that the impact on economic growth is felt in several ways such as "health, population growth, food productivity, resources endowment and mobility of factors of production." For example, there is empirical evidence that latitude (Hall and Jones, 1999 ) and winter frost (Masters and McMillan, 2001 ) stimulate economic, while tropical climate (Gallup et al., 1999) and adverse disease ecology (Acemoglu et al., 2001 ) inhibit economic growth. Areas where diseases such as malaria are rife may lose much of the labour force. In addition, Sachs and Warner (2001) observe that, between 1900 and 19…/20…., countries rich in resources grew slower than their resource-poorer counterparts because of the Dutch disease and the high probability of civil conflicts. Moreover, proximity to coastal waters provides an inexpensive highway to global markets and boosts economic growth, a fact proved by Frankel and Romer (1999) , who showed that trade is lower in landlocked countries. This results shows that geography can also affect economic growth through trade openness.
The third deep determinant of economic growth is openness to trade. Bloch and Tang (2004) propound that trade enhances per capita income growth directly through comparative advantage. In an indirect manner, trade openness bolsters economic growth by improving efficiency through technology transfer, economies of scale and international competitiveness. In addition, there are close links between capital flows such as FDI and trade openness. Lensink and Morrissey (2006) find that FDI contributes positively to economic growth. A series of studies explore the various factors that have a bearing on trade openness which may retard its impact on economic growth. For example, trade distortions tend to decelerate economic growth (Edwards, 1998) , export orientation boosts economic growth (Balasubramanyam et al., 1996) and trade protectionist policies reduce influence negative labour and total factor productivity (Lee, 1996) . In the African case, the following sets of factors have been identified in the literature to have impact on economic growth. The first set of factors is classified under macro-economic fundamentals. These include inflation (Grier and Tullock, 1989; Fischer, 1991; Seleteng et. al, 2013) , the degree of openness to international trade (Knight et al., 1993; Frankel and Romer, 1999) , the extent of financial development (Mckinnon, 1973; King and Levine, 1992 ) and fiscal policies (Easterly and Rebelo, 1993) . The second set of factors comprise the countries' institutional environment such as political stability, civil liberties and ethnic fractionalisation (Easterly and Levine, 1997; Kormendi and Meguire, 1985) . The third set includes geographic factors such as access to the sea, tropical climate and natural resource abundance (Sachs and Warner, 1997).
EMPIRICAL ANALYSIS
Overview of the datas
The dataset used is obtained from the World Bank Development Indicators (WDI), IMF International Financial Statistics (IFS) and Polity IV database, for the period 1980 to 2012. The growth variable used in the analysis is the growth rate of real GDP The control variables are standard in the growth literature as discussed in Durlauf et al. (2005) and Levine and Renelt (1992) , who used Leamer's extreme bounds analysis to analyse growth accounting regressions. Levine and Renelt (1992) found that inflation, investment's share of GDP, initial level of GDP, secondary-school enrolment rate, average annual rate of population growth and trade are robust in the growth regressions.
Following the works mentioned above, we used a set of variables which control for factors associated with economic growth (Table 1) . (Fischer, 1993) ; the ratio of gross fixed capital formation to GDP (INV) -a Solow determinant and it is expected that investment positively affects growth (Bond et al, 2010 ); a measure of openness to trade -ratio of imports and exports to GDP (OPEN)-it is expected that more open economies in terms of trade display faster growth rates, mainly because higher exports imply an increased inflow of foreign exchange into the country and also imports of intermediate materials may be growth enhancing (Wacziarg and Welch, 2008) . Moreover, a measure of conditional convergence namely, lagged real GDP (Y1) is included as part of the explanatory variables; a measure of financial development, namely the ratio of private sector credit extension to GDP (PSCE) or ratio of liquid liabilities to GDP (M2) -it is expected that wider access to finance increases economic activity (Levine et. al, 2000) .
We account institutions by using an institutional variable representing a measure of the level of democracy (INST) -and it is expected that more democratic countries tend to grow faster (Papaioannou and Siourounis, 2008) . Moreover, Durlauf et. al (2005) list different group of variables that have already been regressed against growth, including a measure of the size of the government, measured as final government consumption expenditure as a share of GDP (GOV); public spending on education (PSE); school enrolment ratios -for both primary and secondary school enrolments (EL); urbanisation -share of urban population to total population (UPOPSHR); and population growth (POPGR). These variables were considered as part of the explanatory variable set (Table X) . The number of countries included in the sample amounts to 15 (T = 33, N = 15), therefore NT = 495. Table 2 presents the correlation matrix of the variables used, and inflation and growth depict a negative and statistically significant correlation with each other (Fischer, 1993) . Other control variables (with the exception of M2) have the expected signs. Investment is positively and significantly correlated to economic growth (Bond et. al, 2010) , as well as openness to trade (Papaioannou and Siourounis, 2008) . Moreover, population growth is also positively and significantly correlated to economic growth.
Government consumption and secondary school enrolment are positively correlated to economic growth, however, not statistically significant. A measure of financial development is negatively correlated with growth, however not statistically significant either. In a nutshell, this initial inspection of data, with all its known caveats, confirms the a priori expectations with an exception of a measure of financial development.
Unit Root Testing
Consider the following data generating process:
To check for the presence of a unit root in the panel, we use the Im, Pesaran and Shin (2003) (IPS) unit root test and the Levin, Lin and Chu (2002) (LLS) specification to test. The Levin, Lin and Chu (2002) (LLC) specification assumes a common unit root process, i.e. common for all cross-sections (assumes parameter homogeneity) as opposed to the IPS test which assumes individual unit root processes, i.e. individual 's for every cross-section (allows for heterogenous parameters). Generally, since LLC does not consider a possible heterogeneity bias present in the data, IPS would be the preferred test. However, LLC unit root test results confirm IPS test results, i.e. all variables are stationary, with the exception of M2 and INST, which are stationary in first differences. Therefore, the first differences of M2 and INST variable are used in the model, whereas the rest of the variables are used in levels. Results for unit root tests are reported in Table 3 . All the variables are expressed in logarithmic form except for the inst which ranges from -10 to +10. Due to space, unit root results on other variables such as PVT, PSE, EL, POPGR and UPOPSHR are not reported here. All these are I(1) with an exception of POPGR.
EMPIRICAL STRATEGY
Since T > N, the empirical strategy used is based on panel time-series analysis. Panel time-series allows us to deal with important econometric issues such as heterogeneity, endogeneity bias and cross-sectional dependence. Panel time-series methodologies have several advantages. Firstly, it allows us to specifically analyse the SADC case, amid all its idiosyncrasies and differences inherent within, without necessarily treating it as an outlier or as a dummy, and, therefore, it provides a clear picture of the region. Secondly, the issue of statistical endogeneity (unobserved individual effects present in the error term might be correlated with the regressors), and heterogeneity of intercepts are dealt with through the two-way Fixed Effects (FE) with robust standard error estimator, which provides consistent estimates in dynamic models when T → ∞. Thirdly, economic endogeneity (reverse causality) may be present, thus, for instance, higher growth might generate lower inflation, and vice versa (Kocherlakota, 1996) . Therefore, the Generalised Method of Moments (GMM) is applied.
Four panel data methodologies are used and then compared in the analysis. In particular, the Fixed Effects model specification acknowledges cross-section heterogeneity and assumes a different intercept for each country included in the sample. It can be argued that there is reverse causality or economic endogeneity, implying that higher growth actually generates higher inflation and not the inverse . Therefore, GMM deals with the endogeneity problem in the dataset. Countries in the SADC region are striving towards common goals and, therefore, are likely to pursue similar macroeconomic policies, implying that there is between-country dependence. The Seemingly Unrelated Regressions (SUR) estimator deals with cross-country dependence. Before the regressions are run, unit root tests are performed in order to determine the order of integration of the variables.
Therefore, the estimated heterogeneous dynamic equation is as follows:
where:  GR denotes growth rates of real GDP,  INF are the inflation rates,  INV shares of gross fixed capital formation to GDP,  EDU is the public spending on education as share of GDP,  GOV is the share of final government consumption expenditure to GDP,  OPEN is a measure of trade openness,  M2 is the share of liquid liabilities to GDP and  INST is the institutional variable which proxies the democracy level.
Fixed Effects Estimator
4.1.1. Methodology Firstly, the Chow (1960) F-test was used to test for fixed effects. We tested the null of no individual effects ( ) against the alternative that individual effects are not all equal to zero. In this case, F = 1.59 leading to a rejection of the null at all levels of significance. Therefore, countries in the SADC region are not homogenous and, hence, these differences have to be controlled for. Secondly, in order to decide between using a fixed and random effects model, a Hausman (1978) test was used. The null hypothesis is that the preferred model has random effects versus the alternative of fixed effects. The null hypothesis was rejected at all levels of significant, hence the preferred method is fixed effects in this case (see Table 1a in the Appendix).
Consider the following two-way error component regression model:
where:
 is unobserved individual effect  unobserved time effect  v it is stochastic disturbance term  1, 2, …, N  1, 2, …, T If and are assumed to be fixed parameters to be estimated and , then (2) represents a two-way fixed effects error component model. Note further that the is assumed independent of the stochastic disturbance term for all and . Since , FE is the appropriate estimator to use in this case. Furthermore, as already discussed, the FE estimator reduces statistical endogeneity and, when , FE reduces the Nickell Bias 12 . The choice of a two-way fixed effects estimator is informed by the fact that countries are different and, hence, this caters for cross-sectional heterogeneity. In addition, there were periods of high inflation episodes observed in the SADC region during our sample period, hence the time-effects takes this into account through the use of time dummy variables.
Results
First, all the coefficients of the initial level of income are negative and statistically significant indicating that there is conditional convergence in the SADC region. Moreover, INFL estimates are negative and statistically significant against GROWTH, suggesting that inflation is detrimental to economic growth and inflation generally distorted the pace of overall economic activity in the SADC region during the period under review. For instance, dynamic inflation estimate in Model A indicates that an increase of 1 percentage point in the inflation rate leasds to a decline of about 0.2 percentage points in the annual economic growth rate.
Second, GOV variable (proxy for the size of the government) depicts negative, but statistically insignificant effect on growth. This shows that government spending may be detrimental to economic growth if such spending is channelled towards unproductive sectors (Barro, 1998) . The variable proxying trade openness (OPEN) is positive and stastically significant in all the models 12 When the bias tends to 0. Judson and Owen (1999) argue that when the FE estimator provides the best alternative in dynamic thin panels.
indicating that more open economies can indeed grow faster via increased flows of goods, capital, people and ideas (Wacziarg and Welch, 2008) . This result regarding openness is important amid the objective of SADC to achieve regional integration, or trade openness, combined with economic growth and development. */**/*** denotes significance at 10 %, 5 % and 1 % levels, respectively.
All variables are in logarithms with the exception of INST, which ranges from -10 to +10. Variables INST, M2, PVT, LEI and PSE are I(1), hence, they are used in first differences across the models. T-ratios are in italics and in parenthesis.
Thirdly, a proxy for physicall capital, INV presents a positive but statistically insignificant effects on GROWTH (Bond et.al, 2010) . In addition, the ratio of liquid liabilities, M2, amid information asymmetries and lack of experience by smaller entrepreneurs in terms of how to make better use of finance, in general present negative and not statistically significant estimates on growth. Regressions were also estimated using PVT as a proxy for financial development and the results are essentially similar (See Table 3a in the Appendix).
The variables for level of democracy (INST), population growth (POPGR), both proxies for human capital-private spending on education (PSE) and secondary school enrolment ratio (EL) have the expected signs, yet are statistically insignificant. Finally, the F * tests indicate that there is evidence of country fixed effects.
Difference and System GMM Estimators
Methodology
Difference and system generalised method of moments (DIF-GMM and SYS-GMM) for dynamic panels have gained much popularity in recent years. This is due to the fact that these estimators are able to circumvent several modelling concerns such as endogeneity of regressors, which lead to problems of inconsistent and biased estimates. Research papers that propose the use of generalised method of moment estimators include Holtz-Eakin, Newey and Rosen (1988), Arellano and Bond (1991), Arellano and Bover (1995); and Blundell and Bond (1998).
A recurring debate in the literature is that growth, inflation and investment are three endogenous variables (Temple, 2000) . To investigate this, the Hausman (1978) test for endogeneity is conducted and it confirms endogeneity in the model, as we reject the null of exogeneity of the regressors with a Hausman test statistic of 18.57. Consequently, the use of DIF-GMM and SYS-GMM is necessary since these estimators are designed to deal with the endogeneity problem, and also to fit linear models with a dynamic dependent variable, additional control variables and fixed effects (Roodman, 2009 ). Other studies such as Cukierman et al. (1993) uses several indicators as instruments, including Central Bank independence and turnover of Central Bank governors. However, due to data unavailability for such indicators in the SADC region, our DIF-GMM and SYS-GMM methods use lagged values of GR, INF and INV as instruments. In particular, since growth, inflation and investment are assumed to be endogenous, they are instrumented with their first lags. Consider the following data generating process:
(7) where:
Cross-sectional units are indexed by and time is indexed by . A vector of control variables is represented by and this may include lagged values for both dependent variable and controls. The fixed effects and idiosyncratic shocks are represented by and , respectively. The panel has ( dimension and may be unbalanced. When is subtracted from both sides of (3), we get an equivalent equation of growth presented as: (8) In DIF-GMM, estimation occurs after the data is differenced once in order to eliminate the fixed effects, while the SYS-GMM augments the DIF-GMM by estimating both in differences and in levels (Roodman, 2009 ). Therefore, SYS-GMM augments the DIF-GMM by making an assumption that first differences of instrument variables are uncorrelated with FE and, thus, allows for the introduction of more instruments, thereby improving efficiency. Therefore, the extra moment conditions embedded within the SYS-GMM estimators render it to be a better estimator. When using these two estimators, caution needs to be exercised with respect to the number of instruments used. In particular, numerous instruments can overfit the endogenous variables and, therefore, the results will not be robust. This paper uses the Sargan (1958) test (an equivalent of Hansen (1982) test) to check for over-identification of restrictions.
Results
The resuls from the difference and System GMM models, which takes care of endogeneity among the variables, closely reflects the results of the FE models. Coefficients for initial level of income, inflation, government expenditures and openess to international trade, all depict the correct signs and are statistically significant at all levels. The results depict that openness to trade has a significant impact on economic growth across the SADC region. The significance in the openness indicator suggests that a 1 % increase in average growth rate of the trade sector raises real GDP growth by about 0.6-0.7 % across all the four GMM models estimated. The coefficient of financial development variable as proxied by M2 was found to be statistically insignificant. The estimations were also carried out using private sector credit extension as a proxy for financial development and the results are similar (See Table 3a in the Appendix).
There is evidence that a faster growing government sector (proxied by government expenditures to GDP ratio) is associated with slower economic growth. A 1 % increase in the annual growth rate of the government expenditures to GDP ratio decreases the annual economic growth rate by about 0.46-0.56 %. Higher inflation is also found to affect economic growth detrimentally, with a 1 % increase in inflation rate retarding economic growth rate by about 0.19-0.21 %. There is also evidence of conditional convergence in the region, meaning that poorer countries in the SADC region are likely to grow faster and catching up with richer countries in the region. Note: See the remarks for Table 4 .
Contrary to the DIF-GMM results, the SYS-GMM models depict that coefficient for GOV still has the correct sign although it is not statistically significant. In addition, POPGR and EL are now statistically significant and have the expected signs, meaning that investing in human capital has positive implications on economic growth in the SADC region, as suggested by economic theory. In a similar fashion, PVT was used and the results are more or less the same (see Table 4a in the Appendix). The second-order serial correlation test developed by Arellano and Bond (1991) depicts that there is no second-order serial correlation present, both in DIF-GMM and SYS-GMM models. In addition, the Sargan (1958) test for over-identification of restrictions was used and the results indicate that the restrictions are not over-indentified and, therefore, the results are robust and not weakened by many instruments.
Seeminlgy Unrelated Regression (SUR) Estimator
Methodology
This estimator was proposed by Zellner (1962) and it allows for crosssectional dependence, capturing efficiency due to the correlation of the disturbances across country-specific equations. As discussed earlier, countries in the SADC region are striving towards common goals and, therefore, are likely to pursue similar macroeconomic policies, implying that there might be cross-country dependence in the sample. The reason for the interdependece emanates from the fact that over the years countries experience increasing economic and financial integration, which implies strong interdependence among countries (Baltagi, 2008) . The presence of cross-sectional dependence implies that FE estimators are still consistent although inefficient, hence the standard errors are biased. Therefore, Seemingly Unrelated Regressions (SUR) estimator deals with cross-country dependence. The SUR estimator is based on large-sample properties of large T ( ) and small N datasets. Hoyos and Sarafidis (2009) points out that panel data sets usually exhibit cross-sectional dependence, which usually arise due to the presence of common shocks and unobserved components that become part of the error term.
Therefore, testing for cross-sectional dependence is important in estimating panel data models. For this paper, T = 33 and N = 13 (T > N) and the appropriate test is the Breusch-Pagan (1980) Lagrange Multiplier (LM) test. In this case, the null of no cross-sectional dependence was rejected for the CMA, SACU and SADC regions, indicating that there is cross-sectional dependence in these regions and this warrants the use of a SUR models (See Tables 6 and 7) . As highlighted by , the SUR estimates different country time series, which are then weighted by the covariance matrix of disturbances. Therefore, this methodology further disaggregates the analysis for a more in-depth view of the effects of the several variables on growth in the region.
Results
Contrary to our a priori expectations, when we further disaggregate the analysis and make use of the SUR estimator which takes into account any betweencountry dependence present in the data, the findings are mixed. Table 7 shows that there is no β-convergence in the CMA region, meaning that smaller countries in the region are not growing fast enough to catch up with the bigger country (i.e. South Africa). However, the salient feature of the results is that, for most countries in the CMA region, spending on physical capital, the high extend of financial development, and faster population growth rate have the expected signs. Investment has a positive impact on economic growth for Lesotho, South Africa and Swaziland, meaning that these countries' economic growth depends also to higher spending on physical capital. In Namibia, we observe a positive significant association between inflation and growth. This positive significant association can potentially be interpreted that despite increases in inflation, Namibia still managed to register positive growth rates, although these growth rates may still be below its potential growth rates. Public spending on education and the government spending seems to have depicted expected positive impact on economic growth only in Namibia. The results in the SADC region are mixed. There seems to be β-convergence in Angola, Mozambique, Seychelles and Zimbabwe. Inflation is detrimental to economic growth in countries such as Angola, Seychelles, South Africa and Swaziland. For the others, inflation has a positive impact on economic growth. Government spending can both affect economic growth positively or negatively, depending on whether such spending is channeled towards productive sectors. In the case of South Africa, government spending has a positive effect on growth, while for Mauritius, the impact is negative. The other findings are self-explanatory, though mixed (SURE results for SACU and other SADC countries are available in the Appendix). , NAM (Namibia), SYC (Seychelles), SA (South Africa), SWA (Swaziland), TZN (Tanzania), ZMB (Zambia), and ZWE (Zimbabwe). */**/*** denotes significance at 10 %, 5 % and 1 % levels, respectively.
All variables are in logarithms, except INST which ranges from -10 to +10. Variables: INST, M2, and PSE are I(1), hence, used in first differences.
INFERENCE ON EMPLOYMENT AND POVERTY
Poverty has now become a subject of global interest. In fact, the first foal in the Millennium Development Goals (MDGs) scheme was to halve poverty by 2015 (Fosu, 2010 ). The general agreement shows that aggregate income growth is necessary to reduce poverty (World Bank, 1990 ). In particular, macroeconomic variables such as inflation, unemployment, government expenditure and economic growth have been proven to have an impact on poverty (Kashi and Shahiki Tash, 2014) . In order to reduce poverty, economic growth has to be reflected in higher family incomes generated through productive jobs at adequate wages. Employment is the main source of household income, thus job creation and improved labour productivity are the fundamental mechanisms whereby economic growth can be reflected in poverty reduction, and growth can then be translated into better incomes (Islam, 2004; Osmani, 2002) .
There are several studies that emphasize the importance of inequality in determining the responsiveness of poverty to growth. For instance, Easterly (2000) evaluated the impact of the Bretton Woods Institution's programmes by specifying growth interactivity with the level of inequality in the poverty-growth equation and found that the effect of the programmes was enhanced by lower inequality. Adams (2004) provided elasiticy estimates showing that the growth elasticity of poverty is larger for the group with the smaller Gini coefficient.
Due to lack of comparable data over time and across the SADC region, this section focuses on making simple inferences on how growth, unemployment and poverty reduction are interlinked in the SADC region. Figure 3 depicts that most countries in the SADC region that experienced higher average economic growth rates during a ten-year period, also had lower unemployment rate levels. This implies that there is a negative relationship between economic growth and unemployment, and ultimately lower unemployment levels are conducive for poverty reduction. The same pattern can be observed when a ten-year period, ranging from 1991-2011, is taken into consideration (see Appendix). (2000) used cross-country African data and found that poverty is more sensitive to income inequality than it is to income Therefore, faster economic growth tends to lead to lower inequality through employment creation (inclusive growth). Employment lies at the heart of the concept of inclusive growth. Ianchovichina and Lundstrom (2009) justified that employment is a means through which all excluded individuals are able to achieve sustainably higher (er) income levels. Hence, it can be deduced that higher economic growth leads to lower income inequality between the rich and the poor, and, therefore, leads to poverty reduction. Figure 4 depicts that the income inequality between the rich and the poor has been wide for most of the SADC countries. The inequality of income has been high in countries such as Namibia, Seychelles and South Africa, and low in countries such as Tanzania. 
CONCLUSION AND POLICY RECOMMENDATIONS
Several conclusions can be drawn from the empirical results. On the positive side, there is evidence of conditional convergence among the SADC countries, meaning that poorer countries tend to be growing faster and catching up with richer countries in the region. Furthermore, there is evidence that countries which are more open to international trade are likely to experience higher economic growth. The development of the financial sector also significantly promotes countries' growth rates. Human capital is also found to significantly influence economic growth in the region.
On the negative side, factors such as inflation, government spending in unproductive sectors, and political instability are found to retard economic growth in the region. This is because inflation in the economy will cause production to slow down since production will sustain higher prices. Inflation also increases the welfare cost to society, reduces international competitiveness of a country because of more expensive exports, thereby reducing economic growth in the long-run (Khan and Senhadji, 2001). These findings are similar to those of Fischer (1993) and De Gregorio (1993) . A measure of the size of the government was found to have a negative and statistically significant impact on economic growth. The negative sign is indicative of a notion that high government spending may not necessarily fuel economic growth, in fact it may retard economic growth, if such spending is made on non-productive sectors of the economy . The policymakers need to keep in mind that low inflation in the SADC region is a precondition for economic activity, and also that high inflation affects mostly the welfare of the poor. Therefore, low inflation is not just a necessary condition for economic activity, but also a sufficient condition for macro-economic stability. On the international trade front, policymakers in the SADC region should focus their efforts to ease restrictions on international trade, design strategic trade policies, and intensify efforts in trade negotiations to enable better access for exports. On the human capital front, policymakers in the region should continue to promote education policies (such as Free Primary and Secondary Education) and enhance the quality of the existing human capital stock.
The quality of the evidence presented is, to a certain extent, robust because we avoid using averages and take advantage of panel time-series analysis, which deals with important empirical issues, such as heterogeneity bias in dynamic panels and endogeneity in relatively thin panels. Essentially, this analysis is important because it allows to study the SADC region, without treating the region as a dummy or as an outlier to be removed from the sample. Therefore, the analysis conducted here represents a step forward in achieving insightful estimates, and in */**/*** denotes significance at 10 %, 5 % and 1 % levels, respectively. All variables are in logarithms, except INST, which ranges from -10 to +10. Variables INST, M2, PVT, LEI, and PSE are I(1), hence, they are used in first differences across the models. T-ratios are in italics and in parenthesis. 
