In this paper, we propose a hybrid genetic algorithm by simulated evolution using 2-opt method. The proposed method uses probabilistic search by simulated evolution using 2-opt method to avoid a risk of initial convergence or local solutions, and realizes the improvement of solutions over long generations by genetic algorithm. We carried out a series of computer experiments, and compared the proposed method with the hybrid genetic algorithm using 2-opt method. We confirmed that the better solution can be obtained in the proposed method than the hybrid genetic algorithm using 2-opt method in the large-scale traveling salesman problem.
Introduction
Recently, combinatorial optimization problems in the engineering become even more complex. Consequently, it is difficult to search an optimal solution in such problems. For the problem in which it is difficult to get the optimal solution, heuristics [1] [2] is often employed to get an approximate solution. In recent years, much research on hybrid technique using two or more heuristics and algorithms [3] [4] is carried out in order to obtain high accuracy solution. As one of these methods, the methods based on Genetic Algorithm (GA) [4] are proposed.
In the genetic algorithm, global search by plural populations is realized, and it is known that the genetic algorithm shows great ability for combinatorial optimization problems. The genetic algorithm repeats genetic operation such as selection, crossover, mutation and searches solutions over plural generations. However, in the large-scale combinatorial optimization problems, it is known that the genetic algorithm often fails to obtain the optimal solution. And some hybrid methods of genetic algorithm and local search methods [5] [6] are proposed in order to improve the searching ability.
In this paper, we propose a hybrid genetic algorithm by simulated evolution using 2-opt method. The proposed method uses probabilistic search by simulated evolution [7] using 2-opt method [1] to avoid a risk of initial convergence or local solutions, and realizes the improvement of solutions over long generations by genetic algorithm.
Simulated Evolution
Here, we explain the Simulated Evolution (SimE) [7] which is used in the proposed method. The SimE is one of the optimization algorithms.
Step 1 : Generation of Initial Solution
One initial solution is generated randomly.
Step 2 : Evaluation
Each element which is the component of the solution is evaluated. In the TSP (Traveling Salesman Problem), the distance from the city i to the next city j (d ij ) is evaluated as the element.
Step 3 : Selection Based on the evaluation value which is calculated in
Step 2, the elements are divided into two groups; (1) the element group which does not improve F r and (2) the element group which improves F r . The element whose evaluation value is high tends to be selected as the member of the element group which does not improve F r .
Step 4 : Allocation
The elements which are selected as the member of the element group which improves F r are improved. The improvement is realized using the heuristics. For example, in the TSP, the 2-opt method and so on are used as the heuristics.
Step 5 : Repeat
Steps 2∼4 are repeated until the solution satisfies termination condition.
2-opt Method
The 2-opt method [1] is a simple local search algorithm for solving the Traveling Salesman Problem (TSP). This method deletes two edges, thus breaking the tour into two paths, and then reconnects those paths in the other possible way.
Step 1 : Selection of Base Node
The base node a is selected. Here, the node which corresponds to the next city to the city which corresponds to the base node in the previous iteration is selected as the new base node. In the first iteration, the base node is selected randomly.
Step 2 : Selection of New Next Node Candidate The new next node candidate b is selected from the nodes except for the base node a and the nodes which connect to the node a.
Step 3 : Reconnection If the route in which the base node a connects to the node b and the node a + 1 connects to the node b + 1 is shorter than the original route, these nodes are reconnected (See Fig.1 ).
Step 4 : Repeat (Steps 2 and 3)
Steps 2 and 3 are repeated until the reconnection in Step 3 is carried out or all nodes except for the nodes a and a − 1 are selected as the new next node candidate b.
Step 5 : Repeat (Steps 1∼4) Steps 1∼4 are repeated until the reconnection of the nodes is no longer made even if Steps 2∼4 are repeated.
Hybrid Genetic Algorithm by Simulated Evolution using 2-opt Method
Here, the proposed hybrid genetic algorithm by simulated evolution using 2-opt method is explained. Figure 2 shows the flow of the proposed method.
Flow of Proposed Method
Step 1 : Decision of Genotype In the proposed method, the solution in the TSP is expressed by the path expression (See Fig.3 ).
Step 2 : Generation of Initial Population N initial individuals are generated randomly.
Step 3 : Improvement of Initial Population by SimE using 2-opt Method The initial individuals generated in Step 2 are improved by Simulated Evolution (SimE) using 2-opt method.
Step 3-1 : Calculation of Evaluation Value
The evaluation value for the city x, e x is calculated as follows; is the distance from the city x to the nearest city, and l xy is the distance between the city x and the city y.
Step 3-2 : Decision Whether to Make Improvement about Element x
is satisfied, the element x is improved. Here, R (0 ≤ R < 1) is random number. Since e x is 0 < e x ≤ 1, the element whose evaluation value e x is low tends to be improved. When making the improvement about the element x, go to Step 3-3. Otherwise go to Step 3-4.
Step 3-3 : Improvement of Element x by 2-opt Method
The solution is improved by the 2-opt method. Here, the node which represents the city x is set to the base node.
Step 3-4 : Repeat
Steps 3-1∼3-3 are repeated for all elements. Step
: Calculation of Fitness
The fitness is calculated. The fitness of the individual i g i is given by
where d i is the length of the route which is expressed by the individual i and N is the number of individuals.
Step
: Selection
The genes which are used in the crossover are selected by the elite selection and the roulette selection. Since the proposed method uses the Edge Assembly Crossover (EAX) [8] , one child is generated from two parents. As a result, twice individuals are selected by the roulette selection as the individuals to be generated in the crossover.
Step 6 : Crossover Children are generated by the EAX.
Step 7 : Mutation
It determines whether to make mutation to individuals other than the elite based on the mutation rate. In the proposed method, the inversion [9] is employed. In the inversion, two points are selected randomly and the elements between these points are made into the reverse order. Figure 4 shows an example of the inversion.
Step 8 : Repeat (Steps 5∼7) Steps 5∼7 (the selection, the crossover and the mutation) are repeated.
Step 9 : Improvement of Population by SimE using 2-opt Method
The improvement by the simulated evolution (SimE) using 2-opt method is made every T generations.
Step 10 : Repeat Steps 5∼9
Steps 5∼9 are repeated.
Edge Assembly Crossover (EAX)
When the parents A and B (tour-A and tour-B)are given, the EAX creates one child from them. Step 1 : Generation of Graph G AB
The graph G AB is generated from two parents A and B. The graph G AB is the graph obtained by overlapping tour-A and tour-B. In the propose method, the graph G AB is treated as the undirected graph.
Step 2 : Generation of AB-cycle
The edges on the graph G AB are divided into ABcycle. AB-cycle is a cycle generated by tracing edges of tour-A (e A (∈ E A )) and tour-B (e B (∈ E B )) alternatively on the graph G AB . Here, E A is the edge set in the tour-A and E B is the edge set in the tour-B. All edges can be divided into AB-cycle. Figure 6 shows an example of AB-cycle generated from the graph G AB shown in Fig.5 .
Step 3 : Generation of E-set (Exchangeable Edge Set)
E-set (Exchangeable Edge Set) is generated by choosing arbitrary AB-cycles which have four or more edges. If the graph G AB is an undirected graph, E-set is described as
in the subset D of the set E A ∪ E B . Here, δ A (v) is the number of edges which connect to the node v and belong to E A ∩ D, and δ B (v) is the number of edges which connect to the node v and belong to E B ∩ D. Figure 7 shows an example of the generated E-set from the AB-cycle shown in Fig.6 .
Step 4 : Generation of Intermediate Individuals
Intermediate individuals are generated by applying the E-set generated in Step 3 to the tour-A. The intermediate individuals have to have two edges in each node. The intermediate individual is generated by deleting the edges in the E-set from the edges in the tour-A and adding the Figure 7 . An Example of E-set Generated from Left ABcycle Graph in Fig.6 .
edges of the tour-B in the E-set. The edge set in the intermediate individual is given by
If the generated intermediate individual is a cycle, it becomes the child. If the generated intermediate individual consists of plural sub-cycles, go to
Step 5. Figure 8 shows an example of intermediate individual.
Step 5 : Improvement of Intermediate Individual
If the intermediate individual generated in Step 4 consists of plural sub-cycles, it is improved by the heuristics. In the proposed system, the method based on the 2-opt method is used as the heuristics.
5-1 : Selection of Sub-cycles
Two sub-cycles C α and C β to be connected are selected from the sub-cycles in the intermediate individual randomly.
Step 5-2 : Connection of Sub-cycles
The length of the following cycles is calculated.
1. The cycle generated by deleting the edge between the node a and the node a + 1 in the sub-cycle C α and the edge between the node b and the node b + 1 in the sub-cycle C β and connecting the node a and the node b, the node a + 1 and the node b + 1.
2. The cycle generated by deleting the edge between the node a and the node a + 1 in the sub-cycle C α and the edge between the node b and the node b + 1 in the sub-cycle C β and connecting the node a and the node b + 1, the node a + 1 and the node b.
The cycle whose length is minimum is generated from two sub-cycles C α and C β .
Step 5-3 : Repeat
Steps 5-1 and 5-2 are repeated until all sub-cycles are connected in the intermediate individual. Figure 9 shows an example of the generated child individual.
Computer Experiment Results
Here, we show the computer experiment results to demonstrate the effectiveness of the proposed method. Figure 9 . An Example of Generated Child Individual.
Comparison with 2-opt Method and Simulated Evolution using 2-opt Method
Here, we compared the 2-opt method with the simulated evolution using 2-opt method (we call this method "SimE2-opt") in order to clear the effectiveness of the simulated evolution.
In this experiment, 300 initial individuals are generated randomly, and each individual was improved 300 times by the simulated evolution using 2-opt method. And a280 (280 cities problem) and pr1002 (1002 cities problem) in the TSPLIB[10] were used. Table 1 shows the search results in the 2-opt method and the simulated evolution using 2-opt method. This is the average result of 20 trials. In Table 1 , the error rate is the error of the average of best solutions and the optimal solution, and is given by
where D ave is the average length of the tour expressed in the best solution in 20 trials and O is the length of the tour expressed in the optimal solution.
As shown in Table 1 , in the problem a280, the 2-opt method is superior to the simulated evolution using 2-opt method. However, in the problem pr1002, the simulated evolution using 2-opt method is superior to the 2-opt method. From these result, if the number of cities are large, we can confirm that the simulated evolution using 2-opt method is superior to the 2-opt method. This is because of the probabilistic improvement in the simulated evolution using 2-opt method. Figure 10 shows the variation of the length of the best solution in the simulated evolution using 2-opt method. This is the average of 20 trials. In this figure, the length of the best solution in the 2-opt method is also shown for reference. As shown in this figure, after 10th generation, the length of the best solution in the simulated evolution using 2-opt method is shorted than that in the 2-opt method. And the solution converges around 20th generation.
Comparison with 2-opt Method and Hybrid Genetic Algorithm using 2-opt Method
Here, we compared the proposed method with the 2-opt method and the hybrid genetic algorithm using 2-opt method (without simulated evolution).
(1) Experimental Conditions Table 2 shows the experimental conditions. The same parameters were used in the proposed method and the hybrid genetic algorithm using 2-opt method (without simulated evolution). The experiments were carried out in MacOS X ver.10.6.8 (Intel Core 2 Duo 2.26GHz, 4GB 1067GHz). (2) Accuracy of Solutions Table 3 shows the length of the tour of the best solutions in 10 trials and the error rate. As shown in Table  3 , the better solutions are obtained in the proposed system than the 2-opt method and the hybrid genetic algorithm using 2-opt method (without simulated evolution).
(3) Convergence Time Table 4 shows the average execution time for the convergence in each method. And Table 5 shows the average number of generations for convergence in each method.
As shown in Tables 4 and 5 , the proposed method needs more time and generations for convergence. This is because the proposed method uses the probabilistic local search using the simulated evolution using 2-opt method. As a result, the proposed method realizes the improvement of solutions over long generations by genetic algorithm.
(4) Variation of Best Solutions Figure 11 shows the variation of the length of the best tour in the proposed method (SimEHGA) and the hybrid genetic algorithm using 2-opt method (2-optHGA). In the early generations, the better solution is obtained in the hybrid genetic algorithm using 2-opt method than the proposed method. This is because the hybrid genetic algorithm using 2-opt method realize local search for whole route. However, after 100 generations, the better solution is obtained in the proposed method than the hybrid genetic algorithm using 2-opt method. Moreover, in the hybrid genetic algorithm using 2-opt method, the solution converges at 490th generation. In contrast, the proposed method can search better solutions until 620th generation, and finally the better solution than the hybrid genetic algorithm using 2-opt method. Figure 12 shows the variation of the length of the best tour for execution time in the same trial. As shown in Fig.  12 , the proposed method needs twice execution time to get the solution whose length of tour is almost same as the best solution in the hybrid genetic algorithm using 2-opt method. However, the proposed method can obtain the better solution than the hybrid genetic algorithm using 2-opt method finally. Figure 13 shows the variation of the length of the best tour in the early generation. As shown in this figure, the solution improved by the local search (the simulated evolution using 2-opt method) every 10 generations mainly in the early generations.
Conclusion
In this paper, we have proposed the hybrid genetic algorithm by simulated evolution using 2-opt method. The proposed method uses probabilistic search by simulated evolution using 2-opt method to avoid a risk of initial convergence or local solutions, and realizes the improvement of solutions over long generations by genetic algorithm. We carried out a series of computer experiments, and compared the proposed method with the hybrid GA using 2-opt method. We confirmed that the better solution can be obtained in the proposed method than the hybrid GA using 2-opt method without simulated evolution in the large-scale traveling salesman problem.
