We define modular equations describing the -torsion subgroups of the Jacobian of a hyperelliptic curve. Over a finite base field, we prove factorization properties that extend the well-known results used in Atkin's improvement of Schoof's genus 1 point counting algorithm.
Introduction
Modular equations relating invariants of -isogenous elliptic curves are a fundamental tool in computational arithmetic geometry. A great effort has been devoted to obtain equations sparser or with smaller coefficients than the classical polynomials Φ [12] , so nowadays these equations can be computed efficiently even for quite large . One of their important applications is the determination of the cardinality of an elliptic curve defined over a finite field [23] : the best method to date, at least for prime finite fields, is the Schoof-Elkies-Atkin algorithm in which the -torsion structure is widely used.
Nevertheless, very little is known about similar equations for higher genus curves. Since the hyperelliptic case is the best suited for computations, we restrict to this situation. Our goal in this article is then twofold:
• We define modular equations for hyperelliptic curves, without appealing to modular forms.
In the particular case of genus 1, our equations coincide with those introduced by Charlap, Cooley and Robbins in [11] .
• When the base field is finite, we prove that the well-known factorization properties of genus 1 modular equations extend to our higher genus construction. This makes them amenable for use in higher genus extensions of the Atkin improvement of Schoof's initial algorithm [26] .
If K is an extension field of k, we may distinguish the curves defined on k and K by y 2 = f (x), by denoting them C/k and C/K. Then the injection C/K → Jac(C/K) extends the injection C/k → Jac(C/k), and the group law on Jac(C/K) extends that of Jac(C/k).
In particular, let k be an algebraic closure of k. Then for a prime , we will denote by Jac[ ] the subgroup of -torsion elements of Jac(C/k).
Let τ be the hyperelliptic involution on C/k, and let ι denote the injection C/k → Jac(C/k). As a consequence of the Riemann-Roch theorem, any element in Jac(C/k) can be uniquely represented by a divisor of the form D = 1≤j≤r ι(P j ) with the following properties:
1. all P j are points on the affine part of C/k, 2. P j = τ (P j ) for all j = j , 3 . r is at most g.
The integer r is called the weight of D.
Let D and {P j } 1≤j≤r be as above; since the points P j are not at infinity, we may take P j = (x j , y j , 1). Then the Mumford-Cantor representation of D [24, 9] is defined by D = u(x), v(x) = x r + u r−1 x r−1 + · · · + u 0 , v r−1 x r−1 + · · · + v 0 , where u = 1≤j≤r (x − x j ) and v(x j ) = y j holds with suitable multiplicities, so that u divides v 2 − f . Since k is perfect, the divisor D is defined over a field K containing k if and only if the polynomials u and v have coefficients in K.
For j in 0, . . . , r − 1, we will denote by u j (D) (resp. v j (D)) the coefficient u j (resp. v j ) in this representation.
Modular equations 2.1 Definition
Let be an odd prime different from the characteristic of k. In this paragraph, we define the -th modular equation of a genus g hyperelliptic curve C defined over k.
To this end, we consider the -torsion divisors in Jac(C/k). The assumption that differs from the characteristic of k implies that the number of -torsion divisors of non-zero weight is 2g − 1 [21] .
From now on, we assume that all these divisors have weight exactly g; see Subsection 2.3 for the relevance of this assumption.
Genericity Assumption All non-zero -torsion divisors in Jac(C/k) have weight g.
Let D be an -torsion divisor. The divisors
form a cyclic subgroup of cardinality in Jac[ ]. Our objective is to be able to "separate" these subgroups, using only algebraic constructions. To this effect we choose a function t (D) with values in k, which takes a constant value on each of the subgroups D . Our modular equations may then be thought as a minimal polynomial of t .
Precisely, we define t as the following sum:
Our genericity assumption implies that this sum is well-defined for all non-zero -torsion divisors D.
Note that [−i]D and [i]
D have the same u g−1 -coordinate, so even though we restrict the number of summands to ( − 1)/2, t (D) depends only on the subgroup generated by D, as requested.
We next define the polynomial χ ∈ k[T ], whose roots are the values taken by t on the non-zero -torsion divisors:
T − t (D) .
The polynomial χ is a ( − 1 We now show that χ is actually in obviously holds. Since σ permutes the -torsion divisors, this equality shows that χ is left invariant by σ, so χ is in k[T ]. Since k is a perfect field, and χ is a ( − 1)-th power in k[T ], there exists a polynomial Ξ with coefficients in k such that χ = Ξ −1 .
Definition 1
The unique monic polynomial Ξ such that χ = Ξ −1 is called the -th modular equation of C.
The polynomial Ξ has degree 2g −1 −1 . To emphasize the dependence on the curve C, it may also be denoted by Ξ (C).
The rest of this article is devoted to describe the main properties of these equations, how to compute them and how to use them for cardinality computation, in the case when k is a finite field.
Remark 1 Our choice of the function t is arbitrary. In Section 5, we show that the interesting case is when Ξ is squarefree, which happens when t takes distinct values on distinct cyclic subgroups. Unfortunately, this will not be the case for all curves; then, an alternative choice of t may solve the problem:
Instead of considering the sum of the u g−1 -coordinates of half of the divisors in the subgroup, we choose some integer k and form the sum of the k-th power of any linear combination of all the 4 coordinates (u, v). Then, we might have to extend the summation in Equation (1) to all elements in the subgroup D , since not all coordinates are negation-invariant. The subsequent results follow in a similar manner for such alternative constructions.
Yet in practice, choosing the coordinate u g−1 yields the polynomial with smallest coefficients when working over Q, and in most of our experiments in genus 1 and 2, this polynomial turned out to be squarefree, as requested.
Remark 2
In the sequel, we will often consider curves with generic coefficients. Thus we define for once the generic curve of genus g as the curve of equation
over the rational function field Q(F 0 , . . . , F 2g−1 ). In this case, the polynomial Ξ belongs to
, and satisfies the following homogeneity property.
Theorem 1
The -th modular equation of the curve C g is weighted homogeneous, when giving weight 1 to T and weight 2g + 1 − i to F i for i = 0, . . . , 2g − 1.
Proof. Let λ be a non-zero rational, and let C g be the curve defined by
where
is an isomorphism between C g and C g . This isomorphism extends to an isomorphism between Jac(C g ) and Jac( C g ), which acts as follows in Mumford-Cantor's representation:
.
Given an -torsion divisor D on Jac(C g ), the value t (D) is sent to λt (D). Thus
This proves the theorem.
The weighted homogeneity implies that not all monomials appear in the modular equation for the generic curve. As a consequence, our modular equations are somewhat sparse, and we shall see below that for elliptic curves they provide a much smaller alternative to the classical Φ modular polynomials.
Remark 3 In our formalism, the modular equation for 2-torsion Ξ 2 is ill-defined in genus greater than 1. Indeed, the genericity assumption for 2-torsion is never satisfied, since the 2g + 1 roots of the defining polynomial f (x) give the abscissae of 2g + 1 weight 1 divisors of 2-torsion. In the particular case of elliptic curves, we can set Ξ 2 = f .
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The elliptic case
We illustrate our definition on an elliptic curve E, given by an equation y 2 = f (x), with f monic of degree 3. In genus 1, the genericity assumption is always verified, since the only divisor whose weight is not maximal is zero.
If P = (x, y) is a point on E and i a positive integer, the coordinates of [i]P are rational functions of P , see [29] :
The polynomials φ i (P ), ψ i (P ) 2 , and also ψ i (P ) if i is odd, are polynomials in x only. To follow the notation of the previous subsection, we see them as polynomials in the variable T .
Given an odd prime , the abscissae of the -torsion points are the roots of ψ . Let P be such a point; for i in 1, . . . ,
2 , the denominator in the rational function
is coprime to ψ . The image of this rational function modulo ψ is a polynomial h i, in k[T ] which gives the abscissa of [i]P in terms of the abscissa of P , for P of -torsion. Then, for all -torsion points P , t (P ) is given by the sum
The polynomial χ is thus the characteristic polynomial of 
These polynomials were already considered by Charlap, Cooley and Robbins in [11] , where the authors constructed them via modular forms. Our modular equations are a generalization to higher genus.
Remark 4 Except for Ξ 3 for which a factor 1 3 occurs, there are no denominators in the coefficients of the modular equations of the generic elliptic curve. This fact is proven in [11] using properties of modular forms. In higher genus we do not know a priori whether there are denominators in the modular equations of the generic curves. The computation in Section 4 shows that the modular equation Ξ 3 of the genus 2 generic curve does not have any denominator, but we do not expect this to be true in general.
Relevance of the genericity assumption
As mentioned in the previous subsection, the genericity assumption is satisfied in genus 1 for all curves, for all torsion indices coprime to the characteristic of the base field.
This condition is also satisfied for all genus 2 curves for 3-torsion. To see this, consider a genus 2 curve C. A divisor with non maximal weight is of the form P − ∞ for some point P ∈ C. Then the equality [3] (P − ∞) = 0 can be rewritten as [2] (P − ∞) = −(P − ∞), which implies that P = ∞ by the Riemann-Roch theorem. Thus except zero, all 3-torsion divisors have weight 2.
More generally, the genericity assumption is closely related to the Manin-Mumford conjecture which states that the Jacobian of a curve over the complex field contains only finitely many torsion elements of weight 1. More generally, Lang's conjecture, which is now known to be true [17, p. 435] , implies that the Jacobian of a given curve over the complex field contains only finitely many torsion elements of non-maximal weight, as soon as this Jacobian is simple. As a consequence, for a given curve with simple Jacobian, the number of primes for which the genericity assumption does not hold is finite, hence the name.
Note finally that this condition is true for all for the curve of genus 2 defined by y 2 = x 5 + 5x 3 + x, see [7] . Using the specialization theorem given in Section 3, we deduce that the genericity assumption is also true for all for the generic curve of genus 2.
Specialization properties
In the elliptic curve point-counting methods, a widely used strategy is to compute modular equations over the rationals and then reduce them modulo the characteristic of the base field. In this section, we want to legitimate this approach for our modular equations. Our purpose is thus to prove the intuitive result that the reduction of the modular equations of a curve C coincide with the modular equations of the reduction of C.
We are interested in both specializing the coefficients of a curve defined over a rational function field, and also in reducing the coefficients of a curve defined over a number field. Thus we work in the setting of local and global fields, which will help encompass both notions. Throughout this section, we assume once and for all that all the fields are perfect.
We recall below the definition of reduction and good reduction of a curve defined on a local or a global field. Then Theorem 2 proves that if C is a curve with good reduction, and if the reduced curve satisfies the genericity assumption for some prime , then this is also the case for C and its -modular equation specializes as expected; the main ingredient of the proof is the injectivity of the reduction of the -torsion, as proven for instance in [17] . We will use Theorem 2 for computational purposes in Section 4.
First, a few notations are necessary. If (K, v) is a non-Archimedian local field, we denote by
respectively the ring of integers of K and its maximal ideal.
With these notations, let C : y 2 = f (x) be a hyperelliptic curve defined over K, such that f has its coefficients in R K . We say that C has good reduction if 2disc(f ) is not in m K . In this case, the curve defined by the reduction of y 2 = f (x) modulo m K has the same genus as C. This curve is called the reduction of C; its Jacobian is the reduction of the Jacobian of C modulo m K , see [22] .
If now K is a global field and v a non-Archimedian valuation of K, the completion K of K at v is a local field. Thus the above discussion enables us to define the notion of good reduction at v of a curve C defined over K: if C is defined by an equation with coefficients in K ∩ R K , C has good reduction at v if C/K has good reduction. Then the specialization properties are stated as follows.
Theorem 2 Let K be a global field, and v a non-Archimedian valuation of K. Let K be the completion of K at v, R K its ring of integers, m K its maximal ideal and k the residual field R K /m K . Let C be a genus g hyperelliptic curve defined over K, and an odd prime different from the characteristic of k.
Assume that C is defined by an equation with coefficients in K ∩ R K , that C has good reduction at v, and that the reduced curve C satisfies the genericity assumption for the prime . Then C satisfies the genericity assumption for , all coefficients of
Before proving the theorem, a few comments are in order. Theorem 2 applies to specializations at non-Archimedian places of number fields, so for instance it allows for the reduction modulo prime numbers of modular equations with rational coefficients. The second obvious application is the specialization of modular equations with coefficients in univariate function fields defined over a perfect field.
We considered in Section 2 the case of the generic curve of genus g, which is defined over the rational function field Q(F 0 , . . . , F 2g−1 ) by the equation
Its modular equations have coefficients in
is not a local field, so Theorem 2 does not apply directly, i.e. it does not allow to specialize F 0 , . . . , F 2g−1 at once. Yet we may circumvent this difficulty. Consider the isomorphism
. The right-hand side is a univariate function field over Q(F 0 , . . . , F 2g−2 ), for which Theorem 2 applies; i.e. specializing F 2g−1 is allowed. Iterating this process allows to successively specialize F 2g−2 , . . . , F 0 , as requested.
Proof of Theorem 2. Since K is an extension field of K, the modular equations Ξ (C/K) and Ξ (C/K) coincide. Thus it is enough to prove the result for the curve C/K, defined over the local field K.
Let K be an algebraic closure of K, let Jac[ ] be the -torsion divisors on Jac(C/K) and let I be the canonical injection
are points in C/K, not at infinity and not pairwise conjugate, and where r(D) is at most g.
We let L be a finite extension of K, such that all -torsion divisors D and all points
are L-rational. Then L is a non-Archimedian local field, for a valuation that extends that of K, and that is still denoted by v. We denote by R L and m L the ring of integers of L and its maximal ideal, and the reduction modulo m L is denoted by a bar. We still denote by
The curve C/L has good reduction; the reduced curve, defined over the residual field of L, is still denoted by C; the canonical injection C → Jac(C) is denoted by ι. Note that the residual fields of K and L have the same characteristic.
Let D be a -torsion divisor on Jac(C/L). We simplify the notation D = 1≤j≤r(D) I(P D j ), writing D = 1≤j≤r I(P j ) instead. Then, due to the good reduction of C, the following holds:
Moreover, D is a -torsion divisor on Jac(C). Since the characteristic of k is different from , Theorem C. 2.6 in [17] shows that D is not zero. Using the genericity assumption on C, this shows that D has weight g, which implies that r = g, so C satisfies the genericity assumption too. This also implies that all points P j are on the affine part of C.
Let us write P j = (x j , y j , z j ), with all coordinates in the ring of integers R L , and at least one of them not in m L . By the above remark, z j does not reduce to zero modulo m L , so v(z j ) = 1. Dividing by z j , we write P j as (X j , Y j , 1), with coordinates in R L ; then P j is given by (X j , Y j , 1). Taking all points P j into account, this shows that u g−1 (D) is in R L , and a short calculation also gives that u g−1 D = u g−1 (D). Recall now that the function t (D) is defined as
The set of non-zero -torsion divisors on C reduces to the set of non-zero -torsion divisors on C, so
by Gauss' lemma. The above reduction can then be written Ξ (C) −1 mod m K = Ξ (C) −1 . Since both polynomials are monic, Ξ (C) mod m K = Ξ (C).
4 Algorithms
We consider now the question of computing the modular equations, with an emphasis on the genus 2 case. In the first subsection, we show how Cantor's division polynomials [10] can be used to give a description of the -torsion subgroup of a hyperelliptic Jacobian in genus 2, from which its -th modular equation can be deduced; we illustrate this with examples for 3 and 5-torsion. We also present a solution by specialization techniques for 3-torsion in genus 2. The arbitrary genus case is finally addressed, using Adleman and Huang's algorithm for computing the -torsion points on a hyperelliptic Jacobian [4] .
Computing Ξ in genus 2
Computing Ξ is a two-stage process: first compute a representation of the -torsion divisors, then compute the modular equation using this information. This strategy was already hinted at in Subsection 2.2, where we addressed the elliptic case. In genus 1, the -torsion divisors are the roots of the elliptic division polynomials, and the modular equations come from characteristic polynomial computations modulo these division polynomials. In genus 2, the torsion divisors can be characterized using Cantor's division polynomials [10] ; the subsequent characteristic polynomial computations are analogous to the elliptic case.
The solution we present here demands further conditions on the -torsion divisors, which are generically satisfied. In Subsection 4.2, we will present a more intricate solution, but which is valid in all cases. In this subsection, C is a genus 2 curve defined over a field k by the equation
with f of degree 5.
First step: computing the torsion divisors. We use the strategy from [13] . For a weight 2 divisor D = P 1 + P 2 − 2∞, the condition [ ]D = 0 can be restated as
Let x 1 , x 2 , y 1 , y 2 be new variables, and take P 1 = (x 1 , y 1 ), P 2 = (x 2 , y 2 ). Then the Mumford-Cantor coordinates of [ ](P 1 − ∞) and −[ ](P 2 − ∞) are rational functions of x 1 , x 2 , y 1 , y 2 with coefficients in k. These rational functions can be derived efficiently by recursive formulae given in [10] :
2 are univariate polynomials of degrees respectively 2 2 − 1, 2 2 − 2, 2 2 −3, 3 2 −2, 3 2 −2, 3 2 −3. From now on we assume that is fixed, and drop the superscript ( ) for simplicity.
The genericity assumption on C can then be made explicit: in [10] it is shown that a weight 1 divisor D = ( If this is the case, we form the equations in x 1 , x 2 , y 1 , y 2 expressing that [ ](P 1 −∞) = −[ ](P 2 −∞):
Further equations and inequalities must be added to this system:
The equations specify that P 1 and P 2 are indeed points on the curve. The first inequality is necessary to discard the obvious solutions P 1 = −P 2 , but may also eliminate points P 1 such that [ ](P 1 −∞) is of 2-torsion. The second inequality allows to clean the denominators, and is equivalent to the assumption that [ ](P 1 − ∞) has weight 2.
Due to the symmetry in (P 1 , P 2 ), for a general curve, this system has 2( 2g − 1) solutions, but this number may drop if [ ](P 1 − ∞) is of 2-torsion or has weight 1, for some -torsion divisor of the form
be the ideal defining the solutions of the above system, we thus have to check that I has the maximal number of solutions, i.e. 2( 2g − 1).
To this effect, we can use standard effective elimination algorithms such as Gröbner bases [8] or geometric resolution procedures [14, 15] . We refer to [13] for a faster solution based on resultant computations, which relies on the very specific shape of the system to solve.
Whatever routine we choose, we consider from now on that we are in the favorable case of an ideal I having 2( 2g − 1) solutions, and that, as an outcome of the elimination procedure, we can compute effectively modulo I .
Second step: deducing Ξ . In genus 2, the function t (D) defined in Section 2 becomes
Roughly speaking, we want to compute t modulo I . To this effect, for i = 1, . To obtain h i, , we compute the Mumford-Cantor coordinates of [i](P 1 − ∞) + [i](P 2 − ∞), where P 1 (resp. P 2 ) is the point of coordinates (x 1 , y 1 ), resp. (x 2 , y 2 ), all computations being done modulo I . These computations can be done using Cantor's division polynomials and Cantor's addition algorithm [9] . As such, they involve divisions modulo I , which are possible in general, but may fail in unlucky cases.
We assume from now on that all these divisions can be done. In this lucky case, the polynomial χ defined in Section 2 is the characteristic polynomial of 1≤i≤ −1 2 h i, modulo I ; so it can be computed using linear algebra in the quotient k[x 1 , x 2 , y 1 , y 2 ]/I . Knowing χ , we then deduce the modular equation Ξ using the squarefree factorization of χ . If we write
Since the base field is perfect, the squarefree factorization of χ can be computed using for instance Yun's algorithm [30] .
First example: 3-torsion. For the particular case of the 3-torsion in genus 2, we already noted that the genericity assumption is always satisfied. Further simplifications arise in this case.
Consider again the equations in x 1 , x 2 , y 1 , y 2 expressing that [3] 
The computation shows that all denominators in these equations are powers of f (x 1 ) and f (x 2 ); the Riemann-Roch theorem shows that these are non-zero quantities if P 1 + P 2 − 2∞ is of 3-torsion. In other words, the ideal I 3 described above always has the maximal number of solutions, i.e. 2 × (3 4 − 1) = 160. We define the ideal I 3 ⊂ k[x 1 , x 2 , y 1 , y 2 ] using these polynomials; then the definitions in Section 2 show that for 3-torsion, t 3 (D) coincides with u 1 (D), so χ 3 is the characteristic polynomial of x 1 +x 2 modulo I 3 , and Ξ 3 is the square-root of χ 3 .
As an example, if C is the genus 2 curve defined over F p with p = 101009 by the equation The particular case of the generic curve. We have a special interest for the generic curve of genus 2 defined over Q(F 0 , F 1 , F 2 , F 3 ) by the equation
and its modular equations in
Computing these polynomials is a one-time job, which becomes useful in conjunction with the specialization Theorem of Section 3, as illustrated below.
The first case of interest is for 3-torsion. To compute Ξ 3 (C 2 ), the elimination techniques mentioned above become cumbersome: the base field is now a rational function field, and we have no control on the degrees in (F 0 , F 1 , F 2 , F 3 ) of the intermediate expressions we have to handle. Thus we used alternative resolution techniques, based on the work of the TERA group [3] : the algorithm we used is based on a symbolic Newton operator, which enables to compute successive approximations of Ξ 3 (C 2 ), with increasing precisions in (F 0 , F 1 , F 2 , F 3 ), starting from the data of Ξ 3 for a curve with rational coefficients.
Using these techniques, computing Ξ 3 (C 2 ) requires approximately 4 hours of CPU time using Magma, on a 4 GB, 500 MHz Compac DS20 processor. We mention that a direct approach based on a Gröbner basis computation fails, by lack of memory. For more details, we refer to [28] .
The resulting polynomial Ξ 3 (C 2 ) can be downloaded from the web-page of the second author http://www.medicis.polytechnique.fr/~schost/. It has 1747 monomials with non-zero coefficients, belongs to
, and is monic in T . To have an estimate of its size, here 13 are its first coefficients:
Let now p be a prime greater than 3 and C a genus 2 curve defined over Z/pZ by the equation
Theorem 2 shows that the polynomial Ξ 3 (C) ∈ Z/pZ[T ] is obtained by substituting the values f i for the indeterminates F i in Ξ 3 (C 2 ) after reducing its coefficient modulo p. We note that this solution is used within Magma's hyperelliptic curve package [1] .
Until now, we always excluded the case = p. To get a hint about the problems that can arise, we can reduce all the coefficients of Ξ 3 (C 2 ) modulo 3, expecting some degeneracy similar to the Kronecker relations for the elliptic modular polynomials Φ . We obtain
In characteristic 3, the Jacobian of a curve of genus 2 has at most 9 points of 3-torsion. Therefore there are at most 4 distinct values for the u 1 -coordinate of 3-torsion elements, whereas Ξ 3 modulo 3 has 8 roots. We deduce that Theorem 2 cannot be generalized easily to the case p = .
The next interesting case is that of Ξ 5 (C 2 ) for 5-torsion. We estimate that this polynomial has several million monomials, so new techniques will be needed to store it, relying on the evaluation philosophy of [16] .
Computing the modular equation: the general case
The solution of Subsection 4.1 is specific to genus 2, and requires additional non-vanishing assumptions. We turn here to the general case of a genus g hyperelliptic curve C defined over a field k, and indicate how to compute its -th modular equation. This process is very similar to the one described above: first compute a representation of the -torsion divisors on Jac(C), then compute the modular equation. The previous additional assumptions are ruled out now, at the cost notably of a more delicate pre-computation.
As in the genus 2 case, the Mumford-Cantor coordinates of the -torsion divisors are algebraic over k. For the general case, Adleman and Huang propose in [4] an algorithm that computes a representation of these numbers by the following objects, whose existence is guaranteed if C satisfies the genericity assumption for : Adleman and Huang's algorithm works in a complex setting of semi-algebraic maps, which reflects the fact that in the general case, the multiplication by -map cannot be represented by a single rational function in Mumford-Cantor's coordinates.
Once the above objects are know, they enable to compute the polynomial χ ; then the modular equation Ξ is deduced just as in Subsection 4.1. The computation of χ follows the same inspiration as in the previous subsection. Again, recall that the function t (D) is defined as:
For simplicity, assume first that the polynomial Q is irreducible, so A := k[S]/(Q) is a field, and let s be the image of S in A. Since A is a field, for any i, we can apply Cantor's algorithm [9] of multiplication by i in A[x], on the divisor
also holds for all -torsion divisors D. Thus the polynomial χ is the characteristic polynomial of
In the general case, the polynomial Q is squarefree but not irreducible; then A is not a field, but a product of fields: A A j . This might make it impossible to apply the multiplication by i algorithm on the divisor D(s), since this algorithm requires divisions in A. A first solution to obtain χ consists in factorizing Q: applying the process described above in each field A j yields a polynomial χ ,j , and the product of all χ ,j is χ .
Of course, we want to avoid the factorization. Then a better solution is dynamic evaluation techniques [19] : the iterates of D(s) are computed as if A = k[S]/(Q) were a field. The divisions in A are performed using Extended GCD computations. When a division occurs where the dividend is not invertible in A, we have found a new factor of Q. Then we pursue the computations modulo each factor and finally multiply all results, as above. Thus the factorization of Q is not required; only the necessary factors come out the Extended GCD computations.
Factorization patterns of Ξ over a finite field
Let C be a hyperelliptic curve of genus g over a finite field F q . Let be a prime coprime to q and let us assume that the genericity assumption holds for the -torsion on C. The polynomial Ξ can be factored over F q . Due to the galoisian properties of the polynomial, the possible patterns of factorization are very specific. The general result is stated in the first subsection; then we give the explicit examples of genus 1 and genus 2, and the application to point-counting in the last subsection.
Link with the Frobenius action
Let π : x → x q denote the q-th power Frobenius action on F q , extended to C and to Jac(C). The -torsion subgroup Jac[ ] can be viewed as an F -vector space of dimension 2g on which π acts as an endomorphism. The following result is a general statement on the relation between π and the factorization patterns of the modular equations; the precise form is given in Lemma 2 below.
Theorem 3 Assume that Ξ is squarefree. Then the endomorphism π of the F -vector space Jac[ ] determines the factorization pattern of Ξ .
The proof of Theorem 3 is derived from the following lemmata.
Lemma 1 Assume that Ξ is squarefree and let D and E be non-zero -torsion divisors. Then
Proof. The direction ⇐ follows from the definition of t . For the converse implication, since Ξ is squarefree, the number of values taken by t is maximal, therefore two distinct subgroups cannot give the same value.
We define the modified order of a polynomial P with coefficient in a finite field as ord
This notation is used in this section and in the Appendix.
Lemma 2 Let D be a non-zero -torsion divisor of Jac[ ]. Let V D be the F -vector space generated by the galoisian conjugates of D:
Let P be the characteristic polynomial of π restricted to V D . If Ξ is squarefree, then the degree of the extension of F q where t (D) is defined is ord * (P ).
Proof. Let k be the smallest positive integer such that π k (D) ∈ D . Since π fixes F q , we check as in Section 2 that π t (D) = t π(D) , and so for all i ≥ 0,
, we have proven that k is the degree of the extension of F q where t (D) is defined.
We now consider the characteristic polynomial P of π restricted to the space V D generated by the conjugates of D. Due to the definition of V D , P is the minimal polynomial of π restricted to V D .
Denoting λ the element of F * such that π k (D) = λD, the endomorphism π k − λId is trivial on D and on all its conjugates, therefore it is trivial on the whole of V D . Hence we have
Conversely, let k and µ be such that X k − µ ≡ 0 mod P (X), then π k is equal to µId on V D and in particular on D: therefore k must be larger than or equal to k. The integer k is then the minimal having this property, as announced. 
Proof of
Genus 1
The factorization patterns of the modular polynomial of an elliptic curve are well known [6, p. 119 ].
We restate them here for completeness; this gives a flavor of the genus 2 case that follows. Note that this result is usually given for the classical modular equations Φ relating the j-invariants of -isogenous elliptic curves; they have the same factorization patterns as ours.
In the sequel, notations such as
stand for a squarefree polynomial having α i irreducible factors of degree n i , for i in 1, . . . , k; then β i = n i α i .
Theorem 4
Let E be an elliptic curve over F q and coprime to q. Let X 2 − cX + q be the characteristic polynomial of the Frobenius endomorphism π. Assume that the modular polynomial Ξ is squarefree, then the set of degrees of its irreducible factors is one of the following, where r is an integer greater than 1:
Genus 2
In genus 2, we study all possible reductions of the matrix of the Frobenius endomorphism and get the corresponding factorization patterns for Ξ . The classification is done according to the possible factorization patterns of the minimal and characteristic polynomials of the Frobenius endomorphism π, from which we deduce a block-reduction of the matrix of π; the factorization pattern of the modular equation is then deduced from Lemma 2. The two lemmata below reduce the number of cases to consider.
Lemma 3
If the characteristic polynomial of the Frobenius endomorphism has a triple root modulo then the multiplicity is actually 4.
Proof. Let (X − a) 3 (X − b) be the characteristic polynomial of π modulo . By Weil's theorem, all the roots have absolute value √ q. Therefore we have a 2 ≡ q mod and ab ≡ q mod . But q is non-zero modulo , so that a ≡ b mod . If α were equal to 1, then e would be trivial on a space of dimension 3, which contradicts its non-degeneracy. Consequently, we have α = 1. Thus
Let A be such that π(D 4 ) = AD 4 + E, with E in V D . Weil's theorem implies that A 2 = q and det(π) = XA = q 2 . We deduce that X, Y, q can be written
Then the characteristic polynomial of the restriction of π to
Suppose that A is a root of the right-hand factor. Then Z = 3A and the vector ∆ = A 2 D 1 − 2AD 2 + D 3 is such that e (∆, ∆ ) = 0 for all ∆ in Jac[ ], a contradiction. Hence the characteristic polynomial is the product of two coprime non-trivial factors and V D splits non-trivially in two π-stable sub-spaces.
Using Lemmata 3 and 4, we now proceed to enumerate all admissible reduction patterns of π and apply Lemma 2 to get the corresponding factorization pattern of Ξ . We give below all details for one case and leave the others to the reader. The results are collected in Appendix.
A complete example. Assume that the minimal (resp. characteristic) polynomial of π can be written P Q (resp. P Q 2 ), with P irreducible of degree 2 and Q of degree 1 
Application to point-counting
Let C be a hyperelliptic curve of genus g over a finite field F q for which we want to compute the cardinality of the Jacobian. The characteristic polynomial of the Frobenius endomorphism is denoted by F; then #Jac(C) = F(1).
The principle of the high genus variants of Schoof's algorithm [25, 20, 18] is to compute F(1) modulo several small primes using the restriction of π to Jac[ ]. When this is done for sufficiently many primes , F(1) can be deduced using the Chinese Remainder Theorem.
In the 80's, Atkin [5] proposed a modification of Schoof's algorithm for elliptic curves: for each , he only computes the factorization pattern of the modular polynomial and reduces the number of candidates for F(1) modulo . It then requires more primes before having enough information to conclude. This method has exponential complexity but with further improvements by Elkies led to the so-called Schoof-Elkies-Atkin algorithm [27] , which is the fastest method to date for large prime q.
Our modular equations can be used in the same manner for a curve C of genus g. Let be a small prime coprime to q. Assume that we have computed Ξ for this curve and that it is squarefree. Then a partial factorization can be computed in order to find its factorization pattern. Following the method developed in the previous section, it is possible to find all characteristic polynomials F that could yield this pattern. Then computing the group order modulo for each of these cases gives a list of candidates among which the actual one lies.
This yields the following algorithm "à la Atkin": To illustrate this approach, we give a table of the possible patterns for = 3 in genus 2 and the corresponding candidates for the cardinality of the Jacobian modulo 3. Recall that all genus 2 curves satisfy the genericity assumption for 3-torsion.
Theorem 5 Let C be a curve of genus 2 over a finite field F q of characteristic different from 2 and 3. Assume that Ξ 3 (C) is squarefree. Then the factorization pattern of Ξ 3 (C) imply the values of #Jac(C) mod 3 according to the following table: As an example, consider again the curve C defined in Section 4.1 over the field F q with q = 101009 ≡ 2 mod 3. Then the factorization pattern of Ξ 3 (C) is (1) 2 (2)(4)(8) 4 which implies that #Jac(C) ≡ 0 mod 3.
Similarly, the factorization pattern of Ξ 5 (C) is (3) 52 . Referring to the table given in the Appendix, we deduce that only the first four cases of that table are to be considered. An exhaustive enumeration of all possible characteristic polynomials in these four cases reveals that this polynomial is either (T 2 + 2T + 4) 2 or (T 2 + 3T + 4) 2 ; they both give the same number of points #Jac(C) ≡ 4 mod 5.
Complexity considerations. In the usual implementations of elliptic curve point counting algorithms, the generic modular equations are precomputed and stored. However, for genus 2 and higher, the generic equations are too large to be stored, even if we manage to precompute them. Therefore we have to recompute them on the fly for each instance of a curve. Let q be the size of the base field, and be the prime under consideration. Computing Ξ for a given curve involves a number of operations in the base field which is polynomial in . Then the factorization phase costs O(log q) operations with polynomials of degree O( 3 ). On the other hand, the plain Schoof-like algorithm would require to deal with the whole torsion whose degree is in O( 4 ). Computing the action of the Frobenius endomorphism will then require O(log q) operations with polynomials of degree O( 4 ). Therefore, for a fixed and when q tends to infinity, the cost of computing Ξ and its factorization pattern is smaller than the cost of the plain Schoof algorithm. Still, in a complete point-counting algorithm, we need to take primes up to log q, and more efficient algorithms for computing Ξ of a given curve together with more precise analysis will be needed to conclude about the feasibility of this kind of approach. , ord(ab), . . . , ord(ab) where r 1 = ord(ab), r 2 = ord(ac), r 3 = ord(ad), r 4 = ord(bc), r 5 = ord(bd), r 6 = ord(cd), s 1 = ord(abc), s 2 = ord(abd), s 3 = ord(acd), s 4 = ord(bcd), t = ord(abcd)
