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Abst ract - -The  multidimensional Alienor global optimization method has been elaborated in the 
1980s by Cherruault and Guillez. It has been used, among other possibilities, for identification of 
mathematical models. Many interesting results have been obtained [1-3]. 
In this paper, we present a new variant of Alienor. It uses an a-dense curve with a small length and 
it has a quite simple parametrical representation. This variant has been coupled with the Evtushenko 
algorithm for decreasing the time required to obtain the global minimum. © 2001 Elsevier Science 
Ltd. All rights reserved. 
geywords--Global  optimization, Space filling curves, Alienor method, Reducing transformation. 
1. INTRODUCTION 
In most problems of optimization, it is important to determine the absolute xtrema. It is only 
seldom that local solutions uffice. The minimization of the convex function on a convex set, for 
example, can be solved using local methods because, in this "case, the local minimum coincides 
with the global one. The numerical methods for the global solutions of several variable problems, 
though important, until then had not been very efficient, given their complexity and the lengthy 
calculation times [4-6]. In this paper, we present an approach which is quite promising; it concerns 
a variant of the Alienor reducing transformation. Most of the designed algorithms tarting from 
this method have proved efficient in different situations [7-9]. The Alienor method is based on 
the idea of reducing a several variables minimization problem to a single variable minimization 
problem allowing the use of well-known powerful methods and techniques available in the case 
of a single variable [10-13]. This method has turned out to be entirely universal. Indeed, it can 
be used not only for solving multidimensional optimization problems, but also for approximating 
several variables functions and for solving functional systems of equations, 
2. THE BAS IC  AL IENOR METHOD 
Let us first recall a definition and some results that we will need in the following. 
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NOTATION. m denotes the Lebesgue measure; A is an interval of R (generally, A = [0, M], with 
M > 0). The number a is strictly positive and assumed very small compared to the dimensions 
" b R '~ . R '~ of the hyperrectangle1-L=l[ai,i] c The space is endowed with the Euclidean distance, 
with the integer n >_ 2. 
DEF IN IT ION i. A curve o fR  ~ defined by 
n 
h:  A --~ H[a i ,  bi] 
i=1  
n b is called a-dense in l-L=l[ai, i], if for any x 6 I'L=l[ai, bi], there exists O 6 A such that 
d(x, h( O) ) < ~ where d is the Euc~dean distance in R n. 
n THEOREM 1. Let (hi, h2, . . . ,  hn) : A ~ 1-Ii_l[ai, bi] be a continuous function and let 01,02,...,  
On-l, a be strictly positive numbers uch that we have the following. 
(a) hn is surjective. 
(b) For any i = 1, 2 , . . . ,  n - 1, hi reaches its bounds ai and bi in every closed interval of 
length 8i. 
(c) For any i = 1, 2 . . . .  , n - 1 and for any interva/I  of A, we have 
re(I) < Oi ==> m (hi+l(/)) < a. 
Then the curve defined by h(O) = (hl(O),h2(O),...,hn(O)), for 8 6 A, is nvnfn-L-'- la dense in 
n a 
Hi : i f  i, bi]. 
COROLLARY 1. Consider the function (hi, h2, . . . ,  hn) : A ~ 1-Ln=l[ai, bi], and a, a strictly posi- 
tive number such that we have the following. 
(a) hi, h2, . . . ,  hn are continuous and surjective. 
(b) hi, h2, . . . ,  hn-1 are periodic, respectively, of periods 01,02,.. . ,  On-1. 
(c) For any interval I of A and for any i e {1,2,.. .  ,n - 1}, we have 
a 
re(I) < 0i => m (hi+l(I)) < v~- I  
Then the curve defined by h(O) = (hi(O), h2(0),. . . ,  hn(O)), for 0 6 A is a-dense in [Ln=l[a,, bi]. 
THEOREM 2. Let hi, h2, . . . ,  hn be surjective continuous functions, respectively, defined from A 
into [ai, bi] for i = 1, 2 , . . . ,  n. And let 01, 02,. . . ,  On- 1, a be strictly positive numbers, such that 
for any i -- 1,2, . . .  ,n - 1, there exists a finite partition of A, composed of intervals (Ii,j)l<_j<m~ 
and satisfying 
(a) m(I i0) = 0i, Vj = 1 ,2 , . . . ,mi ,  
(b) hi(Ii,j) = [aibi], g j  = 1,2 . . . .  ,mi (L,j is the closure of li,j), 
(c) m(hi+l(l id)) _< a, Vj = 1,2, . . .  ,mi. 
• n a Then the curve defined by h = (hi, h2,. • ,hn), is ~ la-dense in I-L=1[ i,b~]. 
Starting from these results, we can build broad classes of continuous functions leading to 
a-dense curves in a hyperrectangle of R". For more details, see [14]. 
Briefly speaking, the Alienor reducing transformation method can be summarized as follows. 
It is asked for solving the global minimization problem: 
min f (x l ,  Xl . . . .  , xn), (1) 
n b 
(X l ,X2  . . . . .  xn)~r I~=l  [a,, i] 
n b where f is Lipschitzian on I-L=l[al i]. 
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n We construct a parameterized curve h(0) = (hi(O), h2(0),..., hn(O)), a-dense in l-]i=l[ai, bi] 
for/~ E [0, 0max], where 0max is the supremum of the domain of definition of the function h when 
it a-densities the hyperrectangle. 
The minimization problem (1) is then approximated by the problem 
min f*(0), (2) 
O~ [O,Oma,x} 
where f*(O) = f(hl(O), h2(0),..., hn(O)). 
In the basic method, the unidimensional minimization problem (2) is solved by discretizing 
the interval [0,0max] via a chosen step AO. Then we look for the minimum of the finite set 
{f*(Ok), k = O, 1, . . . ,  N )  where 00, 01,..., ON are the discretized points. Obviously, the densifi- 
cation parameter a and the step A0 are chosen such that the global minimum is obtained with 
the desired accuracy e [14]. 
The Alienor method has also proved to be of great efficiency when mixed with some one- 
dimensional methods uch as the covering algorithms (the method of Piyavskii-Shubert, the Brent 
algorithm, and the Evtushenko method)• Alienor has been coupled with these algorithms and 
applied on test functions uch as Powell function, Colvelle function, Wood function, and others. 
Very interesting results concerning the approximation of the minimum and the calculation time 
have been achieved [1,7]. In the following, we shall study the coupling of the Alienor method 
with the Evtushenko ne-dimensional algorithm. 
3. THE AL IENOR METHOD COUPLED WITH 
THE EVTUSHENKO ALGORITHM 
The combined Alienor-Evtushenko is quite simple and works very easily. Moreover, its inves- 
tigation requires neither a large memory space nor important auxiliary calculations. 
Let us present he method (in a more general set-up) for a problem of global minimization 
of an/1-Lipschitzian function f defined on the hyperrectangle 1-Iinl[ai, bi], with given accuracy 
~>0.  
FIRST STEP. We define the map h = (hi, hs, . . . ,  hn): [0, 7r/an] --~ 1-[inl[ai, hi], by 
a l -b l  a lq -b l  
ha(O) = 2 cos (al0) + ~ ,  
h2(0)  - as  - bs  cos  (a20)  + as + b2 
2 2 ' 
hn ( g ) = __an  - bn cos ( an O ) q- an -k bn 
2 2 ' 
where a l ,  as, . .• ,a n are parameters given by 
with 
a 1 = 1, 
a 2 - -  
a 3 --~ 
a n 
a 
(Ibsl + la21)' 
a 2 
71.2 (Ib21-I-la21) (Ib21 + [a3[)' 
a n -  1 
7r n-x (Ib21 + la2[) (Ib21 + la31)... (Ibnl + lanl)' 
211" 
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The parameter a is chosen such that the global minimum is estimated within the desired 
accuracy e. 
Using Theorem 1, we can prove that the curve parameterized byh(0) est e/2/1-dense in the hy- 
perrectangle 1-I~n=i [a~, b~]. On the other hand, it is easy to show that the function h is Lipschitzian 
with constant 
12 = ~ bil + Iml) = a~ 
SECOND STEP. We now apply the algorithm of Evtushenko to the function if(O) = f(h(O)) for 
/9 E [0, 7r/an]. Obviously, the function i f(0) is Lipschitzian with constant L = lll2. 
1. Initialization 
Put 
k=l  
01 = e/L  
0~ = Oi 
f ;  = if(O,) 
2. For k = 2,3 , . . . .  
If 0k > r /an ,  Then End. 
Otherwise, put 0k+X = 0k + (e + if(Ok) - f~)/L.  
If f*(0k+l) < f* , then put f* = f*(0k+l), 0~ = 0k+l. 
Put k = k + 1. 
Go to 2. 
The difference between the basic Alienor method and this combined method lies in the con- 
struction of the sequence of evaluation points 01,02,... ,  0k, . . . .  
In the basic method, the evaluation points are equidistant and chosen simultaneously in ad- 
vance. We have for k = 1,2, . . . ,  
Ok+i = Ok + AO. 
However, in the combined method, the evaluation points are not equidistant and form an 
iterative sequence. We have 
Ok+l • Ok -[- mo -4 
f* (ok) - f ;  
L 
where f~ = min{f*(O1), f*(02),..,  f*(Ok)). 
In both cases, 
A0= ~. 
The number of evaluation points of the function f* in the combined method is less than that 
of the basic Alienor method. 
THEOREM 3. The combined A1ienor-Evtusheako method applied to problem (1) converges in a 
finite number of points to the global minimum with accuracy less than or equal to e. 
PROOF. The sequence generated by the Evtushenko algorithm is obviously finite, as the distance 
between two consecutive points of the sequence is larger than or equal to elL. 
Denote by M and M',  respectively, the absolute minima of f and f*. On the other hand, let 
us call f~ the absolute minimum of problem (1) obtained by Alienor-Evtushenko. Then we can 
prove that 
f~-M <_e. 
(a) Since f is continuous on X, there exists a point y E X such that M = f(y).  There also ex- 
ists a 00 e [0, ~/a~] such that Ily-h(Oo)ll <_ e/211, and therefore, Ilf(Y) -f(h(Oo))ll <_ e/2. 
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Then we have 
f (h (80)) - M < 5" 
Because M ~ M'  <_ f(h(#o)), we deduce that 
M - M < ~. (3) 
(b) On the other hand, let (Ok)l<_k<N be the sequence of evaluation points of f* generated by 
the algorithm of Evtushenko. There exists a ~ E [0, r/an] such that f* (~) = M'. 
If the point ~ lies between 0 and 0t, or between 0~ and 1r/an, then the inequality f~ -M '  < e/2 
is satisfied. 
Consider the case where 0h _< ~ _< 0h+l, for some k E {1,..., N -  1}. Designate by (ah, t3k) the 
intersection point of the two lines passing, respectively, by (0h, 0) and (Ok+l, 0), and with slopes 
-L  and +L. 
(i) If f*(Oh) = f~ (f~ is the minimum obtained after k evaluations), then 0h+t - 0h = elL. 
But f* is L-Lipschitzian, that involves that one of the following two inequalities i satisfied: 
whence 
f*(Oh) - M'  ~ 
or 
/*(Oh+l) -- M'  < e_ 
f* - M' -2  
(ii) Suppose f*(Oh) > f~, then 
f~ 
eh+  - ek= 
L 
and therefore, we face two cases. 
FIRST CASE. f*(Ok+l) ~_ f~. Then f* -/3k _< ~/2, but as f~h _ M', we have f~ -M '  <_ e/2, and 
therefore, ]~ - M'  <_ e/2. 
SECOND CASE. f*(Oh+l) < f~. Here 
f*  (Ok+l) -- f~k ----" f*  (Ok+l) -- f• (Ok+l) -- f* (Ok) 
2 
_-  _ Y ;  - f *  (Ok+x) < e__. 
2 2 2 
L (Ok+ 1 -- Ok) + 
2 
Therefore, 
involving 
f*  (Oh+l) -- M '  < 2 '  
(4) 
Finally, we deduce from (3) and (4) that 
f~ -M<~.  
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4. COMPLEXITY  OF THE COMBINED 
AL IENOR-EVTUSHENKO METHOD 
Denote by T the calculation time necessary for solving the optimization problem (1) by the 
Alienor-Evtushenko method and by To the average time for calculating f*(O) at 0 fixed. 
Keeping the notation of the preceding paragraph, we have the following result. 
LEMMA 1. The minimum number of evaluation points in the Alienor-Evtushenko algorithm 
applied to problem (1) is A: = 1 + [log2((lrL/Ean ) + 1)] where [.] stands for the integer part. 
PROOF. The main idea of the proof lies in the fact that the largest variation that f* registers 
between two arbitrary points {1 and ~2 of [0, n/an] is that taken by an affine function with 
slope L. In this case, the Evtushenko algorithm gives the following sequence of points: 
E 
01-- 2-~' with f ;  = f* (0~) and 0e=01, 
1 E 1 
02 : 201+'~ (E--f;) = ~ + ~(E- -  f;), 
2 (E- f;) + I (E- f;), 03 = 2201 + ~ 
2 k-2 2 I 
0k ~- 2k-101 "[- T (E -- :;) --[- • • • + ~(E -- f;) + ~ (E -- f;), 
Ok = 2k-1Ol + _--Lf--~)Lf~) E 2i = 2k-1Ol .-F --Lf~) (2k-l _ l) 
i=0 
: L ' 
and we have 
i (E - f ; )  Ok+~ = 20k + -~ 
=- (2 k - l -  1) ~.  
(E - F )  
L 
In order for the algorithm to converge towards the global minimum with the desired accuracy ¢, 
the number k has to satisfy the following condition: 
7~ E 
Ok < - -  -b < 0k+l-  
Thus, we need to have 
(~ ~ < 03+i 
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THEOREM 4. The calculation time T in the combined Alienor-Evtushenko method applied to 
problem (1) lies between the two numbers (1 + [log2(~rL/ean + 1)])To and 7rLTo/¢an. These 
numbers represent, respectively, the lower and upper bound o[ the calculation time. 
PROOF. By the preceding lemma, the minimum calculation time in this combined method is 
equal to (1 + [log2(rL/¢an + 1)])T0. It is reached in the case where f* is an affine function with 
slope L on the interval [0, r/an]. 
On the other hand, the algorithm of Evtushenko applied to the unidimensional problem (2) 
generates the sequence of evaluation points (Sk)l<k<g defined by 
8k+l : 8k -['- 
f* (8k) - f~ + 
L 
with f~ = min{f*(81), f*(82),.., f*(8k)}. 
As is clear, the smallest distance between two consecutive points Ok and 8k+1 is larger than or 
equal to e/L. If f* is a decreasing function on the interval [0, ~r/an], then f*(Ok) = f~ for any 
k = 1, 2, . . . ,  N. Therefore, the maximum calculation time in this combined method is equal to 
lrL/eanTo. It is reached in the case where f* is constant or monotone decreasing on the interwl 
[0, w/an]. 
In the case where the gradient-function of f exists and satisfies the Lipsehitz condition on 
1-I~a[a~, b~], the combined Alienor-Evtushenko can be modified. Indeed, the function h repre- 
senting the parameterized curve belongs to C °°. Thus, the function f* is differentiable and its 
derivative is Lipschitzian on [0, 7r/an]. Denote by L' the Lipsehitz constant of the function d~-~. 
We can easily deduce that, for all 0', 8" E [0, r/an], we have 
f* (8") > f* (8') + dr* (8') (8" - 8') - L' (8" - 8') 2 
- d-----g-- 5"  " 
Suppose that the values of f* are calculated for the sequence (Sj)l<j<k E [0, ~r/an]. Then for 
some ~ E [0, r/an], there exists a j E {1,2,.. . ,  k} such that 
L- 
2 II -8jI12 df*(SJ)(~-SJ)<f*(SJ)-f~+~'d8 
leading to 
ft~ --~ <: f* (~), 
where f~ = min{f*(01), f*(02),.., f*(0k)}. 
Hence, in the combined method, we can build the sequence of evaluation points in the following 
way: 
81 ~ ~,  
1 df*(Ok)+ 1 \ \  4U/((df*"L~k)'~2 ( ~1 ~1/2"] ¢ 
8k+l : 8k -~- L' d~ -U + 2L' f* (Sk) -- f~ + + 2L--- 7. 
However, this modification does not necessarily improve the method because it depends on the 
estimation of the value of the Lipschitz constant L'. 
Nevertheless, we can bring down the number of evaluation points when modifying the Alienor- 
Evtushenko algorithm. To do that, we consider the iterative sequence (Sk)l<k<N defined by 
E 
8k+~=Sk +gk, 
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where 
with 
and 
gk = max(Sk, Rk), 
Sk = f*(Ok) -- f~ + e 
L 
1 df*(Ok)d_ 1 ( (d~0(0k) )2  ( 2 ) )  1/2 
Rk= U d~ -U + 2L' f * (Ok) -  f ;  + + 2U" 
The calculation time is not always improved because this procedure requires auxiliary calcula- 
tions which are extra for the algorithm. 
There is another possibility for improving this combined method. Indeed, the set of evaluation 
points (Ok)l<k<N forms an increasing sequence whose first term is in the neighbourhood of 0 
and the last one is near from Oma~ = ~r/~n. Therefore, the Alienor-Evtushenko method gains 
efficiency if the parameterized curve starts in a region of the hyperrectangle 1-IT=l [ai, b~] containing 
a minimizer of f .  The method can also be improved if a good initial estimation of the minimum 
is used. Such an estimation can be obtained, for example, when calling upon a local optimization 
method which starts from a point of the hyperrectangle chosen at random. In any case, sometimes 
the analytical expression of f gives directly an estimation of the global minimum which is to be 
used as initial evaluation in the algorithm. 
We can also introduce in the Alienor-Evtushenko method a local search procedure when a 
new record f~ is obtained. However, the algorithm becomes more cumbersome, whereas the 
calculation time does not improve substantially. 
5. CONCLUSION 
Classical multidimensional g obal optimization methods contain difficulties giving rise to very 
complicated problems when implementing. These problems can be insolvable for large dimensions 
(n > 3) [4-6]. The Alienor multidimensional method has been developed in order to exploit the 
unidimensional global optimization techniques which are known for their great efficiency. The 
method is simple and works easily. Applications to concrete problem prove the strength of this 
approach. 
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