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Abstract
A general Sobolev type inequality is introduced and studied for general symmetric forms by defining a new type of Cheeger’s
isoperimetric constant. Finally, concentration of measure for the Lp type logarithmic Sobolev inequality is presented.
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1. Introduction
Let (E,E,μ) be a measure space and J be a symmetric measure on E × E and K be a measure on E . Define
Dp(f ) = 12
∫
E×E
∣∣f (x) − f (y)∣∣pJ (dx, dy) + ∫
E
∣∣f (x)∣∣pK(dx),
Dp =
{
f ∈ Lp: Dp(f ) < ∞
}
.
A typical example for J and K is related to the symmetrizable jump processes. For a q-pair (q(x), q(x, dy)),
q(x,E)  q(x) symmetric with respect to μ, that is μ(dx)q(x, dy) = μ(dy)q(y, dx), we just take J (dx, dy) =
μ(dx)q(x, dy). Then the killing measure K is given by K(dx) = μ(dx)(q(x) − q(x,E)). For more details, see [5].
More specially, for Q-matrix Q = (qij ), symmetrizable with respect to (μi > 0), that is μiqij = μjqji for all i, j ∈ E,
we take the density of J with respect to counting measure to be Jij = μiqij .
Let F ∈ C(0,∞) be such that inf rF (r) > −∞ and F(r) > 0 for large r . We will consider the following general
Sobolev type inequality for 1 p  q < ∞: there exist C1 > 0,C2  0 such that
μ
(|f |qF (|f |p))1/q  C1Dp(f )1/p + C2 (1.1)
holds for all f ∈D′ := {f ∈Dp: μ(f = 0) < ∞} with μ(|f |p) = 1.
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dimension ν (cf. [14]). When μ is a probability and F = log, p = q = 2, (1.1) becomes the defective logarithmic
Sobolev inequality, and in addition that C2 = 0, (1.1) is just Gross’ logarithmic Sobolev inequality [10]:∫
E
f 2 logf 2 dμ α−1D(f,f ), μ
(
f 2
)= 1. (1.2)
Here D(f,f ) is a Dirichlet form. (1.2) is related to the hypercontraction of the semigroup associated to the Dirichlet
form D.
The classical Sobolev inequalities and logarithmic Sobolev inequality together with other related functional in-
equalities are well developed especially in the context of Euclid spaces and Riemannian manifolds. See, for instance,
[3,14]. In [1], (1.2) is generalized to the following Lp-logarithmic Sobolev inequalities:∫
Rd
|f |p log |f |p dμ C
∫
Rd
|∇f |p dμ, μ(|f |p)= 1. (1.3)
(1.3) is related to the imbedding of certain Sobolev spaces into Orlicz spaces. In [9], a variant of (1.3) was studied,
which related to the Hamilton–Jacobi equation and the nonlinear semigroup.
Recently, many efforts were made to apply these inequalities to the context of Markov chains or general symmetric
forms. [15] studied Nash inequality and logarithmic Sobolev inequality for finite Markov chains, while [6–8,17]
studied these inequalities for general symmetric forms, by taking p = 2 and different F in (1.1). We will study in this
paper the general (p, q) type Sobolev inequality (1.1) for a general symmetric form by defining a new isoperimetric
constant, or Cheeger’s inequality [4]. The idea was first used by [12] to bounded Markov jump process and a similar
inequality was presented for general symmetric form (not necessarily bounded) in [8,16,17] by using a renormalization
procedure for the special case p = 2. So in the present situation, we have to define a suitable isoperimetric constant
for every p ∈ [1,∞). And this is the main trick of the present paper.
Take and fix a nonnegative, symmetric function r ∈ E × E and a nonnegative function s ∈ E such that∫
A×E
1{r(x,y)>0}J (dx, dy)
r(x, y)
+
∫
A
1{s(x)>0}K(dx)
s(x)
 μ(A). (1.4)
For 0 < α  1, define
J (α)(dx, dy) = 1{r(x,y)>0} J (dx, dy)
rα(x, y)
, K(α)(dx) = 1{s(x)>0} K(dx)
sα(x)
,
and J (0) = J , K(0) = K .
To look for a proper isoperimetric constant which can describe (1.1), we will need the following conditions on F :
F ∈ C1[0,∞), F (0) = 1, F ′  0 and c1 := sup
t0
tF ′(t)
F (t)
< ∞. (1.5)
Now for any fixed 1  p  q < ∞, let p′ = p/(p − 1) the conjugated number of p and α be such that 1/α =
1/p′ + 1/q , then α ∈ [1,∞). Define Cheeger’s constants as follows:
k(r) := kp,q(r) = inf
μ(A)∈(0,r)
J (1/p
′)(A × Ac) + K(1/p′)(A)
μ(A)1/αF (μ(A)−1)1/q
,
k(0) = lim
r→0+
k(r), k(∞) = lim
r→∞k(r).
Theorem 1.1. Assume (1.5). If k(0) > 0, then (1.1) holds; if k(∞) > 0, then (1.1) holds with C2 = 0.
By taking the test function f = 1A/(μ(A))1/p in (1.1), it is easy to see that in order that (1.1) holds, it is necessary
that κp,q(0) > 0. Similarly, that (1.1) holds with C2 = 0 implies that κp,q(∞) > 0, where
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μ(A)∈(0,r)
[J (A × Ac) + K(A)]1/p
μ(A)1/qF (μ(A)−1)1/q
,
κp,q(0) = lim
r→0+
κp,q(r), κp,q(∞) = lim
r→∞κp,q(r).
When p = 1, then κp,q(r) = kp,q(r). Thus the following is an immediate consequence of Theorem 1.1.
Corollary 1.2. Assume (1.5). For p = 1, (1.1) holds if and only if κp,q(0) > 0 and (1.1) holds with C2 = 0 if and only
if κp,q(∞) > 0.
Remark 1.3. If the symmetric form is bounded, say, (1.4) is satisfied for r = s ≡ 1, then we can also obtain that
κp,q(r) = kp,q(r) for all 1  p  q < ∞. In other words, for bounded symmetric form, (1.1) holds (respectively
C2 = 0) if and only if κp,q(0) > 0 (respectively κp,q(0) > 0).
Let us come back to the symmetric jump process as mentioned in the very beginning. We assume that q(x) =
q(x,E \ {x}) < ∞. Let J be a symmetric measure such that J (dx, dy) = q(x, dy)μ(dx) and K = 0. In this case
the nature choice of r is r(x, y) = q(x) ∨ q(y). When E is countable, we simply denote qij = q(i, {j}), qi = q(i).
Especially, we shall consider the birth–death case on E = Z+ with qi,i−1 = ai , i  1 (the death rate), qi,i+1 = bi ,
i  0 (the birth rate) and qij = 0 for other i = j .
Theorem 1.4. For 1 p  q < ∞, let p′ = p/(p − 1) and α be such that 1/α = 1/p′ + 1/q . Assume
F ∈ C1[0,∞), F (0) = 1, F ′  0 and lim sup
t→∞
tF ′(t)
qF (t)
<
1
α
. (1.6)
Consider the countable Markov chain on E = Z+ and J (i, j) = qijμi with μi > 0 (i  0) and ∑i μi = 1. Let
r(i, j) = qi ∨ qj , q ′ij = qij /r(i, j)1/p
′
and Ii = [i,∞) ∩ E. Then kp,q(0) > 0 provided
lim inf
i→∞
μi
∑i−1
j=0 q ′ij
μ(Ii)1/αF (μ(Ii)−1)1/q
> 0. (1.7)
Moreover, (1.7) is also necessary for irreducible birth–death process (i.e. ai, bi−1 > 0 for all i  1). Similarly, the
result also holds for κp,q with q ′ij replaced by qij .
Finally, we will study the exponential integrability of “Lipschitz functions” by Herbst’s argument (cf. [11]) for the
following Lp logarithmic Sobolev inequality:
μ
(|f |p log |f |p)− μ(|f |p) logμ(|f |p) CDp(f ). (1.8)
Assume that μ be a probability measure and K = 0. When p = 2, it is the well-known Gross’ logarithmic Sobolev
inequality introduced in [10].
The integrability of (1.8) for the case that p = 2 has been studied in [17], see also [2] and [13] in other situations
for detailed discussions.
Let G > 0 be a measurable function on E. Assume that∣∣G(x) − G(y)∣∣pr(x, y) 1, J -a.e. (1.9)
Theorem 1.5. Let p ∈ (1,∞) and p′ = p/(p − 1). Assume that μ be a probability measure and K = 0 and G
satisfies (1.9). If (1.8) holds, then
μ
(
G μ(G) + r) exp[−(p − 1)[(p − 1)/C]1/(p−1)rp′], r > 0. (1.10)
In particular, if μ(G) < ∞, then μ[exp(λGp′)] < ∞ for λ < (p − 1)[(p − 1)/C]1/(p−1).
For the special case p = 1, we have the following result, which cannot be viewed as a limit of that as p goes down
to 1. The “iterated” exponential function appears in the formula.
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then
μ
[
GH(1) + s] exp(− 1
eC
es/C
)
, s  1, (1.12)
where H(1) = logμ(eG). Consequently, if μ(eG) < ∞, then
μ
(
exp
[
a exp(bF )
])
< ∞,
provided either b < 1/C or b = 1/C and a < 1/(eC).
2. Proofs
Proof of Theorem 1.1. Since Dp(|f |)Dp(f ), it suffices to prove for the case f  0. Moreover, we assume that
f ∈D′ is bounded. If f  0 is not bounded, we need only replace f by f ∧ n and then let n → ∞.
(a) Following [7], when K(dx) = 0, we enlarge the space E by letting E∗ = E ∪ {∞}. For any f ∈ E , define f ∗
on E∗ by setting f ∗ = f 1E . Next, define J ∗(α) on E∗ × E∗ as
J ∗(α)(C) =
⎧⎪⎨
⎪⎩
J (α)(C), C ∈ E × E,
K(α)(A), C = A × {∞} or {∞} × A, A ∈ E,
0, C = {∞} × {∞}.
We have J ∗(α)(dx, dy) = J ∗(α)(dy, dx) and
1
2
∫
J (α)(dx,E)
∣∣f (x)∣∣p + ∫ K(α)(dx)∣∣f (x)∣∣p = 1
2
∫
J ∗(α)(dx,E)
∣∣f ∗(x)∣∣p, (2.1)
D(α)p (f,f ) =
1
2
∫
J ∗(α)(dx, dy)
∣∣f ∗(x) − f ∗(y)∣∣p. (2.2)
(b) Let β = p′ + q/pp′  1, take φ(t) = tβF (t)1/p′ and η(t) = φ(tp). Note that both φ and η are strictly increas-
ing. By (1.5), we have
φ′(t) = βtβ−1F(t)1/p′
[
1 + tF
′(t)
βp′F(t)
]
and η′(t) = pβ η(t)
t
[
1 + pt
pF ′(tp)
pp′β
]
 c2η(t)/t.
Since η(t)/t is increasing, for 0 s < t , we have
0 < η(t) − η(s) c2(t − s)η(t)
t
 c2(t − s)tq/p′F
(
tp
)1/p′
.
(c) Let f  0 bounded with μ(f p) = 1, and set g∗ = φ(f ∗). Then by (b), we have
∣∣g∗(y) − g∗(x)∣∣ c2∣∣f ∗(y) − f ∗(x)∣∣η(f ∗(y) ∨ f ∗(x))
f ∗(y) ∨ f ∗(x) .
Thus by Hölder inequality and (1.4), we obtain that
I := 1
2
∫
J ∗(1/p′)(dx, dy)
∣∣g∗(y) − g∗(x)∣∣
 c2
2
[∫
J ∗(dx, dy)
∣∣f ∗(y) − f ∗(x)∣∣p]1/p
×
[∫
J ∗(1)(dx, dy)
[
f ∗(x)q/p′F
(
f ∗(x)p
)1/p′ + f ∗(y)q/p′F (f ∗(y)p)1/p′]p′]1/p′
 c221/p
(
Dp(f )
)1/p
μ
(
f qF
(
f p
))1/p′
. (2.3)
1096 Y.-H. Mao / J. Math. Anal. Appl. 338 (2008) 1092–1099(d) Let h(t) = μ(f ∗p > t), At = {g∗ > t} = {φ(f ∗p) > t} and h¯(t) = μ(At ). Then h(t) 1 ∧ t−1 and if k(r) > 0
for some r > 0, we have h¯(t) = h(φ−1(t))  r for t  φ(r−1). Then by the isoperimetric inequality and Fubini’s
theorem, we have
I =
∫
{g∗(x)>g∗(y)}
J ∗(1/p′)(dx, dy)
(
g∗(x) − g∗(y))=
∞∫
0
J ∗(1/p′)
(
At × Act
)
dt
 k(r)
∞∫
φ(1/r)
h¯(t)1/αF
(
h¯(t)−1
)1/q
dt. (2.4)
By the integral transformation t → φ(t), and noting that h is decreasing with h(t) 1/t , we get
I = k(r)
∞∫
1/r
h(t)1/αF
(
h(t)−1
)1/q
dt  k(r)
∞∫
1/r
h(t)1/αF (t)1/qφ′(t) dt
 k(r)
∞∫
0
h(t)1/αF (t)1/qφ′(t) dt − c3(r),
where c3(r) = 1r sup0t1/r h(t)1/αF (t)1/qφ′(t) < ∞, which is 0 if k(∞) > 0.
Thus by cr -inequality and Hölder–Minkowski inequality, we have
Iα  21−αk(r)α
[ ∞∫
0
h(t)1/αF (t)1/qφ′(t) dt
]α
− c3(r)α
= 21−αk(r)α
[ ∞∫
0
[ ∫
{f p>t}
dμ
]1/α
F (t)1/qφ′(t) dt
]α
− c3(r)α
 21−αk(r)α
∫
dμ
[ f p∫
0
F(t)1/qφ′(t) dt
]α
− c3(r)α. (2.5)
It is easy to see that
F(t)1/qφ′(t) c4
d
dt
{
tq/(αp)F (t)1/α
}
for some c4 > 0. Therefore, by (2.5), we arrive
Iα + c3(r)α  c5(r)μ
(
f qF
(
f p
))
for some c5(r) > 0. Combining this with (2.3), we obtain that
μ
(
f qF
(
f p
))
 c6(r)μ
(
f qF
(
f p
))α/p′(
Dp(f )
)α/p + c3(r)α/c5(r) (2.6)
for c6(r) > 0, from which it follows that
C1Dp(f )
1/p + C2  μ
(
f qF
(
f p
))1/α−1/p′  μ(f qF (f p))1/q
for some C1 > 0, C2  0. When k(∞) > 0, then c3(r) = 0 in (2.6), thus (1.1) holds with C2 = 0. The proof is
complete. 
Proof of Theorem 1.4. For any fixed n  1, if μ(A) < min0kn−1{μk}, then i := infA  n. Let ξ(t) =
t1/αF (t−1)1/q , then
ξ ′ = t1/α−1F (t−1)1/q[ 1 − F ′(t−1)−1
]
,α qtF (t )
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J ′(A × Ac)
μ(A)1/αF (μ(A)−1)1/q

cμi
∑i−1
j=0 q ′ij
μ(Ii)1/αF (μ(Ii)−1)1/q
for some c > 0. This implies kp,q(0) > 0 by (1.7).
On the other hand, for the birth–death case, if kp,q(0) > 0, then there exists r > 0 such that kp,q(r) > 0. If n is
such that μ(In) r , then μ(Ii) r for any i  n. Thus
μiq
′
i,i−1
μ(Ii)1/αF (μ(Ii)−1)1/q
= J
′(Ii × I ci )
μ(Ii)1/αF (μ(Ii)−1)1/q
 kp,q(r) > 0.
Therefore (1.7) holds. 
Proof of Theorem 1.5. For simplicity, we assume that G is bounded. For r > 0, let f = erG and h(r) = μ(f p), then
by (1.9), we have
Dp(f )
rp
2
∫ ∣∣G(x) − G(y)∣∣p max{f (x)p, f (y)p}J (dx, dy) rpμ(f p)= rph(r).
This and (1.8) imply that
rh′(r) − h(r) logh(r) Crph(r).
By setting H(r) = r−1 logh(r), we get
H ′(r)Crp−2.
Integrating both sides on [0, r], we have
H(r)H(0) + Cr
p−1
p − 1 . (2.7)
Since H(0) = limr→0 1r logh(r) = h′(0)/h(0) = pμ(G), it follows from (2.7) that
μ
(
erpG
)= h(r) exp[rpμ(G) + Crp/(p − 1)],
which, by Chebyshev’s inequality, implies that for s  0,
μ
(
G μ(G) + s) exp[Crp/(p − 1) − rps] (2.8)
holds for all r  0. Optimizing in r in the right-hand side of (2.8), we have
μ
(
G μ(G) + s) exp{−(p − 1)[(p − 1)/C]1/(p−1)sp′}.
This proves (1.10). The second assertion follows immediately. 
Proof of Theorem 1.6. Assume that G is bounded. For r > 1, let f = erG and h(r) = μ(f ). As in the proof of
Theorem 1.5, we have
rh′(r) − h(r) logh(r) Crh(r).
By setting H(r) = r−1 logh(r), we get
H ′(r)Cr−1.
Integrating both sides on [1, r], we have
H(r)H(1) + C log r. (2.9)
That is
μ
(
erG
)
 eCr log r+rH(1).
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μ
(
GH(1) + s) μ(erG)
e(H(1)+s)r
 eCr log r−rs .
Optimize in r to get
μ
(
GH(1) + s) exp[− 1
eC
es/C
]
.
Noting that H(1) = logμ(eG), we can obtain the desired assertions. 
3. Examples
As usual, the power of results related to general jump processes should be tested by Markov chains. Let E be
countable and (qij ) be a regular Q-matrix, reversible to a probability (μi, i ∈ E). Let qi =∑j =i qij , then K = 0 and
the density of J with respect to counting measure is Jij = μiqij .
In what follows, we will take F ≡ 1 or F(r) = [log(r + e)]δ to illustrate the results. As for the latter choice,
we consider the case p = q only. The following examples are typical in the study of spectral gaps for birth–death
processes, cf. [6,8].
Example 3.1. Consider birth–death case with ai = bi = iγ , b0 = 1 with γ > 1. We have μi = i−γ .
1. For F ≡ 1, then (1.1) holds if and only if 1 p  q  p(γ − 1)/(p − 1).
2. For F(r) = log(r + e), then (1.1) holds if and only if 1 p = q < γ .
Proof. For i big enough, we have that
μiai
(qi ∨ qi−1)1/p′ = O
(
i−γ /p′
)
.
When F ≡ 1, we have
μ(Ii)
1/αF
(
μ(Ii)
−1)1/q = (∑
ji
μj
)1/α
= O(i(1−γ )/α).
Note that 1/α = 1/p′ + 1/q , thus (1.1) holds if 1  p  q  p(γ − 1)/(p − 1). For the converse, if q > p > γ or
p  γ but q > p(γ − 1)/(p − 1), then s ∈ [(γ − 1)/q, (1 ∧ γ /p) − 1/p) = ∅. Take the test function f (i) = is , we
have
μ
(
f p
)=∑
i
i−γ isp < ∞, Dp(f ) =
∑
i
(
is − (i − 1)s)p < ∞,
μ
(
f q
)=∑
i
i−γ isq = ∞.
Therefore, (1.1) does not hold for q > p > γ or p  γ but q > p(γ − 1)/(p − 1).
When F(r) = [log(e + r)]δ , we have
μ(Ii)
1/αF
(
μ(Ii)
−1)1/q = O(i(1−γ )/α[log(1 + i)]δ/q).
Thus (1.1) holds if 1 p = q < γ . For the converse, if q = p  γ , take the test function f (i) = is[log(1 + i)]t with
s = (γ − 1)/p and −(δ + 1)/p  t < −1/p, we have
μ
(
f p
)=∑
i
i−γ isp
[
log(1 + i)]tp < ∞, Dp(f ) = O
(∑
i
i(s−1)p
[
log(1 + i)]tp)< ∞,
μ
(
f pF
(
f p
))=∑
i
i−γ isp
[
log(1 + i)]tp[log(1 + i)]δp = ∞.
Therefore, (1.1) does not hold for q = p  γ . 
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1. For F ≡ 1, then (1.1) holds if and only if p = q ∈ [1,∞).
2. For any F(r) → ∞ (r → ∞), then (1.1) does not hold even for p = q . Therefore, it does not hold for F(r) =
[log(e + r)]δ with δ > 0.
Proof. Let λ = b/a < 1, we have
μiai
(qi ∨ qi−1)1/p′ = O
(
λ−i
)
.
When F ≡ 1, we have
μ(Ii)
1/αF
(
μ(Ii)
−1)1/q = (∑
ji
μj
)1/α
= O(λi/α).
Note that 1/α = 1/p′ + 1/q , thus (1.1) holds for any p = q .
Now, if q > p or p = q but F(∞) = ∞, then take also the test functions fn(i) = iI[n,∞), we have
Dp(fn) + μ(f p)
μ(f
q
n F (f
p
n )
= O
( ∑
in λ
i iq∑
in λi iqF (i)
)
which goes to 0 as n tends to infinity. Therefore, (1.1) does not hold for any q > p or p = q but F(∞) = ∞. 
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