We are concerned with function approximation and image representation using Iterated Function Systems (IFS) over L p (X; ): An N-map IFS with grey level maps (IFSM), to be denoted as (w; ), is a set w of N contraction maps w i : X ! X over a compact metric space (X; d) (the \base space") with an associated set of maps i : R ! R. Associated with each IFSM is a contractive operator T with xed point u 2 L p (X; ). We provide a rigorous solution to the following inverse problem: Given a target v 2 L p (X; ) and an > 0, nd an IFSM whose attractor satis es k u ? v k p < .
INTRODUCTION
The method of \Iterated Function Systems" (IFS) 1, 2 has been very successful for the approximation of fractal sets and images. However, with di ering applications and goals, IFS-type methods on various metric spaces have been devised, e.g. IFS with probabilities 325 (IFSP), Iterated Fuzzy Set Systems (IFZS) and IFS with grey level maps (IFSM). In these methods, the image or target is represented by either a probability distribution or a function in one or more spatial variables. All methods share the common feature that the target is represented by an element y of a given metric space (Y; d Y ). Such an element is then identi ed as the unique xed point of a contraction map T : Y ! Y , i.e. T y = y. One may generate y by iterating T. In order to design an algorithm, one must necessarily de ne an appropriate space (Y; d Y ) and a contraction map T. We summarize below the various IFS-type methods in the chronological order in which they were introduced:
1.1 IFS 3, 4 On a compact metric space (X; d) ( Now let w = fw 1 ; w 2 ; :::; w N g, w i 2 Con(X), where Con(X) = fw : X ! Xjd(w(x); w(y)) cd(x; y) for some c 2 0; 1); 8x;y 2 Xg: (3) Associated with each contraction map w i is a set-valued mappingŵ i : H(X) ! H(X) de ned byŵ i (S) = fw i (x) : x 2 Sg for S 2 H(X). Then the operator T associated with the N-map IFS w is de ned as follows:
T(S) = N i=1ŵ i (S); S 2 H(X): (4) The contractivity of the maps w i on (X; d) implies the contractivity of T on (H(X); h). The 
1.2 IFSP 3, 4 To an N-map IFS w is now associated a set of probabilities p = fp 1 ; p 2 ; :::; p N g with P N i=1 p 1 = 1. Let B(X) denote the -algebra of Borel subsets of X. Then Y = M(X), the set of all probability measures on B(X). Here, the (Markov) operator is de ned as follows: For a 2 M(X) and each S 2 H(X), 8 We must also mention that the latter methods have been extended to function approximation (using a ne IFS and grey level maps) primarily for the purpose of image compression. The picture itself can be produced by iterating the map T s , starting with any initial function u 0 2 F (X). The pair of vectors (w; ) along with the associated map T s de nes an IFZS algorithm for image production.
Nevertheless, the Hausdor metric d 1 is very restrictive, from both practical (i.e. image processing) as well as theoretical perspectives. By making two fundamental modi cations to the IFZS approach, 13 one arrives at an IFS with grey level maps over the space L 1 (X; ). This, in turn, serves as the motivation to formulate IFS over the general function spaces L p (X; ), to which we now turn our attention.
IFSM 13
Let be a measure on B(X) and for any integer p 1, let L p (X; ) denote the linear space of all real{valued functions u such that u p is integrable on (B(X); ). We choose
1=p : (13) Associated with an N-map contractive IFS w = fw 1 ; w 2 ; : : :; w N g is a set of functions or grey level maps = f 1 ; 2 ; : : :; N g, with i : R ! R. As suggested by the Markov operator in the IFSP algorithm, we de ne the operator T corresponding to the N-map
The prime signi es that the sum operates on all those terms for which w ?1 k (x) is de ned. The fact that this main problem has more than one solution leaves room for the search of di erent kinds of optimality.
THE INVERSE PROBLEM
We have already provided a solution to the inverse problem for measure approximation using IFSP. 14 In this paper, we outline a solution to the inverse problem for function/image approximation using IFSM. In an accompanying paper, 15 to be referred to as Paper II, we outline an algorithm for the construction of IFSM approximations of arbitrary accuracy to functions and images along with some numerical computations. Because of space limitations, theorems are presented below without proofs. A detailed discussion, complete with proofs will appear elsewhere. 13 Throughout this paper, we shall employ the following additional notation:
Con(X): as above, the set of contraction maps on X. We denote the contractivity factor of w 2 Con(X) as c := sup x;y2X;x6 =y d(w(x); w(y))=d(x; y): (15) In applications, we shall be primarily concerned with contractive similitude maps on X, i.e. inversions, rotations, re ections followed by translations. For convenience, we denote this set of maps as Sim(X) Con(X), i.e.
Sim(X) = fw : X ! X j d(w(x); w(y)) = cd(x; y) for some c 2 0; 1); 8x; y 2 Xg. d Con(X) : a metric on the function space Con(X). For f; g 2 Con(X), (17) where c f is the contractivity factor of f. 
IFS WITH MAPS (IFSM) ON L P (X; )
Having de ned above an N-map IFSM (w; ) with associated operator T, we now establish some su cient conditions on the IFS and grey level maps to ensure that T maps L p (X; ) into itself. (1) ).
A ne IFSM on L p (X; )
In applications, it is convenient to employ a ne IFS maps w k 2 Sim(X) as well as a ne grey level maps i . The latter have the form k (t) = k t + k ; t 2 R; k = 1; 2; :::; N: 
In other words, u may be written as a linear combination of both piecewise constant functions k (x) as well as functions k (x) which are obtained by dilatations and translations of u(x) and I X (x) = 1, respectively. This is reminiscent of the role of scaling functions in wavelet theory.
Theorem 4 Let X R D and 2 M(X). De ne L p A (X; ) L p (X; ) to be the set of xed points u of all contractive N-map a ne IFSM (w; ) for 
The above result is a consequence of the fact 19 that the set S(X) of step functions in X is dense in L p (X; ). Both our formal solution to this problem as well as the associated algorithm are based on a strategy used in solving the inverse problem of measure approximation using IFSP. 14 Instead of working with a nite set of IFS maps w i and associated maps i , all of which would have to be optimized, we work with an in nite set of xed IFS maps satisfying the -dn property on X. As such, the w i are considered to form a xed basis for the representation of compact subsets of X. Only an optimization over the grey level maps i is required. 
In nite-Dimensional
In our following paper (II. Algorithm and computations), 15 we describe an algorithm for the construction of IFSM approximations of arbitrary accuracy to a target set v 2 L 2 (X; ).
