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Abstract 
Self-reference, the ability of a system to refer to itself, is a necessary condition for complexity, and can indeed form 
the basis for a definition of complexity.   When a part of the system can refer to the whole of the system, there 
indeed have to be deeper complex structures and processes than those that only superficially appear. Examples of 
the centrality and essentialness of self-reference to complexity can be found in many fields of study, including 
mathematics, system of system architecture, and systems engineering processes.
© 2011 Published by Elsevier B.V. 
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1. Introduction 
The inspirational origin of self-reference resides in natural cases and phenomena that are difficult to characterize, 
but from which is drawn the idealized abstract principle of self-reference.  Self-reference can form the basis for a 
complexity index when it is possible to count discrete occurrences of self-reference by identifiable actors.  An 
application of the index to a simple network example is given. 
In the examples below, self-reference will be illustrated in the situation where a part of the system actually refers 
to the whole of the system.  A highly related and more complex situation exists where each part of the system bears 
some undeniable relation to the whole of the system.  The examples avoid the simpler situation where a part only 
refers to another part of the system. 
Kauffman (1987) illustrated the concept of self-reference with mathematical and cybernetic connections: 
“A very simple discussion of the meaning of self-reference … unfolds into many ideas.  Not 
surprisingly, we encounter wholes and parts, distinctions, pointers and indications, local-global, 
circulation, feedback, recursion, invariance, self-similarity, re-entry of forms, paradox, and strange 
loops. But we also find topology, knots and weaves, fractal and recursive forms, infinity, curvature 
and imaginary numbers!  A panoply of fundamental mathematical and physical ideas relating 
directly to the central turn of self-reference” (Kauffman, 1987, p. 53). 
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2. Self-Reference versus Hierarchy 
View and Viewpoints. ANSI/IEEE 1471 (2000) emphasizes views and viewpoints, indicating that “Viewpoint and 
view are just abstractions of familiar geometric ideas,” with “view” defined as “what you see,” and “viewpoint” 
defined as “where you look from.” Thus, through a viewpoint and view, the viewer attempts to refer to the whole of 
the system. 
Figure 1: Viewpoint and view (ANSI/IEEE, 2000) 
Corporate example. Corporations are legally independent entities that have no way of acting except through 
corporate participants such as shareholders, directors, officers and agents. Many participants in a corporation 
continually refer to a centralized map that is constantly being updated.  The map is formed by the corporate bylaws, 
the corporate charter, or the spirit of the corporation as defined in by the founders, mission, and culture, as well as 
current events which change the total definition of the corporation.  Actually, for practical reasons, participants will 
only be able to refer to approximations to the corporate definition – if ‘the’ definition even exists.  The figure below 




Figure 2: Self-reference in a corporation 
Cohesiveness is demonstrated in the corporate example, as all fiduciary actors (ideally) direct their efforts toward 
the benefit of the corporation. 
Self-Organization arises in the corporate example, because when different actors evolve their view of the 
corporation in a beneficial way, the other actors respond by adopting and supporting a modified view of the 
corporation (Luhmann, 1995). 
Scope and Decomposition. Buede (2000) indicates that, once a system boundary is defined, it becomes possible to 
decompose a system by progressively bounding elements in the next level down. This process is made possible be a 
continual reductionist application of an exterior view. Reference from one outside viewpoint allows exact 
decomposition, while self-reference from an interior viewpoint produces uncertainty as to the delineation of system 
elements and boundaries.   
Figure 3: One exterior viewpoint compared an interior viewpoint 
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Complimentary Aspects on Levels. Smith (2008) has described complementarity as the undeniable dichotomy 
between aspects of nature, including the dyads of:  qualitative versus quantitative, subjective versus objective, and 
attributes versus logic, to name a few dyads.  Complimentary aspects allow entities to be expressive in a complete 
manner, as is understood by humans.  Complementary dyads are necessary to explain characteristics such as 
“autonomy,” which denotes not only logical abilities, but also an ultimately undefined quality.  “Resilience” also 
denotes logical abilities to overcome purely physical impediments and damage, but also a quality of robustness that 
arises despite the occurrence of any particular or novel physical impediment. The presence of complimentary 
aspects on different levels is shown in Figure 4. 
Figure 4:  Two levels, each with complementary sides 
When complementary entities appear on several different levels, of which the lower level is a part of the upper 
level, the total system acquires the ability to be self-referential, if the lower level has a sufficiently expressive 
syntaxes and semantics.   In this situation, the lower level can refer to itself via the upper level, as in Figure 5. 
Figure 5:  Self-Reference to the whole by a part 
Here, System 2 is able to output the purely syntactic symbols “I am System 2 with Quality 2,” where the 
syntactic part “System 2” refers to the concrete/logical collective whole of System 2, and the syntactic part “Quality 
2” refers to the whole qualitative attribute that characterizes System 2.  In this way, through its parts, System 2 can 
refer to itself, by referring or pointing to wholes that are available in an encompassing level.   
As new Methods, Processes and Tools (MPTs) are being developed by industry, academia and government 
institutions, System of Systems (SoS) still remain mostly undefined and not well understood.  System Engineers 
appreciate the importance of understanding SoS as technology progresses far beyond current human understanding. 
To begin with, simplification and reductionism of the attributes of a SoS will help us to understand complexity as 
we cannot comprehend a SoS as a whole.  
In the Zachman framework a six by six matrix is used to portray a certain system. The horizontal outer row asks 
the question of why, how, what, who, where, and when something relates to the outer vertical column. The outer 
vertical column generally describes scope (contextual), system (conceptual), sub-system (logical), technology model 
(physical), components, and operation. Table 1.0 portrays two different items within the Zachman framework 
referencing each other through dynamic influence relations, indicated by the arrows. The two items are within the 
same sub-system and are therefore labeled as intrinsic self-reference. An example would be Item 1 represents a 
“directive” for the Engineering Department at the University of Texas (UT) system. On the other hand, Item 2 
represents the Engineering Department within the UT system. Item 1 reference to item 2 the “directive” directly 
relating to the Engineering Department. By closing the loop, creating intrinsic self-reference, the Engineering 
Department, symbolized by item 2, directly responses to the “directive”, symbolized by Item 1. Using influence 
relations within the Zachman framework outpoints special relations within the system, however; by having a 
feedback loop, they refer to themselves. In other words, item 1 influences Item 2 and therefore Item 2 influences 
Item 1. So Item 1 receives its own output in some form. 
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Table 1.0 Intrinsic Self-Reference within Zachman Framework  
Table 1.1 portrays two different items within the Zachman framework referencing item 1 to Item 2 through 
influence relations, indicated by the arrows, on different levels within the system. Items being on different levels 
labels this reference example extrinsic self-reference. Assuming Item 1 represents the University of Texas at El Paso 
(UTEP) whole campus. Item 2 represents the IT Department of UTEP within the system. The closed loop between 
Item 1and Item 2, represented by the arrows, indicates the special relationship that the two items have. This 
relationship is a bidirectional network that that only exists between the two items and has a certain quality through 
the closed loop of self-reference between the IT Department and the UTEP campus. A certain quality can be an 
abstraction or emergent behavior of the network for this special configuration of Item 1 and Item 2.  
Table 1.1 Extrinsic Self-Reference within Zachman Framework  
Table 1.2 portrays four different items within the Zachman framework having reference through a causal loop 
influence diagram. The plus sign on the arrows of the closed loop of item 1 and item 2 indicates a linear increasing 
relationship that has intrinsic and extrinsic attributes. By using a causal loop diagram and closed loop self-reference 
within a Zachman framework allows systems engineers to describe interrelations between items that are in different 
levels of the system (extrinsic) and same level of the system (intrinsic). Self-reference within the Zachman 
framework is an additional abstraction model that can be used helping systems engineers and architects to design 
and understand interrelations between items within a system or System of system.   
Table 1.2 Self-Reference through causal loop diagrams within Zachman Framework 
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3. Logic 
Parity Bit. A digital packet can instantiates self-reference with a parity bit.  The parity bit, a part, refers to a quantity 
and quality of the whole digital packet.  
Recursive Logic / Thinking. If levels with the capacity of referring to the encompassing whole of the level above 
exist, recursive logic is possible. As recursive logical progresses, elements in the lower level, endowed with 
syntactic and semantic elements, find their place within the context of their whole, which is the level just above.  
Recursive logic creates nested loop in Java or C programs, for example.  
Fuzzy Logic. Fuzzy logic creates mechanisms whereby a part is not constrained to refer only to itself, but to its 
place within the whole space within which is exists.  In some measure, then, each part refers to the whole.  
Neural Networks. Neural networks are a mechanism by which the assessment of the whole is accomplished by 
neuronal parts, with a summary reference to the whole emerging as a discrete part -- the output of the neural 
network. In decision making, it is crucial that a decision maker not only be able to make good decisions, but that it 
can also analyze and comment on the quality of those decisions – that is, refer to the whole quality of the process, 
not just output a discrete output.   Recently, Pasquali, Timmermans and Cleemans (2010, p. 182) hypothesized that 
“wagering and other subjective measures of awareness reflect metacognitive capacities subtended by self-developed 
metarepresentations that inform an agent about its own internal states.” To investigate their idea, the researchers 
employed simulations in which neural networks learned to wager on their confidence in their own responses. 
Intelligent Agents. The possibility of referring and reacting to the whole of a situation is undeniable to humans, 
who often refer to “society,” “the economy,” or “the State of the Union.” How such ability has possibly influenced 
human evolution has been made clearer by a recent simulation of evolutionary populations, where a model of 
evolution was augmented by considering not only the mutation of genes, but also the total populations involved. 
This model of evolution combined the growth dynamic of populations as well as the internal evolution of the 
members (Melbinger, Cremer, & Frey, 2010).  The researchers found a tight coupling between reproduction events 
and growth dynamics, including an increase in cooperation. 
Cellular Life. Cell membranes allows or disallows molecules from entering the whole of the cell, and therefore 
have an awareness of what defines the boundaries of the cell, and thus what defines the cellular system as separate 
from the environment. 
DNA in every cell nucleus contains double helix coding that refers to the whole of the organism, providing for 
the robustness of the system. 
4. Mathematical Underpinnings 
A number of mathematical constructs indicate that self-reference is built into some of the more elegant 
mathematical expressions. 
Infinity. Infinity, as the discrete typographical symbol ∞, has a semantic meaning that refers to the ultimate whole, 
the whole with indefinable limits.   
Fractals: Self-Similarity. Fractals provide self-reference in that a part contains all the information necessary to 
create the whole.  Information necessary to form a self-similar structure is available at all levels, and is in fact 
employed at all levels simultaneously.   
Probabilities. Self-reference is essential to explaining the appearance of random numbers from a probability 
distribution over time. The long running debate between Frequentists – who believe that the reality of probability is 
only captured in a collection of events that can be collective described by statistics – and Bayesians – who believe in 
the reality of underlying probability distributions from which specific occurrences arise – is at least conceptually 
unified and perhaps resolved by the employment of the principle of self-reference.  In light of the capability of self-
reference, a solitary event has the capability of referring to the whole of which it is a part, and thus, even as it 
emerges as an individual and separate event, it maintains coherence over time with other seemingly unconnected 
events which will also independently emerge from the probability distribution, which remains undisturbed.  
Fourier Transform. A Fourier Transform involves integration over the entire available space, in order to transform 
a function that may occur only on a part of that space, but whose extent may be different in the transform space.  
Sometimes a partial presence in one space refers to a presence over all space in the transform space. 
Integral over paths and space. Leibniz integrals and integral equations employed in electromagnetism are often 
based on the equivalence of a whole integral at a lesser dimension with a whole integral at a higher dimension. For 
example, a complete 2D contour integral will equal a complete 3D surface integral where the contour refers to the 
origin of all possible surfaces.  
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Natural Numbers. Kurt Gödel proved that the natural numbers – stretching to infinity – have the capacity to refer 
to themselves.  Gödel’s proof involved the mapping of a self-referential statement into the natural numbers, a 
mapping he constructed in order to prove his first and second Incompleteness Theorems (Gödel, 1962). 
Complex Numbers in the Complex Plane. Complex numbers evince the ability to refer to themselves with cyclic 
contour integrals that contain information about residues internal to the contour.  Often these integrals are evaluated 
as the extent of the integral is taken to infinity, which lends the definitive information necessary to evaluate the 
integral.  Through Cauchy’s Theorem, the part – the residue – refers to the whole that surrounds it – the contour 
integral. 
Quantum Mechanics. Schrodinger’s Cat shows that reality is much different when reference is made, either to: 1) 
the whole ensemble of possible future states, or, 2) a single possible future state.  Schrodinger’s Cat exemplifies that 
predictions can either employ simplifying assumptions, or predictions can employ no assumption that is not 
warranted by evidence – a methodological principle expressed as the Maximum Entropy Principle. 
5. Conclusion 
Self-reference has been demonstrated not only to appear as a central principle in a wide variety of disciplinary 
fields, but also to be a necessary ingredient for complexity.  Philosophers have indicated that the relation of the part 
to the whole is of utmost importance. Emmanuel Kant’s Categorical Imperative states: ‘Act only according to that 
maxim whereby you can at the same time will that it should become a universal law’ (Kant, 2009).  Ken Wilber, 
modern philosopher indicates that any and all persons, on the emphasis of the connection to all things, find 
themselves as a distinction from the whole, but are ultimately the whole as much as anything else (Wilber, 2000).  
Because of its ubiquitous appearance in feeding back information to evolving systems, self-reference is at the very 
essence of the connectedness of the universe. 
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