We study the codeword distribution for a consciense type competitive learning algorithm, Frequency Sensitive Competitive Learning (FSCL), using one dimensional input data. We prove that the asymptotic codeword density in the limit of large number of codewords is given by a power law of the form Q(x) = C P (x) , where P (x) is the input data density and depends on the algorithm and the form of the distortion measure to be minimized. The algorithm can be adjusted to minimize any L p distortion measure with p ranging in (0; 2].
I. Introduction
Competitive learning type algorithms are used for vector quantization and pattern recognition among other applications. Compared to batch algorithms, like the well known LBG algorithm 1], they o er the advantage of operating on-line and being adaptive. They are also atractive when implemented in parallel neural network architectures, thus increasing the speed of encoding/decoding operations.
Simple Competitive Learning (CL), even though computationally very e cient, is known to su er from the problem of codeword underutilization, that is codewords initially located away from the data set never win the competition, resulting in a nonoptimal nal codebook In this brief paper we analyze the asymptotic codeword distribution for the FSCL algorithm in the case of one dimensional data. We show that the algorithm can be adjusted to minimize a continuous range of distortion measures. The results have direct appplication to the problem of probability density estimation.
II. FSCL algorithm and equilibrium conditions
The FSCL algorithm belongs to the class of conscience type competitive learning algorithms. In FSCL, N units or codewords are assigned corresponding positions fw i g N i=1 and update frequencies ff i g N i=1 , where the update frequencies are de ned as
with the (count) c i being the number of times that unit i has been updated up to time t. Clearly, P i f i (t) = t. At time t, an input data vector x(t) is presented to the network and the winner unit is selected as the one that minimizes the product of a fairness function F , which is an increasing function of the update frequency, times the distance (distortion measure) from the input data vector, i.e., F (f i (t))kw i (t) ? x(t)k. Only the winner unit j is updated using
The underutilization problem is solved because frequent winners are \penalized" so that eventually all units win the competition some portion of the time.
At equilibrium, each unit i wins the competition for all input data inside a neighborhood (cell) C i of w i and w i is the centroid
where P (u) is the input data probability density function and the equilibrium update frequencies are given by
For the calculation of the equilibrium positions, given any number of codewords, we can use a modi cation of the Lloyd-Max iterative algorithm 11] for scalar quantizer design. If the input data probability density is nonzero only on a continuous interval, the algorithm consists of a search for the rst codeword position.
The algorithm begins by assuming a position for the rst codeword. If we know the positions of the rst n?1 codewords then we can exactly determine the position of the n th codeword so that the equilibrium conditions are satis ed. After each iteration through the set of codewords we correct the rst codeword's position depending on the error associated with the last codeword's previous position.
III. Asymptotic codeword density
We assume one dimensional input data distributed with a probability density function P (x). We consider fairness functions of the form F (f i ) = f i and we prove the following theorem. (1) and, from the winner condition, the boundaries must satisfy
where
Let u n = l n?1 + l n 2 and n = l n ? l n?1 . In the limit of large number of codewords we can approximate
Thus, equation (1) takes the form
and equation (2) 
In terms of the codeword density Q(x) we have the approximations 
we obtain Q 0 (l n?1 ) Q(l n ) = 3 + 1 3 + 3 P 0 (l n?1 ) P (l n?1 ) (8) which implies that
The case where = 0 describes the codeword density for simple CL, which is a stochastic gradient descent minimization of the mean square error, i.e., the L 2 distortion measure as is the case in the Lloyd-Max quantizer. Our result, a 1=3 power law, is in agreement with the asymptotic density of the Lloyd-Max quantizer presented in 9].
We notice that FSCL generates a codeword distribution closer to the data probability density, while simple Competitive Learning assigns relatively more codewords to regions of small data density and less codewords to regions of large data density.
Codeword distributions that obey input data probability density power laws correspond to asymptotically optimal quantizers as shown by Zador 9 
IV. Simulation Results
The codeword density predicted from our theoretical results very closely describes the actual codeword distribution even for a moderate number of codewords. We simulated the FSCL algorithm using 30 codewords and a training set of 100,000 input data samples obtained from a gaussian distribution truncated in a nite interval. The initial codeword positions were selected randomly inside the data interval. We plot the cumulative codeword distribution as obtained by simulation versus the theoretically predicted cumulative distribution. In Fig. 1 we show the results for = 0 and in Fig. 2 we show the results for = 4. In practice, the parameter is usually a function of time; a large initial is used to solve the codeword underutilization problem and subsequently converges to the value that minimizes the desired distortion measure. 
