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Volatile organic compounds (VOCs) are involved in tropospheric ozone production 
and secondary organic aerosol (SOA) formation and therefore have important im - 
plications for regional air quality. Globally, tropospheric ozone and SOA also im- 
pact climate through radiation and climate forcing. Our current understanding of 
changing ozone concentrations and of aerosol formation and composition over 
Australia is limited, in part, by a lack of measurements of typical concentrations of 
VOCs, and of the sources and processes governing these concentrations. This pro - 
ject aimed to further our understanding of VOCs in Australia through two ap - 
proaches: (1) direct determination of VOC emissions at the source and (2) continu - 
ous ambient measurements. In both approaches, VOCs were measured using 
chemical ionisation mass spectrometry. 
 
The first approach was used to characterise VOC emissions from biomass burning. 
Biomass burning is a large source of VOCs, both in Australia and globally. Its occur - 
rence varies widely both temporally and spatially, and biomass burning is there - 
fore a driver of variability in atmospheric composition. VOC measurements were 
made using Selected Ion Flow Tube Mass Spectrometry and Fourier Transform 
spectrometry at five prescribed fires and twenty-two laboratory fires. Emission ra - 
tios and emission factors are reported for a total of 22 VOC species. These are the 
first emission factors available for fires in temperate forests for butadiene, ethanol 
and pyrrole and the first emission factors measured in fresh smoke from Australi - 
an temperate forest fires for acetaldehyde, acetone, acetonitrile, acetylene, ben- 
zene, hydrogen cyanide, the sum of furan and isoprene, the sum of methacrolein 
and methyl vinyl ketone, butanone, the sum of monoterpenes, toluene and the 
sum of C8H10 species. This is the most extensive set of measurements for Australi- 
an forest fires to date, in terms of the number of fires sampled and of species 
measured. The influence of coarse fuel load and fire phase on VOC emissions was 
investigated. Coarse fuel load was  found  to  have no statistically significant (p 
>0.05) effect on VOC emissions, whereas fire phase proved to be an important 
factor. The dataset also highlighted the potential influence of vegetation type and 
composition on the emissions of certain species, for example acetonitrile. 
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The VOC emission factors for smoke from temperate forest fires presented here 
will be incorporated in a regional modelling and forecasting tool aimed at predict - 
ing the impact of planned and unplanned fires on the air quality of nearby popula - 
tion centres. 
 
The second approach consisted of ambient VOC measurements made using a Pro - 
ton Transfer Reaction Mass Spectrometer in Wollongong, NSW, as part of a large 
ambient measurement campaign. The campaign yielded a rich dataset character - 
ising atmospheric composition at the ocean/forest/urban interface, an environ - 
ment which is typical of many cities in South-East Australia. The 8-week campaign 
yielded time series for twelve VOCs from which typical ambient summertime val - 
ues were derived. The most abundant VOCs were all oxygenated species (methan - 
ol, formaldehyde, acetone and acetaldehyde). The main source of the measured 
VOCs was the forested escarpment that encircles the Wollongong region to the 
west. Biogenic VOC mole fractions an order of magnitude higher than average 
were associated with atypically warm weather on two days in January 2013. These 
elevated levels of VOCs were associated with higher ozone levels. This has implica - 
tions for air quality policy under a warming climate, since biogenic emissions can - 
not be subjected to emission controls. The dataset can be used to validate regional 
models. As part of this project, output from the CHIMERE model was compared to 
the observations. The model overestimated isoprene mole fractions by a factor of 
five, indicating that emissions from vegetation in South-East Australia are poorly 
understood and warrant further investigation. 
 
This thesis furthers our understanding of VOCs in South-East Australia by providing 
new VOC emission factors for fires in Australian temperate forests and providing 
typical ambient concentrations of VOCs. There are relatively few VOC measure- 
ments in the Southern Hemisphere, and this work contributes much needed data 
that can help validate atmospheric models and further our understanding of at - 
mospheric composition and chemistry in the relatively clean conditions of South- 
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1.1        Volatile Organic Compounds (VOCs) 
 
 
1.1.1        Definition 
 
The Earth’s atmosphere contains a myriad of different trace gases, with as many as 10 4-105 
identified so far (Williams 2004, Goldstein and Galbally 2007). Many of these trace gases 
contain carbon atoms and are dubbed ‘Volatile Organic Compounds’ (VOCs); however, the 
most abundant carbon-containing species, i.e. carbon dioxide (CO 2), carbon monoxide (CO) 
and methane (CH4) are excluded from this definition (Williams 2004). VOCs include hydro- 
carbons such as alkanes, alkenes and alkynes, aromatic compounds and terpenes, as well as 
oxygenated species such as alcohols, esters, aldehydes, ketones and organic acids. Other 
VOCs include amides, amines, nitriles, halocarbons and organosulphur compounds. There is 
no universally agreed definition for VOCs, but it is generally accepted that they are com - 
pounds that have low boiling points at standard atmospheric pressure (and hence relatively 
high vapour pressure at ambient temperatures) and which can have an impact on air qual - 
ity. Compounds that have higher boiling points but can partition between the gas and con - 
densed phase are generally known as semi-volatile organic compounds. 
 
 
1.1.2 Importance: Role of VOCs in tropospheric ozone production and secondary organic 
aerosol formation 
 
VOCs are typically present in the atmosphere at trace levels (parts per billion or less) and 
their presence alone is rarely associated with negative impacts. VOCs matter mostly be - 
cause of their reactivity in the atmosphere. VOCs react with atmospheric oxidants, the most 
important of which is the hydroxyl radical (OH) (Seinfeld and Pandis 2006). Other atmo- 
spheric oxidants include ozone, halogen radicals (Cl, Br, I) in marine environments (Lee, 
McFiggans et al. 2010), and NO3  at night (Stone, Evans et al. 2014). Some VOCs can also un- 
dergo photolysis (be broken down by sunlight). There are reviews of atmospheric degrada - 
tion pathways and kinetics in the literature (e.g. Atkinson 2000, Atkinson and Arey 2003a, 





Oxidation  of  VOCs  can  lead  to  the production of  CO  and  CO 2, or to  the  formation of 
products that have higher solubility and/or lower vapour pressure than the parent VOC. 
These products can be deposited or can condense to form secondary organic aerosol (SOA) 
(Hallquist, Wenger et al. 2009). SOA dominates the organic aerosol mass (Zhang, Jimenez et 
al. 2007), which itself can form an important part of total ambient particulate mass (Kana- 
kidou, Seinfeld et al. 2005). Oxidation of VOCs in the presence of nitrogen oxides can lead to 
the production of ozone (Atkinson 2000). Ozone can be transported over long distances 
(Sudo and Akimoto 2007) and is therefore an issue on multiple scales, from the local urban 
environment to the hemispheric scale (Monks, Archibald et al. 2015). 
 
Both tropospheric ozone and SOAs have important climate implications, especially in terms 
of radiation and climate forcing: tropospheric ozone is a short-lived greenhouse gas and aer- 
osol can both absorb and scatter radiation (Forster, Ramaswamy et al. 2007). They also im- 
pact air quality (Monks, Granier et al. 2009) and affect human health (Pope and Dockery 
2006, Lim, Vos et al. 2012, Shah, Langrish et al. 2013). Tropospheric ozone also impacts ve- 
 





1.1.3        Sources of VOCs 
 
VOCs have a wide variety of sources, both direct and indirect. Indirect sources include pro - 
duction from precursor molecules in the atmosphere through photolysis and/or oxidation. 
Direct sources include vegetation, biomass burning and human activity. By far the largest 
direct source of VOCs is vegetation, with total emissions estimated at 770-1400 Tg/yr (Yokel- 
son, Christian et al. 2008, Guenther, Jiang et al. 2012), with 500-750 Tg/yr attributed to iso- 
prene (C5H8) alone (Guenther, Karl et al. 2006, Guenther, Jiang et al. 2012) . VOCs released to 
the atmosphere by vegetation are known as biogenic VOCs (BVOCs). They include isoprene, 
terpenes, terpenoids, alcohols, aldehydes, organic acids and esters, with potentially hun - 
dreds of individual compounds emitted (Knudsen, Eriksson et al. 2006, Park, Goldstein et al. 
2013). Which species are emitted and the strength of these emissions depend on plant 
type, solar intensity, temperature and phenological events, amongst other factors (Kessel- 






The second largest source of VOCs, according to recent estimates, are vegetation fires, or 
biomass burning, with total emissions greater than 400 Tg/yr  (Yokelson, Christian et al. 
2008, Akagi, Yokelson et al. 2011). Typical biomass burning emissions include CO2  and CO, 
methane, hydrogen and VOCs such as alkanes, alkenes, alcohols, aldehydes, ketones and or- 
ganic acids, as well as nitrogen- and sulphur-containing species such as nitric oxide (NO), ni - 
trogen dioxide (NO2), nitrous oxide (N2O), ammonia (NH3), hydrogen cyanide (HCN), acetoni- 
trile (CH3CN), sulphur dioxide (SO2) and carbonyl sulphide (OCS). Hundreds of individual spe - 
cies can be emitted by vegetation fires (Yokelson, Burling et al. 2013). 
 
Another important source of VOCs is human activity. Total anthropogenic emissions were 
estimated at 160 Tg for the year 2008 by the Emission Database for Global Atmospheric Re - 
search (EDGAR) (EC-JRC/PBL 2011). These include fossil fuel exploitation and agriculture 
(Simpson, Blake et al. 2010, Gentner, Ford et al. 2014), automotive transport (Fraser, Cass et 
al. 1998, Duffy, Nelson et al. 1999), solvent production and usage, industry and other com - 
mon activities such as cooking (Stockwell, Veres et al. 2015). Anthropogenic emissions can 
dominate in populated areas, especially in large urban centres (Molina, Kolb et al. 2007, 
Chan and Yao 2008, Molina, Madronich et al. 2010, Parrish, Singh et al. 2011) , and are gen- 
erally responsible for poor air quality in cities (von Schneidemesser, Monks et al. 2011), al- 
though biogenic emissions can also play a role in episodes of photochemical smog 
(Chameides, Lindsay et al. 1988). 
 
 
1.2        Understanding VOCs and their impacts 
 
 
1.2.1        Boundary layer processes 
 
VOCs are mostly emitted near the surface, in what is know as the planetary boundary layer 
of the atmosphere. This is the atmospheric layer that is closest to the ground and in which 
winds are influenced by friction from the surface (Goody 1995). Vegetation and topography 
cause turbulent eddies and wind patterns that are different from those above the boundary 
layer. The height of the boundary layer depends mostly on temperature. Warmer temperat - 
ures mean greater heat fluxes at the surface and more convective mixing. This mixing tends 
to expand the boundary layer. Cooler temperatures mean a reduction in rising air from the 





sequently, the height of the boundary layer tends to be higher during the day than at night, 
and in summer rather than in winter (Stull 1988). The boundary layer may be capped by a 
temperature inversion and is usually within 1000 metres from the surface. 
 
Emitted VOCs are subjected to transport and mixing in the boundary layer, whilst undergo- 
ing photochemical reactions as well as other loss mechanisms such as deposition to sur - 
faces (vegetation, aerosol) or dissolution in rain water (wet deposition) (Finlayson-Pitts and 
Pitts 2000). The overall removal rate of a given VOC can be obtained by summing its rates of 
reaction with radical species, its rate of photolysis, and of deposition. From this overall rate 
of removal, the atmospheric lifetime of the species can be estimated. Atmospheric lifetimes 
vary from minutes to several years, depending on the species (Atkinson and Arey 2003a). 
 
The ambient mole fractions of VOCs measured at a given location therefore reflect the prox - 
imity and strength of sources, meteorological factors such as wind speed and direction, 
boundary layer height, in situ production if applicable, and the effectiveness of removal pro - 
cesses, including the extent to which chemistry occurs between emission and measure - 
ment. Most short-lived (with atmospheric lifetimes of a few days or less) trace gas species 
exhibit diel cycles, with some BVOCs and photochemically produced species exhibiting max - 
imum concentrations during the day (some examples will be discussed in Chapter 4). Other 
species, such as monoterpenes, have maximum concentrations at night (e.g. Rinne, 
Ruuskanen et al. 2005), when mixing is weak within a shallower boundary layer and oxida- 
tion is slower. 
 
 
1.2.2        Measurements of VOCs 
 
It can be argued that our understanding of atmospheric chemistry is governed by what we 
can measure and with what precision (Crutzen and Ramanathan 2000, Laj, Klausen et al. 
2009). Over the last decades, a great many measurement techniques and platforms have 
 
been developed and deployed in order to quantify ambient VOC mole fractions and to ad - 
vance our understanding of VOC emissions, transport, chemical processing and 
deposition/losses. These range from in situ through ground-based total-column sampling 
techniques, to global mapping techniques such as satellites. Each method/platform has ad - 
vantages and disadvantages based on the purpose of the measurements. For example, 





and Denaly, 1990, Rowe, Fairall et al. 2011), whereas monitoring long term trends can be 
satisfactorily achieved through less frequent (daily, weekly or monthly) measurements 
(Helmig, Bottenheim et al. 2009, Simpson, Anderson, et al. 2012) . For in situ VOC measure- 
ments, common options are grab sampling (either in canisters or on adsorption tubes) fol - 
lowed by gas chromatography or High Pressure Liquid Chromatography (HPLC) analysis. In 
this project, the main VOC measurement method is chemical ionisation mass spectrometry. 
Two instruments, a Selected Ion Flow Tube Mass Spectrometer (SIFT-MS) and a Proton 




1.2.3        Testing our understanding: modelling ambient concentration of VOCs 
 
An extremely powerful tool for testing and expanding our understanding of atmospheric 
chemistry are numerical models. These are built to capture our best current understanding 
of atmospheric processes. They vary in complexity, from one-dimensional box models, 
through chemistry transport models, to earth system models. Models can represent atmo - 
spheric processes over varying temporal as well as geographical scales. They can be used to 
bridge the gaps in observations and to test the impact of certain emissions or processes. 
Models can help interpret observations, and observations serve to validate models (i.e. our 
understanding of atmospheric processes). Measurements and modelling therefore go hand- 
in-hand. One essential input of regional and global atmospheric composition models is 
emission inventories of trace gases. Some of these are specific to one source sector, such as 
the Model of Emissions of Gases and Aerosols from Nature (MEGAN) (Guenther, Karl et al. 
2006, Guenther, Jiang et al. 2012), or cover all sources in a region in particular. T here are 
 
several inventories covering each of the main VOC sources discussed in Section 1.1.3. 
 
 
1.3        Characterising and understanding VOCs in South-East Australia 
 
What follows is a short review of efforts towards characterising VOC emissions and their im - 
pacts in Australia. In terms of characterising biogenic emissions, Kirstine, Galbally et al. 
(1998) characterised emissions from pastures, and a few studies have characterised emis - 
sions from eucalypts in chamber and cuvette experiments (He, Murray et al. 2000a, He, 





al biogenic and fire emissions in Northern Australia (Ayers and Gillett 1988). More recent 
work on characterising emissions from Australian savanna fires include work by Meyer, Cook 
et al. (2012) and Smith, Paton-Walsh et al. (2014). Studies concerned with emissions from 
fires in Australian temperate forests are reviewed as part of Chapter 3. Smoke from bush- 
fires can impact the air quality of urban centres such as Melbourne and Sydney (Keywood, 
Cope et al. 2015, Rea, Paton-Walsh et al. 2016). 
 
In terms of measurement campaigns, there have been a number focused on understanding 
aerosol formation and composition, with studies in eucalypt forests (Suni, Kulmala et al. 
2008, Ristovski, Suni et al. 2010), coastal environments (Cainey, Keywood et al. 2007, Fletch - 
er, Johnson et al. 2007, Modini, Ristovski et al. 2009), and at their interface (Suni, Sogacheva 
et al. 2009). Aerosol numbers and formation have been studied in urban environments such 
as in Brisbane and Sydney (Cheung, Morawska et al. 2011, Cheung, Morawska et al. 2012, 
Cope, Keywood et al. 2014). The Sydney Particle Study was a large modelling and observa - 
tional project aimed at investigating the characteristic of particles in Sydney which found 
that biogenic sources influenced particle formation and composition (Cope, Keywood et al. 
2014). As many of Australia's largest cities are surrounded by native vegetation, this biogen - 
 
ic impact is likely to be replicated elsewhere. Some of these studies, such as the Sydney 
Particle Study just mentioned, monitored ambient VOC mole fractions. There have also 
been targeted monitoring programs of potentially harmful VOCs such as benzene and tolu- 
ene in cities by environmental agencies (e.g. Department of Environment and Conservation 
(NSW) 2004). 
 
There are very few continuous surface VOC monitoring programs in Australia. There is one 
such program running at the Baseline Air Pollution Station in Cape Grim, Tasmania 
(http://www.bom.gov.au/inside/cgbaps/) since 2014, with plans to start a similar program 
at the Australian Tropical Atmospheric Research Station in Gunn Point, NT. These measure - 
ments are made using a dual column gas chromatography system (Hopkins, Lewis et al. 
2003, Hopkins, Jones et al. 2011). There are also total column measurements of some VOCs 
made using ground-based solar Fourier Transform Spectrometry in Wollongong, NSW as 
part of the Network for the Detection of Atmospheric Composition and Change (NDACC) 
(http://www.ndsc.ncep.noaa.gov/) and from global satellite platforms over Australia (De 





VOCs from domestic and industrial sources are listed and quantified in the National Pollut - 
ant Inventory (NPI) from the federal Department of Environment (Department of the Envir - 
onment 2013). There are also state-based inventories, such as the Air Emissions Inventory 
from the NSW Environment Protection Agency (EPA). The NSW EPA has put together com - 
prehensive estimates of emissions of VOCs and other pollutants in the Greater Metropolitan 
Region of NSW (which includes Wollongong) for the years 2003 and 2008 (EPA 2007, EPA 
2012). In terms of modelling capabilities, examples include the Australian Commonwealth 
 
Scientific and Research Organization (CSIRO) chemical transport model (Cope, Hess et al. 
 
2004, Cope, Lee et al. 2009) and its earth system model (ACCESS) (Bi, Dix et al. 2013), but 
many other models have been applied to the Australian context, including GEOS-CHEM 




1.4        Background to work presented in this thesis 
 
The SIFT-MS is owned by the University of Wollongong and was gifted to the School of 
Chemistry shortly before the commencement of this project. Although the instrument had 
been installed by a technician and was operational, there was no in-house expertise avail - 
able for this instrument. The early stages of this project were therefore devoted to learning 
how to operate the instrument, and to testing its capabilities. This included designing and 
building a system to calibrate and zero the instrument. Ambient measurements using the 
SIFT-MS proved difficult and costly as the instrument needs both helium and argon to oper - 
ate. Appendix A shows ambient measurements of formaldehyde and isoprene made using 
the SIFT-MS sampling from the roof of the chemistry building on the main campus of the 
University of Wollongong, as well as a diagram of the system built to zero and calibrate it. 
The system, however, proved adequate for the analysis of grab samples collected near VOC 
sources. Tests included analysing samples collected in the headspace of an enclosure con - 
taining vegetation (tree foliage, freshly cut grass, etc.), samples of car exhaust and smoke 
from vegetation fires. As there was already a project measuring emissions from prescribed 
fires going on at the time, measurements of VOCs by SIFT-MS were added to the suite of 
measurements made at those fires. There was, later on, an opportunity to apply the meth - 
ods developed for the prescribed fires to laboratory fires organised by the Land and Water 





As part of the fire emissions projects, measurements were also made using Fourier Trans - 
form Infrared Spectrometers. There is extensive in-house experience using these type of in - 
struments at Wollongong. For these measurements, the contribution of the author was less 
method development and more operation of already developed instruments and software, 
although there was some analysis development work when it came to spectral fitting (Sec - 
tion 3.2.4). 
 
The presence of the SIFT-MS at the University of Wollongong helped foster collaboration 
with the Marine and Atmospheric Research division of the Commonwealth Scientific and In - 
dustrial Research Organisation (CSIRO), who operate a PTR-MS. This lead to Dr. Ian Galbally 
becoming one the co-supervisors of this thesis, and to the PTR-MS being made available for 
ambient measurements in Wollongong. The PTR-MS came with its own automated calibra - 
tion and zeroing equipment, and with substantial data processing software. The author ad - 
apted the data processing code to suit the conditions of the Wollongong measurements 
with the help of Suzie Molloy from CSIRO. 
 
 
1.5        Aims and outline of this thesis 
 
This  project aimed to further our  understanding of  VOCs in Australia through two ap - 
proaches: (1) characterisation of VOC emissions directly at the source and (2) continuous 
ambient measurements. 
 
The first approach was used to quantify VOC emissions from biomass burning . Biomass 
burning is a large source of VOCs, both in Australia and globally, but its occurrence varies 
widely both temporally and spatially. As such, it proved more practical (and safer) to attend 
planned fires instead of waiting for wildfires. Measuring emissions directly at planned fires 
(either in the field or at an experimental combustion facility), had the added advantage that 
it made it easier to investigate the effect of various factors on VOC emissions, such as veget - 
ation type, fuel load, combustion efficiency and fire phase. The aims of this part of the work 
were to characterise VOC emissions from Australian sclerophyll forest fires and to compare 
them to emissions from other ecosystems, including temperate forests in other parts of the 
world, and to investigate the factors that influence VOC emissions from fires. Emission ratios 





work aimed at predicting the impact of prescribed fires on regional air quality. The results 
from this part of the project are presented in Chapter 3. 
 
The second approach consisted of measurements of ambient concentrations of VOCs in 
Wollongong, NSW over the 2012-2013 summer. The aims for this part of the project were to 
derive typical ambient levels of VOCs and to explore how they were influenced by local or 
regional processes such as meteorology. Another aim was to identify the main sources of 
VOCs in the region, and to determine whether there was evidence of transport from other 
regions. Then the effect of these local and transported VOCs on observed levels of tropo - 
spheric ozone (an air quality indicator) were explored. Finally, the surface VOC and ozone 
observations were compared to the output of a regional model. This comparison high - 
lighted some of the requirements needed for future modelling efforts. The measurements 
made at Wollongong will be one of the main datasets used in a multi-institutional, mul- 
ti-model air quality modelling study as part of Australia's new Clean Air and Urban Land - 
scapes hub (http://www.nespurban.edu.au/research-projects/project-one/). The results 
from this part of the project are presented in Chapter 4. 
 
Chapter 2 describes SIFT-MS and PTR-MS and some of their advantages and disadvantages. 











2 Measurements of Volatile Organic Compounds by Selected Ion 
Flow Tube Mass Spectrometry and Proton Transfer Reaction Mass 
spectrometry 
 
In this project, the main VOC measurement method is chemical ionisation mass spectro - 
metry. We used two instruments, a Selected Ion Flow Tube Mass Spectrometer (SIFT-MS) 
and a Proton Transfer Reaction Mass Spectrometer (PTR-MS). Both originate from instru - 
mentation built to study ion-molecule reactions and are therefore similar (Blake, Monks et 
al. 2009). The idea behind these instruments is essentially to reverse the kinetic experiment, 
and to use known reaction rates and pathways to quantify trace gases in air samples. The 
chemical ionisation process is soft, and little fragmentation generally takes place. In its 




++A → P + (2.1) 
 
 
Where R+  is the reagent ion, A is the analyte, P+  is the product ion resulting from the reac- 
 
tion and k is the known rate coefficient of the reaction. 
 
The instruments consist of an ion source (where the reagent ions are produced), a reaction 
tube (where the analyte is introduced and the reaction described in Equation (2.1) proceeds 
under controlled conditions) and a mass spectrometer (in this case, a quadrupole mass fil - 
ter) to detect the product ions. There are differences in how the reagent ions are produced, 
and in the design of the reaction tube. In SIFT-MS, the priority is on reaction condition con - 
trol whereas in PTR-MS the focus in on sensitivity (Biasioli, Yeretzian et al. 2011). 
 
 
2.1        SIFT-MS 
 
In SIFT-MS, reagent ions (H3O
+, NO+, O2  ) are produced simultaneously from humid air in a 
microwave discharge. A single reagent ion is then selected using a quadrupole mass filter 
and introduced to the reaction tube. This allows the reagent ion to be switched almost in - 
stantaneously and this constitutes one of the main advantages of SIFT-MS over other chem - 






The reaction chamber is a flow tube. The selected reagent ions enter through a Venturi ori - 
fice (this is an aperture shaped to minimise back flow of gases from the flow tube into the 
ion source), where they are thermalised and carried along by a stream of helium and argon. 
Argon is used to reduce the loss of ions by diffusion to the walls of the curved flow tube, 
which is a particularity of the instrument used in this project (Syft Voice 100). The ratio of 
helium to argon is typically 2:3 and the total pressure in the flow tube is approximately 0.7 
mbar (Milligan, Francis et al. 2007). 
 
The sample (usually air containing trace gases of interest) is introduced slightly downstream 
of the Venturi nozzle, through a heated capillary. The reagent ions then react with the ana - 
lyte molecules as they are carried along the flow tube. The time it takes to reach the end of 
the flow tube is the reaction time and is set by the flow tube conditions. The resulting 
products ions are then separated and counted by the mass spectrometer. In the Syft Voice 
100, this is a quadrupole mass filter combined with a continuous dynode electron multiplier. 
The instrument can scan a range of mass-to charge ratios (m/z) from ~10 to 200 amu. The 
Syft Voice 100 is described in detail by Milligan, Francis et al. (2007) and a diagram of the in- 
strument is shown in Figure 2.1. 
 
The analytes that can be detected by the instruments depend on the reagent ion used. H 3O
+ 
reacts via proton transfer reaction, with molecules that have a proton affinity greater than 
that of water (690 ± 4 kJ/mol, Goebbert 2004), to form product ions that are the protonated 
form of the analyte. These product ions are detected at a m/z that is equal to the nominal 
mass of the analyte (M) plus the mass of a proton ([M+1] + (Hewitt, Hayward et al. 2003). 
NO+  reacts with molecules that have ionisation energies less than 9.3 eV (Sander, Chewter 
et al. 1987, Reiser, Habenicht et al. 1988) via charge transfer to form products at [M]+, via 
associative charge transfer to form products at [M+30]+  and via hydride abstraction to form 
 
products at [M-1]+. O + 
 
reacts with molecules that have ionisation energies less than 12.1 eV 
 
(Tonkyn, Winniczek et al. 1989), via charge transfer and dissociative charge transfer reac - 
 




















































Figure 2.1: Diagram of the SIFT-MS (Syft Voice 100) used in this study. Published in Milligan, Francis 







In PTR-MS, the reagent ions are produced in a hollow-cathode discharge that produces H 3O+ 
 
ions (>99.5%) from pure water vapour. It is possible to produce NO +  or O + 
 
ions by switching 
 






ter is thus removed, but the instrument cannot ‘instantaneously’ switch from H 3O
+ to NO+ or 
 
+ (Jordan, Haidacher et al. 2009). 
 
The reaction tube is a drift tube, where the ions are moved along the tube by an electric 
field E (V cm-1). As in SIFT-MS, the sample is introduced through a heated capillary slightly 
downstream of the Venturi orifice through which the reagent ions enter the drift tube. The 
inert constituents (N2,  O2, Ar) of the sample itself act as the buffer. Typical pressures inside 
the drift tube are around 2 mbar. The conditions in the drift tube are characterised by the 
E/N ratio, where N is the number density of gas molecules in the drift tube. Values in the 
range between 80 and 140 Td (where 1 Td = 10-17  cm2 V molec-1) are readily achievable, with 
higher values associated with more energetic reaction conditions. An E/N of ~90 Td was 
used in this project. The mass spectrometer in the instrument used in this project was 
based on a quadrupole mass filter. Instruments equipped with time-of-flight spectrometers 
are also commercially available (Jordan, Haidacher et al. 2009). More detailed descriptions 



























Figure 2.2: Diagram of the PTR-MS instrument. HC stands for hollow cathode, SD is the source drift 
region and VI stands for Venturi inlet. The ion detection system is a quadrupole mass spectrometer. 
Published in Hansel, Jordan et al. (1998). 
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2.3        Similarities between SIFT-MS and PTR-MS 
 
 
2.3.1        Capillary - effect of sample pressure 
 
The flow through a capillary depends on the pressure difference between its ends. This 
means that the flow of analyte entering the reaction tube, and therefore, the instrument re - 
sponse, depends on sample pressure. For ambient measurements, this effect is relatively 
small (as atmospheric pressure varies within a relatively small range), but this means that 
calibration standards (used to determine the instrument response to a known signal) and 
zero air (used to determine the instrument response when there is no signal) both need to 
be introduced at the same pressure as that of the sample. This pressure dependence also 
affects the analysis of samples collected in canisters or flasks. As these vessels have a fixed 
volume, the sample pressure drops as the canister is analysed. This does not affect samples 




2.3.2        Quadrupole mass filters 
 
Both instruments are equipped with quadrupole mass filters. These are sturdy, but relatively 
slow, scanning m/z one at a time. It is possible to scan the entire range to produce full scan 
mass spectra, or to scan only a few pre-selected m/z (single/multiple ion monitoring (SIM or 
MIM)). In both cases, the integration time (the time the quadrupole ‘dwells’ on a particular 
m/z) can be varied (1 ms to 100 s or more). The duty cycle is a function of the number of 
m/z scanned and of the integration time. The larger the number of m/z scanned, and the 
longer the integration time, the poorer the temporal resolution between successive meas - 
urements of the same m/z. Instrumental precision for a given m/z is governed by the ion 
signal strength in counts per second (cps) and the integration time, and is well described by 
Poisson statistics (the instrumental noise is proportional to the square-root of the ion signal) 
(Hewitt, Hayward et al. 2003). The longer the integration time, or the higher the signal, the 
better the precision. 
From the product ions m/z and the known reaction pathways, it is possible to deduce the 
nominal molecular mass of the analyte present in the sample. Although this is a very useful 






measurements can lack specificity (Hewitt, Hayward et al. 2003). This is especially true at 
higher m/z values where several isomers all share the same mass. For example, the NIST 
Chemistry webBook database (NIST Chemistry WebBook) lists 26 compounds sharing the 
formula C5H8   with isoprene. Resolving isobaric compounds is therefore often a challenge 
and  m/z  attributions  can  be  problematic  (Hewitt,  Hayward  et  al.  2003,  de  Gouw  and 
Warneke 2007), especially since interferences are also possible from fragments of larger 
VOCs. 
Attributions are based on previous knowledge of atmospheric composition and known reac - 
 
tion pathways. Some effort has been directed at validating m/z attributions. This has in - 
cluded coupling the instrument to a gas chromatographic column to check whether more 
than one species makes up the signal at a specific m/z. This has been done with both PTR- 
MS (de Gouw, Warneke et al. 2003, Warneke, de Gouw et al. 2003) and SIFT-MS (Kubišta, 
Španěl et al. 2006). There have been numerous inter-comparisons with other measure - 
ments methods (Sprung, Jost et al. 2001, Warneke, van der Veen et al. 2001, de Gouw, 
Goldan et al. 2003, Christian, Kleiss et al. 2004, Kuster, Jobson et al. 2004, Steinbacher, 
Dommen et al. 2004, Apel, Brauers et al. 2008, Haase, Keene et al. 2012) . Most of this valid- 
ation work has been done using H3O
+ as the reagent ion. 
 
2.3.3        Effect of water content: ion clustering 
 
When H3O
+  is used to analyse trace gases in moist air, there is formation of clusters of the 
type H3O
+(H2O)1,2,3 (m/z 37, 55 and 73, respectively). These can be present in concentrations 
that are similar to that of H3O
+  at higher absolute humidity (Španĕl and Smith 2001, Hewitt, 
Hayward et al. 2003). These clusters have higher proton affinities than water (808 ± 6 
kJ/mol for (H2O)2) vs. 690 ± 4 kJ/mol for H2O (Goebbert 2004)), but can react via proton 
transfer reactions with some VOCs. They can also be involved in ligand-switching reactions 
with the protonated VOCs, forming [M+1]+(H2O) clusters (Blake, Monks et al. 2009). Cluster- 
 
ing with water is also observed, to a much lesser extent, when using NO+  or O + 
 
as the re- 
 
agent ion. These two processes – proton transfer from water cluster ions and ligand switch - 
ing reactions - complicate the interpretation of the mass spectra, and the quantitative 
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2.4 Differences between SIFT-MS and PTR-MS: advantages and disadvantages 
 
 
2.4.1 Multiple reagent ions 
 
One of the main advantages of SIFT-MS is its ability to rapidly switch between reagent ions. 
 
Using alternative reagent ions such as NO+ and O + 
 
to detect a molecule can help with iden- 
 
tification, since isobaric molecules sometimes exhibit different reaction pathways, especially 
if they have different functional groups. An example is propanal (CH3CH2CHO) and acetone 
(CH3COCH3): both have a protonated mass of 59 amu – and are therefore indistinguishable 
when only H3O
+  is available as the reagent ion – but form C3H5O
+  (m/z 57) and NO+C3H6O 
(m/z 88), respectively, when NO+ is the reagent ion (Španěl, Ji et al. 1997). 
 
 
2.4.2        Flow tube versus drift tube 
 
The most distinguishing feature between the SIFT-MS and the PTR-MS instruments is the re - 
action tube. As mentioned above, the SIFT-MS has a flow tube, in which the reagent ions 
and the analyte molecules are diluted in a stream of helium and argon. This ensures that 
the ions are thermalised, and the reactions proceed at room temperature (the temperature 
of the flow tube is usually around 298K). The dilution factor is a function of the pressure 
and temperature inside the flow tube, and of the flows of sample and carrier gases. 
 
In the PTR-MS drift tube, the average collision intensity is higher, and the effective temper - 
ature at which the reaction proceeds can be higher than room temperature. These harsher 
conditions tend to limit water cluster formation, but can lead to fragmentation of the ana - 
lyte, with certain molecules being more susceptible to this than others. The conditions can 
be 'softened' by adjusting the E/N ratio. The main advantage of the drift tube is that the 
sample is not diluted in a carrier gas. This results in PTR-MS having greater sensitivity (and 
lower detection limits) than SIFT-MS (Blake, Monks et al. 2009). 
 
 
2.4.3        Review of uses 
 
The differences highlighted above mean that the two techniques have found different re - 
search niches, with SIFT-MS being used extensively in laboratory studies and PTR-MS being 






SIFT-MS has been used to determine the rate constants and the product branching ratios of 
 
reactions between H3O
+, NO+  and O + 
 
and many common organic species, such as alkanes, 
 
alkenes and aromatic compounds (Španěl and Smith 1998b, Diskin, Wang et al. 2002), alco- 
hols (Španěl and Smith 1997, Španěl, Wang et al. 2002, Wang, Španěl et al. 2004a, Schoon, 
Amelynck et al. 2007), aldehydes and ketones (Španěl, Ji et al. 1997, SSpanĕl, Doren et al. 
2002, Michel, Schoon et al. 2005), carboxylic acids and esters (Ŝpaněl and Smith 1998, So- 
 
vová, Dryahina et al. 2011), ethers (Španěl and Smith 1998c), peroxides (Španěl, Diskin et al. 
 
2003), amines (Španěl and Smith 1998a), halogenated species (Španěl and Smith 1999b, 
Španěl and Smith 1999a), hydrogen sulphide (Španěl and Smith 2000), various heterocyclic 
compounds (Wang, Španěl et al. 2004b), as well as a whole suite of biogenic VOCs including 
oxygenated BVOCs (Amelynck, Schoon et al. 2005), sesquiterpenes (Dhooghe, Amelynck et 
al. 2008), terpenoids (Amadei and Ross 2011) and monoterpenes and their oxidation 
products (Karl, Spirig et al. 2002, Schoon, Amelynck et al. 2003, Wang, Španěl et al. 2003, 
Schoon, Amelynck et al. 2004); whereas there are no kinetic studies involving PTR-MS. 
There have been a few PTR-MS studies investigating fragmentation patterns of VOCs (Fall, 
Karl et al. 1999, Tani, Hayward et al. 2003, Tani, Hayward et al. 2004, Maleknia, Bell et al. 




In terms of ambient VOC measurements, the divide is also clear, with PTR-MS being fa - 
voured when it comes to atmospheric monitoring. Indeed, PTR-MS has been deployed at 
many sites, including in and downwind of large cities (Kato, Miyakawa et al. 2004, Gilman, 
Kuster et al. 2009, Vlasenko, Slowik et al. 2009) , at remote and rural sites (Karl, Hansel et al. 
2003, Galbally, Lawson et al. 2007, Holzinger, Millet et al. 2007) , in forests (Karl, Spirig et al. 
 
2002, Rinne, Ruuskanen et al. 2005, Karl, Guenther et al. 2007, Kim, Karl et al. 2010, Fares, 
Park et al. 2012) and on various platforms, including aeroplanes (Sprung, Jost et al. 2001, de 
Gouw, Warneke et al. 2004) and ships (Warneke and de Gouw 2001, de Gouw, Goldan et al. 
2003, Colomb, Gros et al. 2009); whereas there is only one study demonstrating the capabil - 
 
ities of SIFT-MS for ambient monitoring of VOCs (Prince, Milligan et al. 2010). 
 
This is by no means an exhaustive list, and both techniques have found applications in a 
variety of contexts. For example, a lot of work has been done with SIFT-MS on breath ana - 
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used to characterise emissions from gasoline and diesel engines (Smith, Cheng et al. 2002, 
Smith, Španĕl et al. 2004, Jobson, Alexander et al. 2005, Rogers, Grimsrud et al. 2006, Zava - 
la, Herndon et al. 2006, Inomata, Tanimoto et al. 2013, Sekimoto, Inomata et al. 2013) and 
PTR-MS has been used to characterise emissions from fires (Holzinger, Warneke et al. 1999, 
Christian, Kleiss et al. 2004, Karl, Christian et al. 2007, Maleknia, Bell et al. 2009, Warneke, 
Roberts et al. 2011, Possell and Bell 2013, Yokelson, Burling et al. 2013). 
 
 
2.5        Quantitative analysis of VOCs using SIFT-MS and PTR-MS 
 
Assuming the simple case laid out in Equation (2.1), it is possible to show that the concen- 
tration of analyte in the sample [A]o, is proportional to the measured ratio of product ions 





[ A ]o= 
[ P+ ] 




Where c is a function of the rate constant k and the reaction time t. In SIFT-MS, c would also 
include the flow tube dilution factor. As k is known, and t and the dilution factor can be cal - 
culated from instrumental conditions, it is possible to calculate mole fractions from [P +]t/ 
[R+]t (Španěl, Dryahina et al. 2006) with acceptable accuracy for a wide range of compounds 
(Langford, Graves et al. 2014). 
 
Equation (2.2), however, represents the simplest possible case, where a single reagent ion 
reacts with an analyte to form a single product. In reality, water clusters often form during 
the reactions and these need to be taken into account in the calculations. Similarly, to ac- 
count for fragmentation, it is necessary either to have accurate knowledge of the branching 
ratio under the instrumental conditions, or to monitor every m/z at which fragments occur. 
See Taipale, Ruuskanen et al. (2008) for an example of these detailed calculations. 
 
Another approach is to determine c empirically, using calibration mixtures and Equation 
(2.2). This reduces uncertainties, but can lead to values of c that are water dependent. One 
way to account for this dependence is to determine the instrument response to the same 
calibration mixture over a range of values of water content. This is the approach that was 







Another way is to monitor more than one m/z (the primary m/z as well as the m/z associ - 
 




   [ P+ ] 
[ A ]o= 
 
(2.3) 
c ∑ [ R
+] 
 
This is the approach that was used to calibrate the SIFT-MS response in Chapter 3. It dis- 
 
cussed in Section 2.7.2. 
 
Empirically-derived calibration factors are reported to lead to measurement accuracies of 
 
15 % (Hewitt, Hayward et al. 2003). 
 
 
2.6        Side-by side comparison of SIFT-MS and PTR-MS 
 
For a period of a few weeks, both the SIFT-MS and the PTR-MS were in Wollongong. This 
provided the opportunity to run a performance test on both instruments, in the form of a 
multi-point calibration. 
 
Both instruments simultaneously sampled from the same dynamic dilution system (shown 
in Appendix A, with an added connection for the PTR-MS and the pressure adjusted so that 
the   drift   tube   pressure   of   the   PTR-MS   would   be   the   same   as   during   ambient 
measurements). The instrument responses were measured for zero air, 5, 10, 20, 50 and 70 
ppb and the calibration was repeated twice, once with cylinder CC345925 and a second 
time with cylinder CC404196 (see Appendix B for a list of the exact contents of these cylin - 
ders). The instrument responses were normalised to one million reagent ion count and [P] t/ 
[R+]t  was plotted against [A]o  to determine the respective sensitivities of the instruments in 
number of counts per second per ppb (ncps/ppb). The results are tabulated in Table 2.1. All 
calibration curves add R2 values above 0.99 for the PTR-MS calibrations and above 0.95 for 
the SIFT-MS. It is clear from the values listed in Table 2.1 that the SIFT-MS is less sensitive 
than the PTR-MS by an order of magnitude or so. The difference is mostly accounted for by 
the dilution of the sample in the flow tube of the SIFT-MS, which is approximately 1:15 un - 
der normal operating conditions. The lower signal strength in SIFT-MS impacts on the preci - 
sion of its measurements. Precision was 15-30 % at 70 ppb whereas it was about 3 % for 
PTR-MS. PTR-MS precision at 5 ppb was 5-10 %. 
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Table 2.1: Summary of sensitivities (ncps/ppb) derived from a multi-point calibration of SIFT-MS and 
 
























































































































































Figures 2.3 and 2.4 shows the sensitivities of the instruments as a function of mass-to- 
charge ratios. The pattern exhibited depends on the tuning of the electrostatic lens of the 
mass spectrometer, as well as on the reactivity of the species used to calibrated the instru - 
ment response. These curves can be used to estimate sensitivities for mass-to-charge ratios 






Figure 2.3: Dependence of SIFT-MS sensitivity on mass-to-charge ratio. The sensitivities derived using 
H3O+  are in blue; NO+, in red and O2+, in green. The three datasets were combined into one ('merged', 
shown as the black crosses) by excluding fragmenting species and averaging the sensitivities obtained 







Figure 2.4: Dependence of PTR-MS sensitivity on mass-to-charge ratio. 
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2.7        Campaign-specific instrument calibrations 
 
 
2.7.1        Calibration of PTR-MS for ambient measurements 
 
The PTR-MS was used to make ambient measurements of VOCs in Wollongong, NSW. The 
measurement campaign (Measurements of Urban, Marine and Biogenic Air, MUMBA) is de - 
scribed in detail in Chapter 4. In this section, we go over the details of how water-depend - 
ent sensitivities were derived for the campaign. 
 
The instrument came from CSIRO with an automated system to perform zero and calibration 
measurements (Galbally, Lawson et al. 2007). The zero air stream is created by passing am - 
bient air through a platinium-coated glass wool catalyst heated to 350°C. This effectively 
destroys VOCs without drying the sample. A known flow of a multi-species calibration mix - 
ture can then be introduced to the zero air stream. A single point calibration of the instru - 
ment was performed daily using this system (Section 4.2.1, using cylinders CC345925 and 
ALM025971, Appendix B). Figure 2.5 shows the time series of the instrument response for 
acetonitrile and benzene over the campaign. Also shown is the time series of the measured 
water content in ambient air over the same period. 
 
The instrument response for acetonitrile is variable and follows broadly the same pattern as 
that of the ambient air water content. The left-hand side panel of Figure 2.6 shows the cor- 
relation between the instrument response for acetonitrile (m/z 42) and water content. The 
regression equation was then used to derive a water-dependent sensitivity. This water-de - 
pendent sensitivity was then used with the water content record to extrapolate the sensitiv - 
ity of the instrument for every time step. Figure 2.7 shows the calculated instrument re- 
sponse in grey, with the daily calibrations shown in red. 
 
The instrument response to benzene does not vary with water content; however the re - 
sponse is more variable over the period from December 29 th  until January 18th  than at other 
times. This corresponds to a period during which the dwell time for m/z 56 - 190 was acci - 
dentally set to 100 ms instead of 1000 ms. This illustrates the dependence of the precision 
of the instrument on the integration time. The lack of dependence of the instrument re - 
sponse to benzene (m/z 79) is better seen in the right-hand side panel of Figure 2.6. This 
analysis was performed for all species present in cylinders CC345925 and ALM025971 (Ap- 










Figure 2.5: Time series of calibration signal for acetonitrile and benzene, and time series of ambient 
water content (g m-3) during the MUMBA campaign (December 21st 2012 – February 15th 2013). 
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Figure 2.6: Examples of dependence (or lack thereof) of the calibration signal on the ambient water 








Figure 2.7: Time series of calculated calibration signal for acetonitrile (grey) and measured calibration 





2.7.2 Calibration of SIFT-MS for the analysis of grab samples of smoke from vegetation 
fires 
 
The SIFT-MS was used to measure VOCs in grab samples of smoke collected at vegetation 
fires. Some of these samples contained high levels of VOCs, and this provided the opportun - 
ity, and the need, to test the linearity of Equation (2.2) over a wide range of mole fractions. 
 
First, the linearity of the instrument response was tested using a standard containing 10 
ppm each of benzene, toluene, o-xylene, p-xylene, m-xylene and ethylbenzene (for a total 
of 60 ppm, Appendix B lists the exact contents of this cylinder). Calibration mixtures were 
prepared in 600 ml glass flasks using a manifold system equipped with a turbo-molecular 
pump (Pfeiffer TCS 010). Serial dilutions of these mixtures were needed to achieve the low - 
est concentrations. The resulting multi-point calibration is shown for benzene in Figure 2.8. 
Although there is some minor scatter in the slope, the instrument response is linear. 
 
Figure 2.9 shows the sensitivity to benzene of the instrument as a function of benzene con - 
centration (10 ppm benzene is means the total VOC loading is 60 ppm). Although there is 
scatter at low concentrations (probably due to errors in the multiple serial dilutions re - 
quired to obtain those calibration mixtures), the plot confirms that there is no tren d in the 
sensitivity of the instrument. The orange line indicates the value of the slope derived from 
the calibration curve in Figure 2.8. Plots for the other species present in the calibration 
standard (not shown) look very similar. 
 
Then, the linearity of the instrument response was tested in smoke samples collected at ve - 
getation fires. The actual VOC loading of these samples is unknown, of course, so the linear - 
ity of the instrument response was tested by comparing mole fractions of ethene measured 
using the SIFT-MS to those measured using a Fourier Transform Infrared (FTIR) spectromet - 
er coupled to a multi-pass optical (White) cell. The FTIR system is calibrated and its response 
is known to be linear up to 2000 ppm for ethene (see Section 3.2). The two sets of mole 
fractions are plotted against each other in Figure 2.10. Here again, there is scatter in the 
data, but the SIFT-MS response is linear. 
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Figure 2.8: Sensitivity of SIFT-MS for benzene. The instrument response is linear up to 10 ppm 






Figure 2.9: Sensitivity of SIFT-MS for benzene as a function of VOC loading: there is considerable 







Figure 2.10: Comparison of ethene mole fractions measured by SIFT-MS and those measured using 





2.8        Assignments of m/z to specific VOCs and potential interferences 
 
Both instruments used in this project were equipped with quadrupole mass filters. As dis - 
cussed earlier, this means both PTR-MS and SIFT-MS can lack specificity as many molecules 
share the same nominal mass (Section 2.3.2). 
 
In this work, assignments of m/z to specific VOCs were based on current knowledge of at - 
mospheric composition and on the work of others that have validated mass assignments. As 
most of the validation work in the literature was done using PTR-MS measurements in am - 
bient air, the discussion here will focus on the PTR-MS measurements detailed in Chapter 4. 
 
The species included in the calibration standards used in this project are expected to domin - 
ate at their specific m/z; however interferences are possible, and in some cases, are known 
to occur. These potential interferences are discussed briefly for each species, and when pos - 
sible, mole fractions derived from the PTR-MS measurements are compared to those ob - 
tained through an alternative measurement method, such as HPLC analysis of 2,4- 
dinitrophenylhydrazine (DNPH) cartridges. Finally, any corrections applied to the ambient 
dataset are detailed. 
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Formaldehyde (m/z 31) 
 
The signal at m/z 31 is associated with formaldehyde; however, accurate determination of 
formaldehyde mole fractions using PTR-MS have proven difficult in certain cases (Steinbach- 
er, Dommen et al. 2004, Vlasenko, Slowik et al. 2009) . Properly accounting for the water de- 
pendency of the instrument response (Vlasenko, Macdonald et al. 2010), or reducing its ef - 
fect, for example by drying the sample (Jobson and McCoskey 2010), tends to yield better 
results (Vlasenko, Macdonald et al. 2010). A formal inter-comparison of five formaldehyde 
measurement techniques in an atmospheric chamber found good agreement of PTR-MS 
with Differential Optical Absorption Spectroscopy (DOAS), and variable agreement with 
Hantzsch fluorometry (Wisthaler, Apel et al. 2008). This is also what Warneke, Veres et al. 
(2011) found during a field inter-comparison. Additionally, Warneke, Veres et al. (2011) re- 
port no interferences at m/z 31 using GC-PTR-MS. This is contrary to Inomata, Tanimoto et 
al. (2008) who report small contributions from methanol and ethanol fragments at that 
mass. Inomata, Tanimoto et al. (2008) also report an interference from methyl hydroperox- 
ide (CH3OOH), whose parent ion is detected at m/z 49. Loss of water from protonated 
methyl hydroperoxide to form methoxy cations leads to the signal at m/z 31. Inomata, Tan- 
imoto et al. (2008) report a m/z 31 to m/z 49 ratio of 0.92 ± 0.06 at an E/N ratio of 108 Td. 
During the ambient measurement campaign, the zero-corrected signal at m/z 49 averaged 
0.89 ± 0.39 ncps. Although this is a very modest signal, the sensitivity of the PTR-MS to 
formaldehyde is low (2.9 ncps/ppbv on average over the campaign) and this interference 
leads to an average overestimation of formaldehyde of 276 ppt on average (assuming a m/z 
31 to m/z 49 ratio of 0.9). This correction was applied to the data and the resulting mole 
 
fractions for formaldehyde are in good agreement with those obtained through HPLC ana - 
lysis of DNPH cartridges. No correction was needed for methanol or ethanol, as no interfer - 
ence was observed through careful analysis of the calibration data. 
 
 
Methanol (m/z 33) 
 
The signal at m/z 33 is associated with methanol. GC-PTR-MS analysis has revealed only one 
minor interference at this m/z (de Gouw and Warneke 2007), possibly due to the reaction 
between alcohols and the small amount of O2+ present in the ion source (Španěl and Smith 
1997, Španěl, Wang et al. 2002). The contribution from the 17O16O isotope of O2 at m/z 33 is 
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corrected for when the ambient data is zero corrected, as this contribution is also present in 
the zero air. Mole fractions of methanol measured by PTR-MS generally agree well will those 
obtained by other techniques, including GC-MS (de Gouw, Goldan et al. 2003) and FTIR 
(Christian, Kleiss et al. 2004, Karl, Christian et al. 2007) both in ambient air and in smoke. No 
corrections were applied to m/z 33. 
 
 
Acetonitrile (m/z 42) 
 
The signal at m/z 42 is associated with acetonitrile. Some studies in which PTR-MS detection 
was coupled to gas chromatography, reported potential interference at that m/z from al - 
 
kanes reacting with the small amount of O + 
 
ions present in the source (Warneke, de Gouw 
 
et al. 2003, de Gouw and Warneke 2007) . More recently, Dunne, Galbally et al. (2012) quan- 
tified this interference and demonstrated that up to 40% of the signal could be attributed to 
interferences in an urban environment. Using a switchable reagent ion source, Dunne, Gal- 




and the product ion C3H + 
 
produced by reaction of O + 
 
ions present at trace amount in 
 
the ion source and C3-C5  hydrocarbons. The interference from 






easily be quantified in the ambient data set, since m/z 41 was monitored. The interference 
at m/z 42 is expected to be 3.3% of the signal at m/z 41 (from the natural abundance of 13C 
and the number of carbon in C3H 
+). The average zero-corrected signal at m/z 41 during am- 
bient measurement campaign was 0.52 ± 0.68 counts, and the interference from 13C isoto- 
pologues is therefore insignificant. As the PTR-MS was only operated in H3O+ mode, the in- 
 
terference due to the reaction between O + 
 
ions and C3-C5 alkanes and alkenes could not be 
 
quantified for the ambient dataset. Dunne, Galbally et al. (2012) reported that this interfer- 
 
ence made up at most 20% of the signal at m/z 42, and usually only 5-10% of the signal. 
 
Comparison with other measurement methods have yielded satisfactory results for acetoni - 
trile,  even  when  no  corrections  for  the  interferences  mentioned  above  were  applied 
(Sprung, Jost et al. 2001, de Gouw, Warneke et al. 2003, de Gouw, Goldan et al. 2003) ). The 
acetonitrile signal measured in ambient air in Wollongong was very low, with only ~2 to 8 
ncps  detected at  m/z  42;  whereas the  signal  detected at  various  m/z  associated  with 
 
products of O + 
 
reactions, such as m/z 44, m/z 68 and m/z 84, was between ~0 and 4 ncps, 
 
and tracked the signal at m/z 42 quite well at times. From this, it is estimated that the O 2 
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interference can potentially make up to 50% of the derived acetonitrile mole fractions on 
days with high alkane and alkene loadings. No correction was applied to the data. 
 
 
Acetaldehyde (m/z 45) 
 
The signal at m/z 45 is associated with acetaldehyde. Comparison with other meas - 
urement techniques has yielded mixed results. Agreement at low mole fractions was poor in 
some studies (Kuster, Jobson et al. 2004, Warneke, Kato et al. 2005) , whereas the agree- 
ment was satisfactory in others (de Gouw, Goldan et al. 2003). Warneke, de Gouw et al. 
(2003) report an unidentified interference in their GC-PTR-MS measurements. Warneke, 
Roberts et al. (2011) found an interference in smoke, with PTR-MS results about twice those 
obtained by GC-MS. During the ambient measurement campaign, the agreement with the 
measurements of acetaldehyde by HPLC analysis of DNPH cartridges were variable, with 
some episodes where the PTR-MS signal was higher and others where both methods agreed 
well. The interference in the ambient measurements is unidentified and no correction was 
applied to the data. 
 
 
Acetone (m/z 59) 
 
The signal at m/z 59 is associated with acetone, but other species, such as propanal 
(Warneke, de Gouw et al. 2003) and methyl vinyl ether (Christian, Kleiss et al. 2004) are 
known to contribute to this m/z also. Other compounds, such as glyoxal (CHOCHO) and pro - 
panediols, are also expected to be detected at that m/z (Španěl, Wang et al. 2002, Michel, 
Schoon et al. 2005). No corrections were applied to this m/z. 
 
 
Dimethyl sulphide (m/z 63) 
 
The signal at m/z 63 is associated with dimethyl sulphide, especially in the marine boundary 
layer, where measurements made by PTR-MS compare well with GC-MS measurements 
(Colomb, Gros et al. 2009). There is an interference from acetaldehyde water clusters at m/z 
63 (de Gouw and Warneke 2007). In the ambient measurements, this interference was es - 
timated at 8% of the signal at m/z 45 (derived from calibration data). Dimethyl sulphide 





site, as there is not enough information on potential interferences in an urban environment. 
One potential urban interference is ethylene glycol (C2H6O2) (Španěl, Wang et al. 2002). 
 
 
Isoprene (m/z 69) 
 
The signal at m/z 69 is associated with isoprene, although other compounds such as furan 
are also detected at that m/z (Christian, Kleiss et al. 2004). Furan is likely to dominate the 
signal in smoke. Other interferences include C5H10O compounds which fragment to m/z 69, 
such as 2- and 3-methyl butanal, 1-penten-3-ol and cis- and trans-2-penten-1-ol (Karl, Fall et 
al. 2001, Karl, Guenther et al. 2001, de Gouw, Warneke et al. 2003). 2-methyl-3-buten-2-ol 
(MBO) is also known to interfere with measurements of isoprene at m/z 69 in areas where 
MBO emissions from vegetation are significant (Karl, Spirig et al. 2002, Vlasenko, Slowik et 
al. 2009), which is not the case in Australia (Guenther, Jiang et al. 2012). Reported agree - 
ment between PTR-MS and other methods for ambient air varies: (de Gouw, Goldan et al. 
2003, Kuster, Jobson et al. 2004, de Gouw and Warneke 2007) all report agreement within 
 
20%, whereas (Kato, Miyakawa et al. 2004, Vlasenko, Slowik et al. 2009) found poor agree - 
 
ment. No corrections were applied to the data for this m/z. 
 
 
Methacrolein and methyl vinyl ketone (m/z 71) 
 
The signal at m/z 71 is usually associated with methacrolein and methyl vinyl ketone. Both 
are isoprene oxidation products formed in the presence of NO (or under polluted condi - 
tions). A recent study however, has shown that isoprene hydroxy hydroperoxides, which are 
isoprene oxidation products formed in the presence of HO 2 (or under “pristine” conditions) 
decompose inside PTR-MS (and GC-MS) and are indistinguishable from methacrolein and 
methyl vinyl ketone in these instruments (Rivera-Rios, Nguyen et al. 2014). It is therefore 
probably more appropriate to consider the signal at m/z 71 as 'first-generation isoprene ox - 
idation products'. Others compounds with the same chemical formula (C 4H6O), such as 2- 
butenal, are also expected to be detected at m/z 71, as well as C 5H12O alcohols and C5H10 al- 
kenes. A study also detected fragments of monoterpene oxidation products at this m/z (Lee, 
Goldstein et al. 2006). During the ambient measurement campaign, the signal at m/z 71 was 
calibrated using methacrolein, which has the highest sensitivity of those reported for these 
compounds (Warneke, de Gouw et al. 2003). The resulting mole fractions can be compared 
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to those obtained for methacrolein and 2-butenal through HPLC analysis of DNPH cart - 
ridges. The PTR-MS mole fractions are ~10 times higher than those measured on the cart - 
ridges, supporting the idea that more species are detected by PTR-MS at this m/z. No cor - 
rections were applied to the data. Good correlations with isoprene (see Chapter 4) support 
the assignment of this m/z to the sum of isoprene oxidation products. 
 
 
Benzene (m/z 79) 
 
The signal at m/z 79 is associated with benzene, and although it is generally free of interfer - 
ences, ethylbenzene, iso- and n-propyl benzene can fragment at higher E/N ratios and con - 
tribute to m/z 79 (de Gouw, Warneke et al. 2003, Warneke, de Gouw et al. 2003, de Gouw 
and Warneke 2007). At lower E/N ratios, the protonated water clusters of glycolaldehyde 
and acetic acid become an interference (Haase, Keene et al. 2012, Baasandorj, Millet et al. 
2015). The extent to which clustering occurs depends on instrumental conditions, for the 
 
ambient measurements, the contribution was estimated to be 5% of the signal at m/z 61 
and the benzene signal was corrected accordingly. 
 
 
Toluene (m/z 93) 
 
The signal at m/z 93 is associated with toluene and is found to be generally free of interfer - 
ences (Warneke, de Gouw et al. 2003), although fragments of monoterpenes and of their 
oxidation products have been reported at that mass in dedicated studies (Tani, Hayward et 
al. 2003, Warneke, de Gouw et al. 2003, Lee, Goldstein et al. 2006, Maleknia, Bell et al. 
2007), but ambient PTR-MS measurements of toluene under high monoterpene loadings 
 
compared favourably to GC-FID measurements (Ambrose, Haase et al. 2010). This interfer- 
ence is not expected to be important in the measurements presented here and no correc - 
tion was applied to the data. 
 
 
C8H10 aromatic compounds (m/z 107) 
 
The signal at m/z 107 is associated with C8H10  compounds, including xylenes, ethylbenzene 
and benzaldehyde (Warneke, de Gouw et al. 2003). These compounds cannot be individu- 
ally identified, and the PTR-MS measurement can be considered a sum measurement of 






Gouw and Warneke 2007). This m/z was calibrated using m-xylene. No corrections were ap- 
 





C9H12 aromatic compounds (m/z 121) 
 
The signal at m/z 121 is associated with C9H12  compounds, and represents a sum measure- 
ments of these species, including trimethylbenzenes, propylbenzenes, ethyltoluenes 
(Warneke, de Gouw et al. 2003). Tolualdehydes are also expected to be detected at that m/z 
(Michel, Schoon et al. 2005), but these were below the detection limit (6 ppt) of the HPLC 
method during the ambient measurement campaign. This m/z was calibrated using 1,3,5- 
trimethylbenzene. No corrections were applied. 
 
 
Monoterpenes (m/z 137) 
 
The signals at m/z 137 are associated with monoterpenes (C 10H16), a large group of biogenic 
 






81. Depending on drift tube conditions, and on the specific monoterpene, the pattern of 
fragmentation varies. The fragment at m/z 81 can dominate at high E/N ratios (Maleknia, 
Bell et al. 2007), but during the ambient measurements and during other studies, the pro- 
tonated parent ion at m/z 137 was the dominant fragment (Tani, Hayward et al. 2003, Tani, 
Hayward et al. 2004). During the ambient measurement campaign, both m/z were calib - 
rated using α-pinene, and tests were performed using a standard that also contained 1,8- 
cineole (eucalyptol: C10H18O, cylinder CC404196 – See Appendix B). The sensitivity of the 
PTR-MS for these compounds at m/z 137 was virtually the same, but it differed at m/z 81. 
1,8-cineole also showed a weak signal at m/z 155 (its protonated parent ion). The PTR-MS 
cannot identify specific monoterpenes, and the signal at m/z 137 provides a sum measure - 
ment. The reported agreement between total monoterpenes measured by PTR-MS and the 
sum of individual species measured by other methods, for example, GC-MS, varies. Where - 
as reported correlations are usually fair, total mole fractions can be a factor of two larger for 
PTR-MS (de Gouw and Warneke 2007, Vlasenko, Slowik et al. 2009). In some cases at least, 
the discrepancy might be attributed to the relatively limited number of individual species 
being measured by the GC method. Goldstein, McKay et al. (2004) chromatographically sep- 
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(2005) found better agreement between their GC-FID and PTR-MS measurements when 
summing ten species instead of eight. In this work, we report the results obtained for m/z 
137. No corrections were applied to the signal. 
 
 
Additional m/z and attribution of signal measured by SIFT-MS in smoke 
 
The SIFT-MS measurements of smoke included a few more species. The availability of O +  as 
 
a reagent ion made the measurement of acetylene (O + 
 




The good agreement between the mole fractions of ethene measured by SIFT-MS and those 
measured by FTIR can be seen in Figure 2.10. Other additional species were hydrogen cyan - 
ide, 1,3-butadiene and pyrrole. Sensitivities for 1,3-butadiene and pyrrole were obtained us - 
ing the plot in Figure 2.3. The sensitivity for hydrogen cyanide was assumed to be the same 
as that of formaldehyde as both species have similar proton affinities. These species are 
marked with an asterisk in Table 3.1. 
 
The species targeted in the smoke measurements were for the most part reported to be the 
most abundant at their nominal molecular mass by Yokelson, Burling et al. (2013), who de- 
ployed extensive instrumentation in a laboratory setting and calculated emission factors for 
357 species. A notable exception is the signal at NO +  68, which is calibrated using isoprene 
 
in this project, but is expected to be dominated by furan in smoke samples. In some cases, 
the same species was measured via more than one reaction channel. This was the case for 
acetone (H3O
+ 59 and NO+ 88), benzene (NO+ 78 and NO+ 108) and monoterpenes (H3O
+ 137 
and NO+  136). In all cases, one channel yielded mole fractions that were higher than the 
other. In the case of acetone, H3O
+ 59 yielded mole fractions that were consistently about 
50% higher than those calculated using NO+ 88. At least some of the difference is due to the 
 
presence of propanal, which reacts by proton transfer to yield H 3O
+  59 like acetone, but 
loses a proton when reacting NO+   to yield NO+   57 (whereas acetone reacts by additive 
charge transfer to yield products at NO+ 88 (Španěl, Ji et al. 1997)). Glyoxal, if present, could 
interfere with acetone measurements in both channels (Michel, Schoon et al. 2005). The 
results obtained with H3O
+  are reported to facilitate comparisons with others studies. In the 
case of benzene, NO+ 108 yielded mole fractions that were always higher than those at NO + 
78, but the difference between the two was highly variable. The main interferences at NO + 
 





2013). Results obtained through the NO+  78 channel are therefore reported here for ben- 
zene. Finally, in the case of the monoterpenes, H3O
+  137 gave mole fractions that were 
roughly 3 times higher than those obtained using NO+   136. In this instance, it is unclear 
what interference(s) might be responsible, and in the absence of information on which 
method is more reliable, we choose to report the mole fractions obtained using the H 3O
+ 
channel so that the results are on the same basis as those in other studies. 
 
 
2.9        Concluding remarks 
 
PTR-MS and SIFT-MS are chemical ionisation methods that have common origins. PTR-MS is 
more sensitive and is the preferred method for ambient monitoring of VOCs. SIFT-MS offers 
the advantage of rapid switching between reagent ions, permitting their use within a single 
measurement cycle. The SIFT-MS used in this study was adequate to analyse smoke samples 
collected at vegetation fires. These measurements are described in the next chapter. Both 
methods are susceptible to interferences, and in the case of larger m/z, often provide sum 







3      VOC emissions from Australian temperate forest fires 
 
 
This chapter describes VOC measurements made at prescribed fires in Australian temperate 
forest in the greater Sydney area in 2012 and 2013, and at the CSIRO Pyrotron, a laboratory 
combustion facility, in February and March 2014. It addresses the first aim of this project, 
which was to quantify VOC emissions from Australian forest fires, and to investigate the 
factors influencing those emissions. 
 
 
3.1        Emissions from vegetation fires 
 
Biomass burning is the largest global source of volatile organic compounds (VOCs) after bio - 
genic emissions, with total VOC emissions estimated to be greater than 400 Tg yr -1 on aver- 
age (Yokelson, Christian et al. 2008, Akagi, Yokelson et al. 2011). The total mass of trace 
gases emitted each year varies substantially depending on the total amount of biomass 
burnt worldwide, and biomass burning is therefore a major driver of inter-annual variability 
in the composition of the troposphere (e.g. Edwards, Emmons et al. 2004, Edwards, Pétron 
et al. 2006). 
 
Typical biomass burning emissions include CO2  and CO, methane, hydrogen and VOCs such 
as alkanes, alkenes, alcohols, aldehydes, ketones and organic acids, as well as nitrogen- and 
sulphur-containing species such as nitric oxide (NO), nitrogen dioxide (NO 2), nitrous oxide 
(N2O), ammonia (NH3), hydrogen cyanide (HCN), sulphur dioxide (SO2) and carbonyl sulphide 
(OCS). Smoke is thus a complex mixture of trace gases. One especially extensive laboratory 
study reported 357 species, many of which had molecular masses above 90 amu and were 
likely semi-volatile compounds (Yokelson, Burling et al. 2013). Emissions of volatile and 
semi-volatile organic compounds have implications for tropospheric chemistry, including 
ozone production and secondary aerosol formation. Elevated ozone downwind from fires 
(Pfister, Wiedinmyer et al. 2008) and in-plume ozone production (Yokelson, Crounse et al. 
2009, Akagi, Craven et al. 2012, Akagi, Yokelson et al. 2013) have been observed. Varying 
rates of particle formation have also been reported in fire plumes (Yokelson, Crounse et al. 
2009, Akagi, Craven et al. 2012), as have elevated particle levels downwind from fires (Yan, 





3.1.1 Emissions from fires – identification and quantification 
 
A first step towards quantifying the emissions from a fire, is to compare the observed con - 
 
centration of one species to that of another and deriving an emission ratio (ER): 
 
 
Δ [ X ] [ X ]smoke −[ X ]ambient 
ER X / ref = Δ [ ref ] 
=
[ ref ] 
 





Where Δ[X] is the excess mole fraction of the trace gas of interest and Δ[ref] is the excess 
mole fraction of a reference species. Alternatively, if several smoke samples are available, 
emission ratios can be derived by plotting the concentration of X against the concentration 
of the reference. The gradient of the best straight line fit to the data is the emission ratio of 
species X with respect to the reference. Deriving the emission ratios this way removes the 
requirement for accurate knowledge of the ambient mole fractions, yet introduces an insig - 
nificant degree of error (less than 0.1%, see Wooster, Freeborn et al. (2011)). In this project, 
emission ratios with respect to CO2, CO, or other reference species were determined for 
each trace gas via the gradient of the best straight line fit of the trace gas against the refer - 
ence gas, using generalised least squares regression (also known as orthogonal regression). 
Orthogonal regression fits the best line of fit by minimising squared distances between (x,y) 
points and their projection on the line. The best fit is also weighted b y the uncertainties in 
both x and y, which, in this case, are the measurement uncertainties. 
 
Emission ratios are straightforward to determine and only require simultaneous measure- 
ments of the species of interest and of the reference species. There are no underlying as - 
sumptions in their calculation; however, it is not possible to quantify the total amount of 
trace gases emitted by a fire from emission ratios alone, since emission ratios only tell how 
much of a species was emitted relative to another, not how much was emitted in an abso - 
lute sense. 
 
To determine the total amount of a trace gas of interest emitted by a fire, emissions factors 
are required. An emission factor (EF) is defined as the mass of trace gas of interest (X) re - 

















This is a very direct method of estimating emissions, as long as the mass of biomass burnt in 
the fire is known (Andreae and Merlet 2001), which is rarely the case. In the absence of 
such knowledge, the total mass of biomass burnt can be derived from the total mass of car - 














The actual fractional carbon content of the biomass burnt is often not measured, but estim - 
ated. Common values for this parameters are 45% (Andreae and Merlet 2001) and 50% (Ak- 
agi, Yokelson et al. 2011, Paton-Walsh, Smith et al. 2014). The carbon content of biomass 
varies over a relatively limited range (37-54%, Andreae and Merlet 2001), and values ob- 
served for litter and under storey vegetation in Australian temperate forests are close to the 
top end of this range (Possell, Jenkins et al. 2015, Volkova and Weston 2015), so using an es- 
timate of 50% is not thought to introduce a very large error, although it can increase the un - 
certainty (Paton-Walsh, Smith et al. 2014). The value of Fcarbon used in the calculations is usu- 
ally made explicit. In this study, a value of 50% was assumed for the field measurements, 
and the measured value (50 ± 1 %) was used for the laboratory measurements. 
 
Similarly, the total mass of carbon emitted by a fire is usually not known. It is estimated by 
measuring the most abundant carbon-containing species emitted by the fire. Not all of the 
volatilised carbon can be detected, but since CO2, CO and CH4 together usually account for 
97-98% of all carbon emitted (Akagi, Yokelson et al. 2011, Yokelson, Burling et al. 2013), not 
 
measuring every single carbon-containing species is not thought to inflate derived emission 
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where MMX is the molecular mass of the species of interest, 12 is the atomic mass of car - 
bon and CX/CT  is the number of moles emitted of species X divided by the total number of 
moles of carbon emitted. 
 
In general, only a subset of the smoke from a fire is sampled. If that sample is representative 
of the whole fire, then the observed ratio of a species to the sum of all other species (C X/CT  ) 
should be representative of the entire fire. In this project, CX/CT for a fire is calculated using 
the total excess amounts of each gas detected by summing the excess amounts from each 
measurement (Paton-Walsh, Smith et al. 2014). This calculation will be referred to as the 
summation method. Equation (3.5) illustrates how the calculation is performed in practice: 
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where Δ[X] and Δ[Y] are the total excess mole fraction of the species of interest and of an - 
other carbon-containing species, respectively, NCy is the number of carbon atoms in species 
Y and the sum is over all carbon-containing species measured in the smoke. 
 
Equation (3.5) can also be written as: 
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and it follows that the emission factor for a given species of interest can be calculated from 
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Total emissions from fires are commonly estimated using the algorithm which multiplies to - 
gether the area burnt, the fuel load, the combustion efficiency and the emission factors 
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urements (Giglio, Loboda et al. 2009), which makes possible the use of this algorithm to de- 
rive emissions on a global scale; however, this requires emission factors from a wide range 
of ecosystems. Emission factors for fires in the main global ecosystems (such as savanna, 
boreal and tropical forests, etc.) have been compiled in reviews of the literature (Andreae 
and Merlet 2001, Akagi, Yokelson et al. 2011). 
 
 
3.1.2        Factors that influence emissions from vegetation fires 
 
Aside from fuel type or ecosystem, several other factors influence emissions from vegeta - 
tion fires. These include fuel geometry, growth stage, moisture and elemental composition 
(Akagi, Yokelson et al. 2011) as well as fire behaviour, which can be affected by fuel charac - 
teristics, but also weather, topography and fire practices (Bradstock, Hammill et al. 2009). 
This means that emission factors, even those derived in similar fuel types, are often difficult 
to reconcile. One parameter, modified combustion efficiency (MCE), seems to offer some 
help in explaining the differences observed, since emission factors derived from different 
fires in a same fuel type are generally well-correlated with the MCE observed for these fires 
(Burling, Yokelson et al. 2011, van Leeuwen and van der Werf 2011). Combustion efficiency 
(CE) is defined as the fraction of total fuel carbon emitted as CO 2 whereas MCE is defined as 
the excess mole fraction of CO2 divided by the sum of the excess mole fractions of CO 2 and 
CO (Hao and Ward 1993, Yokelson, Griffith et al. 1996): 
 
 








When the fire is dominated by flaming combustion, the (modified) combustion efficiency is 
high, meaning that the emissions are dominated by CO 2. The combustion efficiency de- 
creases as smouldering combustion and emissions of CO and other smouldering compounds 
become more dominant. Flaming combustion is generally associated with MCE values great - 
er than 0.9 and smouldering combustion with values below 0.9 (Yokelson, Griffith et al. 





3.1.3        Emissions from biomass burning in Australia 
 
Australia is a fire-prone continent (Russell-Smith, Yates et al. 2007). An estimated 7% of all 
global carbon emissions due to biomass burning derive from Australian fires (Ito and Penner 
2004, van der Werf, Randerson et al. 2010) . Average gross annual emissions of total carbon 
 
from fires (127 Tg C yr-1) in Australia exceed those from burning fossil fuels (95 Tg C yr -1) 
(Haverd, Raupach et al. 2013). While net emissions of carbon from fires are lower due to 
rapid regrowth, volatile organic species emitted by those fires are not known to be signific - 
antly subject to uptake by the regenerating vegetation. 
 
There are relatively few studies published in the scientific literature concerning emissions 
from Australian forest fires, and most recent work has been targeted at carbon and green - 
house gas accounting. These studies therefore report emission factors for a limited number 
of species, most commonly CO2, CO, CH4  and N2O. Volkova, Meyer et al. (2014) reported 
separate emission factors for fine fuels and logs for all four of these species from measure - 
ments made on the ground at prescribed fires in the state of Victoria. Hurst, Griffith et al. 
(1996) reported emission factors for CO2, CO and CH4  from measurements made from an 
aircraft in smoke plumes from fires in the Sydney region. Surawski, Sullivan et al. (2015) de- 
termined that emissions of CO2, CO, CH4  and N2O from fine fuels vary depending on the 
mode of fire spread and on the phase of combustion by testing these parameters in a com - 
bustion wind tunnel facility. Possell, Jenkins et al. (2015) report emission factors for CO2  and 
CO for several fuel classes combusted in a mass-loss calorimet er and estimate the total frac- 
tion of fuel carbon that would be emitted as CH 4, particulates and non-methane hydrocar- 
bons using a carbon mass balance approach. 
 
The scarcity of previous measurements in the scientific literature is even more pronounced 
when it comes to emissions of volatile organic compounds from Australian temperate forest 
fires, with few field studies reporting emission factors for these species. A number of stud - 
ies present enhancement ratios measured in aged smoke using either ground-based solar 
remote sensing Fourier transform spectrometry (Paton-Walsh, Jones et al. 2005, Paton- 
Walsh,  Wilson  et  al.  2008)  or  satellite-based  spectroscopic  measurements  (Young  and 
Paton-Walsh 2011, Glatthor, Höpfner et al. 2013). There are also a number of studies in 
which the concentration of trace gases and particles has been measured in smoke in order 
to assess the exposure of fire fighters and rural populations (Reisen and Brown 2009, Reis- 
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en, Meyer et al. 2011, Reisen, Meyer et al. 2013). Additionally, there are two laboratory 
studies that investigated VOC emissions from eucalypt leaves. Maleknia, Bell et al. (2009) 
provided a list of potential compounds emitted by eucalypt leaves at high temperatures and 
during combustion, but did not quantify those emissions. Possell and Bell (2013) investig- 
ated the effect of moisture content on emissions from eucalypt leaves combusted in a mass- 
loss calorimeter. They report highly variable emission factors for a number of species, with 
fresher leaves emitting more VOCs than drier leaves as they burn. 
 
Recently, Lawson, Keywood et al. (2015) reported emission factors for many VOCs measured 
by Proton Transfer Reaction Mass Spectrometry (PTR-MS) in smoke from a coastal heath fire 
in North West Tasmania. They report the first emission factors for this temperate ecosys- 
tem. Coastal heath is similar in terms of vegetation structure to the under-storey of temper- 
ate forests; however, it lacks the dominant upper story trees and therefore the coarse 
woody debris found in forests. 
 
There is increased interest about VOC emissions from Australian forest fires due to their po - 
tential impact on air quality. As a consequence of the 2009 Black Saturday fires in Victoria, 
which killed 173 people, there is larger emphasis on prescribed burning (Teague, McLeod et 
al. 2010). There is also growing effort to produce modelling and forecasting tools to help 
predict and hence implement plans to mitigate the effects of prescribed burning on air qual - 
ity in regions downwind from the prescribed fires. 
 
The only measurements of VOCs in fresh smoke from Australian temperate forest fires re - 
ported in the literature currently, are those of Paton-Walsh, Smith et al. (2014). This paper, 
to which this PhD work contributed, reports on the deployments of an open-path FTIR sys - 
tem at five prescribed fires in NSW. The paper lists emission factors for eleven trace gas spe - 
cies (CO2, CO, CH4, N2O, ethane, ethene, formaldehyde, methanol, acetic acid, formic acid 
and ammonia). The paper is included as part of Appendix E and is not otherwise described 
in detail here, except for comparison of results. 
 
The work presented here expands on that presented in Paton-Walsh, Smith et al. (2014) in 
two ways. First, it presents emission factors for a further fourteen species, measured by 
SIFT-MS in grab samples collected at prescribed fires in NSW. Three of those fires were also 










3.2        Methods 
 
VOC emissions from Australian temperate forest fires were studied using two different ap - 
proaches. The first was through field measurements at prescribed fires, the second through 
measurements at a combustion laboratory facility. In both contexts, the same sampling 




3.2.1        Grab Sampling 
 
Although the SIFT-MS is designed for the on-line analysis of VOCs, its lack of portability 
meant that is was more practical to gather grab samples of smoke at the fires, and to bring 
them back to the instrument in Wollongong for analysis. Two types of sampling vessels were 
used for this purposes, 600 ml glass flasks and Tedlar bags of various sizes (1, 5 and 10 L). 
The glass flasks and the 1 L Tedlar bags were used to collect smoke at the prescribed fires, 
whereas the 5 L and 10 L Tedlar bags were used to collect smoke from the laboratory fires. 
Field samples were analysed for VOCs within 24 hours of collection, and laboratory samples 
within 48 hours of collection. 
 
The glass flasks were pre-evacuated using a turbo-molecular pump (Pfeiffer TCS 010) prior 
to deployment to the fires, and filled with smoke on site by opening them for a few seconds. 
The bags were flushed with high purity nitrogen (the chemistry building supply is produced 
from liquid nitrogen) prior to deployment to the fires, and filled with smoke using a differ - 
ential pressure system. This consists of a sturdy box in which the bag is placed, connected to 
an inlet port open to ambient air. The box is then evacuated through a second port and the 
pressure difference causes smoke to enter the bag. The bags typically took between 1 and 4 
minutes to fill, depending on their volume and the pumping speed. Figure 3.11 shows a pic- 
ture of the samplers used in this project. 
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3.2.2        SIFT-MS measurement details 
 
The SIFT-MS has been described in Section 2.1, therefore only the details specific to smoke 
measurements will be discussed here. The SIFT-MS was operated in multiple ion mode. 
Considering the limited amount of sample available, it was decided not to try to measure as 
many species as possible, but rather to focus on quantifying a number of key species in vari - 
ous chemical classes (aromatic species, N-containing species, oxygenated species, alkenes). 
 
The target species are listed in Table 3.1 along with the reagent ion used and the mass-to- 
charge ratios at which they were detected. There were differences between the SIFT-MS in - 
strumental method used on the field samples and that used on the Pyrotron samples. Al - 
though the same trace gases were quantified in both campaigns (apart from trimethylben - 
zene, which was added for the Pyrotron campaign), the method used for the Pyrotron cam - 
paign was longer than the one used for the field measurements. These differences were 
mainly due to the different samples vessels used during those campaigns. The size of the 
field samples was smaller and required a faster analysis. The field measurement cycle took 
approximately 7 seconds to complete and was repeated 8 times on each sample, whereas 
the Pyrotron measurement cycle took about 90 seconds and was repeated 5 times. The 
dwell time for each mass-to-charge ratio is given for both methods in Table 3.1, as well as 
the calibration factors for each method and sampling vessel combination. The differences in 
calibration factors are mostly due to the sampling vessel themselves. The flasks have a fixed 
volume so the pressure decreases slightly during the analysis, whereas the bags collapse as 
they empty, keeping the pressure constant. Also, the vessels are made from different mater- 
ials: the flasks are glass, and the bags are Tedlar, and wall losses are therefore expected to 
differ (Steeghs, Cristescu et al. 2007, Pollmann, Helmig et al. 2008, Kim, Kim et al. 2012). 
Values marked by an asterisk were not measured, but assigned using a transmission curve 








Table 3.1: Summary of SIFT-MS analysis of smoke samples – targeted species, selected masses, dwell times and sensitivity for both campaigns. Values 
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3.2.3        FTIR instruments 
 
Two FTIR instruments were used in the smoke measurements and are described below. The 
first one was coupled to a multi-pass optical (White) cell, the second was an open-path in- 
strument. Both FTIR systems record spectra from which mole fractions can be retrieved. 
This section includes descriptions of the instruments and of the spectral analysis, followed 
by a discussion of its accuracy, centred on tests that were undertaken as part of this work. 
 
 
FTIR spectrometer coupled to a White cell 
 
A Bomem MB-100 Series FTIR spectrometer (1 cm-1 resolution) coupled to a White cell (with 
an optical path of 22.2 m) and fitted with a liquid nitrogen cooled InSb detector was used to 
determine mole fractions of CO2, CO, CH4, C2H6  and C2H4  in grab samples collected at the 
fires. Part of the sample was transferred to the evacuated White cell and the temperature 
and pressure inside the cell were logged. Typical temperatures and pressures inside the 
White cell were 22˚C and 220 mbar, respectively. For the field grab samples, a spectrum 
consisted of 78 scans, whereas for the samples collected at the combustion facility, a spec - 
trum consisted of 26 scans. The reduced number of scans for samples from the experiment - 
al fires was dictated by time constraints, since all samples had to be analysed on the White 
cell FTIR system and analysed for mercury before being sent to Wollongong for SIFT-MS ana - 
lysis. This reduced number of scans decreased the signal-to-noise ratio of the spectra by a 
factor of √3 (~1.7) but did not otherwise affect the results (see Section 3.2.4). 
 
 
Open-Path FTIR system 
 
The open-path FTIR system used in this project is described in detail in Paton-Walsh, Smith 
et al. (2014). Briefly, it consists of a Bomem MB-100 Series FTIR spectrometer (1 cm -1 resolu- 
tion) equipped with a built-in infrared source and fitted with a liquid nitrogen cooled Mer - 
cury Cadmium Telluride (MCT) detector and a Meade 12” (305 mm) LX200 telescope. The 
built-in infrared source means that the infrared radiation is modulated within the spectro - 
meter before being sent out through the telescope to distant retro-reflectors, typically loc- 
ated 20 to 50 metres away. The radiation is then returned through the telescope and the 
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fraction of the radiation that is reflected by the external beam splitter is focused onto the 





trometer and the retro-reflectors. It can run autonomously and records a spectrum consist - 
ing of three scans approximately every twenty seconds. Typically, the system is set up and 
starts recording before the fire is ignited, and is left to run until mole fractions return to am - 
bient values. One of the great advantages of open-path FTIR is that there is no sample cap - 
ture, avoiding loss of fidelity due to walls or sample lines. 
 
 





Mole fractions were retrieved from the acquired FTIR spectra using the Multiple Atmo - 
spheric Layer Transmission (MALT) model (Griffith 1996, Griffith, Deutscher et al. 2012) with 
the spectral windows described in Paton-Walsh, Smith et al. (2014) and listed in Table 3.2. 
MALT uses a non-linear least square analysis to minimise the difference (mean-squared re - 
sidual) between a measured gas-phase infrared spectrum and a ‘synthetic’ spectrum. This 
‘synthetic’ spectrum is initially calculated by MALT using absorption line parameters (from 
the 2008 HITRAN database (Rothman, Gordon et al. 2009) for this work) and an estimation, 
for each trace gas species, of the amount present in the sample. From these, MALT calcu - 
lates ‘true’ absorption coefficients for each molecule at the desired temperature and pres - 
sure, and simulates the measured spectrum by scaling and adding the absorption coeffi - 
cients, converting to transmission, and convolving the transmission spectrum with the ap - 
propriate instrument line-shape. The instrument line-shape is determined from instrument 
parameters, some of which can be fitted during the retrieval process. If an instrument para - 
meter is fitted then the initial assigned value is adjusted (along with the trace gas mole frac - 
tions) during the iterative recalculations of the ‘synthetic’ spectrum. Such instrument para - 
meters include resolution, field of view, apodisation, phase error and shift (both a result of 
imperfect alignment), and the number of degrees of freedom allowed in fitting the con - 
tinuum level. Symmetric broadening of line width s caused by imperfect alignment is dealt 
with by a parameter called effective apodisation. This is a trapezoidal function that varies 
from a boxcar to a triangular function, with the boxcar function representing a perfectly 
aligned instrument. Once the best fit is achieved, MALT returns mole fractions for each 
trace gas species, as well as values for each fitted parameter (Griffith 1996). 
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Table 3.2: Spectral regions fitted for trace gas retrievals in spectra acquired by White cell and open- 
path FTIR systems of smoke samples collected at vegetation fires. 
 
 




Spectral region fitted 
(cm-1) 
Fit to continuum-level; instrument 
line shape 
 
CO, CO2 H2O, N2O  2080 – 2270 Second-order polynomial; fit phase, 
shift and effective apodisation 
 
CO2 H2O  3520 – 3775 Second-order polynomial; fit phase, 
shift and effective apodisation 
 
CH4 H2O  2980 – 3105 Second-order polynomial; fit phase 
and shift, fix effective apodisation 
 
C2H6 H2O, C2H4, CH4 2971 – 3002 Second-order polynomial; fit phase, 
shift and effective apodisation 
 
Spectral regions fitted in open-path spectra only: 
 
C2H4, NH3 H2O  920 – 1000 Second-order polynomial; fit phase, 
shift and effective apodisation 
 
HCHO H2O  2730 – 2800 Second-order polynomial; fit phase 
and shift, fix effective apodisation 
 
CH3OH  H2O, NH3 1020 – 1055 Second-order polynomial; fit phase 
and shift, fix effective apodisation 
 
HCOOH H2O, NH3 1060 – 1150 Second-order polynomial; fit phase, 
shift and effective apodisation 
 
CH3COOH  H2O, NH3, HCOOH 1130 – 1230 Slope only (1st order); fit phase, shift 







Accuracy of MALT retrievals 
 
The use of synthetic spectra is an accurate method for quantitative trace gas analysis over a 
broad range of mole fractions: MALT is routinely used in the analysis of spectra from low 
resolution White cell FTIR systems that meet the World Meteorological Organisation (WMO) 





2013) and also performs well when used to analyse spectra obtained with open-path FTIR 
 
systems in polluted atmospheres (Horrocks, Oppenheimer et al. 2001, Smith, Wooster et al. 
 
2011). Smith, Wooster et al. (2011) compared MALT retrievals of trace gas amounts to 
known amounts using calibration standards in a large gas cell through which the open-path 
measurements were performed. They reported MALT retrievals accurate to within 5% of the 
true amounts for CO, CO2 and CH4; however, they tested CO, CO2 and CH4 separately. 
 
In this work, we tested multi-component retrievals at high concentrations using MALT and 
serial dilutions of a calibration standard containing 1% each of CO2, CO, CH4, C2H2, C2H4 and 
C2H6 in nitrogen (Appendix B) and the White cell FTIR system. This calibration mixture is not 
well matched to the expected composition of fire plumes since CO 2  dominates fire emis- 
sions, followed by CO (~1-25% of CO2) and CH4  (~2-10% of CO); the small hydrocarbons are 
expected to be present in small amounts (less than 1% of CO) (Akagi, Yokelson et al. 2011). 
This made some retrievals challenging, but financial constraints prohibited the purchase of 
a custom-made calibration standard. 
 
Sixteen calibration mixtures with mole fractions ranging from 0.8 to 10000 ppm were pre - 
pared  in  600  ml  evacuated  glass  flasks  using  a  manifold  system equipped  with a  tur - 
bo-molecular pump (Pfeiffer TCS 010). First, the 1% calibration standard was diluted with ul - 
tra-pure air (cryogenically purified, Scott-Marrin Inc., Riverside, CA) to create 5 mixtures 
with mole fractions ranging from 200 to 4000 ppm. The 200 ppm mixture was then used as 
a stock mixture to prepare 6 mixtures with mole fractions ranging from 4 to 80 ppm. One of 
these mixtures (40 ppm) was then used to make mixtures with mole fractions ranging from 
0.8 to 10 ppm. All standards were made to ambient pressure using ultra-pure air and then 
 
transferred into the evacuated White cell for a resulting pressure of 220 mbar. A spectrum 
was acquired (by co-adding 78 scans) for each standard. Retrievals were then run on all six - 
teen spectra and the retrieved mole fractions compared to the known true values to de- 
termine the accuracy of the retrievals. For some samples, a second spectra was acquired by 
co-adding a reduced number of scans (26). The retrieved amounts were the same and the 
discussion focuses on the retrievals from the 78-scan spectra. 
 
The Bomem MB-100 Series White cell FTIR system was modelled using a resolution of 0.96 
cm−1  (fixed), a field of view of 24.5 milliradians (fixed), and a Hamming apodisation func - 
tion, to match the apodisation applied to the measured spectra. CO, CO 2  and CH4  were re- 
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trieved using the spectral windows listed in Table 3.2. C2H2, although present in the calibra- 
tion mixtures, could not be retrieved because the InSb detector had no sensitivity in the re - 
quired spectral region. Similarly, C2H4 could not be retrieved using the preferred spectral re- 
gion (920 - 1000 cm-1) described in (Paton-Walsh, Smith et al. 2014), but was retrieved as an 
interference in the C2H6  region (2971 - 3002 cm
-1) where it has weak absorption features. 
 
Carbon dioxide retrievals using the spectral region 3520 - 3775 cm−1 yielded mole fractions 
that were within 5% of the known true values for mole fractions up to 10000 ppm. The 
spectral region 2080 - 2270 cm−1  was used to fit CO. Retrieved CO amounts were within 5- 
10% of the known values for a wide range of mole fractions (up to 4000 ppm, which is more 
than observed in smoke samples in this study). This region (2080 - 2270 cm −1) is used to re- 
trieve both CO and CO2 from spectra obtained using open-path FTIR systems (Paton-Walsh, 
Smith et al. 2014, Smith, Paton-Walsh et al. 2014) since the 3520 - 3775 cm−1  region in- 
cludes water absorption lines that lead to poor signal-to-noise ratio in open path spectra, an 
issue not encountered in our White cell system operated at low pressures. Both spectral re - 
gions (3520 - 3775 cm−1 and 2080 - 2270 cm−1) yielded mole fractions of CO2  that were with- 
in 5% of each other when fitting smoke-affected spectra in this study. 
 
The spectral region 2980 - 3105 cm−1  was used to fit CH4. Retrieved mole fractions of CH4 
were within 5% of the known true values for mole fractions up to 80 ppm (more than ob - 
served in all but two of the smoke samples in this study). The C 2H6  spectral region (2971 - 
3002 cm-1) also contains absorption features belonging to CH4  and C2H4. This complicates 
 
C2H6  retrievals, especially when equal amounts of all three species are present. This, again, 
is not a scenario observed in ambient air or even in smoke, since CH4  dominates in both 
cases. Mole fractions of C2H6 retrieved from calibration standards were ~25% lower than the 
known true values at 20 ppm. C2H4  was fitted as an interfering species in the C2H6  spectral 
region (2971 - 3002 cm-1). Retrieved C2H4  mole fractions were within about 10-15% of the 
known true values (up to 2000 ppm, which is much more than observed in smoke samples 
in this study). The C2H4  mole fractions retrieved using this region from smoke spectra com- 
pared well to the mole fractions obtained from the same samples using SIFT-MS: p lotting 
one set of mole fractions against the other gave a slope of 0.96 with a coefficient of determ - 
ination (R2) of 0.99. Methane was also fitted as an interference in the C2H6  spectral region 





mole fractions of CH4  that were within 5% of each other when fitting smoke-affected spec - 
 
tra in this study. The MALT retrieval results are summarised in Table 3.3. 
 
Table 3.3: Accuracy of MALT retrievals determined using the White cell FTIR system calibration 
mixtures prepared through barometric dilutions of a 1% mixture of CO2, CO, CH4, C2H2, C2H4  and C2H6. 
 
 
Species Accuracy of mole fractions retrieved using MALT and the spectral regions described 
in Table 3.2 for mole fractions ranging from 0.8 to 10000 ppm 
 
CO2 Within 5% from 80 ppm to 10 000 ppm 
 
CO Within 10% up to 8 ppm, then within 5% up to 4000 ppm 
 
CH4 Within 5% from ambient levels to 80 ppm 
 
C2H6 Underestimated by 25% at 20 ppm, by <10% below 2 ppm 
 






3.2.5        Data analysis 
 
Mole fractions of VOCs were computed from raw SIFT-MS spectra using the equations in 
Section 2.5 and the calibration factors listed in Table 3.1. For each sample, an average mole 
fraction was calculated for each species by taking the mean over all repeats (5-8). An aver - 
age mole fraction was reported for a given species only if its signal-to-noise ratio was great - 
er than three, i.e. if the average signal was at least three times greater than the standard 
deviation of the mean. Mole fractions were retrieved from the raw White cell FTIR data us - 
ing MALT and the spectral regions listed in Table 3.2. 
 
Emission ratios were derived by plotting VOC mole fractions against those of CO or CO 2  (or 
another VOC species in some cases – see Table 3.5) and applying an orthogonal regression. 
 
Emission factors for VOCs were derived using Equation (3.7) and the emission factors for CO 
or CO2 calculated from open-path FTIR data using Equation (3.5) as detailed in Paton-Walsh, 
Smith et al. (2014). The open-path FTIR data is favoured for emission factor calculations be- 
cause it has better temporal coverage of the fires, and captures smoke from all phases of 
the fires. The open-path measurements also have better-defined background values, as the 
instrument is generally set up and running several minutes before the start of the fire, 
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whereas a single background grab sample was collected at the prescribed fires, and none 
were collected at the laboratory fires. Background mole fractions are necessary to calculate 
Δ[X] and Δ[Y] in Equation (3.5). 
 
 
3.3        Emissions from Australian temperate forest fires measured at prescribed fires 
 
 
3.3.1        Sampling VOC emissions from prescribed fires 
 
In 2012 and 2013, we attended five prescribed fires organised by the New South Wales Na - 
tional Parks and Wildlife service, an organisation that carries out prescribed burning in its 
parks and reserves every year. These controlled fires often take place on protected land that 
interfaces with suburban environments. The main aims of these fires are to create fire ad - 
vantage zones to help protect life and built assets in case of wildfires, as well as promoting 
the long-term ecological health of protected areas. 
 
All five fires were in dry sclerophyll forests located in the greater Sydney area in New South 
Wales, Australia. Figure 3.1 shows the locations of the sites. Dominant canopy species in- 
cluded eucalypts (including eucalyptus, corymbia and angophora species), with melaleuca, 
acacia and banksia species in the sub-canopy and the shrubby under-storey. The ground 
cover was generally made up of native grasses and a litter of eucalypt leaves and twigs, as 
well as fallen tree limbs of varying sizes. All fires sampled in this study aimed to reduce 
available fuel loads by 60 to 80%, over 80% of the designated burn areas. In most cases, 
only the under-storey burnt, although some trees were singed, and occasionally a snag 
(standing dead tree) was engulfed in flames. At burns in ecologically challenged areas, pro - 
visions were in place to protect potential habitat trees (hollow or scarred trees), and to ex - 
tinguish fallen deadwood and logs as soon as possible after the burn had passed through. 
 
The five fires we attended were on sites with varying aspects and vegetation. Table 3.4 lists 
the location, dates, main vegetation type, area, fuel loading and time elapsed since the last 
fire for each site. Detailed descriptions of the fires and how they were sampled are found in 
the next section. Smoke samples were collected in pre-evacuated flasks or in Tedlar bags 
and brought back to the laboratory for analysis as per Section 3.2. A background sample 
was also collected before the start of the fire on each of the sampling days. All samples 






Figure 3.1: Location of the five prescribed fires sampled in 2012-2013 (purple diamonds). The Sydney 
CBD is indicated by a red square, and its greater metropolitan area is shown in pale grey. 
 




Generally, we attended the fires as a team of three or four. E-A. Guerette attended all the 
fires described here. The other member(s) of the team would vary, but C. Paton-Walsh at- 
tended four out of the five fires. Generally, C. Paton-Walsh and E.A Guerette would set up 
and align the open-path FTIR system, and start the measurements before the fire was ig - 
nited. Then, as the open-path system ran autonomously, the team would collect grab 
samples of smoke during the fire. In terms of data processing and analysis, C. Paton-Walsh 
processed the open-path FTIR data. There were open-path measurements done at fires in 
previous years (before the start of this project), and the data collected at the fires described 
here were used to complete that analysis, which was published in Paton-Walsh, Smith et al. 
(2014) and is only discussed here for comparison purposes. E-A. Guerette analysed all the 
smoke samples on the SIFT-MS and the White cell FTIR, and processed all the data from 








Table 3.4: Summary of prescribed fires sampled in 2012-2013, including location, date, vegetation type, area burned, pre-fire fuel loading and time 
 
elapsed since the area was last exposed to fire. 
 
 








Latitude and longitude of 
sampling site 
 
Abaroo Creek    Heathcote National   11-12 May Shrubby dry sclerophyll 115 12.5 ~10 years -34.1026 ; 150.9943 (day 1) 
Park, NSW 2012  forest/heathland    -34.1257 ; 150.9924 (day 2) 
 
Gulguer Gulguer Nature 16 May Dry sclerophyll forest with 32 8-10 >30 years -33.9549 ; 150.6224 
Plateau Reserve, NSW 2012 grassy understorey 
 
Alfords Point Georges River 23 May Shrubby dry sclerophyll 18 14-18 9 years -33.9911 ; 151.0205 
National Park, NSW 2012 forest 
 
Prospect Prospect Nature 27 April Open woodland with grassy 12.5 10-12 >30 years -33.8113 ; 150.9108 
Reservoir Reserve, NSW 2013 understorey 
 
Yeramba Georges River 26-27 Aug. Shrubby dry sclerophyll ~14 18 unknown -33.9748 ; 151.0114 















3.3.1.1       Detailed description of the prescribed fires and of their sampling 
 
 
Abaroo Creek, May 11th and 12th, 2012 
 
The Abaroo Creek fire was a low intensity prescribed burn (planned flame and scorch height 
of 1.5 and 3 metres, respectively) that took place over two days in May 2012, on 115 hec - 
tares  of  moderately  steep  terrain  intersected by  drainage  channels  and  fire  trails  and 
covered predominantly with dry shrubby sclerophyll forest and open woodland vegetation 
communities. Shrubby heathland, forming thickets of vegetation up to three meters in 
height, dominated the ridge tops in the eastern section of the burn area, which is where the 
sampling site was located. 
 
The northern end of the designated burn area was ignited on the first day, using drip 
torches and incendiary devices dropped from a helicopter flying overhead. The sampling 
location (34.1026 S, 150.9943 E) was downwind of the fire, on the eastern border of the fire 
ground, on the side of a main road. Nearby vegetation, thickets composed mainly of 
melaleuca (tea trees), with a ground cover of grasses and a deep litter of fallen leaves, burnt 
easily, and the resulting smoke was sampled into pre-evacuated glass flasks. All of the 10 
collected samples were of well-mixed, rising smoke. Figure 3.2 shows the open-path instru- 
ment on the first day of measurements. 
 
The southern end of the designated burn area was ignited on the second day. The sampling 
site (34.1257 S, 150.9924 E) was located at the staging area, a large clearing with vegetation 
on both sides. The thin band of vegetation situated to the east of the staging area was ig - 
nited first, with a slight breeze pushing the smoke away from the sampling site. Four pre- 
evacuated glass flasks were filled with smoke emitted by smouldering fuels, including 
grasses, litter and some logs after the fire front had passed. Three more samples were col - 
lected once the vegetation to the west of the staging area was ignited. 
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Gulguer Nature Reserve, May 16th, 2012 
 
The Gulguer Plateau fire was a prescribed burn of moderate intensity (planned flame and 
scorch height of 3 and 5 metres, respectively) that took place over a single day in May 2012, 
on 32 hectares of gently sloping terrain, bordered on its western side by a steep descent to 
a  sandstone gorge and the Nepean River. The main vegetation type was dry sclerophyll 
forest composed predominantly of eucalypt species, with dispersed areas of allocasuarina 
woodland and a grassy under storey. The sampling site (33.9549 S, 150.6224 E) was located 
on a fire trail on the edge of the designated burn area. 
 
The fire took easily and the fire front passed the sampling site quickly. Bag sampling, using a 
differential pressure sampler, was trialled for the first time at this burn, with each bag taking 
a few minutes to fill. The pump used at this burn was not battery operated, restricting mo - 
bility and sampling range. For this reason, very few samples of rising smoke could be collec - 
ted, but 5 samples of smoke from large smouldering tree stumps were collected after the 
fire front had passed. A total of 9 samples were collected at this fire. The open-path instru - 
ment is shown on site in Figure 3.3. 
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Alfords point, May 23rd, 2012 
 
The Alfords Point fire was a prescribed burn of planned low intensity (desired flame and 
scorch height of 2 and 6 metres, respectively) over 18 hectares of very steep terrain (slope 
of 20 degrees or more) sandwiched between a residential neighbourhood and a creek. The 
main vegetation type was shrubby dry sclerophyll forest, with banksia dominating near the 
top of the ridge. 
 
The sampling site (33.9911 S, 151.0205 E) was located along a fire trail at the top of the 
steep slope, behind a row of houses. The fire was ignited near the top of the ridge and left 
to spread downslope and against the wind, which meant that smoke was pushed towards 
the sampling site. Eleven samples of well-mixed, rising smoke were collected in pre-evacu - 
ated glass flasks (see Figure 3.3), before we had to vacate the site due to poor visibility and 






Figure 3.4: C. Paton-Walsh (left) and E-A. Guerette (far right, in the smoke) filling pre-evacuated flasks 
at the Alfords Point fire on May 23rd, 2012, before the sampling site had to be vacated due to poor 





Prospect Nature Reserve, April 27th, 2013 
 
The Prospect reservoir fire was a prescribed burn of moderate intensity (planned flame and 
scorch height of 4 and 6 metres, respectively) on 12.5 hectares of gently sloping terrain. The 
main vegetation types were open eucalypt woodland communities, with varying under - 
storey densities ranging from native grasses to dense bursaria shrubs. 
 
The sampling site (33.8113 S, 150.9108 E) was located behind a wire fence on the edge of 
the designated burn area in a part of the site that was slightly lower than the surrounding 
ground. Nearby understorey vegetation consisted mainly of grasses. The fire did not ignite 
easily due to the high fuel moisture in the area, and the resulting fire was of very low in - 
tensity. Smoke samples were collected in pre-evacuated flasks, including some of well- 
mixed, rising smoke and some from burning grass. A total of 17 samples were collected. 
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Yeramba Lagoon, August 26th and 27th, 2013 
 
The Yeramba Lagoon fire was a prescribed burn of moderate intensity (planned flame and 
scorch height of 2-4 and 8 metres, respectively) that took place over several days. We atten - 
ded two days of stage three of the burn, during which about 14 hectares were burnt. The 
designated burn area for stage three of the Yeramba lagoon fire included sections of moder - 
ately steep terrain and some gullies. The main vegetation type was shrubby dry sclerophyll 
forest. 
 
The sampling site on both days was in and around the staging area (33.9748 S, 151.0114 E), 
which was immediately surrounded by cured tall grasses and varied shrubby trees. On the 
first day, the area north of the staging area was ignited. Smoke samples were collected into 
bags using a differential pressure sampler, this time using a battery-operated pump that al - 
lowed roaming. Smoke from burning grass, smouldering logs, grass and litter were collected, 
as well as samples of well-mixed smoke immediately downwind of the fire. On the second 
day, the area east of the staging area was ignited, and the resulting fire was the most in - 
tense sampled in this study, with the fire crowning in certain parts of the site. It was im - 
possible  to  safely  approach  the  fire,  and  samples  of  well-mixed smoke were obtained 
slightly downwind of the fire, from the staging area. A total of 18 samples were collected 




In summary, the vegetation at Abaroo Creek, Alfords Point and Yeramba Lagoon was similar, 
with dense shrubby under-storeys. At Gulguer, the forest was more open, and the grab 
samples collected were mostly from smouldering logs and tree stumps. Finally, at Prospect 






3.3.2 Determination of emission ratios for VOCs measured in grab samples collected at 
prescribed fires 
 
A total of 75 smoke samples were collected over seven days of sampling. Of those, about 
half were of well mixed, rising smoke. The others were from various targets, including 
smouldering litter and logs, burning grass and shrubs, etc. 
 
Emission ratios were derived for individual fires when possible; however the VOC results 
from the targeted sampling were more highly variable than those of the well mixed smoke, 
as is usual for this type of sampling (Yokelson, Christian et al. 2008, Burling, Yokelson et al. 
2011, Akagi, Yokelson et al. 2013, Yokelson, Burling et al. 2013). This resulted in poor correl- 
ations (R2  <0.5) for some species for certain fires. Also, not every trace gas species was 
present at a detectable level in every sample. For some fires, this resulted in too few 
samples to allow an emission ratio to be meaningfully derived by regression for that spe- 
cies. Samples from all fires were therefore combined together irrespective of the site at 
which they were collected, and a single emission ratio derived. 
 
Certain VOC species did not correlate strongly with either CO or CO 2. In those cases, emis- 
sion ratios were derived using another reference species, e.g. an emission ratio to acetoni - 
trile was derived for pyrrole, and ethene was used as a reference species to derive an emis - 
sion ratio for benzene, 1,3-butadiene and acetylene. Emission ratios for all species are listed 
in Table 3.5. When emission ratios for individual fires are available, a mean emission ratio 
values is also included. For all species, a single emission ratio derived from combining all 
data is also listed. 
 
Figure 3.5, 3.6 and 3.7 show a selection of examples of correlations for species for which it 
was possible to derive emission ratios from individual fires. Figure 3.5 shows the correla- 
tions of ethane with CO for each of the five individual fires, and for all fires combined. Fig - 
ure 3.6 shows the same plots for methanol with CO and Figure 3.7 shows the correlations 
between butadiene and ethene. 
 
The emission ratios of some species show important site-to-site variability. For example, the 
emission ratio of methane to CO measured at Prospect Reservoir is lower than that meas - 
ured at the other fires. The site at Prospect Reservoir was mostly grassy, and the emission 
ratio measured there (0.037 ± 0.004) is similar to that measured in savanna fires in North - 
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ern Australia (0.040 ± 0.007) by Smith, Paton-Walsh et al. (2014). Similarly, the emission ra- 
tio of acetonitrile to CO is markedly lower at Gulguer Plateau than at the other fires. This 
could be due to the lower nitrogen content of tree trunks compared to foliage and twigs 
(Susott, Olbu et al. 1996, Snowdon, Ryan et al. 2005). The emission ratio measured for acet- 
onitrile at Gulguer Plateau is excluded from the mean emission ratio reported in Table 3.5. 
Including it reduces the average from 0.05 ± 0.01 to 0.04 ± 0.02. The Gulguer fire is also ex- 
cluded from the emission ratio derived from combining data from all fires. Figure 3.8 shows 
the correlations of acetonitrile with CO; the Gulguer Plateau fire is shown in red, and the 
other four fires are shown in black. 
 
Despite this site-to-site variability in the emission ratio of certain species, the mean emis - 
sion ratio is usually the same within the uncertainties, as the value derived using samples 
from all fires combined. This indicates that the single emission ratio listed in Table 3.5 for 
the other species – the ones for which it was not possible to derive emission ratios for indi - 









Table 3.5: Summary of results for the orthogonal distance regression analysis, including emission ratios (ER) and their uncertainties (S ER). When possible, 
emission ratios were derived for individual fires, and the mean emission ratio is reported with its standard deviation in brackets. An emission ratio was 
also derived using all available samples, irrespective of where they were collected: these are listed in the “All data” column. The R 2 values listed are from 

















All data R2 
 
White cell FTIR 
 
CO CO2 0.15 ± 0.57 0.08 ± 0.62 0.44 ± 0.83 0.08 ± 0.89 0.18 ± 0.92 0.19 0.17 ± 0.06 0.47 
0.03 0.02 0.08 0.02 0.03 (0.15) 
 
Methane CO 0.067 ±    0.86 0.065 ± 0.98   0.060 ± 0.79 0.037 ± 0.92 0.07 ± 0.89 0.06 0.059 ± 0.003 0.89 
0.009 0.004 0.009 0.004 0.01 (0.01) 
 
Ethane CO 0.0045 ±   0.84   0.0045 ±   0.96   0.003 ± 0.76 0.0026 ± 0.96 0.0054 ± 0.97 0.004 0.0038 ± 0.87 
0.0006 0.0003 0.001 0.0002 0.0006 (0.001) 0.0003 
 





























Ethene CO2 -- -- -- -- -- -- -- -- -- -- -- 0.0018± 0.0002   0.77 
 
 
Ethene CO 0.009 ± 0.001 0.55 
 
 
Acetaldehyde CO 0.0104 ± 
0.0004 
0.99   0.0101 ± 
0.0007 
0.99   0.006 ± 
0.002 
0.63 0.010 ± 
0.002 
0.90 0.011 ± 
0.005 
0.96  0.010 
(0.002) 
0.007 ±0.001 0.75 
 
 
Acetone CO 0.0034 ± 
0.0009 
0.85   0.0052 ± 
0.0006 
0.98   0.003 ± 
0.001 
0.80 0.0040 ± 
0.0009 







Acetonitrile* CO 0.0031 ± 
0.0009 
0.82   0.0050 ± 
0.0005 
0.98  0.0009 ± 
0.0003 
0.83 0.006 ± 
0.002 
0.94 0.005 ± 
0.001 







Acetylene Ethene -- -- -- -- -- -- -- -- -- -- -- 0.21 ± 0.04 0.59 
 
 
Benzene Ethene 0.09 ± 
0.02 
0.64 0.068 ± 
0.004 
0.98   0.010 ± 
0.02 
0.58 0.088 ± 
0.002 
0.99 0.07 ± 
0.01 
0.99  0.08 
(0.01) 
0.078 ± 0.006 0.84 
 
 






















All data R2 
 
 
0.003 0.003 0.005 0.011 0.005 (0.006) 
 
 





Ethanol CO -- -- -- -- -- -- -- -- 0.00021 ± 
0.00005 










CO 0.0022 ± 
0.0003 
0.83   0.0018 ± 
0.0002 
0.96  0.0023 ± 
0.0009 
0.75 -- -- 0.0017 ± 
0.0002 



























Species Reference Abaroo R2 Alfords R2 Gulguer R2 Prospect R2 Yeramba R2 Mean All data R2 
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Figure 3.5: Emission ratios for ethane to CO, as measured by White cell FTIR, at each fire, and for all 
fires combined. In each case, the emission ratio is the slope of an orthogonal regression. 
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Figure 3.6: Emission ratios of methanol, as measured by SIFT-MS, to CO, as measured by White cell 







Figure 3.7: Emission ratios for butadiene to ethene, as measured by SIFT-MS, for each fire, and for all 
fires combined. In each case, the emission ratio is the slope of an orthogonal regression. 
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Figure 3.8: Emission ratios for acetonitrile, as measured by SIFT-MS, to CO, as measured by White cell 
FTIR, for the Gulguer Plateau fire (in red) and for the other fires (in black). In each case, the emission 








Figure 3.9: Examples of correlations for species for which only a single emission ratio was derived. 
Top left is hydrogen cyanide (SIFT-MS) to CO (White cell FTIR), top right is formaldehyde to hydrogen 
cyanide (both measured by SIFT-MS); middle left is acetylene to ethene (both measured by SIFT-MS), 
middle right is pyrrole to acetonitrile (both measured by SIFT-MS); bottom left is monoterpenes to 
methanol (both measured by SIFT-MS) and bottom right is the sum of C8H10  species to toluene (both 
measured by SIFT-MS). In each case, the emission ratio is the slope of an orthogonal regression. 
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3.3.3 Determination of emission factors for VOCs measured in grab samples collected at 
prescribed fires 
 
Using the concentrations of CO, CO2  and methane measured by White cell FTIR, emission 
factors for CO and CO2  were calculated for each grab sample using Equation 3.5. The MCE of 
each sample was also calculated using Equation 3.8 and the average MCE value of the 
samples collected at each fire is listed in Table 3.5. Although there are only five fires, the 
range of MCE is quite large (0.77 - 0.93). A simple linear regression model was used to test 
whether the emission ratios listed in Table 3.5 were dependent on MCE. Acetonitrile and 
benzene showed increasing trends (p <0.05), but these were driven by the low emission ra - 
tios measured at the Gulguer Plateau fire. 
 
Using the average emission factors for CO and CO2  and the emission ratios listed for each 
fire, emission factors were derived for each species using Equation 3.7. For butadiene and 
benzene, the emission ratios to ethene were first converted to emission ratios to CO 2  using 
the emission ratio of ethene to CO2, and then emission factors were calculated using the 
emission factor to CO2. Plotting these emission factors against MCE and applying a simple 
linear regression revealed significant trends in methanol (-30(±5)*MCE – 30(±4), p <0.01), 
the  sum  of  furan  and  isoprene  (-7.1(±0.9)*MCE  +  6.9(±0.8),  p  <0.01)  and  acetone  (- 
4.9(±0.6)*MCE + 5.3(±0.5), p <0.01). There were no statistically significant trends for acetal - 
dehyde, acetonitrile, benzene, butadiene, ethane and toluene. The MCE dependence of the 
other species could not be determined because fire-specific emission ratios were not avail - 
able. The methanol data is plotted in Figure 3.20 alongside results from the Pyrotron experi- 
ment. 
 
Grab samples were collected sporadically during the fires, and are not necessarily repres- 
entative of the whole fires. As an example, the average MCE of the grab samples collected 
at the Gulguer Plateau fires was 0.77 whereas Paton-Walsh, Smith et al. (2014) measured an 
average MCE of 0.90 for the same fire, sampled with the open-path FTIR system. The open- 
path system captures smoke from all stages of the fires, from ignition to smouldering, and 
the emission factors derived from these measurements are therefore deemed representat - 
ive of the whole fires. 
 
In order to derive VOC emission factors that are representative of the whole fires, the aver - 
 









First, the “All data” emission ratios listed in Table 3.5 that used a different reference gas 
were converted to equivalent emission ratios to CO (or CO 2) by multiplying them by the 
emission ratio of the reference species to CO (or CO 2). The uncertainty on the resulting 
emission ratio to CO (or CO2) was calculated by adding the uncertainties in quadrature. 
These emission ratios to CO or CO2  are listed for every species in Table 3.6. The number of 
samples which were included in the determination of the emission ratio is also listed in 
Table 3.6). Ethanol was only successfully measured in 7 samples, all from the Alfords Point 
fire, whereas species like methane and ethane were successfully retrieved from all samples. 
Ethene was measured both by White cell FTIR and by SIFT-MS in the grab samples. The res - 
ults listed in Table 3.6 show the high level of agreement between the two techniques for 
this species. 
 
The VOC emission ratios were then converted to emission factors using Equation  (3.7). 
These are listed in Table 3.6, alongside those reported by Paton-Walsh, Smith et al. (2014), 
when the trace gas was also measured in the open-path . The emission ratios and emission 
factors reported for a fire in coastal heath on Robbins Island in Tasmania by Lawson, 
Keywood et al. (2015) and emission factors compiled for fires in North American temperate 
forests and in extra-tropical forests by Akagi, Yokelson et al. (2011) are also included in Table 









Table 3.6: Emission ratios (ER) to CO or CO2 and emission factors (EF) derived from measurements by SIFT-MS and White cell FTIR of grab samples of 
smoke collected at prescribed fires in Australian temperate forest. ER and EF values measured as part of this study using open-path FTIR for the same 
species in the same ecosystem and reported in Paton-Walsh, Smith et al. (2014) are listed when available. For comparison purposes, ER and EF values 
reported for a coastal heath fire in Tasmania by Lawson, Keywood et al. (2015) are also listed, along with EF values compiled by Akagi, Yokelson et al. 
(2011) for temperate and extra-tropical forests. The uncertainties listed for this study are the result of adding S ER  and the the uncertainty of the emission 
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3.3.4 Comparison between emission ratios measured in grab samples and those 
measured by open-path FTIR 
 
Five of the species (methane, ethene, ethane, formaldehyde and methanol) measured in 
grab samples by SIFT-MS and/or White cell FTIR, were also measured by open-path FTIR 
(Paton-Walsh, Smith et al. 2014). Only three of the fires described here were sampled by 
open-path FTIR, and the results reported in Paton-Walsh, Smith et al. (2014) include two 
fires that were not sampled as part of the grab sampling program. The average emission ra - 
tios listed in Paton-Walsh, Smith et al. (2014) and reproduced in Table 3.6 are in good agree- 
ment with those reported for the grab sample measurements. 
 
 
3.3.5        Comparison with enhancement ratios measured in lofted smoke from bushfires in 
 
Australian temperate forests 
 
The emission ratios reported in Tables 3.5 and 3.6 can be compared to enhancement ratios 
measured in lofted smoke from bushfires in Australian temperate forests.  Paton-Walsh, 
Jones et al. (2005) derived enhancement ratios to CO for acetylene, ethene, ethane, formic 
acid, formaldehyde, hydrogen cyanide and ammonia from ground-based solar remote sens - 
ing Fourier transform spectrometry measurements made at Wollongong, NSW of smoke ori - 
ginating  from  several  bushfires.  Using  the  same  technique,  Paton-Walsh,  Wilson  et  al. 
(2008)  reported  an  enhancement  ratio  for  methanol  to  CO.  Other  studies  used  satel - 
lite-based spectroscopic measurements to study the plume from the Black Saturday fires in 
Victoria: Young and Paton-Walsh (2011) reports enhancement ratios to CO for formaldehyde 
and nitrogen dioxide; Glatthor, Höpfner et al. (2013) report enhancement ratios to hydrogen 
cyanide for acetylene and formic acid. 
 
Paton-Walsh, Jones et al. (2005) reported an enhancement ratio to CO for ethene (C 2H4) of 
 
0.006 ± 0.003, which is slightly lower than our value of 0.009 ± 0.001 (measured in grab 
samples by SIFT-MS and White cell FTIR). The same study reports an enhancement ratio to 
CO of 0.023 ± 0.007 for formaldehyde, which is slightly higher than our emission ratios of 
0.018 ± 0.003 (measured in grab samples) and 0.014 ± 0.004 (measured by open-path FTIR). 
Rapid decay of ethene has been observed in aging smoke plumes by Akagi, Craven et al. 
(2012), who also report in-plume formaldehyde production. A formaldehyde enhancement 
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ratio to CO of 0.016 ± 0.004 was reported by Young and Paton-Walsh (2011), which is in 
agreement with the emission ratios presented here. Formaldehyde is produced in ageing 
smoke plumes at a rate that depends on initial emissions of precursors and on photochem - 
istry. The measured amount of formaldehyde in plumes therefore is variable. The enhance - 
ment ratio to CO reported by Paton-Walsh, Jones et al. (2005) for ethane (0.0023 ± 0.005) is 
almost a factor of two smaller than those reported here (0.0038 ± 0.0003 in grab samples 
and 0.0037 by open-path FTIR). This is in keeping with the findings of Akagi, Yokelson et al. 
(2013), who reported a wide discrepancy (factor of 5) between emission factors of ethane 
measured from smouldering on the ground and those measured from an aircraft, with emis - 
sions of ethane being much stronger on the ground. 
 
For acetylene, the enhancement ratio to CO reported by Paton-Walsh, Jones et al. (2005) 
(0.0034 ± 0.0014), is nearly a factor of two higher than the emission ratio reported here 
(0.0019 ± 0.0004, measured in grab samples); however their enhancement ratio to CO for 
hydrogen cyanide is slightly lower than our emission ratio (0.0042 ± 0.0016 vs. 0.0063 ± 
0.0007). The acetylene to hydrogen cyanide (C2H2/HCN) emission ratio derived from our 
grab sample measurements is 0.30 ± 0.07. Glatthor, Höpfner et al. (2013) report an en- 
hancement ratio for C2H2/HCN of 0.76 in aged smoke, which is comparable to the value of 
~0.8 that can be derived for that ratio from the data in Paton-Walsh, Jones et al. (2005). The 
 
higher ratios observed in lofted plumes could indicate plume processing, or different emis - 
sions from intense bushfires compared to prescribed fires. Finally, Paton-Walsh, Wilson et 
al. (2008) reported an enhancement ratio to CO for methanol of 0.019 ± 0.001, which is in 
broad agreement with both our emission ratios (0.0022 ± 0.002 in grab samples and 0.017 ± 
0.006 from open-path FTIR measurements). 
 
 
3.3.6 Comparison with previous measurements in other Australian temperate 
ecosystems 
 
In the absence of previously published emission factors for Australian temperate forest fires 
for any of the other trace gases measured in this study, it is of interest to compare our emis - 
sion factors to those reported by Lawson, Keywood et al. (2015) using PTR-MS measure- 
ments in slightly aged (~20 minutes) smoke from a coastal heath fire in Tasmania. Coastal 





lacks the dominant upper storey trees and therefore has less coarse woody debris and a dif - 
ferent litter composition. As the dominant upper storey trees do not burn in prescribed 
fires, the emission factors derived by Lawson, Keywood et al. (2015) should be roughly com- 
parable to those reported in this study. There is a large level of natural variability in emis - 
sion factors, even within single ecosystems (Akagi, Yokelson et al. 2011), so values will be 
considered in good agreement if they agree within their stated uncertainties and in broad 
agreement if they are similar but are outside of the stated uncertainties. 
 
Lawson, Keywood et al. (2015) report an emission factor for methane of 3.8 g/kg of dry fuel 
that is in good agreement with our values of 4.0 ± 0.7 g/kg of dry fuel (grab samples) and 
3.6 ± 1.1 g/kg of dry fuel (open-path FTIR). The agreement is also good for ethane (0.41 
 
versus 0.5 ± 0.1 and 0.5 ± 0.2 g/kg of dry fuel). For methanol and formaldehyde, the values 
reported by Lawson, Keywood et al. (2015) (2.1 g/kg of dry fuel and 1.6 g/kg of dry fuel, re- 
spectively) are lower that those measured in the grab samples in this study (3.0 ± 0.5 g/kg 
of dry fuel and 2.3 ± 0.5 g/kg of dry fuel, respectively) but are in good agreement with those 
measured by open-path FTIR (2.4 ± 1.2 g/kg of dry fuel and 1.7 ± 0.4 g/kg of dry fuel, re- 
spectively). 
 
The  agreement  between  the  emission  factors  from  this  study  and  those  reported  by 
Lawson, Keywood et al. (2015) is also good for hydrogen cyanide (0.7 ± 0.2 g/kg of dry fuel 
vs. 0.7 g/kg of dry fuel). For acetaldehyde (1.3 ± 0.3 g/kg of dry fuel vs. 0.92 g/kg of dry 
fuel), butanone (0.25 ± 0.05 g/kg of dry fuel vs. 0.35) and toluene (0.23 ± 0.05 g/kg of dry 
fuel vs. 0.30 g/kg of dry fuel), the results are in broad agreement. 
 
The agreement is not so strong for other species. Lawson, Keywood et al. (2015) report an 
emission factor for C8H10 species that is more than double that measured in this study (0.26 
g/kg of dry fuel vs. 0.11 ± 0.03 g/kg of dry fuel). The difference might be attributable in part 
to benzaldehyde, which is emitted in considerable amounts by biomass fires (Yokelson, Burl- 
ing et al. 2013) and is detected at H3O
+  107, but not at NO+  106 (Španěl, Ji et al. 1997), the 
reaction channels used in Lawson, Keywood et al. (2015) and in this study, respectively. Sim- 
ilarly, the emission factor reported by Lawson, Keywood et al. (2015) for benzene is almost a 
factor of two higher than the one measured in this study (0.69 g/kg of dry fuel vs. 0.39 ± 
0.07 g/kg of dry fuel) and their emission factor for the sum of isoprene and furan is more 
than three times higher (1.7 g/kg of dry fuel vs. 0.5 ± 0.1 g/kg of dry fuel). Again, part of the 
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difference might be attributable to the different reaction channels used to detect those spe - 
cies. Lawson, Keywood et al. (2015) used H3O
+  79 for benzene and H3O
+  69 for the sum of 
furan and isoprene, whereas we used NO+ 78 for benzene and NO+  68 for the sum of furan 
and isoprene in this study, but in those cases it is unclear which species could be respons - 
ible for the higher values measured with the H3O
+  ion. 
 
The emission factor for acetone measured in this study is higher that reported by Lawson, 
Keywood et al. (2015) (0.8 ± 0.2 g/kg of dry fuel vs. 0.54 g/kg of dry fuel). Similarly, the 
emission factors for the sum of methacrolein and methyl vinyl ketone (MACR + MVK) and 
for acetonitrile are nearly a factor of three higher than those reported by Lawson, Keywood 
et al. (2015) (1.0 ± 0.3 g/kg of dry fuel vs. 0.38 g/kg of dry fuel and 0.7 ± 0.1 g/kg of dry fuel 
vs. 0.25 g/kg of dry fuel, respectively). For monoterpenes, our emission factor is a factor of 
five higher. Again, these disparities could be due, in part, to instrumental differences, but 
most  likely  these  are  due  to  differences in  vegetation type  or  characteristics. The  fire 
sampled by Lawson, Keywood et al. (2015) was a large fire (~2000 ha) that burnt over a peri- 
od of two weeks in late summer, whereas the fires sampled in this study were low or medi - 
um intensity prescribed fires that took place in autumn and winter. 
 
 
3.3.7 Comparison with previous measurements in temperate forests in other parts of 
the world 
 
Our emission ratios for 1,3-butadiene, ethanol and pyrrole are the first measurements of 
these species in Australian temperate ecosystems. For most other species reported here 
(acetaldehyde, acetone, acetonitrile, acetylene, benzene, hydrogen cyanide, the sum of iso - 
prene and furan, butanone, monoterpenes, toluene and the sum of xylenes and ethylben - 
zene), ours are the first emission ratios measured in fresh smoke from Australian temperate 
forest fires. It is therefore of interest to compare our emission factors to those compiled for 
fresh smoke by Akagi, Yokelson et al. (2011) from temperate forest fires and extra-tropical 
forest fires in other parts of the world. These values are given in the final column of Table 
3.6. It should be noted that the ‘temperate forest fires’ category in Akagi, Yokelson et al. 
(2011) is made up of studies of North American coniferous forest fires only, and the ‘ex - 
tra-tropical forest fires’ category is a combination of boreal and temperate emission factors 





We first compare to temperate forest fire values from Akagi, Yokelson et al. (2011) where 
such data are available. Our emission factors for acetylene (0.35 ± 0.09 g/kg of dry fuel) and 
hydrogen cyanide (0.7 ± 0.2 g/kg of dry fuel) are in excellent agreement with those reported 
for temperate forest fires in Akagi, Yokelson et al. (2011) of 0.3 ± 0.1 g/kg of dry fuel and 0.7 
± 0.2 g/kg of dry fuel, respectively. 
 
The emission factors measured for ethane in this study (both in grab samples and by open- 
path FTIR) and in Lawson, Keywood et al. (2015) are lower than those reported for temper- 
ate zones of the Northern Hemisphere (1.1 ± 0.7 g/kg of dry fuel). This would imply lower 
emissions of ethane from Australian temperate forests. These lower emissions were also 
observed by Paton-Walsh, Jones et al. (2005). 
 
There is no emission factor reported in Akagi, Yokelson et al. (2011) for isoprene from tem- 
perate forest fires. Our emission factor for the sum of isoprene and furan (0.5 ± 0.1 g/kg of 
dry fuel) is therefore unsurprisingly higher than the value (0.20 ± 0.21 g/kg of dry fuel) listed 
for furan. For extra-tropical forest fires, the emission factors listed in Akagi, Yokelson et al. 
(2011) are 0.7 ± 0.6 g/kg of dry fuel for furan and 0.15 g/kg of dry fuel for isoprene, implying 
combined emissions for these two species that are higher than what was measured in our 
study, although both studies agree within the very large range reported for furan. 
 
For all other species, there are no emission factors listed in the temperate forest fire cat - 
egory in Akagi, Yokelson et al. (2011). The values listed under extra-tropical forest fires are 
therefore taken from boreal forest fires. Additionally, no estimate of variability is available 
for those emission factors. Our emission factors for acetone, acetonitrile, butanone, ethanol 
are all similar to those given in Akagi, Yokelson et al. (2011) whereas our emission factor for 
1,3-butadiene is slightly higher and those for monoterpenes, benzene, toluene and the sum 
of C8H10  species are lower. The largest difference is seen for the monoterpenes. We meas - 
ured only modest amounts of monoterpenes in the smoke from prescribed fires in Australi - 
an temperate forest, and our emission factor of 0.19 ± 0.06 g/kg of dry fuel is dramatically 
lower than those reported for pinenes in Akagi, Yokelson et al. (2011) (~3.1 g/kg of dry fuel 
for the sum of α-pinene and β-pinene), which is probably due to differences in BVOC emis - 
sions between the two ecosystems (Ciccioli, Centritto et al. 2014). 
 
Finally, there are no emission factors listed in either the temperate or extra-tropical forest 
fire categories in Akagi, Yokelson et al. (2011) for acetaldehyde and pyrrole; however, our 
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emission factors for these species agree with the emission factors they report for tropical 
forest fires (0.16 ± 0.08 g/kg of dry fuel vs. 0.12 ± 0.04 g/kg of dry fuel for pyrrole and 1.3 ± 
0.3 g/kg of dry fuel vs. 1.6 ± 0.8 g/kg of dry fuel for acetaldehyde). 
 
 
3.3.8 Summary of emission factors measured at prescribed fires in Australian temperate 
forests 
 
Emission ratios for VOCs were derived from measurements of grab samples collected at five 
prescribed fires in Australian temperate forests. These ratios showed little site-to-site vari - 
ability, except for methane and acetonitrile. The emission ratio to CO for methane was 
lower  at  one  of  the  fires  (Prospect Reservoir: 0.037  ±  0.004 versus  0.059  ±  0.003 on 
average), where the under storey was mostly grass. Similarly, the emission ratio to CO for 
acetonitrile was much lower for the Gulguer Plateau fire, where most of the smoke samples 
collected were from smouldering logs (0.0009 ± 0.0003 versus 0.0038 ± 0.0005 on average). 
 
The emission ratios were compared to enhancement ratios measured in plumes from large 
bushfires. The results broadly agreed for ethene, formaldehyde and methanol, however, 
ethane in lofted smoke was found to be lower than in smoke on the ground, as observed in 
other studies (Akagi, Yokelson et al. 2013). The enhancement ratio of acetylene to hydrogen 
cyanide in lofted smoke from large bushfires (Glatthor, Höpfner et al. 2013, Paton-Walsh, 
Jones et al. 2005) was more than a factor two higher than the emission ratio measured on 
the ground at prescribed fires. This could be indicative of plume processing, or reflect differ - 
ences in emissions between intense bushfires and prescribed fires. 
 
Emission  factors  were  compared  to  those  measured  in  other  temperate  ecosystems, 
namely, coastal heath in Tasmania (Lawson, Keywood et al. 2015), and a compilation of 
emission factors for temperate forests in North America (Akagi, Yokelson et al. 2011). Where 
values were not available for temperate ecosystems, the emission factors were compared to 
those compiled for boreal forests. 
 
The emission factors for acetone, acetonitrile, benzene, butadiene, the sum of furan and 
isoprene, the sum of methacrolein and methyl vinyl ketone, monoterpenes, toluene and the 
sum of C8H10  species are variable; however, the emission factors for methane, ethene, form - 
aldehyde, hydrogen cyanide, butanone and methanol are in broad agreement across all 





heath fire, but the emission factor reported for Australian temperate forest is in good agree - 
ment with that reported for North American temperate forests. Similarly, an emission factor 
for acetaldehyde is not available for North American temperate forests, but the emission 
factors measured in Australian temperate ecosystems are in broad agreement. 
 
The emission factors for ethane measured for Australian ecosystems are lower than those 
reported for Northern Hemisphere temperate and boreal ecosystems by Akagi, Yokelson et 
al. (2011). 
 
Finally, the emission factor for ethanol reported here is the first value measured for a tem- 
perate ecosystem, and the emission for pyrrole is the first for either temperate or boreal 
ecosystems. The emission factor for ethanol is in broad agreement with the value listed for 
boreal forests in Akagi, Yokelson et al. (2011). 
 
 




3.4.1        Advantages of measuring emissions from fires in a laboratory setting 
 
Studying fire behaviour and emissions in a laboratory setting can offer certain advantages. 
For example, a laboratory setting can offer a level of control over fuel type, composition and 
arrangement, and over environmental conditions such as moisture and wind, that is not 
achievable in the field. In a laboratory setting, it is therefore possible to burn fuels under re - 
peatable conditions, and to test whether specific variables have an effect on fire behaviour 
or emissions or both. Unlike prescribed fires, laboratory fires are not subject to favourable 
weather conditions and it is therefore possible to have a concerted campaign and sample a 
large number of fires within a relatively short time frame. Another advantage is that it is 
generally easier to deploy a large number of instruments in a laboratory setting than in a 
field setting. The smoke can therefore be characterised more fully. Also, as the fire is con - 
tained within the laboratory, it is also possible to sample most, if not all, of the smoke from 
the fire, or at least to sample smoke from all stages of the fire. 
 
There are some drawbacks to studying fires in a laboratory setting. First, the fuel loads are 
generally small, around 10 kilograms or so, and experimental fires therefore cannot sustain 
smouldering combustion for very long. Second is that it is difficult to reproduce the natural 
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arrangement of fuels in a laboratory setting. Bringing whole, live shrubs into the laboratory, 
for example, is not practical. 
 
Another consideration is the type of experimental combustion facility. Some are designed 
specifically to study emissions from burning fuels. An example of such a facility is the US 
Forest Service Fire Sciences Laboratory in Missoula, Montana (Christian, Kleiss et al. 2003, 
Christian, Kleiss et al. 2004, Burling, Yokelson et al. 2010) , which consists of a fuel bed situ- 
ated below a vertical exhaust stack. A known flow of air entrains the smoke up the stack, 
and sampling of the smoke occurs at a height along the stack where the smoke is known to 
be well-mixed (Yokelson, Christian et al. 2008, Yokelson, Burling et al. 2013).This facility has 
been used extensively to study emissions from a wide range of fuel types using a wide range 
of instrumentation (e.g. Yokelson, Griffith et al. 1996, Christian, Kleiss et al. 2003, Christian, 
Kleiss et al. 2004, Christian, Yokelson et al. 2007, McMeeking, Kreidenweis et al. 2009, 
Veres, Roberts et al. 2010, Warneke, Roberts et al. 2011). The main issue with this type of 
chimney-style facility is that it cannot mimic fire behaviour, which is the movement of a fire 
through the landscape. 
 
To study fire behaviour, it is necessary to reproduce wind conditions inside the laboratory. 
Combustion facilities that are designed primarily to study fire behaviour therefore tend to 
be wind tunnels. Examples include the CSIRO vertical wind tunnel (Knight 2001), which was 
designed to study firebrands in flight, and the CSIRO Pyrotron facility, which is a horizontal 
wind tunnel built for the 'study of the combustion and propagation of flames through natur - 
ally occurring bushfire fuels under a range of controlled fuel and environmental conditions' 
(Sullivan, Knight et al. 2013). Instrumenting a facility such as the Pyrotron so that emissions 
can be monitored in a representative fashion should yield emission factors that are repres - 
entative of real fires (at least those for which the vegetation layout and composition can be 
recreated inside the facility, for example grass and under storey fires), and should permit in - 
vestigation of the effect of fire behaviour on emissions of trace gases and particulate matter. 
The first such study measured the effect of spread of mode and combustion phase (flaming 
or smouldering) on the emission factors of CO2, CO, CH4  and N2O (Surawski, Sullivan et al. 
2015). 
 
The second study of fire emissions at the CSIRO Pyrotron took place in February and March 
 





Environment and Primary Industries (DEPI) of the state of Victoria 
(http://www.bushfirecrc.com/projects/rc-10/smoke-transportation-and-emissions- 
modelling). The broader aim of the DEPI project is to develop a modelling tool that can help 
forecast the impact of prescribed burning on local and regional air quality. The Pyrotron ex - 
periment was designed to provide a controlled study of the combustion properties of coarse 
woody fuels and the associated greenhouse gas, particulate matter, VOCs and mercury 
emissions factors. The emission factors measured in the laboratory fires would then be fed 
into the air quality model. There is interest in coarse woody fuels and smouldering combus - 
tion from an air quality forecast perspective because emissions from this type of combus - 
tion are not lofted in the convection column associated with the fire front, but linger in the 
boundary layer, potentially impacting air quality. 
 
The original aim of the Pyrotron experiment was to determine the effect of both the coarse 
fuel load and the mode of fire spread (heading or backing) on emissions from eucalypt fires. 
Unfortunately, there were problems with backing fires failing to propagate well, and so the 
campaign concentrated on a detailed study of whether the emissions (primarily for heading 
fires) were sensitive to the fraction of coarse fuel in the total fuel burned. Fuel moisture, 
fuel loads and wind speed were selected so that fire intensity would be representative of 
that observed at prescribed fires. 
 
UOW joined this Pyrotron campaign to measure emitted volatile organic compounds and to 
derive emission ratios (and ultimately, emission factors) for these species. Both the open- 
path FTIR and the White cell FTIR were brought to the Pyrotron site, whereas the SIFT-MS 
was available at UOW for the analysis of smoke samples. The UOW team consisted of three 
people: Clare Paton-Walsh, E-A. Guerette and a fellow PhD candidate, Maximilien Desser - 
vettaz. Other measurements by research partners included measurements of mercury 
(Macquarie University), and greenhouse gases and particulate matter (CSIRO). Continuous 
sampling ensured that smoke from every stage of the fires was characterised. 
 
 
3.4.2        The CSIRO Pyrotron 
 
The CSIRO Pyrotron in Canberra, Australia, is a purpose-built 25.6m-long open-circuit fire- 
proof wind tunnel designed to study combustion and propagation of flames through natur - 
ally occurring bushfire fuels. The working section has a 2 x 2 m cross-section and is 4.8 m 
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long, accommodating fuel beds up to 1.5 m wide and 4.0 m long. Glass windows allow fire 
progression to be observed. Air flow is created by a centrifugal fan, and wind speeds up to 
5.5 m s-1  can be achieved. Varying fire behaviours (heading, backing or flanking) are created 
by placing the ignition bar in different positions relative to air flow. The temperature, pres - 
sure and relative humidity inside the tunnel are logged. Sampling inlets are located in the 
exit section, two metres downwind from the end of the working section, at a height of 840 
mm above the floor of the tunnel and centred (not near walls). The CSIRO Pyrotron is 
shown in Figure 3.10. A detailed description of its design and fluid dynamics can be found in 

































Figure 3.10: The CSIRO Pyrotron, showing the working section where the fires are laid out and the 
end section with some of the instrumentation, including the open-path FTIR system. Figure prepared 





3.4.3 Eucalypt fires in the CSIRO Pyrotron 
 
Fuels were collected on January 28-30th  2014, in Wombat State Forest, near Daylesford, Vic- 
 





species was Eucalyptus obliqua. Fallen litter composed of dried leaves, bark, twigs and lar- 
ger branches was collected from the forest floor and sorted into categories: fine fuels, com - 
prising leaves, bark and twigs smaller than 6 mm in diameter, sieved to remove fragmented 
material; and 2 classes of coarse fuels: branches larger than 6 mm in diameter but smaller 
than 25 mm, and logs larger than 25 mm in diameter but smaller than 50 mm. The moisture 
content of fine fuels was determined prior to each fire as explained in Surawski, Sullivan et 
al. (2015), and that of coarse fuels, every few days. Samples were collected pre and post fire 
for elemental analysis. Carbon and nitrogen content of the fuel were determined using iso - 
tope ratio mass spectrometry. This work was conducted by CSIRO. Measuring the carbon 
content of the fuel can significantly reduce the uncertainty in the calculated emission factor 
for CO2 and other gases (Paton-Walsh, Smith et al. 2014). 
 
All fires were laid down with fine fuels equivalent to 10 tonnes per hectare arranged evenly 
on the floor of the working section prior to ignition. Coarse fuels were then laid on top with 
equivalent fuel loadings varying between 2 and 12 tonnes per hectare. In total, 4 different 
fuel loadings were trialled: fine fuels only (L1, 10 tonnes per hectare), fine fuels plus two 
tonnes per hectare of coarse fuels (L2), fine fuels plus six tonnes per hectare of coarse fuels 
(L3) and fine fuels plus twelve tonnes per hectare of coarse fuels (L4). 
 
A total of 18 heading fires (with the flames propagating with the wind) and 4 backing fires 
(with the flames propagating against the wind) were sampled between February 24th  and 
March 7th, 2014, see Table 3.7. The nomenclature adopted to name the fires is of the format 
XLY-RZ where X is H (heading fire) or B (backing fire), Y is the load (1, 2, 3 or 4) and Z is the 
replicate number (1-5). For example, HL4-R5 is the fifth replicate of a heading fire burning 
12 t/ha of coarse fuel (load 4). Heading fires had fuel beds 1.5 metres wide and 4 metres 
long whereas backing fires had shorter fuel beds (1.5 metres wide and 2 metres long). Wind 
speed was controlled at 1 m s-1. Fire observations (ignition time, end of flame spread, ex - 
tinction of fine fuels and extinction of coarse fuels) were recorded for each fire. In this 
study, the period between ignition and the end of flame spread will be known as the flam - 
ing propagation stage of the fire, the period between the end of spread and the extinction 
of fine fuels will be referred to as the flaming stationary stage and the period after the ex - 
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3.4.4        Sampling emissions from eucalypt fires at the CSIRO Pyrotron 
 
Fuel was sorted, sieved and weighed as a team effort, with members from all organisations 
making measurements, as well as colleagues from the University of Melbourne (who were 
involved with the fuel collection) taking part. The fuel was then laid out by CSIRO research - 
ers with help from others, and the fire ignited. Each fire was sampled as a team effort, in - 
volving researchers from CSIRO, Macquarie University and UOW. Each organisation was gen - 
erally in charge of its own measurements, but Macquarie University and UOW worked to - 
gether to collect grab samples of smoke. 
 
These grab samples were collected in 5 L or 10 L Tedlar bags through Teflon lines positioned 
 
840 mm above the wind tunnel floor. Bags were filled for 1 to 4 minutes using differential 
pressure samplers, from the moment of ignition to the end of the fire, so that all stages of 
the fires were sampled. Each sampler was equipped with its own battery operated pump 
(SKC, Universal XR Sample pump). Typically, bags were filled every minute through the early 
stages of the fires, and then for four minutes in the dying stages of the fires. Two or three 
people manned the samplers so that samples could be collected without interruption. As 
soon as the first sampling interval was completed, the pump from the first sampler was 
switched off and the pump of the second sampler was switched on. While this second 
sample was collected, the first sample was removed from the sampler and sealed, and a 
new bag placed inside the sampler. This continued for the duration of the fire. Sometimes, 





til 10 minutes after ignition, whilst the second and third samplers would collect from 8 until 
 
12 and from 10 until 14 minutes after ignition. The bagged samples were first analysed on 
site for CO, CO2  and CH4, C2H4 and C2H6  using the White cell FTIR, and then for mercury by 
the team from Macquarie University. The bags were then sent to Wollongong to be ana - 
lysed for a suite of VOCs via SIFT-MS. All samples were analysed for VOCs within 48 hours of 
collection. Figure 3.11 shows the three differential pressure samplers being used to fill the 




Figure 3.11: The three differential pressure samplers used at the CSIRO Pyrotron to collect grab 





Emissions were also monitored in real time using the open-path FTIR system. It was posi - 
tioned with its line of sight diagonally crossing the open end of the wind tunnel, downwind 
of the working and exit sections. A retro-reflector array was installed atop a 2.4 m steplad - 
der, whilst the spectrometer was coupled to a telescope and mounted on a tripod. The 
spectrometer’s tripod was positioned atop a cart so that the instrument could be easily 
brought in and out of the laboratory as it had to be stored indoors overnight. The total path- 
length was usually about 10 m. Figure 3.12 shows how the open-path system was set up at 
the Pyrotron, as well as the sample line used to collect grab samples. The two methods 










Figure 3.12: Set-up of the open-path FTIR system at the CSIRO Pyrotron, sampling smoke from 
eucalypt fires. The retro-reflectors were attached to the top of a 2.4 m stepladder. The spectrometer 
was on a tripod placed on a cart so that the instrument could be wheeled in and out of the 
laboratory. The line of sight was diagonally across the open end of the tunnel (shown as the dotted 





In terms of data processing and analysis, E-A. Guerette processed the SIFT-MS and the 
White cell FTIR spectra, and provided these results to the Macquarie University team so 
they could derive emission factors for mercury. C. Paton-Walsh processed the open-path 
FTIR spectra using MALT (Section 3.2.4). M. Desservettaz derived emission factors for CO2, 
CO, CH4  and N2O from the open-path measurements (these will be discussed in his thesis). 
E-A. Guerette derived emissions ratios for all SIFT-MS and White cell FTIR species, and for 
the  VOC  species  measured  by  open-path  FTIR.  E-A.  Guerette then  calculated  emission 






3.4.5        Time series of emissions 
 
All measurements started when the fire was ignited, and continued until the fire was extin - 
guished. The open-path system usually sampled for a few minutes prior to the fire in order 
to collect background values. Figures 3.13 and 3.14 show examples of time series for two 
heading fires (HL1-R1 and HL4-R5, respectively). In each plot, fire observations (ignition, end 
of forward spread (EOFS), extinction of fine fuels (Fines out) and extinction of coarse fuels 
(Coarse Out)) are marked by vertical lines. As mentioned earlier, the period between igni - 
tion and EOFS is the flaming propagation phase; the period between EOFS and the extinc - 
tion of fine fuels is the flaming stationary phase and the period between the extinction of 
fine fuels and the extinction of coarse fuels is the smouldering phase. Each phase lasts 
longer as the load increases, but all heading fires, irrespective of the amount of coarse fuel 
present, show similar time series, with CO2  mole fractions peaking towards the end of the 
flaming propagation phase; CO and VOC mole fractions peaking roughly in the middle of the 
flaming stationary phase and the lowest mole fractions of all species generally observed 
during the smouldering phase of the fires. The plots in Figures 3.13 and 3.14 show the 
measurements the open-path measurements as a continuous red line, and the grab sample 
measurements as black intervals indicating the start and end times of sample capture. Con - 
sidering the difference in time resolution between the two methods, the profiles agree 
quite well. The mole fractions observed by open-path FTIR are lower than those observed in 
the grab samples. This is due to the open-path measurement being integrated over the 
whole (open) path length of the instrument, which was, due to the configuration, never 
completely filled with smoke. By contrast, the time series for backing fires were character - 
ised by much lower peak mole fractions, and a much longer progression phase than heading 
fires. Figure 3.15 shows example time series for a backing fire. The agreement between the 
grab samples and the open-path measurements is poorer than for the heading fires shown 
in Figures 3.13 and 3.14. The poorer agreement between the two measurement techniques 
for the backing fires is probably due to the different measurement geometries and the 
poorer vertical mixing of the smoke within the tunnel during the backing fires. A more thor - 
ough discussion of these differences will form part of M. Desservettaz's thesis. Since there 
were only four backing fires (one for each load) with no replication, the remainder of the 
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Figure 3.13: Examples oftrace gas time  series for fire Hll-Rl.Fire observations (ignition,end of 
forward spread (EOFS), extinction of fine fuels (Fines out) and extinction of coarse fuels (Coarse Out)) 
are marked by vertical lines.The start and end time  of sample capture  are indicated as error  bars for 
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Figure 3.14: Examples of trace gas time  series for fire Hl4-RS. Fire observations (ignition,end of 
forward spread (EOFS), extinction of fine fueIs (Fines out) and extinction of coarse fueIs (Coarse Out)) 
are marked by vertical lines.The  start and end time of sample capture  are indicated as error  bars for 
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Figure 3.15: Example of time series from a backing fire {BL2-R1). Fire observations {ignti ion, end of 
forward spread {EOFS), extinction of fine fuels {Fines out) and extinction of coarse fuels {Coarse Out)) 
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are marked by vertical lines.The start and end time of sample capture are indicated as error bars for 







3.4.6        Effect of coarse fuel on emission ratios and emission factors 
 
An emission ratio to CO was determined for each species for each individual fire, through 
the slope of an orthogonal regression. Some species, however, were only present in very 
low and variable amounts. This is the case for monoterpenes and the sum of C 8H10  species. 
For these species, all the data was pooled together, and a single emission ratio derived. 
 
For all other species, the emission ratios were plotted against coarse fuel load to determine 
whether the coarse fuel fraction had an influence on the measured emission ratios. No stat - 
istically significant trends were observed, except for a very slight one in butadiene. Figure 
3.16 shows the plots for the VOC species measured by open-path FTIR and Figure 3.17 some 
examples from the species measured by White cell FTIR and SIFT-MS in the grab samples. 
The lack of trends is robust to outliers and also persists when the zero coarse fuel load is ex - 
cluded from the analysis. 
 
As the emission ratios showed no dependence on coarse fuel fraction, and neither did the 
emission factor for CO, the emission factors calculated for the VOC species also show no de - 
pendence on coarse fuel fraction. It therefore seems that the coarse fuel fraction does not 
significantly affect emissions from eucalypt fires. 
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Figure 3.16: Emission ratios of acetic acid, ammonia, ethene, formaldehyde, formic acid and 
methanol as measured by the open-path FTIR system plotted against the coarse fuel load. No 
statistically significant trends were observed. This lack of trend is robust to outliers and also persists 









Figure 3.17: Emission ratios of ethane as measured by White cell FTIR and hydrogen cyanide, 
acetonitrile, benzene, toluene and pyrrole as measured by SIFT-MS plotted against coarse fuel load. 
No statistically significant trends were observed, except for a very slight one for butadiene. This lack 










Some species were measured by two or more of the instruments deployed at the CSIRO 
Pyrotron. This was the case for methanol and formaldehyde, which were measured both by 
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open-path FTIR directly at the fires and by SIFT-MS in grab samples brought back to Wollon - 
gong, and ethene, which was measured by open-path FTIR, and both by White cell FTIR and 
by SIFT-MS in the grab samples. For methanol, the agreement between the two methods is 
satisfactory, with a value of 0.5 ± 0.1 g/kg dry fuel burnt measured by open-path FTIR at the 
fires and a value of 0.6 ± 0.2 g/kg dry fuel burnt measured by SIFT-MS in the grab samples. 
For formaldehyde, the emission factor measured by open-path FTIR was 0.9 ± 0.2 g/kg dry 
fuel burnt. The value derived from the SIFT-MS measurements was slightly lower and more 
variable, but in agreement (0.7 ± 0.4 g/kg dry fuel burnt). For ethene, the agreement 
between the open-path system and the White cell FTIR is good, with emission factors of 0.7 
± 0.2 g/kg dry fuel burnt and 0.6 ± 0.2g/kg dry fuel burnt, respectively. The emission factor 
 
measured for ethene by SIFT-MS in the grab samples is lower, at 0.4 ± 0.1 g/kg dry fuel 
burnt. This is in contrast with the excellent agreement observed between the two methods 
for grab samples collected at the prescribed fires. Both the White cell FTIR and the SIFT-MS 
analyses were performed within a 24 hour period on the field samples. As there was often a 
delay of24 hours or more between the White cell FTIR analysis and the SIFT-MS analysis of 









Table 3.8: Average emission ratios (ER) to CO and their uncertainties (SER) for each fuel load. As the fuel load did not affect the emission ratios, nor the 
emission factor for CO, an average emission factor is presented for eucalypt fires at the CSIRO Pyrotron. The average emission ratios are given with the 










Open-path FTIR species 
 
Emission ratios 
   
Emission factors 












      




0.009 ± 0.002 
 
0.013 ± 0.005 
 










0.018 ± 0.003 
 
0.017 ± 0.004 
 
0.019 ± 0.003 
 








0.009 ± 0.002 
 
0.012 ± 0.003 
 
0.012 ± 0.002 
 






















0.0013 ± 0.0004 
 
0.0018 ± 0.0005 
 
0.0017 ± 0.0004 
 





















(g/kg dry fuel 
burnt) 
 
0.006 ± 0.001 
 
0.011 ± 0.008 
 
0.007 ± 0.001 
 























White cell FTIR species 
 
 
Ethane 0.0029 ± 0.0006 0.0025 ± 0.0004 0.0026 ± 0.0004 0.0030 ± 0.0004 0.0027 (0.0002) 0.19± 0.03 
 
 






Acetaldehyde 0.003 ± 0.001 0.0032 ± 0.0007 0.0029 ± 0.0003 0.003 ± 0.001 0.0031 (0.0002) 0.31 ± 0.08 
 
 
Acetone 0.0018 ±0.0001 0.0018 ± 0.0004 0.0015 ± 0.0002 0.0016 ± 0.0004 0.0017 (0.0001) 0.22 ± 0.06 
 
 
Acetonitrile 0.0005 ± 0.0002 0.0006 ± 0.0002 0.0006 ± 0.0002 0.0006 ± 0.0002 0.0006 (0.0001) 0.05 ± 0.02 
 
 









Emission ratios Emission factors 
 
Species  




Benzene 0.0009 ± 0.0002 0.0012 ± 0.0004 0.0010 ± 0.0001 0.0012 ± 0.0002 0.0011 (0.0001) 0.19 ± 0.05 
 
Butadiene 0.0005 ± 0.0003 0.0005 ± 0.0002 0.00027 ± 0.0005 0.00024 ± 0.00005 0.0004 (0.0001) 0.04 ±0.02 
 
Butanone 0.0004 ± 0.0002 0.0005 ± 0.0002 0.0004 ± 0.0001 0.0005 ±0.0002 0.0005 (0.0001) 0.07 ± 0.03 
 
Ethene 0.007 ± 0.002 0.008 ± 0.003 0.007 ± 0.002 0.006 ± 0.001 0.007 (0.001) 0.4 ± 0.1 
 
Formaldehyde 0.005 ± 0.003 0.011 ± 0.004 0.009 ± 0.002 0.013 ± 0.006 0.010 (0.003) 0.7 ± 0.4 
 
Furan + isoprene 0.0010 ± 0.0004 0.0006 ± 0.0002 0.0006 ± 0.0001 0.0006 ± 0.0002 0.0007 (0.0002) 0.10 ± 0.03 
 
Hydrogen cyanide 0.0007 ± 0.0007 0.0019 ± 0.0013 0.0013 ± 0.0007 0.0011 ± 0.0005 0.0013 (0.0005) 0.08 ± 0.05 
 
MACR + MVK 0.002 ± 0.001 0.0026 ± 0.0008 0.0021 ± 0.0005 0.0020 ± 0.0006 0.0023 (0.0003) 0.36 ± 0.09 
 









Emission ratios Emission factors 
 
Species  




Monoterpenes 0.0003 (0.0001) 0.09 ± 0.04 
 
Pyrrole 0.0003 ± 0.0003 0.0002 ± 0.0001 0.0001 ± 0.0001 0.00010 ± 0.00007 0.00017 (0.00008) 0.02 ± 0.01 
 
Toluene 0.002 ± 0.002 0.0020 ± 0.0008 0.0018 ± 0.0006 0.0018 ± 0.0007 0.0018 (0.0002) 0.4 ± 0.1 
 
Sum of C8H10  species 0.0004 (0.0001) 0.10 ± 0.03 
 
Sum of C9H12  species 0.0003 ± 0.0002 0.0003 ± 0.0002 0.0002 ± 0.0001 0.0002 ± 0.0001 0.0002 (0.0001) 0.06 ± 0.03 
 







3.4.7        Effect of fire phase on emission ratios and emission factors 
 
The time resolution of the open-path FTIR system is high enough that there is sufficient data 
to determine an emission ratio for each VOC species measured with the system (ethene, 
formaldehyde, methanol, formic acid, acetic acid, ammonia) for each phase of each indi- 
vidual fire (flaming propagation, flaming stationary and smouldering). When these emission 
ratios were plotted against phase, no significant trends were observed (see Figure 3.18). It 
therefore appears that emission ratios for these species are robust not only to the fraction 
of coarse fuel, but also to the phase of the fire. 
 
Emission factors for CO and CO2 and a MCE value were calculated for each phase of each fire 
so that emission factors for the VOC species could be derived from their emission ratios us - 
ing Equation (3.7). The emission factors for CO and CO2, and the MCE values were calculated 
by M. Desservettaz and will be discussed further in his own work. Here it will simply be 
pointed out that each phase has a distinct emission factor for CO and CO 2, and thus a dis- 
tinct MCE value. 
 
Figure 3.19 shows the distinct MCE values for each fire phase. The flaming propagation 
phase has an average MCE of 0.98 ± 0.01, the flaming stationary phase has an average MCE 
of 0.93 ± 0.03 and the smouldering phase has an average MCE of 0.82 ± 0.04. Table 3.9 lists 
the mean, standard deviation of the mean, the first, second (median) and third quantiles 
and the minimum and maximum values for MCE for each phase. 
 
Since the emission ratios of VOCs to CO do not vary with phase, but the emission factor for 
CO does, the emission factors for acetic acid, ammonia, ethene, formaldehyde, formic acid 
and methanol also show marked differences between phases. The emission factors were 
plotted against MCE (see Figure 3.20) and a linear regression used to derive dynamic emis- 
sion factors with respect to MCE. Average emission factors were also compiled for each fire 
phase. These results are listed in Table 3.10. 
 
The plots in Figure 3.20 also show the emission factors measured by open-path FTIR at pre - 
scribed fires by Paton-Walsh, Smith et al. (2014) in red and those derived from the grab 
samples in blue (methanol only). The field and the laboratory measurements mostly agree, 
except for methanol. This will be discussed further in Section 3.5, where the results from 
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Figure 3.18: Emission ratios of methanol, ethene, formaldehyde, formic  acid, acetic acid and 
ammonia, as measured  by the open-path FTI R system, plotted against fire phase. No statistically 
138 
 






Figure 3.19: Plot showing the distribution of modified combustion efficiency (MCE) for each fire 
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Table 3.10: Summary of dependence of emission factors of VOCs on fire phase and MCE observed in 







Emission factors (g/kg dry fuel) 
 
 













CO 20 ± 10 80 ± 30 190 ± 40 -- -- 
 
Acetic acid 0.4 ± 0.4 3 ± 2 5 ± 1 -(32 ± 3) *MCE + (32 ± 3) 0.70 
 
Ammonia 0.2 ± 0.1 0.8 ± 0.2 2.2 ± 0.4 -(11 ± 1)*MCE + (11 ± 1) 0.69 
 
Ethene 0.2 ± 0.1 1.1 ± 0.5 1.5 ± 0.4 -(7 ± 1)*MCE + (7 ± 1) 0.58 
 
Formaldehyde 0.3 ± 0.2 1.3 ± 0.7 2.1 ± 0.8 -(11 ± 2)*MCE + (11 ± 1) 0.47 
 
Formic acid 0.06 ± 0.04 0.3 ± 0.1 0.6 ± 0.2 -(3.1 ± 0.3)*MCE +(3.1 ± 0.3) 0.70 
 




total carbon 0.5 ± 0.1 0.4 ± 0.1 0.13 ± 0.05 -- -- 
emitted 
 





The MCE dependence of the emission factors measured in smoke from eucalypt fires at the 
CSIRO Pyrotron can be compared to that observed in smoke from fires in other temperate 
ecosystems. Burling, Yokelson et al. (2011) sampled prescribed fires in conifer forests and in 
semi arid shrubland (chaparral and oak savanna) in the USA. In smoke from the fires in semi 
arid shrubland, which is the biome which most resembles dry sclerophyll forest out of the 
two, they observed insignificant trends for acetic acid, formaldehyde and formic acid, and 
significant trends that were ~8 times larger, twice as large and about the same as ours, for 
ammonia, methanol and ethene, respectively. Burling, Yokelson et al. (2011) calculated their 





observed in this work, which might explain why certain species showed no trend in their 
work but showed significant trends here. 
 
M. Desservettaz also calculated what fraction of the total carbon emitted by the fire was 
emitted during each phase. Average values are shown in Table 3.10. The fraction of the total 
carbon emitted is related to the fraction of total fuel burnt, and here we assume that all of 
the fuel burnt is volatilised. Although emissions from all phases of the fires were captured, 
the following caveats apply to the smouldering phase: (1) measured mole fractions during 
the smouldering phase were low, and close to the detection limit of the open-path FTIR, (2) 
the measurement geometry meant that unlofted smouldering emissions were not crossing 
the measurement path, (3) measurements were stopped as soon as the last piece of coarse 
fuel was extinguished (as marked by the absence of flames), meaning that residual smoul - 
dering was not quantified. These considerations, combined with the fact that laboratory 
fires cannot sustain smouldering combustion for as long as field fires (due to the lower total 
mass of fuel burnt), our estimation that 13 ± 5 % of the fuel was burnt during the smoulder - 
ing phase is probably an underestimation. 
 
Nevertheless, we estimate that about half of the fuel is burnt during the flaming propaga - 
tion phase. Emissions from this part of the fire are entrained by the convective column cre - 
ated by the fire front, and are lofted. The other half of the fuel would then be consumed 
during the flaming stationary and the smouldering phases of the fire. Emissions from these 
phases, especially those of the smouldering phase, are less likely to be lofted, and can linger 
in the planetary boundary layer. Their potential impact on air quality is compounded by the 
fact that the these two phases are also associated with higher emission factors of CO, acetic 
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Figure 3.20: Correlation of emission factors with modified combustion efficiency (MCE). The linear 
regression statistics are given in Table 3.10. The red dots are emission factors measured at prescribed 
fires by Paton-Walsh, Smith et al. (2014) and the blue dots in the methanol plot are the emission 





3.4.8        Summary of emission factors measured for eucalypt fires at the CSIRO Pyrotron 
 
A series of experimental fires took place at the CSIRO Pyrotron in February and March 2014 
as part of the Smoke Emissions and Transport Project funded by the Department of Environ - 
ment and Primary Industries (DEPI) of the State of Victoria. The Department requires a 





on regional air quality. The Pyrotron fires provided a detailed study of combustion proper - 
ties of, and emissions from, coarse woody fuels. The experiment also provided emission 
profiles for the various phases of the fires. 
 
Emissions of VOCs from eucalypt fires at the CSIRO Pyrotron were measured using open- 
path FTIR, White cell FTIR and SIFT-MS. Emission ratios to CO derived from these measure - 
ments were mostly insensitive to the fraction of coarse fuel, and to the phase of the fire. As 
the emission factor for CO was also insensitive to the fraction of coarse fuel, the emission 
factors calculated for the VOCs species do not depend on the coarse fuel fraction. Coarse 
fuel fraction therefore appears to have an insignificant effect on VOC emissions from euca - 
lypt fires. 
 
The emission factors for CO and CO2, however, depended on fire phase, and each phase 
thus had a distinct MCE. The emission factors for the VOC species measured by open-path 
FTIR showed strong dependence on MCE, with the highest emission factors observed for 
the smouldering phase. It was not possible to test the MCE dependence of the emission 
factors for the VOC species measured by SIFT-MS because the time resolution of the grab 
samples was too low (not enough bags were collected per fire phase to allow meaningful re - 
gression analysis). The lowest emission factors for VOCs were observed for the flaming 
propagating phase, which consumed on average about 50% of the fuel in the Pyrotron fires. 
The emissions from this fire phase are most likely entrained by the convective column cre - 
ated by the fire front, and are the least likely to strongly impact local air quality. The VOC 
emissions from the flaming stationary and the smouldering phases were higher, and as 
these emissions are less likely to be lofted, they are potentially important in terms of mod- 
elling and forecasting air quality downwind of prescribed fires. 
 
 
3.5        Comparing VOC emissions from laboratory fires with field emissions 
 
The emission factors derived from open-path measurements at prescribed fires and pub - 
lished in Paton-Walsh, Smith et al. (2014) are shown as red dots in Figure 3.20. These field 
emission factors agree nicely with those derived at the CSIRO Pyrotron, except for methan - 
ol, which is higher in the field measurements than in the laboratory measurements. The 
emission ratio for methanol measured by open-path FTIR in eucalypt fires at the CSIRO 
Pyrotron is about half that observed for prescribed fires using the same measurement tech - 
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nique (0.008 ± 0.002 vs 0.017 ± 0.006); whereas the emission ratios for the other species 
agree very well (0.010 ± 0.002 vs. 0.015 ± 0.003 for acetic acid, 0.018 ± 0.001 vs. 0.021 ± 
0.008 for ammonia, 0.011 ± 0.001 vs 0.011 ± 0.003 for ethene, 0.012 ± 0.003 and 0.014 vs. 
 
0.003 for formaldehyde). The emission ratio for methanol derived from the SIFT-MS meas- 
urements in grab sample collected at the fires at the Pyrotron, is the same as that measured 
by open-path FTIR at the same fires (0.008 ± 0.002), so these lower emissions of methanol 
for the laboratory fires are not due to measurement technique biases. 
 
The emission ratios for the species measured by White cell FTIR and by SIFT-MS can be com - 
pared to the values measured at prescribed fires and listed in Table 3.6. The emission ratios 
to CO for ethene measured by White cell FTIR agree very well (0.009 ± 0.001 at both the 
Pyrotron and at the prescribed fires), and so do the emission ratios to CO of acetylene 
(0.0018 ± 0.0002 vs. 0.0019 ± 0.0004), benzene (0.0011 ± 0.0001 vs. 0.0010 ± 0.0002) and 
butadiene (0.0004 ± 0.0001 vs. 0.0004 ± 0.0001). For other species measured by SIFT-MS, 
the agreement between the emission ratios measured at the Pyrotron fires and the pre - 
scribed fires is not as strong. 
 
The emission ratios for ethane, acetaldehyde, acetone, butanone and for MACR + MVK were 
 
30% to 50% lower at the Pyrotron then they were in the field. For the nitrogen-containing 
species (hydrogen cyanide, acetonitrile, furan and pyrrole), the difference was even more 
marked, with emission ratios measured at the Pyrotron between 3 and 6 times lower than 
those measured in the field. Similarly, monoterpenes emissions were three times lower in 
the laboratory fires. Emission ratios for C8H10 and toluene, however, were higher at the 
laboratory fires, by a factor of 1.6 and 3, respectively. 
 
As emission ratios are robust to the fraction of coarse fuel present and to the phase (and 
MCE) of the fires, the differences observed might be due to differences in fuel type and 
composition. Emissions of nitrogen-containing species, for example, might be influenced by 
the nitrogen content of the fuel burnt. 
 
The fuel at the laboratory fires was composed of litter made up of senescent leaves, small 
twigs and bark; and of coarse fuels (branches and logs), with no fresh vegetation present. 
The fine fuels had low nitrogen content (0.37% N), which is typical of litterfall from euca - 
lypts (Snowdon, Ryan et al. 2005). The nitrogen content of the coarse fuel was even lower 





values between 0.69% and 2.4% measured for eucalypt species, and as high as 3.9% for 
some acacia species (Snowdon, Ryan et al. 2005). As the fuel composition was not determ- 
ined at the prescribed fires, it is not possible to confirm whether the nitrogen content of the 
fuel influenced the emissions of the nitrogen-containing species. 
 
The absence of green vegetation might also explain the lower emissions of acetaldehyde, 
acetone, methanol and monoterpenes observed in the Pyrotron fires, since these species 
are distilled from fresh eucalyptus leaves when heated from room temperature to about 
200°C (Greenberg, Friedli et al. 2006, Maleknia, Bell et al. 2009). 
 
The differences seen between the VOC emissions at the Pyrotron and in the field are not 
unique to this study. Yokelson, Burling et al. (2013) report lower emissions of VOCs in labor- 
atory fires of semi arid shrubland fuels than observed in the field. They recommend mul - 
tiplying their laboratory emission factors by 2.7 to make them representative of field fires. 
Interestingly, they do not observe the same discrepancy for pine under storey fuels. It 
should be noted that the average MCE of the laboratory and field fires in the Yokelson, Burl- 
ing et al. (2013) study are equivalent. In this study, the average MCE of the Pyrotron fires 
was 0.94 ± 0.01, whereas the average MCE of the field fires was 0.90 ± 0.02 (Paton-Walsh, 
Smith et al. 2014). This is why emission ratios – which are insensitive to MCE - were dis - 
cussed here instead of emission factors. 
 
 
3.6        Conclusions from VOC measurements at prescribed and laboratory fires 
 
This chapter described VOC measurements made at prescribed fires and at the CSIRO Pyro - 
tron, an experimental combustion facility. We report emission ratios and emission factors 
for a total of 22 VOC species. For some of these species (butadiene, ethanol and pyrrole), 
these are the first emission factors available for fires in Australian temperate forests. For 
many others (acetaldehyde, acetone, acetonitrile, acetylene, benzene, hydrogen cyanide, 
the sum of furan and isoprene, the sum of methacrolein and methyl vinyl ketone, butanone, 
monoterpenes, toluene and the sum of C8H10  species), these are the first emission factors 
measured in fresh smoke from Australian temperate forest fires. 
 
From the field measurements at prescribed fires, we found that emission ratios of VOCs dis - 
played little site-to-site variability, with exceptions for methane and acetonitrile linked to 
differences in fuel type. Differences in fuel type or properties (such as nitrogen content) are 
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also thought to explain differences between emission ratios measured at prescribed fires 
and those measured at the CSIRO Pyrotron. Otherwise, emission ratios of VOCs to CO were 
found to be independent of the coarse fuel fraction, and of the fire phase/MCE. 
 
Since the emission factor for CO showed no dependence on the coarse fuel fraction, emis - 
sion factors for VOC species were also independent of the coarse fuel fraction. It therefore 
appears that the fraction of coarse fuel does not need to be taken into account when mod - 
elling VOC emissions from eucalypt fires. 
 
The emission factors for CO and CO2, depended on fire phase, and each phase thus had a 
distinct MCE value. The emission factors for acetic acid, ammonia, ethene, formaldehyde, 
formic acid and methanol all correlated well with MCE, and a distinct emission factor could 
therefore be calculated for each fire phase. Emission factors for the VOC species were low- 
est during the flaming propagation phase of the fire, and highest during the smouldering 
phase. We estimate that about 50% of the fuel was consumed during the flaming propaga - 
tion phase of the Pyrotron fires, and the other half was consumed during the flaming sta - 
tionary and smouldering phases of the fires, with 13 ± 5 % of the fuel consumed during the 
smouldering  phase;  however,  this  value  is  likely  underestimated.  The  higher  emission 
factors observed for the flaming stationary and smouldering phases of the fires, combined 
with the fact that emissions from these phases are probably not lofted (as opposed to the 
emissions from the flaming propagation phase, which are probably entrained by the con - 
vective column created by the fire front), mean that these emissions can potentially impact 
air quality downwind of fires. 
 
Emission factors for acetaldehyde, acetylene, butanone, ethene, formaldehyde, hydrogen 
cyanide and methanol from Australian forest fires are in broad agreement with those meas - 
ured in other temperate ecosystems; whereas the emissions factors for acetone, acetoni - 
trile, benzene, butadiene, the sum of furan and isoprene, the sum of methacrolein and 
methyl vinyl ketone, monoterpenes, toluene and the sum of C 8H10  species were more vari- 
able. The emission factor for ethane measured in smoke from Australian forest and coastal 










4      Ambient measurements of VOCs 
 
 
This chapter describes ambient measurements made in Wollongong as part of a larger at - 
mospheric measurement campaign over the 2012-2013 summer. It addresses the second 
aim of this thesis, which was to characterise ambient VOC mole fractions. 
 
The measurements yielded typical abundances for 12 VOC species, some of which had nev - 
er before been measured in the region, and none of which are routinely monitored. Local 
traffic was the main source of aromatic compounds whereas biogenic sources dominated 
for isoprene, monoterpenes and most oxygenated VOC species. This has implications for fu - 
ture air quality under a warming climate since biogenic emissions tend to be temperature 
dependent. Transport of VOCs from Sydney into the Wollongong region was also apparent, 
with Sydney outflow coming in with north-easterly sea breezes. Episodes of clean marine air 
were used to determine background mole fractions of VOCs at this latitude (34°S). Ozone 
was relatively low throughout the campaign, but four ozone events were identified and ex - 
amined in more detail. Finally, the regional model CHIMERE was run for the period of the 
campaign and the model output was compared to the VOC observations, highlighting re - 
quirements for future modelling efforts. 
 
 
4.1        The MUMBA campaign 
 
The Measurements of Urban, Marine and Biogenic Air (MUMBA) campaign took place in 
Wollongong, NSW, from 21st  December, 2012 to 15th  February, 2013. It was the result of a 
collaborative effort between the University of Wollongong Centre for Atmospheric Chem - 
istry, CSIRO Marine and Atmospheric Research (CMAR)1, the Australian Nuclear Science and 
Technology Organisation (ANSTO) Institute for Environmental Research and GNS Science 
(National Isotope Centre, New Zealand). The main aim of the MUMBA campaign was to 
provide a detailed characterisation of atmospheric composition at the ocean/forest/urban 













4.1.1        Regional overview 
 
The MUMBA campaign took place in Wollongong, which is the third largest city in New 
South Wales (NSW) with a population of about 270 000 inhabitants (2011 census: 
http://www.censusdata.abs.gov.au/census_services/getproduct/census/2011/quickstat/103 
5). It is located at the southern end of the Greater Metropolitan Region of NSW, which also 
includes the cities of Sydney and Newcastle and their adjoining regions. The metropolitan 
Wollongong area is roughly eighty kilometres south-south-west of Sydney (population: 4.4 
million), with the Royal and Heathcote National Parks acting as a green belt in between. 
Despite this separation, transport of pollutants from Sydney to the Wollongong area is pos - 
sible with northerly winds (Linfoot, Johnson et al. 2010). 
 
The metropolitan Wollongong area is situated on a coastal plain wedged between a forested 
escarpment to the west and the Pacific ocean to the east. The escarpment runs from the 
coastal cliffs of the Royal National Park, where it is 200-300 meters high, and follows the 
coast south until the community of Coalcliff, from whence it diverges from the shoreline and 
follows a rough south-south-western line, all the while increasing in height (up to 650-700 
meters). The coastal plain formed by this divergence is roughly triangular and increases in 
width southwards to a maximum of about 20 km at Albion Park. South of Albion Park, the 
escarpment swings back towards the sea until its foothills reach the coastline again near 
Kiama (Young 1979), effectively encircling the Wollongong area. A topographic map of the 
region can be found in Figure 4.1. 
 
The escarpment and its steep slopes remain mostly covered with native vegetation, with dry 
sclerophyll forest dominated by eucalyptus, corymbia and acacia on the plateau; wet sclero- 
phyll forests along the benches, and rainforest on the moist sheltered south-easterly slopes 
and in the deeper gullies along the plateau where burning does not occur readily (Bywater 
1979). The region is home to 160 tree species, more than half of which are rainforest spe - 
 
cies (Fuller 2011). This represents a large potential source of biogenic VOCs for the region. 
 
The escarpment also influences regional atmospheric circulation. This affects rain patterns, 
with more rain falling near the top of the escarpment than on the coastal plain. The pres - 
ence of the escarpment also prevents land breezes at night; a weak westerly drainage flow 
is formed instead (Bryant 1982). Perhaps most importantly in terms of air quality, a temper- 
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ature inversion can form at the top of the escarpment, trapping pollutants within the region 
 
(Hyde, Young et al. 1997). 
 
Local sources of pollution include road transport, domestic and commercial activities and 
large industrial and manufacturing sources. A number of active coal mines are located on 
top of the escarpment (Geoscience Australia 2012). There are also two coke works opera- 
tions on the coastal plain (at Corrimal and at Coalcliff)2, as well as coal loading facilities at 
Port Kembla. Port Kembla is the second largest coal export in NSW, as well as the largest 
vehicle import hub and export grain terminal in Australia (NSW Ports 2013). This leads to 
substantial shipping traffic along the coast. Port Kembla is not only a port, but also the main 
industrial area of the region, with most of the industrial sources listed in the National Pollut - 
ant Inventory (NPI, Department of the Environment 2013) for the region, including large 
steelwork facilities, located there. According to the 2012-2013 NPI data, 'Basic Ferrous Met - 
al Manufacturing' accounted for nearly 80% of carbon monoxide emissions in the region 
(Department of the Environment 2013). These industrial sites are marked as orange dia - 
monds in Figure 4.1. 
 
The presence of such a large industrial hub has lead to the establishment of an air quality 
monitoring network by the state government, starting in the 1990s. Additionally, research 
organisations such as the University of Wollongong and ANSTO, make atmospheric meas - 
urements in the region. These long-term observations can provide context for a short-term 
intensive campaign such as the MUMBA campaign. These long-term monitoring sites are 
marked as red diamonds in the topographic map of the region shown in Figure 4.1. 
 
 
4.1.2        Long-term atmospheric monitoring sites in the Wollongong area 
 
As mentioned above, a number of organisations have atmospheric monitoring facilities loc- 
ated in the region. These sites are marked as red diamonds in Figure 4.1 and are described 
below. Table 4.1 then gives a summary, including the coordinates and elevation of the sites, 
a list of the measurements made there, and the year measurements started. 
 
Put together, these measurements can provide a regional picture, both in terms of meteoro - 
 









a short (8 weeks), intensive and detailed characterisation of atmospheric composition in 
 
Wollongong during the 2012-2013 summer. 
 
 
Figure 4.1: Topographic map of the larger Wollongong area, showing the shape of the coastal plain on 
which Wollongong is located. The map also indicates the location of various sites in and around the 
region. Coal mines and coke works active during the MUMBA campaign are shown in purple. The 
blue dots represent the main valves of the gas pipeline that bisects the area. The orange diamonds 
mark the locations of the main industrial sources of air pollutants listed in the National Pollutant 
Inventory (NPI). The long-term atmospheric monitoring sites discussed in the next section (Section 
4.1.2) are marked as red diamonds. The main MUMBA campaign site is indicated by a red star, the 
Science Centre is a red square and the University of Wollongong is shown as a red dot. 
Map data ©2016 Google 
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University of Wollongong (UOW) Centre for Atmospheric Chemistry 
 
UOW has been operating a ground-based solar remote-sensing Fourier transform infrared 
spectrometer (solar FTS) as part of the Network for the Detection of Atmospheric Change 
(NDACC) (http://www.ndsc.ncep.noaa.gov/) since 1995 and as part of the Total Carbon 
Column Observing Network (TCCON) (Wunch, Toon et al. 2011) since 2007. The instrument 
is capable of measuring integrated total vertical column amounts of a wide range of atmo - 
spheric trace species, including CO2, CO, CH4, N2O, O3   and HF as part of TCCON and CO, 
H2CO, OCS, HCN, C2H6, HNO3, HCl, O3, N2O and HF as part of NDACC. Other species such as 
C2H2, C2H4, NH3, NO and NO2 have been measured in bushfire plumes travelling over Wollon - 
gong (Paton-Walsh, Jones et al. 2005). Other remote sensing measurements include integ- 
rated vertical column measurements of trace gases and aerosol by Direct Sun Differential 
Optical Absorption Spectrometer (DS-DOAS) and aerosol optical depth and dominant size 
mode determination using UV-visible sun photometry. The Centre has more recently (2007) 
installed a weather station on the roof of the chemistry building, mainly to enable automa - 
tion of the solar FTS measurements, but the station nonetheless provides measurements of 
wind speed and direction, temperature, relative humidity and solar radiation (300-1000 nm) 
every ten minutes. In situ measurements of CO, CO2, CH4, N2O and δ
13C in CO2  (Hammer, 
Griffith et al. 2013) are also available from 2011 (Buchholz 2014, Buchholz, Paton-Walsh et 
al. 2016). UOW is about 2 kilometres from the MUMBA site, nestled in the foothills of the 
escarpment, it is marked as a red dot in Figure 4.1. 
 
 
Bureau of Meteorology (BOM) 
 
The BOM operates a network of nine weather stations in the greater Wollongong region. 
One of them, Bellambi AWS (Automatic Weather Station), is located on the coast roughly 4 
km north of the MUMBA site. Due to its proximity to the site and to its coastal location, it 
was chosen as the most representative station for the MUMBA campaign. Bellambi AWS has 
been operational since 1988. Wind speed and direction, daily minimum and maximum tem - 
peratures, daily rainfall and global solar radiation are amongst the observations recorded 





Office for Environment and Heritage(OEH) 
 
The OEH operates three air quality monitoring stations in the region: one in Wollongong, 
one in Kembla Grange and one in Albion Park South. All three stations record wind speed 
and direction, temperature, relative humidity and concentrations of air pollutants such as 
ozone, nitrogen monoxide (NO) and nitrogen dioxide (NO 2) (NO + NO2  = NOx) and particu- 
lates. The Wollongong station is the closest to the MUMBA site (~2.5 kilometres to the 
south-west) and is also the site at which the most comprehensive set of measurements is 
made (see Table 4.1). It has been in operation since 1992. 
 
 
Australian Nuclear Science and Technology Organisation (ANSTO) 
 
ANSTO has been monitoring fine particle pollution from key sites around Australia for more 
than 20 years. It operates a number of sites along the NSW coast, including one in Warra - 
wong, which is located to the south of Port Kembla and about 10 kilometres from the 
MUMBA site. As well as mass and elemental composition of PM2.5, the ANSTO site at Warra- 
wong provides atmospheric radon-222 measurements. Radon-222 is an non-reactive, poorly 
soluble, naturally occurring radioactive noble gas of predominantly terrestrial origin. Its 
emission rate in Australia varies over time and locations (Griffiths, Zahorowski et al. 2010), 
but can probably be safely assumed constant in the context of a short-term campaign such 
as MUMBA. Radon has a half-life of 3.82 days, which is sufficiently long to be an approxim - 
ately conservative tracer over the course of a single night, yet it is short enough that radon 
does not accumulate in the atmosphere (Chambers, Williams et al. 2015). These qualities 
combine to make radon a good tracer for atmospheric mixing. The hourly radon data from 












University of Wollongong (UOW) Centre for Atmospheric Chemistry 
 
Building 18 -34.41, 40 Remote-sensing, (NDACC and TCCON, DS- 1995 
DOAS and UV-visible sun photometry) 
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Table 4.1: Summary of existing atmospheric monitoring stations listing organisations, locations, 










4.1.3        MUMBA campaign site and instrumentation 
 
Long-term measurement records are essential to assess trends, build up a picture of popula - 
tion exposure and guide policy. The complexity of atmospheric processes; however, war - 
rants intensive, detailed measurements. These are operationally costly and therefore bey - 
ond the scope of most long-term measurement programs. These intensive, detailed meas- 
urements are therefore usually conducted during dedicated campaigns of short duration. 




Description of the MUMBA site 
 
The main measurement site (34.40°S, 150.90°E) for the campaign was located in Fairy 
Meadow, a suburb located approximately three kilometres north of the Wollongong CBD. 
The escarpment is about three kilometres to the west and roughly 450 metres high at this 
point. Due to the shape of the coastal plain, the escarpment is also roughly ten kilometres 
due north of the site (at Thirroul – see Figure 4.1) A large suburban highway (Memorial 
Drive) runs roughly north-south through the area, approximately 400 metres to the west of 
the site. The ocean is approximately half a kilometre to the east, with a strip of forested 
parkland (known as Puckey's Estate) in between the site and the sand dunes. The site itself 
is on a flat grassy area adjacent to the University of Wollongong Campus East childcare 
centre. Figure 4.2 shows an aerial view of the site and its immediate surroundings. 
 
All instruments deployed especially for the MUMBA campaign (see Table 4.2 for a detailed 
list) were located in and adjacent to a Nissen hut belonging to the childcare centre, except 
the MAX-DOAS which needed a clear line of sight to the horizon and was therefore posi- 
tioned on the roof of the nearby Science Centre (shown as a red square in Figure 4.2). Also 
shown in Figure 4.2 are the University of Wollongong (UOW) and the Wollongong air quality 
monitoring station operated by the Office of Environment and Heritage (OEH). Regional in - 
fluences not shown in Figure 4.2 include Sydney (roughly eighty kilometres to the north) 
and Port Kembla (roughly eight kilometres to the south). 
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Figure 4.2: Satellite image showing the MUMBA site and its immediate surroundings. The MUMBA 
site is shown as a red star, the Science Centre (where the MAX-DOAS was located) is a red square, the 
University of Wollongong (UOW) is a red dot and the Wollongong air quality monitoring station 
operated by the Office of Environment and Heritage (OEH) is shown as a red diamond. 
 
Top panel: The MUMBA site, surrounded by its grassy parkland. Puckey's Estate is the forested strip 
to the east and Memorial Drive is the large suburban highway to the west. The Science Centre is 
about 400 metres south of the MUMBA site and indicated by a red square. 
 
Bottom panel: Surroundings of the MUMBA site, showing the escarpment roughly three kilometres 
to the west, the ocean approximately half a kilometre to the east and the Wollongong CBD about 
three kilometres to the south. 
 







A large number of instruments were deployed for the MUMBA campaign. These are listed in 
Table 4.2 below. Briefly, trace gases including ozone, oxides of nitrogen, carbon monoxide, 
carbon dioxide, methane and many of the most abundant volatile organic compounds were 
measured. Aerosol characterisation included total number concentration of condensation 
nuclei larger than 3 nm, total number concentration of cloud condensation nuclei, particle 
size number distribution (~14 – 660 nm), mass concentration and chemical analyses of PM 2.5 
and elemental composition of PM10 and PM2.5. Sampling inlets were installed up a mast so 
that air was sampled at roughly ten metres above the surrounding ground level. A weather 
station installed atop the mast recorded wind speed and direction, temperature, pressure 
and relative humidity. Filter-based aerosol instruments sampled from between one and two 
metres above ground. Figure 4.3 shows the Nissen hut that housed the instruments, as well 
as the mast and some of the aerosol samplers. 
 
Two remote sensing instruments were also part of the campaign: a LIDAR (light detection 
and ranging) for vertical profiles of aerosol backscatter from which boundary layer height 
and aerosol loadings can be derived, and a Multi-AXis Differential Optical Absorption Spec - 






Figure 4.3: Pictures of the MUMBA site showing the Nissen hut that housed the instruments as well 
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Table 4.2: Measurements made during the MUMBA campaign, tabulated alongside time resolution, 
























































Dec 21st – Feb 15th 
 
VOCs (including 
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Jan 16th – Feb 15th 
 
Particle number size 
distribution (~14 nm to 
~660 nm) 
 







Jan 16th – Feb 15th 
 










Jan 24th – Feb 15th 
 
Total PM2.5 aerosol, 


















Measurement  Time 
resolution 
Technique Institution Dates 
 
 
PM10 and PM2.5 
elemental composition 
1 hr Streaker sampler (PIXE) – 
ion beam analysis 
GNS Science Jan 21st – Feb 15th 
 
Boundary layer height, 30 s Elastic backscatter at ANSTO Dec 21st – Feb 15th 
cloud-base height,  355nm - LIDAR 
aerosol loading and (Leosphere ALS-400) 
vertical distribution 
 
O3, NO2, BrO, IO and ~20 min MAX-DOAS UOW Dec 21st – Feb 10th 
H2CO and aerosol 
loading vertical 
profiles, aerosol 
dominant size mode 
 
Wind speed, wind 1 min Campbell Scientific UOW Dec 21st – Jan 25th 
direction, temperature, 







4.2        Measurements of VOCs during the MUMBA campaign and data analysis methods 
 
 
4.2.1        Measurements of VOCs 
 
With the large number of instruments deployed, the MUMBA campaign provided an extens - 
ive dataset. A complete analysis of the data is outside the scope of this thesis and the focus 
of the following sections will be on the in situ VOC measurements made using CMAR's PTR- 
MS and their interpretation. The PTR-MS instrument has been described in detail in section 
2.2, therefore only the campaign specifics will be discussed here. 
 
 
PTR-MS installation and operation 
 
CMAR’s PTR-MS was delivered to the site on December 12 th, 2012 and started measuring 
from its inlet on the mast on December 21st. The instrument ran sporadically from then until 
December 29th, due to ion source voltage issues. The PTR-MS then ran continuously without 
issues from December 29th until the end of the campaign, although it was necessary to turn 
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the instrument off twice over the course of the campaign to protect it from excessive heat. 
A portable air conditioning unit was temporarily installed in the Nissen hut where the in - 
struments were housed, but on hot days the temperature inside could still reach unaccept - 
able  levels  (>40°C,  at  which  temperatures the  PTR-MS  turbo-molecular  pumps  slowed 
down). 
 
The PTR-MS was programmed to scan through its range of mass-to-charge ratios (m/z) with 
a dwell time of one second, for a total cycle time of about three minutes. For part of the 
campaign (from December 29th  until January 18th), however, the dwell time for m/z 56-190 
was set to 100 ms accidentally, leading to a cycle time for this period of approximately fifty 
seconds. The instrument performed zero measurements twice daily for 40 minutes each 
time (at 00:50 and at 15:00) by sampling ambient air that had been stripped of VOCs by 
passing through a platinium-coated glass wool catalyst heated to 350°C. A multi-species, 
single-point  calibration  was  performed  daily  (from  01:30  until  03:00)  by  introducing  a 
known flow of calibration standard into the zero air stream (cylinders CC345925 and 
ALM025971, see Appendix B for exact contents of these mixtures). Calibration mole frac - 
tions were ~10 to 20 ppbv for each species present in the standard. Calibrations and zero 
measurements were carried out using an automated system (Galbally, Lawson et al. 2007). 
 
 
PTR-MS data processing 
 
The time series of raw counts obtained during the campaign was separated into ambient, 
zero and calibration data using measurement timestamps. The raw counts were then norm - 
alised to 106  reagent ion counts. The ambient data were zero corrected using interpolated 
zero values (for every measurement, the interpolated zero value is the average of the zero 
periods immediately preceding and following it) whereas the calibration data was zero cor - 
rected using the zero period immediately preceding the calibration period. All the steps 
above were performed using CMAR’s IDL coded routine, created and made available by Su - 
zie Molloy of CMAR. The code was modified as part of this work to fit the specifics of the 
MUMBA campaign, and run at the University of Wollongong. 
 
The zero-corrected calibration data was then used to derive calibration factors for each 
mass-to-charge ratio for which a species is present in the calibrations standards. The re - 





the amount of water present in ambient air at the time of the calibration. For these species, 
water-dependent calibration factors were derived (Section 2.7.1). The calibration factors 
were then applied to the zero-corrected ambient data to obtain ambient mole fractions. For 
some m/z, the ambient signal was corrected for known interferences before a calibration 
factor was applied (Section 2.8). 
 
The detection limit for compounds for which a calibration standard was available was in - 
ferred using principles from ISO 6879 (ISO 1995). Briefly, for each zero period, an average 
zero signal for every m/z was calculated as well as the deviation from the average of each 
scan. The 95th percentile of all the deviations for each mass is the detection limit. Detection 
limits for longer periods were determined by dividing the single measurement (1 s or 100 
ms) detection limit by the square root of the number of measurements in the longer meas - 
urement period (Galbally, Lawson et al. 2007). Detection limits in normalised counts were 
converted to mole fractions using average calibration factors. Detection limits varied over 
the campaign, mostly due to varying instrument conditions (e.g. ion source voltage and 
dwell time). The poorest detection limits calculated for a 1-hour sampling period are repor - 
ted in Table 4.3, along with the calibration factors (sensitivities, ncps/ppb) for each species. 
 
 
4.2.2        Data selection and analysis methods 
 
As mentioned above, the PTR-MS was operated in full scan mode, and time series are avail - 
able for most m/z between 15 and 190. The thirteen time series for which calibration stand - 
ards were available were converted to mole fractions using the sensitivities listed in Table 
4.3. To complete and help with the interpretation of the PTR-MS dataset, meteorological 
data, in situ FTIR measurements (provided by Rebecca Buchholz) and measurements of 
ozone and NOx (provided by Dagmar Kubistin) were imported into the statistical program R 
(R Core Team 2013) along with the PTR-MS data. 10-minute averages were then calculated 
to produce a 10-minute MUMBA dataset. This MUMBA dataset was then made into strict 
hourly averages, meaning that only hours with data for all six 10-minute periods were kept, 
and in the case of the 13 calibrated VOC species, observations below the detection limit 










31 Formaldehyde -0.11*[H2O] + 4.6 2.9 0.21 
 
33 Methanol 0.7*[H2O] + 5.9 17 0.062 
 
42 Acetonitrile 1.4*[H2O] + 21.5 44 0.002 
 
45 Acetaldehyde 1.3*[H2O] + 21.4 42 0.018 
 
59 Acetone 1.9*[H2O] + 25.1 55 0.013 
 
63 Dimethyl sulphide Not determined 36 0.010 
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Table 4.3: Summary of PTR-MS sensitivities (ncps/ppbv) and detection limits (ppbv) for 13 species 
during the MUMBA campaign. The detection limits varied over the campaign - the poorest detection 










The hourly MUMBA dataset was then merged with hourly air quality data available from the 
regional OEH monitoring sites, radon from the Warrawong ANSTO site and in situ FTIR and 
meteorology measurements from UOW to form a regional dataset. Another dataset con - 
taining daily rainfall and solar irradiation was also put together using data from UOW and 
from Bellambi AWS. 
 
All data plotting and statistical analysis were performed using the statistical programming 
language R, and the very useful openair package written for R by  Carslaw and Ropkins 
(2012). 
 
To  supplement  local  and  regional  meteorological  data,  pre-calculated  back  trajectories 
made available for Wollongong through openair were obtained using the importTraj func- 
tion. These back trajectories were calculated using the HYSPLIT trajectory model (Hybrid 
Single Particle Lagrangian Integrated Trajectory Model; http://ready.arl.noaa.gov/HYS- 
PLIT.php) every three hours, from an initial height of 10 metres and propagated backwards 
in time for 96 hours using the Global NOAA-NCEP/NCAR reanalysis meteorological fields at 
2.5 degree horizontal resolution. Arrival times are 00:00, 03:00, 06:00. 09:00, 12:00, 15:00, 
 
18:00 and 21:00 daily. Back trajectories provide information on air mass origin beyond what 
local wind speed and direction can provide (Fleming, Monks et al. 2012). 
 
 
4.3 Average ambient mole fractions of VOCs during the MUMBA campaign and 
comparison with previous measurements 
 
 
4.3.1        Typical ambient mole fractions of VOCs during MUMBA 
 
One of the first objectives of this work was to determine typical ambient VOC abundances 
in Wollongong. None of the VOC species measured during MUMBA are routinely monitored 
at ground level (UOW makes total column measurements of formaldehyde) and many had 
never been measured prior to the MUMBA campaign. 
 
Figures 4.4 and 4.5 show histograms illustrating frequency distributions for 12 VOC species 
and for CO, NOx  and ozone (although mole fractions were derived for dimethyl sulphide, 
confidence in the results is low due to suspected interferences (see Section 2.8) and di- 
methyl sulphide is therefore excluded from the present analysis, except where marine influ - 
ence is discussed). The first panel (Figure 4.4) shows benzene, toluene, the sum of C8H10 
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species (which includes o-, p- and m-xylene and ethylbenzene) and the sum of C 9H12 species 
(which includes trimethylbenzenes and ethyltoluenes). These species are tracers of anthro - 
pogenic activity and usually associated with traffic sources. The first panel also shows acet - 
onitrile, which is a tracer for biomass burning, and the air quality markers CO, NO and NO 2. 
 
The second panel (Figure 4.5) shows the frequency distribution of methanol, acetaldehyde, 
acetone, formaldehyde, the sum of monoterpenes, isoprene, the sum of methacrolein and 
methyl vinyl ketone (MACR + MVK) and ozone. Monoterpenes and isoprene are VOCs of 
biogenic origin and methacrolein and methyl vinyl ketone are oxidation products of iso - 
prene. Formaldehyde, methanol, acetone and acetaldehyde all have primary as well as pho - 
tochemical sources. Ozone is exclusively photochemically produced. 
 
The histograms shown in Figure and 4.4 and Figure 4.5 are all non-normal and skewed right, 
with the exception of ozone. This indicates that mole fractions are in general low but im- 
pacted by episodes of higher values. Table 4.4 presents a statistical summary of the data 
shown in Figures 4.4 and 4.5. The mean, the standard deviation, the 1st, 2nd  (median) and 3rd 
quantile as well as the minimum and maximum values observed during the campaign are 
tabulated for each trace gas. 
 
The most abundant measured VOC is methanol, with an average mole fraction of 2.2 ppb, 
followed by formaldehyde and acetone with average mole fractions of 1.19 ppb and 0.71 
ppb, respectively. The least abundant measured VOC was acetonitrile, with an average mole 
fraction of 0.076 ppb. Acetonitrile also shows the least variability (both in absolute and rel - 
ative terms), which combined with its low abundance, signals the absence of strong local 
sources. This indicates that local bushfires had little impact on the atmospheric composition 
at the site. The low variability observed in acetonitrile is in contrast with that observed for 
species such as isoprene and toluene, which both show great variability and are both expec - 
ted to have local sources. Factors influencing the observed mole fractions of trace species 
during the MUMBA campaign are discussed further in the next section , but first, the aver- 
age mole fractions observed during the campaign are compared to previous measurements 






















Figure 4.5: Histograms showing the distribution of methanol, acetaldehyde, acetone, formaldehyde, monoterpenes, isoprene, the sum of methacrolein 









Table 4.4: Statistical summary of the VOC mole fractions measured at the MUMBA site during the 
campaign, including the mean, standard deviation, 1st, 2nd (median) and 3rd quantiles and the 
minimum and maximum hourly average recorded for each species. The same quantities are also 
listed for CO, ozone and the NOx species. All mole fractions are in parts per billion (ppb). 
 
Mass Species # of 
hours 





min - max 
 
31 Formaldehyde 1025 1.19 0.95 0.65 0.92 1.44 0.09 - 8.69 
 
33 Methanol 1025 2.2 1.6 1.3 1.8 2.6 0.7 - 12.6 
 
42 Acetonitrile 1018 0.076 0.023 0.061 0.071 0.085 0.037- 0.217 
 
45 Acetaldehyde 1025 0.41 0.31 0.19 0.32 0.54 0.06 - 2.44 
 
59 Acetone 1025 0.71 0.46 0.41 0.59 0.84 0.19 - 3.95 
 
69 Isoprene 1027 0.29 0.42 0.07 0.18 0.37 0.003 - 4.57 
 
71 MACR + MVK 1025 0.20 0.35 0.05 0.09 0.20 0.006 - 4.31 
 
79 Benzene 1027 0.113 0.094 0.049 0.087 0.149 0.004 - 0.816 
 
93 Toluene 1027 0.31 0.34 0.09 0.20 0.37 0.004 - 2.67 
 
107 C8H10  1015 0.24 0.27 0.07 0.14 0.30 0.005 – 2.11 
 
121 C9H12  1027 0.15 0.15 0.06 0.10 0.17 0.007 - 1.71 
 
137 Monoterpenes    1027 0.12 0.16 0.04 0.07 0.14 0.004 - 1.39 
 
Carbon monoxide 1139 113 86 65 85 122 46 - 860 
 
Ozone 1284 18.3 8.7 12.9 18.2 23.2 1.0 - 53.9 
 
NO 1237 2.4 6.8 0.3 0.9 2.1 0 - 136.4 
 
NO2 1237 5.0 4.0 1.8 3.8 7.2 0.2- 23.1 
 
NOx 1237 7.5 9.3 2.6 4.9 9.1 0.2 - 156.2 
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4.3.2        Comparison with previous measurements 
 
As mentioned previously, VOCs are not currently routinely measured in the Wollongong re - 
gion. Historic measurements are available from the Ambient Air Quality Research Project, 
which was a state measurement program aimed at air toxics that took place over the years 
1996 - 2001. During this time period, 24-hour samples were collected every 6 th  day and ana- 
lysed for a suite of trace organic species. A total of 177 24-hour samples were collected at 
the OEH site in Wollongong over 4 years. These measurements yielded annual average mole 
fractions for a total of 42 compounds deemed “air toxics”, including benzene, toluene, xy - 
lenes and ethylbenzene, trimethylbenzenes and ethyltoluenes (Department of Environment 
and Conservation (NSW) 2004). 
 
The mean annual mole fractions reported during the Ambient Air Quality Research Project 
were 0.6 ppb for benzene, 1.0 ppb for toluene, 0.8 ppb for the sum of xylenes and ethylben - 
zene (C8H10 compounds) and 0.4 ppb for the sum of 1,2,4-trimethylbenzene, 1,3,5-trimethyl - 
benzene and 4-ethyltoluene (C9H12  compounds). Comparing these values to those listed in 
Table 4.4 we find that ambient mole fractions of these species seem to have decreased 
three- to five-fold during the intervening years. 
 
A combination of factors probably explain this sharp decrease. First, we are comparing an- 
nual averages with summer averages and ambient mole fractions were found to be lower in 
summer than in winter during the Ambient Air Quality Research Project. The seasonal cycle 
in Wollongong was not very pronounced (less than a factor of two) however, and this alone 
does not completely explain the difference. Another factor is the location of the measure - 
ment sites; the OEH site is closer to the Wollongong CBD and the industrial area of Port 
Kembla than the MUMBA site. During the MUMBA campaign, the OEH site was not, on av- 
erage, markedly more exposed to local traffic emissions than the MUMBA site, as evidenced 
by the mean NOx  mole fractions measured at both sites during the campaign (7.8 pbb vs. 
7.5 ppb), and despite these differences in the seasonality and the location of the measure - 
 
ments, it seems probable that the sharp decrease in ambient mole fractions of benzene, 
toluene, C8H10 and C9H12  is due, at least in part, to their emissions having been reduced over 
the years. The NPI (Department of the Environment 2013) provides an estimate of motor 





2008 (EPA 2007, EPA 2012). Comparing those inventories, it can be seen that total VOCs 




4.4        Identification of VOC source sectors for the Wollongong area 
 
One of the benefits of an intensive campaign such as MUMBA is the possibility to observe 
variations in mole fractions over short time periods, in this case, on an hourly basis. In this 
section, diel variations in observed VOC mole fractions are examined using time series and 
composite diel cycles. 
 
The time series in Figures 4.10, 4.11, 4.17 and 4.18 reveal that the abundance of every trace 
gas species measured varied greatly on a daily basis. These diel variations are due to trans - 
port as well as local sources and chemical and meteorological processes. There are also 
slower variations, affecting background values, and those reflect regional transport and pro - 
cesses. For example, there are periods of very low mole fractions, that are generally associ - 
ated with easterly winds. This was the case on December 26th, when air that had travelled 
over the ocean reached the MUMBA site. This, along with another episode of clean marine 
air, is discussed in detail in section 4.6. There are also days on which mole fractions peak 
well above their usual values. One such obvious example is that of the biogenic species on 
January 8th  and January 18th (Figure 4.17). Both days were characterised by atypical strong 
north-westerly winds and hot temperatures, and very large mole fractions of isoprene and 
its oxidation products. These biogenic events are discussed in detail in section 4.4.4. 
 
The diel variations in mole fractions observed in the time series shown in Figures 4.10, 4.11, 
 
4.17 and 4.18 are further investigated by compiling composite diel cycles for each species. 
As the aim here is to uncover typical patterns, the two very hot days (January 8 th and Janu- 
ary 18th, 2013) were excluded from this analysis. The resulting composite diel cycles are 
plotted as box-and-whisker plots in Figures 4.12 and 4.19. 
 
Then, VOC distributions are examined with respect to wind speed and direction, with the 
aim of identifying main source sectors. To do this, two types of plots are compiled for each 
trace species. The first plot is a modified wind rose, where the data are summarised by wind 
direction (30° bins). Paddles that would represent the proportion of time that the wind is 
from a certain angle and speed range, are replaced by wedges that represent the proportion 
169  
 
AMBIENT MEASUREMENTS OF VOCS - THE MUMBA CAMPAIGN 
 
of time that a certain trace species is in a certain mole fraction range for each wind direc - 
tion bin. These modified wind roses therefore do not hold any wind speed information, but 
are useful to visualise which wind directions bring in the highest mole fractions of a given 
trace gas, and how frequent these wind directions are. The second plot is a bivariate polar 
plot, which maps mole fractions as a function of both wind speed and wind direction. These 
plots provide a quick graphical impression of potential source influences at a given site 
(Carslaw 2013); however the smoothing applied to the data to create the continuous col - 
oured surface is not weighted by frequency and these plots can therefore be skewed by out - 
liers, i.e. a single instance of high mole fractions coming from a certain wind direction might 
obscure the general pattern. For this reason, the two hot days that brought very high mole 
fractions of many VOC species (January 8th  and 18th, 2013) were excluded from the dataset 
before the bivariate polar plots were compiled. In both types of plots, the origin is centred 
on the MUMBA site and wind direction is shown by the compass markings. In the modified 
wind roses, the concentric circles represent proportion as a percentage whereas they rep - 
resent wind speed in metres per second in the bivariate polar plots. The two types of plots 
are shown side-by-side for each species in Figures 4.13, 4.14, 4.20 and 4.22. The modified 
wind roses are on the left, and the bivariate polar plots on the right. 
 
Trace gas species are grouped and discussed according to likely origin. Aromatic species 
(benzene, toluene, C8H10   and C9H12   are discussed alongside air quality markers such as CO 
and NOx. Then, biogenic and oxygenated VOCs are discussed together. But first, meteorolo - 
gical parameters are examined for the period of the campaign. 
 
 
4.4.1        Meteorology during the MUMBA campaign 
 
The MUMBA campaign took place over eight weeks in summer, from December 21 st, 2012 
to February 15th, 2013, during what was to prove Australia's hottest summer on record at 
the time (White and Fox-Hughes 2013). Although a great many weather-related records 
were broken Australia-wide that year, no new temperature records were set in Wollongong. 
The region did however experience two very hot days, with maximum temperatures of 
40.4°C on January 8th  and 42.4°C on January 18th  recorded at Bellambi AWS (the record 
 
there stands at 43.7°C and was set on January 1st, 2006). Measurements made on those 





emissions and air quality and are discussed in further detail in Section 4.4.4. January also 
brought the region its wettest ever January day (139 mm of rain were recorded at Bellambi 
AWS between 09:00 on January 28th  and 09:00 on January 29th), which also made January 
2013 as a whole the wettest month of January since records began in 1988. 
 
The top panel of Figure 4.6 shows the mean hourly temperature recorded at the MUMBA 
site over the campaign in black. The long-term monthly mean maximum and minimum tem - 
peratures calculated for each month using the entire Bellambi AWS record (1988 - present 
day) are shown in red and blue, respectively. Daily maximum temperatures during MUMBA 
were often above the long-term average, especially in January, and indeed the mean max - 
imum temperature for January 2013 was 25.7°C, 0.9°C above the long-term average of 
24.8°C and in the 95th  percentile of monthly mean maximum temperatures for January at 
 
Bellambi AWS. The monthly averages also highlight just how exceptional the two hot days 
 
(January 8th  and January 18th, 2013) were. 
 
Rainfall was not recorded at the MUMBA site, so the daily rainfall from Bellambi AWS is 
shown instead (middle panel of Figure 4.6). The plot clearly shows that most of the rainfall 
during MUMBA occurred over a few days towards the end of January, although smaller rain 
events occurred roughly every week or two. Similarly, solar radiation was not measured at 
the MUMBA site, so values recorded at UOW and at Bellambi AWS are shown instead. The 
two solar radiation records agree quite well, indicating that cloud cover was generally ho - 
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Figure 4.6 Mean hourly  temperature (top panel), daily rainfall  (middle panel) and daily global solar 
radiation (bottom panel) during MUMBA.  Long-term monthly average maximum and minimum 
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Figure 4.7: Temporal evolution of pressure (mbar), relative(%) and absolute (g H 2 0 m- )  humidity, 
wind speed (m s-1   and wind direction (") recorded at the MUMBA site during the campaign. 
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Figure 4.7 shows the temporal evolution of pressure, relative and absolute humidity, and of 
wind speed and direction at the MUMBA site during the campaign. Similar temperature, 
pressure and relative humidity patterns were observed across the region (not shown), al- 
though sites located further from the coast, such as Albion Park South, experienced slightly 
colder minimum and hotter maximum temperatures as well as marginally drier air than the 
MUMBA site. 
 
Wind patterns were similar across the region, as illustrated with wind roses for various sites 
in Figure 4.8. All sites experienced frequent north-easterly winds over the campaign period. 
Most sites (in fact, all except UOW) also experienced frequent southerly and/or south- 
easterly winds. Of all the sites, UOW is the most sheltered, located as it is very near the foot 
of the escarpment. Overall, it experiences markedly lower wind speeds than the other sites 
(mean wind speed recorded over the campaign was 1.1 m s-1 compared to 2.8 m s-1 at the 
MUMBA site), as well as the highest occurrence of calm conditions (5%). The site also seems 
generally sheltered from strong southerly and south-easterly winds, but it should be re - 
membered that the UOW record is incomplete, with the first thirteen days of January miss - 
ing. Kembla Grange experiences the strongest winds overall (with a mean wind speed of 3.3 
m s-1  recorded over the campaign period), and the broadest wind direction distribution. The 
Albion Park South site did not experience frequent south westerly winds, possibly due to its 
proximity to the escarpment foothills, redirecting winds from that direction. 
 
Composite diel cycles of wind speed and wind direction, plotted as box and whisker plots 
(Figure 4.9), reveal a consistent pattern of sea breezes over the duration of the MUMBA 
campaign, with relatively strong north-easterly or easterly winds during the day and of 
calmer conditions overnight, often accompanied by southerly or south westerly winds, al - 
though easterly winds sometimes persist into the night. This pattern was replicated at all 
sites  across  the  region, but  Figure  4.9  only  shows  the  wind  patterns  observed  at  the 
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Figure 4.8: Wind roses showing wind speed and direction distributions at various  sites across the 
region during the MUMBA campaign. TheMUMBA site is shown as a red star,UOW is to the south- 









Figure 4.9: Composite diel cycles for wind speed, wind direction at the MUMBA site and radon (measured by ANSTO in Warrawong) during the MUMBA 
campaign, shown as box and whisker plots. The thick black line is the median of the observations. The plots reveal a consistent pattern of sea breezes, 
with relatively strong north-easterly or easterly winds during the day and of calmer conditions overnight, often accompanied by southerly or south- 
westerly winds, although easterly winds sometimes persist into the night. The observed pattern for radon indicates generally stable conditions with a 
shallow boundary layer at night and a deeper mixed layer and generally less stable boundary conditions during the day. The y axis of the radon plot was 









The third plot in Figure 4.9 is the composite diel cycle of radon measured at the ANSTO site 
in Warrawong. The radon plot shows a build up at night with a peak in the early hours of the 
morning, indicating a shallower and more stable boundary layer at night than during the 
day, with the boundary layer at its shallowest around 05:00 or 06:00 AEST. During the day, 
due to heating at the surface and other processes, the boundary layer grows deeper and 
more turbulent; this is reflected in the lower radon values observed during the day. How 
low radon gets in the afternoon is also influenced by the fetch of the air reaching the site, 
with air that has travelled over the ocean containing less radon than air that has travelled 
over land (Chambers, Williams et al. 2015). In the Wollongong region, an increased bound- 
ary layer height and strong sea breezes combine to produce the low radon levels observed 
in the afternoon. 
 
The depth of the boundary layer is an important consideration when interpreting observed 
mole fractions at a given site. The observed day time mole fractions are present throughout 
a deep mixed layer, whereas mole fractions observed at night represent a much shallower 
layer. For example, Parrish, Ryerson et al. (2012) found that after normalising formaldehyde 
mole fractions observed in the greater Houston area for mixing height, the average day time 
maximum was a factor of ten higher than the average night time mole fractions, instead of a 
factor of two higher when dilution was not accounted for. 
 
Apart from wind speed, wind direction and boundary layer height, other factors that influ - 
ence the observed diel variations in mole fractions at a given site are emission fluxes and 
their timing; and for species that are involved in photochemical reactions, production versus 
destruction rates. For example, isoprene is emitted only during the day, whereas monoter - 
penes are emitted day and night (Guenther, Jiang et al. 2012). Anthropogenic species linked 
to automotive transport peak during rush hour. Photochemical oxidation processes are pre - 
valent during the day, and production rates of secondary species such as ozone and formal - 
dehyde are therefore greater during the day. Similarly, loss or removal rates of primary spe - 
cies tend to be higher during the day. These factors are explored in the next sections. 
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4.4.2        Anthropogenic VOCs and air quality markers 
 
Time series for CO, NO, NO2, NOx  and ozone are shown in Figure 4.10, and those for ben- 
zene, toluene, C8H10  and C9H12 are shown in Figure 4.11. Composite diel cycles for all species 
discussed in this section are shown in Figure 4.12 and described in the text using the medi - 
an values indicated by the thick black lines in the plots. Finally, the modified wind roses and 
the bivariate polar plots are shown in Figures 4.13 and 4.14. 
 
The time series for CO, NOx, benzene, toluene, C8H10  and C9H12  mole fractions all show fre- 
quent enhancements. The composite diel cycles in Figure 4.12 reveal similar patterns for 
these species, with a peak around 05:00 - 06:00 AEST. This early morning peak is probably 
due to build up of traffic emissions in the still shallow and relatively stable boundary layer. A 
similarly large evening rush hour traffic peak is not seen, probably because the winds are 
still blowing in from the ocean at that time. As the winds calm down and swing to a south - 
erly direction, from ~19:00 AEST, all these species show an increase as emissions from the 
Wollongong CBD are brought to the site and trapped in an increasingly shallow boundary 
layer. 
 
Also seen in the composite diel cycles, are the frequent episodes of high CO mole fractions 
that were observed at various times during the day (and shown as open circles in the CO 
composite diel plot). These indicate the presence of another source of CO in the region. This 
is confirmed by the bivariate polar plots shown in Figures 4.13 and 4.14. The plots for ben- 
zene, toluene, C8H10  and C9H12  aromatic species and NOx  all show that elevated mole frac- 
tions of these species are observed under calm conditions (which is in agreement with the 
diel cycles shown in Figure 4.12), whereas the bivariate polar plot for CO shows a strong 
point source located to the south of the MUMBA measurement site. 
 
The main CO source in the region, according to the 2012-2013 National Pollution Inventory, 
is 'Basic Ferrous Metal Manufacturing', with this sector accounting for nearly 80% of carbon 
monoxide emissions in the region (Department of the Environment 2013). Motor vehicle 
emissions come in second with approximately 17% of CO emissions . Similarly, 'Basic Ferrous 
Metal Manufacturing' accounts for 58% of NOx  emissions in the region, with motor vehicles 
coming second with 34% of the total emissions. These two sectors also account for 27% and 










Figure 4.10: Temporal evolution of selected pollutants during MUMBA. Carbon monoxide (CO) is in 
red, ozone (O3) is in blue, nitric oxide (NO) is in green, nitrogen dioxide (NO2) is in purple and the sum 
of NO and NO2 (NOx) is in orange. 
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Figure 4.11: Temporal evolution of aromatic VOC species during MUMBA. Benzene (m/z 79) is in red, 
toluene (m/z 93) is in blue, the sum of C8H10 species (m/z 107) such as xylenes and ethylbenzene is in 
green and the sum of C9H12 species (m/z 121) such as trimethylbenzenes and methyl ethylbenzenes 
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Figure 4.12: Composite diel cycles for CO,ozone,NO,NO,,benzene, toluene, the sum of C    8H10 species 
and the sum of c.H" species,shown as box and whisker piots.The thick black line is the median.The 
hot days were excluded from the dataset before the diel cycles were compiled.The y axis ofthe NO 
piot was truncated so that the diel variation could be seen. 
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Figure 4.13: Modified wind roses and bivariate polar plots for CO, NO,NO,and ozone.The hot days 































































































Figure 4.14:Modified wind roses and bivariate po(ar p(ots for benzene,to(uene,the sum of C 8H10 
compounds and the sum of C9H12 compounds.The hot days (January 8" and 18",2013)  are exc(uded 
from the bivariate po(ar p(ots on the right hand side. 
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As this metal manufacturing activity is concentrated in the Port Kembla area, it forms the 
strong point source that is clearly seen in the bivariate polar plot for CO. Carbon monoxide 
was measured using similar instruments both at the MUMBA site and at the University of 
Wollongong during the campaign, the measurements at the University being part of a long- 
term measurement program (Buchholz 2014, Buchholz, Paton-Walsh et al. 2016). Figure 
4.15 shows scatter plots of carbon monoxide mole fractions measured at the UOW site 
 
versus carbon monoxide mole fractions observed at the MUMBA site, for wind speeds over 
 
1 m s-1 (as recorded at UOW). The top one is coloured by wind direction as measured at the 
MUMBA site and clearly shows that, depending on wind direction, the Port Kembla CO 
plume is either seen at the MUMBA site (along the x axis) or at the University (along the y 
axis). The rest of the time (i.e. when the plume is not directly sampled at either site), a good 
correlation exists between the two datasets. The plume is also characterised by elevated 
mole fractions of NOx and by moderate mole fractions of benzene, in agreement with both 
the polar plots shown in Figures 4.13 and 4.14 and with the National Pollutant Inventory 
(NPI). The same scatter plot is then shown (bottom panel of Figure 4.15) coloured by the 
observed mole fractions of toluene at the MUMBA site, which shows that the CO plume 
from the south is low in toluene, whereas the rest of the data (i.e. when the plume is not 
directly sampled at either site) shows a reasonable correlation with toluene, pointing to mo - 
tor vehicles as the source of this CO. 
 
Toluene is also well correlated with C8H10 (R
2  = 0.84) and C9H12 (R
2 = 0.84). These correlations 
are shown as scatter plots in Figure 4.16. This indicates that these species have a dominant 
common source, which is most likely emissions from motor vehicles. 
 
Finally, the diel cycle of ozone indicates photochemical production during the day, from 
about 07:00 AEST, and titration by NO at night. The lowest values for ozone occur at 05:00 
AEST, when NO levels are at their highest. This is also seen in the bivariate polar plots shown 






Figure 4.15: Scatter plot of CO mole fractions measured at the University of Wollongong versus those 
measured at the MUMBA site, coloured by wind direction observed at the MUMBA site (top) and by 
toluene mole fractions observed at the MUMBA site (bottom). The top plot shows how, depending 
on wind direction, the industrial CO plume is seen either at the MUMBA site or at UOW, and how the 
rest of the time, the two site experience similar levels of CO; this CO likely originates from motor 
vehicles as toluene correlates quite well with this CO source, as seen in the bottom plot. 
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Figure 4.16: Scatter plots showing the strong correlations of C8H10  (left) and C9H12  (right) with toluene. 
These strong correlations indicate that these VOCs share a dominant common source. Note that the 






4.4.3        Biogenic and oxygenated VOCs and acetonitrile 
 
Time series for isoprene, monoterpenes, the oxidation products of isoprene (MACR + MVK) 
and formaldehyde are shown in Figure 4.17, and those for methanol, acetaldehyde, acetone 
and acetonitrile are shown in Figure 4.16. The two hot days (January 8th  and January 18th, 
2013) are very obvious in the time series of isoprene, MACR + MVK and formaldehyde, with 
 
mole fractions an order of magnitude higher than average values. Measurements made on 
those days may hold clues as to how a warmer climate would affect the region in terms of 
VOC emissions and air quality and are discussed in further detail in Section 4.4.4. 
 
Composite diel cycles for all species discussed in this section are shown in Figure 4.19 and 
described in the text using the median values indicated by the thick black lines in the plots. 
Finally, the modified wind roses and the bivariate polar plots are shown in Figures 4.20 and 
4.22. Species that share similar features are discussed together, starting with isoprene and 
its oxidation products. 
 
Isoprene is emitted by vegetation during daylight hours and this is reflected in its diel cycle. 
Isoprene has a short atmospheric lifetime of one to two hours (Guenther, Hewitt et al. 





sions decrease in the late afternoon. The isoprene oxidation products, however, show a dif - 
ferent pattern to that of isoprene. The sum of methacrolein and methyl vinyl ketone first in - 
creases as isoprene increases – from 05:00 until 07:00 or 08:00 AEST - but then very small 
mole fractions are observed for the remainder of the day. This seems to indicate that loss 
processes dominate during the day; however, it is also a function of wind patterns bringing 
more or less oxidised biogenic air to the MUMBA site, as becomes apparent when looking at 
the distribution plots in Figure 4.20. 
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Figure 4.17: Temporal evolution of biogenic VOCs and their oxidation products during MUMBA. 
Isoprene (m/z 69) is in red, monoterpenes (m/z 137) are in blue, the sum of methacrolein and methyl 






Figure 4.18: Temporal evolution of oxygenated VOC species and acetonitrile during MUMBA. 
Methanol (m/z 33) is in red, acetaldehyde (m/z 45) is in blue, acetone (m/z 59) is in green and 
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Figure 4.19:Composite diel cycles for methanol,acetaldehyde,acetone,acetonitrile,isoprene, 
monoterpenes, the sum of methacroleni and methyl vinyl ketone  and formaldehyde,shown as box 
and whisker plots in which the thick black Iine is the median.The hot days (January 8" and 18", 
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Figure 4.20:Modified wind roses and bivariate po( ar p( ots for isoprene,monoterpenes,the sum of 
methacro(ein and methy( viny( ketone  and forma(dehyde.The hot days (January 8" and 18",2013) 
are exc(uded from  the bivariate po(ar p(ots on the right hand side. 
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The first pair of plots in Figure 4.20 shows that the highest mole fractions of isoprene are 
observed when winds are from the north-west (seen in the modified wind rose on the left 
hand side). These winds are infrequent, however, and the general pattern – once the two 
hot days (January 8th  and 18th, 2013) have been removed from the dataset – is of higher 
mole fractions with winds from the east and the south-east (as seen in the bivariate polar 
plot). This indicates that the escarpment is a large source of isoprene, but that it rarely im - 
pacted the measurement site during the MUMBA campaign due to wind patterns. The 
source of isoprene to the east and south-east of the site is Puckey's Estate, a strip a forested 
coastal parkland (see Figure 2.2 for a satellite image of the immediate surroundings of the 
MUMBA site). 
 
The plots for isoprene oxidation products in Figure 4.20 reveals two things: 1) the proximity 
of Puckey's Estate to the measurement site leaves little time for oxidation to take place, as 
illustrated by the very low mole fractions of isoprene oxidation products observed coming 
from the east and the south-east, and 2) there is another source of isoprene to the north 
and north-west of the site, as evidenced by the high mole fractions of isoprene oxidation 
products observed coming from those directions. Looking closely, this source is present as a 
weak yellow tinge in the isoprene bivariate polar plot. This source is most likely the escarp - 
ment, which is approximately ten kilometres away in that direction. This distance, given the 
average wind speed observed during the campaign (2.8 m s-1 ~ 10 km/h), gives ample time 
for oxidation of isoprene to occur before the air reaches the site. This difference in the ex - 
tent to which oxidation occurs before isoprene reaches the measurement site depending on 
the source (and therefore on wind direction) is seen quite clearly in Figure 4.21, which plots 
isoprene (top panel) and the isoprene oxidation products (MACR + MVK) (bottom panel) 
versus the sum of isoprene and its oxidation products, coloured by wind direction. The solid 
black line is the 1:1 ratio, the 2:1 and 1:2 ratios are indicated by the dotted black lines. 
 
Figure 4.21 shows that when winds are from the east or south-east (green and yellow data 
points), isoprene makes up most of the sum of isoprene and its oxidation products, indicat - 
ing very little oxidation. When winds are from the north and north-west (orange and dark 
blue dots), the oxidation products actually constitute the bulk of the sum of isoprene and its 












Figure 4.21: Isoprene vs. the sum of isoprene and its oxidation products (MACR + MVK) (top panel) 
and isoprene oxidation products vs. the sum of isoprene and its oxidation products (bottom panel), 
coloured by wind direction. The solid black line is the 1:1 ratio, the 2:1 and 1:2 ratios are shown as 
the dotted lines. 
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Monoterpenes are emitted by vegetation both during the day and at night, with emissions 
depending mostly on temperature. Monoterpenes are very reactive species and therefore 
have short atmospheric lifetimes of a few hours at most (Guenther, Hewitt et al. 1995). The 
diel cycle observed for monoterpenes during MUMBA most likely reflects the combined ef - 
fects of dilution due to an increased boundary layer height and increased loss processes for 
monoterpenes during the day. 
 
The modified wind rose and the bivariate polar plot for monoterpenes ( second pair of plots 
in Figure 4.20) reveal a different pattern for monoterpenes to that of isoprene and its oxida - 
tion products. Whilst the highest mole fractions of monoterpenes are also observed from 
the west, they are observed mostly at low winds speeds. Weak westerlies are associated 
with drainage from the escarpment at night. The escarpment therefore appears to be the 
main source of monoterpenes impacting the site, since very low mole fractions are ob - 
served coming from the east and south-east. This indicates that the vegetation in Puckey's 
Estate is a weak monoterpene emitter. It is also possible that monoterpenes are emitted 
from Puckey's during the day, but do not reach the measurement site due to the high oxida - 
tion rates of monoterpenes in the afternoon; however, since Puckey's is located so close to 
the measurement site, this scenario seems unlikely, especially given the observed pattern of 
isoprene oxidation products (MACR + MVK) discussed above. 
 
Formaldehyde is both photochemically produced and destroyed during the day. The increas - 
ing mole fractions observed during the day at the MUMBA site indicate that production was 
generally greater than destruction (see diel cycle in Figure 4.19). No build up of formalde- 
hyde is observed overnight, suggesting that loss processes are still active then, as otherwise 
a slight increase in mole fractions would be expected because of the shallower boundary 
layer. 
 
The plots in Figure 4.20 show that formaldehyde has fairly diffuse sources. Its distribution 
resembles that of ozone, a trace gas that is exclusively photochemically produced. Formal - 
dehyde precursor species can be of anthropogenic or biogenic origin. The highest observed 
mole fractions of formaldehyde are associated with the winds most prominent during the 
day, when photochemical production peaks. The lowest mole fractions are associated with 
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Figure 4.22: Modified wind roses and bivariate polar plots for methanol,acetaldehyde,acetone  and 
acetonitrile.The hot days (January 8" and 18",2013)  are excluded from the bivariate polar plots on 
the right hand side. 
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Methanol, acetone and acetaldehyde are all longer-lived species, with lifetimes of a few 
days (Galbally and Kirstine 2002, Jacob, Field et al. 2002, Jacob, Field et al. 2005, Millet, Jac - 
ob et al. 2008, Millet, Guenther et al. 2010, Fischer, Jacob et al. 2012, Khan, Cooke et al. 
2015), and their diel cycles are similar (Figure 4.19). They all show a peak in the early morn- 
 
ing hours and minimum values in the late afternoon, and are therefore reminiscent of the 
radon diel cycle. As for radon, the observed patterns are likely due to a combination of a 
shallower boundary layer in the morning, and the dominant wind direction during the after - 
noon. Methanol, acetone and acetaldehyde are all known biogenic species, and can also all 
be photochemically produced during the day. The absence of a positive diel cycle for these 
species indicate that these emissions are either not transported to the site, or are diluted in 
the deeper boundary layer. 
 
The distribution plots for methanol, acetone and acetaldehyde in Figure 4.22 are also very 
similar, indicating common sources. This is corroborated by the strong correlation observed 
between these species and shown in Figure 4.23. The highest mole fractions of all three 
species are observed when winds are from the north and the north-west, suggesting that 
the escarpment is also a source of these compounds. All three compounds can be directly 
emitted by plants, including eucalypts (Winters, Adams et al. 2009), and photochemically 
produced from precursors in the atmosphere (Singh, O'Hara et al. 1994, Jacob, Field et al. 
2005, Millet, Guenther et al. 2010). The low mole fractions of methanol and acetone and 
acetaldehyde observed when winds are from the east or the south-east indicate that 
Puckey's Estate is a low emitter of these compounds, as well as a low monoterpenes emit - 
ter. The plots in Figure 4.22 also reveal slightly elevated mole fractions in the south-west 
and north-east quadrants for all compounds, with the north-eastern feature being more 
prominent for acetaldehyde. 
 
Acetonitrile mole fractions were very low and, as mentioned earlier, not very variable. The 
observed diel cycle shows a very slight build up overnight, which is consistent with a shal - 
lower boundary layer. The distribution plots for acetonitrile (bottom panel of Figure 4.22) 
display a narrow range of low values. The highest mole fractions are observed when winds 
are from the north and the north-west, and the lowest when winds are from the south- 
west. The plots show that there were no strong local source of acetonitrile during the cam - 






Figure 4.23: Scatter plots showing the strong correlations of methanol (left) and acetaldehyde (right) 
with acetone. These strong correlations indicate that these VOCs share common sources. Note: the 








4.4.4        Characterisation of biogenic VOCs on atypically hot days 
 
January 8th and January 18th, 2013 were excluded from the source analysis so far, due to 
atypical weather conditions that brought exceptionally high mole fractions of some VOCs to 
the site. Both days are examined in this section, although inadequate air conditioning of the 
Nissen hut that housed the instruments forced the shut down of most measurements at 
around 10:00 on January 18th, including the PTR-MS measurements. 
 
Figure 4.15 shows the evolution of meteorological conditions and isoprene mole fractions 
over three-day periods encompassing each hot day. The plot on the left shows wind direc - 
tion, wind speed, temperature and isoprene mole fractions for January 7th  until January 9th, 
2013 and the plot on the right shows the same for the period of January 17 th  until January 
 
19th, 2013. The days on either side of January 8th and January 18th are fairly typical and rep- 
resentative of the MUMBA campaign, and are shown to provide context for the atypically 
hot days. The gaps in the isoprene record are due to ion source issues on January 7 th and to 










Figure 4.24: Evolution of meteorological conditions and isoprene mole fractions over three day periods encompassing January 8th (left), and January 18th 






January 8th and January 18th, 2013, were both characterised by strong north-westerly winds 
and very high temperatures. On both days, low pressure systems drew hot dry air from in - 
land and sea breezes did not develop. Such synoptic patterns are associated with severe fire 
risk (Sullivan, McCaw et al. 2012), and indeed, a catastrophic bushfire risk warning was is- 
sued on January 8th, 2013. 
 
On January 8th, north-westerly winds persisted for 16 hours, from 06:00 until 22:00, at 
which time the hot spell broke suddenly, with wind changing to a southerly direction and 
temperature dropping by just over 9 degrees within a single hour. The highest mole frac - 
tions of formaldehyde, and some of the highest mole fractions of isoprene, its oxidation 
products (MACR + MVK) and methanol, were observed on that day. Formaldehyde and the 
isoprene oxidation products increased from 08:00 and peaked at 10:00, then slowly de - 
creased over the rest of the day. Isoprene increased from 08:00 and mole fractions re - 
mained high until 18:00. In contrast, methanol increased as the wind shifted direction just 
before 06:00, and remained relatively constant (>8 ppb) all day until the southerly change at 
22:00. The same pattern was observed for monoterpenes, acetone and acetaldehyde. These 
species were not present in unusually high amounts, but they remained at consistently high 
mole fractions during the entire north-westerly spell. The sharp gradient in mole fractions 
observed with the change in wind direction indicates transport of these species from fores - 
ted areas north-west of Wollongong. 
 
On January 18th, the north-westerly winds started later, and ended sooner (from 09:00 until 
 
14:00). From 14:00, the wind direction was variable, until a strong southerly change 
happened from 18:00. On that day, the temperature increased by over 7 degrees between 
08:00 and 09:00, coinciding with the shift to north-westerly winds. During the same period, 
isoprene jumped nearly 2 ppb to reach the highest hourly-averaged mole fraction recorded 
during the campaign. There is no VOC data for the remainder of that day, because most of 










Figure 4.25: Wind roses showing wind distributions measured at 15:00 





North-westerly winds are generally uncommon during the day in summer in Wollongong. 
The right-hand side of Figure 4.25 shows a wind rose compiled by the Bureau of Meteoro - 
logy using wind observations at 15:00 AEST at Bellambi AWS in January, from 1997 until 
2010. Westerly winds of any kind are so infrequent as to be absent from the plot. On the 
 
left-hand side, a similar plot was compiled using wind observations at 15:00 AEST at the 
MUMBA site during January 2013, showing that both south-westerly and north-westerly 
winds were observed in the afternoon during that month. The MUMBA figure uses units of 
m s-1 whereas the BOM figure uses units of km/h for wind speed (1 m s -1 = 3.6 km/h). Even 
taking this into account, it is obvious that wind speeds measured at the MUMBA site during 
January 2013 were lower than those measured at Bellambi AWS between 1997 and 2010. It 
is not possible to determine whether this difference is entirely due to the respective loca - 
tions and elevations of the sites, or whether wind speeds were genuinely lower in 2013. 
 
Although not record breaking (see Section 4.4.1), the temperatures experienced on January 
 
8th  and January 18th  are not typical for the region and are >15°C hotter than the long-term 
daily average maximum temperature for January at Bellambi AWS (24.8°C). This type of 
weather might become more frequent under a warmer climate, and measurements made 
on January 8th  and January 18th  hold clues as to how this would affect the region in terms of 
VOC emissions and air quality. 
 
January 8th  and January 18th, 2013, were the days on which the highest total VOC loadings 
(based on the sum of the twelve quantified VOCs) were observed. These total loadings were 
dominated by oxygenated VOCs of biogenic origin. The highest ozone mole fractions of the 
campaign were also observed on those days. These ozone events are discussed in more de - 
tail in Section 4.7. Although the absolute amount of VOCs observed on a given day is of 
some relevance, it is generally more useful to compare ratios of various species. For ex - 
ample, the ratio of isoprene to monoterpenes may have implications for secondary organic 
particle formation, with isoprene thought to inhibit new particle formation events (Kiendler- 
Scharr, Wildt et al. 2009, Kanawade, Jobson et al. 2011). In the top panel of Figure 3.16, 
monoterpenes mole fractions are plotted against isoprene, and coloured by temperature to 
highlight the data collected on the hot days. The darker blue data points are mostly night 
time data, as temperatures tend to be lower at night than during the day. There is little iso - 
prene at night, and the monoterpenes to isoprene ratio is high. During the day (lighter blue 
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points), the monoterpenes to isoprene ratio is low. On the hot days (red data points), the 
mole fractions of isoprene are much higher than on other days, but the observed monoter - 
penes to isoprene ratio remains low. This is despite the fact that the main source of biogenic 
VOCs impacting the MUMBA site on the hot days is the escarpment, and not Puckey's Estate 
as it is normally. By contrast, the bottom panel of Figure 3.16 shows that the methanol to 
isoprene ratio observed on the hot days is much higher than that observed on other days. 














































Figure 4.26: Monoterpenes (top panel) and methanol (bottom panel) plotted against isoprene and 
coloured by temperature to highlight the hot days. The plots reveal that the monoterpenes to 
isoprene ratio is not much different on the hot days than on other days, but that the methanol to 





4.4.5        Summary of VOC sources in the Wollongong region during the MUMBA campaign 
 
The presence of strong point sources, such as Puckey's Estate and Port Kembla, raise the 
questions of whether the mole fractions observed at the MUMBA site are representative of 
the Wollongong region as a whole. It was mentioned in Section 4.3.2 that similar NOx  mole 
fractions are observed at the MUMBA site and the Wollongong OEH site. Figure 3.5 shows 
that similar mole fractions are observed for CO at the MUMBA site and at the University of 
Wollongong, although the timing of the peaks due to the Port Kembla plume is different. 
These examples indicate that, at least for these anthropogenic species, the site is fairly rep - 
resentative of the region. 
 
It is harder to assess whether the VOC mole fractions observed at the MUMBA site are rep - 
resentative of the region, since surface VOC mole fractions were not measured at any other 
sites in the region during the campaign. It is, however, possible to discuss whether the main 
sources identified from the measurements at the MUMBA site are also likely to dominate at 
the regional level. The main source of benzene, toluene, C8H10  and C9H12  were traffic emis- 
sions. This is likely to be the case over the entire region; however the observed mole frac - 
tions would depend on the density of traffic nearby. 
 
The main source of methanol, acetone, acetaldehyde and monoterpenes at the MUMBA 
site is the forested escarpment that encircles the Wollongong region to the west. The es - 
carpment is also the main source of isoprene oxidation products (MACR + MVK), but the 
main source of isoprene at the MUMBA site is Puckey's Estate, a nearby strip of coastal for - 
ested parkland. It is likely that the escarpment is the main source of these species through - 
out the Wollongong region, with the observed mole fractions at various sites depending on 
proximity and wind direction. Methanol, acetone and acetaldehyde have atmospheric life - 
times of a few days, and it is therefore likely that their mole fractions are quite homogen - 
eous across the region. These are also three of the most abundant VOC species measured 
during the MUMBA campaign. For the short-lived isoprene and monoterpenes, parkland on 
the coastal plain probably creates local hotspots. Similarly, local sources of precursors could 
create hotspots of formaldehyde. 
 
Finally, the measurements at the MUMBA site could not identify a source of acetonitrile in 
the region, and the mole fractions observed at the MUMBA site are probably representative 
of the regional background in summer. 
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4.5         Evidence for Sydney outflow reaching Wollongong 
 
The bivariate polar plots shown in Section 4.4 reveal that winds from the south-east bring 
air that contains lower mole fractions of many trace gas species than winds from the north- 
east. Both wind directions bring in air from the ocean, and might be expected to show simil - 
arly low mole fractions; however the city of Sydney is located roughly 60 km to the north- 
north-east and transport of pollution from Sydney to Wollongong over the ocean is possible 
(Linfoot, Johnson et al. 2010). Briefly, the Sydney basin drains out to the ocean over night, 
and the flushed pollutants are picked up by the north-easterly sea breeze and brought to 
Wollongong during the day. 
 
This transport from Sydney is possibly aided by the anticyclonic circulation pattern that is 
dominant over the region in summer (Chambers, Williams et al. 2011). Figure 4.27 illus- 
trates this general circulation pattern by showing gridded 96-hour back trajectories for the 
duration of the MUMBA campaign, calculated for Wollongong every three hours (as de - 
scribed in Section 4.2.2). The surface of the plot is coloured by the percentage of total tra - 
jectories which pass through each grid box. 
 
 
Figure 4.27: Gridded 96-hour back trajectory frequencies for the entire MUMBA campaign. The 
surface is coloured by the percentage of total trajectories which pass through each grid box. The plot 
illustrates the dominant anticyclonic circulation pattern over the period. The black dot indicates the 





This circulation pattern can bring air that has travelled over the ocean to the coast north of 
Wollongong, from whence it travels south to reach the MUMBA site. In contrast, winds from 
the south-east tend to reach Wollongong without being affected by the heavily populated 
regions to the north (Sydney and the rest of the Greater Metropolitan Region of NSW). To 
test this, periods when air with low terrestrial influence – characterised by low radon levels 
– reached the site, were identified. One such period occurred on December 26 th, 2012. On 
 
that day, Wollongong experienced a sustained spell of south-easterly winds which brought 
unpolluted marine air to the site from 07:00 to 23:00. 
 
Radon levels measured by ANSTO in Warrawong on December 26 th   were generally low 
(<400 mBq/m3). Radon is predominantly of terrestrial origin, and as such is an unambiguous 
indicator of recent terrestrial influences on an air mass. Its half-life of 3.82 days means that 
land influences can be detected in the observed signal for two weeks or more (Chambers, 
Williams et al. 2011). Between 07:00 and 23:00, the average was 202 ± 85 mBq/m3 and 
radon levels below 200 mBq/m3 were recorded for 11 consecutive hours (from 08:00 until 
19:00), confirming that air reaching the Wollongong region during this time had been min - 
imally impacted by terrestrial sources. Low radon levels (<200 mBq/m 3) over a few consec- 
utive hours were used as a diagnostic tool to identify other days on which marine air arrived 
at the MUMBA site. Three other days were thus identified as having been influenced by po - 
tentially very clean marine air (February 5th, February 6th  and February 13th, 2013). The 96- 
hour back trajectories whose arrival times (see Section 4.2.2) coincided with periods of low 
radon (<200 mBq/m3) are shown in Figure 4.28. Local meteorological conditions for these 
periods are summarised in Table 4.5. 
 
Back trajectories arriving at Wollongong during these four periods show similar paths over 
the ocean; however they differ as they approach the coast. The back trajectories for Decem - 
ber 26th show the air mass arriving from the south-east, those of February 5 th and February 
13th  show them arriving from the east, whereas those of February 6 th  clearly show the air 
 
mass hugging the coast north of Wollongong before reaching the site. Local winds on 
December 26th  and February 13th  were from the south-east, whereas they were from the 
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Figure 4.28: 96-hour back trajectories arriving at Wollongong during episodes of marine air (radon 





Table 4.5: Summary of the meteorological conditions observed for the four periods during which 









00 – 18:59 
February 13th 
 
14:00 – 17:59 
 
 
Wind direction (°) 159 ± 4 72 ± 19 55 ± 11 158 ± 12 
 
 
Wind speed (m s-1)  5.0 ± 0.7 3.0 ± 0.6 5 ± 1 3.3 ± 0.6 
 
 
Temperature (°C) 20.0 ± 0.5 23.4 ± 0.3 24.4 ± 0.6 23.1 ± 0.3 
 
 
Relative humidity (%) 65 ± 3 76 ± 2 70 ± 3 68 ± 1 
 
 





On February 5th, local winds shifted direction from east-south-east to north-east during the 
clean air period. Thus, from looking at the combination of back trajectories and local winds, 
it is expected that December 26th  should show the lowest mole fractions of anthropogenic 
species and February 6th the highest. 
 
To determine average mole fractions of VOCs for each period, the 10-minute data from all 
four  periods were examined. Small pollution events (characterised by single 10-minute 
spikes in mole fractions) were removed in toluene and acetone on December 26 th  and CO, 
C8H10  and C9H12  on February 13
th. On February 5th, no such events were observed, but the 
mole fractions increased steadily as the wind shifted direction. On February 6 th, the first few 
hours were excluded because of a pollution event, and then a small spike was removed in 
toluene and C9H12. Mean mole fractions were then calculated for thirteen VOC species, CO, 
NOx  and ozone; these are presented in Table 4.6, along with the standard deviation of the 
mean. The standard deviation is given as an indication of variability in the mole fractions 
over the periods and is not meant to indicate error in the measurements. 
 
Background mole fractions of many species, such as methanol, acetaldehyde and acetoni - 
trile, are similar during all four periods. As expected, however, the background mole frac - 
tions of anthropogenic species are higher on February 6th, 2013 than on Dec 26th, 2012. 
Mole fractions of benzene and C9H12 observed during the period of marine air on Feb 6 
th are 
about a factor of two higher than those observed on Dec 26 th, and mole fractions of toluene 
and C8H10 and NOx are a factor of four higher. The mole fractions observed for these species 
on February 5th  and February 13th  fall in between those observed on December 26th  and 
February 6th. Mole fractions observed at the beginning of the marine air period on February 




The mole fractions reported in Table 4.6 for the various VOC species are all lower than the 
campaign averages presented in Table 3.3. The only exception is isoprene, which is higher 
than the campaign average during three of the four marine air periods. This is most prob - 
ably not indicative of a strong marine source of isoprene, but is due to the presence of for - 
ested parkland directly to the east and south-east of the MUMBA site, over which marine 
air had to travel before reaching the site. 
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Table 4.6: Mean mole fractions for thirteen VOC species, CO, NOx and ozone, observed over periods 
during which marine air reached the MUMBA site. The standard deviation is provided to illustrate 
variability in the mole fractions over those periods, and does not reflect measurement error. All mole 
fractions are in ppt unless otherwise indicated. 
 
 
South-easterly winds North-easterly winds 
 
 December 26th 
08:00 – 18:59 
February 13th 
14:00 – 17:59 
February 5th 
12:00 – 17:59 
February 6th 




610 ± 230 
 
600 ± 280 
 
770 ± 300 
 




1330 ± 220 
 
1020 ± 150 
 
1190 ± 240 
 






65 ± 10 
 
66 ± 8 
 




187 ± 55 
 
122 ± 54 
 
198 ± 49 
 




256 ± 49 
 
270 ± 15 
 
322 ± 26 
 




53 ± 22 
 
35 ± 17 
 
38 ± 17 
 




360 ± 150 
 
410 ± 130 
 
370 ± 220 
 
156 ± 36 
 
MACR + MVK 
 
37 ± 13 
 
39 ± 15 
 
54 ± 15 
 




38 ± 17 
 
43 ± 14 
 
66 ± 25 
 




23 ± 14 
 
38 ± 10 
 
91 ± 72 
 




22 ± 10 
 
46 ± 26 
 
76 ± 56 
 




36 ± 11 
 
51 ± 31 
 
61 ± 25 
 




33 ± 15 
 
25 ± 9 
 
23 ± 12 
 




52 ± 2 
 
54 ± 3 
 
65 ± 13 
 




950 ± 240 
 
1850 ± 410 
 
3300 ± 1500 
 




20 ± 1 
 
20.3 ± 0.9 
 
18 ± 1 
 





The large differences in mole fractions of anthropogenic species between marine air masses 
arriving from the south-east, as seen on December 26 th, 2012 and marine air masses arriv- 
ing after travelling along the coast north of Wollongong, as seen on February 6 th, 2013, in- 
dicate that north-easterly winds, which are the dominant sea breeze during the summer in 
Wollongong, can transport pollution from the Sydney basin to the Wollongong region. This 
increase could also potentially be due to greater exposure to coastal roads; however the ob - 









In this section, the mole fractions observed on December 26 th, 2012 and February 13th, 2013 
are used as a clean marine signature for Wollongong, and compared to other measure - 
ments in clean marine environments of the Southern Hemisphere and the tropics. Although 
the air mass that reached Wollongong on February 13th is not as clean as that of December 
26th, as indicated by the higher mole fractions observed for anthropogenic species such as 
NOx, toluene and C8H10, it is included in the analysis because more instruments were opera - 
tional on that day. For example, mole fractions of aldehydes and ketones derived from HPLC 
analysis of 2,4-dinitrophenylhydrazine (DNPH) cartridges are available for February 13 th, but 
not December 26th. These measurements are useful to validate the PTR-MS measurements 
of species such as acetaldehyde. 
 
There are generally few measurements of background VOC mole fractions in the Southern 
hemisphere. Most of the data come from ship cruises and aircraft campaigns. In Australia, 
there are some background VOC measurements available from the Cape Grim Baseline Air 
Pollution Station, which is located on the north-western tip of Tasmania ( -40.683°, 144.689°) 
and is part of the World Meteorological Organisation Global Atmospheric Watch network of 
stations (http://www.bom.gov.au/inside/cgbaps/); however Wollongong is distant enough 
that it is useful to characterise the mole fractions of VOCs present in the clean marine air ar - 
riving at the MUMBA site (-34.397°, 150.900°). 
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The average mole fractions observed during the periods during which marine air reached 
Wollongong on December 26th, 2012 and February 13th, 3013 are repeated for convenience 
in Table 4.7, and compared to values garnered from various sources in the literature. Two of 
these sources relate VOC measurements made at the Cape Grim Baseline Air Pollution Sta - 
tion (Galbally, Lawson et al. 2007, Lawson, Galbally et al. 2011), two others present aircraft 
measurements (Singh, Chen et al. 2001, Singh, Salas et al. 2004) and nine described ship- 
based measurements of mole fractions above the ocean surface in various locations 
(Warneke and de Gouw 2001, Wisthaler, Hansel et al. 2002, Williams, Holzinger et al. 2004, 
Marandino, De Bruyn et al. 2005, Colomb, Gros et al. 2009, Gilman, Kuster et al. 2009, Willi - 
ams, Custer et al. 2010, Peters, Wittrock et al. 2012, Lawson, Selleck et al. 2015). Although 





Biogenic VOCs  (isoprene, monoterpenes and isoprene oxidation products) are excluded 
from this analysis. This is because marine air had to travel over a strip of forested parkland 
before reaching the site and that it is therefore impossible to exclude potential influence 





Methanol is one of the most abundant oxygenated VOCs. It is more or less evenly 
distributed with altitude in the troposphere over the Pacific ocean (Singh, Chen et al. 2001, 
Singh, Salas et al. 2004). Background values measured at the surface in marine air show a 
relatively small spread, with 476-633 ppt observed at  Cape  Grim  in  summer (Galbally, 
Lawson et al. 2007, Lawson, Galbally et al. 2011) and similar values observed over the At - 
lantic ocean both at southern (Williams, Custer et al. 2010) and tropical (Williams, Holzinger 
et al. 2004) latitudes, and over both the southern (Colomb, Gros et al. 2009) and tropical In - 
dian ocean (Wisthaler, Hansel et al. 2002, Singh, Salas et al. 2004). These observed values in 
remote marine air agree quite well with modelled background values (Galbally and Kirstine 
2002, Millet, Jacob et al. 2008). Methanol mole fractions observed in marine air during 
 





from Puckey's Estate is suspected, since vegetation is known to emit methanol (Galbally and 
 
Kirstine 2002, Millet, Jacob et al. 2008). 
 
Acetone is also evenly distributed with altitude in the troposphere over the Pacific 
ocean (Singh, Chen et al. 2001, Singh, Salas et al. 2004), although Singh, Chen et al. (2001) 
noted slightly lower mole fractions in the Southern Hemisphere. Background values meas - 
ured at the surface show a latitudinal gradient, as can be seen from Tabl e 4.7 and as was ob- 
served by Colomb, Gros et al. (2009) in their transect of the southern Indian Ocean as part 
of the MANCHOT campaign. Colomb, Gros et al. (2009) reported 453 ± 114 ppt in pristine 
marine air, which is roughly double what was observed in marine air during MUMBA, and 
nearly four times that observed at Cape Grim in summer (Galbally, Lawson et al. 2007; 
Lawson, Galbally et al. 2011). Colomb, Gros et al. (2009) report diel variations for both acet- 
one and acetaldehyde that correlate well with those of isoprene and the monoterpenes, 
which they say are consistent with emission from phytoplankton during daylight hours, 
either directly or through photochemistry. This is in contrast to Williams, Custer et al. 
(2010), who report acetone mole fractions of 127 ± 38 ppt under remote marine conditions 
in the southern Atlantic ocean, and a similar value (100 ± 16 ppt) under bloom conditions. 
All the mole fractions of acetone discussed so far have been measured using PTR-MS. Singh, 
Salas et al. (2004) used a gas chromatography system aboard an aircraft, and reported 466 ± 
97 ppt of acetone in the 0-2 km layer of the troposphere in unpolluted air over the tropical 
Pacific. This value is in line with PTR-MS values reported by other groups for surface marine 
air over tropical oceans (Warneke and de Gouw 2001, Wisthaler, Hansel et al. 2002, Willi - 
ams, Holzinger et al. 2004). Marandino, De Bruyn et al. (2005) reported a mole fraction of 
361 ± 51 over the western tropical Pacific using atmospheric pressure chemical ionisation 
mass spectrometry (API-CIMS). 
 
It is unclear why Colomb, Gros et al. (2009) observed such high mole fractions of acetone 
between 45 and 49°S. It could be due to local emission or photochemical production, or it 
could be due to some interference in the PTR-MS measurements. Other species, such as 
propanal and glyoxal, are also detected at m/z 59. We have mole fractions for all three spe - 
cies  for  February  13th,  obtained  through  HPLC  analysis  of  DNPH  cartridges.  Acetone, 
between 11:00 and 19:00, was under the detection limit of the method (<46 ppt), whereas 
21 ppt of propanal and 43 ppt of glyoxal were measured. Adding all three species gives a 
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total expected signal at m/z 59 <110 ppt for the afternoon of February 13 th, which is less 
than half what was measured by PTR-MS (270 ± 15 ppt). This could be at least partially due 
to the signal at m/z 59 being calibrated using acetone. Sensitivities for propanal and glyoxal 
are not known. Both species have shorter atmospheric lifetimes than acetone; propanal as a 
lifetime of approximately one day (Singh, Salas et al. 2004) whereas glyoxal has a lifetime of 
approximately 3 hours (Fu, Jacob et al. 2008, Myriokefalitakis, Vrekoussis et al. 2008, Stav - 
rakou, Müller et al. 2009). 
 
Acetaldehyde is another oxygenated species that is more or less evenly distributed 
with altitude in the troposphere over the Pacific ocean (Singh, Chen et al. 2001, Singh, Salas 
et al. 2004). As for acetone, Singh, Chen et al. (2001) noted slightly lower mole fractions of 
acetaldehyde in the Southern Hemisphere than in the Northern Hemisphere. There appears 
to be a latitudinal gradient in the surface measurements, with the lowest values observed at 
Cape Grim (Galbally, Lawson et al. 2007, Lawson, Galbally et al. 2011) and higher ones 
measured over the tropical oceans. The value reported by Colomb, Gros et al. (2009) and lis- 
ted for mid-latitudes in Table 4.7 (290 ± 100 ppt) is higher than might be expected and is in- 
deed higher than what they themselves observed at other times during the cruise. Indeed, 
they measured mole fractions as low as 120 ± 40 ppt during other parts of their voyage, 
which support the hypothesis of local emissions and or photochemical production (dis - 
cussed for acetone above) on the pristine marine leg of their journey. Observed values are 
in general on the low side of the range predicted by Millet, Guenther et al. (2010) over the 
oceans. Acetaldehyde mole fractions obtained through HPLC analysis of DNPH cartridges, 
are also available for the afternoon of February 13th. Acetaldehyde, between 11:00 and 
19:00, was 120 ppt, which agrees very well with the 122 ± 54 ppt measured by PTR-MS. 
 
Formaldehyde is also an oxidation product of isoprene, however it also has a global 
background due to the atmospheric oxidation of methane. Its mole fraction decreases with 
altitude in the troposphere over the Pacific ocean (Singh, Chen et al. 2001, Singh, Salas et al. 
2004), and Singh, Chen et al. (2001) noted no significant difference between mole fractions 
in the Southern and the Northern Hemispheres. Background values measured at the surface 
are quite sparse in the mid-latitudes of the Southern Hemisphere. Our PTR -MS mole frac- 
tion for February 13th (596 ± 278 ppt) is very similar to the one obtained through HPLC ana- 





in the Gulf of Mexico (540 ppt), but nearly twice that reported by Singh, Salas et al. (2004) 
 
in the 0-2 km layer of the troposphere in unpolluted air over the tropical Pacific (see Table 
 
4.7). Satellite observations (Wittrock, Richter et al. 2006) show increased formaldehyde 
total column amounts near the east coast of Australia; this was also noted by Peters, Wit- 
trock et al. (2012) who made DOAS measurements over the Pacific ocean (between Japan 
and Townsville, QLD, Australia). Peters, Wittrock et al. (2012) also reported a strong (x2) diel 
cycle in the formaldehyde total column. The influence of Puckey's Estate on our measured 





PTR-MS measurements of dimethyl sulphide in marine air are fairly common, in 
fact, all of the values reported in Table 4.7 were obtained using this measurement tech- 
nique. Colomb, Gros et al. (2009) found good agreement between their PTR-MS (77 ± 34 
ppt) and GC-MS (91 ± 46 ppt) measurements, with both dataset showing reasonable agree - 
ment (y = 0.96x + 37 (pptv); r = 0.71). In a mixed air-shed like that found in Wollongong, oth - 
er species can interfere with the measurement of dimethyl sulphide at m/z 63 (e.g. ethylene 
glycol), and we therefore did not report dimethyl sulphide mole fractions for the whole 
campaign. On  days during which clean marine air reached the site, however, we have 
enough confidence that the signal is of marine origin to report dimethyl sulphide mole frac - 
tions. The values reported in Table 4.7 for marine air during MUMBA are in agreement with 
those measured elsewhere. Dimethyl sulphide is also emitted as a result of biological activ - 
ity in the oceans, and plays important roles in atmospheric chemistry and climate through 





PTR-MS measurements of acetonitrile are also widespread, with, again, all of the 
values reported in Table 4.7 being derived using this measurement technique. Although 
possible interferences at m/z 42 have been identified (Dunne, Galbally et al. 2012), these 
should not be significant in marine air. Mole fractions of acetonitrile observed in marine air 
during MUMBA are higher (55 ± 9 ppt on December 26th 2012 and 65 ± 10 ppt on February 
13th, 2013) than those measured at Cape Grim (<32 ppt, see Table 4.7) by Galbally, Lawson 
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et al. (2007) and Lawson, Galbally et al. (2011). Colomb, Gros et al. (2009) observed a latit- 
udinal gradient for acetonitrile between 24 and 49°S over the Indian ocean. They reported a 
mole fraction of 23 ± 7 ppt for what they determined to be pristine marine air (between 45 
and 49°S) but 50 ± 10 ppt between 30 and 40°S, which is the latitudinal range in which 
Wollongong is located. Values measured over tropical oceans are even higher than those at 
mid-latitudes, and this gradient is most likely due to the diminishing influence of biomass 





Measurements of aromatic compounds in marine air are relatively scarce. Galbally, Lawson 
et al. (2007) detected 4 ± 1 ppt of benzene at Cape Grim using PTR-MS; Lawson, Selleck et 
al. (2015) reported 10 ppt, 9 ppt, and 10 ppt each of benzene, toluene and C 8H10 over the 
Chatham Rise in the south-west Pacific ocean and Warneke and de Gouw (2001) measured 
9 ± 7 ppt of toluene in the north-west Indian Ocean. Colomb, Gros et al. (2009) observed a 
latitudinal gradient for benzene between 24 and 49°S in the Indian Ocean. 
 
Colomb, Gros et al. (2009) reported a mole fraction of 20 ± 10 ppt for w hat they determined 
to be pristine marine air, but observed 80 ± 40 ppt between 30 and 40°S, which is the latit- 
udinal range in which Wollongong is situated. The mole fractions observed in marine air 
reaching Wollongong for aromatic compounds (benzene, toluene, C8H10  and C9H12) are all 
within one standard deviation of each other. Laws on, Selleck et al. (2015) also observed 
benzene, toluene and C8H10  in similar amounts (they do not report C9H12). The low 




To summarise, mole fractions measured in marine air at the MUMBA site were reported for 
ten VOC species. These are listed in Table 4.7 along with other measurements made in clean 
marine  environments of  the  Southern  Hemisphere  and  the  tropics.  As  the  marine  air 
(defined as air arriving at the MUMBA site whilst low radon levels (<200 mBq/m 3) were 
measured at the ANSTO site in Warrawong) had to travel over a strip of forested parkland 
before reaching the site, it was not possible to evaluate potential marine sources of biogen - 
ic VOCs. High isoprene mole fractions (higher than the campaign average) were observed on 








Table 4.7: Average mole fractions and standard deviation of the mean (in brackets) of selected compounds in marine air during MUMBA, and in marine 
air in other parts of the Southern Hemisphere and the tropics. For the other studies, a range of values is presented when possible, with the lowest value 
being the lowest reported across all the studies included and the highest being the highest reported. All mole fractions are in parts per trillion (ppt) 







Dec 26th, 2012 
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31 Formaldehyde 610(230) 600(280) -- -- 211(144) 
 
33 Methanol 1330(220) 1020(150) 476(26) – 633 546(139) - 680(260) 575(211) – 890(400) 
 
42 Acetonitrile 55(9) 65(10) 25(1) – 32 23(7) – 50(10) 110(20) – 142(20) 
 
45 Acetaldehyde 187(55) 122(54) <4 – 53 290(100) 178(30) – 204(40) 
 
59 Acetone 256(49) 270(15) 61 – 118(5) 127(38) – 453(114) 361(51) – 530(200) 
 
63 Dimethyl sulphide 53(22) 35(17) ~80 – 95 77(34) 50(50) – 89(58) 
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45(4) – 54(4) 
 
64(6) – 111(16) 
1 (Galbally, Lawson et al. 2007) 
2 (Lawson, Galbally et al. 2011) 
3 (Lawson, Selleck et al. 2015) 
4 (Colomb, Gros et al. 2009) 
5 (Williams, Custer et al. 2010) 
6 (Williams, Holzinger et al. 2004) 
7 (Singh, Salas et al. 2004) 
8 (Wisthaler, Hansel et al. 2002) 
9 (Warneke and de Gouw 2001) 
















Isoprene, monoterpenes and isoprene oxidation products were therefore excluded from 
Table 4.7. Mole fractions of formaldehyde and methanol were listed in Table 4.7, despite 
this suspected biogenic influence. 
 
Reported mole fractions for several VOC species measured in marine air at the MUMBA site 
are consistent with observed latitudinal trends, and can therefore be deemed representat - 
ive of clean marine air at this latitude (34°S), including acetonitrile, acetaldehyde, acetone 
and benzene. Mole fractions of toluene, C8H10  and C9H12  were higher than those observed 
elsewhere, but there are very few measurements of these species in the literature and 
these new values are therefore a valuable addition to the few measurements available. Fi - 
nally, the dimethyl sulphide mole fractions measured in marine air at the MUMBA were 
consistent with observations made elsewhere over the oceans. 
 
Overall, marine air brings low mole fractions of most VOCs to Wollongong. The mole frac - 
tions reported in Table 4.7 can be useful as background values for these VOCs in Wollon - 
gong, NSW. Background mole fractions are needed for model validation, as correct repres - 
entation of background values is key to successful modelling of atmospheric composition. 
 
 
4.7        Tropospheric ozone during MUMBA 
 
Tropospheric ozone mole fractions (as measured in the boundary layer) remained relatively 
low throughout the MUMBA campaign, and never exceeded the Australian standard (>100 
ppb for 1 hour or >80 ppb for 4 hours). In fact, there were only fours days on which ozone 
levels exceeded 40 ppb for a few hours, two of which were the hot days (January 8 th  and 
January 18th, 2013) examined in Section 4.4.4. The other two days were January 1st and 
January 22nd, 2013. 
 
In this section, we examine these four days in more detail, starting with a look at the back 
trajectories for those days. Figure 4.29 shows 96-hour back trajectories (Section 4.2.2) col- 
oured by ozone mole fractions (in ppb) as measured at the MUMBA site for the four days on 
which ozone mole fractions exceeded 40 ppb for a few consecutive hours. The plot shows 
that on January 1st, 8th and 18th, air masses arrived from the west, which suggests continent - 
al influence, whereas on January 22nd, the air mass arrived from the north-north-east, sug - 
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gesting a potential Sydney influence (see Section 4.5). Next, local meteorological conditions 




Figure 4.29: 96-hour back trajectories coloured by ozone mole fractions (in ppb) measured at the 




December 31st, 2012 and January 1st, 2013, were both sunny days. Ozone on December 31st 
reached 34 ppb in the afternoon. In the evening, there was a firework display at 21:00 as 
part of new year celebrations that coincided with very light southerly winds. This meant 
that the firework emissions, including VOCs (Drewnick, Hings et al. 2006), were trapped in 
an increasingly shallow boundary layer. Ozone remained high overnight (~27 ppb) and in - 
creased quickly in the morning of January 1st, with mole fractions jumping ~15 ppb to over 
40 ppb within a few hours. Ozone mole fractions remained high until 21:00 in the evening, 
 
when strong winds brought air from the south. 
 
Meteorological conditions on January 8th  and January 18th  were discussed in Section 4.4. On 
both days, ozone increased sharply as the wind shifted to a north-westerly direction, indic- 
ating transport into the region from further afield. On January 8 th, ozone mole fractions 





coincides with the peak formaldehyde and isoprene oxidation products (MACR + MVK) mole 
fractions, brings ozone mole fractions to over 48 ppb. On January 18 th, ozone mole fractions 
jumped to ~50 ppb as soon as the wind shifted to a north-westerly direction. The lack of 
VOC measurements for the remainder of that day excludes the examination of possible local 
production. On both days, ozone remained high until a change in wind direction brought air 
from the south. 
 
On January 21st, winds were from the north-east from 05:00 until the evening, when winds 
shifted to a northerly direction (instead of the more typical southerly direction). These 
winds persisted all through the night to the following morning, with no calm period re - 
gistered. The morning of January 22nd   was bright and sunny, and ozone jumped >35 ppb 
from a low of ~11 ppb at 05:00 to a maximum of ~47 ppb at 12:00. Ozone mole fractions 
might have reached even higher levels, but the afternoon of January 22nd was overcast. 
Ozone remained high until the evening, when relatively strong winds brought air from the 
south. 
 
These four ozone events are all different in terms of the conditions that lead to them, but 
they all have in common that they were followed by a southerly change that brought ozone 
levels back to typical values (~20 ppb, see Table 4.4 for mean values). There is evidence for 
local photochemical production from locally emitted VOCs, following the New Year fire- 
works. There is also evidence for photochemical production from precursors transported to 








4.8        Testing the ability of a regional model to reproduce observations 
 
The main aim of the MUMBA campaign was to provide a detailed dataset that would enable 
the testing of regional atmospheric models. An opportunity arose to do this when Géraldine 
Rea, a visiting student from the Laboratoire de Météorologie Dynamique in Paris, France , 
ran the CHIMERE model for the period of the MUMBA campaign. 
 
 
4.8.1        Description of the CHIMERE model 
 
CHIMERE is an off-line regional chemistry transport model dedicated to studies of regional 
atmospheric pollution events (Menut, Bessagnet et al. 2013). CHIMERE is forced by meteor- 
ological fields, boundary conditions and emissions. The meteorological fields are computed 
using version 3.5.1 of the WRF model (Skamarock, Klemp et al. 2008), with 30 vertical levels 
onto the same 60 km horizontal grid. Grid-point nudging above the boundary layer is done 
using NCEP/GFS global meteorological fields (Kalnay, Kanamitsu et al. 1996). Boundary con- 
ditions for aerosol species and trace gases are from the global model LMDZ-INCA (Folberth, 
Hauglustaine et al. 2006). 
 
Anthropogenic emissions are prepared by EDGAR (http://edgar.jrc.ec.europa.eu/htap_v2) 
from HTAP (Hemispheric Transport of Air Pollution) annual total masses. These global 0.1 
degree x 0.1 degree annual emissions for methane (CH 4), non-methane VOCs, CO, SO2, NOx, 
NH3, PM10, PM2.5, black carbon (BC) and organic carbon (OC) from six (seven for NH3) anthro- 
pogenic sectors are then disaggregated into hourly m odel species and mapped onto the 
specified grid by applying seasonal, daily and weekly fa ctors that are sector-dependent. Bio- 
genic emissions fluxes are calculated using the global Model of Emissions of Gases and Aer- 
osols from Nature (MEGAN, Guenther, Karl et al. 2006) and affect six CHIMERE species (iso- 
prene, α-pinene, β-pinene, limonene, ocimene and NO). MEGAN is based on canopy-scale 
emission factors that are species-dependent and affected by environmental variables such 
as temperature and solar radiation. Fire emissions are calculated using the APIFLAME 
inventory (Turquety, Menut et al. 2014), which provides daily high-resolution fire emissions. 
It uses the classical approach of multiplying the burned area by the fuel load consumed and 
the emission factors specific to the vegetation burned. The location of the fires as well as 





et al. 2010). To adapt the inventory to Australia, emission factors for temperate forests and 
savanna were modified according to the work of  Paton-Walsh, Smith et al. (2014) and 
Smith, Paton-Walsh et al. (2014). In order to determine whether fire significantly affected 
air quality during MUMBA, CHIMERE was run both with and without fire emissions. The res- 
ulting CO time series were compared (not shown), and little influence from fires could be 
detected over the period of the MUMBA campaign. This is in agreement with the very low 
acetonitrile mole fractions observed at the MUMBA site during the campaign. 
 
The model uses the reduced chemical mechanism MELCHIOR2, which includes over 40 spe- 
cies involved in almost 120 reactions (Menut, Bessagnet et al. 2013). The aerosol module 
(Bessagnet, Hodzic et al. 2004) allows the simulation of primary particulate matter and sec - 
ondary species, with the size distribution simulated using a sectional representation. 
 
Three nested simulations were run, on domains that were regular in longitude and latitude. 
The largest is the Australian domain, which was modelled with a 90 km spatial resolution; 
this domain was chosen to ensure that all the remote sources which can impact air quality 
in the smaller domains were captured. The second and third domains were the NSW do - 
main, with a 27 km spatial resolution, and the Greater Metropolitan Region with a spatial 
resolution of 9 km (see Figure 6a in Rea, Paton-Walsh et al. (2016). The vertical discretisa- 
tion was 18 uneven levels, from the surface up to 200 hPa. 
 
During her visit at UOW, Géraldine Rea ran the model and provided hourly chemical concen - 
tration output fields for a 9 x 9 km grid-box over Wollongong for comparison with the meas - 
urements at the MUMBA site. Over 1000 hours of modelled output and observations are 
available for comparison. The model was not optimised for the campaign. The comparison 
below is intended to be a first look at the ability of a regional model to capture the main 
features of the MUMBA observations, and not a demonstration of cutting edge modelling. 
 
 
4.8.2        Comparison of model output with VOC observations during the MUMBA campaign 
 
Many different metrics can be used to assess the ability of a model to reproduce observa - 
tions. In this section, the fraction of model data within a factor of two of the observations, 
the normalised mean gross error, the normalised mean bias and the coefficient of correla - 
tion (r) are tabulated for all species that are present in both datasets, i.e. that were both 
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as well as CO, NOx and ozone (Table 4.8). The normalised mean gross error (NMGE) is calcu - 
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Where M is the model data and O are the observations. The NMGE reveals the relative size 
of the model error for an hour by hour comparison, whereas the N 
 




The median of the model distribution is also tabulated and compared to the median of the 
observed mole fractions. To better illustrate the agreement (or lack thereof) between the 
model and the observations, the model time series and composite diel cycles are plotted 
alongside the observations in Figures 4.30 to 4.33. In all cases, the model data is in blue and 
the observations are in red. The thick line in the composite diel cycles represents the aver - 
age over the entire campaign, and the shaded area is the 95% confidence interval. 
 
In this comparison, average hourly mole fractions measured at a single measurement site 
(point measurement) are compared to hourly-averaged values calculated for the lower- 
most layer (~25 m in height) of a 9 x 9 km model grid-box. The model is therefore not expec - 
ted to capture very local, short-term variations (seen as sharp peaks in the time series in 
Figures 4.30 to 4.33), but should ideally capture variations due to regional influences (seen 
as the fluctuating baseline in the plots shown in Figures 4.30 to 4.33). Ideally, the model 
should also recreate observed diel cycles, indicating that the timing of the emissions is ap - 





Table 4.8: Summary of statistics for the comparison between point measurements during the 
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formaldehyde 0.92 1.2 0.58 1.1 0.88 0.51 
 
acetaldehyde 0.32 0.22 0.51 0.88 0.32 0.53 
 
isoprene 0.18 0.72 0.16 4.8 4.7 0.74 
 
MACR + MVK 0.094 0.34 0.16 5.3 5.1 0.35 
 
toluene 0.20 0.073 0.45 0.67 -0.69 0.33 
 
C9H12  0.099 0.060 0.61 0.58 -0.30 0.38 
 
monoterpenes 0.072 0.080 0.58 0.66 -0.12 0.40 
 
CO 85 77 0.85 0.40 -0.23 0.14 
 
NO 0.88 3.4 0.23 1.6 0.81 0.22 
 
NO2 3.8 6.1 0.48 0.88 0.53 0.35 
 
NOx 4.8 9.9 0.42 1.1 0.62 0.24 
 
ozone 19 13 0.68 0.48 -0.09 0.57 
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Figure 4.30: Comparison between point measurements and CHIMERE output for monoterpenes, 
isoprene and methacrolein and methyl vinyl ketone (MACR + MVK) during the MUMBA campaign. 








Figure 4.31: Comparison between measurements and CHIMERE output for acetaldehyde, 
formaldehyde and ozone during the MUMBA campaign. The CHIMERE output is the lower-most layer 





























































Dec 24   Dec 31    Jan 07  Jan 14 Jan 21 Jan 28  Feb 04    Feb 11 
 



















c.  0.20 
I 


























18  23 
 
12 18 23 12 18 23 
hour hour 
 
Figure 4.32: Comparison between measurements and CHIMERE output for toluene,CgHu and CO 
during the MUMBA campaign. The CHIMERE output is the lower-most layer of the 9 x 9 km grid-box 



























































Figure 4.33: Comparison between measurements and CHIMERE output for NOx during the MUMBA 
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In terms of VOCs, the model does best with the monoterpenes. The model monoterpenes 
are plotted in blue in Figure 4.30 and represent the sum of α and β pinenes, limonene and 
ocimene. The median of the model data is well matched to the median of the observations 
(0.080 vs 0.072 ppb), and so is the diel variation. However, the model misses or underestim - 
ates many monoterpenes peaks, resulting in a relatively low correlation coefficient (0.40). 
Although the model generally underestimates monoterpenes by 12%, it overestimates them 
on the two hot days (January 8th and January 18th, 2013). 
 
In contrast, the model grossly overestimates isoprene. The model predicts mole fractions 
that are nearly 5 times greater than those observed. The correlation coefficient of 0.74 
however, indicates that the timing of the emissions in the model is more or less right. This 
agreement is also evident in the composite diel cycles. The high isoprene mole fractions ob - 
served in the hot days (January 8th  and January 18th, 2013) are captured by the model. The 
model also overestimates the sum of methacrolein and methyl vinyl ketone, which are iso - 
prene oxidation products, by a factor of 5 or so. The low correlation coefficient (0.35) indic - 
ates that transport and/or photochemical processes are not well represented. 
 
The model overestimates formaldehyde and acetaldehyde by 88% and 32%, respectively. 
The correlation coefficient is 0.51 for formaldehyde and 0.53 for acetaldehyde. The median 
of the model data for acetaldehyde is lower than the observed median mole fraction. The 
model underestimates minimum values of acetaldehyde. This is visible in the time series in 
Figure 4.31, where the model underestimates the acetaldehyde background on several oc - 
casions. The composite diel cycles for both species reveal that the timing of the daily max - 
imum is not well captured in the model, with observations peaking before the model in 
both cases. This again, points to poor representation of photochemical processes in the 
model, and/or to issues with meteorological parameters such as wind speed and direction. 
 
The timing for peak ozone is better, however the observations show a shallower and broad - 
er peak than modelled. A look at the time series also shows that the amplitude (the differ - 
ence between daily maximum and daily minimum values) is too great in the model, mean - 
ing that the model tends to overestimate peak values and underestimate minimum values. 
Overall, the model underestimates ozone by a modest 9%, but fails to capture three of the 





As for VOC species of anthropogenic origin, the model underestimates them. Indeed, CHI - 
MERE underestimates mole fractions of toluene and C9H12   by 70% and 30%, respectively. 
The model misses or underestimates several of the peaks associated with local pollution 
events. This is especially clearly seen in the composite diel cycles shown for these species in 
Figure 4.32. The early morning build-up is absent in both cases. The model also underestim - 
ates CO by 23% overall. Both the time series and the composite diel cycle for CO show that 
the model captures the background well, but misses frequent episodes of enhanced CO 
mole fractions. This could be due to the smoothing effect of averaging over a 9 x 9 km grid, 
or to the inventory (HTAP/EDGAR) not adequately representing the main local sources of 
CO, which are associated with steel manufacturing. Although the model underestimates all 
other anthropogenic species, it overestimates NOx  by 62%. Table 4.8 and Figure 4.33 both 
indicate that the model does better with NO2  than with NO, with the model overestimating 
background values of NO, as well as missing the morning peak. This could be associated 
with the model underestimating ozone at that time of day, leading to less NO titration. 
 
 
4.8.3        Investigating model performance 
 
Many factors might contribute to the differences seen between the MUMBA measurements 
and the CHIMERE output. These might include transport, as well as model emissions and 
photochemical processing. There is also the aforementioned scale difference, with the mod - 
el simulating a 9 x 9 km grid-box, while the measurements represent a single point in space. 
Without running sensitivity tests, it is difficult to identify which factors play a dominant role; 





The CHIMERE model not only outputs mole fractions of trace species, but also meteorolo - 
gical parameters such as  temperature, pressure and  meridional and  zonal  winds  (from 
which wind speed and direction can be derived). Comparing these to observations can offer 
insight into whether the model captures, for example, synoptic scale weather systems and 
regional winds such as sea breezes. Figure 4.34 shows the time series for pressure, temper- 
ature and wind direction as well as composite diel cycles for temperature, wind direction 
and wind speed. 
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Figure 4.34: Comparison between measurements and CHIMERE output for meteorological 
parameters during the MUMBA campaign. The CHIMERE output is the lower-most layer of the 9 x 9 
km grid-box that contains Wollongong. The model does fairly well with pressure, temperature and 




The model systematically under-estimates pressure by 19 mbar, but the features are very 
well captured (r = 0.96), indicating that synoptic scale systems are well represented. The 





ive temperature bias is most evident in the composite diel cycle shown at the bottom of Fig - 
ure 4.34. Temperature is used by MEGAN to calculate emissions of biogenic species, but 
considering the good agreement between modelled and observed temperatures, it is un - 
likely that this parameter is responsible for the gross over-estimation of isoprene mole frac - 
tions by CHIMERE. As for wind direction, the model captures the afternoon sea breeze very 
well, and the overall bias in wind direction is only 4 °. Finally, the model overestimates wind 
speeds, especially at night and in the early morning. The modelled wind speed is close to 5 
m s-1  overnight, whereas the observed wind speed is generally below 2 m s -1. Such high 
winds speeds indicate that the stable nocturnal conditions observed during MUMBA are not 
captured by the model, which might help explain why the morning build-up of anthropo - 
genic species is not observed in the model data. 
 
 
Inventories and photochemical processing 
 
As mentioned before, the model was not optimised for the MUMBA campaign, and global 
inventories were used for both biogenic (MEGAN) and anthropogenic (HTAP/EDGAR) emis - 
sions. Here we look at pairs of VOCs as examples to investigate both inventory emissions 
and photochemical processes. The first pair is isoprene and MACR + MVK; the second, tolu - 
ene and C9H12. 
 
Isoprene has a short atmospheric lifetime, and variations in its observed mole fraction are 
expected to reflect variations in its emission, whereas methacrolein and methyl vinyl ketone 
(MACR + MVK) are produced from isoprene through photochemical processes. If the chem - 
ical oxidation of isoprene in the model is too slow, this could explain why the modelled iso - 
prene mole fractions are too high. Figure 4.35 plots the sum of isoprene and its oxidation 
products (MACR + MVK) against isoprene for the entire campaign, coloured by temperature. 
The model results are on the left, and the MUMBA observations, on the right. The solid 
black lines indicate a 1:1 ratio, the 2:1 and 1:2 ratios are shown as the dotted lines. The 
plots reveal that the model reproduces the extent of photochemical processing reasonably 
well, except on the hot days, when it underestimates the abundance (and, presumably, the 
production of) the isoprene oxidation products. 
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Figure 4.35: Scatter plots of isoprene oxidation products against the sum of isoprene and its oxidation 
products, coloured by temperature, showing model data on the left, and observations on the right. 
The solid black line is the 1:1 ratio, the 2:1 and 1:2 ratios are shown as the dotted lines. Note that the 




Figure 4.36: Composite diel cycles showing the ratio of C9H12  to toluene over the course of the day. The 
model data are in blue, on the left, and the observations are in grey, on the right. The model data 
show a ratio of ~0.9 at night and strong depletion of C9H12  relative to toluene during the day; whereas 






This poor representation of photochemical processes on the hot days also affects ozone: the 
model fails to reproduce the high ozone observed on those days. The fact that photochem - 
ical oxidation of isoprene is, for the most part, well captured by the model, indicates that 
the overestimation of isoprene mole fractions is due to emissions of isoprene from MEGAN 
being too high. This issue has been noted in a recent paper assessing MEGAN emissions and 
model biogenic VOC  concentrations for South-East Australia  (Emmerson, Galbally et al. 
2016). 
 
As for the pair of anthropogenic species, toluene and C 9H12, it has already been discussed 
that the model generally underestimates them. What is being investigated here is the ratio 
of one species to the other. Figure 4.36 shows how this ratio varies during the course of a 
day. The model data are on the left, the MUMBA observations on the right. The model data 
show a ratio of ~0.9 at night and strong depletion of C9H12   relative to toluene during the 
day; whereas the observations show a near constant ratio of ~0.4, except for a dip at 08:00 
AEST and a spike at midday. It appears that the two species are not emitted in the right ratio 
in the model, and furthermore that their photochemical processing is not quite right. Either 
C9H12  is oxidised too quickly, or toluene is oxidised too slowly, or both. 
 
To summarise, the CHIMERE model was run for the period of the MUMBA campaign by a 
visiting student. The model matched the observations quite well for monoterpenes, but 
overestimated isoprene and its oxidation products by a factor of ~5. The model also overes - 
timated acetaldehyde and formaldehyde, but to a lesser extent. The overestimation in iso- 
prene and its oxidation products is thought to originate in the emission factor for isoprene 
used in the MEGAN inventory. 
 
On the other hand, the model underestimated the anthropogenic VOC species. Also, the ra - 
tio of C9H12  to toluene does not match the observations. Lastly, the early morning build-up 
of anthropogenic species is not captured by the model, possibly because the model wind 
speeds are too high, especially at night when calmer conditions should be prevalent. 
 
The model also fails to capture three out of the four higher ozone events observed during 
the MUMBA campaign, which has implications on its ability to model regional air quality. 
 
In general, the modelling efforts would benefit from adapted regional inventories and from 
a higher resolution in order to effectively represent point sources. 
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4.9        Conclusions from ambient VOC measurements during the MUMBA campaign 
 
The MUMBA campaign provided a rich dataset characterising atmospheric composition at 
the ocean/forest/urban interface found in Wollongong, NSW. VOC mole fractions measured 
by PTR-MS were combined with measurements of air quality markers such as CO, NO x  and 
ozone as well as with meteorological parameters to investigate sources of VOCs in the re - 
gion. Average ambient mole fractions were determined for 12 VOC species (formaldehyde, 
methanol, acetonitrile, acetaldehyde, acetone, isoprene, MACR + MVK, benzene, toluene, 
C8H10, C9H12 and monoterpenes). The most abundant species measured were methanol, 
formaldehyde, acetone and acetaldehyde. Oxygenated VOCs are ubiquitous in the tropo - 
sphere (Singh, Chen et al. 2001, Singh, Salas et al. 2004) and impact both the oxidising capa- 
city and the ozone forming potential of the atmosphere. In Wollongong during the MUMBA 
campaign, the main source of methanol, acetone and acetaldehyde was the forested es - 
carpment that encircles the region on three sides. VOCs of biogenic origin dominated the 
total VOC burden during the MUMBA campaign. Mole fractions for VOCs of anthropogenic 
origin were much lower, with toluene being the most abundant measured species. Compar - 
ison of current ambient mole fractions of benzene, toluene, C8H10  and C9H12   with historic 
measurements carried out between 1996 and 2001 suggests that the emissions of these 
compounds have decreased over the intervening years. The main source of these com- 
pounds during the MUMBA campaign was identified as vehicular traffic. 
 
The MUMBA campaign took place during the 2012-2013 summer, which was the hottest on 
record at that time. Mean temperatures in January were 0.9°C above the long-term average. 
With climate change, temperatures are expected to increase further, which has implications 
for biogenic emissions of VOCs, since the emissions of many biogenic species are temperat - 
ure dependent. High levels of biogenic VOCs were associated with higher ozone levels on 
two atypically hot days during the campaign. This has potential implications for future air 
quality under a warmer climate. 
 
As many cities in South-East Australia are surrounded by forests (see Emmerson, Galbally et 
al. (2016) for a vegetation map), the observations made in Wollongong can be used as a 
case study to inform air quality implications on a larger scale. 
 
There was influence from Sydney outflow on the Wollongong air shed, as evidenced by elev - 
 





north of Wollongong compared to mole fractions present in marine air that has travelled 
from the south-east. This Sydney influence is suspected to have played a role in the ozone 
event observed on January 22nd, 2013. The importance of this influence likely varies with 
the seasons, as north-easterly sea breezes dominate wind patterns in spring and summer 
but not in autumn or winter (Buchholz 2014). 
 
VOC mole fractions in marine air that had reached Wollongong from the south-east were 
used to determine background values for the 12 VOC species listed earlier, as well as di - 
methyl sulphide. It was not possible to determine marine background values for isoprene 
and its oxidation products or for monoterpenes, due to the local influence of a strip of for - 
ested parkland located between the ocean and the MUMBA measurement si te. All other 
species had mole fractions that were consistent with marine air at these latitudes (34°S). 
Such background mole fractions are useful to constrain regional and global models. 
 
Ozone was relatively low over the campaign. Four events with mole fractions over 40 ppb 
for  a  few  consecutive hours  were observed  during  the  campaign.  These o zone  events 
showed evidence of both local production from local precursor emissions, and local photo - 
chemical production from transported precursors. There was also evidence for direct trans - 
port of ozone itself into the region from further inland on the hot days. All ozone events 
ended with a southerly change (sudden shift in wind direction accompanied with strong 
winds). 
 
Finally, the regional model CHIMERE was run for the duration of the campaign by a visiting 
student. Seven VOC species were both measured during the campaign and modelled. The 
observed mole fractions for these species (formaldehyde, acetaldehyde, isoprene, MACR + 
MVK, toluene, C9H12  and monoterpenes) were compared to model output. The model cap - 
ture monoterpenes reasonably well, but overestimated isoprene and its oxidation products 
by a factor of ~5. It also overestimated formaldehyde and acetaldehyde, but to a lesser ex - 
tent. On the other hand, the model underestimated toluene and C9H12. 
 
The model overestimated peak ozone on most days, but actually missed three out of the 
four ozone events recorded during the campaign, which indicates that important processes 
are not captured by the model as it was run. Future modelling efforts would benefit from 












5.1        Summary of findings 
 
The overall aim of this thesis was to further our understanding of volatile organic com - 
pounds in South-East Australia. This project took advantage of the availability of chemical 
ionisation instruments to measure VOCs in smoke from vegetation fires and in ambient air 
in Wollongong, NSW. 
 
One instrument, the SIFT-MS, is owned by the University of Wollongong and was acquired 
shortly before the commencement of this project. As there was no in-house expertise for 
this technique, part of this project was dedicated to developing this expertise. This included 
learning how to use the instrument, the testing of its capabilities (Appendix A), and method 
development both for sampling and analysing VOCs (Table 3.1 and Appendix D). 
 
The SIFT-MS was used in conjunction with FTIR techniques to characterise smoke from ve - 
getation fires. Five prescribed fires and twenty-two laboratory fires were sampled. E mission 
ratios and emission factors were determined for a total of 22 VOC species. For some of 
these species (butadiene, ethanol and pyrrole), these are the first emission factors available 
for fires in temperate forests. For many others (acetaldehyde, acetone, acetonitrile, acet - 
ylene, benzene, hydrogen cyanide, the sum of furan and isoprene, the sum of methacrolein 
and methyl vinyl ketone, butanone, monoterpenes, toluene and the sum of C 8H10  species), 
these are the first emission factors measured in fresh smoke from Australian temperate 
forest fires. 
 
The data collected at the fires is the most extensive set of measurements for Australian 
forest fires to date. The influence of coarse fuel load and fire phase on VOC emissions was 
investigated. The dataset also highlighted the potential influence of vegetation type and 
composition on the emissions of certain species, including hydrogen cyanide, acetonitrile, 
furan, pyrrole and monoterpenes. 
 
Some species were relatively insensitive to all parameters investigated here (and listed 





systems. These species were acetaldehyde, acetylene, butanone, ethene, formaldehyde, hy - 
 
drogen cyanide and methanol. 
 
The other chemical ionisation instrument used as part of the work presented in this thesis 
was a PTR-MS belonging to CSIRO's Marine and Atmospheric Research division. The PTR-MS 
was in Wollongong, NSW, as part of a large ambient measurement campaign that character - 
ised atmospheric composition at the ocean/forest/urban interface, an environment which is 
typical of many cities in South-East Australia. The PTR-MS measurements yielded an 8-week 
long time series for 12 VOCs from which typical ambient summertime values could be de - 
rived. The PTR-MS data were combined with the meteorological data and measurements of 
CO, greenhouse gases, nitrogen oxides, ozone, radon, and with regional air quality data. This 
combined dataset was then used to investigate VOC sources in the Wollongong region. The 
most abundant VOCs were all oxygenated species (methanol, formaldehyde, acetone and 
acetaldehyde). The main source of the measured VOCs was the forested escarpment that 
circles the Wollongong region to the west. The dominance of natural biogenic VOC sources 
has implications for air quality policy, since emission controls on such sources are not pos - 
sible. The MUMBA campaign took place in summer, and it is possible that anthropogenic 
species dominate in winter. However, there is evidence that anthropogenic emissions have 
decreased over the last two decades and that biogenic emissions are likely to form an im - 
portant part of the VOC budget in other seasons too. This scenario is likely repeated all 
along the east coast of Australia, where most of the population lives. 
 
 
5.2        Outputs from this PhD study 
 
The measurements presented in Chapter 3 contributed new emission factors for VOCs spe- 
cies and a better understanding of factors influencing VOC emissions from fires. The emis - 
sion factors derived from the open-path FTIR measurements at prescribed fires were pub - 
lished in: 
 
C. Paton-Walsh, T. E. L. Smith, E. L. Young, D. W. T. Griffith, and É.-A. Guérette, New 
emission factors for Australian vegetation fires measured using open-path Fourier 
transform infrared spectroscopy – Part 1: Methods and Australian temperate forest 






A copy of the article is included as part of Appendix E. The contribution of the candidate to 
this paper included the experimental work described in Chapter 3, including helping chose 
appropriate spectral windows, and proof-reading of the paper. A second paper, describing 
the SIFT-MS measurements presented here is currently in preparation for submission to At - 
mospheric Chemistry and Physics. These emission factors will be useful whenever ecosys - 
tem-specific values are required. 
 
The CSIRO Pyrotron-based measurements of eucalypt fires probed the effect of coarse fuel 
load and fire phase on VOC emissions. Emission ratios were found to be largely unaffected 
by these parameters. The emission factor for CO; however, was different for every fire 
phase, so that emission factors of VOCs, derived from their emission ratio to CO – were also 
dependent on fire phase. Emission factors were highest for the smouldering phase, and low - 
est for the flaming propagation phase of the fires. The smouldering emissions are less likely 
to be entrained by the convection column created by the fire front and can linger in the 
boundary layer, where they are more likely to cause negative health impacts by contributing 
to poor air quality. 
 
The fire phase dependent emission factors for Australian forest fires derived in this work will 
be integrated in a regional air quality modelling and forecasting framework commissioned 
by the Victorian Department of Environment and Primary Industries 
(http://www.bushfirecrc.com/projects/rc-10/smoke-transportation-and-emissions- 
modelling). This work is lead by Martin Cope at CSIRO. 
 
Several papers describing the Pyrotron experiment and its results are in preparation for 
publication in the scientific literature. One paper will detail the greenhouse gas and VOC 
measurements and will be lead by the author of this thesis. Papers on mercury and particu - 
late emissions are also forthcoming, along with a paper detailing the effect of coarse fuel on 




The MUMBA campaign yielded a rich dataset characterising atmospheric composition at the 
ocean/forest/urban interface. A paper detailing the campaign and some of its findings has 





C. Paton-Walsh, É-A. Guérette, D. Kubistin, R. Humphries, S.R. Wilson, G. Rea, X. Shi, 
D.W.T. Griffith, R.R. Buchholz, D. Dominick, V.A. Velazco, I.E. Galbally, M.D. Keywood, 
S.J. Lawson, K.M. Emmerson, M.E. Cope, P.W. Selleck, M. Cheng, S.B Molloy, M. 
Bhujel, A.D. Griffiths, S.D. Chambers and P.K. Davy, The MUMBA Campaign: Meas- 
urements of Urban, Marine and Biogenic Air, submitted to Atmospheric Environ - 
ment, 2016. 
 
A copy of the manuscript is included as part of Appendix E. For this paper, the candidate col- 
lated the required campaign data, carried out some of the analysis and plotted most figures. 
The candidate also wrote draft versions of the meteorological, marine and biogenic sec - 
tions, and provided comments on the paper at various stages of its preparation. The dataset 
from the MUMBA campaign will be one of the main ones used in a multi-institutional, mul - 
ti-model air quality modelling study as part of Australia's new Clean Air and Urban Land - 
scapes hub (see  http://www.nespurban.edu.au/research-projects/project-one/ ) 
 
The VOC data collected during the MUMBA campaign has already helped evaluate the per - 
formance of the Model of Emissions of Gases and Aerosols from Nature (MEGAN) over 
South-East Australia. This work has been published in Atmospheric Chemistry and Physics: 
 
K. M. Emmerson, I. E. Galbally, A. B. Guenther, C. Paton-Walsh, E.-A. Guerette, M. E. 
Cope, M. D. Keywood, S. J. Lawson, S. B. Molloy, E. Dunne, M. Thatcher, T. Karl, and 
S. D. Maleknia, 2016. “Current estimates of biogenic emissions from Eucalypts un - 
certain for South East Australia”, Atmospheric Chemistry and Physics, 16(11): 6997- 
7011, doi:10.5194/acp-16-6997-2016 
 
A copy of the article is included as part of Appendix E. The contribution of the candidate to 
this publication included preparing the VOC data as described in Chapter 4, and comment - 
ing on the paper at various stages of its preparation. The discrepancy between the observed 
and modelled mole fractions of biogenic species such as isoprene and monoterpenes high - 
lights the need for further characterisation of biogenic emissions in South-East Australia. 
Such a measurement campaign is in the planning stages. 
 
A paper based on the MUMBA VOC work presented in this thesis is planned for publication 
in the scientific literature. The dataset itself will also be made available to other researchers, 





5.3        Concluding remarks and future directions 
 
Our current understanding of changing ozone concentrations and of aerosol formation and 
composition over Australia is limited, in part, by a lack of measurements of typical concen- 
trations of VOCs, and of the sources and processes governing these concentrations. This 
work contributed new emission factors for VOCs in smoke from Australian temperate forest 
fires and typical ambient summertime concentrations of VOCs at the ocean/forest/urban in - 
terface. This type of environment is common all along the east coast of Australia. Biogenic 
VOCs were found to dominate the VOC budget. This was captured by a regional model, 
however the model overestimated the observed mole fractions of isoprene by a factor of 
five. The model also missed some of the high ozone events recorded in the measurements. 
There is therefore significant scope to improve regional modelling results, starting with ad- 
apting inventories to Australian sources. The biogenic VOC data presented here was also 
used to evaluate the MEGAN inventory over South-East Australia. That study highlighted the 
need for further characterisation of biogenic emissions. A large campaign aimed at charac- 
terising such emissions is now in the planning stages. 
 
Although smoke did not significantly impact the measurements made in Wollongong as part 
of the MUMBA campaign, smoke from vegetation fires has the potential to severely impact 
air quality in population centres. The work presented here on fire emissions will be incor- 
porated in a regional modelling and forecasting tool aimed at predicting the impact of fires 
on air quality in nearby areas. 
 
Overall, the work presented here furthers our understanding of VOCs in Australia. There has 
been a dearth of VOC measurements in the Southern Hemisphere, and this work contrib - 
utes much needed data that can help validate models and further our understanding of at - 
mospheric composition and chemistry under the relatively clean conditions of South-East 
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As part of the testing of the capabilities of the SIFT-MS, ambient measurements of formal- 
dehyde and isoprene were made over a period of 48 hours, sampling from the roof of the 
chemistry building on the main campus of the University of Wollongong. The dwell time was 
set at 10 s per m/z and the total measurement cycle lasted approximately 4 minutes. Every 
hour, the instrument measured for 3 cycles (~12 minutes). The three measurements were 
averaged and the resulting time series is plotted in Figure 1. It should be noted that the in- 
strument had not been specifically calibrated for formaldehyde or isoprene at the time, and 
therefore the uncertainty on the concentrations shown on the plot is ±50%. The die l cycle of 
both species is clearly visible in both time series, indicating that the instrument had suffi - 
cient sensitivity to make ambient measurements of selected species. Due to running costs 
however, an intensive measurement program was not attempted. 
 
 
Figure 1: Time series of formaldehyde and isoprene measured by SIFT-MS sampling from the roof of 





An auxiliary system was built for the SIFT-MS to enable zero and calibration measurements. 
Ambient air is pumped through and stripped of its VOCs by passing through a platini - 
um-coated glass wool catalyst heated to 300-400°C. A known flow of calibration gas is then 
introduced via a mass flow controller into the known flow of zero air. The SIFT-MS has three 































Figure 2: The auxiliary system for zero and calibration measurements for the SIFT-MS 
279  
Cylinder ID: CC345925 
Provider: Apel Reimer 
Accuracy: ±5% 
Contents: 
Cylinder ID: CC404196 




Methanol 0.987 ppm Acetylene 
 
Acetonitrile 0.980 ppm Isoprene 
 
Acetaldehyde 1.069 ppm 1,8-cineole 
 
Acrolein 0.991 ppm Dimethyl sulphide 
 
Acetone 1.000 ppm Acetone 
 
Methacrolein 1.004 ppm Acetonitrile 
 
Butanone 1.039 ppm Benzene 
 
Benzene 1.020 ppm Methacrolein 
 
Toluene 0.996 ppm Methanol 
 
m-xylene 0.992 ppm Ethanol 
 
1,3,5-trimethylbenzene 0.985 ppm 1,3,5-trimethylbenzene 
 
chlorobenzene 1.064 ppm ɑ-pinene 
 
ɑ-pinene 1.014 ppm 
 
1,2-dichlorobenzene 1.072 ppm 
 
1,2,4-trichlorobenzene 1.012 ppm 
 











































































Cylinder ID: ALM025971 
Provider: Air Liquide 
Accuracy: ±5% 
Contents: 
Cylinder ID: CC358782 





Formaldehyde 0.84 ppm Formaldehyde 1.10 ppm 
 
 
Acetone 1.14 ppm Acetone 1.09 ppm 
 
 



















Acetylene                               1.03%                                       Benzene                               10.3 ppm 
Carbon dioxide                      1.00%                                       Ethylbenzene                      10.3 ppm 
Carbon monoxide                 1.00%                                       Toluene                                10.4 ppm 
Ethane                                    1.00%                                       m-xylene                             10.2 ppm 
Ethene                                    1.00%                                       o-xylene                               10.2 ppm 
Methane                                1.00%                                       p-xylene                               10.2 ppm 







Appendix C: Evaluation of losses of VOCs from bags over time 
 
 
There was insufficient volume available in most grab samples to allow a second analysis to 
be performed later on, say 8 or 24 hours later. In order to evaluate potential losses of VOCs 
from the bags over time, the emission ratio to CO calculated for each fire sampled at the 
Pyrotron was plotted against the average time elapsed between sample collection for that 
fire, and analysis of the grab samples on the SIFT-MS in Wollongong. CO was measured by 
White cell FTIR immediately after each fires, and its concentration inside the bags is as - 
sumed constant over time for the purpose of this analysis. 
 
All plots reveal very small negative slopes (2-3 orders of magnitude lower than the average 
ER values), which for many species are not statistically significant (p >0.05). This is the case 
for acetaldehyde, acetone, acetonitrile, acetylene, formaldehyde, the sum of furan and iso - 
prene, the sum of methacrolein and methyl vinyl ketone, methanol, the sum of C 9H12  spe- 
cies and toluene. 
 
For benzene, ethene, butanone, monoterpenes and pyrrole, there is weak evidence of 
losses over time, with weak negative slopes being significant at the 95% confidence level (p 
<0.05). However, the correlations are weak (R2 ≤0.21). 
 
Finally, the evidence for losses of butadiene and hydrogen cyanide is slightly stronger, with 
the small negative slopes being statistically significant at the 99% confidence level (p <0.01). 






















TO GET THE INSTRUMENT OPERATIONAL: 
 




If an error message comes up, click OK 
 
If the computer and the software are communicating properly, the software screen should 
show coloured icons. If the screen is completely grey, the instrument might be off or the 
connection between the computer and the instrument is not happening somehow (see 
troubleshooting section). 
 
If the software screen shows coloured icons: 
 
The instrument should already be on STANDBY (pumps running, but microwave source off). 
If unsure, go to the STATUS tab, and click on the big square STANDBY button. 
If the instrument was already in that state, not much will happen. If it wasn’t, you will hear 
 
the pumps kick in and a progress bar will appear at the bottom of the screen. If a pressure 
error occurs during the move to STANDBY, see the troubleshooting section. 
 
Under the STATUS tab, click on the big square READY button 
 




Once the instrument is in READY state, the ion source should be glowing pink. Check this by 





ing section. If the source is glowing, click on the Mode menu and then on Automatic, the in - 
 
strument will automatically launch a series of self-diagnostic tests. 
 
Once all the tests have been successfully performed (~20 minutes? But stick around in case 
of trouble - see troubleshooting section if one of the tests fails), there should be a message 
on screen that reads something like “Waiting for user to initiate scan on LCD panel”. 
 
Click on the stop button (square orange button) and then choose to Abort immediately. 
Click on the Mode menu again and choose Advanced. 
 
CLOSE the BTEX cylinder 
 





TO RUN SAMPLES (once the instrument is operational): 
 
Select the SINGLE SCAN tab: 
 
Choose method eag_pyrotron from the list 
 
Enter bag ID in Sample ID box 
 
Attach bag to the front inlet (labelled V21), and  OPEN the bag 
 
Press START to start the analysis 
 





Repeat these steps for all samples. Once all the samples have been analysed, go to the 
 
STATUS tab and click on STANDBY. 
 
Check pressure in Ar and He cylinders, please let me know if they are running low. 
CLOSE the Ar and He cylinders (and check that the small BTEX cylinder is also closed). 







If the software screen is completely grey: 
 
Press the round button on the front of the instrument (note: the LCD screen does not work) 
down for a few seconds – it will take several seconds for the connection to establish itself, 
so patience is required. 
 
The above should work, but if it doesn’t: 
 
Check that the main switch at the back is at ON (it should be, unless someone had to isolate 



















If a ‘pressure error’ occurs when moving to STANDBY: 
 
The instrument will notify you that it is shutting down. Go to the STATUS tab, and press 
STANDBY again (do not let the instrument completely shut down). You might have to over - 





If the instrument fails a test in Automatic mode: 
 
Run the tests again (it will start from the beginning again – yes, it is annoying) unless: 
 
- it is a CALIBRANT PRESSURE error, in which case, adjust the pressure by opening/closing 





- it is a Argon or Helium error – check that cylinders are open, and not empty!! And then run 
tests again 
 
- BTEX Validation fails (this is the last test). In this case, just stop the tests (Mode à Ad- 
 
vanced, then under the BATCH tab, click on Stop batch and choose to Abort immediately) 
 
If the tests won’t run at all, go to Mode à Advanced, then close down the software (select 
YES when asked whether you are sure). Reopen the software. Go to Mode à Automatic and 
the tests should run. 
 




Go to the MANUAL OPERATION tab 
 
On the right-hand side of the screen, in the Microwave section, you should see something 
called Target pressure 
 
Enter a value that is higher than what is currently there (e.g. 0.4 or 0.45) and press ENTER 
 
on the keyboard 
 
Click on the AUTO button next to Water Adjust 
 
Check that the source is now glowing. 
 
You may have to toggle the Power ON and OFF a few times (AC Power or power, it does not 
seem to matter). 
 
Once the source is on, try decreasing the Target pressure to what it was originally (0.35 or 











Appendix E: Data, submitted and published papers 
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2 The Measurements of Urban, Marine and Biogenic Air (MUMBA) campaign took place in 
 
3 Wollongong,  New  South  Wales  (a  small  city  approximately  80  km  south  of  Sydney, 
 
4 Australia), from 21
st  
December 2012 to 15
th  
February 2013.  Instruments were deployed 
 
5 during MUMBA to measure the gaseous and aerosol composition of the atmosphere with the 
 
6 aim   of   providing   a   detailed   characterisation   of   the   complex   environment   of   the 
 
7 ocean/forest/urban interface that could be used to test the skill of atmospheric models. Gases 
 
8 measured included ozone, oxides of nitrogen, carbon monoxide, carbon dioxide, methane and 
 
9 many of the most abundant volatile organic compounds. Aerosol characterisation included 
 
10 total particle counts above 3 nm, total cloud condensation nuclei counts; mass concentration, 
 
11 number concentration size distribution, aerosol chemical analyses and elemental analysis. In 
 
12 this paper an overview of the campaign and its findings for the urban, marine and biogenic 
 
13 influences are presented, along with comparison to regional scale chemical transport model 
 
14 predictions from CHIMERE. We describe the emissions, meteorology and urban air-shed by 
 
15 presenting a few key air quality indicators measured during the campaign, in order to equip 
 
16 the reader with sufficient understanding of the Wollongong regional influences to use the 
 
17 MUMBA datasets as a case study for testing any chemical transport model. During the 
 
18 campaign  there were two  extreme heat  events,  providing  a potentially valuable test  for 
 
19 models of future air quality in a warmer climate. There was also a prolonged episode when 
 
20 the site sampled clean marine air for many hours. From this episode typical unpolluted 
 
21 marine air mole fractions during summer at this latitude (34ºS) were established for CO2 
 
22 (391.5 ± 0.9 ppm), CH4 (1760.0 ± 0.5  ppb), N2O (325.1 ± 0.1  ppb), CO (52 ± 3  ppb), O3 
 
23 (20 ± 1  ppb), benzene (37 ± 16  ppt) and toluene (24 ± 18  ppt), providing a useful additional 
 
24 measure of background concentrations of these trace gases within this poorly sampled region 
 
25 of the globe. 
 
26 Measurements at multiple nearby sites allow for the comparison of model skill statistics to 
 
27 inter-site consistency. From this it can be inferred that much of the model to measurement 
 
28 discrepancies are the result of high spatial variability of atmospheric gases and aerosols with 
 
29 the  urban  airspace.  For  this  reason,  measurements  from  a  single  site  may  provide  an 
 
30 inadequate test of the ability of a model to simulate average air quality to which the local 
 
31 population  within  the  region  is  exposed.  Like  many  Australian  cities,  Wollongong  is 
 
32 surrounded by dense eucalyptus forest and so the urban air-shed is heavily influenced by 
 
33 biogenic  emissions.  Large  overestimates  of  isoprene  by  CHIMERE  indicated  that  the 
 
1 emissions from this ecosystem are poorly understood and that further research is needed to 
 
2 characterise emissions of volatile organic compounds from Australian eucalypts. 
 
3 Keywords:   VOCs,   Ozone,   Greenhouse   Gases,   Aerosols,   Air   Quality,   Measurement 





6 1.  Introduction 
 
 
7 Recent decades have seen great advances in our understanding of urban air pollution, through 
 
8 both targeted measurement campaigns and widespread long-term air quality monitoring in 
 
9 populated regions [Monks et al., 2009].  The complexity of secondary organic aerosol 
 
10 formation and the strong coupling with gas phase photochemistry means that intensive 
 
11 campaigns are needed that can measure a broad range of gaseous species while 
 
12 simultaneously characterising aerosol properties. Such a comprehensive suite of 
 
13 measurements is generally beyond the scope of long term monitoring programmes. 
 
14 Conversely, long term monitoring programmes, which involve a network of sampling sites, 
 
15 are required to build up an understanding of air quality trends and  population scale exposure, 
 
16 which is a pre-requisite for inferring the health impacts of poor air quality [Shah et al., 2013]. 
 
 
17 The value of intensive measurement campaigns in helping to understand and characterise 
 
18 local atmospheric composition and air quality has been recognised from as early as 1969, 
 
19 when the Los Angeles Smog Project took place [Whitby et al., 1972b]. Since then, many 
 
20 such campaigns have focused on understanding the formation of photochemical smog in the 
 
21 most polluted cities worldwide, with early efforts concentrated in the U.S.A, e.g. in [Gray et 
 
22 al., 1986; Husar et al., 1972; Whitby et al., 1972a]. The formation of secondary organic 
 
23 aerosol has also been of particular interest, with many studies using elemental carbon (black 
 
24 carbon) as a tracer for primary emission of organic carbon; (when the ratio of organic carbon 
 
25 to elemental carbon is higher than that of the emissions, secondary organic aerosol formation 
 
26 is indicated) [Castro et al., 1999; Gray et al., 1986; Turpin and Huntzicker, 1995]. 
 
 
27 A study of photochemical smog in Atlanta first pointed to the strong influence of biogenic 
 
28 volatile organic compounds (BVOCs) on urban air quality [Chameides et al., 1988]. 
 
29 Significant  reductions in anthropogenic VOC emissions and ozone precursors have resulted 
 
30 from tougher air quality legislation in North America and Europe, introduced as a result of 
 
31 growing evidence of the adverse health effects of poor air quality, e.g. [Pope et al., 1995]. As 
 
1 anthropogenic emissions have decreased, the relative importance of BVOCs in urban 
 
2 environments has grown, leading to  increased interest in the complex chemistry of mixed 
 





5 Recently   Wilson et al., [2012] showed that despite decreases in known ozone precursors 
 
6 during the 1996-2005 time period, rural ozone concentrations in Europe showed a slight 
 
7 increase.  Thus  the  importance  of  understanding  background  concentrations  as  well  as 
 
8 pollution sources was recognised. One driver of changes in background concentrations is the 
 
9 long-range  transport  of  pollutants  [Lelieveld  et  al.,  2002],  with  Asian  emissions  being 
 
10 transported  to  the  U.S.A.  [Jaffe  et  al.,  1999]  and  North  American  emissions  impacting 
 
11 western Europe [Fehsenfeld et al., 2006]. Positive trends of urban ozone (O3) concentrations 
 
12 are also observed, with the driver believed to be reduction in emissions of nitrogen oxides 
 
13 (NOX) and hence lower amounts of O3  being titrated out of the urban environment by NOX 
 
14 [Monks et al., 2015]. Many of the features of surface ozone variability in the U.S.A.  [Strode 
 
15 et al., 2015] and more widely across the globe [Cooper et al., 2014], can be understood in 
 




18 In Australia, there have been a number of studies aimed at improving our understanding of 
 
19 ozone  chemistry in  the  cleaner  southern  hemisphere  atmosphere  [Galbally  et  al.,  2000; 
 
20 Monks et al., 1998]; secondary aerosol formation [Cainey et al., 2007] or other air quality 
 
21 issues [Hinwood et al., 2007; Keywood et al., 2015]. There have also been some air quality 
 
22 studies  specifically aimed at testing the Australian Air Quality Forecasting System [Cope et 
 
23 al., 2004] in Sydney [Hess et al., 2004] and Melbourne [Tory et al., 2004]. The primary focus 
 
24 of these studies was testing the prediction of ozone levels in the urban environment [Cope et 
 
25 al., 2005]. More recent studies have examined regional air quality in Wollongong [Buchholz 
 
26 et al., 2016] and the effect of a major fire event on air quality in Sydney and Wollongong . 
 
27 There have also been Australian campaigns focused on understanding aerosol formation and 
 
28 composition, in the urban environment e.g. [Cheung et al., 2011; Cheung et al., 2012]; 
 
29 coastal environments [Cainey et al., 2007; Fletcher et al., 2007; Modini et al., 2009] and 
 
30 within eucalypt forests [Ristovski et al., 2010; Suni et al., 2008]. In addition, there have been 
 
31 some detailed studies to characterise the concentrations of VOCs in the clean background 
 
32 atmosphere in the Australasian region [Colomb et al., 2009; Galbally et al., 2007; Lawson et 
 
33 al., 2015]. 
 
1 In this overview paper, we describe a measurement campaign in the small Australian coastal 
 
2 city of Wollongong, of approximately 292 thousand residents. The Wollongong region is 
 
3 bounded by ocean to the east and by a steep escarpment, covered in eucalypt forest, to the 
 
4 west. The MUMBA campaign was designed to provide a comprehensive characterisation of 
 
5 the local atmosphere that could test the capabilities of atmospheric models to forecast air 
 
6 quality relevant atmospheric composition. In this study, we illustrate this with the chemical 
 
7 transport model CHIMERE [Menut et al., 2013]. Influences from the nearby ocean sources, 
 
8 urban emissions and the  biogenic emissions from the surrounding eucalypt forests were 
 
9 expected to impact the site. This campaign aimed to make detailed measurements of 
 
10 atmospheric composition under the combined influence of these different sources, all of 
 
11 which typically affect the populated regions of the East coast of Australia. 
 
 
12 2.  Measurement Sites 
 
13 The main measurement site (34.397°S, 150.900°E) of the MUMBA campaign was located in 
 
14 a  suburban  region  of  Wollongong  approximately  half  a  kilometre  from  the  ocean.  The 
 
15 instruments were located in and adjacent to an unused Nissen hut that belongs to a childcare 
 
16 centre  located  at  the  University  of  Wollongong’s  campus  east  (see  Figure  1a).  Most 
 
17 instruments sampled from a mast at a height of ~10 m above the surrounding ground level 
 
18 (also shown in Figure 1a). Immediately surrounding the measurement site is a grassy plain 
 
19 with a suburban road to the east and a strip of forested parkland beyond, before the sand 
 
20 dunes and ocean. Prevailing easterly sea breezes brought predominantly marine air to the site 
 
21 during the day. Urban influences from the local metropolitan area and a large industrial area, 
 
22 including a steel works, typically occurred in still conditions or with southerly winds. There 
 
23 is a steep escarpment (400 m high) about 3 km to the west of the site, with the area beyond 
 
24 dominated by eucalypt forest, such that westerly winds brought strong biogenic signals. The 
 
25 population  density within  the  surrounding  area  of  New  South  Wales  (NSW),  including 
 
26 Wollongong and Sydney is shown in Figure 1b. 
 
27 Other campaign sites included the nearby Science Centre (34.401°S, 150.900°E), where a 
 
28 Multi-AXis Differential Optical Absorption Spectrometer (MAX-DOAS) was installed on the 
 
29 roof. This instrument requires good line of sight to the horizon, which was not achievable at 
 
30 the main campaign site. Additional instruments were operated nearby at the University of 
 
31 Wollongong’s main campus (at 34.406°S, 150.897°E). Measurements were also available 
 
32 from the NSW Environment Protection Agency (EPA) air quality station at Wollongong 
 






















































2 Figure 1: (a) Nissen hut that hosted most of the instruments during MUMBA and the sample mast. (b) 
3 Population density map for the region based on Australian Bureau of Statistics data from August 2011 – 
4 http://www.abs.gov.au/AUSSTATS/abs@.nsf/Lookup/1270.0.55.007Main+Features12011?OpenDocument) 
5 (c) Satellite view of the region showing the main MUMBA site (green star), the Wollongong Science Centre 
6 (red square), Wollongong EPA Air Quality station (purple diamond), the University of Wollongong (blue 
7 circle),  Bellambi  Automatic Weather Station (orange hexagon) and  the  ANSTO  radon detector site  at 
8 Warrawong (yellow triangle). The large red square indicates the approximate location of the CHIMERE 
9 grid-space used to compare to the MUMBA observations. Also visible is the large industrial area at Port 
10 Kembla  and  the  extensive  forested  regions  to   the   West.  The   image  was  created  using  website: 
11 www.mapquest.com “© OpenStreetMap contributors”. 
12 
 
1 In addition, measurements of radon are provided by the Australian Nuclear Science and 
 
2 Technology Organisation (ANSTO) from Warrawong (34.48°S, 150.89°E), a suburban site 
 
3 located approximately 10 km to the south of the main MUMBA site. The locations of all of 
 
4 the sites used in the MUMBA campaign are marked on the aerial view of the region shown in 
 
5 Figure 1c. Additional meteorological data are sourced from the  Bellambi Automatic Weather 
 
6 Station (34.37°S, 150.93°E) operated by the Australian Bureau of Meteorology, and from the 
 
7 three EPA air quality sites within the region operated by the Office of Environment and 
 
8 Heritage (at Wollongong, 34.42°S, 150.89°E; Kembla Grange, 34.48°S, 150.82°E and Albion 
 
9 Park, 34.58°S, 150.78°E). 
 
 
10 3.  Description of the Instruments Deployed 
 
11 A  large  range  of  instrumentation  was  deployed  to  enable  a  detailed  characterisation  of 
 
12 atmospheric  composition  during  the  campaign.  Gas  phase  instrumentation  included: a 
 
13 Proton-Transfer-Reaction Mass Spectrometer (PTR-MS) and a multiple tube sampler with 
 
14 adsorbent tubes, for later analysis via gas-chromatography-mass spectrometry (GC-MS) and 
 
15 dinitrophenylhydrazine cartridges, for later analysis by high-performance-liquid- 
 
16 chromatography (HPLC) for volatile organic compounds (VOCs); a Fourier Transform 
 
17 InfraRed (FTIR) spectrometer for carbon monoxide (CO), methane (CH4), carbon dioxide 
18 (CO2), nitrous oxide (N2O), δ
13
C in CO2; and specialty instruments for ozone (O3) using 
 
19 ultraviolet absorption and nitric oxide (NO) and nitrogen dioxide (NO2) using 
 
20 chemiluminescence. Aerosol instrumentation included a HiVol aerosol filter system for 
 
21 aerosol capture onto a filter and later chemical analyses for organic carbon and elemental 
 
22 carbon;  a  Scanning  Mobility  Particle  Sizer  (SMPS)  for  number  concentration  size 
 
23 distribution; a Condensation Particle Counter (CPC) for total particle counts above 3 nm; a 
 
24 Cloud Condensation Nuclei Counter (CCNC) for total Cloud Condensation Nuclei counting; 
 
25 an E-sampler for mass concentration and Streaker-sample for elemental analysis. There was a 
 
26 weather station for local meteorological conditions, a LIDAR for vertical profiles of aerosols 
 
27 and boundary height measurement, and a MAX-DOAS for profiles of aerosols and trace 
 
28 gases (e.g. O3 and NO2). Not all instruments operated for the entire campaign and the dates of 
 
29 operation of each instrument are also given in Table 1. Further details of the instruments are 
 
30 provided in Appendix 1. The FTIR spectrometer uses a drier on the inlet and measured mole 
 






1 Table 1: Measurements made during the MUMBA campaign, tabulated alongside the time resolution, the 
2 instrument type, the organisation providing the instrument and the dates the instrument was operational. 
3 Instruments which ran for the full 8 weeks of the MUMBA campaign are shaded in dark grey, aerosol 
4 instruments that ran for the last 4 weeks and two days of the campaign are shaded in light grey and 
5 instruments that ran for a shorter time period have a white background. 
 
Measured Parameter(s) Time 
Resolution 
Instrument/Technique Institution Dates 
 


























Boundary layer height, 
cloud-base height, aerosol 
loading and vertical 
distribution 
30 s Elastic backscatter at 355nm - LIDAR 
(Leosphere ALS-400) 
ANSTO Dec 21





O3, NO2, BrO, IO and 
H2CO and aerosol loading 
vertical profiles, aerosol 
dominant size mode 
20 min MAX-DOAS UOW Dec 21
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direction, temperature, 
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concentration of cloud 
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1 s Cloud Condensation Nuclei Counter 
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PM10 and PM2.5 elemental 
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VOCs (incl. carbonyls) 8 hours Adsorption tubes – gas chromatography 
mass spectrometry 














3 In  this  overview  study,  we  have  used  the  off-line  regional  chemical  transport  model 
 
4 CHIMERE [Menut et al., 2013] to simulate atmospheric composition during the MUMBA 
 
5 campaign using three nested domains. Nesting is performed one-way, i.e. each simulation is 
 
6 undertaken  consecutively,  starting  with  the  biggest  domain  and  using  the  simulation  as 
 
7 boundary conditions for the next smaller domain, etc. The largest domain has a 90 km spatial 
 
8 resolution and extends past the Australian borders to ensure that most of the significant 
 
9 remote sources of pollution are captured. Nested within the Australian domain is a 27 km 
 
10 resolution  domain  that  encompasses  most  of  New  South  Wales,  Victoria  and  parts  of 
 
11 Queensland. The third nested domain covers the Greater Metropolitan Region of New South 
 
12 Wales at a resolution of 9 km. The vertical discretization is 18 uneven levels, from the 
 
13 surface to 200 hPa and the model outputs chemical composition for each domain at 1 hour 
 
14 time intervals. 
 
15 This version of CHIMERE used log-interpolated meteorological fields from the Weather 
 
16 Research and Forecasting (WRF) Model version 3.5.1 (Shamarock et al., 2008), with 30 
 
17 vertical levels and a 60 km horizontal grid. Boundary conditions are taken from simulations 
 
18 by the global model LMDZ-INCA [Hauglustaine et al., 2004] for trace gases and aerosols 
 
19 including anthropogenic, biogenic, biomass burning and sea-salt sources, with dust estimates 
 
20 from GOCART [Ginoux et al., 2001]. A reduced chemical mechanism is used (MELCHIOR) 
 
21 [Menut et al., 2013] including approximately 120 reactions involving 44 chemical species. 
 
22 Primary emissions and secondary aerosol production are simulated with CHIMERE’s aerosol 
 
23 module [Bessagnet et al., 2004]. 
 
24 Anthropogenic emissions of CH4, non-methane volatile organic compounds (NMVOC), CO, 
 
25 SO2, NOx, NH3, PM10, PM2.5, black carbon (BC) and organic carbon (OC) are included in the 
 
26 model  as  hourly  emissions  calculated  from  global  0.1°  x  0.1°  annual  emissions  from 
 
27 Hemispheric Transport of Air Pollution (HTAP) prepared by EDGAR 
 
28 (http://edgar.jrc.ec.europa.eu/htap v2) after applying seasonal, weekly or daily variability 
 
29 factors depending on the sectors emitting the species. Biogenic emissions of isoprene, α- 
 
30 pinene, β-pinene, limonene, o-cymene and NO are included and are calculated hourly using 
 
31 canopy-scale emission factors in the global Model of Emissions of Gases and Aerosols from 
 
32 Nature (MEGAN, Guenther et al. (2006)).   Dust emissions are calculated hourly using the 
 
1 parameterisation  for  saltation  presented  by  Marticorena  and  Bergametti  (1995)  and  the 
 
2 optimized dust production model as presented in Menut et al. (2013) and (Briant et al., 2014). 
 
3 Fire emissions are daily from the APIFLAME inventory (Turquety et al., 2014), spread 
 
4 evenly throughout the day, with modified emission factors for the Australian region from 
 
5 Paton-Walsh et al. (2014) and Smith et al. (2014). The model releases the fire emissions 
 










10 5.1 Meteorology during the MUMBA campaign 
 
11 The summer of 2012 - 2013 was the hottest summer on record for Australia at the time 
 
12 [White and Fox-Hughes, 2013], although there were no temperature records broken in the 
 
13 Illawarra. There were two extremely hot days in the Wollongong region during MUMBA, 
 
14 with maximum temperatures of 40.4 °C on January 8
th  




15 recorded at Bellambi AWS (below the record of 43.7°C set on January 1
st
, 2006).  Also the 
 
16 campaign  encompassed  the  wettest  January  day  ever  recorded  (139  mm  of  rain  fell  at 
 
17 Bellambi AWS between 09:00 on January 28
th 




18 Figure 2 (lower panel) shows the mean hourly temperature recorded at the MUMBA site over 
 
19 the campaign, along with the temperatures simulated for the grid cell containing Wollongong 
 
20 in the CHIMERE model (see red square in Figure 1c). The two extreme hot days can be 
 
21 clearly  seen  in  this  figure.  Both  events  are  captured  in  the  model  but  the  maximum 
 
22 temperatures reached during the events are underestimated by CHIMERE/WRF. The mean 
 
23 daily maximum temperatures during January 2013 was 25.7°C, which is 0.9°C above the 
 
24 long-term  average  of  24.8°C  and  in  the  95
th   
percentile  of  monthly  mean  maximum 
 
25 temperatures for January at Bellambi AWS (using data from 1988 to the present day). 
 
26 CHIMERE/WRF underestimates the temperature, with a mean bias of -2.3°C, but captures 
 
27 the main features quite well, with a correlation coefficient of 0.82. 
 
28 Comparisons  of  the  winds  measured  at  the  MUMBA  site  during  the  campaign,  to 
 
29 simultaneous  measurements  at  the  three  air  quality  sites  operated  by  the  Office  of 
 
30 Environment and Heritage in the area (at Wollongong, Kembla Grange, and Albion Park), 
 
31 indicated that the air sampled at the MUMBA site was generally representative of the region 
 
32 as a whole  [Guérette, 2016].  Long term average wind data for 3pm each day are publically 
 
1 available from the Bellambi AWS from 1997 – 2010, and this was used for comparison with 
 
2 the wind data recorded at 3pm throughout January during the campaign. The MUMBA site in 
 
3 January 2013 was characterised by slightly less frequent northerly winds and more frequent 
 
4 westerly winds than expected from the long-term average at Bellambi, but otherwise wind 
 
5 patterns were very similar in the two records. The MUMBA site experienced lower wind 
 
6 speeds than the long-term averages at Bellambi (but this may be due to location differences 
 
7 rather  than  atypical  weather  patterns)  [Guérette,  2016].  Thus  we  conclude  that   the 
 
8 measurements  made   at   the   MUMBA  site   during   the   campaign  should   be  broadly 
 






12 Figure 2: Upper panel shows a bar chart of daily rainfall in millimeters from Bellambi AWS. Lower 
13 panel shows the time-series of mean hourly temperature measured during MUMBA (red dashed line), 
14 along with the simulated temperature in CHIMERE for the region (blue line). 
15 
 




















respectively. The general 
 




2 of calmer conditions overnight. Southerly or south westerly winds were more frequent during 
 
3 night time (although north easterly winds sometimes persisted into the night). This pattern 
 
4 was  repeated  all  over  the  Illawarra  (data  from  EPA  air  quality  sites  and  from  UOW) 
 







9 Figure  3:  Diurnal  cycles  of  wind  direction  and  wind  speed  at  the  main  MUMBA  site  and  radon 
10 concentration  at  Warrawong  observed  during  the  campaign.  Observations  are  shown  in  red  and 
11 simulations using CHIMERE are shown in blue, with the dark central line representing the mean and the 





15 Figure 3 shows the diurnal cycles of wind speed and wind direction as measured at the main 
 
16 MUMBA  site  and  simulated  by  CHIMERE/WRF.  The  wind  speed  is  overestimated  by 
 
17 CHIMERE/WRF (with a positive mean bias of 2.38 ms
-1
), and insufficient calm periods are 
 
18 predicted by the model. There is less of a systematic bias in wind direction, with a mean bias 
 
19 of approximately 4º. Importantly the afternoon easterly sea-breeze is well reproduced in the 
 
20 model, and despite some apparent mismatches in the mean wind direction (left-hand panel of 
 































2 Figure 4: Gridded back trajectory frequencies during MUMBA. The surface is coloured by the 
3 percentage of total trajectories which pass through each gridbox. 
4 
5 
6 On a larger scale, the dominant circulation pattern during MUMBA was anti-cyclonic, with 
 
7 the main fetch being principally oceanic (as opposed to continental), which is typical of 
 
8 summer [Chambers et al., 2011]. This is illustrated in Figure 4, which shows a gridded back 
 
9 trajectory frequency plot  for 96-hour pre-calculated  back trajectories  made available for 
 
10 Wollongong through  the “OpenAir” package [Carslaw  and  Ropkins, 2012].  These were 
 
11 calculated  using  the  HYSPLIT  trajectory  model  (Hybrid  Single  Particle  Lagrangian 
 
12 Integrated  Trajectory  Model;   http://ready.arl.noaa.gov/HYSPLIT.php)  every  three  hours, 
 
13 from an initial height of 10 metres and propagated backwards in time for 96 hours using the 
 
14 Global NOAA-NCEP/NCAR reanalysis meteorological fields at 2.5º horizontal resolution. 
 
15 The surface of the plot is coloured by the percentage of total trajectories which pass through 
 









20 Major industrial sources of atmospheric pollutants are listed in Australia’s National Pollution 
 
21 Inventory (NPI, see http://www.npi.gov.au/ ), along with an estimate of diffuse anthropogenic 
 
22 emissions (such as those from traffic). The New South Wales Environmental Protection 
 
1 Agency (NSW EPA) provides a more detailed inventory for the NSW Greater Metropolitan 
 





5 Table 2 shows the equivalent mass of a number of key pollutants emitted to the atmosphere 
 
6 during the 57 days of the MUMBA campaign from the whole of New South Wales (NSW) 
 
7 and from the Wollongong region from these two inventories. The mass of emissions was 
 
8 calculated using the annual data for 2012/2013 from the NPI and the annual data for 2008 
 
9 from the NSW EPA for these two regions and by scaling by the number of days (i.e. 57/365). 
 
10 The percentage contributions to the total emissions of each pollutant from Wollongong in the 
 




13 Despite its reputation as an industrialised city, Wollongong contributed 3.6% or less of the 
 
14 anthropogenic emissions of PM2.5, PM10, NOX, SO2  and VOCs listed in the NPI for New 
 
15 South Wales during 2012/2013 and 5% or less of anthropogenic emissions listed in the NSW 
 
16 EPA inventory for 2008. This is consistent with Wollongong’s relative population, which is 
 
17 3.9% of the total for New South Wales (292 thousand residents of 7.52 million). Only for CO 
 
18 emissions does Wollongong emit more per capita than the rest of New South Wales. For CO, 
 
19 and  all  the  other  key  pollutants  listed  in  Table  2  except  VOCs,  “basic  ferrous  metal 
 
20 manufacturing” is the dominant category of emitters, which represents the steelworks and 
 
21 associated industries at the Port Kembla industrial area. The estimate for total emissions of 
 
22 CO from NSW for a 57 day period is slightly larger (~13%) in the NPI for 2012/2013 than 
 
23 for 2008 in the NSW EPA inventory. However the latter inventory estimates four times as 
 
24 much CO emitted from the Wollongong region than the NPI estimates, which is at least 
 
25 partially explicable by significant retrenchment at the steelworks and other industries around 
 




28 There can also be significant emissions of CO from fires in New South Wales[Rea et al., 
 
29 2016 (in press)], but during MUMBA, very few fires were close enough to potentially impact 
 




1 Table  2: Comparison of emissions  within  New South  Wales (NSW) and  Wollongong estimated  in  the  National 
2 Pollution  Inventory (NPI) for 2012/2013 and  the  NSW EPA inventory for 2008 . Column  2 lists  the total  NSW 
3 emissions in GigaGrams (Gg) for the 57 days of the MUMBA campaign from the 2012/2013 NPI database for each 
4 pollutant listed in Column  1. Column 3 shows the NPI emissions just from  the Wollongong region in Gigagrams 
5 and as a percentage of the total  NSW emissions. Column 6 shows the five most significant  anthropogenic source 
6 types  within  the  Wollongong  region  in  the  NPI,  whilst  column  6 gives the  percentage contribution of direct 
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Basic Ferrous Metal Manufacturing                        93.2% 
Coal Mining                                                                   4.0% 
Electricity Generation                                                     1.7% 
Water Transport Support Services                                 0.4% 



















Basic Ferrous Metal Manufacturing 68.4% 
Solid fuel burning (domestic)  11.3% 
Coal Mining   9.1% 
Motor Vehicles   6.0% 


















Basic Ferrous Metal Manufacturing                      80.4% 
Motor Vehicles                                                              16.1% 
Lawn Mowing                                                            1.3% 
Solid fuel burning (domestic)                                          1.2% 



















Basic Ferrous Metal Manufacturing                       56.4% 
Motor Vehicles                                                              34.2% 
Electricity Generation                                                 3.1% 
Railways                                                                           2.0% 



















Basic Ferrous Metal Manufacturing                      94.8% 
Commercial Shipping/Boating                                       1.5% 
Motor Vehicles                                                               1.3% 
Basic Chemical Manufacturing                                      1.2% 



















Motor Vehicles                                                                40.1% 
Domestic/Commercialsolvents/ aerosols                     16.2% 
Architectural Surface Coatings                                       10.7% 
Solid fuel burning (domestic)                                       8.6% 










1 6.  Urban Air Quality Indicators during MUMBA 
 
2 In this section we present key species associated with air quality (CO, PM2.5 and PM10, SO2, 
 
3 NO,  NO2   NOX,  and  O3,)  along  with  additional  species  (benzene,  toluene,  radon)  to 
 
4 characterise  atmospheric  composition  observed  within  the  urban  environment  during 
 
5 MUMBA. The time-series of the 3 minute average CO measured by the FTIR trace gas 
 
6 analyser at the main MUMBA measurement site, via the inlets on the 10 m mast, is shown in 
 
7 Figure 5. The reported quantity is a mole fraction (moles of CO per mole of dry air), formally 
 
8 in units of nmol.mol
-1
, but in this paper we use the more common shorthand of parts per 
 
9 billion (ppb). Similarly in this paper, units of µmol.mol
-1  
are described as parts per million 
 
10 (ppm) and units of pmol.mol
-1 






























12 Figure 5: Time-series of 3 minute average CO mole fractions (ppb) throughout the MUMBA campaign 
13 
 
14 The time-series is characterised by a large number of enhancements where the mole fraction 
 
15 of CO far exceeds the usual “background” values (seen by the thick undulating baseline of 
 
16 the plot). Enhancements of the order of ten times background levels are not uncommon, 
 
17 however some of these are night-time values and may therefore be the result of build-up of 
 
18 local emissions within the nocturnal planetary boundary layer. The peak 3 minute average 
 
1 values  of  1400  ppb  (and  peak  hourly  average  values  of  860  ppb)  are  well  below  the 
 
2 Australian National Environment Protection Measures (NEPM) ambient air quality standard 
 
3 for CO of 9000 ppb for 8 hours. Another feature is the significant variability of the baseline 
 
4 values which vary from ~ 50 ppb to ~ 100 ppb suggesting large differences between regional- 
 
5 scale air-masses sampled during the campaign. 
 
6 The impact of the different air-masses sampled can be better illustrated using a bivariate polar 
 
7 plot, which shows how a pollutant varies by wind speed and wind direction as suggested by 
 
8 Carslaw et al [2006]. Figure 6 is a bivariate polar plot for CO measured from the main 
 
9 MUMBA site throughout the campaign. Several distinct regions are evident, with the most 
 
10 obvious being the very high concentrations that are measured when the site experiences 
 
11 southerly winds with speeds between 2 and 6 ms
-1
. This direction brings air-masses over 
 
12 central  Wollongong and  also  over the  industrial  area  centred on  the steelworks  at  Port 
 
13 Kembla. In contrast, easterly to south-south-easterly winds bring very low concentrations of 
 




16 Figure 6: Bivariate polar plot showing how the CO mole fraction (ppb) varies as a function of wind speed 
17 (ms-1) and wind direction during the MUMBA campaign. Wind speed is represented by the concentric 
18 circles and wind direction is shown as compass directions, such that the shape of the coloured area 
19 illustrates the wind speeds and directions experienced during the campaign. The colour indicates the 
20 mean CO mole fraction measured under the corresponding wind conditions. All such figures in this study 
21 were created using the “OpenAir” statistical tools for analysing air quality data [Carslaw and Ropkins, 
22 2012] 
 
1 CO mole fractions from the north-east (that also come off the ocean) are nearly double those 
 
2 from the south-south-east indicating that the MUMBA site may be influenced by outflow 
 
3 from the Sydney basin, 80 km to the north. Elevated CO is also measured from the north-west 
 
4 in the direction of the nearest suburban shopping centre, multilane road and local industrial 
 
5 sites   (including   a   coke   works   and   mining   operations).   In   contrast,   relatively  low 
 
6 concentrations are seen from the south-west where there is a steep escarpment and eucalypt 
 




9 To characterise the main pollutants of concern for air quality within the region during the 
 
10 MUMBA campaign, we have used data from the Wollongong EPA air quality site (which is ~ 
 
11 2 km southwest of the main MUMBA site), because monitoring of atmospheric particulate 
 
12 levels at the main MUMBA site was only conducted for just over four weeks of the eight 
 
13 week campaign. The EPA data span the whole campaign and provide a self-consistent dataset 
 
14 to explore air quality in Wollongong during the study period. The monitoring of atmospheric 
 
15 constituents at nearby sites also provides some insights into the variability of atmospheric 
 




18 Table 3 shows the maximum and mean hourly concentrations of six key pollutants measured 
 
19 throughout the eight week MUMBA campaign, along with the relevant NEPM ambient air 
 
20 quality standard. Data are shown from the Wollongong EPA site and from the main MUMBA 
 
21 site (where available). Comparison of the average concentrations of CO, NO2 and O3 implies 
 
22 that the EPA site experienced somewhat more polluted air, with approximately 60% higher 
 
23 CO values, slightly higher NOX and lower O3 on average than the main MUMBA site.  The 
 
24 closer proximity of the EPA site to the Port Kembla industrial area and central urbanised area 
 
25 is implicated with average CO measurements from the University of Wollongong (0.11 ppm) 
 




28 During the MUMBA campaign there were no NEPM exceedances at Wollongong, with 
 
29 maximum values for most pollutants comfortably below recommended levels. In particular 
 
30 both CO and SO2 concentrations are typically orders of magnitude lower than recommended 
 
31 limits, despite the presence of nearby industrial sources.   PM10  is the pollutant that came 










1 averaged over one day. The 18
th 
January 2013 was the hottest day of the campaign and also 
 
2 recorded the highest PM2.5  daily average and highest hourly averages for both PM10  and 
 
3 PM2.5, however these peak values occurred at different times of day and under very different 
4 meteorological conditions. PM2.5  peaked at 48 µgm
-3  
between 12:00 noon and 14:00 when 
 
5 hot northwesterly winds brought air parcels over the nearby eucalypt forests. PM10  levels 
6 were relatively low at this time (averaging 18.8 µgm
-3
over the 2 hours), suggesting that 
 
7 secondary organic aerosol might be a significant source of the high PM2.5. (See Section 8 for 
 









from 18:00-19:00 and 19:00 -20:00 respectively. PM2.5 values are not available during 




13 and 20:00.  During these two hours a southerly change moved through, bringing strong gusty 
 




respectively), suggesting a combination of 
 








19 Figure 7: PM10, PM2.5 and SO2 polar bivariate plots of hourly average measurements from the EPA air 
20 quality station at Wollongong during the MUMBA campaign. 
 
 
1 Table 3: Maximum and mean hourly average concentrations of key pollutants measured at the Wollongong EPA station throughout the MUMBA campaign and 
2 the relevant Australian Air Quality Standards. *Where standards apply over an averaging period of one day, values for daily averages are also given in 
3 parentheses. 
 





Maximum hourly *(& daily) 
 
averages at Wollongong 
 
EPA site during MUMBA 
Mean hourly average at 
 









averages at main 
 
MUMBA site 
CO 9 ppm over 8 hours 1.6 ppm 0.18 ppm 0.86 ppm 0.11 ppm 
NO2 120 ppb over 1 hour 29 ppb 5.7 ppb 23 ppb 5.2 ppb 
O3 100 ppb over 1 hour 66 ppb 15 ppb 54 ppb 18 ppb 
SO2 200 ppb over 1 hour 18 ppb 0.9 ppb n/a n/a 
PM10* 50 µgm
-3 




 n/a n/a 
PM2.5* 25 µgm
-3 




 n/a n/a 
4 * target is no more than one day exceedance per year. 
 
1 Figure 7 shows PM10, PM2.5  and SO2  polar bivariate plots as measured from the EPA air 
2 quality station at Wollongong. The peak values measured on the 18
th  
January 2013, with 
 
3 strong south-easterly winds, show up clearly in  red in the PM10  image, dominating the 
 
4 average values with these wind conditions during the campaign. The high PM2.5  values on 
 
5 this day are less dominant in the polar bivariate plot of PM2.5, with average values being 
 
6 highest  during  moderate  to  strong  southerly  winds.  Nevertheless  enhancement  in  PM2.5 
 
7 accompanying stronger north-westerly winds that brings enhanced biogenic influences is also 
 
8 evident. The polar bivariate plot for SO2 is dominated by a sole feature showing enhancement 
 
9 from southerly winds, which bring air parcels influenced by the Port Kembla industrial area. 
 
10 It is noticeable that the SO2 enhancements are limited to a narrower range of wind directions 
 
11 than the PM2.5 demonstrating that the source of fine particulate matter originates from a larger 
 
12 area than the industrial sources emitting SO2 to the atmosphere. 
 
13 The MUMBA site has significant influences from nearby traffic sources, which are expected 
 
14 to peak during the morning and evening rush hour times. High concentrations of NO and 
 
15 toluene are typically associated with traffic pollution and these measurements can help us 
 
16 understand  the urban  air signatures  at  the MUMBA  site.  Figure  8  (top  left) shows  the 
 
17 variation of NO with the wind speed and direction and has many of the same features that 
 
18 were evident in the CO bivariate polar plot. The polar bivariate plot for NO shown in Figure 
 
19 8 is dominated by the higher concentrations seen with low wind-speeds (0 - 2 ms
-1
). This is 
 
20 simply  the  result  of  boundary  layer  inversions,  often  nocturnal,  which  are  commonly 
 
21 associated with low wind-speeds, reducing vertical transport and trapping local emissions 
 
22 close to the source. The strong signature to the south again implicates the Port Kembla 
 
23 industrial area, with very clean air to the south-south-east. The pollution coming from the 
 
24 north-east is very clear in the NO record. There is a road junction ~ 200 m to the north-east, 
 
25 however the influence is less pronounced for low wind speeds (0 - 2 ms
-1
) than for higher 
 














































2 Figure 8: Bivariate polar plots showing how mole fractions (ppb) of different trace gases vary as a function of wind speed (ms-1) and wind direction at the main 
3 MUMBA site during the campaign. Wind speed is represented by the concentric circles and wind direction is shown as compass directions, such that the shape of 
4 the coloured area illustrates the wind speeds and directions experienced during the campaign. The colour indicates mean mole fraction measured under the 



















3 Figure 9: Average daily variations of mean mole fractions of NO, NOx and toluene during the campaign. 
4 Observations are shown in red and simulations using CHIMERE are shown in blue, with the dark central 
5 line representing the mean and the shaded area the 95% confidence interval. 
6 
 
7 Figure 9 (top left) shows mean NO (ppb) plotted against hour of the day, showing that NO 
 
8 pollution is dominated by a morning peak centred around 05:00 Eastern Standard Time 
 
9 (EST), which is equivalent to 06:00 local time. This timing would be expected for peaks 
 
10 caused by morning traffic pollution combined with the persistence of the nocturnal boundary 
 
11 layer, but could also include a contribution from rapid photolysis of HONO that is present in 
 
12 a transported aged pollution plume [Bari et al., 2003]. Similar peaks are seen in the NOX and 
 
13 toluene plots (see Figure 9 top centre and right). The NOX concentrations are approximately 
 
14 double the NO concentrations during this morning peak, indicating roughly equal amounts of 
 
15 NO and NO2. Freshly emitted NOX from traffic sources will be predominantly in the form of 
 
16 NO, but will be rapidly titrated by O3 to form NO2, such that equal amounts of NO and NO2 
 
17 is indicative of a relatively fresh pollution source. 
 
18 NOX  emissions from the Port Kembla industrial area are also likely to impact the site, 
 
19 however the diurnal cycle of toluene (PTR-MS mass 93), which is predominantly from 
 
20 vehicular emissions, shows all the same features as the diurnal cycle of NOX, confirming 
 




23 A weaker signal would be expected for the afternoon/evening rush-hour since it is both more 
 
24 dispersed in time and more vertically mixed (as the planetary boundary layer is likely to be 
 
25 deeper than in the morning). The combined influences of the typical daily variability in wind 
 
26 direction, wind speed and boundary layer height is illustrated clearly in the daily radon 
 
27 variations (see Figure 3). As expected, the afternoon rush-hour signals are very weak, with 
 
28 small peaks seen in NO, NOX and toluene at around 16:00 EST, which is equivalent to 17:00 
 
1 local time. There are further night-time peaks in NO, NOX and toluene, most likely caused by 
 
2 local evening traffic emissions trapped in the re-established nocturnal boundary layer, with 
 
3 NO accounting for only approximately one quarter of the NOX peak since the production of 
 
4 NO from the photolysis of NO2 is shut off at sunset. Night time O3 values are typically 10 - 
 
5 15 ppb, so there is sufficient O3 to convert NO to NO2. Thus the presence of a peak in NO is 
 
6 further evidence of a fresh source of NOX  and it is likely that the NO, NO2  and O3  diurnal 
 




9 The benzene (PTR-MS mass 79) and toluene polar bivariate plots (shown in the bottom left 
 
10 and centre of Figure 8 respectively), both show strong enhancements at low wind speeds, 
 
11 indicating local sources causing build-up within the nocturnal boundary layer. In contrast, 
 
12 low  concentrations  are  associated  with  marine  air  from  the  south-east,  and  toluene 
 
13 concentrations decrease as the wind speed increases in all other directions, again indicating 
 
14 local traffic as the dominant source. Benzene shows stronger enhancements than toluene from 
 
15 the south (as it is emitted from the Port Kembla steel works) and also from the northeast, in 
 
16 the direction of outflow  from the Sydney basin, consistent with aged  pollution and the 
 
17 different atmospheric lifetimes (months for benzene and days for toluene) [Rasmussen and 
 
18 Khalil, 1983] . 
 
19 The O3  polar bivariate plot (Figure 8 bottom right) shows lowest values with low wind 
 
20 conditions, due to O3  being titrated out by the high concentrations of NO. O3  is also low to 
 
21 the South (probably as a result of titration by NOx emissions from Port Kembla), and usually 
 






2013 when winds were from the NNE and O3  exceeded 40ppb. These 
 
24 events are probably due to outflow of polluted air from the Sydney basin. Whilst there were 
 
25 no O3  exceedances recorded during the MUMBA campaign, the highest values occurred 




2013), with O3 peaking at exceeding 48 
 
27 ppb and 54 ppb respectively, and when there were relatively strong winds from the northwest, 
 
28 where there are the largest biogenic influences. There is little evidence of fires, with low 
 




31 Overall the urban air-shed during the MUMBA campaign has a complex mixture of different 
 
32 influences, including the local industrial and traffic emissions, marine air with high sea-salt 
 
33 content and biogenic influences from the surrounding vegetation. The local steelworks and 
 
1 associated industries are a significant source of CO, NOX and SO2 (and minor source of PM10 
 
2 and PM2.5). Despite the larger total emissions from the steelworks, than from motor vehicles 
 
3 in the Wollongong region overall (see Table 2, NOX  at the MUMBA site appears to follow 
 
4 the same diurnal cycles as toluene and so we conclude that the NOX concentrations at the site 
 
5 are predominantly dominated by traffic emissions. In contrast, the peak O3  concentrations 
 
6 accompany the strong westerlies with large biogenic influences and high temperatures. 
 
7 The complex interactions of these influences mean that the MUMBA dataset provides an 
 
8 excellent test case for regional air quality modelling. We aim to publish the dataset for public 
 









13 Polar bivariate plots for CO, NOX, benzene and toluene (see Figure 6 and Figure 8) all show 
 
14 exceptionally low mixing ratios with winds coming from the south-east. These winds bring 
 
15 air from the ocean and can potentially be used to characterise clean marine air at this latitude. 
 
16 Wollongong  is  more  than  800  km  from  the  nearest  World  Meteorological  Organisation 
 
17 Global Atmospheric Watch (GAW) station at Cape Grim in Tasmania, and so it is useful to 
 
18 characterise the mole fractions present in the clean marine air. Correct modelling of these 
 
19 “background” mole fractions of greenhouse gases and pollutants (away from major sources) 
 
20 is key to successful atmospheric composition and air quality modelling outcomes. 
 




22 2012, which brought unpolluted marine air to the site from 07:00 to 24:00. During this 17 
 
23 hour spell, average winds directions were 156° ± 8° at wind speeds of 4.5 ± 1.1 ms
-1
, and air 
 
24 temperatures and relative humidity were steady at 19.6 ± 0.6 °C and 66 ± 3 %, respectively. 
 
25 Back-trajectories run using the web trajectory service (http://badc.nerc.ac.uk/home/) provided 
 
26 at “The British Atmospheric Data Centre” [NERC, 1995] showed that the air-masses sampled 
 
27 had passed over the Southern Ocean for the 10 days prior to reaching the Australian mainland 
 
28 at Wollongong (see Figure 10a). This analysis was confirmed using the Stochastic Time- 
 
29 Inverted Lagrangian Transport (STILT) model [Lin et al., 2003] to determine the upstream 
 
30 influence  of  the  measurements  over  the  preceding  three  days  (see  Figure  10b).  Further 
 
31 evidence that the air sampled in this time period had minimal terrestrial influence is found in 
 
32 low radon measurements (averaging 202 ± 85 mBq/m
3
) made by ANSTO  in  Warrawong, 
 
1 approximately 10 km to the south of the main MUMBA site.  Radon is an unambiguous 
 
2 indicator of recent terrestrial influences on an air mass, due to a combination of its half-life of 
 
3 3.82 days and the fact that radon is emitted with a terrestrial flux over 500 times greater than 
 
4 the oceanic flux, (Australian radon emissions average 23 mBq.m-
2
s
-1   
from land [Griffiths et 
 




[Schery and Huang, 
 
6 2004])). Radon levels below 200 mBq/m3 were recorded for 11 consecutive hours (from 
 
7 08:00  until  18:00),  confirming  that  the  air  reaching  the  region  during  this  time  was 
 
8 representative of clean marine air free from recent terrestrial influences. Note that the 
 
9 sampled marine air will have accumulated minor amounts of radon during the overland 
 










12 Figure 10: (a) BADC 10 day back-trajectories showing origin of air-masses sampled at the MUMBA site 
13 during 26th December 2012 and (b) equivalent 3-day STILT footprint. 
14 
 
15 Table 4 shows a comparison of the mean concentrations of seven trace gases measured during 
 
16 this “clean marine air episode” on 26
th  
December 2012 from 07:00 to 24:00 with baseline 
 
17 data for the month of December 2012 from the Cape Grim baseline air pollution station on 
 
18 the  north  west  tip  of  Tasmania,  Australia  (40.683ºS,  144.689º  E).  It  is  clear  from  the 
 
19 comparison that the MUMBA site may experience episodes of clean marine air with similar 
 
20 characteristics to that sampled at Cape Grim under baseline conditions. Mole fractions of the 
 
21 greenhouse gases CO2 and N2O measured at the main MUMBA site during the clean marine 
 
22 air episode (391.5 ppm and 325.05 ppm respectively) are very similar to those measured 
 
23 during baseline conditions at Cape Grim in December 2012 (391.16 ppm and 325.1ppm). The 
 
1 CH4  at MUMBA (1760.0 ppb) is very similar to the figure for Cape Grim (1764 ppb), 
 
2 considering expected uncertainties from GAW measurements are ± 3.7 ppb. 
 




4 December 2012 was 52 ± 2 ppb, slightly above the Cape Grim baseline value for December 
 
5 2012 of 45.4 ppb. This is expected due to CO mole fractions increasing with higher latitudes 
 
6 in the Southern Hemisphere, due to mixing of more polluted Northern hemisphere air across 
 
7 the chemical equator [Hamilton et al., 2008; Novelli et al., 1992].  Mean O3 levels during this 
 
8 time were 20 ± 1 ppb, slightly above the campaign average of 18 ppb. This is likely due to 
 
9 minimal loss of O3  via titration by NO, as a consequence of low NO values (0.28 ppb, 
 
10 compared to a campaign average value of 2.7 ppb). NO2  and total NOX  were also low for 
11 Wollongong during the clean air episode of 26
th 
December 2012, with NO2 values averaging 
 
12 0.7 ± 0.2 ppb and NOX  values averaging 1.0 ± 0.2 ppb, compared to campaign averages of 
 




15 Table 4: Comparison of hourly averaged trace gas mole fractions (mean ± standard deviation) in clean 
16 marine air sampled during the MUMBA campaign with Cape Grim Baseline record for equivalent time 
17 period. 
 
 MUMBA 26th December 2012 Cape Grim Baseline December 2012 
CO2 391.5 ± 0.9  ppm 391.16 ± 0.07  ppm 
CH4 1760.0 ± 0.4 ppb 1764 ± 3  ppb 
N2O 325.05 ± 0.06  ppb 325.1 ± 0.2  ppb 
CO 52 ± 2  ppb 45.4 ppb 
O3 20 ± 1  ppb 20 ± 4 ppb   * 
Benzene 36  ± 14 ppt 4 ± 1  ppt  ** 
Toluene 24 ± 10  ppt n/a 
18 *(not baseline filtered) 
 








December 2012. These measurements provide useful information about background 
 
23 concentrations in clean marine air at these latitudes, however the biogenic species and their 
 
24 oxidation products are influenced by the presence of a strip of forested parkland (Puckey's 
 
25 Estate) to the east of the site. Similarly the road that runs to the west of Puckey’s estate, 
 
1 immediately east of the grassland area where the main MUMBA site is located, may bring 
 
2 influences from local traffic emissions with otherwise clean marine air from the east, as also 
 
3 indicated by the measured NOx concentrations. A separate study detailing VOCs measured 
 
4 throughout MUMBA is underway and here we present just benzene and toluene as VOCs 
 
5 typically associated with traffic emissions. 
 
6 During the clean air episode on 26
th  
December 2012 average mole fractions of benzene (37 
 
7 ppt) and toluene (24 ppt) were very low compared to their campaign averages (150 ppt and 
 
8 304 ppt respectively).  Nevertheless, benzene is significantly higher than the value of 4 ± 1 
 
9 ppt measured from 10 February to 1 March 2006 at Cape Grim by Galbally et al., [2007], and 
 
10 the 8 ppt benzene and 9 ppt toluene reported by Lawson et al., [2015]  from Chatham Rise in 
 
11 the south-west Pacific Ocean during the Surface Ocean Aerosol Production (SOAP) voyage 
 
12 in 2012 (between 44.928ºS and 41.261ºS and 172.768ºE and 175.168ºE ). 
 
13 Colomb et al.,[2009] reported 20 ± 10 ppt benzene for latitudes 45ºS to 50ºS, and 80 ± 40 ppt 
 
14 between 30ºS and 40°S. This suggests a strong latitudinal gradient and the latter range is in 
 
15 agreement with the clean air measurement from MUMBA on 26
th  
December 2012 (~34ºS). 
 
16 Nevertheless it is likely that the MUMBA clean air episode of December 26
th 
2012 has small 
 
17 influences from local traffic, or continental plumes, since NOX  levels are higher than those 
 
18 normally associated with pristine marine air. 
 
19 We conclude that clean marine air sampled during the MUMBA campaign provides a useful 
 
20 constraint on background concentrations of a number of trace gases of interest and may 
 









25 The  main  MUMBA  site  is  surrounded  by  a  grassy  field  with  a  suburban  main  road 
 
26 approximately 125 m to the east, beyond which is a strip of forested parkland approximately 
 
27 300 m in width before the beach and the ocean. Dense eucalypt forest lies beyond a steep 
 
28 escarpment approximately 3 km directly to the west with forested regions significantly closer 
 
29 to  the  site  in  the  north-west  direction  (approximately  2.5  km)  than  to  the  south-west 
 
30 (approximately 10 km) – (see Figure 1). Thus, like many Australian cities, Wollongong has 
 
31 large forested regions nearby and biogenic emissions will have a significant impact on the 
 
32 atmospheric composition of the region. In this overview paper we illustrate the main biogenic 
 
1 influences by discussing the measurements of isoprene and monoterpenes throughout the 
 
2 MUMBA campaign. 
 
3 During summertime, westerly winds that bring the largest biogenic influence from the main 
 
4 forested regions are relatively uncommon. However, the MUMBA campaign encompassed 
 
5 two of the hottest days in recorded history in the region, both of which were characterised by 
 
6 strong westerly winds, including January 8
th  
2013, which was New South Wales first ever 
 
7 day to be designated a bushfire risk level of “catastrophic”. On this day, strong north-westerly 
 




9 bringing  air  temperatures  above  40°C  from  14:00  until  17:00  (and  averaging  36.7°C 
 
10 throughout the 16 hour period). Trace gas measurements showed strong biogenic signals, 
 
11 with isoprene mixing ratios nearly an order of magnitude higher than typical measured during 
 
12 MUMBA – peaking with hourly average values in excess of 4.5 ppb, compared to the 
 
13 campaign average daytime value of 0.35 ppb. During this time there was a sustained period 
 
14 of enhanced O3, with values above 40 ppb from 10:00 until 19:00 (compared to campaign 
 
15 average values of 18 ± 9 ppb). However there was no enhancement in PM2.5  values during 
16 this episode, with average measurements of 7.7 µgm
-3  
being very close to the campaign 
 




18 Similar conditions were encountered on January 18
th
, when west-north-westerly winds in 
 
19 excess of 4 ms
-1  
brought air temperatures peaking with hourly mean values above 44°C 
 
20 between 12:00 and 13:00. Unfortunately, the extreme heat necessitated the switching off of 
 
21 many instruments within the Nissen hut, as the air conditioning proved inadequate, so we 
 
22 have no VOC measurements available after 10:00 on this day. However, isoprene levels 
 
23 between 9:00 and 10:00 were already at the highest hourly average levels recorded for the 
 
24 campaign (4.6 ppb), and so we may conclude that during this time the hot westerly winds 
 
25 brought strong biogenic influences to the area. These biogenic signature air-masses also 
 
26 contained the highest hourly average O3  levels measured during the MUMBA campaign, 
 
27 peaking at 66 ppb between 15:00 and 16:00 at the Wollongong EPA station (with the highest 
 
28 hourly value at the MUMBA site being 54 ppb recorded between 10:00 and 11:00 just before 
 
29 the instrument was shut down to prevent overheating). PM2.5 at the Wollongong EPA station 




31 between 12:00 and 14:00 (as described in Section 1). The aerosol measurements at the main 
 
32 MUMBA site did not start until after the two extreme heat days and so we do not have 
 
33 additional measurements of organic and elemental carbon for these events. Nevertheless, the 
 
1 high O3  and PM2.5  values that accompany the high isoprene, imply that biogenic influences 
 
2 are important for both O3  formation and secondary organic aerosol formation in the region. 
 
3 Both hot days brought large enhancements in many VOCs, and some different ratios of 
 
4 biogenic VOCs compared to those measured for cooler days. This has potentially significant 
 
5 implications for secondary organic aerosol formation in a changing climate [Kiendler-Scharr 
 
6 et al., 2009]. 
 
7 The  top  panel  of  Figure  11  shows  the  variation  of  isoprene  (PTR-MS  mass  69)  and 
 
8 monoterpenes (PTR-MS mass 137) with wind speed and direction. Both bivariate polar plots 
 
9 are dominated by the huge enhancements in isoprene and monoterpenes measured during the 
 
10 two hot days with strong north-westerly winds described above. For isoprene there is also a 
 
11 fainter but discernible signal consistent with air coming from the nearby thin strip of forested 
 




14 Isoprene  is  very  short-lived  (1-2  hours)  [Guenther  et  al.,  1995]  and  so  variations  in 
 
15 atmospheric concentrations are expected to be closely aligned with diurnal variations in 
 
16 emissions  and  sinks.  The  middle  panel  of  Figure  11  shows  the  mean  isoprene  and 
 
17 monoterpenes mole fractions (ppb) plotted against hour of the day, with the observations 
 
18 shown in red and the CHIMERE modelled values shown in blue). The diurnal variation of 
 
19 isoprene measured at the MUMBA site has maximum values peaking before noon. This peak 
 
20 is shifted earlier than the pattern expected purely from daytime emissions from eucalypt 
 
21 forests, which would be expected to be highest in the early afternoon as the combination of 
 
22 radiation available and temperatures peak [Kubistin et al., 2010; Nunes and Pio, 2001]. The 
 
23 observed diurnal cycle of mole fractions at the MUMBA site is influenced by emissions and 
 
24 transport to the site, and thus the common occurrence of a north easterly afternoon sea breeze 
 




0.5 1.5  2 2.5 3 3.5 0.05 0.1 0.15 0.2 0.25 
































- MUMBA - 
CHIMERE 




























































































































5 Figure 11: Top panel: bivariate polar plots showing how isoprene (left) and monoterpenes (right) vary by 
6 wind speed  (ms-1  and  wind direction.  Middle  panel:  mean  of isoprene  (left) and  monoterpenes (right) 
7  mole fractions (ppb) plotted  against  hour  of the day, observations are  in red  and  CIUMERE modelled 
8  values in blue, with the dark central line representing the mean and the shaded  area the 95% confidence 
9 interval Lower panel: isoprene (left hand side) and monoterpenes (right hand side) mole fractions in ppb 
10  plotted againsttemperature in •c and coloured by wind speed. 
 
1 In contrast the monoterpenes’ diurnal cycle shows maximum values at night. Monoterpenes 
 
2 are also short lived (0.5 – 3 hours) but their emissions are not as sensitive to changes in light 
 
3 and heat as isoprene, and are emitted at a more constant, but much lower rate, than isoprene 
 
4 [Guenther et al., 1995]. Thus monoterpenes build-up when the nocturnal boundary layer 
 
5 descends and atmospheric vertical mixing is reduced, as can be seen by the high monoterpene 
 
6 values associated with still conditions in the upper right panel of Figure 11. 
 
7 The different influences affecting isoprene and monoterpenes emissions are more clearly 
 
8 illustrated by the scatter plots shown in the bottom panel of Figure 11. Whilst both isoprene 
 




10 the monoterpenes are highest when winds speeds are low. The high monoterpenes and low 
 
11 wind speeds predominantly occur at temperatures below 25ºC, since these are indicative of 
 






15 Figure 12: Time-series of CHIMERE simulations over the 9km x 9km grid-box containing Wollongong, 
16 plotted  with  the  corresponding point  measurements  of  monoterpenes and  isoprene  from  the  main 
17 MUMBA site. 
18 
 
19 The pattern of the diurnal cycles of both isoprene and monoterpenes at the MUMBA site are 
 
20 simulated  well  by  the  CHIMERE  model  (see  Figure  11),  but  there  is  a  very  large 
 
21 overestimation of isoprene by CHIMERE (nearly a factor of 5) despite a good correlation 
 
1 factor of 0.74. The large overestimate of isoprene in the model is contrasted by a small 
 
2 overall underestimate in monoterpenes, seen clearly in the time-series shown in Figure 12. 
 
3 The model bias is not simply a mixing effect because on the hot days (when we have strong 
 
4 westerlies  and  therefore  good  mixing across the CHIMERE  grid-box) we see the same 
 
5 discrepancies for isoprene, with model values overestimated by nearly a factor of 5, whilst 
 
6 monoterpenes are slightly higher in the model than in the observations (approximately 20%). 
 
7 One possible reason for CHIMERE over predicting isoprene mole fractions is if the chemical 
 
8 oxidation of isoprene proceeds too slowly in the model. This can be tested by comparing the 
 
9 ratio of isoprene oxidation products methacrolein and methyl vinyl ketone (both measured by 
 
10 the  PTR-MS  at  mass  71),  to  the  sum  of  isoprene  and  these  oxidation  products.  If  the 
 
11 oxidation chemistry is proceeding at the observed rates then the modelled and observed ratios 
 





15 Figure 13: shows the oxidation products of isoprene (methacrolein and methyl vinyl ketone), plotted 
16 against the sum of isoprene and these oxidation products. PTR-MS measurements from MUMBA are 
17 shown in red and CHIMERE model results in blue. The plot is scaled to show the measurement results in 
18 detail, and do not include highest values for either measurements or model. 
19 
 
20 Since  the  large  overestimate  of  isoprene  by  CHIMERE  cannot  be  explained  by  either 
 
21 incorrect atmospheric mixing in the model, nor by incorrect chemical reaction rates, the 
 
1 model overestimation suggests that the biogenic emissions of isoprene are too large in the 
 
2 model. Given that the monoterpenes are better represented it may be that the pattern of 
 
3 emissions from eucalypts predicted by MEGAN is incorrect. A similar conclusion has been 
 
4 made in a concurrent study of biogenic VOCs from Australia by [Emmerson et al., 2016 
 
5 (submited)], which suggests that mature eucalyptus forests may emit less isoprene and more 
 
6 monoterpenes than young Eucalyptus trees (less than seven years old), which were used to 
 
7 determine the original emission factors in MEGAN. Measurements of biogenic emissions 
 
8 from this ecosystem are scarce and further research is needed to better characterise biogenic 
 











14 There is a growing understanding of the impact of poor air quality on premature deaths 
 
15 worldwide [Lelieveld et al., 2015], underlining the importance of accurate modelling of air 
 
16 quality in populated areas. Here we compare measurements of PM10  and PM2.5  from the 
 
17 Wollongong EPA site and O3, NOX, CO and toluene from the main MUMBA site to the 
 
18 predictions from the chemical transport model CHIMERE. The comparison is of average 
 
19 hourly values from the measurement sites with average hourly values within a 9km by 9km 
 
20 grid  box  from  CHIMERE,  (that  encompasses  both  measurement  locations  as  well  as 
 
21 substantial surrounding areas, including the UOW measurements (See Figure 1)). Thus the 
 
22 model is not expected to be capable of simulating the short term peaks in the measurement 
 
23 data  that  result  from  localised  events,  but  should  have  better  skill  at  reproducing  the 
 
24 fluctuations in the baseline data that represents regional scale changes in air-mass. We also 
 
25 show some comparisons of simultaneous measurements made at different sites within the 
 
26 CHIMERE grid box, as an indication of whether differences between model and observations 
 
27 result from fundamental inaccuracies in the model, or from measurement sampling issues (i.e. 
 
28 sub-grid variability that means that a single point source poorly represents the average model 
 
29 area). This is an important point to note, since the location of air quality stations are chosen 
 
30 with  the  aim  that  point  measurements  will  provide  a  good  indication  of  the  typical 
 
31 concentrations of air pollutants within the area, to which the local population is exposed. 
 
1 The model has been set up for the New South Wales region, but has not been adapted with 
 
2 any  specialised  local  inventories  for  anthropogenic  or  biogenic  emissions.  Thus  this 
 
3 comparison  should  be  considered  a  basic  benchmark  for  the  capabilities  of  a  regional 
 
4 chemical transport model, rather than a demonstration of state-of-the-science capabilities. 
 
5 Further comparisons with high-resolution models specifically adapted for the New South 
 
6 Wales  region  (including  detailed  local  emissions  inventories  from  the  NSW  EPA)  are 
 




9 Basic skill statistics for the comparison of CHIMERE 9km x 9km grid output to point 
 
10 measurements of PM10 and PM2.5 at the NSW EPA station at Wollongong, and measurements 
 
11 of CO, O3, NOX  and toluene, isoprene and monoterpenes from the main MUMBA site are 
 
12 given in Table 5. Time-series showing model and observations for all these species are shown 
 
13 in Figure 14 and Figure 12. For comparison, Table 5 also shows in parenthesis statistics 
 
14 comparing  CO  at  the  UOW  site  and  O3   and  NOX   from  the  Wollongong  EPA  site  to 
 
15 measurements at the main MUMBA site. (Publically available CO measurements from the 
 
16 Wollongong EPA site are provided in units of ppm with one decimal place resolution and so 
 
17 are not appropriate for this comparison. For this reason CO measured from the University of 
 




20 The top panel of Figure 14 shows the time-series of point measurements of PM10  from the 
 
21 NSW EPA station at Wollongong alongside CHIMERE simulations over the 9km x 9km 
 
22 grid-box  containing  Wollongong.  Overall  the  model  appears  to  capture  the  majority  of 
 
23 fluctuations in the baseline of the observations, although, as expected, not all of the peaks are 
 
24 simulated by the model. In particular, CHIMERE significantly underestimates the peak PM10 
25 values on the 18
th  
January 2013, despite predicting a peak to occur at this time. CHIMERE 
 
26 correctly predicts peak values in excess of 100 µgm
-3  




27 January 2013, although the model’s peak values precede the observations by a couple of 
 
28 hours.  Despite  appearing  to  reproduce  the  observations  reasonably  well,  the  correlation 
 
29 coefficient is low at only 0.19. This poor correlation is likely to be driven by the inability of 
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2 Table 5: Basic skill statistics for CHIMERE 9km x 9km grid to point measurements of PM10 and PM2.5 at 
3 the NSW EPA Air Quality station at Wollongong, and measurements of CO, O3, NOX, toluene, isoprene 




































7 For comparison statistics are also shown in parenthesis comparing *CO at the UOW site and **O3 and 
8 ***NOX from the Wollongong EPA site to measurements at the main MUMBA site 
9 
 
10 The model performs better on the other three basic skills tests that we applied, with 77% of 
 
11 model hourly PM10 simulations within a factor of two of the observations, a normalised mean 
 
12 gross error of 46% and a relatively small positive normalised mean bias of 14% (with model 
 
13 overestimating the measurements).   Boylan and Russell, [2006] recognised that air quality 
 
14 modelling of particulate matter was not as refined as modelling of ozone and other gaseous 
 
15 species. They suggested performance goals (the level of accuracy that is considered to be 
 
16 close to the best a model can be expected to achieve) and criteria (the level of accuracy that is 
 
17 considered to be acceptable for modelling applications) that were based upon analysis of the 
 
18 performance of air quality models in the USA. The model skill for PM10  meets the model 
 








1  normalised gross error should be less than 50% and the normalised mean bias should be less 
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4 Figure 14: Time-series of CHIMERE simulations over  the  9km  x 9km  grid-box containing Wollongong, 
5 plotted with  the  corresponding point  measurements of PM 10   and  PM2.5 at the  NSW  EPA  Air  Quality 
6 station at Wollongong, and  measurements of CO and  NOx from the  main MUMBA site. 
 
1 The time-series of measured and modelled PM2.5 is shown in the second panel of Figure 14. 
 
2 Despite the model again capturing most of the fluctuations in baseline amounts of PM2.5, 
 
3 there is a clear positive bias, more peaks that are missed in the model and several predicted 
 
4 peaks which are not present in the observations. Statistically, the model performance is 
 
5 significantly worse on all four measures for PM2.5 than for PM10. However CHIMERE’s skill 
 
6 for PM2.5  is only just outside the basic model performance criteria defined by Boylan and 
 
7 Russell, [2006] that the normalised mean gross error should be less than or equal to 75% and 
 




10 A similar pattern is seen for CO, toluene and monoterpenes with the fluctuations in the 
 
11 baseline captured by the model, but several peaks missed or underestimated. This suggests 
 
12 that for these gaseous species the regional scale variation is well represented, but local 
 
13 hotspots are missed. This is supported by the comparison of simultaneous measurements of 
 
14 CO at the main MUMBA site and at UOW. The skill statistics (using UOW CO as a predictor 
 
15 of  the  MUMBA  CO  mole  fractions)  are  broadly  comparable  to  the  skill  statistics  for 
 
16 CHIMERE, with the alternative site measurements showing slightly better correlation and 
 
17 lower bias, but slightly lower proportion of data within a factor of two and slightly higher 
 
18 normalised mean gross error than the model. Thus we can conclude that CHIMERE performs 
 
19 reasonably well in predicting CO mole fractions in the Wollongong region and may likely be 
 




22 In contrast NOX  values display a significant positive bias, with the model overestimating 
 
23 mean NOx levels by 61%. The comparison of NOX  measurements between the two sites 
 
24 shows good correlation (r=0.60) and very low normalised mean bias (3%), but relatively high 
 
25 normalised gross error (64%) and only 57% of values within a factor of two of each other, 
 




28 From the O3  time-series shown in Figure 14, it can be seen that CHIMERE predicts larger 
 
29 peak O3 amounts than are observed at the MUMBA site. The peaks in the measurements are 




31 and January 18
th
. The same is true of the comparison to peak amounts measured at the 
 
32 Wollongong EPA site. (These are not shown in Figure 14 for better clarity). Despite these 
 
33 discrepancies the skill statistics for O3  are relatively good, with a correlation coefficient of 
 
1 0.57. Mean CHIMERE O3 is biased low compared to the MUMBA site (by 1.1ppb) and high 
 
2 compared to the Wollongong EPA site (by 2.3ppb), again highlighting variability within the 
 




5 We conclude that the standard CHIMERE set-up provides a reasonable prediction of air 
 
6 quality indicators in the Wollongong region especially for CO and PM10, and could be likely 
 
7 be improved for these and other pollutants, by incorporating more detailed local knowledge 
 
8 of  emissions.  Furthermore,  we  conclude  that  a  significant  proportion  of  the  differences 
 
9 between model and measurements (that reduce the air quality model’s skill statistics), are 
 




12 The existence of large temporal and spatial variability within an urban air-shed, (especially 
 
13 one like Wollongong that includes a major industrial source area), means that a single point 
 
14 source measurement is not truly representative of the whole area simulated in the model. Both 
 
15 the measurements and the model are designed to produce an estimate of the air quality within 
 
16 the region to which the local population is exposed. Ideally we need observations capable of 
 
17 testing the model’s ability to simulate the average air quality within the region. In order to 
 
18 address this issue, model and measurement scales need to be more comparable. The capability 
 
19 to improve the comparability of scales exists for many gaseous species, by using kilometre 
 
20 scale open-path measurements that provide path-averaged concentrations and comparing to 
 









25 The combined datasets from MUMBA provide a powerful tool for testing the skill of air 
 
26 quality models in the complex environment of urban, marine and forest influences that exists 
 
27 in coastal Australia, where the majority of its inhabitants live. This overview paper aims to 
 
28 provide the reader with sufficient understanding of the MUMBA campaign to use the datasets 
 
29 as a test case for any air quality model, including an understanding of the Wollongong urban 
 
30 air-shed, regional topography, emissions and meteorology. During the eight week campaign 
 
31 the  MUMBA  site  experienced  some  very  different  conditions,  ranging  from  relatively 
 
32 polluted  air  (with  local  urban  pollution  from  traffic  and  nearby  industrial  sources),  to 
 
33 unpolluted marine air with composition akin to that representative of the remote marine 
 
1 boundary  layer  measured  at  the  Cape  Grim  station  under  baseline  conditions.  Typical 
 
2 unpolluted marine air mole fractions during summer at this latitude (34ºS) were established 
 
3 for CO2 (391.5 ± 0.9 ppm), CH4 (1760.0 ± 0.5 ppb), N2O (325.1 ± 0.1 ppb), CO (52 ± 3 ppb), 
 




6 During the campaign there were two extreme heat events when westerly winds brought 
 
7 strong biogenic influences from nearby forested regions. The measurements of atmospheric 
 
8 composition during these events provide data that could prove to be a valuable test of models 
 
9 of future air quality in a changing climate. 
 
10 The regional chemical transport model CHIMERE showed good skill at reproducing the 
 
11 regional scale fluctuations in PM10, CO, toluene and monoterpenes. Measurements at two 
 
12 nearby sites demonstrated the large temporal and spatial variability with the urban airspace, 
 
13 such that the 9km by 9km resolution of the model run was insufficient for capturing localised 
 
14 peak  values  within  an  urban  area  containing  a  large  industrial  source.  It  is  clear  that 
 
15 modelling at a higher spatial resolution would be preferable for prediction of air quality 
 
16 within a coastal city such as Wollongong, and that measurements that match the model’s 
 
17 spatial scales would provide a more rigorous test of the model’s skill. Despite CHIMERE’s 
 
18 success  in  predicting  monoterpene  amounts  during  MUMBA,  the  model  overestimated 
 
19 isoprene by nearly a factor of five. We conclude that emission characteristics from Australian 
 
20 eucalypt forests are poorly represented in the model and further research is needed to better 
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17 Appendix 1: Details of the Instruments Used 
 
 
18 1.  PTR-MS (MUMBA site) 
 
19 An “IONICON” proton transfer reaction mass spectrometer (PTR-MS) from CSIRO operated 
 
20 throughout the MUMBA campaign (see Table 1). The PTR-MS was installed along with the 
 
21 auxiliary  equipment  that  controls  the  flow  rate  and  incorporates  regular  sampling  of 
 
22 calibration  gases and  “zero air” [Galbally et  al., 2007]. The instrument performed zero 
 
23 measurements twice daily for 40 minutes each time (at 00:50 and at 15:00) by sampling 
 
24 ambient air that had been stripped of volatile organic compounds (VOCs) by passing through 
 
25 a  platinum-coated  glass  wool  catalyst  heated  to  350°C.  A  multi-species,  single-point 
 
26 calibration was performed daily (from 01:30 until 03:00) by introducing a known flow of 
 
27 calibration standard into the zero air stream. Calibration mole fractions were ~10 to 20 ppb 
 
28 for each VOC present in the standard. 
 
29 The PTR-MS was operated using H3O
+ 
ions only and was programmed to scan through its 
 
30 range of mass-to-charge ratios (m/z) with a dwell time of one second, for a total cycle time of 
 
31 about three minutes.  Species measured included benzene, toluene and xylenes and trimethyl 
 
32 benzenes  (characteristic  of  urban  air  and  vehicular  pollution),  isoprene  and  terpenes 
 
33 (characteristic  of  biogenic  sources)  and  acetonitrile  (characteristic  of  biomass  burning 
 
34 sources). Mole fractions of volatile organic compounds were calculated from the PTR-MS at 
 
35 the following masses: formaldehyde (mass 31), methanol (mass 33), acetonitrile (mass 42), 
 
1 acetaldehyde (mass 45), acetone (mass 59), dimethyl sulphide (mass 63); isoprene (mass 69); 
 
2 isoprene oxidation products methacrolein and methyl vinyl ketone (mass 71); benzene (mass 
 
3 79); toluene (mass 93), xylenes (mass 107), trimethyl benzenes (mass 121) and monoterpenes 
 
4 (mass 137). Further details of these measurements, calibrations and corrections can be found 
 





7 2. SIFT-MS (MUMBA site) 
 
8 A “SYFT VOICE100” selective ion flow tube mass spectrometer (SIFT-MS) was deployed to 
 






ions. Some of the 
 
10 target VOCs were below the detection limit under clean marine air conditions. For this reason 
 
11 the SIFT-MS data will be used only as part of an intercomparison study that will compare the 
 
12 measured VOC concentrations made by the PTR-MS and SIFT-MS [Guérette, 2016]. 
 
 






February 2013, continuous VOC measurements made using the PTR-MS 
 
15 were supplemented by integrated measurements collected on the VOC sequencer. The VOC 
 
16 sequencer passes air samples through two different adsorbent tubes to collect the VOCs and 
 
17 the carbonyls respectively. These tubes were taken back to CSIRO for analysis on a gas 
 
18 chromatography  mass  spectrometer  (GC-MS)  for  VOCs  [Cheng,  2015]  and  HPLC  for 
 
19 carbonyls [Lawson et al., 2015], allowing for unambiguous species identification (which is 
 







23 4. FTIR  Trace  Gas  Analysers  (MUMBA  site  and  University  of 
 
24 Wollongong site) 
 
25 Two  separate  FTIR  based  trace  gas  analysers  were  operated  as  part  of  the  MUMBA 
 
26 campaign – one at the main MUMBA site and the other at the University of Wollongong 
 
27 main campus. These trace gas analysers measure carbon dioxide (CO2), methane (CH4), 
 
28 carbon monoxide (CO) and nitrous oxide (N2O) in air with precision and accuracy that meet 
 
29 the World Meteorological Organisation - Global Atmosphere Watch standards for baseline 
 
30 air. In addition the instrument can measure and 
13
C in CO2  and retains the spectra allowing 
 
31 post analysis for other infrared active  trace gases in highly polluted episodes [Griffith et al., 
 
1 2012]. Both instruments ran uninterrupted throughout the whole MUMBA campaign, with 
 




January 2013. In theory the instrument could be retrospectively recalibrated at the 
 
4 higher temperatures but since all other instruments had been switched off in the heat this was 
 




7 5. NOX and O3 Monitors (MUMBA site) 
 
8 Throughout the MUMBA campaign O3  and NOX  measurements were made using monitors 
 
9 that utilised UV absorption and chemiluminescence techniques respectively. The UOW NO- 
 
10 NO2-NOX    monitor  (TEI  42i,  Thermo  Scientific  Instruments)  detects  NO  using  the 
 
11 chemiluminescence technique. NO2 is measured via decomposition to NO by passing over a 
 
12 molybdenum converter. The difference between the NO concentrations in the two samples is 
 
13 used to calculate the NO2  concentration. One issue with this technique is that other nitrates 
 
14 (such as PAN and HNO3) may be present and are also converted to NO by molybdenum but 
 
15 with different unknown efficiencies [Steinbacher et al., 2007]. In order to get an indication of 
 
16 the likely level of this problem a second NOX monitor from CSIRO was deployed in the last 
 
17 two weeks of the campaign. This NOX  monitor uses a blue-light converter so that only the 
 
18 NO2 is converted photolytically to NO [Fehsenfeld et al., 1990]. 
 
 






February 2013 a suite of microphysical particle counters were 
 
21 operated at the main MUMBA site taking ambient air through an 8 m copper inlet mounted 
 
22 on the mast at a height of ~9.5 m above the surrounding flat area. 
 
23 An ultrafine condensation particle counter (uCPC, TSI model 3776) measured the total in-situ 
 
24 number concentration of condensation nuclei >3 nm. Particles enter a supersaturated butanol 
 
25 chamber and all particles > 3nm are grown to sizes that were able to be counted with a 
 
26 standard optical counter. 
 
27 A Cloud Condensation Nuclei Counter (CCNC) made by Droplet Measurement Technologies 
 
28 was used to measure the total number concentration of Cloud Condensation Nuclei (CCN). 
 
29 The instrument operates by similar principle as the CPC, where aerosols are passed through a 
 
30 supersaturated chamber of liquid, except that water is used instead of butanol. Only particles 
 
31 able to act as CCN are thus activated and counted. The instrument was setup to measure 
 




2 The particle number size distribution from ~14 nm to ~750 nm was measured with a scanning 
 
3 mobility particle sizer (SMPS). The SMPS (TSI model 3080 with DMA 3081 and TSI CPC 
 
4 3772) ionises particles using radiation from Kr-85 decay. The charged particles then enter an 
 
5 electrostatic column which ramps its voltage to continually select particles based on their 
 
6 charge-mass ratio. Selected particles are then counted by a standard CPC. 
 
7 Total PM2.5  aerosol mass concentration measurements were also made using a Met One 
8 eSampler utilising  laser  scattering  techniques  (from  24
th   
January to  15
th   
February).  The 
 
9 aerosol mass concentration is calibrated via the mass of an integrated sample collected on a 
 
10 filter that was changed weekly. 
 
 
11 7. Filter Samplers (MUMBA site) 
 
12 Filter samples of total  PM2.5  aerosol were collected twice daily using an Ecotech High 
 
13 Volume Air Sampler (HiVol). Integrated morning samples were collected on filters from 5am 
 
14 to 10am each day, with integrated afternoon samples from 11am to 7pm each day. Thus two 
 
15 filter changes were required (one between 10am and 11am and another after 7pm and before 
 
16 5am). The filters were taken back to CSIRO for aerosol chemical composition analysis 
 
17 A small section (~0.5 cm
2
) of each filter was punched out and the total collected PM2.5 
 
18 aerosol analysed for its total carbon content, elemental carbon (EC) and organic carbon (OC) 
 
19 content using a Thermal Optical Carbon Analyser (Model 2001A). The HiVol instrument 
 
20 logs the total flow of air that has been passed through each filter and so the total carbon, EC 
 




22 Also deployed was a Streaker Sampler from GNS Science. This sampler slowly rotates a disk 
 
23 holding two filters taking ~48 hours for a full revolution. The filters were changed every two 
 
24 days between 10am and 11 am. Only a small section of the filter is required for elemental 
 
25 composition analysis such that hourly measurements of black carbon and all elements from 
 
26 sodium to uranium on the periodic table are obtained. 
 
 
27 8. LIDAR and Weather Station (MUMBA site) 
 
28 Throughout  the MUMBA  campaign  ANSTO  provided  a  Leosphere  ALS-400  cloud  and 
 
29 aerosol LIDAR that measures elastic backscatter at 355 nm in the ultraviolet region of the 
 
30 spectrum. The LIDAR provides measurements of boundary layer height, cloud base height 
 
31 and aerosol loading and vertical distribution. Two different weather stations operated during 
 
32 MUMBA providing common meteorological parameters including temperature, humidity, 
 
1 pressure,  wind  speed  and  direction.  The  switch  occurred  on  the  25
th   
January when  the 
 
2 original borrowed weather station was needed for another field campaign. 
 
 




5 The  in-situ  instruments  deployed  at  MUMBA  were  supplemented  by  a  suite  of  remote 
 
6 sensing instruments that provide total column amounts of a large range of trace gases as well 
 
7 as  aerosol  optical  depth  (AOD)  and  associated  aerosol  optical  parameters.  Individual 
 
8 instruments are described below. 
 
9 A Multi-AXis Differential Optical Absorption Spectrometer (MAXDOAS) was installed on 
 
10 the  roof  of  the  Science  Centre  which  is  located  a  few  hundred  meters  from  the  main 
 
11 MUMBA site. This location provided a good view of the horizon that could not be achieved 
 
12 at the Nissen hut. MAXDOAS is capable of measuring integrated slant columns of O3, NO2, 
 
13 BrO, IO and H2CO as well as vertical profiles of these species. In addition vertical profiles of 
 
14 aerosol loading and dominant size mode may be obtained. 
 
15 At the University of Wollongong three additional remote sensing instruments were deployed. 
 
16 A Direct Sun Differential Optical Absorption Spectrometer (DS-DOAS) was operated to 
 
17 provide integrated vertical column measurements of a suite of trace gas and aerosol products 
 
18 similar  to  those  measured  by  the  MAXDOAS.  A  UV-visible  sun  photometer  provided 
 
19 measurements of AOD and dominant size mode. 
 
20 Finally a ground-based solar remote sensing Fourier transform spectrometer was operated to 
 
21 provide total column amounts of atmospheric trace gases. The spectrometer switches between 
 
22 Total Carbon Column Observing Network (TCCON) measurements (integrated total vertical 
 
23 column amounts of CO2, CO, CH4, N2O, O3  and HF) and Network for the Detection of 
 
24 Atmospheric Change (NDACC) measurements (integrated total column amounts of a wide 
 
25 range of trace gases). Gases that can be retrieved from NDACC spectra include CO, H2CO, 
 
26 OCS, HCN, C2H2, C2H4, C2H6, NH3, HNO3, HCl, O3, N2O, NO, HF and NO2. 
 
Atmos. Chem. Phys., 14, 11313–11333, 2014 
www.atmos-chem-phys.net/14/11313/2014/ 
doi:10.5194/acp-14-11313-2014 








New emission factors for Australian vegetation fires measured using 
open-path Fourier transform infrared spectroscopy – Part 1: 
Methods and Australian temperate forest fires 
 
C. Paton-Walsh1 , T. E. L. Smith2 , E. L. Young1 , D. W. T. Griffith1 , and É.-A. Guérette1 
1 Centre for Atmospheric Chemistry, School of Chemistry, University of Wollongong, Wollongong, 
New South Wales, Australia 
2 King’s College London, Earth and Environmental Dynamics Research Group, Department of Geography, Strand, 
London, WC2R 2LS, UK 
 
Correspondence to: C. Paton-Walsh (clarem@uow.edu.au) 
 
Received: 11 November 2013 – Published in Atmos. Chem. Phys. Discuss.: 18 February 2014 
Revised: 22 August 2014 – Accepted: 22 August 2014 – Published: 29 October 2014 
 
 
Abstract. Biomass burning releases trace gases and aerosol 
particles that significantly affect the composition and chem- 
istry of the atmosphere. Australia contributes approximately 
8 % of gross global carbon emissions from biomass burning, 
yet there are few previous measurements of emissions from 
Australian forest fires available in the literature. This paper 
describes the results of field measurements of trace gases 
emitted during hazard reduction burns in Australian temper- 
ate forests using open-path Fourier transform infrared spec- 
troscopy. In a companion paper, similar techniques are used 
to characterise the emissions from hazard reduction burns in 
the savanna regions of the Northern Territory. Details of the 
experimental methods are explained, including both the mea- 
surement set-up and the analysis techniques employed. The 
advantages and disadvantages of different ways to estimate 
whole-fire emission factors are discussed and a measurement 
uncertainty budget is developed. 
Emission  factors  for  Australian  temperate  forest  fires 
are  measured  locally  for  the  first  time  for  many  trace 
gases. Where ecosystem-relevant data are required, we 
recommend the following emission factors for Australian 
temperate forest fires (in grams of gas emitted per kilogram 
of dry fuel burned) which are our mean measured values: 
1620 ± 160 g kg−1    of   carbon   dioxide;   120 ± 20 g kg−1 
of    carbon    monoxide;    3.6 ± 1.1 g kg−1     of    methane; 
1.3 ± 0.3 g kg−1  of ethylene; 1.7 ± 0.4 g kg−1  of formalde- 
hyde;  2.4 ± 1.2 g kg−1   of  methanol;  3.8 ± 1.3 g kg−1   of 
acetic acid; 0.4 ± 0.2 g kg−1 of formic acid; 1.6 ± 0.6 g kg−1 
of   ammonia;  0.15 ± 0.09 g kg−1    of   nitrous  oxide  and 





1   Introduction 
 
Vegetation fires are a huge source of trace gases to the atmo- 
sphere, second only to fossil fuel combustion in their gross 
contribution to total global carbon emissions, with major im- 
plications for atmospheric chemistry on a global scale. On 
local to regional scales, the emissions from biomass burn- 
ing can degrade air quality and impact negatively on human 
health. In Australia, average annual gross emissions of car- 
bon from fires (127 TgC yr−1 ) actually exceeds that emitted 
by burning of fossil fuels (95 TgC yr−1 ) although net emis- 
sions from fires are only 26 TgC yr−1  due to the rapid re- 
growth that occurs, especially in savanna regions (Haverd et 
al., 2013). 
The total quantity of emissions from vegetation fires varies 
enormously from year to year and, for this reason, fires are 
a major driver of variability in the composition of the tropo- 
sphere. Accurate quantification of the emissions from vege- 
tation fires is therefore crucial to realistic modelling of atmo- 
spheric composition on regional and global scales. 
Emissions from fires are most commonly estimated using 
the algorithm of Seiler and Crutzen (1980), which multi- 
plies together the total area burned in each fire and the as- 
sumed fuel loads, combustion efficiencies (the mass of dry 
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vegetation burned per kilogram of fuel load) and emission 
factors (the mass of each species emitted per unit of dry veg- 
etation burned). The availability of satellite-based measure- 
ments to define burned areas (Giglio et al., 2009) makes it 
possible to estimate fire emissions on a global scale using 
this technique, and thereby construct emissions inventories 
that serve as inputs to global models used to understand the 
atmospheric impacts of fires, e.g. Giglio et al. (2013) and van 
der Werf et al. (2006, 2010). Variations on the method for es- 
timating burned area are used for fire emissions in Australia’s 
National Greenhouse Gas Inventory (Australian Greenhouse 
Office, 2006), whilst the Fire INventory from NCAR (FINN) 
uses daily thermal hotspots detected by satellite-based sen- 
sors to estimate area burned (Wiedinmyer et al., 2011). Al- 
ternative methods for estimating emissions include model 
inversions constrained by satellite measurements of carbon 
monoxide (e.g. Pfister et al., 2005), fire radiative power (e.g. 
Wooster et al., 2003, 2005) or aerosol optical depth (e.g. 
Paton-Walsh et al., 2010a, 2012). In order to characterise 
the major emissions from vegetation fires, all these methods 
require knowledge of the emission factors for the relevant 
ecosystem. 
The critical importance of emission factors for estimating 
fire emissions is problematic because there is a large range 
in the emission factors of most gases that are reported in 
reviews of the literature (e.g. Akagi et al., 2011; Andreae 
and Merlet, 2001). Andreae and Merlet (2001) produced the 
first compilation of emission factors measured from different 
ecosystems. They included as many measurements as were 
available at the time, converting measurements of ratios of 
different gases to equivalent emission factors for these gases 
where necessary. More recently, Akagi et al. (2011) produced 
an updated version that only included measurements made 
directly at the fires, excluding “enhancement ratios” mea- 
sured down-wind of the fires. Both compilations report a very 
wide range of emission factors for individual ecosystems. 
This reflects both natural variability (driven by differences 
in vegetation cover, moisture content and fire intensity) and 
potential sampling biases from different studies that derive 
from different measurement geometries (see Sect. 4.2). 
At any single location within the fire, combustion can be 
thought of as progressing from a flaming stage through to a 
smouldering stage. Flaming combustion results in larger pro- 
portions of highly oxidised species such as CO2  and NOx , 
whilst emissions from smouldering combustion contain more 
CO, NH3  and volatile organics. For this reason, the emis- 
sion factors depend on the balance of flaming and smoulder- 
ing combustion that occurs throughout the fire (Andreae and 
Merlet, 2001). Species emitted during the rapid and intense 
flaming stage are lofted by convection, whilst many other 
trace gases are emitted predominantly through the slow and 
sometimes prolonged smouldering stage. Open-path Fourier 
transform infrared (FTIR) spectroscopy is a ground-based 
technique that measures the concentration of trace gases in- 
tegrated over a path length of many metres. Despite being 
a ground-based technique, it has the potential to operate in 
geometries that capture flaming emissions as they are lofted 
above the fire and continue to measure the emissions through 
the smouldering stages of the burn. Open-path FTIR spec- 
troscopy was first used to measure mole fractions of gas- 
phase species in open biomass burning smoke in the USA by 
Griffith et al. (1991). It has been used in several subsequent 
studies (e.g. Akagi et al., 2013, 2014; Goode et al., 1999, 
2000; Wooster et al., 2011; Yokelson et al., 1996, 1997), but 
has not been used before for field measurements of trace gas 
emissions from Australian forest fires. 
The type of combustion that occurs, and hence the mix- 
ture of trace gases that are released, is heavily dependent 
on factors such as the fuel type, load, moisture and arrange- 
ment and on environmental conditions such as temperature 
and humidity. Fire intensity, which is in part governed by 
these prior factors, also plays a significant role in influenc- 
ing emissions (Andreae and Merlet, 2001; Yokelson et al., 
1999). These factors have considerable spatial and temporal 
variability. For this reason, emission factors may differ sig- 
nificantly from one ecosystem to another. 
It has been estimated that Australia contributes ∼ 8 % of 
the total global carbon emissions from biomass burning (Ito 
and Penner, 2004), and yet there have been relatively few 
measurements made of emissions from Australian fires. In- 
terest has focused predominantly on the northern savanna re- 
gions where large areas burn every year (Hurst et al., 1994a, 
b; Meyer et al., 2012; Shirai et al., 2003). There are some 
other measurements in the literature that report emission ra- 
tios or enhancement ratios measured in fresh and aged Aus- 
tralian savanna fire smoke, respectively. However, these may 
only be converted to equivalent emission factors by using an 
assumed emission factor for the reference gas (e.g. Pak et al., 
2003; Paton-Walsh et al., 2010b). 
The scarcity of previous measurements in the scientific 
literature is even more pronounced for Australian forest 
fires, where the only directly measured emission factors are 
from aircraft-based samples by Hurst et al. (1996) for a 
subset of gases. There are a number of other studies that 
present enhancement ratios measured in aged smoke using 
either ground-based solar remote sensing Fourier transform 
spectrometry or satellite-based spectroscopic measurements 
(Glatthor et al., 2013; Paton-Walsh et al., 2004, 2005; Young 
and Paton-Walsh, 2011). For conversion to an equivalent 
emission factor, these measured enhancement ratios require 
an assumed emission factor for CO, which introduces large 
uncertainties to the emission factors for these fires. Addition- 
ally, concentrations of gases have been measured in smoke 
from Australian forest fires to assess the exposure levels of 
firefighters and rural populations exposed to bushfire smoke 
(Reisen and Brown, 2009; Reisen et al., 2011). A study that 
identified emissions from eucalyptus species at high temper- 
atures and during combustion produced no quantitative mole 
fractions, nor any emission factors (Maleknia et al., 2009). 
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tion (where a distant collimated infrared source is imaged by 
a telescope onto the entrance aperture of the spectrometer) 
because there is no requirement to correct for radiation emit- 
ted by the surrounding environment (see Bacsik et al., 2004). 
This is because the radiation from the surrounding environ- 
ment is not modulated by the interferometer in this arrange- 
ment and therefore appears only as a direct current signal on 
the detector (and thus has no significant impact on the result- 
ing spectrum). Pre-modulation of the radiation source is es- 
pecially important when measuring flaming combustion be- 
cause the strong radiation emitted by the flames does not ap- 
Fixed Mirror 











(placed at distance) 
pear in the Fourier transform spectrum. Our monostatic con- 
figuration allows measurement even through flames thereby 
avoiding biases that result if spectra that are recorded through 
flames need to be discarded. Nevertheless, problems can still 
arise with the spectroscopy of very hot gases, if the tempera- 
ture is not well defined. 
The spectrometer was mounted on a tripod such that the 
line of sight was approximately 1.5 m above the ground and 
aligned with a retro-reflector positioned in the field (typi- 
Figure 1. Schematic of the instrumental set-up, showing a basic 
Fourier transform spectrometer and the optics mounted on the top 
plate to steer the modulated radiation from the spectrometer through 
the telescope to the distant retro-reflector array and back again to be 
focused onto the detector. 
 
 
The work described in this paper aims to contribute to the 
sparse base of knowledge concerning the atmospheric emis- 
sions from Australian temperate forest fires. Open-path FTIR 
spectroscopy was used for field measurements of trace gases 
emitted during five different hazard reduction burns in Aus- 
tralian temperate forests in 2010 and 2012. In a partner paper, 
similar techniques are employed to provide new emission 
factors from Australian savanna fires (Smith et al., 2014). 
 
 
2   Open-path Fourier transform infrared spectroscopic 
measurement techniques 
 
2.1   The open-path FTIR system 
 
The open-path FTIR system operated by the University of 
Wollongong consists of  a  Bomem MB-100 Series FTIR 
spectrometer (1 cm−1  resolution), fitted with a Meade 12!! 
(305 mm) LX300 telescope. The spectrometer is equipped 
with a built-in infrared source so that the infrared radiation 
is modulated within the spectrometer before being sent out 
through the telescope to the distant retro-reflectors, typically 
located 20 to 50 m away. It is then returned through the tele- 
scope – and the fraction of the radiation that is reflected by 
the external beam splitter is focused onto the liquid-nitrogen- 
cooled Mercury Cadmium Telluride detector (see Fig. 1) 
(Phillips et al., 2011). 
This “monostatic” configuration, shown in Fig. 1, has sig- 
nificant advantages over the often used “bistatic” configura- 
cally between 20 and 40 m from the spectrometer). Single 
beam spectra were recorded approximately every 20 s (by co- 
adding three scans per spectrum) before and during each burn 
at 1.0 cm−1 resolution. 
 
2.2   Quantitative analysis of infrared spectra 
 
Trace gas mole fractions were calculated from all open-path 
FTIR spectra using the Multiple Atmospheric Layer Trans- 
mission (MALT) program (Griffith, 1996). MALT calculates 
“synthetic” spectra to closely match measured spectra using 
an initial estimate of the amount of each gas present in the 
measurement path, as well as a combination of absorption 
line parameters (from the 2008 HITRAN database for this 
work) (Rothman et al., 2009). The synthetic spectra are iter- 
atively recalculated (using a non-linear least squares method 
that adjusts the estimated amount of each species present) un- 
til the difference between the measured spectra and the syn- 
thetic spectra is minimised (the best fit is achieved). A more 
comprehensive description of MALT can be found in Griffith 
(1996) and Griffith et al. (2012). The use of synthetic spec- 
tra has been proven as an accurate method for quantitative 
trace gas analysis over a broad range of mole fractions, rang- 
ing from those found in the ambient atmosphere to those in 
highly polluted atmospheres such as biomass burning smoke 
plumes (Smith et al., 2011). In that study Smith et al. (2011) 
compared MALT trace gas retrieved amounts from spectra 
collected using open-path FTIR spectroscopy to true known 
amounts using calibration gases in a large gas cell. They re- 
ported MALT retrievals accurate to within 5 % of the true 
amounts when the environmental parameters are accurately 
specified. MALT also uses the values of pressure, tempera- 
ture and path length provided to convert from the retrieved 
path length amounts to mole fraction of each species, usually 
expressed in µmol mol−1 (ppm) or nmol mol−1 (ppb). 
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2.3   Spectral regions and parameters for quantitative 
analysis of trace gases in highly polluted 
environments 
 
As part of this study, we defined a set of standardised spectral 
regions that can be used for each of the trace gases of inter- 
est. This was done with spectra from the monostatic config- 
uration described above and spectra from the bistatic instru- 
ment configuration used in the savanna fires and described 
in our partner paper (Smith et al., 2014). We have chosen 
spectral windows and fitting parameters that optimise the sta- 
bility of the retrieval and minimise the residuals to the fits 
(the differences between the measured and the best fitted syn- 
thetic spectra) for these two very different instrumental set- 
ups. Optimised spectral windows are dependent upon many 
factors, including path length, spectral resolution, humidity 
and the concentration range of the species retrieved and any 
interfering species. The spectral regions and fitting parame- 
ters presented here would be a useful starting point for new 
groups employing open-path FTIR spectrometry to measure 
in similar highly polluted atmospheric environments. 
The spectral regions are chosen to contain the most sen- 
sitive absorption features of the trace gases of interest (i.e. 
neither too weak to be detected above the spectral noise of 
the continuum level, nor too saturated to change with the 
further addition of more absorbing molecules). The chosen 
regions are similar but not identical to those used in Akagi 
et al. (2014). Any unavoidable interfering species that were 
absorbing in the specified spectral region were accounted for 
by fitting them at the same time. The standardised spectral 
regions chosen for each trace gas of interest in this work are 
described in detail in Appendix A and summarised in Table 1, 
with typical fits achieved shown in Fig. 2. 
 
 
3   Hazard reduction burns 
 
In total, five hazard reduction burns were attended in this 
study, with two fires in 2010 and three in 2012. All fires 
were located in New South Wales (NSW) and were con- 
ducted by the NSW National Parks & Wildlife Service, of- 
ten with the assistance of volunteer rural fire services. 2011 
was a year with unusually high rainfall (Cottrill, 2012; To- 
bin and Skinner, 2012) and, despite several burns planned 
in the region, no fires were successfully sampled. Vegetation 
types burned in this study included eucalypt woodland forest, 
banksia/hakea heath and sclerophyll forest, shrub and wood- 
land. Estimated fuel loadings (before the fires) varied from 
8–10 tonnes per hectare (t ha−1 ) to 20–25 t ha−1 and the to- 
tal area burned varied from 4.8 ha to as much as 148.5 ha 
(S. Evans, personal communication, 2012). In all instances, 
only a subset of the total fuel burned could be sampled by 
the methods described here, with measurements made over 
several hours and in one case spanning two days of burning. 
A brief overview of each fire attended is given below and 
the main details are summarised in Table 2. 
 
3.1   Lane Cove hazard reduction burn 
 
The first hazard reduction burn measurements were made 
on the 31 August 2010 at Max Allen Drive at the NSW 
Parks & Wildlife Service’s depot at Lane Cove (33.79◦ S, 
151.15◦ E). The spectrometer was positioned at the bottom 
of a steep slope at the depot itself, with the telescope point- 
ing up the hill towards the retro-reflector array positioned 
∼ 53 m away at the edge of the access road. The total optical 
path length from infrared source to detector was estimated 
to be 107 ± 2 m. The geometric arrangement was such that 
both smoke and flames passed through the line of sight, mak- 
ing the pre-modulated source essential for this set-up (see 
Fig. 3a). 
 
3.2   Turramurra hazard reduction burn 
 
The second of the burns attended was at Gibberagong, North 
Turramurra in Ku-Ring-Gai Chase National Park on the 28 
September 2010. This was the largest of all the hazard reduc- 
tion burns attended in this study, with a total of 148.5 hectares 
of banksia and hakea heath and sclerophyll shrub forest 
burned. Over 50 firefighters, 3 fire engines and two heli- 
copters were deployed for the fire with one helicopter drop- 
ping incendiary bombs and the other water bombing to pre- 
vent the spread of the fire beyond the intended boundaries of 
the burn. 
The spectrometer’s telescope and retro-reflectors were set 
up ∼ 42 m apart on a fire trail at the perimeter of the fire- 
ground and downwind of the flames (see Fig. 3b), with a 
total path length of 84 ± 2 m. This geometry required the 
smoke to be blown into the measurement path nearby and as 
such may be biased towards smouldering combustion since 
some of the emissions from flaming stages of the burn may 
have been lofted by convection above the line of sight of the 
spectrometer. However, for a significant part of the measure- 
ment period, there was flaming combustion of vegetation on 
the edge of the fire trail where the spectrometer and retro- 
reflector were positioned such that some flaming combustion 
emissions were sampled. 
 
3.3   Abaroo Creek hazard reduction burn 
 
The Abaroo Creek hazard reduction burn took place over 
two consecutive days (11–12 May 2012) in Heathcote Na- 
tional Park. The northern end of the fireground (34.10◦ S, 
150.99◦ E) was ignited on the 11 May, and the spectrome- 
ter and retro-reflectors were set up 43 m apart (86 ± 2 m path 
length) on the side of the main road into Sydney from the 
south that bounded the fireground downwind of and adjacent 
to the fires (see Fig. 3c). Further ignition was achieved by the 
use of incendiary devices dropped from a helicopter flying 
overhead. Smoke and flames from nearby tea trees crossed 
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Table 1. Spectral regions used for trace gas retrievals and trace gas species fitted. 
 
Trace gas(es) of interest Interfering species fitted Spectral region fitted (cm−1 ) Fit to continuum-level, instrument line shape 
 
CO and CO2 (and N2 O)
1      H2 O                                    2080–2270                                  Second-order polynomial fit phase, eff. apodisation 
CH4                                               H2 O                                    2980–3105                                  Second-order polynomial fit phase, eff. apodisation 
C2 H4 and NH3                          H2 O                                    920–1000                                    Second-order polynomial fit phase, eff. apodisation 
H2 CO H2 O 2730–2800 Second-order polynomial fit phase, fix eff. apodisation 
CH3 OH H2 O, NH3 1020–1055 Second-order polynomial fit phase, fix eff. apodisation 
HCOOH H2 O, NH3 1060–1150 Second-order polynomial fit phase, eff. apodisation 
CH3 COOH
2 H2 O, NH3 , HCOOH 1130–1230 Slope only (1st order) fit phase, eff. apodisation 
C2 H
3
 H2 O, CH4 , C2 H4 2971–3002 Second-order polynomial fit phase, fix eff. apodisation 
C2 H2 and HCN
4 H2 O, CO2 710–760 Second-order polynomial fit phase, fix eff. apodisation 
1 Accurate N2 O retrievals are difficult as the features lie under the stronger bands of CO and 
13 CO2 . 
2 Uses a library spectrum as HITRAN lines are not available. 
3 C2 H6 features are very weak and can only be retrieved accurately at higher concentrations than were usual at these burns. 
4 C2 H2 and HCN – this window was used for spectra recorded with the bi-static instrumentation used at the savanna burns only. The mono-static instrumentation described in this paper 
used a detector with insufficient sensitivity at these longer wavelengths for this retrieval. 
 
 
Table 2. Summary of hazard reduction burns where measurements were made, including location, date, vegetation type, burned area, fuel 
loading before burn along with the hours of burning sampled, the total number of fire-influenced spectra collected and the peak mole fractions 
of CO2 and CO measured. 
 





(t ha−1 ) 
Number of 
fire spectra 
Hours  of burn- 
ing sampledb 
Peak path-averaged 
CO2 and CO 
   (ha)    measured 
Max Allen Drive, Lane Cove National 
Park, NSW (33.79◦ S, 151.15◦ E) 
31 Aug 2010 Dry sclerophyll open 
woodland 
4.8 18–26 270 2 h, 31 min ∼ 800 ppm CO2 
∼ 30 ppm CO 
Gibberagong,  North  Turramurra,  Ku- 
Ring-Gai  Chase  National  Park,  NSW 
(33.67◦ S, 151.15◦ E) 
28 Sep 2010 Banksia/Hakea heath 
and Sclerophyll 
shrub forest 
148.5 20–25 232 2 h, 6 min ∼ 900 ppm CO2 
∼ 55 ppm CO 
Abaroo Creek, Heathcote National 11 May 2012 Shrubby dry 115a 12.5 344 2 h, 3 min ∼ 800 ppm CO2 
Park, NSW: North end (34.10◦ S, 
150.99◦ E) and 
and 
12 May 2012 
schlerophyll 
forest/heathland 
  and 
278 
and 
2 h, 22 min 
∼ 40 ppm CO 
South end: (34.13◦ S, 150.99◦ E)        
Gulguer Nature Reserve, NSW 
(33.95◦ S , 150.62◦ E) 
16 May 2012 Open eucalypt 
woodland forest with 
grassy understorey 
32 8–10 333 2 h, 6 min ∼ 2200 ppm CO2 
∼ 140 ppm CO 
Alfords Point, Georges River National 23 May 2012 Shrubby dry 18 14–18 496 3 h, 6 min ∼ 3400 ppm CO2 
Park, NSW, (33.99◦ S, 151.02◦ E)  schlerophyll forest     ∼ 180 ppm CO 
a Total area burned in Heathcote National Park, NSW, over the two days. 
b Hours of burning sampled is the difference between the time that the first and last smoke-affected spectra were recorded. In some cases spectra were lost during this time due to fire trucks or fire fighters obscuring the 
measurement path or excluded due to temperature errors or insufficient enhancements over background values. 
 
 
the measurement path fanned by winds from the northwest. 
The proximity to the road could also have produced some in- 
terfering pollution from cars slowed by traffic controllers and 
the smoke blowing across the road. 
The  southern  end  of  the  Abaroo  Creek  fireground 
(34.13◦ S, 150.99◦ E) was ignited on the 12 May. The spec- 
trometer and retro-reflectors were set up 31 m apart (62 ± 2 m 
path length) at the muster point on the fire trail close to the 
ignition point. The muster point was an open area of approx- 
imately 100 m length and 30 m width with the fires being 
burned either side. 
Vegetation to the east of our measurement path was ig- 
nited first and, at the time of ignition, there was a slight west- 
erly breeze so that little of the emissions from this area were 
sampled by the spectrometer. Unfortunately, the breeze had 
dropped away by the time the area to our west was ignited, 
so our line of path was not ideally located downwind of the 
burning vegetation (see Fig. 3d). Nevertheless, significant en- 
hanced mole fractions were measured along the optical path 
allowing emission factors to be calculated, but we suspect 
a bias towards smouldering combustion. Results from both 
days of burning at Abaroo Creek have been combined in an 
attempt to yield a more representative sample of flaming and 
smouldering combustion. 
 
3.4   Gulguer Nature Reserve hazard reduction burn 
 
Gulguer Nature Reserve (33.95◦ S, 150.62◦ E) is an area of 
open eucalypt woodland forest with a grassy understorey. 
The hazard reduction burn took place on the 16 May 2012, 
with the spectrometer and telescope located on a fire trail and 
the retro-reflectors placed 19 m away (38 ± 2 m path length) 
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Figure 2. Plots of MALT fits of simulated to measured spectra. The main gases contributing to the absorption features in each spectral region 
are also shown. 
 
 
within the woodland area being burned (see Fig. 3e). In this 
geometry, flaming and smouldering emissions are sampled 
together, with less potential for bias towards the smouldering 
emissions. The burn took hold easily and plenty of smoke 
was sampled in the measurement path. 
3.5   Alfords Point hazard reduction burn 
 
 
The Alfords Point burn occurred in somewhat unusual cir- 
cumstances for a hazard reduction burn, with a strong breeze 
blowing towards the face of a steep escarpment, and the fire 
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4   Methods for calculating emission factors 
 
4.1   Calculating emission factors and modified 
combustion efficiency 
 
The emission factor (EFi ) is the mass of a gaseous species (i) 
emitted per unit of dry fuel consumed, usually expressed in 
units of g kg−1 . When the measurements include the species 
that contain the majority of the carbon that is emitted by the 
fires, then approximate emission factors for each of the trace 
gases of interest can be calculated using the method previ- 
ously used by Ward and Radke (1993): 
 
MMi Ci 
EFi = Fc × 1000 × 













Figure 3. The instrumental set-up for open-path FTIR measure- 
ments of smoke at the different burns is shown: (a) Max Allen 
Drive; (b) Gibberagong; (c) Abaroo Creek (Day 1); (d) Abaroo 
Creek (Day 2); (e) Gulguer Nature Reserve and (f) Alfords Point. 
where EFi is the mass in grams of species i emitted per kilo- 
gram of dry fuel burned (g kg−1 ), Fc is the fractional car- 
bon content of the fuel (assumed here to be 0.50 ± 0.05 for 
all hazard reduction burns (Yokelson et al., 1999), MMi  is 
the molecular mass of species i, with 12 the atomic mass of 
carbon and Ci / CT is the number of moles of species i emit- 
ted divided by the total number of moles of carbon emitted, 
which may be calculated directly from excess mole fractions 







being first ignited near the top. The firefighters worked by 
igniting the fire in approximately 15 m strips and allowing it 
to burn upwards towards a fire trail at the top, in front of a 
number of residential buildings. The spectrometer, telescope 
and retro-reflectors were set up ∼ 42 m apart (84 ± 2 m path 
length) immediately leeward of the steep escarpment and 
away from any of the nearby homes. The strength of the wind 
was sufficient to push the flames towards the measurement 
path, ensuring an excellent geometry to capture a good mix- 
ture of emissions representative of all states of burning oc- 
curring in the fire. This is illustrated in the photograph taken 
at the site shown in Fig. 3f. 
Fanned by the wind, the fire burned well and the geometry 
of the measurement set-up resulted in very high mole frac- 
tions of trace gases being sampled in the measurement path. 
Despite personal protective equipment (goggles and masks), 
the smoke and heat became too intense for us to stay with the 
spectrometer throughout the measurement period; however 
once set up, the open-path spectrometer ran autonomously 
and continued to record spectra through the thick smoke. 
L 
(NCj × �[j ]) 
j =1 
 
where �[i] and �[j ] are the excess mole fractions of species 
i and j respectively (defined as the mole fraction, e.g. [i] 
measured in the smoke, minus the mean background mole 
fraction measured before the fire [i]bkgnd ), NCj  is the num- 
ber of carbon atoms in compound j and the sum is of all 
carbon-containing species emitted by the fire. Only those car- 
bonaceous species retrieved in this work (CO2 , CO, CH4 , 
C2 H4, H2 CO, CH3 OH, HCOOH and CH3 COOH) have been 
included in the emission factor calculations. While these do 
not represent all of the carbon-containing species emitted by 
a fire, they account for the vast majority of carbon emissions 
(∼ > 98 %). Most of the carbon emitted by biomass burning is 
in the form of CO2 and CO (90–95 %), with the remainder as 
CH4 or other volatile organic carbon compounds and partic- 
ulate matter (Akagi et al., 2011). Use of only those carbona- 
ceous species detected by FTIR spectrometry in this mass 
balance equation has been estimated to artificially inflate the 
emission factors by 1–2 % (Yokelson et al., 2007). 
Ci / CT  may also be calculated using emission ratios with 










NCj × ERj /CO2 
j =1 
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where ERi/y is the emission ratio of species i to the reference 
species y, given by 
emissions lofted during the initial stages of the fire but may 
underestimate residual smouldering emissions. Since aircraft 
�[i] [i] − [i]bkgnd
 sampling captures smoke predominantly from the intense 




 − [y]bkgnd 
, (4) burning that consumes the majority of the fuel in forest fires 
(Akagi et al., 2014), it is more likely to closely resemble a 
where �[i] is the excess mole fraction of species i. (Note 
that when the measurements are made downwind of the fire 
in aged smoke, then these same ratios are commonly referred 
to as “enhancement ratios”, to highlight the fact that chemical 
and physical processing may have altered the ratio of species 
from that which was originally emitted from the fire.) Deriv- 
ing the emission ratios via the gradient of the linear best fit 
to a plot of the abundance of species i against the abundance 
of reference species y, removes the requirement for accurate 
knowledge of the background mole fractions, yet introduces 
an insignificant degree of error (Wooster et al., 2011). 




true representative sample than a ground-level measurement. 
For fires that are dominated by smouldering combustion (e.g. 
peat fires), a ground-level sampling geometry would be su- 
perior. 
In this study, the spectrometer and retro-reflectors were 
either placed downwind of the fire so that the wind would 
blow smoke into the measurement path (e.g. at Gibberagong 
and Abaroo Creek burns), across an area of burning for- 
est (e.g. Max Allen Drive and Gulguer Nature Reserve) or 
immediately leeward of a steep escarpment (Alfords Point). 
These measurement geometries that sampled across the burn- 
ing area were chosen so both flaming and smouldering emis- 
sions would pass through the line of sight. Nevertheless, this 
does not ensure a representative sample because the flaming 
EFi  = ERi/y × 
MW 
× EFy , (5) emissions may be moving past the line of sight faster than 
smouldering emissions as they are driven upwards by con- 
where EFi is the emission factor of species i (g kg
−1 ), MMi 
and MMy are the molecular weights of species i and species 
y respectively, and EFy is the emission factor of the reference 
species y. 
Since a mole fraction for each of the gases is retrieved 
from every spectrum recorded during the fire, it is possible 
to calculate a separate emission factor for each gas from ev- 
ery spectrum. However, emission factors of some gases may 
change as the fire develops depending upon the combustion 
efficiency of the material being burned. The combustion effi- 
ciency is defined as the proportion of total carbon emitted as 
CO2 and is now commonly approximated to a modified com- 
bustion efficiency (MCE) given by (Hao and Ward, 1993; 
Yokelson et al., 1996) 
�[CO2 ]
 
vective forces. So for this study, we can postulate a probable 
bias towards the smouldering stages of combustion that is 
less pronounced that for an in situ ground-based measure- 
ment. 
Different sampling biases are likely to result in different 
fire-averaged MCE values. Thus we can also predict that our 
fire-averaged MCE values are likely to lie below those typical 
for aircraft-based measurements (which are probably biased 
to flaming emissions and high MCE) and above those typi- 
cal for ground-based in situ measurements (which are biased 
to smouldering emissions and low MCE). Although we can 
theorise about a potential sampling bias towards lower MCE 
values in our measurements, we have no mechanism to con- 
firm this or to estimate its magnitude. For this reason, our 
measured sample is actually our best estimate of the overall 




 . (6) 
� CO 2  +  [ ] 
When the fire is dominated by flaming combustion, the com- 
bustion efficiency is high. It decreases as smouldering com- 
bustion becomes more dominant. 
 
4.2   Sampling geometries and potential biases 
 
Ideally, sampling techniques should capture a representative 
amount of flaming and smouldering combustion so that the 
measurements are representative of the fire as a whole. In 
a laboratory fire it is possible to ensure that all the emis- 
sions are captured and (if the flow rate is kept constant) be 
sure that measurements sampled truly represent the fire as 
a whole (Burling et al., 2010). In the field, ground-based in 
situ measurements are likely to be biased towards the smoul- 
dering stage of burning since flaming emissions are trans- 
ported rapidly to higher altitudes via convection. Aircraft- 
based measurements capture both flaming and smouldering 
bine all the measurements to estimate fire-averaged values, 
care must be taken not to introduce any further potential bi- 
ases. 
 
4.3   Obtaining best estimates for fire-averaged emission 
factors 
 
One consequence of the fact that many emission factors 
change with combustion efficiency as the fire develops is that 
a measurement made at one stage of the fire may not be rep- 
resentative of the fire as a whole. There are a number of dif- 
ferent ways in which whole-fire emissions estimates can be 
made, each with its own advantages and disadvantages, and 
these are outlined below: 
1. Arithmetic mean: the simplest method is to calculate 
separate emission factors for each spectrum indepen- 
dently and to take a simple arithmetic mean. The prob- 
lem with this approach is that it fails to account for 
www.atmos-chem-phys.net/14/11313/2014/ Atmos. Chem. Phys., 14, 11313–11333, 2014  
C. Paton-Walsh et al.: New emission factors for Australian forest fires 11321 
 
the larger rate of biomass consumption during flaming 
combustion (Akagi et al., 2011). Thus, weighting all the 
spectra equally will result in an unwanted dependence 
on the relative time spent measuring during flaming 
and smouldering combustion. Since flaming combus- 
tion is relatively quick, this will bias the estimated fire- 
averaged emission factors towards smouldering emis- 
sions compared to the true overall emissions. 
 
2. Regression to CO2 : a different method is to calculate 
emission ratios to CO2  for each species from the rel- 
evant regressions. Emission factors may then be cal- 
culated using Eqs. (1) and (3) that use the data from 
all spectra together. This is conceptually straightfor- 
ward and has the advantage that the regression process 
lends more weight to points with larger enhancements 
(thereby weighting the spectra towards flaming combus- 
tion). The use of regressions to determine emission ra- 
tios also removes the need for accurate knowledge of 
background mole fractions of the trace gases. The dif- 
ficulty with this method is that it relies on a regression 
line that can lie far from most points (between two dis- 
tinct correlation lines that represent the emissions due 
to flaming and smouldering combustion), as illustrated 
in the top left-hand panel of Fig. 4. The calculated emis- 
sion factors give greater weight to the flaming combus- 
tion than a simple arithmetic mean, but this weighting is 
not necessarily directly related to the amount of biomass 
that is consumed. 
 
3. Separate flaming and smouldering via MCE: one way of 
accounting for strongly varying emission factors (calcu- 
lated from individual spectra) as the fire progresses is to 
divide the results into those with MCE values typical of 
flaming (> 90 %) and those with MCE values typical of 
smouldering (< 90 %) and to present two separate emis- 
sion factors (Lobert and Scharffe, 1991; Yokelson et al., 
1996). In some previous studies, fire radiative power 
measurements have been made simultaneously with the 
measurement of emission factors and subsequently used 
to weight the relative contribution of flaming-dominated 
emissions and smouldering-dominated emissions from 
the fire as a whole. For example, Wooster et al. (2011) 
used the fire radiative power method in a southern 
African savanna and concluded that most of the fuel 
was consumed in the flaming-dominated stages, where 
cumulative fire radiative power was by far the great- 
est, so much so that fire-averaged emission factors were 
close to those measured at high MCE alone. In the ab- 
sence of fire radiative power measurements, the issue of 
what proportion of flaming and smouldering combus- 
tion occurred in the fire as a whole may be left unan- 
swered. Without an estimate of the relative amounts of 
fuel consumed within these MCE ranges, an estimate of 
the whole-fire emission factor cannot be made. 
4. Summation method: a good way to ensure that the fire- 
averaged emission factor correctly weights each spec- 
trum to the total biomass consumed is to calculate the 
total excess amounts of each gas detected by summing 
the excess amounts from each spectrum. The emission 
factors may then be calculated for the whole fire via 
Eqs. (1) and (2). This method has the significant ad- 
vantage that it correctly weights each spectrum by the 
proportion of the total sampled excess carbonaceous 
species measured, with the only drawback being that it 
relies on accurate knowledge of background mole frac- 
tions. 
 
5. Emission ratio to reference gas: emission factors may 
also be calculated via Eq. (5) using the measured emis- 
sion ratio of the gas of interest with respect to a ref- 
erence species (usually CO or CO2 ). Using the gradi- 
ent of a regression line between the target gas and the 
reference gas will often yield the emission ratio with 
very low uncertainty, which is a significant advantage 
of this method. This method is sometimes used with 
an assumed value for the emission factor of the refer- 
ence species (usually taken from a previous study or 
mean literature value for the ecosystem) which can in- 
troduce large extra uncertainties. However in this case, 
the emission factors of CO2 and CO can be derived di- 
rectly from the measurements and so no such disadvan- 
tage is present. 
 
In this study, we have chosen to use a combination of meth- 
ods 4 and 5 above to calculate whole-fire emission factors. 
We have used the whole-fire summation method to obtain 
our best estimate for the emission factors of CO2  and CO, 
using the background mole fraction values for these gases 
measured before ignition of the fires (which can be mea- 
sured relatively easily). For all other gases (where the back- 
ground values are often closer to the quantitation limits of the 
measurement technique), we have used emission ratios via 
Eq. (5) and the emission factors for CO2 and CO calculated 
for the fire via the summation method. This produces lower 
uncertainties than using the summation method for all gases 
because it does not rely on poorly defined background val- 
ues for many of the trace gases. The reference species used 
for each of the emission factor calculations was chosen based 
upon which species (CO or CO2 ) was more strongly corre- 
lated to the particular trace gas i; C2 H4 , H2 CO and N2 O were 
most strongly correlated to CO2 whereas all other gases were 
most strongly correlated to CO. 
 
4.4   Estimation of measurement uncertainties 
 
There are a number of difficulties in obtaining a good esti- 
mate of measurement uncertainty for the type of measure- 
ments described in this paper. Probably the most signif- 
icant of these is the fact that it is not possible to know 
whether or not the measurements actually recorded are a 
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Figure 4. Example correlation plots with respect to CO2 from the Alfords Point burn. Upper left-hand panel is CO vs. CO2 ; upper right-hand 
panel is H2 CO vs. CO2 ; lower left-hand panel is C2 H4 vs. CO2 and lower right-hand panel is N2 O vs. CO2 . 
 
 
good  representative  sample  of  the  fire as  a  whole  (see 
Sect. 4.2). Another issue is that the measurements are sen- 
sitive to the assumed temperature in the retrieval algorithm. 
This presents a difficulty because the real temperature may 
vary substantially along the line of sight of the measurement, 
especially when measuring through flames. An error in the 
assumed temperature has two effects on the retrieved concen- 
tration. The first is that it impacts on the density and hence 
the concentration of the gases. This density effect actually 
cancels out in the calculation of emission factors because 
it has no impact on the fraction of carbon emitted as each 
trace gas species. The second temperature effect is on the 
line strengths of individual absorption lines and the impact 
of this will be different for different spectroscopic windows 
used. Trace gases absorbing at a large range of different tem- 
peratures or a large error in the assumed temperature will 
also result in a poor fit and thus also impact the spectral fit- 
ting error. Despite these difficulties, it is a useful exercise 
to try to estimate the likely magnitude of the measurement 
uncertainties. In Appendix B we work through our methods 
for estimating measurement uncertainties, starting with the 
emission factors for CO2 and CO. Uncertainties are also esti- 
mated for emission ratios by combining uncertainties in tem- 
perature, spectral fitting (including signal-to-noise ratio), HI- 
TRAN line parameters and the gradient of the emission ratio 
plots. Finally, emission factor uncertainties are determined 
by combining in quadrature uncertainties in the emission ra- 
tios and in the emission factors of the reference gas CO or 




5   Results 
 
5.1   Emission ratios to CO and CO2 
 
Emission factors for CO2 and CO were calculated for all fires 
by summing the excess amounts of CO2 , CO, CH4 , C2 H4, 
H2 CO, HCOOH and CH3 COOH from all spectra to yield 
total excess amounts �[CO2 ], �[CO], �[CH4 ], �[C2 H4 ], 
�[H2 CO], �[HCOOH] and �[CH3 COOH] from each fire 
(assuming a carbon content “FC ” of 50 %) and applying 
Eqs. (1) and (2). 
Emission factors for all other trace gases were calculated 
using the emission ratio to either CO or CO2 , depending 
upon which showed the stronger correlation. The reason to 
switch methods is that the uncertainties in background con- 
centrations have little impact on the emission factors of CO2 
and CO but this can become a large uncertainty for other 
gases. Knowledge of background concentrations is not re- 
quired if emission factors are calculated via emission ratios 
(using the gradients of the correlation plots). Example corre- 
lation plots from the Alfords Point burn for gases that were 
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Figure 5. Example correlation plots with respect to CO taken from Alfords Point or Abaroo. Upper left-hand panel is CH4 vs. CO; upper 
right-hand panel is CH3 OH vs. CO; middle left-hand panel is HCOOH vs. CO; middle right-hand panel is NH3 vs. CO; lower left-hand 
panel is CH3 COOH vs. CO and lower right-hand panel is C2 H6 vs. CO. 
 
 
most strongly correlated to CO2 (C2 H4 , H2 CO and N2 O) are 
shown in Fig. 4 along with the CO versus CO2  correlation 
plot. 
All   other   gases   (CH4 ,   NH3 ,   CH3 OH,   CH3 COOH, 
HCOOH and C2 H6 ,) showed stronger correlation to CO. Ex- 
ample correlation plots are shown in Fig. 5, from either Al- 
fords Point or Abaroo burns. Emission ratios were derived 
from the gradients of these correlation plots using gener- 
alised least squares regression. (This is the best fit to the 
points that minimises deviations from the line of fit in both 
x and y axes and is weighted by the uncertainties in both x 
and y). 
Table 3 shows the results of the generalised least squares 
regression analysis, with the emission ratio and its uncer- 
tainty given. Also shown is the square of the correlation co- 
efficient to a simple linear regression (R2 ). This is also pro- 
vided because it is a more commonly understood measure of 
the strength of the correlation. 
Note that N2 O to CO2 emission ratios could only be deter- 
mined from the Gulguer Nature Reserve and Alfords Point 
burns where spectra with very large enhancements of trace 
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Table 3. Results of the generalised least squares regression analysis, with the emission ratio (ER) and its uncertainty (SER ). Also shown is 
R2 , the square of the correlation coefficient to a simple linear regression. The arithmetic mean and standard deviation of the emission ratios 
measured at all of the fires are given. In addition the modified combustion efficiency (MCE) values calculated via the summation method for 
each fire are given. 
 
 Lane Cove R2 Turramurra R2 Abaroo Creek R2 Gulguer R2 Alfords Point R2 Mean Std dev. 
C2 H4 / CO2 0.0016 ± 0.0003 0.83 0.0010 ± 0.0002 0.96 0.0010 ± 0.0002 0.97 0.0010 ± 0.0002 0.95 0.0015 ± 0 0003 0.98 0.0012 0.0003 
H2 CO / CO2 0.0022 ± 0.0003 0.73 0.0013 ± 0.0002 0.89 0.0012 ± 0.0002 0.90 0.0015 ± 0.0002 0.91 0.0016 ± 0.0002 0.98 0.0016 0.0004 
N2 O / CO2       0.00013 ± 0.00002 0.81 0.000054 ± 0.000008 0.87 0.00009 0.00005 CH4 / CO 0.062 ± 0.005 0.91 0.048 ± 0.004 0.98 0.046 ± 0.003 0.98 0.041 ± 0.003 0.98 0.063 ± 0.005* 0.97 0.052 0.010 
CH3 OH / CO 0.026 ± 0.002 0.90 0.013 ± 0.001 0.95 0.013 ± 0.001 0.93 0.012 ± 0.001 0.94 0.021 ± 0.002 0.97 0.017 0.006 
CH3 COOH / CO 0.019 ± 0.003 0.86 0.012 ± 0.002 0.85 0.012 ± 0.002 0.97 0.015 ± 0.002 0.93 0.017 ± 0.002 0.98 0.015 0.003 
NH3 / CO 0.026 ± 0.004 0.90 0.015 ± 0.002 0.85 0.023 ± 0.003 0.93 0.012 ± 0.002 0.91 0.030 ± 0.004* 0.93 0.021 0.008 
HCOOH / CO 0.0033 ± 0.0006 0.80 0.0015 ± 0.0003 0.69 0.0017 ± 0.0003 0.88 0.0020 ± 0.0004 0.92 0.0020 ± 0.0004 0.96 0.0021 0.0007 
C2 H6 / CO         0.0037 ± 0.0010 0.81 (0.0037)  MCE 0.88  0.91  0.91  0.90  0.88    
* Results from the Alfords Point burn showed evidence of excessive spectral temperature errors for some spectra for CH4 and NH3 (caused by really hot gases in the line of sight). These spectra were removed before calculating these emission 
ratios for Alfords Point. 
 
 
gases were measured (CO2 in excess of 1000 ppm and CO in 
excess of 100 ppm). This is because N2 O sits under the CO 
and CO2 bands and thus the emission ratio is difficult to mea- 
sure unless the enhancements are very large. This is also true 
for C2 H6 because its spectral absorption features are weak. 
Thus, we only managed to determine a C2 H6 to CO emission 
ratio for the Alfords Point burn. 
 
 
5.2   Comparison of emission ratios to previous studies 
 
Most trace gases exhibit very strong correlations with either 
CO or CO2 , as can be seen by the large R
2 values given in Ta- 
ble 3. Also shown in Table 3 are the mean and standard devi- 
ation values for the emission ratios from all the fires sampled. 
For all gases, the natural variability (as seen in the standard 
deviation of emission ratios measured at different fires) ex- 
ceeds the measurement uncertainty for the emission ratio at 
an individual fire. 
This study provides the first direct measurements of emis- 
sion factors for many gases from Australian forest fires. In 
the absence of previous measurements of emission factors, it 
is interesting to compare our measured emission ratios with 
enhancement ratios (measured in aged smoke) from Aus- 
tralian forest fires reported in the literature. 
Mean CH3 OH to CO ratios from this study 
(0.017 ± 0.006)   are   in   excellent   agreement   with   the 
only previous reported emission ratio from this ecosystem 
of 0.019 ± 0.001 using ground-based solar remote sensing 
Fourier transform spectrometry (Paton-Walsh et al., 2008). 
Mean NH3  to CO and C2 H6  to CO ratios from this study 
(0.021 ± 0.008) and (0.0037) respectively are higher than 
those reported by Paton-Walsh et al. (2005) (also using 
ground-based solar remote sensing Fourier transform spec- 
trometry)  of  0.0095 ± 0.0035  and  0.0023 ± 0.0005.  The 
discrepancy in NH3  values is likely due to chemical loss 
in the aged smoke sampled in the earlier studies (Akagi 
et al., 2012; Goode et al., 2000). Our single C2 H6  to CO 
emission ratio is ∼ 30 % higher than the value reported by 
Paton-Walsh et al. (2005) but our estimated measurement 
uncertainty  is  27 %,  and  with  only  a  single  value  it  is 
difficult to know whether this is due to natural variability or 
measurement biases. 
The 10-times-lower HCOOH to CO ratio measured in this 
study (0.0021 ± 0.0008) than the enhancement ratio mea- 
sured by Paton-Walsh et al. (2005) of 0.021 ± 0.010 in smoke 
aged a few hours, is predominantly due to HCOOH being 
chemically produced in the smoke plume as it ages (Goode 
et al., 2000; Yokelson et al., 2009). Another difference arises 
from the fact that the Paton-Walsh et al. (2005) emission 
ratio needs to be reduced by approximately 50 % to cor- 
rect for errors in the old HITRAN line parameters (Roth- 
man et al., 2009). Our emission ratio from this study is in 
much better agreement with the Alvarado et al. (2011) mea- 
surement of 0.0031 ± 0.0021 for Canadian forest fires using 
the satellite-based sensor TES. Our calculated emission fac- 
tor for HCOOH of 0.4 ± 0.2 g kg−1 dry fuel consumed falls 
within the expected range for measurements made in fresh 
smoke and is also in good agreement with the Akagi et al. 
(2014) measurement of 0.36 ± 0.04 g kg−1  for pine under- 
storey burns in South Carolina, USA measured by open-path 
FTIR spectrometry. 
We may also compare the enhancement ratios with re- 
spect to CO for C2 H4 and H2 CO reported by Paton-Walsh et 
al. (2005) and Young and Paton-Walsh (2011) from wildfires 
in Australian forests with our emission ratios with respect to 
CO2 by assuming the mean emission factors for CO2 and CO 
measured in this study. (This produces a multiplication fac- 
tor of 0.114 to convert an emission ratio with respect to CO 
to an equivalent emission ratio with respect to CO2 .) Thus 
the C2 H4 to CO enhancement ratio reported by Paton-Walsh 
et al. (2005) of 0.0057 ± 0.0027 is equivalent to a C2 H4  to 
CO2  ratio of 0.00065 ± 0.00031 or approximately half our 
measured value of 0.0012 ± 0.0003. Akagi et al. (2012) also 
report a rapid drop in C2 H4 to CO ratios as the smoke ages. 
Similarly,  the  H2 CO  to  CO  enhancement  ratios  of 
0.023 ± 0.007 and 0.016 ± 0.004 reported by Paton-Walsh et 
al. (2005) and Young and Paton-Walsh (2011) respectively 
are equivalent to a H2 CO to CO2  ratio of 0.0026 ± 0.0008 
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and 0.0018 ± 0.0005, in broad agreement with our mean 
measured value of 0.0016 ± 0.0004. 
 
 
5.3   New emission factors for Australian temperate 
forest fires 
 
Emission factors for CO2  and CO were calculated by the 
summation method as described in Sect. 4.3. The results are 
shown in Table 4 for each individual fire along with the mean 
and standard deviation from all of the fires sampled. Emis- 
sion factors for all other gases were calculated (via Eq. 5) 
from the CO2 and CO emission factors for the relevant fires 
and the emission ratios in Table 3. The uncertainties were cal- 
culated by combining in quadrature the uncertainties in the 
emission ratios with the uncertainty of the emission factor of 
the reference gas (CO or CO2 ) as outlined in Appendix B. 
For CO2  and CO emission factors, the measurement un- 
certainty (which is dominated by the uncertainty in the frac- 
tional carbon content of the fuel) exceeds the variability be- 
tween fires. For all other gases, the standard deviation of the 
mean is greater than the measurement uncertainty for emis- 
sion factors from individual fires, indicating large true natural 
variability in the emissions of these gases. The most natural 
variability is seen for CH3 OH, HCOOH and NH3 , with CH4 
and C2 H4 displaying less variability and H2 CO the least vari- 
ability in emission factors from the fires that we sampled. 
The larger of these two numbers (measurement uncertainty 
or one-sigma standard deviation) is taken as the uncertainty 
in the mean emission factor for each trace gas. 
 
 
5.4   Discussion of the applicability of new emission 
factors in this study 
 
For many trace gases, the new emission factors presented 
here are the first provided in the literature for Australian 
forest fires. The predominance of eucalypt species mean 
that the fuels in this ecosystem may vary substantially from 
generic “extratropical forest” biomes. Nevertheless, there is 
still great uncertainty in the factors that drive the large vari- 
ability in emission factors and thus not all models are driven 
mainly by regional-scale emissions factors (Akagi et al., 
2013; van Leeuwen et al., 2013). The emission factors pre- 
sented here are from a relatively small number of hazard re- 
duction burns all within 100 km of each other. Hazard re- 
duction burns should burn with less intensity then the wild- 
fires that they are designed to inhibit, and hence lower MCE 
values and different emission factors might be expected. 
For these reasons, the emission factors measured during this 
study may not necessarily be the most applicable for those 
wanting to model atmospheric impacts of large-scale wild- 
fires in Australia. Nevertheless, it is interesting to note that 
several trace gases had emission ratios that were in agree- 
ment with those measured in remotely sensed smoke plumes 
from wildfires. Whether the emission factors for hazard re- 
duction burning and for wildfires are significantly different 
is still an unanswered question. 
The fire-averaged MCE values that we determined for each 
fire are one piece of evidence that we can use as an indication 
of how representative our measurements are likely to be of 
other fires in this ecosystem. MCE values in this study ranged 
from a minimum of 0.88 at the Lane Cove burn to a maxi- 
mum of 0.91 at the Abaroo Creek burn. This is a surprisingly 
small spread in MCE values given the significantly different 
measurement geometries. These MCE values are compara- 
ble to those calculated from the mean emission factors for 
CO2 and CO presented by Akagi et al. (2011) for temperate 
forests of 0.92 and for extratropical forests of 0.89 (where 
extratropical forests represent a weighted average of boreal 
and temperate forests based on GFED3 biomass consump- 
tion estimates; van der Werf et al., 2010). Mean MCE val- 
ues reported for laboratory burns by Burling et al. (2010) are 
slightly higher at 0.93 ± 0.04, but Yokelson et al. (2013) con- 
clude that laboratory fires most probably yield higher MCE 
values due to typically lower fuel moisture content and the 
lack of wind to sustain smouldering combustion. 
Thus MCE values that we obtain in this study are similar to 
what we would expect from a fire-averaged hazard reduction 
burn. This lends confidence that open-path FTS methodology 
is a reasonably sound technique for measuring a representa- 
tive sample, as long as care is taken to ensure that the line 
of sight chosen captures flaming emissions as well as smoul- 
dering and the results are weighted to the total enhancements 
measured. 
Despite the caveats of a small sample size and small ge- 
ographic spread of sites sampled, the emission factors pro- 
vided here are the first for many trace gases from Australian 
forest fires. Therefore, for those wishing to model emissions 
using geographical regions, we recommend the use of our 
mean emission factors to characterise the emissions from 
Australian forest fires in fire inventories. 
 
5.5   Comparison of emission factors to previous studies 
 
We can compare our emission factors for CO2 , CO and CH4 
to those measured previously by Hurst et al. (1996), who 
quoted emission factors in terms of fraction of fuel carbon 
burned (i.e Ci / CT ). If we make the same assumption as 
we did in this study (that the fractional carbon content is 
50 %) and apply this to their quoted values, we get equivalent 
emission factors of 1560 g CO2 kg
−1 of dry fuel consumed, 
106 g CO kg−1  of dry fuel consumed and 3.6 g CH4 kg
−1
 
of dry fuel consumed. Our estimates give a slightly larger 
amount of total carbon emerging as both CO2 and CO than 
that estimated by Hurst et al. (1996) and a very similar value 
for CH4 . The small differences in emission factors for CO2 
and CO can be fully accounted for in the different assump- 
tions made about carbon emissions that were not measured 
– i.e. in this study we assumed that the total measured car- 
bon emissions were approximately equal to the total emitted 
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Table 4. Emission factors (EFgas ) in g kg
−1 and uncertainties for each fire along with the mean and standard deviation of the emission factors 










Mean ± Std dev. 
(Uncertainty) 
Akagi et al. (2011) 
for temperate 
Akagi et al. (2011) 
for extratropical 
   Reserve  from this study forests forests 
EFCO2 1,580 ± 160 1,640 ± 160 1,650 ± 170 1,640 ± 160 1,590 ± 160 1,620 ± 30 (160) 1637 ± 71 1509 ± 98 
EFCO 136 ± 22 106 ± 17 102 ± 16 112 ± 18 133 ± 21 118 ± 16 (19) 89 ± 32 122 ± 44 
EFCH4 4.8 ± 0.9 2.9 ± 0.5 2.7 ± 0.4 2.7 ± 0.5 4.8 ± 0.9 3.6 ± 1.1 (0.6) 3.9 ± 2.4 5.7 ± 3.2 
EFC2 H4 1.6 ± 0.3 1.1 ± 0.2 1.1 ± 0.2 1.1 ± 0.2 1.5 ± 0.3 1.3 ± 0.3 (0.25) 1.1 ± 0.4 1.4 ± 0.4 
EFH2 CO 2.4 ± 0.4 1.5 ± 0.3 1.4 ± 0.2 1.7 ± 0.3 1.8 ± 0.3 1.7 ± 0.4 (0.3) 2.3 ± 1.1 1.9 ± 1.1 
EFCH3 OH 4.0 ± 0.8 1.6 ± 0.3 1.5 ± 0.3 1.6 ± 0.3 3.2 ± 0.6 2.4 ± 1.2 (0.4) 1.9 ± 1.4 2.7 ± 1.8 
EFCH3 COOH 5.5 ± 1.2 2.8 ± 0.6 2.6 ± 0.6 3.6 ± 0.8 4.8 ± 1.0 3.8 ± 1.3 (0.8) 2.0 ± 1.6 4.1 ± 3.0 
EFHCOOH 0.7 ± 0.2 0.26 ± .06 0.29 ± 0.07 0.36 ± 0.09 0.43 ± 0.11 0.4 ± 0.2 (0.1) 0.35 ± 0.33 0.54 ± 0.47 
EFNH3 2.2 ± 0.5 1.0 ± 0.2 1.4 ± 0.3 0.8 ± 0.2 2.4 ± 0.6 1.6 ± 0.6 (0.4) 0.78 ± 0.82 2.5 ± 2.4 
EFN2 O 
EFC2 H6 
   0.21 ± 0.04 0.09 ± 0.01 
0.5 ± 0.2 
0.15 ± 0.09 (0.03) 
0.5 (0.2) 
0.16 ± 0.21 
1.1 ± 0.7 
0.38 ± 0.35 
1.7 ± 1.0 
 
 
carbon, whilst Hurst et al. (1996) assumed 6 % carbon emit- 
ted in ash. 
There are no previously published emission factors for 
Australian temperate forest fires for any of the other gases 
measured in this study, but for comparison the mean values 
for temperate forest fires and extratropical fires in other parts 
of the world are given in the final columns of Table 4 (Akagi 
et al., 2011). Very large estimates of the natural variability 
for many trace gases are presented by Akagi et al. (2011) 
and consequently all our results overlap within the stated un- 
certainties and expected ranges. However, our emission fac- 
tor for CO is quite a bit higher and closer to their estimated 
mean value for extratropical forests of 122 ± 44 g kg−1 dry 
fuel consumed. 
Also of note are higher emission factors for CH3 COOH 
and NH3 (also more typical of extratropical forest estimates) 
and significantly lower C2 H6  emissions as reported previ- 
ously by Paton-Walsh et al. (2005). 
 
 
6   Summary and conclusions 
 
We present results from open-path FTIR measurements of 
emission factors for Australian temperate forest fires from 
five hazard reduction burns in New South Wales. A detailed 
description of the measurement set-up and analysis proce- 
dure is given, including spectral regions used for retriev- 
ing several trace gases from highly polluted smoky envi- 
ronments. Different methods for deriving best estimates for 
fire-averaged emission factors are presented and we conclude 
that, for our measurement geometry, it is best to use a whole- 
fire integrated method (or “summation method”) to derive 
emission factors for CO2 and CO. For all other trace gases, 
we recommend that the emission factor is derived using the 
emission ratio to one of these reference gases (CO2 or CO), 
whichever gives the strongest correlation. 
Despite possible sampling biases, the MCE values ob- 
tained lend confidence that open-path Fourier transform 
spectrometry is probably capable of capturing a reasonably 
representative sample of flaming and smouldering combus- 
tion when a suitable viewing geometry is available. Our sam- 
ple size is quite small, with all the fires being hazard reduc- 
tion burns from a relatively small geographic spread. Nev- 
ertheless, in the absence of any alternative measurements 
for many gases in this ecosystem, we recommend our mean 
emission factors for use in region-specific biomass burning 
inventories. 
The recommended ecosystem-specific emission factors for 
Australian temperate forest fires (in grams of gas emitted per 
kilogram of dry fuel burned) are therefore 
1620 ± 160 g kg−1    of   CO2 ;   120 ± 20 g kg−1    of   CO; 
3.6 ± 1.1 g kg−1 of   CH4 ;   1.3 ± 0.3 g kg−1 of   C2 H4 ; 
1.7 ± 0.4 g kg−1   of  H2 CO;  2.4 ± 1.2 g kg−1   of  CH3 OH; 
3.8 ± 1.3 g kg−1 of CH3 COOH; 0.4 ± 0.2 g kg−1 of 
HCOOH;   1.6 ± 0.6 g kg−1    of   NH3 ;   0.15 ± 0.09 g kg−1 
of N2 O and 0.5 ± 0.2 g kg
−1 of C2 H6 . 
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Appendix A: Details of spectral analysis 
 
A1   Quantitative analysis of infrared spectra 
 
The MALT model requires environmental parameters (tem- 
perature and pressure) along with parameters that describe 
the spectrometer and the resulting instrument line shape in 
order to calculate the synthetic spectrum. Each of these in- 
strument parameters may be fixed or fitted during the re- 
trieval process. If an instrument parameter is fitted, then the 
initially assigned value is also adjusted (along with the trace 
gas mole fractions) such that the final value minimises the 
difference between the measured and simulated spectra. 
In this study, the Bomem MB-100 Series FTIR spectrom- 
eter was modelled using a resolution of 0.96 cm−1 (fixed), 
a field of view of 22 milliradians (fixed), with a Hamming 
apodisation function applied to match the apodisation ap- 
plied to the measured spectra. The spectrometer had a few 
imperfections that resulted in a non-ideal instrument line 
shape. An imperfect alignment causes a phase error and shifts 
the wave-number scale from the true line positions that are 
listed in the HITRAN database. The phase error was assigned 
an initial value of −2◦ and the wave-number shift assigned 
an initial value of 0.1 cm−1 and both these parameters were 
fitted during the retrieval. An empirical asymmetry function 
was applied to the MALT simulated spectra in order to repli- 
cate the actual instrument line shape better (in addition to 
fitting a phase error). 
Imperfect alignment also causes a broadening of the line 
widths of absorbing gases. This additional broadening is 
described by an instrument parameter called the “effective 
apodisation”. This is a trapezoidal apodisation function vary- 
ing from zero (equivalent to a boxcar function for a perfectly 
aligned instrument) to a value of one (representing a trian- 
gular apodisation function). This parameter was fitted for the 
retrieval of some trace gases (to obtain the best possible fit) 
and fixed for others, particularly weak absorbers (in order to 
ensure a stable fit). Finally, in fitting the simulated spectrum 
to the measured spectrum, MALT can allow different degrees 
of freedom in fitting the continuum level (i.e. the intensity 
of radiation at each wave number with no absorption lines 
present). In most of the spectral regions used in this study, a 
second-order polynomial fit to the continuum level was used 
(allowing for some non-linear variation of the optical trans- 
mission across the wave-number range used). 
 
A2   Spectral region for fitting carbon dioxide and 
carbon monoxide 
 
Carbon dioxide exhibits strong infrared absorptions, even 
at ambient mole fractions. Unfortunately, the vibrational– 
rotational band for the asymmetric stretch of the main iso- 
tope of carbon dioxide (12 CO2 ) is saturated at current back- 
ground amounts (∼ 394 ppm). This makes carbon dioxide 
surprisingly difficult to retrieve accurately from the type of 
infrared spectra recorded here. Many spectral regions were 
trialled during this study and these tests showed that a poorly 
chosen spectral region can introduce inaccuracies of up to 
20 %. In the end, the region from 2080 to 2270 cm−1  was 
chosen for the retrieval of CO2 and CO from the spectra 
recorded through smoke at the hazard reduction burns. Ni- 
trous oxide (N2 O) and water (H2 O) are also fitted as interfer- 
ing absorbers in this window. The phase error and effective 
apodisation are adjusted during the non-linear least squares 
fitting retrieval and a second-order polynomial fit to the con- 
tinuum level is allowed. This spectral region (from 2080 to 
2270 cm−1 ) is reliant on the sensitivity provided by absorp- 
tion bands of the second most abundant isotope (13 CO2 ). 
Photosynthesis results in proportionally less 13 C in the veg- 
etation that is burning than in the atmosphere, so reliance on 
13 CO2 is likely to introduce a negative bias of between 0.5 
and 2 % depending on the type of vegetation and its main 
photosynthetic pathway. These biases are small compared to 
the total uncertainties (discussed in detail in Appendix B) 
and no attempt is made to correct for them. Comparisons 
show that mole fractions derived from this region are in good 
agreement (always < 5 %) with the results given by the re- 
gion from 3520 to 3775 cm−1 , which includes strong fea- 
tures for both 12 CO2 and 
13 CO2 . This latter region also has 
very strong H2 O absorption and this leads to low signal-to- 
noise ratio and lower precision. For this reason, the 3520– 
3775 cm−1 window was used only to confirm the accuracy 
of the chosen region for highly polluted atmospheres. 
The accuracy of this retrieval method was tested using a 
series of dilutions of a calibration mixture (containing 1 % 
of each of CO2 , CO, CH4 , C2 H2 , C2 H4  and C2 H6 ,) mea- 
sured with a White cell with an optical path of 22.2 me- 
tres, coupled to a Bomem MB-100 Series FTIR spectrom- 
eter similar to that used for the open-path measurements. 
The results showed that the spectral region from 3520 to 
3775 cm−1 (with the strong CO2 and H2 O absorptions) pro- 
duced CO2 mole fractions within 1 % of the true known cali- 
bration values. For very low mole fractions of CO2 (ambient 
levels and below in the 22.2 m White cell) the chosen region 
(from 2080 to 2270 cm−1 ) failed to retrieve accurate mole 
fractions. This was due to the combination of a short path 
length, low pressure and unusually low mole fractions pro- 
ducing very weak absorption features. However, within the 
range of absorbances used before and during the fires, the 
results are consistent between the two regions, demonstrat- 
ing accuracy within 5 %. CO mole fractions retrieved from 
the chosen spectral region (from 2080 to 2270 cm−1 ) were 
within 2 % of the true known calibration values. It should be 
noted that these uncertainties are only one contributor to the 
total uncertainty budget, which is described in detail later in 
this paper. These results for the calibration of CO2 and CO 
are consistent with the open-path calibration results of Smith 
et al. (2011). 
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A3   Spectral regions and parameters for fitting other 
trace gases 
 
A  single  standardised  region  was  chosen  to  fit  ethy- 
lene  (C2 H4 )  and  ammonia  (NH3 )  together  from  920  to 
1000 cm−1 ,  with  water  also  retrieved  as  an  interfering 
species. Phase error and effective apodisation were both ad- 
justed during the retrieval to optimise the fit, and the contin- 
uum level was fitted using a second-order polynomial. 
Standardised region fitting phase error, effective apodi- 
sation  and  a  second-order polynomial  to  the  continuum 
level were also chosen for methane (CH4 ) from 2980 to 
3105 cm−1 , (with H2 O also retrieved) and for formic acid 
(HCOOH) from 1060 to 1150 cm−1 with H2 O and NH3 also 
retrieved as interfering species. It should be noted that this 
relatively wide window from 1060 to 1150 cm−1  incorpo- 
rates P, Q and R branches of HCOOH and gave significantly 
better fits to the spectra showing the highest mole fractions 
(i.e. the smokiest spectra), fitting the NH3  interference and 
the continuum level curvature much better than a narrower 
window (1098–1114 cm−1 ) trialled first. 
Both methanol (CH3 OH) and formaldehyde (H2 CO) were 
retrieved fitting only the phase error (with the effective apodi- 
sation fixed at zero since this produced a more stable fit for 
these broad absorbers), and a second-order polynomial fitted 
to the continuum level. The spectral region fitted to retrieve 
H2 CO was 2710–2810 cm
−1 with interfering H2 O also re- 
trieved and from 920 to 980 cm−1 for CH3 OH with H2 O and 
NH3 also fitted as interfering species. 
Acetic acid (CH3 COOH) is not available in the HITRAN 
database and so a library spectrum was used as the basis 
function for the absorption coefficients (Hurst et al., 1996; 
Sharpe et al., 2004). Both phase error and effective apodis- 
ation were fitted but only a simple slope in continuum level 
was permitted in the fit because a second-order polynomial fit 
to the continuum level interfered with the correct retrieval of 
the shallow absorption of acetic acid. The region chosen was 
1130–1230 cm−1 and H2 O, NH3 and HCOOH were fitted as 
interfering species. 
The region from 2971 to 3002 cm−1 was used to fit weak 
C2 H6  absorption features, fitting H2 O, CH4  and C2 H4  as 
interfering species, a second-order polynomial fitted to the 
background and allowing only the phase to vary (with the 
effective apodisation fixed since this produced a more sta- 
ble retrieval for this weak absorber). The absorption features 
were too weak in most spectra to produce a stable fit and so 
results are provided from a single fire where the strongest 
trace gas enhancements were measured. 
Table 1 summarises all the spectral regions and parame- 
ters used in this study, along with another region from 710 
to 760 cm−1  used to derive acetylene (C2 H2 ) and hydro- 
gen cyanide (HCN) in spectra recorded at savanna burns in 
Northern Australia and reported in the partner paper (Smith 
et al., 2014). These gases could not be retrieved from the 
spectra measured in this study because the particular mer- 
cury cadmium telluride (MCT) detector used had insufficient 
sensitivity in this spectral region. (MCT detectors have dif- 
ferent optical cut-offs and the sensitivity of the MCT used in 
the savanna fires study extends to longer wavelengths than 
the one used for the forest fires described in this paper). 
Example fits for all of the spectral regions used are given 
in Fig. 2. 
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Appendix B: Details of uncertainty estimates 
 
B1   Uncertainties in ACO2 and ACO 
 
An uncertainty budget was first calculated for �[CO2 ] and 
�[CO] and  then  applied  to  the  resulting  emission  fac- 
tors calculated. The dominant uncertainty for both �[CO2 ] 
and �[CO] is the assumed temperature, which causes both 
a spectral error (because the wrong line shape and line 
strengths are assumed in the fitting algorithm) and a den- 
sity error, due to assuming the wrong air density when con- 
verting from the measured concentration in the line of path 
to mole fraction. The temperature was measured at a single 
point close to the spectrometer but in reality the tempera- 
ture may vary substantially across the spectrometer’s line of 
sight with a significant probability of increased temperatures 
where there are enhanced amounts of trace gases absorb- 
ing such as in the flaming emissions from the fire. However, 
flames are unlikely to cover the whole path length and so 
we estimated that the temperature error was likely to be ap- 
proximately 20 ◦C. This estimate is meant to account for the 
possibility that a large temperature error for a fraction of the 
path may be more significant than a smaller temperature error 
over the entire path. Very large errors in the temperature are 
expected to produce easily identified effects like large errors 
in the spectral fits, or anomalous behaviour in the correlation 
plots. (The latter effect was identified for CH4 and NH3 in a 
subset of spectra from Alfords Point and these spectra were 
removed before calculating emission ratios.) The resulting 
density error was calculated assuming ideal gas behaviour 
and the spectral errors were taken from the sensitivity studies 
undertaken by Smith et al. (2011). The different temperature 
errors are obviously correlated and so the combined uncer- 
tainty was determined by some basic sensitivity studies. In 
the case of CO2 the density and spectral temperature errors 
are in the same direction giving a combined error of 15.3 % 
for an underestimation of the temperature of 20 ◦C, whereas 
for CO they partially compensate giving an overall tempera- 
ture error of 5.1 %. These combined temperature uncertain- 
ties are added in quadrature from those resulting from uncer- 
tainties in the assumed background mole fractions, spectral 
fitting errors and errors in the HITRAN lines used in the re- 
trieval. The resulting overall uncertainty estimates are 16.3 % 
for �[CO2 ] and 6.3 % for �[CO], and the contributions are 
summarised in Table B1. 
 
B2   Uncertainties in EFCO2  and EFCO 
 
However, the resulting uncertainty in the emission factor cal- 
culated for CO2  is very different because it depends upon 
the ratio Ci / CT  – i.e. the ratio of �[CO2 ] to the sum of 
�[CO2 ], �[CO], and the other carbon-containing species. 
Since �[CO2 ] is the dominant term in both the numer- 
ator and the denominator, uncertainties in this value are 
largely cancelled out, leaving an uncertainty in the ratio 
Table B1. Totals and component values of the uncertainty budget 
for calculating �[CO2 ] and �[CO]. 
 
Gas Background  Total      Spectral      HITRAN     Summed 
mole      temperature  fitting error   in 
fraction   error   error   quadrature 
� CO2  2.5 % 15.3 % 1 % 5 % 16.3 % 
� CO 2.5 % 5.1 % 2 % 2 % 6.3 % 
 
 
Table B2. Totals and component values of the uncertainty budget 
for calculating EFCO2  and EFCO . 
 
Uncertainty Uncertainty Summed in 
in Ci / CT   in FC  quadrature 
 
EFCO2 1.5 % 10 % 10 % 




CCO2  / CT ≤ 1.5 %. For CO, the opposite scenario is true be- 
cause the uncertainties in �[CO2 ] and �[CO] combine to 
produce an uncertainty in the ratio CCO / CT ≤ 15 %. 
Uncertainties in the molecular masses are vanishingly 
small but there is a large uncertainty in the carbon con- 
tent of the fuel (FC ) which is not measured but taken to 
be 0.50 ± 0.05. This value of 0.5 is the same as that used 
by Bennett et al. (2013), and our estimated uncertainties en- 
compasses the value used for the fuel fraction from trees by 
Volkova and Weston (2013) of 0.47 taken from the IPCC 
(2004) and the mean values measured by Burling et al. (2010) 
of 0.51 ± 0.03 for fuels from southern USA. The carbon con- 
tent of the fuel turns out to be the dominant uncertainty for 
calculating the emission factor for CO2 and a major uncer- 
tainty in the emission factor for CO. The resulting overall 
uncertainty estimates are 10 % for EFCO2 and 16 % for EFCO , 
and the contributions are summarised in Table B2. 
 
B3   Uncertainties in emission ratios 
 
Uncertainties in the emission ratios are calculated from the 
relevant uncertainties in the gradient of the correlation plot 
of target gas and reference gas. The generalised least squares 
regression yields an uncertainty in the gradient but this value 
contains only random uncertainty and assumes that the un- 
certainties of each point are uncorrelated. Thus other factors 
that contribute to the uncertainty must also be considered. Ta- 
ble B3 shows the contributing factors to the uncertainties of 
the derived emission ratios, broken into contributions from 
the target gas (�gas) and the reference gas (�ref) – CO2 
or CO. Component values for the uncertainties arising from 
spectral temperature sensitivities are estimated by assuming 
a maximum 20 ◦C temperature error and adding sensitivi- 
ties of target gas and reference gas in quadrature. (Whilst 
these errors are clearly not uncorrelated, the true correla- 
tion of the sensitivities of each gas are complicated by strong 
non-linearity and by feedbacks into the spectral fitting errors. 
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 for 20 ◦C uncertainty  gradient uncertainty uncertainty uncertainty 
C2 H4 / CO2 12 % 5 % 5 % 1 % 14 % 10 % 17 % 
H2 CO / CO2 6.4 % 5 % 5 % 1.4 % 10 % 10 % 14 % 
N2 O / CO2 5 % 4 % 5 % 5 % 10 % 10 % 14 % 
CH4 / CO 4.4 % 2 % 5 % 0.8 % 7 % 3 % 8 % 
CH3 OH / CO 4.4 % 6 % 5 % 0.8 % 9 % 3 % 9 % 
CH3 COOH / CO 10 %* 3 % 10 %* 0.6 % 14 % 3 % 15 % 
NH3 / CO 10.8 % 2 % 5 % 0.5 % 12 % 3 % 12 % 
HCOOH / CO 8 % 16 % 5 % 5.4 % 19 % 3 % 20 % 
C2 H6 / CO 9.2 % 25 % 5 % 2.6 % 27 % 3 % 27 % 
* For CH3 COOH values for the spectral temperature sensitivity and the HITRAN uncertainty and are not available or not relevant and instead an estimated value of 10 % is 
assigned to both the spectral temperature uncertainty and to the uncertainty in the library spectrum cross sections (equivalent to a HITRAN error) so that an estimate may be 
obtained for the overall emission ratio uncertainty. 
 
 
Thus adding in quadrature provides a very approximate esti- 
mate commensurate with the other difficulties in obtaining a 
good estimate of our true measurement uncertainty.) 
Relevant spectral sensitivities and uncertainties in the HI- 
TRAN database are taken from the literature where available 
(Paton-Walsh et al., 2005; Pinnock and Shine, 1998; Roth- 
man et al., 2009; Smith et al., 2011). For CH3 COOH these 
values are not available and an estimated value of 10 % is 
assigned to both the spectral temperature uncertainty and to 
the uncertainty in the library spectrum cross sections (equiv- 
alent to a HITRAN error). Uncertainties in the derived gra- 
dients were taken from the generalised least squares regres- 
sions (using data from the fire that yielded the worst R2  val- 
ues – so as to provide a worst-case scenario). The spectral 
fitting uncertainty estimated during the MALT fitting algo- 
rithm is also included because this is often not random but 
dominated by errors in the forward model. 
Uncertainties in the reference gases (�ref) were calculated 
using the components in Table B1, but excluding the uncer- 
tainties in background mole fractions and the error in den- 
sity correction arising from temperature uncertainties. These 
components are excluded because the former does not con- 
tribute to the gradient and the latter cancels out as it produces 
the same error in the target gas and the reference gas. This 
yields an uncertainty in �ref of 10 % for CO2  and 3 % for 
CO. Finally, all uncertainties are added in quadrature to give 
a total uncertainty for each emission ratio (see Table B3). 
B4   Uncertainties in emission factors 
 
Finally, measurement uncertainties in emission factors were 
determined for each trace gas by combining in quadrature the 
uncertainties in the emission ratio with the uncertainty in the 
emission factor of the relevant reference gas (CO2 or CO). 
These uncertainties are shown in parentheses in Table 4. For 
CO2 and CO, the measurement uncertainty exceeds the fire 
to fire variability and so the uncertainty in the mean emission 
factor given is the measurement uncertainty. For all other 
gases, the fire-to-fire variability dominates and the quoted un- 
certainty in the emission factor is the 1σ standard deviation 
of the mean. 
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Abstract. The biogenic emissions of isoprene and monoter- 
penes are one of the main drivers of atmospheric photochem- 
istry, including  oxidant and secondary organic aerosol pro- 
duction. In this paper, the emission  rates of isoprene and 
monoterpenes from Australian  vegetation are investigated 
for the first time using the Model of Emissions of Gases 
and Aerosols  from Nature version 2.1 (MEGANv2.1); the 
CSIRO chemical transport model; and atmospheric observa- 
tions of isoprene, monoterpenes and isoprene oxidation prod- 
ucts (methacrolein  and methyl vinyl ketone). Observations 
from four field campaigns during three different seasons are 
used, covering urban, coastal suburban and inland forest ar- 
eas. The observed concentrations  of isoprene and monoter- 
penes were of a broadly  similar magnitude, which may in- 
dicate that southeast  Australia holds an unusual  position 
where neither chemical species dominates. The model results 
overestimate the observed atmospheric concentrations of iso- 
prene (up to a factor of 6) and underestimate the monoter- 
pene concentrations  (up to a factor of 4). This may occur 
because the emission rates currently  used in MEGANv2.1 
for Australia  are drawn mainly from young eucalypt trees 
(< 7 years), which may emit more isoprene than adult trees. 
There is no single increase/decrease factor for the emissions 
which suits all seasons and conditions  studied. There is a 
need for further field measurements of in situ isoprene and 
monoterpene emission fluxes in Australia. 
1   Introduction 
 
 
Biogenic volatile organic compounds  (BVOCs) originate 
from terrestrial and marine ecosystems,  and have  an an- 
nual flux of approximately 1150 Tg C yr−1 (Guenther et al., 
1995). Almost 90 % of BVOCs are emitted from plants and 
trees, with the most dominant  species being isoprene and 
monoterpenes (Lathière et al., 2006; Guenther et al., 2012). 
The isoprene and monoterpene emission rates from vegeta- 
tion are determined by a combination  of environmental fac- 
tors (light, temperature, water stress etc.) and genetic make- 
up of the species being considered (Guenther et al., 2012). In 
regions of dense vegetation these BVOCs  dominate the ox- 
idative capacity of the atmosphere (Houweling  et al., 1998; 
Taraborrelli  et al., 2012) and are important in the production 
of ozone (Simpson, 1995; Pierce et al., 1998) and secondary 
organic aerosol (Hoffmann  et al., 1997; Griffin et al., 1999; 
van Donkelaar et al., 2007). 
Concentrations of BVOCs in the atmosphere  are a func- 
tion of the emission rate from the underlying vegetation, the 
mixing depth of the boundary layer, entrainment rate at the 
top of the boundary layer, horizontal advection, the rate of 
removal within the boundary layer by the hydroxyl and ni- 
trate radicals, and ozone. All of these processes vary diur- 
nally. Modern chemical  transport models can simulate all 
these processes provided  they include an emission module 
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for BVOCs such  as the Model of Emissions of Gases and 
Aerosols from Nature (MEGAN). 
MEGAN was developed to provide a parameterisation  for 
BVOC emissions applicable over the Earth’s surface (Guen- 
ther et al., 2012, 2006, 1995). MEGAN uses meteorological 
parameters such as temperature and solar radiation,  land use 
maps incorporating vegetation and land cover, and emission 
factors based on global observations of plant responses to 
light and temperature. MEGAN has been incorporated  and 
run within a number  of global chemistry models (Guenther 
et al., 2006; Heald et al., 2008; Emmons et al., 2010; Millet 
et al., 2010; Pfister et al., 2008) and for regional air quality 
studies (Situ et al., 2013; Stavrakou et al., 2014; Kim et al., 
2014). Sensitivity  studies on the input data for MEGAN have 
highlighted the importance of time and spatial resolution in 
meteorological data (Ashworth  et al., 2010; Arneth et al., 
2011). A comparison of isoprene emissions driven by low- 
resolution (degree scale) and high-resolution  (10 km) meteo- 
rological fields showed changes up to 150 % due to smooth- 
ing via averaging effects (Pugh et al., 2013). The importance 
of using accurate land cover data with respect to the effects 
of isoprene on ozone concentrations has also been discussed 
(Kim et al., 2014),  as has changing  all vegetation from de- 
fault species to eucalypts (Situ et al., 2013), which increased 
isoprene concentrations by 315 %. 
There are over 700 species of eucalypts native to Aus- 
tralia, many of which are expected to contribute to isoprene 
emissions in the southeast region.  Evans et al. (1982) re- 
ported the first comprehensive survey of isoprene emission 
and found that Eucalyptus globulus was the highest isoprene 
emitter of the 54 plant species examined. Eucalypts were se- 
lected to be the subject of a number  of subsequent isoprene 
emission studies and are considered  as among  the highest 
isoprene-emitting plants (e.g. Loreto and Delfine, 2000). A 
small number of BVOC emission measurements have been 
made in Australia, particularly of eucalypt species (Winters 
et al., 2009; He et al., 2000), flowering  plants and pasture, 
including grass cutting (Kirstine et al., 1998) and tropical 
grasslands/woodlands (Ayers and Gillett, 1988). Emissions 
from eucalypt species outside Australia  have been measured 
in the field (Street et al., 1997) and the laboratory (Guenther 
et al., 1991). 
Previous MEGAN predictions of BVOC emissions across 
Australia have had limited  success. Müller et al. (2008) found 
an overestimate  of isoprene  across northern  Australia by 
comparing MEGANv2 to GOME  satellite measurements of 
formaldehyde,  and subsequently Stavrakou et al. (2015) es- 
timated the magnitude of this over-prediction to be a factor 
of 2–3 in January. Sindelarova  et al. (2014) found that re- 
ductions of 50 % in Australian isoprene emissions could be 
achieved by accounting for reduced isoprene emissions dur- 
ing low soil moisture conditions. 
The imperative for understanding biogenic emissions from 
Australia is clear as the country covers 22 % of the land area 
in the Southern Hemisphere (excluding Antarctica). This is 
the first high-resolution regional study focussing on whether 
the emission factors used in MEGAN are appropriate to rep- 
resent BVOC emissions from diverse locations in southeast 
Australia.  We compare atmospheric concentrations of iso- 
prene and monoterpenes  observed in these locations  with 
concentrations modelled using MEGAN, the default emis- 
sion factors and the CSIRO chemical transport model. Sensi- 
tivity studies are undertaken on these emission factors. Tests 
on other variables to assess model uncertainty are shown in 
the Supplement. Differences between the modelled and mea- 
sured BVOCs are critically examined and the need for re- 
vised regional emission factors is evaluated. 
 
 
2   Materials and methods 
 
2.1   Field experiments 
 
Gas-phase biogenic VOC data were measured using a proton 
transfer  reaction  mass spectrometer  (PTR-MS); data were 
collected during four field experiments in areas of diverse 
land cover in southeast Australia.  Figure 1 shows a map giv- 
ing the locations of the field campaign sites in southeast Aus- 
tralia, showing their proximity to the coast and urban regions, 
as well as forested  areas. Data  within Fig. 1 are discussed 
later. The PTR-MS  measures groups of species which cor- 
respond to certain mass-to-charge (m/z) ratios; for example, 
isoprene, C5H8, is identified at m/z = 69 (made up of the 
mass of C5H8, 68 g mol
−1,  and a proton, 1 g mol−1). Whilst 
monoterpenes are identified at both m/z = 137 and 81 (a 
dominant fragment produced by dissociative proton trans- 
fer), only the m/z = 137 will be used. The PTR-MS tech- 
nique is ideal for developing  and evaluating  parameterisa- 
tions for lumped species modelling  as most chemical mech- 
anisms do not separate individual monoterpenes  such as α- 
and β -pinenes, and conventional  gas chromatographic  tech- 
niques may underestimate the actual monoterpene loading 
(Lee et al., 2005). Hourly averages have been calculated from 
the PTR-MS data to be comparable to the time period of the 
modelled output. For details of the PTR-MS  measurements 
please refer to the citations given for each field campaign. 
 
2.1.1  The Sydney Particle Study 
 
The Sydney Particle  Study (SPS) took place at West- 
mead, 33 km to the west of central Sydney (150.9961◦ E, 
33.8014◦ S) (Cope et al., 2014). The site is situated in a 
grassy field within the grounds of a psychiatric  hospital. 
Two intensive field campaigns took place, occurring between 
1 February and 7 March 2011 (SPS1, summer) and 14 April 
and 14 May 2012 (SPS2, autumn). The PTR-MS  was oper- 
ational from 18 February during SPS1 and throughout  the 
whole of SPS2. The height of the inlet was approximately 
4 m. 
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Figure 1. Southeast Australia at 1 km resolution, showing (top) 
isoprene from the MEGAN global emission factor map and (bot- 
tom) LAI in January, with the boundaries of the inner model do- 
mains marked. Major cities and the field campaign locations are 




2.1.2  MUMBA 
 
The Measurement  of  Urban, Marine and Biogenic Air 
(MUMBA) field campaign took place between 21 Decem- 
ber 2012 and 16 February 2013 (summer) at the University 
of Wollongong  eastern campus (150.8995◦ N, 34.3972◦ S), 
about 80 km to the south of Sydney (Paton-Walsh  et al., 
2016). Wollongong is a coastal location  with sharp gradients 
between marine, urban and forested regions. The PTR-MS 
instrument was situated in a hut surrounded by a grass field 
and was sampled from a mast at a height of ∼ 10 m above the 
surrounding ground level. 
 
2.1.3  Tumbarumba 
 
 
PTR-MS  measurements were made for one week at Tum- 
barumba in New South Wales (148.1517◦ E, 35.6566◦ S) be- 
tween 8 and 14 November 2006 (late spring) (Maleknia, 
2012; Maleknia et al., 2009). Tumbarumba is located within 
the Bago State Forest and is surrounded by dominant euca- 
lypt species of E. delegatensis (alpine  ash) and E. dalrym- 
pleana (mountain gum) with an average height of 40 m. Iso- 
 
prene and monoterpenes were observed from an inlet height 
of 45 m. Despite being performed in late spring, the cam- 
paign experienced snowstorm conditions  that caused damage 
to the trees. This resulted in a 4-fold increase in the emis- 
sions of monoterpenes, whilst isoprene levels remained low 
due to cold temperatures (∼ 8 ◦C) (Maleknia et al., 2009). 
Three days of eddy covariance flux measurements are avail- 
able for isoprene and monoterpenes from the post-storm pe- 
riod at Tumbarumba.  These data will provide  a direct con- 
straint on modelled emissions despite being caveated by the 
unusual vegetation stress response. 
 
2.2   The modelling framework 
 
The CSIRO Chemical Transport Model (CTM) has been de- 
veloped over 15 years for Australian regional air quality is- 
sues (Cope et al., 2004). The CTM is a three-dimensional Eu- 
lerian chemical transport model with 35 levels in the vertical 
to 40 km. The CTM has the capability of modelling the emis- 
sions, transport, chemical  transformation,  and wet and dry 
deposition of a coupled  gas- and aerosol-phase atmospheric 
system. The modelling  uses a nested approach, downscal- 
ing from global background concentrations which are ad- 
vected into the Australian region by the prevailing winds. 
The Australia-wide  domain at 80 km resolution is used to 
simulate the transport of species from large-scale continen- 
tal processes that feed into the boundary conditions of three 
successively smaller nested grids. The highest resolution grid 
(3 km) has a domain  size of 180 km × 180 km and is centred 
on each field campaign site. 
The CTM is driven by meteorology from the Confor- 
mal Cubic Atmospheric Model (CCAM; McGregor and Dix, 
2008). CCAM is a global stretched grid dynamical model, 
used for the prediction of wind velocity, temperature, water 
vapour mixing ratio (including clouds), radiation and turbu- 
lence. CCAM has been evaluated  for use in Australia and 
elsewhere (Corney et al., 2013; Nguyen et al., 2014). CCAM 
uses the Australian land surface scheme, CABLE (Kowal- 
czyk et al., 2013), to provide information on the surface 
roughness, soil moisture and leaf area index (LAI, based on 
MODIS data). The soil moisture  parameter has been eval- 
uated indirectly within the Global Soil Wetness Project by 
comparing model evapotranspiration and runoff to measure- 
ments (Zhang et al., 2013). Whilst CABLE performed well, 
soil moisture remains a source of uncertainty. 
We have included MEGAN as an option in the CTM to 
calculate the biogenic emissions, the setup of which is de- 
scribed below. Anthropogenic  emissions are based on the 
Sydney Greater Metropolitan  Region inventory  (NSW De- 
partment of Environment,  Climate Change and Water, now 
NSW EPA; DECCW, 2007) and includes 37 species. The 
chemical transformation of gas-phase species is modelled  us- 
ing an extended version of the Carbon Bond 5 mechanism 
(Sarwar et al., 2008) with updated toluene chemistry (Sar- 
war et al., 2011). The CB05 mechanism treats the production 
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Table 1. Model setup and list of model runs completed. 
 
 SPS1 SPS2 MUMBA Tumbarumba 
240 h average temperature, K 295 290 295 289 
24 h average PAR, µmol m−2 s−1 437 305 485 500 
Coarse grid PFT X    
Base MEGAN run X X X X 
Exchange 50 % crops → grass 









±20 % NOx emissions
∗
 X X X X 
∗ Shown in Supplement. 
 
 
of a lumped isoprene oxidation product only, simplifying  the 
chemistry. More recent schemes consider explicit oxidation 
products which can affect the production of ozone and nitrate 
species. The CB05 mechanism and its predecessor, CBIV, 
have been compared with other schemes in Emmerson and 
Evans (2009) and Knote et al. (2015), but not against mea- 
surements. The choice of chemistry scheme can introduce 
uncertainty, which could be explored in future work. A two- 
bin sectional scheme calculates the aerosol concentrations, 
using the volatility basis set (Shrivastava  et al., 2008) for 
the secondary organic species partitioning, and ISORROPIA 
(Fountoukis and Nenes, 2007) for the inorganic partitioning. 
The CTM runs on a chemical time step of 5 min with hourly 
output of all variables. Table 1 details how the model  has 
been set up and run, along with particulars of the sensitivity 
runs completed. 
 
2.3   Coupling MEGAN to the CSIRO CTM 
 
MEGAN was developed to provide  a parameterisation  for 
BVOC emissions, and detailed descriptions can be found 
in Guenther et al. (2012), with a useful review  of modules 
given in Sindelarova et al. (2014). The most recent version, 
MEGANv2.1, includes 147 species in 19 BVOC classes, 
which can be output into lumped species appropriate for a 
number of popular chemical mechanisms, including  the Car- 
bon Bond 5 mechanism. 
MEGANv2.1 is available  as an offline code at http://lar. 
wsu.edu/megan/guides.html. The code is set up for use with 
the Weather Research and Forecasting (WRF) modelling sys- 
tem, but it does not include the effect of CO2 on isoprene 
(Heald et al., 2009) or the effects of soil moisture. Note that 
soil moisture is used elsewhere in the CTM to calculate the 
dust emission flux and could be coupled with MEGAN in 
the future. In this work, the MEGANv2.1  code has been ex- 
tracted from the WRF system and coupled to the CSIRO 
CTM. 
MEGANv2.1 provides two approaches  for  estimating 
emission factors. The first is to use the 16 plant functional 
type (PFT) distributions  and the global average PFT-specific 
emission factors listed in Table 2 of Guenther et al. (2012). 
In this case the emission rate, R (µg m−2 h−1), of species i in 
any grid box will be sensitive to the PFT distributions  used 
for the MEGAN simulation (Eq. 1): 
 
nPFT 
Ri  = 
      
EFij × γij × χj 
  
,                                         (1) 
j =1 
where EFij  is the emission factor (µg m
−2 h−1) of species i 
under standard conditions for PFT j with fractional grid box 
areal coverage χj . The emission activity factor γij  (dimen- 
sionless) accounts for emission control processes and uses 
the following variables to drive the canopy model: compound 
class, response to light and temperature, leaf age, soil mois- 
ture, CO2 and LAI. 
The second approach is to use MEGAN global emission 
factor maps,  which are based  on plant type composition 
and plant-type-specific  emission factors.  In this case,  the 
MEGAN simulation  uses PFTs to define the canopy envi- 
ronment characteristics and to define the fractional grid box 
areal coverage, but the results are not as sensitive to the PFT 
data used. The emission rate, R, for species i in a given grid 
cell, xy, is (Eq. 2) 
 
nPFT 
Ri  = EFi,xy  
   
γij × χj 
  
.                                          (2) 
j =1 
 
This study uses  both approaches,  the latter approach  for 
10 species where emission  factor maps are available, and 
the former approach for all other species. Global emission 
factor maps (version 2011) for isoprene, myrcene, sabinene, 
limonene, 3-carene, ocimene, α-pinene, β -pinene, 232-MBO 
(2-methyl-3-buten-2-ol)  and NO are provided at a 1 km res- 
olution with the MEGANv2.1 code download  and are de- 
scribed below. 
 
2.3.1  Production  of emission factor maps for Australia 
 
The MEGANv2.1 emission factor maps provide values for 
a specific  location  based on estimates of plant type compo- 
sition, which can be individual plant species or more gen- 
eral types, and emission factors  for each plant type. The 
global MEGAN PFT database  was  used to quantify the 
fraction of trees, shrubs, crops and herbs at each location 
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in Australia. The tree/shrub type composition for Australia 
was then determined from data compiled  by the Australian 
Department of Agriculture and Water  Resources (DAWR) 
and released on the data.gov.au data portal in 2003 (URL: 
http://data.gov.au/dataset/forests-of-australia-2003,  DAWR, 
2003). The DAWR land cover data are representative of the 
time period of 1996 to 2002 and include 20 categories. Aus- 
tralia has unusually  low tree/shrub genera diversity  and many 
of these landscapes were represented in the DAWR database 
by a single tree/shrub genera (e.g. Acacia, Callitris, Casua- 
rina, Eucalyptus, Melaleuca)  although some were more di- 
verse (mangrove, rainforest).  The landscapes dominated by 
one genera were assigned the genera average emission factor 
in the MEGAN plant type database. Mixed landscapes were 
assigned a representative plant type (e.g. the emission factor 
for the genera Avicennia  was assigned to trees in the man- 
grove landscape). 
The MEGANv2.1  emission factor database classifies Eu- 
calyptus as a high emitter  (> 10 µg g−1 h−1), Casuarina and 
Melaleuca  as moderate emitters (1–10 µg g−1 h−1), and Avi- 
cennia and Callitris as very low emitters (< 1µg g−1 h−1). 
Isoprene or monoterpene emissions have not been published 
for any Australian  acacias, but eight acacia  species from 
South Africa (Guenther et al., 1996; Harley et al., 2003) 
and the US (Guenther et al., 1999; Papiez et al., 2009) have 
been investigated  and only one isoprene emitter and one 
monoterpene emitter  have been identified.  Based on these 
observations, the MEGAN model assumes low isoprene and 
monoterpene emission  rates for Australian  acacia species. 
The MEGANv2.1 isoprene emission factor for Eucalyptus 
was based on six enclosure measurement studies (Evans et 
al., 1982; Winer et al., 1983; Guenther et al., 1991; Street 
et al., 1997; Loreto and Delfine, 2000; He et al., 2000). Of 
these studies, only He et al. (2000) was conducted in Aus- 
tralia. These studies report  a large range of emission  rates 
that are equivalent  to MEGAN landscape emission factors 
of 1.6 to 51 mg g−1 h−1. Large variability (more than a fac- 
tor of 3) was observed for different plants of the same eu- 
calypt species measured in a single study (Guenther et al., 
1991). The average isoprene emission factor of 15 eucalypt 
species measured by He et al. (2000), about 24 mg m−2 h−1, 
was similar to the mean value for the other five studies and 
used as the basis for assigning eucalypts an isoprene emis- 
sion factor of 24 mg m−2 h−1. This is more than double the 
isoprene emission factor used for broadleaf evergreen tem- 
perate trees if approach 2 is used (PFT-sensitive). 
The distribution of isoprene emission factors in southeast 
Australia is shown in Fig. 1a. The region between Melbourne 
and Sydney is covered in vegetation emitting at the upper end 
of the map scale, close to 24 mg m−2 h−1. 
 
2.3.2  Meteorological and related inputs to MEGAN 
 
The MEGAN canopy model requires photosynthetically ac- 
tive radiation (PAR),  temperature, pressure, relative humid- 
ity and LAI. CCAM supplies hourly temperature and PAR, 
which exhibit diurnal cycles with early afternoon maxima. 
The hourly PAR is reduced by a cloud attenuation factor 
when conditions are cloudy. MEGAN also requires an esti- 
mate of previous growing  conditions  and needs 24 and 240 h 
averaged temperature and PAR. The 24 h average of temper- 
ature is provided by CCAM. The 240 h averaged tempera- 
ture is fixed at the observed average temperature for the du- 
ration of each campaign. The 24 h averaged PAR is set using 
measured solar radiation (in W m−2) rather than CCAM out- 
put when measurements were available during the SPS2 and 
MUMBA campaigns. The observed and modelled PAR from 
the respective receptor sites is presented in Fig. 2. This cal- 
culation assumes PAR is half the total solar radiation fraction 
in the 400–700 nm wavelength band, and the conversion fac- 
tor from W m−2 to µmol m−2 s−1 is 4.5. The model predicts 
the correct shape of the diurnal profile but over-predicts by 
126 µmol m−2 s−1 (7 %) at noon during summer (MUMBA) 
and under-predicts  by 236 µmol m−2 s−1  (25 %) during au- 
tumn (SPS2). Average campaign-modelled PAR is used for 
SPS1 and Tumbarumba. Values for temperature and PAR are 
given in Table 1. 
LAI data are provided  from CCAM as described,  at the 
same resolution  as each model grid. The distribution of LAI 
in summer (January) is shown in Fig. 1b, with high LAI data 
in the region of 5–6 m2 m−2 in the coastal plains and moun- 
tain ranges of southeast Australia. 
 




The Community  Land Model PFT data from the NCAR  data 
repository is provided on a  0.5◦ × 0.5◦  resolution, which 
when downscaled to the inner 3 km grids for the CSIRO- 
CTM is not suitable (shown in Sect. 3.2). A new PFT dataset 
has been constructed  for this work, as 3 km resolution data 
in the same format as the 16 PFTs required by MEGAN are 
not available. A dataset from the International  Geosphere- 
Biosphere Project (IGBP) available at a resolution  of 1 km 
with 17 land cover types (Belward  et al., 1999)  was used. 
The IGBP dataset was converted into NCAR PFTs based on 
the schemes of Bonan et al. (2002) and Poulter et al. (2011) 
and local knowledge. Bonan et al. (2002) suggest how much 
bare ground  should  be introduced to each PFT grid cell, 
and also how best to split the boreal from the temperate 
and tropical plant types using the average temperature  of 
the coldest month. A 30-year climatology  of observed av- 
erage winter temperatures (June–August) in Australia from 
the Bureau of Meteorology  was used for this purpose (http: 
//www.bom.gov.au/jsp/awap/, BoM, 2009). 
Poulter et al. (2011) noticed that the IGBP classified much 
of Australia’s  interior with open shrublands. As a  result, 
“shrublands”, “grasslands” and “savannahs” were split into a 
combination of shrubs and grass as per their implementation 
in CABLE. Neither Bonan et al. (2002) nor CABLE have 
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Figure 2. Comparison of photosynthetically  active radiation for 
modelled and measured SPS2 and MUMBA data. 
 
 
vegetation occurring within “urban” land cover types, which 
would lead to zero biogenic VOC emissions in Sydney within 
this high-resolution implementation. An estimate of vegeta- 
tion cover in Australian urban areas was made based on Kirs- 
tine and Galbally (2004). Table S1 in the Supplement gives 
details of how the IGBP land cover  dataset was split into 
the NCAR 16 PFTs suitable for MEGAN. Figure 3 shows 
the resulting spatial extent of the PFTs that contribute at the 
field campaign sites. The maps show a high density (in most 
cases 95 % coverage) of broadleaf evergreen temperate trees 
around the coastal area. Shrubs and grasslands dominate the 
northwest region, with crops dominating the area in between. 
 
 
3   Results 
 
3.1   Contribution  of plant functional types to emissions 
 
We calculate the isoprene and monoterpene emission rates 
per plant functional type for each field campaign’s inner 
nested grids in the model (180 km × 180 km). The SPS and 
MUMBA grids are coastal and therefore contain a high per- 
centage of zero-emitting   ocean squares. The bar chart in 
Fig. 4 shows that the emission rate for isoprene is an or- 
der of magnitude more than monoterpenes and that broadleaf 
evergreen temperate trees dominate  all campaign airsheds. 
Tumbarumba is located near an agricultural  region and is in- 
fluenced by emissions from crops, though whether these are 
croplands or pasture for animals is uncertain. The combina- 
tion of high emission factors and percentage of broadleaf ev- 
ergreen temperate trees in the Tumbarumba grid (eucalypts, 
Sect. 2.1.3) enables up to 3.2 µg m−2 h−1 of isoprene to be 
emitted (which includes crop PFTs). A sensitivity study con- 
ducted for Tumbarumba transferred 50 % of the crop area 
to grassland. This resulted in reducing the peak isoprene by 
0.5–0.7 ppb but did not affect the monoterpene concentra- 
tions. 
 
3.2   Comparisons of modelled and observed BVOCs 
 
Observed and modelled isoprene and monoterpenes are pre- 
sented as time series for the four field campaigns in Fig. 5. 
Modelled isoprene is mostly over-predicted and monoter- 
penes are mostly under-predicted. The model captures the 
general peaks and troughs in the data, but at the wrong mag- 
nitude. 
There are missing  data from the observed  SPS1 dataset 
and it is not obvious whether observed concentrations would 
have risen further on 18–19 February 2011 as  the model 
suggests. Also shown on the SPS1 time series (Fig. 5 top 
plots) are the results using the coarse 0.5◦ × 0.5◦ resolution 
PFT map. The very low concentrations of isoprene (peak of 
0.2 ppb) show that resolution of the input data is important, 
and recreating the PFT maps was necessary. 
Two of the first three modelled  isoprene  peaks in the 
MUMBA  dataset (Fig. 5 third plots down) coincide with 
very hot (> 40 ◦C) measured days. The first modelled iso- 
prene peak on 8 January is 38 ppb at 43 ◦C, yet the observed 
peak is 5 ppb at 41 ◦C. There may be isoprene inhibition at 
temperatures in excess of 40 ◦C which is not represented by 
the model (Guenther et al., 1991). January 8 is the only day 
CCAM predicts above 40 ◦C during MUMBA, whilst obser- 
vations on 8 and 18 January are also above 40 ◦C. CCAM 
predicts 33 ◦C on 18 January, leading to modelled isoprene 
of 7 ppb; the observations show 4.5 ppb at 44 ◦C. The mod- 
elled peak of 8 ppb at 32 ◦C on 12 January is not mirrored by 
an observed peak. Whilst temperatures were hot throughout 
NSW  on 12 January, a sea breeze kept Wollongong cooler at 
25 ◦C. The modelled monoterpene Tumbarumba dataset has 
a number of peaks not seen in the observations (Fig. 5 bottom 
plots). 
Figure 6 shows the eddy covariance flux measurements 
of isoprene and monoterpenes from the post-storm period 
at Tumbarumba. Uncertainty in the night-time observations 
are 40 % because advection  terms were not well constrained; 
however, the daytime fluxes that dominate are within typical 
levels of uncertainty. The observed diurnal  cycles are com- 
pared to modelled emission flux data for the same time pe- 
riod in Fig. 6. These observations show peak monoterpene 
fluxes under 0.8 mg m−2 h−1 at a time when the monoter- 
pene response increased by a factor of 4 as a result  of the 
storm (Maleknia et al., 2009). Observed isoprene fluxes peak 
under 0.2 mg m−2 h−1. The midday modelled emission rates 
over-predict the observed isoprene fluxes by a factor of 3 
and under-predict the monoterpene fluxes by a factor of 4. 
Comparing the emission fluxes directly gives confidence that 
the modelled discrepancy is principally  due to the emissions 
rather than model transport or chemical  processes (shown in 
the Supplement). 
Calculated ratios of emitted isoprene to monoterpene car- 
bon were found to be 26.4 for forests in Michigan (Kanawade 
et al., 2011) and 15.2 in the Amazon (Greenberg et al., 2004), 
both of which are isoprene-dominated, whilst forests in Fin- 
land (ratio = 0.18) are dominated  by monoterpenes (Spirig 
et al., 2004). These Tumbarumba  data show a ratio of 0.14, 
highlighting  the monoterpene dominance after the storm. If 
the storm had not taken place, we suggest that isoprene and 
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Figure 4. Emission rates of isoprene and monoterpenes per PFT within each campaign’s inner domain (180 km × 180 km). 
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Figure 5. Time series of observed and modelled isoprene (left) and monoterpenes (right) for each field campaign. SPS1: blue; SPS2: red; 
MUMBA: yellow; Tumbarumba: green. The y axis for isoprene during MUMBA is restricted to 10 ppb, as the modelled  peak is 38 ppb on 
8 January 2013. 
 
 
monoterpene emission fluxes would be broadly similar for 
both chemical species, but more measurements are needed 
to confirm this. The magnitudes of the average observed 
isoprene and monoterpene atmospheric  concentrations  are 
broadly similar for all four field studies, shown in Table 2. 
As atmospheric  concentrations  are directly related to their 
emission  rates, the magnitudes of isoprene and monoter- 
pene emission  fluxes  must be similar under normal (non- 
storm) conditions, and the ratio of emitted isoprene carbon 
to monoterpene carbon could be ∼ 0.5–2. This phenomenon 
may be unique to southeast Australia. 
Figure 7 shows campaign average diurnal  time series for 
isoprene, monoterpenes and the ratio of carbon in isoprene 
vs. monoterpene atmospheric concentrations, comparing the 
CTM to the observations. In most cases the MEGAN scheme 
predicts the shape of the diurnal profiles well, but isoprene 
is over-predicted during all four field campaigns. A simi- 
lar over-prediction in isoprene concentrations occurred using 
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Figure 6. Diurnal cycles of isoprene (left) and monoterpene (MT, 
right) emission fluxes from 3 days of eddy covariance  measure- 
ments at Tumbarumba during November 2006 (black). Modelled 
emission fluxes are plotted from the same time period (red). 
 
 
Table 2. Average (min–max)  observed isoprene and monoterpene 






SPS1 0.76 0.44 
 (0.09
∗–7.10) (0.20∗–2.74) 
SPS2 0.63 0.46 
 (0.01–4.63) (0.006–1.95) 
MUMBA 0.28 0.12 
 (0.002–4.57) (0.004
∗–1.39) 
Tumbarumba 0.15 0.20 
 (0.02
∗–1.01) (0.02∗–1.79) 
∗ Values equate to half the limit of detection. 
 
 
the CHIMERE model, run with MEGANv2.04 at 9 km res- 
olution during the MUMBA campaign (Paton-Walsh et al., 
2016). 
The peak in modelled isoprene is over-predicted by factors 
of between 2 and 6, which will have an effect through the 
chemistry  dependent on oxidant availability. The modelled 
isoprene profile captures the observed peak at 10:00 seen at 
MUMBA in summer. The observed late afternoon peak in 
isoprene during SPS2 is diagnosed as being due to a collaps- 
ing autumnal boundary layer where oxidants at this time are 
depleted, but isoprene continues to be emitted. 
The observed ratio of isoprene carbon vs. monoterpene 
carbon peaks under ∼ 2.5 at all four field studies. The model 
over-predicts the observed ratio by factors of between 3 and 
10, the latter at MUMBA, where lower monoterpene con- 
centrations were predicted compared with Sydney and Tum- 
barumba. 
The modelled profile of monoterpenes generally matches 
the observed  peaks  for SPS1,  SPS2  and MUMBA  cam- 
paigns, but the magnitude is under-predicted particularly  at 
night by factors of between 3 and 4. At Tumbarumba the 
model predicts a similar monoterpene profile (peaks at night) 
to the other field campaigns, but the observations show a 
light-dependent profile, similar to isoprene. This could in- 
dicate plant stress due to storm damage occurring that week 
(Harley et al., 2014). This process is not in the model. 
Figure 7. Campaign  average diurnal cycles for isoprene  (left), 
monoterpenes (middle)  and the ratio of isoprene carbon to monoter- 
pene (MT) carbon (right). (a) SPS1, (b) SPS2, (c) MUMBA and 
(d) Tumbarumba. F2: percentage within a factor of 2 between ob- 




Clearly, modelled isoprene is too high and monoterpenes 
are too low in  southeast  Australia. Sensitivity runs are 
conducted to establish the magnitudes of emission correc- 
tions needed to achieve better model–observation agreement. 
Emission factors for isoprene were reduced by a factor of 3. 
The emission factors for the monoterpenes species myrcene, 
sabinene, limonene,  3-carene, ocimene,  α-pinene  and β - 
pinene were increased by a factor of 3.5. Other monoter- 
pene species remain  unchanged  as their concentrations do 
not dominate the total (Sindelarova et al., 2014). The fac- 
tors chosen are somewhat arbitrary.  A decrease factor of 3 
for isoprene suited the SPS1 profile best, whilst an increase 
of 3.5 suited the MUMBA monoterpenes profile best. 
The modelled diurnal cycles from the emission factor sen- 
sitivity tests are shown as dashed red lines within Fig. 7. The 
reduction in isoprene and increase in monoterpenes show 
better modelled agreement for most campaigns, but partic- 
ularly for isoprene in SPS1 and monoterpenes at MUMBA. 
The ratio of isoprene carbon to monoterpene carbon concen- 
trations from the emission factor sensitivity  test give more 
reasonable results at MUMBA and Tumbarumba, but under- 
predict the observed ratio for SPS1 and SPS2. Reducing the 
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Figure 8. Quantile–quantile  plots to show relationship between modelled and observed biogenic gases. The base run are dots and the emission 
factor sensitivity study are the dashes. The solid black line is the 1 : 1 line; dashed black lines indicate  a factor of ±2. Note: isoprene products 
are MVK + MACR. The y axis on isoprene chart is reduced to 15 ppb to aid visual comparison,  as modelled  MUMBA data reach 38 ppb. 
 
 
isoprene emission factors has incurred  a linear response in re- 
ducing the isoprene concentrations, but the factor of 3 used is 
not suitable for all the field campaign data. At Tumbarumba, 
the reduction is likely a factor of 6. Similarly the monoter- 
pene increase by a factor of 3.5 does not suit all Australian 
conditions.  Nevertheless, these results indicate  the magni- 
tude of the corrections required. 
Figure 8 shows quantile–quantile plots showing modelled 
and observed data ranked  in ascending order. They high- 
light any systematic  biases that exist in the modelled data; 
if the modelled data were exactly like the observations then 
the points would sit on the 1 : 1 line. Figure 8 shows the 
1 : 1 line with two dashed lines representing  a factor of 2 
either side. The aim is to further examine  the extent  of 
the over/under-prediction in isoprene and monoterpenes. The 
data are paired; if the PTR-MS was offline then the modelled 
data are removed for these times. The normalised mean bias 
is calculated; values closer to zero exhibit less bias. 
There is a  large model over-prediction in isoprene and 
therefore  the isoprene  products.  Note that measurements 
of isoprene products were not made available  from Tum- 
barumba. The modelled monoterpenes are under-predicted 
by just over a factor of 2 in most cases. The one exception  is 
Tumbarumba, which has zero model bias in monoterpenes; 
however, the shape of the modelled diurnal cycle was at odds 
with the observed profile. The results from the emission fac- 
tor sensitivity  test show better modelled isoprene profiles, but 
the factor of 3.5 increase in monoterpene emissions is too 
high. The bias in modelled VOCs is reduced in the emission 
factor sensitivity  test. For isoprene the bias switches from 
positive to negative, indicating that the chosen decrease fac- 
tor is too high. The increase factor for monoterpenes is too 
high for SPS1 and SPS2, both of which show equal sized bi- 
ases but with the opposite sign to the bias in the base case 
run. 
The concentrations of the isoprene products can also be 
used to evaluate the lifetime of isoprene in the model and 
observations. Figure 9 shows the ratio of isoprene and its 
products to the isoprene products. This examines whether the 
model chemistry is proceeding at observed rates. The results 
show high correlations (> 0.85) for the observed ratios, corre- 
lations in excess of 0.90 for SPS1 and SPS2 for species mod- 
elled by the base case run, and lower correlation  (> 0.78) in 
the modelled  base case at MUMBA. More isoprene products 
are predicted by the model than the observations for SPS1. 
This suggests that oxidation  occurs faster in the model com- 
pared to the observations for February 2011. However, the 
modelled  rates of oxidation  are more reasonable for SPS2 
and MUMBA. There is a slight improvement in the r 2 corre- 
lation coefficient  between species modelled by the emission 
factor sensitivity test for SPS1 and SPS2. 
 
 
4   Summary  and conclusions 
 
MEGANv2.1 has been incorporated  into the CSIRO Chemi- 
cal Transport Model. The CTM used a nested grid approach, 
downscaling from an Australia-wide  domain to focus on re- 
ceptor sites at a resolution of 3 km. This high-resolution sim- 
ulation required a new plant functional  type map to be con- 
structed for Australia from an IGBP 1 km dataset. Whilst 
deconstructing the IGBP dataset to fit the NCAR PFTs has 
been done  in accordance with literature and local knowl- 
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Figure 9. Scatter plots of modelled  and observed ratios between 
isoprene and the isoprene products, with r 2 correlation coefficients. 
EF: emission factor sensitivity  test. Note that the x and y axes are 




edge, it is subjective and may have introduced  uncertainty. 
The model was used to predict concentrations measured dur- 
ing four field campaigns in southeast Australia:  one in spring 
(Tumbarumba), two in summer (SPS1 and MUMBA) and 
one in Autumn  (SPS2). The observed concentrations of iso- 
prene and monoterpenes  were of a  broadly similar mag- 
nitude, which may indicate that southeast Australia  holds 
an unusual position  where neither chemical species domi- 
nates. The model over-predicted  isoprene concentrations (up 
to a factor of 6) and under-predicted  monoterpenes (up to 
a factor of 4). A short series of measured emission fluxes 
at Tumbarumba showed that the model over-predicted iso- 
prene fluxes by a factor of 3 and under-predicted  monoter- 
pene fluxes by a factor of 4 at midday. 
Southeast  Australia is dominated  by forested  regions, 
and cities here are surrounded  by a high source of BVOC 
emissions.  These  BVOCs have  the capacity  to dominate 
atmospheric  chemical  processes in urban airsheds  during 
the high temperatures experienced in Australian  summers. 
Southeast Australia has been  considered   a global hotspot 
for isoprene emissions due to the presence of high emit- 
ting eucalypt species (Guenther et al., 2012), although our 
results indicate that eucalypts may not emit as much iso- 
prene as previously thought. The MEGANv2.1  isoprene and 
monoterpene emission factors assigned to eucalypts, 24 and 
1.6 mg m−2 h−1 respectively, are higher than the global av- 
erage value  of all broadleaf  evergreen temperate trees (10 
and 0.99 mg m−2 h−1, Table 2 of Guenther et al., 2012) be- 
cause not all broadleaf  evergreen temperate trees have high 
isoprene and monoterpene emissions. 
While there is a limited understanding of all of the pro- 
cesses controlling biogenic VOC emissions,  such as the im- 
pact of droughts, which can lead to an inhibition of BVOC 
emissions (Sharkey and Loreto, 1993; Pegoraro et al., 2007), 
the overall emission can be adjusted by revising the emission 
factor. A sensitivity  study reduced the emission factors of 
isoprene by 3 and increased the monoterpene emission fac- 
tors by 3.5. The effects on the modelled concentrations was 
roughly linear. This experiment showed that there is no sin- 
gle increase/decrease factor which suits all locations/seasons 
found in southeast Australia,  indicating  that adjustment is 
needed not only in the emission factors but also in the repre- 
sentations of the processes controlling  emissions variations. 
The MEGANv2.1 emission factors  for eucalyptus were 
primarily based on enclosure measurements of young trees. 
Street et al. (1997) conducted field enclosure measurements 
of Eucalyptus globulus trees in a plantation  in Portugal and 
found that both isoprene and monoterpene emissions from 
a 7-year-old  tree were about 5 times lower than the emis- 
sions of a year-old sapling. Nunes and Pio (2001) compared 
emissions from 2-year-old Eucalyptus globulus saplings in 
the laboratory and 7-year-old trees in a plantation  and found 
the adult tree isoprene emissions were about a third lower 
than that of the young tree. The isoprene emission rates of 
adult E. globulus, E. grandis and E. camaldulensis trees mea- 
sured by Winters et al. (2009)  are a factor of 4 lower than 
the emissions that He et al. (2000) measured from 2-year-old 
potted saplings of the same three eucalypt  species. This is 
in good agreement with the results of Street et al. (1997) and 
Nunes and Pio (2001). The monoterpene emission rates mea- 
sured by Winters et al. (2009) for adult trees, however, were 
a factor of 4 higher than the 2-year-old  saplings measured 
by He et al. (2000). This does not agree with the findings of 
Street et al. (1997), but it does agree with the higher than 
predicted  atmospheric concentration  measured at the field 
sites described in this paper. These results suggest that the 
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MEGANv2.1 isoprene emission factors for eucalypts are bi- 
ased by being  based on measurements of young  trees and 
should be decreased by up to a factor of 4 or 5 consider- 
ing that the isoprene-emitting  canopy consists primarily of 
adult trees. This would result in better agreement with the 
observed ambient isoprene concentrations described above. 
The results of monoterpene enclosure studies are more in- 
conclusive  and are also difficult to interpret due to artefacts 
associated with elevated emissions from disturbance of the 
monoterpene storage structures (Winters et al., 2009). 
In order to more accurately characterise the atmospheric 
chemistry, air quality and climate in Australia, further obser- 
vations and quantitative analysis of Australian BVOC emis- 
sion rates are needed. Australia  is biologically diverse and 
the canopy  and understory are composed  of many other 
species in addition to eucalypts. Satellite column measure- 
ments of BVOC oxidation   products  such as formaldehyde 
and glyoxal are available  and can be useful for investigat- 
ing regional and seasonal distributions of biogenic emissions 
(Palmer et al., 2003; Kaiser et al., 2015). Direct flux mea- 
surements, using towers and aircraft eddy flux approaches, 
are needed to provide  a direct constraint on Australian BVOC 




The LAI data product  was retrieved  from MCD15A2 ver- 
sion 4 from the online Data Pool, courtesy of the NASA Land 
Processes Distributed  Active Archive Center (LP DAAC), 
USGS/Earth  Resources Observation  and Science  (EROS) 
Center, Sioux Falls, South Dakota, https://lpdaac.usgs.gov/ 
data_access/data_pool. The Australian tree/shrub composi- 
tion dataset is from the Department of Agriculture, DAWR 
2003, Forests of Australia 2003, Department of Agriculture 
and Water Resources, Australia: http://data.gov.au/dataset/ 
forests-of-australia-2003.  Average winter temperature  data 
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