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Abstrat
This thesis onsists of two independent parts. The rst part, treated in Chapters
2 and 3, deals with the asymptotis of semi-relativisti Shrödinger equations in
the semi-lassial regime. To this end, we rst study, in Chapter 2, a free evolution
equation as a simple motivating model. We aim to desribe the asymptotis of
the highly osillating solutions propagated by the semi-relativisti Shrödinger
operator. We employ the method of stationary phase - whih an be regarded as
a generalization of WKB methods - to deal with suh kind of osillations in their
asymptoti desription.
Then the third hapter is devoted to the lassial limit of the three-dimension-
al semi-relativisti Hartree model for fast quantum mehanial partiles moving
in a self-onsistent eld. We give new interpolation estimates (Lieb-Thirring
type inequalities) to obtain uniform bounds in terms of the relativisti energy.
The main result of the third hapter is given in Setion 4: Under appropriate
assumptions on the initial density matrix as a (fully) mixed quantum state we
prove, using Wigner transformation tehniques, that its lassial limit yields the
well known relativisti Vlasov-Poisson system. The result holds for the ase of
attrative and repulsive mean-eld interation, with an additional size onstraint
on the initial data in the attrative ase.
In part two, we onsider the non-relativisti Hartree model with temperature
and attrative Coulomb interations. We prove that steady states of the system
are ahieved as the minimizers of a free energy funtional under a mass onstraint
provided that the temperature of the system is below a ertain threshold. The
maximal temperature (or a limit mass, equivalently) arises as a result of the
ompetition between the Hartree energy and the entropy term involved in the
free energy. We also investigate whether those ground states are mixed or pure
states and haraterize a ritial temperature above whih mixed states appear.
i
Kurzfassung
Die vorliegende Arbeit besteht aus zwei unabhängigen Teilen. Der erste Teil, der
die Kapitel 2 und 3 beinhaltet, beshäftigt sih mit der Asymptotik von semi-
relativistishen Shrödinger-Gleihungen im semi-klassishen Regime. Zu Beginn,
in Kapitel 2, analysieren wir eine freie Evolutionsgleihung als einfahes Motiva-
tionsmodell. Unser Ziel ist es, die Asymptotik von stark oszillierenden Lösungen,
die durh den semi-relativistishen Shrödinger-Operator fortbewegt werden, zu
beshreiben. Für eine asymptotishe Beshreibung dieser Art von Oszillationen
verwenden wir die Methode der stationären Phase, die als Verallgemeinerung der
WKB-Methoden betrahtet werden kann.
Im dritten Kapitel beshäftigen wir uns mit dem klassishen Limes des drei-
dimensionalen semi-relativistishen Hartree-Modells für shnelle quantenmeha-
nishe Teilhen, die sih in einem selbstkonsistenten Feld bewegen. Neue Interpo-
lationsabshätzungen (von Lieb-Thirring Art) führen zu gleihmäÿigen Shranken
bezüglih der relativistishen Energie. Das Hauptresultat von Kapitel 3 wird in
Abshnitt 4 angeführt: Unter geeigneten Annahmen an die anfänglihe Dihtem-
atrix als (vollständig) gemishter Quantenzustand beweisen wir unter der Ver-
wendung der Wigner-Transformation, dass der klassishe Limes zum wohlbekan-
nten relativistishen Vlasov-Poisson System führt. Dieses Ergebnis gilt sowohl
für anziehende als auh für abstoÿende Mean-Field Wehselwirkungen, mit einer
zusätzlihen Einshränkung für die Gröÿe der Anfangsdaten im anziehenden Fall.
Im zweiten Teil betrahten wir das niht-relativistishe Hartree-Modell mit
Temperatur- und anziehenden Coulomb-Wehselwirkungen. Wir zeigen, dass sta-
tionäre Zustände des Systems durh Minimierung des freien Energie-Funktionals
unter einer Bedingung an die Masse erreiht werden, vorausgesetzt, dass sih
die Temperatur des Systems unterhalb eines gewissen Grenzwertes bendet. Die
maximale Temperatur (oder, äquivalent dazu, eine Grenzmasse) enstehen durh
die Konkurrenz der Hartree-Energie und des Entropieterms involviert in der freien
Energie. Wir untersuhen weiters, ob diese Grundzustände von gemishtem oder
reinem Typ sind und beshreiben eine kritishe Temperatur, über welher gemis-
hte Zustände auftreten.
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Chapter 1
Introdution
This thesis deals with the mathematial analysis of mean-eld equations, involv-
ing self-onsistent potentials of Hartree type. Suh models are known (see, e.g.,
[2, 3, 4, 5, 6℄) to provide a valuable desription of many body quantum system.
To this end, the state of a quantum system is represented by a wavefuntion,
or more generally (in the ase of statistially mixed states) by a density matrix
operator. The dynamis of the system is desribed by Shrödinger type equa-
tions (inluding self-onsistent potentials). In the rst part of the thesis we on-
sider semi-relativisti Shrödinger equations in the semi-lassial regime. The
non-loal semi-relativisti operator is a salar pseudo-dierential operator, i.e.√−∆+ 1, onveniently replaing the full (matrix-valued) Dira operator whih
is ompatible with speial relativity.
Chapter 2 in Part I, is devoted to the simple model of a free evolving semi-
relativisti partile in the semi-lassial regime. This omprises a highly osil-
latory problem, sine the wave funtion osillates with frequeny 1/ε, where ε
is the small semi-lassial parameter (i.e. the saled Plank's onstant). The
analysis given in Chapter 2 is restrited to give an asymptoti desription for the
semi-lassial saled model in the sense of WKB-asymptotis, f. [7℄. The semi-
lassial regime refers to the situation in whih the wavefuntion of the system
is approximately peaked around the solution of the orresponding lassial equa-
tions of motion. Roughly speaking, the semi-lassial regime an be regarded as
a zoom out in time and spae for a passage from quantum to lassial theory. In
leading order (or in the semi-lassial limit) WKB-asymptotis give information
on the evolution of the marosopi quantities like the energy density, et.
In this small hapter we onsider an initial value problem for linear dispersive
PDEs subjet to highly osillatory initial data. Sine the osillations (whih
propagate in the time) inhibit the solution from onverging strongly in a suitable
sense, the asymptoti desription is by no means straightforward, in partiular for
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physial observables in whih we are interested. The traditional way to deal with
this problem is introduing the WKB-ansatz. However, the non-loal kineti
operator
√−∆+ 1 does not allow the lassial use of the WKB-ansatz (as it
is done in the non-relativisti version). For that reason Chapter 2 fouses on
expanding the highly osillating integral whih represents the pseudo-relativisti
operator and then obtaining the lowest order equations orresponding to the
phase-funtion and the amplitude whih ompose the wavefuntion. In this sense
the method of stationary phase an be regarded as a generalization of the WKB
methods. The stationary phase method relies on the idea that loally the main
ontribution to the osillating integral originates from the stationary points of the
phase. This fat follows from the anellation of sinusoids with rapidly varying
phase.
In general (involving nonlinearities as well) WKB methods produe, in leading
order, a Hamilton-Jaobi type equation for the phase and a onservation law for
the energy density. These equations do not have global-in-time solutions, i.e.,
the system develops singularities in some nite time due to the harateristis of
Hamilton-Jaobi equations. However, the use of Wigner funtions, f. [8℄, in the
semi-lassial limit of Shrödinger equations has been an alternative approah
with inreasing interest in reent deades. The real-valued Wigner transform of
a quantum state desribes the state of a partile ensemble in position-veloity
phase spae. Wigner funtions are approved tools to deal with the semi-lassial
limits of observables.
The ore part of Chapter 3 involves the semi-lassial limit of the mean eld
dynamis of a self-interating partile ensemble under onsideration of relativis-
ti eets, i.e., semi-relativisti Hartree systems (or semi-relativisti Shrödinger-
Poisson system). Hartree systems emerge as a onsequene of the oupling of the
potential of the system with the density via the Poisson equation. The sign in
front of the density eventually determines the attrative or repulsive nature of
the system. We will present the mathematial setting of the model in the in-
trodution of Chapter 3 as well as a brief desription of the Wigner funtions
and their properties. Sine the Wigner funtion is real-valued it an be seen as a
quantum mehanial analogue of a lassial phase spae distribution. Hene, it
satises a kineti-like evolution equation. However, Wigner funtions in general
take negative values and do not allow for a probabilisti interpretation. Neverthe-
less, the Wigner transform of a semi-lassial saled quantum state has positive
aumulation points in a suitable topology when this small parameter tends to
zero suh that the limiting measures an be identied as a distributional solution
of the orresponding limiting evolutionary system. In our ase it is shown to be
a solution of the relativisti Vlasov-Poisson system.
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The novelty of this study lies in the fat that new suitable interpolation es-
timates are needed to be established based on the relativisti kineti energy in
order to pass to the limit in the non-linear potential. To our knowledge, inter-
polation estimates (also referred to as Lieb-Thirring type inequalities) have been
given only in the non-relativisti framework. Eventually, these type of estimates
lead to (uniform) bounds in terms of the kineti energy whih are needed for
ompatness arguments in the limit proedure.
In Part II, Chapter 4, we disuss the ground states of attrative Hartree sys-
tems with temperature in non-relativisti framework. Throughout Chapter 4
we will mostly adopt the density matrix operator setting. The ground states of
attrative Hartree systems, whih are obtained as minimizers of Hartree energy
under a mass onstraint, are known to be pure states, i.e., rank one density matri-
es. Mixed states only appear as minimizers when the Hartree energy is modied
by an entropy term with a temperature parameter in front. This additional term
is also referred to as Casimir funtionals (from lassial mehanis), f. [1℄ whih
are onserved quantities along the evolution, and in a quantum set-up they al-
low us to relate the eigenvalues of the Shrödinger operator with the oupation
numbers. This approah also leads to an orbital (dynamial) stability result for
steady states. Beause of its interpretation in physis we all the energy-Casimir
funtional as the free energy.
For the minimization of the free energy we employ a variational approah
under a mass onstraint. Our existene analysis relies on the onentration-
ompatness method. This method allows us to deal with the lak of onvex-
ity due to the gravitational interation among the partiles whih is the stellar
dynami ase and in sharp ontrast with the repulsive ase, in turn, induing
weakly-lower-semiontinuous (free) energy funtional. On the other hand, the
ompetition between the Hartree energy and the entropy term gives rise to a
maximal temperature or equivalently maximal mass. This has to be distinguished
from the Chandrasekhar limit mass for white dwarfs whih emerges in the semi-
relativisti framework. We also identify the minimizers as a ertain lass of
stationary solutions to the time-dependent Hartree system.
Apart from the existene of minimizers, we also introdue a ritial temper-
ature below whih the ground state is a pure state and above whih the ground
state is a mixed state, if it exists. We shall prove that this ritial temperature
is positive, and always well-dened.
Eah hapter is essentially self-ontained with its own introdution in more
detail and introdues its own notation aording to its problem under onsidera-
tion, although the main denitions throughout the thesis are onsistent.
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Part I
Semi-lassial asymptotis in
semi-relativisti regime
7
Chapter 2
A generalized WKB-method for
semi-relativisti Shrödinger equations
2.1 Introdution
Semi-relativisti equations have interesting appliations in quantum theory, for
instane, as an eetive desription of relativisti white dwarfs and neutron stars,
see e.g. [1, 2, 3, 4, 5℄. The aim of this hapter is to onsider the simplest model in
this framework and to give an asymptoti desription for the model in the sense
of WKB-asymptotis (Wentzel-Kramers-Brillouin, see [8℄) in the semi-lassial
regime. Hene, we onsider the free semi-relativisti Shrödinger equation
ε∂tψ
ε + i
(√
−ε2∆+ 1
)
ψε = 0 x ∈ Rn, t ∈ R+ (2.1.1)
where the small parameter ε (widely alled the semi-lassial parameter in the
literature) is the dimensionless saled Plank onstant, and the wavefuntion
ψε = ψε(x, t) is a omplex-valued funtion. Here, semi-lassial regime refers to
the situation in whih the wavefuntion of the system is approximately peaked
around the solution of the orresponding lassial equations of motion. Roughly
speaking, the semi-lassial regime an be regarded as a zoom out in time and
spae for a passage from quantum to lassial theory, e.g. t → t
ε
, x → x
ε
. The
ation of the salar pseudo-relativisti operator an be given as follows
√
−ε2∆+ 1 f(x) =
∫ √
ε2|k|2 + 1 fˆ(k)eix·kdk
=
1
εn
∫ √
|ξ|2 + 1 fˆ(ξ/ε)eix·ξ/εdξ
=
1
(2πε)n
∫ ∫ √
|ξ|2 + 1 f(y)ei(x−y)·ξ/εdydξ (2.1.2)
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where we used the Fourier transform in the following form
fˆ(ξ/ε) =
1
(2π)n
∫
f(y)e−iy·ξ/εdy.
Unless the other way is indiated throughout this hapter all the integrals extend
over R
n
.
In order to get an insight into the problem let us onsider the plane-wave
initial datum for the equation (2.1.1):
ψε(x, 0) = eik·x/ε. (2.1.3)
The solution to the initial value problem (2.1.1)  (2.1.3) is expliitly given by
ψε(x, t) = ei(k·x/ε−
√
|k|2+1 t/ε)
(2.1.4)
and hene we observe that the equation (2.1.1) propagates osillations with O(ε)-
wavelength in spae and time. This lass of problems is alled highly osillatory
problems and is of interest in itself. In the framework of this study we employ a
tehnique alled the stationary phase method to deal with this kind of osillations
in their asymptoti desription.
For this purpose, we onsider the Cauhy problem
ε∂tψ
ε + i
(√
−ε2∆+ 1
)
ψε = 0 x ∈ Rn, t ∈ R+
ψε(x, 0) = aI(x)e
iφI(x)/ε.
(2.1.5)
Sine the osillations reated inhibit the solution ψε(x, t) from onverging strongly
in a suitable sense the asymptoti desription (ε→ 0) is by no means straightfor-
ward. The traditional way to deal with this problem is the WKB approah where
one seeks an asymptoti desription for the solution ψε(x, t) in the following form:
ψε(x, t) ≈ a(x, t) exp (iφ(x, t)/ε), (2.1.6)
and assuming that the real-valued phase-funtion φ(x, t) and the real-valued am-
plitude a(x, t) are suiently smooth for x ∈ Rn and t ∈ R+. As easily an be
noted, even in formal level, plugging the ansatz (2.1.6) and obtaining the lowest
order equations (as it is done in the non-relativisti ase) is not possible due to the
nonloal kineti operator. For that reason the sope of this work is restrited to
obtain a rigorous expansion for the highly osillating integral whih represents the
pseudo-relativisti operator and then obtaining the lowest order equations orre-
sponding to the phase-funtion φ(x, t) and the amplitude a(x, t). In this sense
the method of stationary phase an be regarded as a generalization of the WKB
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methods. This method has been also used to obtain the multi-valued solutions
to the linear non-relativisti Shrödinger equations regarding the superpositions
of WKB-modes (or rays in geometri optis), see [6℄ and referenes therein.
The rest of the hapter is organized as follows: In the following setion we
introdue a rigorous expansion for the osillatory integrals, then in Setion 2.3
we expose the orresponding WKB-system as an asymptoti desription. The
detailed omputation are given in the last setion as an appendix.
2.2 Stationary phase method for osillatory inte-
grals
This setion is devoted to an approximation for the osillatory integral that has
been obtained after plugging the WKB-ansatz (2.1.6) to the pseudo-dierential
operator (2.1.2):
√
−ε2∆+ 1 ψε(t, x) ≈ 1
(2πε)n
∫ ∫ √
|ξ|2 + 1 a(t, y)ei(φ(t,y)−(y−x)·ξ)/εdξdy
=
1
(2πε)n
∫ ∫ √
|ξ|2 + 1 a(t, y + x)ei(φ(t,y+x)−y·ξ)/εdξdy.
(2.2.1)
The idea of using the stationary phase method for the osillatory integrals omes
from the fat that loally the main ontribution to the osillating integral stems
from the stationary points of the phase with respet to y and ξ, i.e. the points y =
0 and ξ = ∇yφ. This fat follows from the simple observation of the anellation
of sinusoids with rapidly-varying phase. Thus, the following theorem from [7℄
(Ch. 7, Theorem 7.7.7) gives the exat statement of the method:
Theorem 1. Let φ be a real valued funtion in C∞(Rn+m). If K is a ompat
subset of R2n+m and f ∈ C∞0 (K), k ≥ n, then∣∣∣∣∫ ∫ f(y, ξ, x)ei(φ(y+x)−y·ξ)/εdydξ
−eiφ(x)/ε(2πε)n
k−n∑
ν=0
1
ν!
< iεDy, Dξ >
ν (eirx(y)/εf(y, ξ, x))y=0, ξ=∇yφ(x)
∣∣∣∣∣
≤ Cε(k+n)/2
∑
|α|≤2k
sup
y,ξ
| Dαy,ξf(y, ξ, x) | .
Here rx(y) = φ(y + x) − φ(x)− < ∇yφ(x), y > vanishes of seond order when
y = 0.
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In the analysis of stationary points of the phase we are not interested in
time dependene and hene we disard it for this setion. Also without loss of
generality we assume that the amplitude is ompatly supported, more preisely
a ∈ C∞0 (Rn+m). Nevertheless, to be able to impose Theorem 1 we need to handle
the non-ompatness of supp(f(x, ξ, y)) with respet to ξ ∈ Rn where f(x, ξ, y) =√|ξ|2 + 1 a(x+y). In order to over ome this problem we introdue the innitely
many dierentiable ut-o funtion χ(ξ) whih satises
χ(ξ) = 1, in W ∋ ξ = ∇yφ,
χ(ξ) = 0, in Rn \ W˜ , W ⊂⊂ W˜ ⊂⊂ Rn.
Thus, we rewrite the integral (2.2.1) by splitting into two parts as follows:∫ ∫ √
|ξ|2 + 1 a(y + x)ei(φ(y+x)−y·ξ)/εdξdy
=
∫ ∫
(1− χ(ξ))
√
|ξ|2 + 1 a(y + x)ei(φ(y+x)−y·ξ)/εdξdy
+
∫ ∫
χ(ξ)
√
|ξ|2 + 1 a(y + x)ei(φ(y+x)−y·ξ)/εdξdy
=: A+B.
We deal with A and B separately. First, using the integration by parts, we are
able to show that part A is "suiently small" (at least O(ε2n)), and then proeed
with the stationary phase method for the part B by employing Theorem 1.
To avoid unneessary ompliations, rst we do it in n = 1 and n = 2. We hope
the idea will be lear for higher dimensions.
(i) ase n = 1:
Observing the identity (keeping in mind that ξ 6= ∂yφ on R \W )
eiS/ε =
ε
iSy
∂ye
iS/ε,
where S = φ(y + x)− y · ξ and Sy = ∂yφ− ξ, we have
A =
∫
Rn\W
∫
g(ξ) a(y + x)
ε
iSy
∂ye
iS/εdydξ,
where we denote g(ξ) := (1−χ(ξ))√|ξ|2 + 1. Now we observe that every integra-
tion by parts will gain us a power of ξ in the denominator (whih will guarantee
the onvergene of the integral over ξ) as well as a power of ε. Applying this
three times we obtain the following struture:
A = −iε3
∫
R\W
∫
g(ξ)
(
f1(x, y)
(φy − ξ)3 +
f2(x, y)
(φy − ξ)4 +
f3(x, y)
(φy − ξ)5
)
dydξ,
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where fk for k = 1, 2, 3 are funtions of a(x+y) and φ(x+y) and their derivatives
with respet to y. We an easily dedue that
|A| ≤ 2ε3
∫ ∫
R\W
(
f1(x, y)
√
ξ2 + 1
|φy − ξ|3 + f2(x, y)
√
ξ2 + 1
|φy − ξ|4 + f3(x, y)
√
ξ2 + 1
|φy − ξ|5
)
dξdy.
Observe that the integral above is nite on both supp(a(x+ y)) and R \W , and
note that the power of ε in |A| is more than suient to ompensate the "big"
onstant in front of the integral (2.2.1) (in ase of n = 1).
(ii) ase n = 2:
Similarly, in this ase we use
eiS/ε =
ε
iSyj
∂yje
iS/ε, j = 1, 2,
where again S = φ(y + x)− y · ξ and Syj = ∂yjφ− ξj, for j = 1, 2, and then
A =
∫
R2\W
∫
g(ξ1, ξ2) a(y1 + x1, y2 + x2)
ε
iSy1
· ∂y1eiS/εdy1dy2dξ1dξ2.
After three times integration by parts with respet to y1 we obtain:
A =− iε3
∫
R2\W
∫
g(ξ1, ξ2)
(
f1(x, y)
(φy1 − ξ1)3
+
f2(x, y)
(φy1 − ξ1)4
+
f3(x, y)
(φy1 − ξ1)5
)
eiS/εdy1dy2dξ1dξ2,
where as before fk for k = 1, 2, 3 are funtions of the amplitude a and the phase φ
and their derivatives with respet to y1. Sine the integrand is well-behaved with
respet to the variable ξ1, now we are to handle the onvergene with respet to
ξ2 (of the integral) by using the integration by parts over y2. In order to keep the
notation as plain as possible we use the shorthand notation h(x, y, ξ1) instead of
the inside of the parenthesis in the integral above. Then again after three times
integration by parts with respet to y2 we obtain,
A =− ε6
∫
R2\W
∫
g(ξ1, ξ2)
(
h1(x, y, ξ1)
(φy2 − ξ2)3
+
h2(x, y, ξ1)
(φy2 − ξ2)4
+
h3(x, y, ξ1)
(φy2 − ξ2)5
)
eiS/εdy1dy2dξ1dξ2,
where now hk for k = 1, 2, 3 are funtions of the amplitude a, phase φ, their
derivatives with respet to y1 and y2 and of 1/(φy1 − ξ1). As we dedue in the
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n = 1 ase we obtain that |A| ∼ O(ε6). From here it is not hard to onlude that
in the n-dimension ase we will obtain
|A| ∼ O(ε3n),
whih onludes that the ontribution to the osillating integral (2.2.1) from the
part A is "small", more preisely of order O(ε2n).
For the part B we employ Theorem 1 whih provides an expansion for the integral
(2.2.1) of order O(ε). We obtain∫ ∫
χ(ξ)
√
|ξ|2 + 1 a(y + x)ei(φ(y+x)−y·ξ)/εdydξ
≈ eiφ(x)/ε(2πε)n
3∑
ν=0
1
ν!
< iεDy, Dξ >
ν
(
eirx(y)/ε
√
|ξ|2 + 1 a(y + x)
)∣∣∣∣∣ y = 0,
ξ = ∇yφ(x)
(2.2.2)
where rx(y) = φ(y+x)−φ(x)−∇yφ(x) · y, and it is lear that if we expand until
ν = k−n = 3, then the dierene between the two sides of (2.2.2) is bounded by
Cεn+3/2
∑
|α|≤2k
sup
y,ξ
| Dαy,ξu(y, ξ, x) | .
This will ensure that the osillatory integral (2.2.1) will be approximated with an
error of order O(ε). For the onveniene of the reader we give the omputations
expliitly (see appendix 2.A). Eventually, what we get from the expansion (2.2.2)
is as follows∫ ∫ √
|ξ|2 + 1 a(y + x)ei(φ(y+x)−y·ξ)/εdydξ
≈ eiφ(x)/ε(2πε)n
[
a
√
|∇yφ|2 + 1
−iε
 ∇yφ · ∇ya√
|∇yφ|2 + 1
+
a∆φ√
|∇yφ|2 + 1
−
n∑
j=1
φyj (∇yφ · (∇yφ)yj)
(|∇yφ|2 + 1)

= eiφ(x)/ε(2πε)n
a√|∇yφ|2 + 1− iεdiv
 a2∇yφ√
|∇yφ|2 + 1
 1
2a

with an error of order O(ε) as we aimed to obtain.
14
2.3 The WKB-system
In order to obtain the orresponding system, we plug the ansatz (2.1.6) into the
evolution equation (2.1.1) and use the expansion given by Theorem 1 in Setion
2.2 for the osillatory integral, and then we obtain
ε∂ta+ ia∂tφ+ ia
√
|∇yφ|2 + 1 + εdiv
 a2∇yφ√
|∇yφ|2 + 1
 1
2a
= O(ε).
In leading order terms if we split the real and imaginary parts, then this yields
a system of equations written in terms of the density n(x, t) = (a(x, t))2 and the
phase funtion φ(x, t) in an asymptoti desription:
∂tn+ div
 n∇yφ√
|∇yφ|2 + 1
 = 0,
∂tφ+
√
|∇yφ|2 + 1 = 0.
Here the rst equation is a onservation law written for the density n(x, t) (or a
transport equation for the amplitude a(x, t)) and the latter one is a Hamilton-
Jaobi equation for the phase φ(x, t). As a last remark we point out that the
solutions to this system are only loal-in-time beause of the harateristis of
the Hamilton-Jaobi equation.
2.A Computations in the expansion (2.2.2)
First we note that sine the ut-o funtion χ(ξ) satises the following:
(i) χ(ξ) = 1
(ii) χ′(ξ) = 0
on W ∋ y = ∇yφ it has no eet to the following omputations. Thus we
disard χ in the alulations. Now, let us ompute the terms in the expansion
orresponding eah ase of ν = 0, 1, 2, 3:
ν = 0 : eiφ(x)/ε(2πε)n
(
eirx(y)/ε
√
|ξ|2 + 1 a(y + x)
)∣∣∣ y = 0,
ξ = ∇yφ(x)
= (2πε)neiφ(x)/εa(x)
√
|∇yφ(x)|2 + 1.
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And sine Dy, Dξ ∈ Rn then < iεDy, Dξ >= −iε
∑n
j=1 ∂yj∂ξj . So,
ν = 1 :
− i(2πε)neiφ(x)/εε
n∑
j=1
∂yj∂ξj
(
eirx(y)/ε
√
|ξ|2 + 1 a(y + x)
) ∣∣∣ y = 0,
ξ = ∇yφ(x)
.
(2.A.1)
Let us alulate the derivatives:
⋆ ∂ξje
irx(y)/εa(y + x)
√
|ξ|2 + 1 = eirx(y)/εa(y + x) ξj√|ξ|2 + 1 ,
⋆ ∂yj∂ξje
irx(y)/εa(y + x)
√
|ξ|2 + 1
=
ξj√|ξ|2 + 1∂yj (eirx(y)/εa(y + x))
=
ξj√|ξ|2 + 1
(
i
ε
a(y + x)∂yjrx(y) + ayj (y + x)
)
eirx(y)/ε
where ∂yjrx(y) = φyj (y + x) − φyj(x) and equals to zero at y = 0. If we rewrite
(2.A.1) then,
ν = 1 :
− i(2πε)nεei(φ(x)+rx(y))/ε
n∑
j=1
ξj√
|ξ|2 + 1
(
i
ε
∂yirx(y)a(y + x) + ayj (y + x)
)∣∣∣ y = 0,
ξ = ∇yφ(x)
= −i(2πε)neiφ(x)/εε
n∑
j=1
φyj(x)√
|∇yφ(x)|2 + 1
ayj (x)
= −i(2πε)neiφ(x)/εε∇yφ(x) · ∇ya(x)√|∇yφ(x)|2 + 1 .
Next we ompute the ontributions from the third term. The expliit form of
< iεDy, Dξ >
2
is given by
< iεDy, Dξ >
2 = −ε2
( n∑
j=1
(∂yj∂ξj )
2 +
n∑
j=1
n∑
k = 1
j 6= k
∂yj∂ξj∂yk∂ξk
)
=: −ε2
(∑
D1 +
∑∑
D2
)
. (2.A.2)
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Then D1 ats as
D1e
irx(y)/εa(y + x)
√
|ξ|2 + 1
= ∂2yj∂
2
ξj
eirx(y)/εa(y + x)
√
|ξ|2 + 1
=
(|ξ|2 + 1)− ξjξj
(|ξ|2 + 1)3/2 e
irx(y)/ε
[
i
ε
(
i
ε
∂yirx(y)a(y + x) + ayj (y + x)
)
∂yjrx(y)
+
i
ε
(
φyjyj (y + x)a(y + x) + ∂yirx(y)ayj(y + x)
)
ayjyj (y + x)
]
,
sine
∂yj∂
2
ξj
eirx(y)/εa(y + x)
√
|ξ|2 + 1
= ∂ξj
ξj√|ξ|2 + 1eirx(y)/ε
[
i
ε
(
φyj(y + x)− φyj(x)
)
a(y + x) + ayj(y + x)
]
=
(|ξ|2 + 1)− ξjξj
(|ξ|2 + 1)3/2 e
irx(y)/ε
[
i
ε
∂yirx(y)a(y + x) + ayj(y + x)
]
and
∂2yj∂
2
ξj
eirx(y)/εa(y + x)
√
|ξ|2 + 1
=
(|ξ|2 + 1)− ξjξj
(|ξ|2 + 1)3/2 ∂yj
(
eirx(y)/ε
[
i
ε
(
φyj(y + x)− φyj (x)
)
a(y + x) + ayj (y + x)
])
.
And for the part D2 in (2.A.2) we have to evaluate
∂ξk∂yj∂ξje
irx(y)/εa(y + x)
√
|ξ|2 + 1
= ∂ξk
ξj√
|ξ|2 + 1e
irx(y)/ε
[
i
ε
∂yirx(y)a(y + x) + ayj(y + x)
]
=
−ξjξk
(|ξ|2 + 1)3/2
eirx(y)/ε
[
i
ε
∂yirx(y)a(y + x) + ayj (y + x)
]
and
D2e
irx(y)/εa(y + x)
√
|ξ|2 + 1 = ∂yk∂ξk∂yj∂ξjeirx(y)/εa(y + x)
√
|ξ|2 + 1
=
−ξjξk
(|ξ|2 + 1)3/2
∂yke
irx(y)/ε
[
i
ε
a(y + x)∂yjry(x) + ayj (y + x)
]
=
−ξjξk
(|ξ|2 + 1)3/2
eirx(y)/ε
[
i
ε
(
i
ε
a(y + x)∂yjrx(y) + ayj (y + x)
)
∂ykry(x)
+
i
ε
a(y + x)∂2ykyjry(x) +
i
ε
ayk(y + x)∂yjry(x) + ayjyk(y + x)
]
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where ∂2ykyjry(x) = φyjyk . Consequently, the third term gives
ν = 2 :
(2πε)neiφ(x)/ε
n∑
j=1
1
2
< iεDy, Dξ >
2
(
eirx(y)/ε
√
|ξ|2 + 1 a(y + x)
) ∣∣∣ y = 0,
ξ = ∇yφ(x)
= −ε
2
2
(2πε)neiφ(x)/ε
[
n∑
j=1
(|∇yφ|2 + 1)− φyjφyj
(|∇yφ|2 + 1)3/2
[
i
ε
φyjyj(x)a(x) + ayjyj(x)
]
−
n∑
j=1
n∑
k = 1
j 6= k
φyjφyk
(|∇yφ|2 + 1)3/2
(
i
ε
a(x)φykyj (x) + ayjyk(x)
)]
sine rx(0) = 0 and ∂yjrx(y) |y=0= 0. If we arrange it onsidering the order, we
obtain
ν = 2 : = −(2πε)neiφ(x)/ε
[
iε
2
(
a(x)
(|∇yφ|2 + 1)1/2
n∑
j=1
φyjyj
− a(x)
(|∇yφ|2 + 1)3/2
n∑
j=1
(
φyjyjφyjφyj + φyj
n∑
k = 1
j 6= k
φykyjφyk
))
+O(ε2)
]
. (2.A.3)
It is lear that
φyjyjφyjφyj + φyj
n∑
k = 1
j 6= k
φykyjφyk = φyj
n∑
k=1
φykyjφyk = φyj
(
∇yφ · (∇yφ)yj
)
and onsequently,
ν = 2 :
= (2πε)n
[
− iε a(x)e
iφ(x)/ε
(|∇yφ|2 + 1)1/2
(
n∑
j=1
φyjyj −
φyj
(
∇yφ · (∇yφ)yj
)
(|∇yφ|2 + 1)
)
+O(ε2)
]
.
It only remains to ompute the derivatives from the term 〈iεDy, Dxi〉3 but sine
there will be no ontribution from this term of order O(ε) (whih an be realized
post fato) we omit this omputation. Eventually, we an dedue from what we
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obtained above that∫ ∫ √
|ξ|2 + 1 a(y + x)ei(φ(y+x)−y·ξ)/εdydξ
≈ eiφ(x)/ε(2πε)n
[
a
√
|∇yφ|2 + 1
−iε
 ∇yφ · ∇ya√
|∇yφ|2 + 1
+
a∆φ√
|∇yφ|2 + 1
−
n∑
j=1
φyj (∇yφ · (∇yφ)yj)
(|∇yφ|2 + 1)

= eiφ(x)/ε(2πε)n
a√|∇yφ|2 + 1− iεdiv
 a2∇yφ√
|∇yφ|2 + 1
 1
2a

with an error of order O(ε) as we aimed to obtain.
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Chapter 3
Classial limit for semi-relativisti Hartree
systems
∗
3.1 Introdution
3.1.1 Mathematial setting of the model
We onsider the semi-relativisti Hartree system (or Shrödinger-Poisson system)
in the semi-lassial regime, i.e. iε
d
dt
ρε(t) = [Hε, ρε(t)], x ∈ R3, t ∈ R+,
−κ∆V ε =nε(t, x), κ = ±1,
(3.1.1)
subjet to an initial data ρε(0) ≡ ρε0, where the reason for hoosing κ = ±1
respetively will be explained below and the Hamiltonian operator Hε is given
by
Hε :=
√
−ε2∆+ 1 + V ε(t, x).
Here the pseudo-dierential operator for the kineti energy is simply dened via
multipliation in Fourier spae with the symbol
√|εξ|2 + 1 whih has been given
expliitly in the previous hapter, for the semi-lassial parameter 0 < ε ≪ 1, a
dimensionless saled Plank's onstant (all other physial onstants are resaled
to be equal to 1). This salar pseudo-dierential operator is frequently used in
relativisti quantum mehanial models as a onvenient replaement of the full
(matrix-valued) Dira operator. In (3.1.1) we denote by ρε(t) ∈ S1(L2(R3))
the density matrix operator of the system, i.e. a positive self-adjoint trae lass
operator ating on L2(R3). The partile density nε(t, ·) ∈ L1(R3) is then obtained
∗
This hapter is an enlarged version of a joint work with Peter A. Markowih and Christof
Sparber and appears in J. Math. Phys. 49 (2008), no. 10, 102110.
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by evaluating the orresponding kernel ρε(t, x, y), whih, by abuse of notation is
denoted by the same symbol as the density operator, on its diagonal [30℄, i.e.
nε(t, x) = ρε(t, x, x). The system (3.1.1) desribes the mean eld dynamis of
(semi-relativisti) quantum mehanial partiles in a mixed state whih are the
statistial mixture of pure states. In the system (3.1.1) operators (observables)
evolve in time where states of the system are onstants. That means for a system
in a xed state one an make measurements on the observables (like momentum
or position). This representation is alled Heisenberg piture. Sine ρ(t) is a
self-adjoint and ompat operator it has a disrete spetrum, i.e. denoting by
{ψεj}j∈N a omplete orthonormal basis of L2(R3) we an deompose the kernel of
ρε(t) ∈ S1(L2(R3)) via
ρε(t, x, y) =
∑
j∈N
λεj ψ
ε
j (t, x)ψ
ε
j (t, y),
with (onstant in time) λj ∈ ℓ1, λj ≥ 0 [30℄. Using this representation, we arrive
at an equivalent system of ountable many nonlinear Shrödinger-type equations{
iε∂tψ
ε
j =
√
−ε2∆+ 1 ψεj + V ε(t, x)ψεj
−κ∆V ε =nε(t, x), (3.1.2)
where the density is now given by
nε(t, x) =
∑
j∈N
λεj|ψεj (t, x)|2.
This approah whih is a system written for the time-dependent states that pro-
due the same result of a xed observable (i.e. an observable has a xed value in
the system) is alled Shrödinger piture. The system (3.1.2) an be interpreted
as the time-dependent model assoiated to the semi-relativisti Hartree energy
EεH(t) = Eεkin(t) + Eεpot(t)
=
∑
j∈N
λεj‖(−ε2∆+ 1)1/4ψεj‖
2
L2(R3)
+
κ
8π
∫∫
R6
nε(t, x)nε(t, y)
|x− y| dx dy,
where for the seond line we have used the three dimensional Green's funtion
representation of the potential, i.e.
V ε(t, x) =
κ
4π|x| ∗ n
ε(t, x).
For future referenes we reall that the kineti and the self-onsistent potential-
energy an also be shortly written in terms of density matries as
Eεkin(t) = tr(
√
−ε2∆+ 1 ρε(t)), Eεpot(t) =
κ
2
tr(V ε(t, x)ρε(t)).
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In the ase κ = −1, the oupling to the Poisson equation omprises an attrative
nonlinearity for the Shrödinger-type equations (3.1.2) and hene, global well-
posedness for general initial data does not hold, f. [6, 11℄. In this ase, the system
(3.1.2) is a generalization (for mixed states) of the semi-relativisti Hartree model
derived in [3℄ as the mean eld limit for large systems of Bosons with gravitational
self-interation. This model has been extensively studied in reent years as it
is onsidered to desribe the dynamis of so-alled Boson stars [5, 6, 7, 11℄.
In the ase κ = 1, the Poisson interation is repulsive and typially models
eletron-eletron self-interations (in the Hartree-approximation). The system
(3.1.2) therefore allows to study relativisti orretions to the usual Hartree model
of many-body eletron system as it is needed for example in the ase of heavy
atoms, f. [14℄.
Throughout this hapter, we shall use the following denition for the Fourier
transform
(Fξ→ηϕ)(η) =
∫
R3
ϕ(ξ)e−iξ·η dξ.
Moreover we denote by S the Shwartz spae of rapidly deaying funtions.
In the following subsetion we give a brief introdution to the Wigner trans-
form and Wigner measures, see [28℄, whih will turn out to be very useful tool
for the semi-lassial limit we want to arry.
3.1.2 Wigner measures
As we have stated before, in this hapter of the thesis, we are interested in
rigorously establishing the lassial limit of (3.1.2) as ε → 0 whih is nontrivial
sine the limits are weak limits due to the osillations (as we have seen in the
previous hapter) and onentrations. In partiular, we want to investigate the
onvergene behavior in the limit ε → 0 of quadrati quantities, i.e. position
densities et. To understand it let us take a sequene of wavefuntions (ψε(x))
that is uniformly bounded in L2(R3). By ompatness theorem, we an extrat
a weak-∗ (i.e. weakly, in L2(R3)) onvergent subsequene with the limit ψ0(x).
For a moment let us assume that we onsider the system (3.1.1) in a pure state
where the quadrati quantity (density) is given by nε(x) = |ψε(x)|2. Clearly,
nε(x) is also uniformly bounded in Lp(R3) for some p > 1 and onverges weak-∗
to some n0(x) = limε→0 |ψε(x)|2. Intrinsially, "the square of the weak limit is
not the weak limit of the square": n0(x) 6= |ψ0(x)|. A similar obstale also arises
for the nonlinear term involving V ε(t, x) in establishing a limiting point in an
appropriate sense.
As a onvenient mathematial tool to deal with the weak onvergene of the
quadrati quantities, we shall heavily rely on the Wigner transformed piture of
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quantum mehanis [28℄. The Wigner measure an be seen as a tool that measures
the lak of ompatness that inhibits the sequene ψε(x) from onverging strongly
in L2(R3). Thus, as in [11℄, we dene the (ε-saled) Wigner transform, for g, h ∈
S ′(R3),
f ε(g, h)(x, ξ) :=
1
(2π)3
∫
R3
g
(
x+
εy
2
)
h¯
(
x− εy
2
)
e−iξ·y dy.
For xed ε, this learly denes a ontinuous bilinear mapping from S ′(R3)×S ′(R3)
to S ′(R3 × R3). In the sequel of this setion we will give a brief introdution to
the Wigner transformation by following [11℄, Setion 1. We start with one of the
ruial properties:
Proposition 3.1.1 (see [11℄). If g and h lie in a bounded subset of L2(R3x), then
f ε(g, h) lie in a bounded subset of S ′(R3x × R3ξ). More preisely, we have for the
respetive Fourier transforms
(Fξ→vf ε(g, h))(x, v) ∈ C0(R3v;L1(R3x)),
(Fx→ζf ε(g, h))(ζ, ξ) ∈ C0(R3ζ ;L1(R3ξ))
with the respetive norms bounded by ||g||L2 ||h||L2.
Further, we have the following estimate for a, b ∈ S(R3 ×R3)
〈
f ε(g, h), ab¯
〉
=
∫
R3
(a(x, εDx)g)(b(x, εDx)h)dx+ rε, (3.1.3)
where |rε| ≤ εC(a, b) ||g||L2 ||h||L2.
The estimate (3.1.3) holds analogously for the Weyl operators aW (x, εDx),
bW (x, εDx) instead of a(x, εDx), b(x, εDx) on the right-hand side. By C0 we
denote zero-at-innity ontinuous funtions.
Remark 3.1.2. Basi properties of the Wigner transform are∫
R3
f ε(g, h)dξ = g(x)h¯(x)∫
R3
f ε(g, h)dx =
1
(2πε)ε
gˆ
(
ξ
ε
)
¯ˆ
h
(
ξ
ε
)
.
The duality in x and ξ an be expressed, for example, as
f ε(g, h)(x, ξ) = f ε
(
1
(2πε)ε/2
¯ˆ
h
( ·
ε
)
,
1
(2πε)ε/2
¯ˆg
( ·
ε
))
(ξ, x). (3.1.4)
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In general, one an dene for g, h in S ′(R3)n an n× n Wigner matrix by
F ε(g, h)(x, ξ) :=
1
(2π)3
∫
R3
g
(
x+
εy
2
)
⊗ h¯
(
x− εy
2
)
e−iξ·y dy
where ⊗ denotes the tensor produt of vetors.
As a speial ase, let (gε) be a bounded family in L2(R3)n. Then we denote
by F ε[gε] the n× n matrix whose elements are given by
f εij [g
ε] = f ε(gεi , g
ε
j ).
Also, we denote by f ε[gε] = trF ε[gε] the salar Wigner transform of gε.
By (3.1.4), F ε[gε] is self-adjoint, and by Proposition 2.1. there exists a subse-
quene that is onvergent in S ′. Let F 0 be that limit. It an be proven that F 0
is a nonnegative matrix-valued measure; that is, for any z ∈ Cn, we have
z¯F 0z ≥ 0 ⇔
∑
i,j
f 0ijziz¯j ≥ 0 (3.1.5)
as a measure. Sine for every nonnegative funtion a ∈ C∞0 there exists some
sequene (bn) in C
∞
0 suh that, a is the limit of |bn|2, it is suient to prove∑
i,j
〈f 0ij, |b|2〉ziz¯j ≥ 0 b ∈ C∞0 .
This fat an be observed by using (3.1.3) in Proposition 2.1.:
∑
i,j
〈f ε(gεi , gεj), ziz¯j|b|2〉 =
∫
R3
∣∣∣∣∑
i
zib(x, εD)g
ε
i
∣∣∣∣2dx+O(ε).
By passing to the limit, (3.1.5) is proved.
Remark 3.1.3. Some other proofs for the positivity of the limiting Wigner mea-
sures an be found in [10, 19, 20, 21℄ where a Gaussian regularization (Husimi
funtion)
f εH [g
ε] := f ε[gε] ∗Gε ∗ξ Gε, Gε(z) := 1
(πε)3/2
e−|z|
2/2
is used, whih is a pointwise nonnegative funtion. Sine the aumulation points
of f ε[gε] are also aumulation points of f εH [g
ε], one onludes that f 0 is a non-
negative measure.
In order to investigate the relationship between the Wigner measure and the
weak limits of quadrati forms of gε, we need two denitions.
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Denition 3.1.4. A bounded family (gε) in L2 is said to be ε-osillatory as ε goes
to 0 if the following property holds for every ontinuous, ompatly supported
funtion ϕ on R3:
lim
ε→0
∫
|ξ|≥R/ε
|ϕ̂gε(ξ)|2dξ −→ 0 as R goes to +∞.
This heuristially means that the wavelength of osillations of gε is at least of
order ε. Note that the ondition
∃κ > 0 suh that εκDκgεuniformly bounded in L2
lo
(3.1.6)
is suient for a funtion to be ε-osillatory.
A bounded family (gε) in L2 is said to be ompat at innity as ε goes to 0 if
lim
ε→0
∫
|ξ|≥R/ε
|gε(x)|2dx −→ 0 as R goes to +∞.
Now we an state the following result from [11℄:
Proposition 3.1.5. Let (gε) be a bounded family in L2(R3) with a Wigner mea-
sure f 0. Then we have
f 0(R3 ×R3) =
∫
R6
f 0(x, ξ)dxdξ ≤ lim
ε→0
∫
R3
|gε(x)|2dx (3.1.7)
with equality if and only if (gε) is ε-osillatory and ompat at innity. In this
ase lim an be replaed by lim in the right-hand side of (3.1.7).
Here we note that same results also have been obtained in several papers, for
instane see [19℄, Theorem III.2., [20℄, Lemma 3.1.
Eventually, we denote the Wigner funtion of a given density matrix kernel
ρε(t, x, y) as in [20, 19℄
f ε[ρε(t)] ≡ f ε(t, x, ξ) := 1
(2π)3
∫
R3
ρε
(
t, x+
εy
2
, x− εy
2
)
e−iξ·y dy,
From this denition we easily infer
‖f ε(t, ·, ·)‖2L2(R3x×R3ξ) = (2πε)
−3‖ρε(t, ·, ·)‖2L2(R3x×R3y). (3.1.8)
Sine f ε(t, x, ξ) is real-valued it an be seen as a quantum mehanial analog of
a lassial phase spae distribution. Hene, the Wigner funtion f ε satises the
following kineti-like evolution equation:
∂tf
ε + Γεf ε +Θε[V ε]f ε = 0,
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in the distributional sense. Here, Γε and Θε[V ε] are pseudo-dierential operators,
orresponding to the Wigner transformed kineti and potential energy terms.
Expliitly, Γεf ε is given by
Γεf ε(t, x, ξ) =
i
(2π)3
∫∫
R3×R3
eiy·(x−η) y · γε(y, ξ)f ε(t, η, ξ) dy dη,
where
γε(y, ξ) :=
2ξ√|ξ + εy
2
|2 + 1 +√|ξ − εy
2
|2 + 1 ∈ R
3.
On the other hand, the nonlinear potential V ε(t, x) enters via the well known
operator, f. [19, 20℄
Θε[V ε]f ε(t, x, ξ) =
i
(2π)3
∫∫
R3×R3
eiη·(z−ξ)δε(t, x, η)f ε(t, x, z) dη dz.
whose symbol is given by
δε(t, x, η) :=
1
ε
(
V ε(t, x+ ε
η
2
)− V ε(t, x− εη
2
)
)
= η ·
∫ 1/2
−1/2
∇xV ε(t, x+ εsη) ds.
The Wigner funtion in general also takes negative values and therefore does
not allow for a probabilisti interpretation. Nevertheless, Wigner funtions have
proved to be a highly suessful tool in the rigorous mathematial derivation of
lassial limits, see, e.g. [1, 9, 11, 19, 20, 24, 26℄ for various analytial results
and [22℄ for a numerial study. In partiular, under appropriate uniform bounds
on ρε (see Theorem 1, in Setion 3.3), it is known that f ε has aumulation
points f ≡ f 0(t, x, ξ) as ε→ 0 (in a suitable topology), whih are positive Borel
measures on the phase spae. The limiting measures an then be identied as a
distributional solution of the orresponding limiting evolutionary system. In our
ase we expet it to be a solution of the relativisti Vlasov-Poisson system, i.e.
∂tf +
ξ√|ξ|2 + 1 · ∇xf −∇xV · ∇ξf = 0,
− κ∆V = n(t, x),
(3.1.9)
where the limiting partile density n(t, x) is obtained as
n(t, x) =
∫
R3
f(t, x, ξ) dξ.
The system (3.1.9) is in itself an intensively studied model, in partiular in the
gravitational ase κ = −1, see e.g. [12, 13, 14℄ and the referenes given therein.
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The present work thus provides a rigorous onnetion between the quantum me-
hanial model (3.1.1), or equivalently (3.1.2), and its lassial analog (3.1.9).
The novelty of the work lies in the fat that we have to establish suitable esti-
mates based on the relativisti kineti energy (instead of the usual one −ε2
2
∆) in
order to be able to pass to the limit in the nonlinear potential V ε(t, x).
The rest of this hapter is now organized as follows: In Setion 3.2 we ollet
some preliminary results (a priori uniform energy bounds, existene, ompatness,
et.) needed for the proof of our main theorem whih is stated and proven in
Setion 3.3. We then disuss some possible generalizations onerning the self-
onsistent potential term and lose the Setion 3.4 with a nal remark.
3.2 Preliminary results
In this setion, as well as we establish new interpolation estimates (or Lieb-
Thirring type inequalities) whih will allow us to aess (uniform) bounds in
terms of the semi-relativisti kineti energy, we will give a omplete proof of the
well-posedness of the Hartree system (3.1.1) for the sake of the ompleteness
of the arguments used. In this onept we also give an expliit ompatness
argument to be used in the limit proedure pursued in the next setion.
3.2.1 Interpolation estimates
Let us start with a tehnial lemma, that nevertheless turns out to be ruial for
the proof of the main Theorem.
Lemma 3.2.1. Let ρ(x, y) be the kernel of a positive self-adjoint trae lass
operator ρ ∈ S1(L2(R3)) and n(x) ≡ ρ(x, x) the orresponding density. Then for
p ∈ [1,∞) the following estimate holds
‖n‖Lq(R3) ≤ Cp ||ρ||θSp(L2(R3)) (tr |∇|ρ)1−θ, (3.2.1)
where
q =
4p− 3
3p− 2 , θ =
p
4p− 3 .
Proof. For the proof we proeed analogously to [19℄. Sine the ase p = 1 is
immediate we onsider only p > 1. We start by onsidering the operator |∇|−βnα
where β > 0 and α > 0 are some onstants to be hosen later on. Let µ1 ≤ µ2 ≤
. . . be the negative eigenvalues of the operator |∇| − βnα and let {ϕk}k∈N be
a nite or ountable olletion of the orresponding ortho-normed eigenvetors.
We onsequently obtain
tr (|∇| − βnα)ρ ≥
∑
k∈N
〈(|∇| − βnα)ρϕk, ϕk〉 =
∑
j,k∈N
|pjk|2µkλj ,
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where pjk =
∫
R3
ψjϕk. Sine µk = −|µk|, ∀ k ∈ N, we an rearrange this inequality
in the following form
trβnαρ = β
∫
R3
nα+1dx ≤ tr |∇|ρ+
∑
j,k∈N
|pjk|2|µk|λj.
Now, using Hölder's inequality, and the fat that
∑
j |pjk|2 = 1, as well as∑
k |pjk|2 ≤ 1, we obtain
β
∫
R3
nα+1dx ≤ tr |∇|ρ+ ||ρ||
Sp(L2(R3))
(∑
j∈N
|µj|p′
)1/p′
≤ tr |∇|ρ+ ||ρ||
Sp(L2(R3))
Cp
(∫
R3
(βnα)3+p
′
dx
)1/p′
.
Here the seond inequality is obtained from Theorem 2.1 in [4℄, whih states that
for all δ > 0 ∑
j≥1
|µj|δ ≤ Cδ,d
∫
Rd
W (x)δ+d+ dx,
where µj are the negative eigenvalues of the operator |∇| −W . Now with the
hoie α = (p− 1)/(3p− 2), setting α + 1 = q and
β =
( (∫
R3
nqdx
)1/p
2C ||ρ||
Sp(L2(R3))
)p′/3
,
it is easy to onlude(∫
R3
nqdx
)1/q
≤ Cp ||ρε||θSp(L2(R3)) (tr |∇|ρ)1−θ.
Remark 3.2.2. The proof an easily be generalized to the d-dimensional ase,
where one nds
q =
d(p− 1) + p
d(p− 1) + 1 , θ =
p
d(p− 1) + p .
3.2.2 Loal/Global-in-time existene
Before we state existene results for the Hartree system (3.1.2), we need to make
appropriate uniform boundedness assumptions on the initial data. Within this
work we will assume that
sup
ε∈(0,ε0]
(
tr ρε0 +
1
ε3
tr (ρε0)
2 + tr
√
−ε2∆+ 1 ρε0
)
<∞. (A)
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In the gravitational ase κ = −1 we additionally assume
1
ε3
tr (ρε0)
2 <
C∗
tr ρε0
, (B)
where C∗ > 0 is a xed, ε-independent onstant to be omputed in the proof of
Lemma 3.2.4. To get more insight on Assumption (A) we again use the deom-
position
ρε0 =
∑
j∈N
λεj ψ
ε
j (x)ψ
ε
j (y),
to obtain
tr ρε0 =
∑
j∈N
λεj , tr (ρ
ε
0)
2 =
∑
j∈N
(λεj)
2.
We remark that tr ρε0 is the total harge or mass of the partile system. Thus
Assumption (A) implies a uniform (in ε) bound on the total harge/mass and
simultaneously requires
∑
j∈N(λ
ε
j)
2 ≃ ε3, as ε → 0. (For a onstrution of a
density matrix ρε0, whih satises this requirements for ψj ∈ H1(R3) we refer to
[20℄.) This ondition is to be expeted from earlier papers [19, 20℄ and prevents us
from establishing our result in the ase of pure initial states, i.e. ρε0 = ψ
ε
j (x)ψ
ε
j (y),
or even nite ombinations of pure states. Roughly speaking, the requirement of
a totally mixed initial state is needed to ensure that the limiting partile density
n(t, x) is not too singular (bounded in Lp(R3) for some p > 1) and thus an be
suessfully onvolved with the Poisson kernel ∝ 1/|x|, see (3.2.11) and (3.3.2).
This is not lear a-priori as the limiting f(t, x, ξ), and thus also the limiting
density n(t, x), in general is only a measure whih does not guarantee the non-
singularity with respet to Lebesgue measure. In the ase of a fully mixed state
though we gain a bit more regularity, whih is needed in passing to the limit
ε→ 0. Note that for any Hilbert-Shmidt ρε ∈ S2(L2(R3)), it holds
||ρε||2
S2(L2(R3))
= tr(ρε)2 = ‖ρε(·, ·)‖2L2(R3x×R3y) <∞ ,
f. [30℄. Having in mind the saling property (3.1.8), Assumption (A) therefore
implies for the initial Wigner funtion ‖f ε(0, ·, ·)‖L2 < ∞, uniformly in ε. This
property is shown to be onserved by the time-evolution below and thus, yields
an important uniform bound on f ε(t, x, ξ). Assumption (B), needed in the grav-
itational ase, then additionally requires that the L2-norm of the initial Wigner
funtion or the total harge/mass is suiently small (and not only bounded),
f. Remark 3.2.5 below.
Note that the onservation laws (3.2.2) together with Assumption (A) diretly
imply that, for all ε ∈ (0, ε0], it holds
‖nε(t)‖L1(R3) = ‖nε(0)‖L1(R3) <∞,
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and
‖f ε(t)‖L2(R3x×R3ξ) = ‖f
ε(0)‖L2(R3x×R3ξ) <∞,
for all t ∈ [0, T ).
Now we an state the existene results:
Lemma 3.2.3. Let ρε0 be suh that Assumption (A) holds. Then there exists a
T > 0 and unique mild solution ρε ∈ C([0, T );S1(L2(R3)) to (3.1.1), or equiva-
lently ψk ∈ C0([0, T );H1/2ε (R3))∩C1([0, T );H−1/2ε (R3)) to (3.1.2), whih satises
the following onservation laws:
tr ρε(t) = tr ρε0, tr(ρ
ε(t))2 = tr(ρε0)
2. (3.2.2)
Here the ε-saled energy spae H
1/2
ε (R3) is the Sobolev spae equipped with the
norm
||φk||2H1/2ε (R3) = ||φk||
2
L2(R3) + ‖(−ε2∆)1/4φk‖2L2(R3). (3.2.3)
Proof. For the existene of a unique solution we will follow the lines of [11℄ (where
the pure state is treated) and of [6℄ (where a proof for density matries with nite
rank is skethed). To prove loal-in-time existene we rst x ε and denote the
vetor Ψε = (ψε1, ψ
ε
2, . . .), and likewise, Φ
ε
. Then the initial-value problem for
(3.1.2) an be written in a vetor form as follows:{
iε∂tΨ
ε =
√
−ε2∆+ 1 Ψε + κF(Ψε)
Ψε(0) =Φε ∈ H1/2ε , 0 ≤ t < T,
(3.2.4)
with the nonlinearity F = (F1, F2, . . .) given as
Fk(Ψ
ε) = −
(
1
4π|x| ∗ nΨε
)
ψk, nΨε =
∑
j
λεj|ψεj |2
Here
H
1/2
ε =
(
H1/2ε (R
3)
)×∞
is the ∞-fold artesian produt of the ε-saled energy spae H1/2ε , equipped with
the norm
||Φ||2
H
1/2
ε
=
∑
k
λεk ||φk||2H1/2ε (R3) .
We onsider the integral equation
ψεk(t) = e
−it√−ε2∆+1φεk − i
∫ t
0
e−i(t−s)
√−ε2∆+1Fk(Ψε(s))ds.
We are to prove that ψεk(t) belongs to the Banah spae C
0([0, T );H
1/2
ε ) with
some T > 0 and norm supt∈[0,T ) ||ψεk||H1/2ε . The proof is now organized in two
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steps as follows:
Step 1. F(Ψε) is loally Lipshitz ontinuous from H1/2ε into itself:
This is the main point of the loal-in-time existene argument. In the end we
are to show that, for all Ψε,Φε ∈ H1/2ε ,
||F(Ψε)− F(Φε)||2
H
1/2
ε
≤ Cε(||Ψε||2
H
1/2
ε
+ ||Φε||2
H
1/2
ε
)2 ||Ψε − Φε||2
H
1/2
ε
.
For the onveniene of the notation we introdue
D1/2ε := (−ε2∆)1/4.
And by (3.2.3) it is suient to estimate the quantities
I := ||F(Ψε)− F(Φε)||2
L
2 II := ‖D1/2ε (F(Ψε)− F(Φε))‖
2
L
2 .
In both ases, I and II, we will use the identity
Fk(Ψ
ε)− Fk(Φε) =1
2
((
1
4π|x| ∗ (nΨε − nΦε)
)
(ψεk + φ
ε
k)
+
(
1
4π|x| ∗ (nΨε + nΦε)
)
(ψεk − φεk)
)
,
whih leads, for the term I,
||Fk(Ψε)− Fk(Φε)||2L2 ≤
∣∣∣∣∣∣∣∣( 14π|x| ∗ (nΨε − nΦε)
)
(ψεk + φ
ε
k)
∣∣∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣∣∣( 14π|x| ∗ (nΨε + nΦε)
)
(ψεk − φεk)
∣∣∣∣∣∣∣∣2
L2
≤
∣∣∣∣∣∣∣∣ 14π|x| ∗ (nΨε − nΦε)
∣∣∣∣∣∣∣∣2
L6
||ψεk + φεk||2L3
+
∣∣∣∣∣∣∣∣ 14π|x| ∗ (nΨε + nΦε)
∣∣∣∣∣∣∣∣2
∞
||ψεk − φεk||2L2 .
(3.2.5)
Above and in the rest of the proof we use the (generalized) Minkowski and
Hölder's inequalities several times taitly. Observing that |x|−1 ∈ L3w holds, the
rst term on the right-hand side of (3.2.5) an be bounded due to the generalized
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(or weak) Young inequality as follows∣∣∣∣∣∣∣∣ 14π|x| ∗ (nΨε − nΦε)
∣∣∣∣∣∣∣∣2
L6
≤C
∣∣∣∣∣∣∣∣ 14π|x|
∣∣∣∣∣∣∣∣2
L3w
||(nΨε − nΦε)||2L6/5
≤ C
(∑
j
λεj
∣∣∣∣|ψεj |2 − |φεj|2∣∣∣∣L6/5 )2
≤ C
(∑
j
λεj
∣∣∣∣ψεj + φεj∣∣∣∣L3 ∣∣∣∣ψεj − φεj∣∣∣∣L2 )2
≤ C
∑
j
λεj
∣∣∣∣ψεj + φεj∣∣∣∣2L3 ∑
l
λεl ||ψεl − φεl ||2L2
≤ C
∑
j
λεj
∣∣∣∣ψεj + φεj∣∣∣∣2H1/2 ∑
l
λεl ||ψεl − φεl ||2L2
≤ Cε(||Ψε||2
H
1/2
ε
+ ||Φε||2
H
1/2
ε
) ||Ψε − Φε||2
L
2
(3.2.6)
where we use the Sobolev inequality ||u||L3 ≤ C ||u||H1/2 and the fat that ||u||H1/2 ≤
1
ε
||u||
H
1/2
ε
. By abuse of notation, only in this proof, we denote all the onstants
that might appear, the same, namely C. Although it would not make a dierene
for it is xed, here and in the sequel of this proof we emphasize the ε dependene
of the onstants by a subsript just to distinguish it from the uniform bounds
whih we will ommonly use afterwards.
The seond term in (3.2.5) an be estimated using the operator inequality
|x− y|−1 ≤ π
2
(−∆x−y)1/2 (see, e.g., [15℄) and translational invariane, i.e., we use
that ∆x−y = ∆x holds for all y ∈ R3:∣∣∣∣∣∣∣∣ 14π|x| ∗ nΨε
∣∣∣∣∣∣∣∣
∞
≤
∑
j
λεj sup
y∈R3
∫
R3
|ψεj |2
|x− y|dx
≤
∑
j
λεj
∣∣∣∣(−∆)1/4ψεj ∣∣∣∣2L2 ≤ Cε∑
j
λεj
∣∣∣∣D1/2ε ψεj ∣∣∣∣2L2 . (3.2.7)
A similar estimate holds for the term with nΦε . Now ombining (3.2.6) and (3.2.7)
we nd that
I ≤
∑
k
λεk ||Fk(Ψε)− Fk(Φε)||2L2
≤ Cε(||Ψε||2
H
1/2
ε
+ ||Φε||2
H
1/2
ε
)2
∑
k
λεk ||ψk + φk||2L3 ||Ψε − Φε||2L2
+ Cε(||Ψε||2
H
1/2
ε
+ ||Φε||2
H
1/2
ε
)2
∑
k
λεk ||(ψk − φk)||2L2
≤ Cε(||Ψε||2
H
1/2
ε
+ ||Φε||2
H
1/2
ε
)2 ||Ψε − Φε||2
H
1/2 .
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Now, it remains to estimate II. To this end, we appeal to the generalized (or
frational) Leibniz rule (see, e.g., [11℄ and referenes therein) whih leads
∣∣∣∣D1/2ε (Fk(Ψε)− Fk(Φε))∣∣∣∣2L2 ≤ ∣∣∣∣∣∣∣∣D1/2ε (( 14π|x| ∗ (nΨε − nΦε)
)
(ψk + φk)
)∣∣∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣∣∣D1/2ε (( 14π|x| ∗ (nΨε + nΦε)
)
(ψk − φk)
)∣∣∣∣∣∣∣∣2
L2
≤
∣∣∣∣∣∣∣∣D1/2ε ( 14π|x| ∗ (nΨε − nΦε)
)∣∣∣∣∣∣∣∣2
L6
||ψk + φk||2L3
+
∣∣∣∣∣∣∣∣ 14π|x| ∗ (nΨε − nΦε)
∣∣∣∣∣∣∣∣2
∞
∣∣∣∣D1/2ε (ψk + φk)∣∣∣∣2L2
+
∣∣∣∣∣∣∣∣D1/2ε ( 14π|x| ∗ (nΨε + nΦε)
)∣∣∣∣∣∣∣∣2
L6
||ψk − φk||2L3
+
∣∣∣∣∣∣∣∣ 14π|x| ∗ (nΨε + nΦε)
∣∣∣∣∣∣∣∣2
∞
∣∣∣∣D1/2ε (ψk − φk)∣∣∣∣2L2 .
(3.2.8)
Before we proeed, we reall some fats from [27℄, Setion V.3.1. For 0 < α < 3,
the potential operator D−α = (−∆)−α/2 orresponds to f 7→ Gα ∗ f , with f ∈
S(R3), and we have that
Gα(x) =
cα
|x|3−α ∈ L
3/(3−α)w (R3) for 0 < α < 3.
Thus regarding the equality D−2f = 1
4π|x| ∗ f , the rst term on the right-hand
side of (3.2.8) is found to be∣∣∣∣∣∣∣∣D1/2ε ( 14π|x| ∗ (nΨε − nΦε)
)∣∣∣∣∣∣∣∣2
L6
≤ Cε
∣∣∣∣D−3/2(nΨε − nΦε)∣∣∣∣2L6
≤ Cε
∣∣∣∣G3/2 ∗ (nΨε − nΦε)∣∣∣∣2L6
≤ Cε
∣∣∣∣G3/2∣∣∣∣2L2w ||nΨε − nΦε||2L3/2
≤ Cε
∑
j
λεj
∣∣∣∣ψεj + φεj∣∣∣∣2L3 ∑
l
λεl ||ψεl − φεl ||2L3
≤ Cε
∑
j
λεj
∣∣∣∣ψεj + φεj∣∣∣∣2L3 ∑
l
λεl ||ψεl − φεl ||2H1/2
≤ Cε ||Ψε + Φε||2L3 ||Ψε − Φε||2L2
Here we employ same arguments as in (3.2.6). Now the∞-norm ourring in the
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seond term in (3.2.8) an be estimated by using the (3.2.7) one more:∣∣∣∣∣∣∣∣ 14π|x| ∗ (nΨε − nΦε)
∣∣∣∣∣∣∣∣2
∞
≤
(∑
j
λεj sup
y∈R3
∣∣∣∣ ∫
R3
|ψεj |2 − |φεj |2
|x− y| dx
∣∣∣∣)2
≤
(∑
j
λεj sup
y∈R3
|〈ψεj + φεj ,
1
|x− y|ψ
ε
j − φεj〉|
)2
≤
(∑
j
λεj
∣∣∣∣(−∆)1/4(ψεj − φεj)∣∣∣∣L2 ∣∣∣∣(−∆)1/4(ψεj − φεj)∣∣∣∣L2 )2
≤Cε ||Ψε + Φε||2
H
1/2
ε
||Ψε − Φε||2
H
1/2
ε
.
(3.2.9)
The remaining terms in (3.2.8) deserve no further omment sine they an be
estimated in a similar fashion to all estimates obtained so far. Thus, for eah
xed ε we onlude that
||F(Ψε)− F(Φε)||2
H
1/2
ε
≤ Cε(||Ψε||2
H
1/2
ε
+ ||Φε||2
H
1/2
ε
)2 ||Ψε − Φε||2
H
1/2
ε
and the proof of the laim of the Step 1 is omplete.
Step 2. Conlusion:
Returning to the proof of Lemma 3.2.3, we note that
√−ε2∆+ 1 gives rise to a
self-adjoint operator and generates C0-semigroup ating on H
1/2
ε , i.e.,{
e−it
√−ε2∆+1
}
t∈R
: H1/2ε → H−1/2ε .
Loal-wellposedness follows by standard methods for evolution equations with
loally Lipshitz nonlinearities. That is, existene and uniqueness of a solution
Ψε ∈ C([0, T );H1/2ε ) is dedued by a xed point argument, for T > 0 suiently
small, as well as the blow up alternative (see [23℄ for general theory on semilinear
evolution equations). Finally, note that ψεk ∈ C1([0, T );H−1/2ε ) follows by the
equation (3.1.2) itself.
To be able to aomplish the proof of Lemma 3.2.3, it only remained to prove
the onservation laws (3.2.2). Conservation of harge/mass an easily be obtained
by multiplying (3.1.2) by iλεjψ
ε
j and integrating over R
3
after summation on j ∈ N.
The real part gives the onservation law. Or in the Heisenberg piture, one an
simply take the trae of the equation (3.1.1) whih leads onservation law:
d
dt
tr ρε = 0
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For the onservation of the Hilbert-Shmidt norm, we multiply the equation
(3.1.1) by ρε then take the trae by realling the fat from [2℄ that, for A,B ∈ S2,
i.e., Hilbert-Shmidt operator, we have
trAB =
∫
R6
a(x, z)b(z, x)dzdx
where a and b are the orresponding kernels of the operators A and B, respe-
tively. After simple alulation, one obtains
1
2
d
dt
tr(ρε)2 = 0
This ompletes the proof.
Lemma 3.2.4. The solution stated above exists globally in-time, i.e. T = ∞,
and we additionally have onservation of energy: EεH(t) = EεH(0), provided that
one of the following onditions is satised:
i) κ = 1,
ii) κ = −1 and Assumption (B) is satised.
In partiular we have the following uniform bound
Eεkin(t) ≤ C, ∀ t ∈ [0,∞). (3.2.10)
Proof. Formally, for the onservation of energy we multiply (3.1.2) by λεjψ˙
ε
j ∈
H
−1/2
ε then sum over j ∈ N and integrate over R3:
iε
∑
j
λεj
∫
R3
|ψ˙εj |2dx =
∑
j
λεj
∫
R3
d
dt
(
1
2
|(−ε2∆+ 1)1/4ψεj |2)dx
+
κ
4π
∫
R6
nε(t, y)
|x− y|
d
dt
(
1
2
nε(t, x))dydx
=
d
dt
1
2
∑
j
λεj‖(−ε2∆+ 1)1/4ψεj‖2L2(R3)
+
d
dt
κ
16π
∫
R6
nε(t, y)nε(t, x)
|x− y| dydx.
Real part on the right-hand side gives the desired onservation law. This om-
putation is formal sine the pairing of two elements of H
−1/2
ε is not well-dened.
However, by introduing a regularization proedure as in [11℄ the proof of the
energy onservation an be made rigorous. This is out of the sope of the present
work.
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In order to obtain the uniform a-priori bound (3.2.10) we shall use (3.2.1), with
p = 2, whih yields
‖nε(t)‖L5/4 ≤C2‖ρε(t, ·, ·)‖2/5L2 (tr |∇|ρε(t))3/5 (3.2.11)
≤C2 ε−3/5‖ρε(0, ·, ·)‖2/5L2
(
tr
√
−ε2∆+ 1 ρε(t)
)3/5
,
due to the seond onservation law in (3.2.2) and the fat that ε|∇| ≤ √−ε2∆+ 1,
as an be seen on the level of the Fourier-symbols. On the other hand, realling
the Sobolev inequality∫∫
R3×R3
nε(t, x)nε(t, y)
|x− y| dx dy ≤ Cs‖n
ε(t)‖2L6/5 ,
and interpolating the density via ‖nε(t)‖L6/5 ≤ ‖nε(t)‖1/6L1 ‖nε(t)‖5/6L5/4 , we obtain∫∫
R3×R3
nε(t, x)nε(t, y)
|x− y| dx dy ≤ C˜E
ε
kin(t), ∀ t ∈ [0,∞),
where C˜ = CsC
5/3
2 (tr ρ
ε
0)
1/3‖f ε(0, ·, ·)‖2/3L2 is ε-independent by Assumption (A).
On the one hand, this shows that the initial energy is indeed well dened and
uniformly bounded in ε for both κ = ±1. Moreover, we immediately onlude the
uniform boundedness of the kineti energy in the ase κ = 1 and hene, global-
in-time existene of solutions. In the ase κ = −1 we only get, from energy
onservation, that
EεH(0) = Eεkin(t)−
1
8π
∫∫
R3×R3
nε(t, x)nε(t, y)
|x− y| dx dy ≥
(
1− C˜
8π
)
Eεkin(t).
Uniform boundedness of Eεkin(t), and hene, global-in-time existene, an therefore
be onluded if C˜ < 8π, whih holds true under Assumption (B).
Remark 3.2.5. In omparison to the proof given in [11℄ we needed to invoke
slightly dierent arguments in order to obtain the uniform (w.r.t. ε) bound
(3.2.10). The requirement C˜ < 8π diretly leads to Assumption (B) with C∗ =
(8π)3
C3s C
5
2
. Note however, that in our mixed-state ase we an no longer haraterize
the ondition C˜ < 8π by the solution of the orresponding single-state ground
state problem as it is done in [11℄.
3.2.3 Compatness argument
We lose this setion by giving the appropriate ompatness argument that is
going to be used in the following setion in whih the onvergene results are
shown. The following lemma is an adaptation of Lemma C.1 in [18℄ that has
been stated and proven in [1℄. Nevertheless, we state it with its proof.
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Lemma 3.2.6. Let X be a separable Banah spae, X ′ the dual spae and X ′−w∗
the dual equipped with the weak-∗ topology. If (fn)n∈N ⊂ C([0, τ ];X ′ − w∗) is a
sequene of funtions suh that
(i) (uniform boundedness) ∃C > 0 suh that supn∈N ||fn(t)||L∞([0,τ ];X′) < C
(ii) (time equiontinuity) ∀φ ∈ X, the sequene of funtions t 7→ 〈fn(t), φ〉X′×X
is uniformly ontinuous in t ∈ [0, τ ], uniformly in n ∈ N.
Then (fn)n∈N is relatively ompat in C([0, τ ];X ′ − w∗), i.e. there exists f ∈
C([0, τ ];X ′ − w∗) and a subsequene satisfying
∀φ ∈ X, 〈fn(t), φ〉 −→ 〈f(t), φ〉 for n→∞.
Lemma 3.2.6 has been applied in Setion 3.3 to the pair (X ′, X) = (S ′,S)
and (X ′, X) = (M, C0).
Proof. Banah−Alaoglu theorem asserts that the losed unit ball of the dual
spae of a separable normed vetor spae is sequentially ompat in the weak-∗
topology. In fat, the weak-∗ topology on the losed unit ball of the dual of a
separable spae is metrizable. To see this, let BR be the losed unit ball in X
′
.
Sine X is separable, let (φk)k≥1 be a ountable dense subset in X. Then the
following denes a metri for f, g ∈ BR
d(f, g) =
∑
k≥1
2−k
| 〈f − g, φk〉X′×X |
1 + | 〈f − g, φk〉X′×X |
.
Thus ompatness and sequential ompatness are equivalent. Hene, for eah t
xed, the sequene fn(t) is relatively and sequentially ompat in X
′−w∗. Sine
we have the uniform boundedness of the sequene fn(t) from (i), to be able to
apply Arzelà-Asoli lemma, it remains to show the equiontinuity, that is
sup
n∈N
d(fn(t), fn(s)) −→ 0 as |t− s| → 0, t, s ∈ [0, τ ].
For xed h > 0, we have
d(fn(t), fn(s)) ≤ sup
1≤k≤h
sup
n∈N
| 〈fn(t)− gn(t), φk〉X′×X |+
1
2h
.
The rst term on the right-hand side goes to the zero as t → s whih is exatly
what the hypothesis (ii) says:
sup
n∈N
| 〈fn(t)− gn(t), φk〉X′×X | −→ 0 as |t− s| → 0.
This onludes the proof by observing that the seond term is arbitrarily small
as h→∞.
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3.3 Classial limit
The main result of this hapter is as follows:
Theorem 2. Let ε0 < 1 and assume that the initial data ρ
ε
0 ∈ S1(L2(R3)) is a
density matrix operator, suh that (A) holds. In the gravitational ase κ = −1
we additionally assume (B) holds true where C∗ > 0 is a xed ε-independent
onstant omputed in the Lemma 3.2.4.
Then there exists a unique mild solution ρε ∈ C([0,∞);S1(L2(R3)) of the rela-
tivisti Hartree system (3.1.1) and its Wigner transform f ε[ρε] ∈ C([0,∞);L2(R3x×
R3ξ)) onverges, up to extration of sub-sequenes,
f ε[ρε]
ε→0−→ f in C([0, τ ];S ′(R3x ×R3ξ)− w∗),
for any τ <∞, where f ∈ C([0, τ ];M+(R3x×R3ξ))∩L∞([0, τ ];L1 ∩L2(R3x×R3ξ))
is a distributional solution of the relativisti Vlasov-Poisson system (3.1.9). Here
M+ is the spae of positive bounded Borel measures on phase-spae, equipped with
the weak-∗ topology.
The above given theorem shows that distributional solutions to (3.1.9) an
indeed be interpreted as the lassial limit (on any ompat time-interval) of
solutions to (3.1.2), or equivalently (3.1.1).
In the sequel, we will use the following shorthand notation for the Fourier
transform with respet to ξ:
ϕˆ(η) ≡ (Fξ→ηϕ)(η)
Proof. The proof of the Theorem 2 onsists of three steps:
Step 1. We rst note that due to Assumption (A) and the onservation laws
(3.2.2), the Wigner funtion f ε(t) is uniformly bounded in L2(R3x × R3ξ) and
in S ′(R3x × R3ξ), where the later follows from Proposition 3.1.1 in Setion 3.1.2.
Thus, for every xed t ∈ [0,∞), it holds (up to extration of sub-sequenes):
f ε(t) ⇀ f(t), as ε→ 0, in S ′(R3x × R3ξ)− w∗ and in L2(R3x ×R3ξ)− w. Moreover
it has been shown in Setion 2 that the limit f ∈ M+(R3x × R3ξ), i.e. a positive
phase-spae measure.
Step 2. Next we shall prove the time-equiontinuity of f ε(t, x, ξ). To this
end, we have to show that ∂tf
ε
is bounded in L∞((0, τ),S ′(R3x × R3ξ)), for any
τ < ∞. We onsequently onsider the (phase spae) weak formulation of the
Wigner transformed evolution equation, i.e.
−〈∂tf ε, φ〉 = 〈Γεf ε, φ〉+ 〈Θε[V ε]f ε, φ〉, (3.3.1)
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where φ ∈ S(R3x×R3ξ) and we write 〈 · , · 〉 for the orresponding duality braket
on S. Here we reall that Γεf ε is given by
Γεf ε(t, x, ξ) =
i
(2π)3
∫∫
R3×R3
eiy·(x−η) y · γε(y, ξ)f ε(t, η, ξ) dy dη,
where
γε(y, ξ) :=
2ξ√|ξ + εy
2
|2 + 1 +√|ξ − εy
2
|2 + 1 ∈ R
3,
and the nonlinear potential V ε(t, x) enters via the well known operator, f. [19, 20℄
Θε[V ε]f ε(t, x, ξ) =
i
(2π)3
∫∫
R3×R3
eiη·(z−ξ)δε(t, x, η)f ε(t, x, z) dη dz.
whose symbol is given by
δε(t, x, η) :=
1
ε
(
V ε(t, x+ ε
η
2
)− V ε(t, x− εη
2
)
)
= η ·
∫ 1/2
−1/2
∇xV ε(t, x+ εsη) ds.
In order to estimate the rst term on the r.h.s. of (3.3.1), we use an inverse
Fourier transform w.r.t. x and Planherel's theorem to obtain
|〈Γεf ε, φ〉| =
∣∣∣ ∫∫
R6
(∫
R3
e−iy·η(F−1x→y∇xφ)(y, ξ) · γε(ξ, y) dy
)
f ε(t, η, ξ)dη dξ
∣∣∣
≤ ‖f ε(t)‖L2
(∫∫
R6
∣∣(F−1x→y∇xφ)(y, ξ)∣∣2 |γε(ξ, y)|2 dy dξ)1/2
≤ ‖f ε(t)‖L2‖∇xφ‖L2 ,
where the seond inequality follows from the fat that |γε| ≤ 1, for all ε ∈ (0, ε0].
Sine f ε(t, x, ξ) is uniformly bounded in L2(R3x × R3ξ) for all t ∈ [0,∞), due to
(3.2.2) and Assumption (A), we obtain the desired uniform bound for |〈Γεf ε, φ〉|.
Next, we onsider the nonlinear term on the r.h.s. of (3.3.1). After a Fourier
transform w.r.t. ξ, we need to estimate
|〈Θε[V ε]f ε, φ〉|
=
∣∣∣ ∫∫
R6
φˆ(x, η)
(∫ 1/2
−1/2
η · ∇xV ε(t, x+ εsη)ds
)
(F−1x→yf ε)(t, x, η)dx dη
∣∣∣.
Using the generalized Young inequality we have
‖∇xV ε(t)‖L2(R3) ≤ C
∥∥∥∇x|x|−1∥∥∥
L
3/2
w (R3)
‖nε(t)‖L6/5(R3), (3.3.2)
and by interpolation between L1(R3) and L5/4(R3), one obtains
‖nε(t)‖L6/5 ≤ ‖nε(t)‖1/6L1 ‖nε(t)‖5/6L5/4 ≤ tr(ρε(t))1/6 ‖f(t, ·, ·)ε‖
1/3
L2 (Eεkin(t))1/2.
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Due to the onservation laws (3.2.2) and the uniform bound on the kineti energy
(3.2.10) we therefore nd that ‖∇xV ε(t)‖L2 is uniformly bounded as ε → 0, for
all t ∈ [0,∞). Thus, we an estimate
|〈Θε[V ε]f ε, φ〉|
≤ ‖f ε(t)‖L2
(∫∫
R6
|φˆ(x, η)|2|η|2
∣∣∣ ∫ 1/2
−1/2
∇xV ε(t, x+ εsη)ds
∣∣∣2dx dη)1/2
≤ ‖f ε(t)‖L2‖∇xV ε(t)‖L2
(∫
R3
sup
y∈R3
|φˆ(y − εsη, η)|2|η|2dη
)1/2
≤ ‖f ε(t)‖L2 ‖∇xV ε(t)‖L2 ‖ sup
y∈R3
|φˆ(y, η)||η| ‖L2 <∞,
uniformly in ε. Thus, ∂tf
ε
is bounded in L∞((0, τ),S ′(R3x×R3ξ)), uniformly in ε,
and we onlude that (again up to extration of sub-sequenes)
f ε
ε→0−→ f in C((0, τ);S ′(R3x × R3ξ)− w∗),
and in L∞((0, τ);L2(R3x × R3ξ))− w ∗ .
Together with the results of Step 1 this implies (by the virtue of the Lemma 3.2.6)
f ∈ C((0, τ);M+(R3x ×R3ξ)− w∗) ∩ L∞((0, τ);L1 ∩ L2(R3x × R3ξ)).
Step 3. It remains to identify the limiting f(t, x, ξ), by passing to the limit in
the (full) weak formulation of the Wigner transformed evolution equation, i.e.∫ ∞
0
∫∫
R6
(− ∂tσ(t)φ(x, ξ)− σ(t)Γεφ(x, ξ))f ε(t, x, ξ) dx dξ dt
+
∫ ∞
0
∫∫
R6
σ(t)Θε[V ε]φ(x, ξ)f ε(t, x, ξ) dx dξ dt =
∫∫
R6
σ(0)φ(x, ξ)f ε0(x, ξ) dx dξ,
(3.3.3)
where σ ∈ C∞0 (R+t ) and φ ∈ S(R3x×R3ξ). Throughout this step (where we identify
the limit point), we will use the test funtions φ ∈ S(R3x × R3ξ) suh that φˆ(x, η)
is ompatly supported. First it is easily seen that
lim
ε→0
sup
t∈[0,τ ]
|〈f ε,Γεφ〉 − 〈f,∇xφ · ξ√|ξ|2 + 1〉| = 0,
sine f ε ⇀ f in L∞((0, τ ];L2(R3x × R3ξ)) − w∗, as shown in Step 2, and the
onvergene of the rest of the duality braket is strong in C([0, τ ];L2(R3x × R3ξ)).
Conerning the nonlinear term, we have to show
lim
ε→0
sup
t∈[0,τ ]
|〈f ε,Θε[V ε]φ〉 − 〈f,∇xV · ∇ξφ〉| = 0. (3.3.4)
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Similarly to what is done above, after invoking a Fourier transform w.r.t. ξ, it is
suient to prove that
lim
ε→0
(
φˆ(x, η)
∫ 1/2
−1/2
η · ∇xV ε(t, x+ εsη)ds
)
= φˆ(x, η)η · ∇xV (t, x),
in C([0, τ ];L2(R3x × R3ξ)) strongly. In order to do so we denote the ompat
support of φˆ by Ω :⊆ Ωx × Ωη and write∫ 1/2
−1/2
(∫∫
Ω
|φˆ(x, η)|η||2|∇xV ε(t, x+ εsη)−∇xV (t, x)|2dx dη
)1/2
ds
≤ sup
x,η∈Ω
|φˆ(x, η)|η||
∫ 1/2
−1/2
(∫∫
Ω
|∇xV ε(t, x+ εsη)−∇xV (t, x+ εsη)|2dx dη
+
∫∫
Ω
|∇xV (t, x+ εsη)−∇xV (t, x)|2dx dη
)1/2
ds
=: sup
x,η∈Ω
|φˆ(x, η)|η||
∫ 1/2
−1/2
(Iε + Jε)1/2 ds.
First, we onsider the term Jε: Using Planherel's Theorem we an write
Jε =
∫∫
Ω
|∇xV (t, x+ εsη)−∇xV (t, x)|2dx dη
=
∫∫
Ω
|(Fx→z∇xV )(t, z)|2 | eiεsη·z − 1|2dx dη,
from whih we onlude that Jε → 0, as ε → 0, by dominant onvergene. In
order to treat the term Iε we take into aount that V ε solves the Poisson equation
−κ∆V ε = nε(t, x), κ = ±1
with nε(t) ∈ L5/4(R3)∩L1(R3), uniformly in ε. Due to the regularizing property
of the Poisson equation we have ∇xV ε ∈ W 1,5/4loc (R3) uniformly in ε, whih is
ompatly embedded in L2loc(R
3). We therefore infer that, for all t ∈ [0, τ ], it
holds
∇xV ε(t) ε→0−→ ∇xV (t) in L2(O), (3.3.5)
where O = {z := x+εsη ∈ R3| (x, η) ∈ (Ω3x×Ω3η)}. We nally reall the result of
Proposition 3.1.5 from Setion 3.1.2 (and similar results obtained in [19℄, Theorem
III.2, and in [20℄, Lemma 3.1) whih (up to extration of subsequenes) states
that, as ε→ 0,
nε(t, x) ⇀ n(t, x) =
∫
R3
f(t, x, ξ)dξ, (3.3.6)
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in C([0, τ ];M+(R3x)−w∗). We therefore onlude Iε → 0, as ε→ 0, whih onse-
quently implies (3.3.4). In summary we have shown that the Wigner transformed
evolution equation (3.3.3) onverges weakly to∫ ∞
0
∫∫
R6
(
− ∂tσ(t)φ(x, ξ)− ξ√|ξ|2 + 1 · ∇xφ(x, ξ)σ(t)
)
f(t, x, ξ) dx dξ dt
+
∫ ∞
0
∫∫
R6
σ(t)∇xV · ∇ξφ(x, ξ)f(t, x, ξ) dx dξ dt =
∫∫
R6
σ(0)φ(x, ξ)f0(x, ξ) dx dξ,
i.e. the relativisti Vlasov-Poisson system (in distributional sense). This nishes
the proof.
3.4 More general self-onsistent potentials
It is straightforward to generalize the results disussed here for Yukawa-type in-
terations, i.e.
V ε(t, x) = κ
e−λ|x|
4π|x| ∗ n
ε(t, x), λ > 0,
whih are used in, e.g. [11℄. Indeed it is possible to prove our main result for an
even more general lass of self-onsistent interation potentials V ε = G ∗ nε, if
the kernel G = G(x) satises the following regularity onditions:
G− ∈ L5/2(R3) + L∞(R3)
∇G ∈ L10/7(R3) + Lp(R3) with 10
7
< p <∞
(3.4.1)
where G− is the negative part of G = G+ −G−. We write
Eεpot(t) =
1
2
tr((G+ ∗ nε)ρε(t))− 1
2
tr((G− ∗ nε)ρε(t)).
As we will explain in the sequel, the former assumption is required for the uniform
a-priori bound of the kineti energy (obviously, that is why the positive part G+
does not require additional assumption) and the latter one is needed to arry the
lassial limit in the nonlinear term. If G− ∈ L∞(R3) then
tr((G− ∗ nε)ρε(t)) ≤ C tr ρε0
and then the boundedness of the kineti energy follows from the energy onser-
vation immediately on eah ompat time interval [0, τ ]. But if G− /∈ L∞(R3),
we need to nd a uniform bound of the negative part of the potential energy in
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terms of the kineti energy onsidering the similar arguments disussed in the
proof of Lemma 3.2.4. Realling the Sobolev inequality∫∫
R6
G−(x− y)nε(t, x)nε(t, y)dxdy ≤ Cs
∣∣∣∣G−∣∣∣∣
Lr
||nε(t)||2Lq ,
with
2
q
+
1
r
= 2, 1 ≤ q, r ≤ ∞.
Together with the interpolation estimates obtained in Lemma 3.2.1 desired bound
is obtained with limit values (r, q) = (5/2, 5/4).
Now we should reover the time equiontinuity (for the ompatness argu-
ment) only for the nonlinear term, that is
|〈Θε[V ε]f ε, φ〉| ≤ ‖f ε(t)‖L2 ‖∇xV ε(t)‖L2 ‖ sup
y∈R3
|φˆ(y, η)||η| ‖L2 <∞,
whih holds true under the assumptions (3.4.1) sine
‖∇xV ε(t)‖L2 = ‖∇G ∗ nε(t)‖L2 ≤ C‖nε(t)‖L5/4 .
It remains to arry the limit to identify the luster point. In the present
situation we annot use the regularizing property of the Poisson equation sine
we don't have it anymore. Instead we follow what is done in [19, 1℄. Using the
same notation after splitting the nonlinear term,
Jε =
∫∫
Ω
|∇G ∗ n(t, x+ εsη)−∇G ∗ n(t, x)|2dx dη −→ 0
an be shown as above in the Setion 3.3. So we need to show now that
Iε =
∫∫
Ω
|∇G ∗ nε(t, x+ εsη)−∇G ∗ n(t, x+ εsη)|2dx dη −→ 0.
Sine z := x+ εsη ∈ O (a ompat of R3) it sues if we show that ∇G ∗ nε →
∇G ∗ n in C([0, τ ];L2loc(R3))3. By (3.4.1) we have ∇G = G1 +G2 ∈ L10/7(R3)3 +
Lp(R3)3. Then let gn ∈ Cc(R3)3 be a vetor sequene suh that gn → G1 in
L10/7(R3)3 for n → ∞ and with Ωx a ompat subset of R3x. For j = 1, 2, 3 we
onsider∣∣∣∣Gj1 ∗ nε(t)−Gj1 ∗ n(t)∣∣∣∣L2(Ωx) ≤ ∣∣∣∣gjn ∗ (nε − n)(t)∣∣∣∣L2(Ωx)
+
∣∣∣∣(Gj1 − gjn) ∗ (nε − n)(t)∣∣∣∣L2(Ωx)
:=Mε +N ε.
When ε → 0 we have nε(t, x) ⇀ n(t, x) in C([0, τ ];M+(R3x)− w∗) as in (3.3.6).
This implies
Mε ≤ |Ωx| sup
(t,x)∈[0,τ ]×Ωx
|gjn ∗ (nε − n)(t, x)| −→ 0.
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Now noting that, up to subsequenes, nε ⇀ n in L∞([0, τ ];L5/4(R3)) − w∗, we
have (by Young inequality)
N ε ≤ ‖Gj1 − gjn‖L10/7(R3) ||nε − n||L∞([0,τ ];L5/4(R3))
≤ Cτ‖Gj1 − gjn‖L10/7(R3)
where the last term is arbitrarily small for n → +∞ and independent of time.
Thus we have proven that G1 ∗nε → G1 ∗n in C([0, τ ];L2(Ωx))3. For the term
G2 ∗ nε, one proeeds in a similar fashion what is done above to end up with the
desired onvergene for ∇G ∗ nε.
Remark 3.4.1. Finally, we remark that one an also treat the ase of semi-
relativisti Hartree-Fok systems, f. [6℄, by ombining straightforwardly the re-
sults present here with those given in [8℄ for non-relativisti Hartree-Fok systems.
To this end, one should note that the so-alled exhange-term vanishes as ε→ 0.
Hene, one again reovers the relativisti Vlasov-Poisson system (3.1.9) in the
limit.
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Part II
Thermal eets in gravitational Hartree
systems
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Chapter 4
Stable ground states of gravitational
Hartree systems with temperature
∗
4.1 Introdution
4.1.1 Physial motivation and relations to other works
In this hapter we shall investigate the gravitational Hartree system with tem-
perature. This model an be seen as a mean-eld desription for a system of
self-gravitating quantum partiles in non-relativisti regime. Appliations arise
mainly in astrophysis, for example in the desription of so-alled Boson stars. In
partiular, we shall be interested in thermal eets, arising for quantum systems
at non-zero temperatures.
To this end, a physial state of the system will be represented by a density
matrix operator ρ ∈ S1(L2(R3)), i.e. a positive self-adjoint trae lass operator
ating on L2(R3;C). The (kernel of the) integral operator ρ an be deomposed
as
ρ =
∑
j∈N
λj|ψj〉〈ψj| (4.1.1)
where the non-negative eigenvalues λj ∈ ℓ1, λj ≥ 0, desribe the oupation prob-
abilities within the set of eigenfuntion (ψj)j∈N, forming a omplete orthonormal
basis of L2(R3), f. [30℄. By evaluating the kernel ρ(x, y) on its diagonal, we
obtain the orresponding partile density i.e.
nρ(x) =
∑
j∈N
λj |ψj(x)|2 ∈ L1+(R3).
∗
This hapter is a joint work with Jean Dolbeault and Christof Sparber.
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In the following we shall assume that∫
R3
nρ(x) dx = M, (4.1.2)
for a given total mass M > 0. In the ase of purely gravitational interations,
the Hartree energy of the system is given by
EH [ρ] := Ekin[ρ]− Epot[ρ] = tr(−∆ρ)− 1
2
tr(Vρρ),
where Vρ denotes the self-onsistent potential Vρ = nρ ∗ 1| · | . Using the deompo-
sition (4.1.1) the Hartree energy an be written as
EH [ρ] =
∑
j∈N
λj |∇ψj(x)|2 − 1
2
∫∫
R3×R3
nρ(x)nρ(y)
|x− y| dx dy.
In the following we shall onsider an assoiated free energy funtional given by
FT [ρ] := EH[ρ]− TS[ρ], (4.1.3)
with T ≥ 0 denoting the temperature and S[ρ] the entropy funtional
S[ρ] := − tr β(ρ),
Here β(s) ∈ R+ is an entropy generating funtion, assumed to be onvex (plus
some additional properties to be presribed later on, f. Setion 1.2).
The purpose of the present work is to investigate the existene and qualitative
properties of minimizers for FT [ρ] with temperature T ≥ 0. These minimizers,
usually referred to as ground states, an be interpreted as stationary states for
the orresponding time-dependent system
i
d
dt
ρ(t) = [Hρ(t), ρ(t)] , ρ(0) = ρin, (4.1.4)
where [·, ·] denotes the usual ommutator and Hρ the mean-eld Hamiltonian
operator i.e.
Hρ := −∆− nρ ∗ 1| · | . (4.1.5)
Using again the deomposition (4.1.1) for ρin ∈ S1, this an equivalently be
rewritten as a system of ountable many Shrödinger equation, oupled via the
mean eld potential Vρ, i.e.
i∂tψj +∆ψj + V (t, x)ψj = 0, j ∈ N,
−∆V = 4π
∑
j∈N
λj|ψj(t, x)|2. (4.1.6)
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This system is generalization of the gravitational Hartree equation (also known
as Shrödinger-Newton model [6℄) to the ase of mixed states.
Establishing the existene of stationary solutions to nonlinear Shrödinger
models suh as (4.1.6) by means of a variational method, is a lassial approah
in mathematial physis, f. [15℄. A partiular advantage of it, is that very often
one an diretly infer from it orbital stability of the stationary state the dynamis
of (4.1.4), or, equivalently (4.1.6). In the ase of repulsive self-onsistent inter-
ations, desribing e.g. eletrons, suh an approah has been suessfully arried
out in [7, 8, 9, 24℄. In addition, existene of stationary solutions for the repulsive
ase has been obtained in e.g. [23, 25, 26, 27℄, using onvexity properties of the
orresponding energy funtional.
In sharp ontrast to the repulsive ase, the onsidered gravitational Hartree
system of stellar dynamis, does not admit a onvex energy and thus a more
detailed study of minimizing sequenes is required. To this end, we rst note
that at zero temperature T = 0, the free energy FT [ρ] redues to the lassi-
al gravitational Hartree energy. For this model, existene and uniqueness of
the orresponding (zero temperature) ground states has been studied in [14℄ by
using radially symmetri dereasing rearrangements. More reently in [6℄ the
zero temperature problem, but in lower dimensions, has been studied by em-
ploying shooting methods. More interestingly in [17, 19℄ relying on the so-alled
onentration-ompatness method introdued by Lions [18℄ has been employed to
prove existene of minimizers of the Hartree energy. In partiular, it is known that
minima of the Hartree energy are ahieved by pure states, i.e. rank one density
matries ρ0 = M |ψ0〉〈ψ0|. We further note that the onentration ompatness
method has reently been adapted to the setting of density matrix operators in
[13℄, where the authors study a semi-relativisti model of Hartree-Fok type.
In view of these referenes, the goals of this hapter an be summarized as
follows: First, we want to study the existene of minimizers for FT [ρ], and thus
extending the results of [14, 17, 19, 6℄ to the ase of non-zero temperature. It turns
out that in general we have to expet a threshold in temperature, as a onsequene
of the ompetition between the Hartree energy and the entropy term. In other
words, we nd that minimizers of FT [ρ] in general only exist below a ertain
maximal temperature T ∗ > 0, depending on the spei form of the entropy
generating funtion β(s). To this end, one should note that, by using the saling
properties of the system, the notion of a maximal temperature (for a given mass
M > 0) an then be rephrased into a orresponding threshold for the mass at a
given (xed) temperature T . The latter however, has to be learly distinguished
from the well-known Chandrasekhar mass threshold appearing in semi-relativisti
models, suh as [16, 11, 13℄. Moreover, depending on the hoie of β, it an be
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that T ∗ = +∞, i.e. situations in whih the temperature an be taken arbitrarily
large for the minimizers of FT [ρ] to still exist. One the existene of minimizers
has been established, a seond goal of our work will be the study of qualitative
properties of these ground states with respet to the temperature T ∈ [0, T ∗). In
partiular, we shall nd that there exists a ertain ritial temperature Tc > 0
above whih minimizers orrespond to mixed quantum states, i.e. density matrix
operators with rank higher than one.
We nally want to remark that there is a well-known analogue of our approah
within the lassial kineti theory of self-gravitating systems. In this ontext, a
variational approah based on so-alled Casimir funtionals, f. [4℄, is employed
to prove existene and stability of stationary states for (relativisti and non-
relativisti) Vlasov-Poisson models, f. [28, 29, 31, 32, 33℄ for more details. These
funtionals an be regarded as the lassial ounterpart of FT [ρ], and we also refer
to [24℄ for a losely related appliation in quantum mehanial appliation.
4.1.2 Mathematial setting and main result
In order to have a well-dened mathematial set-up, we rst introdue the fol-
lowing Banah spae of operators
H =
{
ρ : L2(R3)→ L2(R3) : ρ∗ = ρ ≥ 0, ρ ∈ S1,
√−∆ρ√−∆ ∈ S1
}
equipped with the norm
||ρ||
H
= tr ρ+ tr
(√−∆ρ√−∆) .
The spae H an be interpreted as the spae of density matrix operators with nite
energy. Note that, by using the deomposition (4.1.1), we obtain from ρ ∈ H that
ψj ∈ H1(R3), for all j ∈ N. By taking into aount the mass onstraint (4.1.2)
we arise at the physial state spae under onsideration, i.e.
HM := {ρ ∈ H : tr ρ = M}.
For ρ ∈ HM , we denote the inmum of the free energy funtional FT [ρ] dened
in (4.1.3) by
iM,T = inf
ρ∈HM
FT [ρ] . (4.1.7)
As we shall see in the next setion, iM,T < 0, if it exists. The latter however, an
only be guaranteed below a ertain maximal temperature T ∗ = T ∗(M), i.e.
T ∗(M) := sup{T > 0 : iM,T < 0}, (4.1.8)
to be studied in more detail in Proposition 4.2.3 below. In partiular, T ∗ will
depend on the hoie of the entropy generating funtion β, for whih we assume:
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(β1) β is stritly onvex and of lass C1 on its domain: β−1([0,∞)).
(β2) β is nonnegative with β(0) = β ′(0) = 0.
Remark 4.1.1. A typial example for the funtion β reads
β(s) = sp, 1 < p < 3. (4.1.9)
Suh power law distributions are of ommon use in the lassial kineti theory of
self-gravitating systems, sine they explain the existene and stability of so-alled
polytropi galaxies and in addition give rise to stationary states with ompat
support, f. [10, 28, 29, 31, 32, 33℄. One should also note that the ommon hoie
β(s) = s ln s yields a free energy funtional whih is unbounded from below [21℄.
We are now in the position to state our main mathematial result.
Theorem 3. Let M > 0 and T ∗ = T ∗(M) > 0 be the, possibly innite, maximal
temperature dened in (4.1.8). Then it holds:
(i) For all T < T ∗, there exists an operator ρ in HM suh that FT [ρ] = iM,T .
(ii) The set of all minimizers MM ⊂ HM is orbitally stable under the dynamis
of (4.1.4), see Corollary 4.5.1 for more details.
(iii) Minimizer ρ ∈ MM are pure states, i.e. density matrix operators of rank
one, if and only if T ∈ [0, Tc], where Tc > 0 is a well-dened ritial tem-
perature.
The proof of this theorem will be a onsequene of several results established
in the upoming setions. To this end, we shall rely on the onentration om-
patness method (in density matrix framework) similarly to [13℄. In omparison
to the latter, several adaptations have to be made in order to deal with the ase
of non-zero temperatures.
Remark 4.1.2. So far, we do not know about uniqueness of minimizers ρ ∈ MM ,
exept for the ase of zero temperature T = 0, where uniqueness has been proved
in [14℄. See also [12℄ for an analogous result in the semi-relativisti ase.
The hapter is organized as follows: In Setion 4.2 we ollet several basi
properties of the free energy. In partiular we shall exhibit the existene of a
maximal temperature T ∗. In Setion 4.3 we state two important a-priori estimates
for the minimizers whih will be used in the existene proof given in Setion 4.4.
After establishing the existene of minimizers we shall study their properties in
more detail in Setion 4.5 inluding the question of whether minimizers are pure
or mixed states.
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4.2 Basi properties of the free energy
4.2.1 Boundedness from below and splitting property
As a preliminary step for the existene of minimizers we have to guarantee that
the funtional FT [ρ] is well dened and iM,T > −∞.
Lemma 4.2.1. The free energy FT introdued in (4.1.3) is well-dened and
bounded from below for all ρ ∈ HM . If FT [ρ] is nite, then √nρ is bounded
in H1(R3).
Proof. In order to establish a bound from below we shall rst show that the
potential energy Epot[ρ] an be bounded in terms of the kineti energy. To this
end, note that for every ρ ∈ H we have
Epot[ρ] ≤ C ||nρ||3/2L1 ||nρ||1/2L3 ,
by the Hardy-Littlewood-Sobolev inequality. Next, by Sobolev's embedding, we
know that ||nρ||L3 is ontrolled by
∣∣∣∣∇√nρ∣∣∣∣2L2 whih, using the deomposition
(4.1.1), is bounded by tr(−∆ρ). Hene we an onlude that
Epot[ρ] ≤ C ||nρ||3/2L1 tr(−∆ρ)1/2 (4.2.1)
for some (generi) positive onstant C. By onservation of mass, the free energy
is therefore bounded from below on HM aording to
FT [ρ] ≥ tr(−∆ρ)− CM3/2 tr(−∆ρ)1/2 ≥ −1
4
C2M3.
For the entropy term S[ρ] = − tr β(ρ) we note that, sine β is onvex and β(0) =
0, it holds 0 ≤ β(ρ) ≤ β(1)ρ for all ρ ∈ H and β(ρ) ∈ S1, provided ρ ∈ S1. Hene,
all quantities involved in the denition of FT are well-dened and bounded on
HM .
Throughout this work, we shall frequently use the following smooth ut-o
funtions: Let 0 ≤ χ ≤ 1 be a xed smooth funtion on R3, suh that χ ≡ 1 for
|x| < 1 and χ ≡ 0 for |x| ≥ 2. For any R > 0, the we onsequently dene ut-o
funtions χR and ξR via
χR(x) = χ(x/R) ξR(x) =
√
1− χ(x/R)2. (4.2.2)
The motivation for introduing these ut-o funtions, is that for any funtion
u ∈ H1(R3), we have∫
R3
|u|2 dx =
∫
R3
|χR u|2 dx+
∫
R3
|ξR u|2 dx,
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and the IMS trunation identity,∫
R3
|∇(χR u)|2 dx+
∫
R3
|∇(ξRu)|2 dx =
∫
R3
|∇u|2 dx−
∫
R3
|u|2 ∇ · (∇χR +∇ξR)︸ ︷︷ ︸
=O(R−2) as R→∞
dx.
(4.2.3)
A rst appliation of this trunation method is given by the following lemma.
Lemma 4.2.2. For ρ ∈ HM we dene ρ(1)R = χR ρχR and ρ(2)R = ξR ρ ξR. Then,
it holds:
S[ρ(1)R ]+S[ρ(2)R ] ≥ S[ρ] and EH [ρ(1)R ]+EH [ρ(2)R ] ≤ EH [ρ]+O(R−2), as R→ +∞.
As a onsequene, we obtain
FT [ρ(1)R ] + FT [ρ(2)R ] ≤ FT [ρ] +O(R−2), as R→ +∞.
Proof. The assertion for the Hartree energy EH [ρ] is a straightforward onse-
quene of (4.2.3). For the entropy term, we an use the elebrated Brown-Kosaki
inequality, in the same way as in [7, Lemma 3.4℄ to obtain
trβ(ρ
(1)
R ) + tr β(ρ
(2)
R ) ≤ trβ(ρ).
Sine, by denition, FT [ρ] = EH[ρ] + T trβ(ρ), with T ≥ 0, the lemma is proved.
4.2.2 Sub-additivity and maximal temperature
In order to proeed further, we need to study the properties of iM,T with respet
to its parameters M and T . In partiular, we shall establish the ourrene of a
maximal temperature T ∗(M) as dened in (4.1.8). To this end, we have to take
into aount the translation invariane of the model and denote by, for a given
y ∈ R3, the (unitary) translation operator τy : L2(R3)→ L2(R3) by
(τyf) = f(· − y), f ∈ L2(R3).
Proposition 4.2.3. Let iM,T be given by (4.1.7). Then, the following properties
hold:
(i) As a funtion of M , iM,T is non-positive and sub-additive. In addition, for
any M > 0, m ∈ (0,M) and T > 0, we have
iM,T ≤ iM−m,T + im,T .
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(ii) The funtion iM,T is a dereasing funtion of M and an inreasing funtion
of T and, for any T < T ∗, we have iM,T < 0.
(iii) For any M > 0, T ∗(M) > 0 is positive, maybe even innite. As a funtion
of M it is inreasing and satises
T ∗(M) ≥ max
0≤m≤M
m3
β(m)
|i1,0| .
As a onsequene, we know that T ∗(M) > 0, and T ∗(M) = +∞ for any
M > 0, if lims→0+ β(s)/s
3 = 0.
Proof. We start with the proof of the sub-additivity inequality. To this end,
onsider two states ρ ∈ HM−m and σ ∈ Hm, suh that FT [ρ] ≤ iM−m,T + ε and
FT [σ] ≤ im,T + ε. By density of nite rank operators in H and of C∞0 in L2, we
an assume that
ρ =
J∑
j=1
λj |φj〉〈φj|,
with smooth eigenfuntions (φj)
J
j=1 having ompat support in a ball B(0, R) ⊂
R3. After approximating σ analogously, we dene στ := τ
∗
3Rνστ3Rν , where ν ∈
S2 ⊂ R3 is a xed unit vetor and τ is the translation operator dened above.
Note that we have ρστ = στρ = 0, hene ρ + στ ∈ HM and tr β(ρ + στ ) =
trβ(ρ) + tr β(στ ). Thus we have
iM,T ≤ FT [ρ+ σ] = FT [ρ] + FT [σ] +O(1/R) ≤ iM−m,T + im,T + 2ε,
where the O(1/R) term is in fat negative sign hene we an drop it. Taking the
limit ε→ 0 yields the desired inequality.
Next, onsider the minimizer ρ0 of EH , subjet to tr ρ = M . (It is given by
the an appropriately re-saling of the pure state obtained in [14℄.) Given λ ∈ R+,
let (Uλf)(x) := λ
3/2f(λx), and observe that ρλ = Uλρ0Uλ
∗ ∈ HM . Computing
d
dλ
EH [ρλ] = 0, we infer that λ = Epot/(2Ekin), and thus
iM,0 ≡ EH [ρ0] = −1
4
E2pot[ρ0]
tr(−∆ρ0) .
As a onsequene, we have iM,0 = M
3 i1,0 sine for temperature T = 0 the
minimal energy is homogeneous. Moreover, we have
FT [ρ] = iM,0 + Tβ(M) = β(M)
(
T − M
3
β(M)
|i1,0|
)
≥ iM,T , (4.2.4)
and thus iM,T < 0 for T small enough.
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Next, M 7→ iM,T is a dereasing funtion of M as a onsequene of the sub-
additivity property and T 7→ iM,T is an inreasing funtion of T beause, by
assumption, β takes positive values on (0,∞). As a onsequene, T ∗(M) is an
inreasing funtion of M , suh that
T ∗(M) > lim
M→0+
T ∗(M) .
By the sub-additivity inequality and (4.2.4), we obtain
iM,T ≤ n iM/n,T ≤ nβ
(
M
n
)
T − M
3
n2
|i1,0| = nβ
(
M
n
)(
T − M
3
n3β
(
M
n
) |i1,0|) ,
for any n ∈ N. Sine lims→0+ β(s)/s = 0, we nd that iM,T ≤ 0, by passing to
the limit n → ∞. In the partiular ase lims→0+ β(s)/s3 = 0, we onlude that
T ∗(M) = +∞ for anyM > 0. Similarly, using again the sub-additivity inequality
and (4.2.4), we infer
iM,T ≤ im,T ≤ β(m)
(
T − m
3
β(m)
|i1,0|
)
,
whih provides the lower bound on T ∗(M) in assertion (iii). By denition of
T ∗(M), we also know that iM,T is negative for any T < T ∗(M).
Remark 4.2.4. If equality holds in Lemma 4.2.3 part (iii) for some M and m,
then there exists a minimizing sequene for iM,T that is not relatively ompat
in H up to translations. This an be seen by taking two minimizing sequenes
ρn (for im,T ) and ρ
′
n (for iM−m,T ) of nite rank operators with deomposition
in smooth funtions, ompatly supported in entered balls of radius Rn, as in
the proof of sub-additivity property. Then we translate one of them and obtain
a minimizing sequene ρn + τ3Rneρ
′
nτ
∗
3Rne for iM,T whih fails to be relatively
ompat in HM , even up to translations, as n tends to innity. In the language
of the onentration-ompatness method, dihotomy ours.
Remark 4.2.5. By hoosing β as in (4.1.9) numerial omputations for T ∗ are
urrently being arried out for dierent values of p, see the upoming work [1℄.
The numerial odes are thereby adapted from methods in quantum hemistry.
4.3 A-priori estimates for minimizers
In this setion we shall establish two important a-priori estimates for minimizers
ρ ∈ HM of FT [ρ], assuming that they exist.
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4.3.1 A deay property of the spatial density
As a rst step we shall establish a result whih is the analog of [13, Lemma 5.2℄.
Proposition 4.3.1. Let ρ ∈ HM be a minimizer for FT [ρ]. Then there exists a
onstant C > 0 suh that ∫
|x|>R
nρ(x) dx ≤ C
R2
, (4.3.1)
for all R > 0 suiently large.
Proof. We follow the proof given in [13℄: Let µ < 0 be the Lagrange multiplier
obtained in Proposition 4.5.3 and onsider on H the linear funtional
γ 7→ tr [(Hρ − µ+ T β ′(ρ)) γ] =: Lµ[γ] .
We laim that the minimizer ρ ∈ HM for iM,T also minimizes the linear funtional
Lµ[γ] on H. To see this, onsider the following minimization problem
lM = inf
γ∈HM
L[γ], L[γ] = tr (Hρ + T β
′(ρ)) γ .
It will beome lear from the results given in Setion 4.5.2 that L[ρ] = infγ∈HM L[γ].
Next, we observe that the map M 7→ lM , i.e. tr γ 7→ ltr γ is onvex (sine L is
linear) whih yields
lm ≥ lM + µ(m−M), for all m ≥ 0 , (4.3.2)
whenever µ ∈ [l−M , l+M ], where l−M and l+M denote the left and right derivatives of
lM , respetively. Sine M 7→ lM is onvex and noninreasing (see Lemma 4.2.3)
µ < 0 holds. Then we onlude from (4.3.2) the following estimate
inf
γ∈Hm
tr[(Hρ+Tβ
′(ρ)−µ)γ] ≥ inf
γ∈HM
tr[(Hρ+Tβ
′(ρ)−µ)γ] = L[ρ]−µ tr ρ = Lµ[ρ].
Thus we obtain infγ∈HLµ[γ] = Lµ[ρ]. Hene ρ minimizes Lµ[γ] on H.
Next we introdue ρR = χRρχR where we reall (4.2.2) for the denition of
uto funtions. We laim that
Lµ[ρR] ≤ Lµ[ρ]− tr(−∆ξRρξR) + (µ+ o(1))
∫
ξ2R(x)nρ(x) dx+
C
R2
(4.3.3)
holds as R > 0 suiently large. On the other hand we have that Lµ[ρR] ≥ Lµ[ρ],
sine ρ is the minimizer for Lµ[γ]. Thus, having in mind that µ < 0), we an
dedue the following inequality (provided (4.3.3) holds true)
tr((−∆)ξRρξR) +
∫
ξ2R(x)nρ(x) dx ≤
C
R2
for R ≥ R0.
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for some suiently large onstant R0 > 0, whih implies the desired estimate
(4.3.1).
It remains to prove (4.3.3): For the kineti energy we employ IMS loalization
formula (4.2.3) and dedue
tr(−∆ρ) ≥ tr(−∆ρR) + tr(−∆ξRρξR)− C
R2
.
And for the entropy term we use Brown-Kosaki's inequality to infer (see e.g. [7℄)
tr β(ρ) ≥ tr β(ρR) + tr β(ξRρξR) .
Now, we rewrite the potential energy as follows:
Epot[ρ] =
∫∫
nρ(x)χ
2
R(y)nρ(y)
|x− y| dx dy +
∫∫
χ2R/4(x)nρ(x)ξ
2
R(y)nρ(y)
|x− y| dx dy
+
∫∫
ξ2R/4(x)nρ(x)ξ
2
R(y)nρ(y)
|x− y| dx dy.
To treat the seond integral we use the fat that |x − y| ≥ 3R
4
, whereas for the
third term on the r.h.s. we use∣∣∣∣ξ2R/4n ∗ 1/|x|∣∣∣∣L∞ ≤ C ∣∣∣∣ξ2R/4n∣∣∣∣1/3L3 ∣∣∣∣ξ2Rn∣∣∣∣2/3L6/5 ≤ C(tr(−∆ξRρξR))1/2
≤ C(tr([−∆, ξ2R]ρ))1/2 + (tr(ξR(−∆ρ)ξR))1/2 ≤
C
R
+ o(1) .
In summary this yields
Epot[ρ] ≤ trVρρR +
(
C
R
+ o(1)
)∫
ξ2R(x)nρ(x)dx.
Combining this with the already established estimates for the kineti energy and
the entropy nishes the proof of (4.3.3).
4.3.2 Binding inequalities
As a onsequene of Proposition 4.3.1, we an prove the following strit sub-
additivity property of iM,T , usually alled binding inequality, see e.g. [13℄.
Corollary 4.3.2. Let M (1) > 0 and M (2) > 0. If there are minimizers for iM (1),T
and iM (2),T , then
iM (1)+M (2),T < iM (1),T + iM (2),T . (4.3.4)
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Proof. We onsider two minimizers ρ(1) and ρ(2) for iM (1),T and iM (2),T , respe-
tively. First, we laim that
FT [χR ρ(ℓ) χR] ≥ iMℓ,T +
C
R2
, and ℓ = 1, 2 , (4.3.5)
for any R > 0 suiently large, where χR is the uto funtion given in (4.2.2),
as well as ξR for future referene.
We shall only give the proof for ℓ = 1, sine the ase ℓ = 2 is similar. As
before, for the kineti energy we employ the loalization formula to obtain
tr(−∆ρ(1)) ≥ tr(−∆χRρ(1)χR)− C
R2
.
and by the Brown-Kosaki inequality, we also have that
trβ(ρ(1)) ≥ tr β(χRρ(1)χR) .
It remains to treat the potential energies. Using the fat that χ2R + ξ
2
R = 1 and
the symmetry w.r.t. x and y, we an estimate∣∣Epot[ρ(1)]− Epot[χRρ(1)χR]∣∣ ≤ ∫∫
R3×R3
(1− χ2R(x)ξ2R(y))nρ(1)(x)nρ(2)(y)
|x− y| dx dy
≤ 2
∫∫
{|x|≥R}×R3
nρ(1)(x)nρ(2)(y)
|x− y| dx dy,
for R > 0 large enough. Sine∣∣∣∣∣∣∣∣nρ(1) ∗ 1| · |
∣∣∣∣∣∣∣∣
L∞(R3)
≤ C(tr(−∆ρ(1)))1/2,
and having in mind the deay estimate for the minimizer ρ(1) as given Lemma
4.3.1, we obtain∣∣Epot[ρ(1)]− Epot[χRρ(1)χR]∣∣ ≤ C ∫
|x|≥R
nρ(1)(x) dx ≤
C
R2
.
This onludes the proof of (4.3.5).
Next, we prove (4.3.4). To this end (as in [13℄) we start with a test state
ρR := UχRρ
(1)χRU
∗ + τ5RνV χRρ
(2)χRV
∗τ ∗5Rν
for some unit vetor ν ∈ S2 and some rotations U, V ∈ SO(3) whih will be
useful in the use of Newton's theorem. As χR and τ5ReχR have disjoint supports
ρR ∈ H. Moreover, we have
tr ρR = trχRρ
(1)χR + tr ξRρ
(1)ξR ≤ M (1) +M (2) .
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And we note that the free energy is rotation and translation invariant, i.e. FT [ρ] =
FT [τyUρU∗τ ∗y ] for all y ∈ R3 and U ∈ SO(3). Newton's theorem says, for radial
funtions, ∫
f(x)
|x− y| dx ≤
∫
f dx
|x| .
Having in mind that the mapM 7→ iM is dereasing, one an obtain the following
estimate, f. [13℄:
iM (1)+M (2),T ≤
∫∫
SO(3)×SO(3)
FT [ρR] dUdV
≤ FT [χRρ(1)χR] + FT [χRρ(2)χR]− M
(1)M (2)
R
≤ iM (1),T + iM (2),T +
C
R2
− M
(1)M (2)
R
.
whih yields the desired result for R suiently large.
4.4 Existene of minimizers below T ∗
In this setion the basi existene result for ground states with temperature will be
given. To this end, we shall need the following important property for minimizing
sequenes (ρℓ)ℓ∈N ∈ HM .
4.4.1 Conservation of mass implies ompatness
As a nal preliminary step, we shall reall the following onvergene result for
minimizing sequenes to be used later on.
Lemma 4.4.1. Let (ρℓ)ℓ∈N ∈ HM be a minimizing sequene for FT [ρ], suh that,
as ℓ→∞: ρℓ ⇀ ρ weak−∗ in H and nρℓ → nρ almost everywhere. Then ρℓ → ρ
strongly in H if and only if tr ρ = M .
Proof. This result is lassial, see e.g. [13, Corollary 4.1℄. The proof relies on
a haraterization of the ompatness due to Brezis and Lieb, see [2℄ and [15,
Theorem 1.9℄, from whih it follows that
lim
ℓ→∞
(∫
R3
nρℓ dx−
∫
R3
|nρ − nρℓ | dx
)
=
∫
R3
nρ dx ,
and likewise
lim
ℓ→∞
(
tr(−∆ρ)− tr (−∆(ρ− ρℓ))) = tr(−∆ρ) .
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By semi-ontinuity of FT and ompatness of the quadrati term in EH , we on-
lude that limℓ→∞ tr(−∆(ρ− ρℓ)) = 0.
4.4.2 Existene of minimizers
Consider a minimizing sequene (ρn)n∈N for FT [ρ] and reall that (ρn)n∈N is said
to be relatively ompat up to translations if there is a sequene (an)n∈N of points
in R
3
suh that, up to extration of subsequenes, τ ∗anρnτan strongly onverges as
n→∞. Clearly, the sub-additivity inequality for FT [ρ] given in Lemma 4.2.3 (i),
is not suient to prove the ompatness up to translations for (ρn)n∈N. More
preisely, if equality holds, then, as in the proof of Lemma 4.2.3, one an onstrut
a minimizing sequene that is not relatively ompat in H up to translations.
This obstrution is usually referred to as dihotomy, f. [18℄. To overome this
diulty, we shall rely on the strit sub-additivity of Corollary 4.3.2. To this
end, the main issue will be to prove the onvergene of two subsequenes towards
minimizers of mass smaller than M .
Proposition 4.4.2. Let M > 0 and onsider T ∗ = T ∗(M) dened by (4.1.8).
For all T < T ∗, there exists an operator ρ in HM suh that FT [ρ] = iM,T . More-
over, every minimizing sequene (ρn)n∈N for iM,T is relatively ompat in H up to
translations.
Proof. The proof is based on the onentration-ompatness method as in [13℄.
Compared to previous results (see for instane [20, 21, 22, 13℄), the main diulty
arises in the splitting ase, as we shall see below.
Step 1: Non-vanishing. We split
Epot[ρn] ≡
∫∫
R6
nρn(x)nρn(y)
|x− y| dx dy
into three integrals I1, I2 and I3 orresponding respetively to the domains |x−
y| < 1/R, 1/R < |x− y| < R and |x− y| > R, for some R > 1 to be xed later.
Sine nρn is bounded in L
1(R3) ∩ L3 ⊂ L7/5(R3) by Lemma 4.2.1, by Young's
inequality we an estimate I1 by
I1 ≤ ||nρn ||2L7/5(R3)
∣∣∣∣∣∣∣∣ 1| · |
∣∣∣∣∣∣∣∣
L7/4(B1/R)
≤ C
R5/7
,
and diretly get bounds on I2 and I3 by omputing
I2 ≤ R
∫∫
|x−y|<R
nρn(x)nρn(y) dx dy ≤ RM sup
y∈R3
∫
y+BR
nρn(x) dx ,
I3 ≤ 1
R
∫∫
R6
nρn(x)nρn(y) ≤
M (2)
R
.
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Keeping in mind that iM,T < 0, we have
2πFT [ρn] ≥ 2π iM,T > −I1 − I2 − I3
for any n large enough, whih proves the non-vanishing property:
sup
y∈R3
∫
an+BR
nρn(x) dx ≥
1
RM
(
−2π iM,T − M
(2)
R
− C
R5/7
)
> 0
for R big enough and for some sequene (an)n∈N of points in R3. Replaing ρn by
τ−an ρn τan and denoting by ρ
(1)
the weak limit of (ρn)n∈N (up to the extration
of a subsequene), we have proved that M (1) =
∫
R3
nρ(1) dx > 0.
Step 2: Dihotomy. Either M (1) = M and ρn strongly onverges to ρ in H by
Lemma 4.4.1, or M (1) ∈ (0,M). Let us hoose Rn suh that
∫
R3
n
ρ
(1)
n
dx = M (1)
where ρ
(1)
n := χRn ρn χRn . Let ρ
(2)
n := ξRn ρn ξRn . Sine ρ
(1)
has a non-ompat
support, limn→∞Rn = ∞. By Step 1, we know that ρ(1)n strongly onverges to
ρ(1). By Identity (4.2.3) and Lemma 4.2.2, we nd that
FT [ρn] ≥ FT [ρ(1)n ] + FT [ρ(2)n ] +O(R−2n )−
1
2π
∫∫
R3×R3
n
ρ
(1)
n
(x)n
ρ
(2)
n
(y)
|x− y| dx dy ,
thus showing that
iM,T = lim
n→∞
FT [ρn] ≥ FT [ρ(1)] + lim
n→∞
FT [ρ(2)n ] .
By step 1, limn→∞
∫
R3
n
ρ
(2)
n
dx = M−M (1). By sub-additivity (Lemma 4.2.3, (i)),
ρ(1) is a minimizer for iM (1),T , (ρ
(2)
n )n∈N is a minimizing sequene for iM−M (1),T and
iM,T = iM (1),T + iM−M (1),T .
Either iM−M (1),T = 0 and then iM,T = iM−M (1),T , whih ontradits Lemma 4.2.3,
(ii), and the assumption T < T ∗, or iM−M (1),T < 0. In this ase, we an reapply
the previous analysis to (ρ
(2)
n )n∈N and get that for some M (2) > 0, (ρ
(2)
n )n∈N
onverges up to a translation to a minimizer ρ(2) for iM (2),T and
iM,T = iM (1),T + iM (2),T + iM−M (1)−M (2),T .
From Lemmata 4.3.2 and 4.2.3, (i), we get respetively iM (1)+M (2),T < iM (1),T +
iM (2),T and iM (1)+M (2),T + iM−M (1)−M (2),T ≤ iM,T , a ontradition.
4.5 Ground state properties
Having established the existene of minimizers ρ ∈ HM of FT [ρ], we shall now
study their properties in more detail.
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4.5.1 Orbital Stability
A diret onsequene of our variational approah is the orbital stability of the set
of minimizers MM ⊂ HM under the dynamis of (4.1.4). To this end, we denote
distMM (ρ(t), ρ) = inf
ρ∈MM
||ρ(t)− ρ|| .
where ρ(t) solved (4.1.4).
Corollary 4.5.1. For given M > 0 let T < T ∗(M). Then for any ε > 0, there
exists δ > 0 suh that, for all ρin ∈ HM and ρ ∈ MM with distMM (ρin, ρ) ≤ δ it
holds:
sup
t∈R+
distMM (ρ(t), ρ) ≤ ε,
where ρ(t) is the solution of (4.1.4) with the initial data ρin.
Remark 4.5.2. The same result is established in [24℄ for the ase of repulsive
Coulomb interations.
Proof. As in [5℄ the result is a diret onsequene of the onservation of the free
energy along the ow and the ompatness of all minimizing sequenes.
4.5.2 Euler-Lagrange equations
Sine FT [ρ] is onserved along the Hartree dynamis, its minimizers ρ ∈ MM
form stationary states of (4.1.4), i.e. they satisfy [Hρ, ρ] = 0. In order to get
more insight on their struture we an use the deomposition (4.1.1) and rewrite
the stationary Hartree model in terms of ountable many (nonlinear) eigenvalue
problem 
∆ψj + V ψj + µj ψj = 0, j ∈ N,
−∆V = 4π
∑
j∈N
λj|ψj |2, (4.5.1)
where (µj)k∈N ∈ R− denote the energy eigenvalues of the HamiltonianHρ dened
in (4.1.5). To this end, we have used the fat that one an diagonalize the
eigenvalue matrix of (µj,ℓ)j,ℓ∈N by a unitary transformation (i.e. a rotation).
We further note that the system (4.5.1) has to be understood for (ψj)j∈N ∈
H1(R3), i.e. in the weak sense. As in [7, 24℄, we an haraterize the sequene of
oupation numbers (λj)j∈N in terms of the eigenvalues (µj)k∈N and vie versa.
Proposition 4.5.3. Let M > 0, T < T ∗(M) and onsider a density matrix
operator ρ ∈ HM whih minimizes FT [ρ]. Then ρ satises the self-onsistent
equation
ρ = (β ′)−1
(
1
T
(µ−Hρ)
)
,
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where µ ≤ 0 denotes the Lagrange multiplier assoiated to the mass onstraint.
Expliitly, it is given by
µ =
1
M
(tr (Hρ + T β
′(ρ)) ρ) .
The Lagrange multiplier µ is usually referred to as the hemial potential.
Proof. We will follow a lassial approah to ompute Euler-Lagrange equations
of the free energy funtional:
FT [ρ] = tr (−∆ρ) − 1
2
tr(V [ρ]ρ) + T tr β(ρ)
under the onstraint
G[ρ] := tr ρ ≡ M.
As a rst step we introdue, for γ to be a trae lass operator,
g(s, r) := G(ρ+ sρ+ rγ),
and then evaluate
∂sg(s, r) = tr ρ
∂rg(s, r) = tr γ,
and observe that,
∂sg(0, 0) 6= 0
and by the impliit funtion theorem the map r 7→ s(r) is C1 suh that s(0) = 0
and for all suiently small r we have
g(s(r), r) = M,
and this implies
∂rg(s(r), r) + ∂sq(s(r), r)s
′(r) = 0,
whih leads to
s′(0) = −tr γ
tr ρ
. (4.5.2)
As a seond step, we set
e(r) :=FT [ρ+ s(r)ρ+ rγ]
= tr(−∆(ρ+ sρ+ rγ))− 1
2
tr(V [ρ+ s(r)ρ+ rγ](ρ+ sρ+ rγ))
+ T tr β(ρ+ sρ+ rγ)
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and e(r) attains its minimum at r = 0 whih implies e′(0) = 0:
e′(0) = tr(−∆(s′(0)ρ+ γ))− 1
2
tr(V [ρ](s′(0)ρ+ γ))
− 1
2
tr
(
d
dr
V [ρ+ s(r)ρ+ rγ] |r=0 ρ
)
+ T tr(β ′(ρ)(s′(0)ρ+ γ))
=0.
(4.5.3)
Now we dene U := d
dr
V [ρ+ s(r)ρ+ rγ] |r=0 then we have
∆U(x) = s′(0)ρ(x, x) + ∆z.
where ∆z = w(x, x) whih leads to U = s′(0)V [ρ] + z. Now we rewrite (4.5.3):
e′(0) =s′(0) tr(−∆ρ) + tr(−∆γ)− s′(0) tr(V [ρ](ρ))
− tr(V [ρ]γ) + tr(zρ) + s′(0)T tr(β ′(ρ)ρ) + T tr(β ′(ρ)γ)
=0.
Now we laim that tr(V [ρ]γ) = tr(zρ), and postpone the proof of this laim to
the end in order to keep the oherene. Thus we arrange what we have above
0 = s′(0) tr(Hρρ+ Tβ ′(ρ)ρ) + tr(Hργ + Tβ ′(ρ)γ), Hρ = −∆− V [ρ].
Using (4.5.2) we obtain
0 = −µ tr γ + tr(Hργ + Tβ ′(ρ)γ), (4.5.4)
where
µ =
tr(Hρρ+ Tβ
′(ρ)ρ)
tr ρ
.
We point out that sine β ′ is onvex, then 〈β ′(ρ)ψk, ψk〉 = β ′(λk), where 〈·, ·〉
denotes the inner produt in L2(R3). This yields β ′(ρ)ψk = β ′(λk)ψk. Then we
obtain from (4.5.4)∑
k∈N
〈Hργψk, ψk〉 =
∑
k∈N
〈(µ− Tβ ′(λk)) γψk, ψk〉 . (4.5.5)
Now, we hoose γ = PK , whih is the L
2
-projetion operator on the eigenstate
ψK , i.e. for K xed,
PKψk =
{
ψK if k = K
0 if k 6= K .
This implies, for every K,
HρψK = (µ− Tβ ′(λK))ψK , (4.5.6)
68
whih proves that minimizers ρ of the free energy (4.1.3) are the steady states of
the time-dependent system.
It remains to show that µ ≤ 0. To this end, we note that sine the entropy
term is onvex, ρ is a minimizer not only for FT [ρ] but also for the funtional
γ 7→ tr((Hρ + Tβ(ρ))γ) on HM . Sine the essential spetrum of Hρ is [0,∞), µ
annot be positive.
Now we lose the gap, namely the equality tr(V [ρ]w) = tr(zρ), where the at
of the trae lass operator w an be written as
wf =
∑
k∈N
αkψk 〈f, ψk〉 .
Now let us ompute the trae keeping in mind that w(x, x) = ∆z
tr(V [ρ]w) =
∑
k∈N
〈V [ρ]wψk, ψk〉
=
∫
R
V [ρ]
∑
k∈N
αk|ψk|2dx
=
∫
R
V [ρ]∆zdx
=
∫
R
∆V [ρ]zdx
=
∫
R
ρ(x, x)zdx = tr(zρ).
This nishes the proof.
The stationary equation (4.5.6) means that the energy eigenvalues are written
in terms of the oupation probabilities, i.e.
µj = µ− Tβ ′(λj) provided µj ≤ µ. (4.5.7)
From this, we obviously get that µj = µ in the ase of zero temperature T = 0.
4.5.3 Critial Temperature for mixed states
In this subsetion, we shall dedue the existene a ritial temperature Tc ∈
(0, T ∗), depending on the entropy funtion β, above whih minimizers ρ ∈ MM
beome mixed states. To this end, we introdue the following notation: Let
ρ0 = M |ψ0〉〈ψ0| be the (appropriately saled) minimizer for T = 0 obtained in
[14℄. Denote by
H0 := −∆− |ψ0|2 ∗ 1| · | . (4.5.8)
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the orresponding Hamiltonian operator. From the results given in [14℄ it is
lear that (the linear operator) H0 admits ountably many (negative) eigenvalues
(µ0j)j∈N, aumulating at zero.
Assertion (iii) of Theorem 3 is then proved in several steps.
Lemma 4.5.4. For all T ≥ 0 the map T 7→ iM,T is non-dereasing and onave.
Proof. Sine β is nonnegative funtion, the map T 7→ FT [ρ] is inreasing. By tak-
ing the inmum over all admissible ρ ∈ HM , we infer that iM,T is non-dereasing.
Next, x some T0 > 0 and write
FT [ρ] = FT0 [ρ] + (T − T0)|S[ρ]|.
Denoting by ρT0 the minimizer for FT0 [ρ] we obtain
iM,T ≤ iM,T0 + (T − T0)|S[ρT0 ]|
whih means that |S[ρT0 ]| lies in the tangent one and iM,T lies below it: T 7→ iM,T
is onave.
Remark 4.5.5. A diret onsequene of the onavity of iM,T w.r.t. T gives rise
that as T → T ∗ limT→T ∗− iM,T = 0 assuming T ∗ < +∞. To see this let ρT0 denote
the minimizer at T0 < T
∗
, with FT0[ρT0 ] = −δ for some δ > 0. Then we observe
iM,T ≤ (T − T0)
∑
j∈N
β(λj) + FT0[ρT0 ] ≤ (T − T0)β(M)− δ < 0,
for all T suh that: T−T0 ≤ δ/β(M), whih is in ontradition with the denition
of T ∗ given in (4.1.8).
Lemma 4.5.6. There exists a Tc > 0 suh that iM,T = iM,0 + Tβ(M) for T ∈
[0, Tc].
Proof. Consider a sequene (Tn)n∈N ∈ R+ suh that limn→∞ Tn = 0. Let ρ(n) ∈
HM denote the assoiated sequene of minimizers with oupation probabilities,
f. (4.5.7):
λ
(n)
j = (β
′)−1
(
µ(n) − µ(n)j
Tn
)
, j ∈ N.
where for any given n ∈ N: (µ(n)j )j∈N denotes the sequene of eigenvalues orre-
sponding to Hρn and µ
(n) ≤ 0 the assoiated hemial potentials. Sine ρ(n) is a
minimizing sequene for FT=0, we know that
µ
(n)
j
n→∞−→ µ0j ≤ 0
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where (µ0j )j∈N are the energy eigenvalues assoiated to H0 as given in (4.5.8). We
shall argue by ontradition and thus assume that
lim inf
n→∞
λ
(n)
1 = ǫ > 0.
By (4.5.7) and the fat that β ′ is inreasing, this implies: µ(n) > µ(n)1
n→∞−→ µ01.
Then
M = λ
(0)
0 ≥ lim
n→∞
λ
(n)
0 = lim
n→∞
(β ′)−1
(
µ(n) − µ(n)0
Tn
)
≥ lim
n→∞
(β ′)−1
(
µ01 − µ(n)0
Tn
)
= +∞.
This proves that there exists an interval [0, Tc] with Tc > 0 suh that, for any
Tn ∈ [0, Tc], it holds µ(n) < µ(n)1 , and, as a onsequene, ρ(n) is of rank one. From
[14℄, we know that this minimizer is unique and given by ρ0, in whih ase
iM,T = iM,0 − TS[ρ0] ≡ iM,0 + Tβ[M ].
We heneforth dene
Tc := max{T > 0 : iM,T = iM,0 + τβ(M) ∀τ ∈ (0, T ]}
and the assertion is proved.
As an immediate onsequene of those two results we obtain the following
orollary.
Corollary 4.5.7. There is a pure state minimizer of mass M if and only if
T ∈ [0, Tc].
Proof. A pure state satises iM,T = iM,0+Tβ(M) and from the onavity property
stated in Lemma 4.5.4 we onlude iM,T < iM,0 + Tβ(M) for all T > Tc.
We nally give an upper bound for Tc.
Proposition 4.5.8. For M > 0 the ritial temperature satises
Tc ≤ µ
0
1 − µ00
β ′(M)
, (4.5.9)
where µ00 < µ
0
1 are the two lowest eigenvalues of H0 dened in (4.5.8).
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Proof. For T ≤ Tc there exists a unique pure state minimizer ρ0. For suh a pure
state, the Lagrange multiplier assoiated to the mass onstraint tr ρ0 = M is
given by µ = µ(T ). It has to be adjusted, suh that Tβ ′(M) + µ00− µ(T ) = 0 for
any T < Tc (as long as the minimizer is of rank one). This uniquely determines
µ(T ). On the other hand, from the Euler-Lagrange equations given in Setion
4.5.2 we know
0 6= λ1 = (β ′)−1
(
µ(T )− µ01
T
)
if T >
µ01 − µ00
β ′(M)
.
This yields a ontradition and thus T ≤ µ01−µ00
β′(M)
.
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