Abstract Cloud computing is a new generation of computing based on virtualization technology. An important application on the cloud is the Database Management Systems (DBMSs). The work in this paper concerns about the Virtual Design Advisor (VDA). The VDA is considered a solution for the problem of optimizing the performance of DBMS instances running on virtual machines that share a common physical machine pool. It needs to calibrate the tuning parameters of the DBMS's query optimizer in order to operate in a what-if mode to accurately and quickly estimate the cost of database workloads running in virtual machines with varying resource allocation.
Introduction
Cloud computing is a new generation of computing. It allows users to use computational resources and services of data centers (i.e., machines, network, storage, operating systems, application development environments, application programs) over the network to deploy and develop their applications [1] . The main feature of cloud computing is providing self-service pro-visioning, which allows the users to deploy their own sets of computing resources [2] . The cloud computing technology is based on virtualization. Virtualization is a technology that separates computation functions from physical hardware. It allows the users to partition and multiplex physical machine infrastructure (e.g., CPU, memory, I/O, storage, and network interface cards) [3] . The applications are running on virtual machines instead of physical ones. The Virtual Machine (VM) is a software implementation of a computing environment to simulate a physical machine directly executing on physical hardware [4] . The Virtual Machine Monitor (VMM) is used to create and manage the VMs (e.g., Xen, VMware, VirtualBox, and KVM) [5] . The virtual machine configuration or resource allocation controls the sharing of physical resources (CPU, memory, I/O bandwidth) allocated to VMs. The problem of optimizing the performance of the virtualized applications (i.e., the applications that run on VMs) is critical to the success of the cloud computing paradigm, because VM configuration affects the application performance [2, 6] .
On the other hand, The Database Management System (DBMS) is considered one of the applications deployed on the cloud. Each DBMS instance has its own tuning parameters. The tuning parameters interact with cost model in DBMS' query optimizer to change the performance (e.g., CPU parameters and buffer parameters) [7] . DBMS needs to calibrate its tuning parameters in order to be aware of virtualized environment and produce an accurate estimated cost. Indeed, DBMS faces a challenge of tuning resource allocation because each workload (a set of SQL statements) has different characteristics and needs different resource allocation. In other words, how DBMS instances can get a benefit of resource allocation for each VM in the shared physical pool, this called Virtualization Design Problem (VDP) [7] [8] [9] . Virtual Design Advisor (VDA) is a technique that offers a solution for such problem. It gives recommended configurations for multiple VMs running different workloads among shared resources [2, [7] [8] [9] . It explores the characteristics of workloads to distinguish their intensity (e.g., CPU or I/O intensive, etc.) and makes a decision for best resource allocation for VM which run this workload. The DBMS has a query optimizer tool to choose the best execution plan based on the estimated cost. The cost model is a module in the query optimizer tool which is responsible for the cost estimation. Database cost model expresses the total resources consumption for a given workload. It depends on static assumptions for tuning parameters to generate the execution plan. In fact, the accuracy of the execution of the current resources consumption is considered a problem for database's cost model.
In other words, the query optimizer's cost model is not aware of virtualized environment because it takes the default values of tuning parameters. So, the query optimizer parameters are needed to be calibrated in order to be aware of different resource allocation in virtualized environment. Each time, the DBMS instance moves from one infrastructure to another, or the DBMS instance is replaced by another DBMS instance in the same infrastructure, the calibration process is repeated. Unfortunately, this process had been executed manually. So, the calibration process is needed to be automated in order to save time, money and produce an accurate estimated cost. In this paper, an Automatic Calibration Tool (ACT) has been introduced to tune parameters of DBMS query optimizer in virtualized environment to solve the manual calibration problem in the VDA.
On the other hand, a Particle Swarm Optimization (PSO) is considered a modern evolutionary algorithm which is used to explore the search space of a given problem [10] . It is used to find optimal or near-optimal solutions for maximization/ minimization search problems. As stated previously, the VDP is considered a search problem which tries to minimize the allocation cost of virtualized resources for database systems in cloud environment [2, [7] [8] [9] . In this paper, a search algorithm called Greedy Particle Swarm Optimization (GPSO) has been proposed to overcome the local optimum problem of the existed greedy algorithm in the VDA. The proposed GPSO algorithm is considered an amalgamation of heuristic greedy search and particle swarm optimization to optimize configurations based on the workload profile in virtualized environments. The GPSO algorithm has been implemented in the VDA enumerator module, which initially makes an equal resource allocation of VMs and adapts these allocations based on the estimated cost obtained by cost models of the database system query optimizer.
To evaluate the ACT tool and the GPSO search algorithm, prototype experiments have been conducted based on the optimal CPU allocation for the different virtual machines. Tests have been performed using PostgreSQL 8.4.8, running TPC-H benchmark queries as workloads [11, 12] . The experimental results show that the ACT runtime increases linearly with the number of calibration sampling points, and the GPSO algorithm can provide effective configurations for different types of workloads than that the existed greedy algorithm.
The rest of this paper is organized as follow; the related works are described in Section 2. The calibration problem in the VDA is described in Section 3. The proposed automatic calibration tool for DBMS query optimizer is discussed in Section 4. In Section 5, the optimization problem in the VDA will be handled. In Section 6, the proposed GPSO algorithm will be discussed. In Section 7, the ACT and the GPSO algorithm evaluation results are introduced. In Section 8, the paper is concluded; also a brief outlook into the future work is given.
Related work
There are many research papers in the field of performance optimization of applications running in virtualized environments [8, 9, 13] , and resource allocation [14, 15] . A related problem to the work of this paper is the virtualization design problem which addresses the question of how to optimally (with respect to application throughput) partition the resources of a physical machine over a number of VMs, each running a potentially different database appliance (i.e., preconfigured DBMS and a set of workload queries) [7] [8] [9] . In [8, 9] , the virtual design advisor has been presented to solve the virtualization design problem by using the query optimizer, which is typically built-in in most DBMSs, as a cost model to evaluate potential resource partitioning configurations. This ''what-if'' usage of the query optimizer has also been used in non-virtualized environments to justify upgrades of resources based on the predictions of the expected improvement in workload performance [16, 17] . In [2] , the virtual design advisor has been used to optimize the performance of database appliances that had been deployed in the Amazon EC2 cloud. Ideally, the performance of the calibration process is an important task in many performance optimization problems [8, 9, 18, 19] . When the calibration process is tedious, its automation becomes of benefit to the overall optimization framework.
The virtual design advisor employs a white-box approach for modeling the performance of the DBMS [8, 9] . On the other hand, the black-box approach for performance modeling has been used in [13] to drive an adaptive resource control system that dynamically adjusts the resource share of each tier of a multi-tier application within a virtualized data center. The two approaches; black-box and white-box have been used to solve the resources provisioning problem for DBMS on the top of IaaS cloud [20] .
Soundararajan et al. [15] have considered the storage resource in addition the CPU and memory resources. They found that the resource configuration would affect the performance which is considered a challenge in the resource allocation problem. The resource allocation problem is a classical problem that gets instantiated with emerging resource consolidation settings, such as machine virtualization and cognitive radio networks [14] . In the latter, radio spectrum is shared among cognitive radios, and the resource allocation problem is formulated as an optimization problem to achieve maxmin rate sharing among the users.
Recently, resource allocation is one of the most important challenges in the cloud computing technology sector that face the cloud provider regardless of the hierarchy of services. Especially, how the cloud provider can meet the clients' Service Level Agreements (SLAs) and maximize total profit. In [21, 22] , the SLA-based resource allocation problem for multi-tier cloud applications is considered for a distributed solution for each processing power, data storage, and communication resources. The problem is cast as a three-dimensional optimizations problem. Also, the cost-performance tradeoff in cloud IaaS has been addressed, where the problem has been formulated as a multi-objective optimization [23] . The proposed model was built based on a fine grained charging model and a normalized performance model. The implementation using genetic algorithms and the experimental results have proved the effectiveness of the proposed model.
On the other hand, there is a wealth of existing proposed approaches using a Particle Swarm Optimization (PSO) in various domains in general and in dynamic environments in particular. The basic PSO is as an optimization technique for static environments [10] . In the real world, however, many applications are non-stationary optimization problems; they are dynamic, meaning that the environment and the characteristics of the global optimum can change timely. Several successful PSO algorithms have been developed for dynamic environments. One of these algorithms is fast multi-swarm optimization algorithm (FMSO) [24] . It uses two types of swarm; one to detect the promising area in the whole search space and the other swarm is used as a local search method to find the near-optimal solutions in a local promising region in the search space. Another approach is used to adapt PSO in dynamic environments [25] . It is based on tracking the change of the goal periodically. This tracking is used to reset the particle memories to the current positions allowing the swarm to track a changing goal with minimum overhead [25] . Cooperative Particle Swarm Optimizer (CPSO) has been introduced for employing cooperative behavior to significantly improve the performance of the original PSO algorithm [26] . This is achieved by using multiple swarms to optimize different components of the solution vector cooperatively. While the original PSO uses a population of D-dimensional vectors, CPSO partitions these vectors into D swarms of one-dimensional vectors, each swarm representing a dimension of the original problem.
According to the work in this paper, an algorithm, called Greedy Particle Swarm Optimization (GPSO) has been proposed to optimize the allocation of shared resources to minimize the estimated cost and enhance VM configuration.
Calibration problem in virtual design advisor
The Virtualization Design Problem (VDP), the Virtual Design Advisor (VDA) solution, and the calibration problem in VDA will be discussed.
Virtualization Design Problem (VDP)
In the VDP, N VMs run on a shared physical machine pool and each VM runs its own instance of a N instances of a DBMS [8, 9] . The shared physical pool is represented by M different resources.
Each VM has a workload, whereby W i represents the workload on the ith VM. The VDP raises the following question: ''What fraction r ij of each shared physical resource j should be allocated to each VM i to optimize the overall performance of the workloads W i ?'' [7] [8] [9] 27] . The set of resource allocated shares to the ith VM can be represented as a vector:
For example, without loss of generality, with three shared resources (CPU, memory, I/O), that is, M = 3, an allocation of 50% CPU, 30% memory, and 25% I/O to VM1 results in the vector R 1 = [0.5, 0.3, 0.25]. We assume that each workload W i has a relevant cost under resource allocation R i . This cost is represented by:
The total cost for all workloads is represented by:
The objective of the VDP is getting an appropriate resource allocation to minimize the overall cost for all workloads, that is, to find:
arg minðcostðRÞÞ ð4Þ
The VDP was defined and solved in [7] [8] [9] . The next section explains in detail the virtual design advisor as a solution for the VDP.
Virtual Design Advisor (VDA)
The architecture and design of the Virtual Design Advisor (VDA), which was introduced as a solution for the virtualization design problem is shown in Fig. 1 [8, 9] . The VDA is divided into two modules; configuration enumeration, which includes the search algorithm, and the cost model. The modules interact to produce the recommended configurations using a calibration process. The calibration process tunes the cost model parameters according to each enumerated configuration. A brief description of both modules is presented next.
Configuration enumeration module
The configuration enumeration module is used to enumerate resource allocation for the VMs. It implements a search algorithm, such as greedy search and dynamic programming, for enumerating candidate resource allocation. The VDA uses a greedy search algorithm, which is based on iterating until no performance gain can be incrementally achieved [8, 9] . Each iteration, a small fraction of a resource is de-allocated from the VM that will get hurt the least and allocated to the VM that will benefit the most. The greedy algorithm makes the decisions of increasing and decreasing the resources allocated to VMs based on the estimated cost of the given workloads.
Cost model
The VDA employs the cost model of the DBMS query optimizer after augmenting it with virtualization awareness. The cost model reflects a VM with a certain resource allocation by setting appropriate parameter values of the query optimizer. The query optimizer in a DBMS estimates the cost of an execution plan of a given SQL workload (W i ) on a DBMS instance (D i ) using the following vector of optimizer tuning parameters:
The optimizer's tuning parameters strongly affect the best execution plan choice. The DBMS cost model can be described by the following function [11]:
The VDA faced a problem to tune the cost model of a DBMS instance that runs in a virtualized environment. This problem can be described as the DBMS cost model which depends on a set of query optimizer tuning parameters (P i ), whereas the configuration enumerator outputs candidate resource allocation (R i ). So, a calibration process is needed to map this resource allocation into the relevant tuning parameter values.
Calibration problem in VDA
In the VDA, calibration is a process that is used for mapping each resource allocation into a corresponding set of values of the query optimizer's tuning parameters. For each tuning parameter, there is a calibration equation which used to describe the relationship between the tuning parameter and the corresponding resource allocation. In general, the calibration equation is described as:
where R i is the set of resource fractions allocated to the ith VM. This process uses a calibration model that is constructed empirically and consists of a set of calibration equations [8, 9, 27] . By this, the query optimizer becomes aware of the virtualized environment it runs in. In other words, the query optimizer chooses an optimal execution plan by estimating and comparing the costs of a set of plans based on the given resource allocation.
Unfortunately, the calibration process is done manually, which is considered a tedious process and has to be repeated for each different combination of DBMS and server hardware specifications. By automating the calibration process would save both time and efforts. This paper focuses on the design and implementation of a tool to automate the manual calibration process. In other words, this paper addresses the question: ''how much time would be saved by automating the calibration process to avoid repeating the manual process every time the DBMS has to run on a different server infrastructure, or the DBMS is replaced with another DBMS?'' The proposed tool will be described in Section 4.
Automatic calibration tool
The Automatic Calibration Tool (ACT) is considered the first contribution of this paper. The ACT automates the cost model calibration process, which is considered an important part in the virtual design advisor. The ACT hides the details and complexities of the calibration process from the DB administrator. The output of ACT, namely the calibration model, is used to adapt the query optimizer's tuning parameters to the virtual machine's resources allocation.
The calibration model is basically a set of equations that calculate the tuning parameter values based on given resource allocation. This section starts by an overview of the architecture and configuration of the ACT followed by a description of its two modules, namely the controller module and the worker module.
The ACT overview
According to Fig. 1 , the calibration process maps between resource allocations and the tuning parameters of the query optimizer's cost model. According to the manual calibration, the calibration process has to be repeated manually when the VDA is to be redesigned for different DBMSs, and when the same DBMS is moved to a new physical infrastructure with different CPU speed, physical memory size, etc. So, the more possible configurations a physical infrastructure can offer, the more time and complexity it takes for the calibration pro- cess, especially if it is done manually. The proposed automatic calibration is more accurate and useful than manual calibration because of time and cost saving.
We assume that the user of ACT has an expert knowledge of the DBMS's query optimizer and cost model, as well as, the internals of the DBMS cost model to know which tuning parameters should reflect the runtime environment (e.g., CPU speed and memory size) of the DBMS, which resource allocation affects which tuning parameters, and which parameters are dependent on other parameters, so that the parameter equation (PE) needs more than one calibration query to evaluate it [8, 9] . This information is needed to craft the calibration queries and define their corresponding cost Eq. (6). Also, the ACT allows its user to choose the type of the automatic calibration, either cold-cache or warm-cache. In cold-cache calibration, the ACT starts with empty buffer pool cache in the DBMS. In the warm-cache calibration, the calibration database's buffer pool is warmed up before measuring the calibration queries' runtime. Fig. 2 depicts the architecture of the ACT tool. It contains two main modules, the controller and the worker, that interact to automate the calibration process of the query optimizer's tuning parameters. The controller module runs on the host machine while the worker module runs on a virtual (guest) machine with different allocations.
Controller module
The controller is the main module in the ACT. It runs on the host machine (called Dom0 in Xen terminology [28] ). It receives inputs from the tool user, and produces the calibration model as a set of equations, in which the independent variables are the resource allocations, and the dependent variables are the tuning parameters. To prepare the inputs to the controller, the system of cost equations (CEs) is solved by the tool user, whereby the unknowns are the calibration (tuning) parameters and the equations represent the costs corresponding to carefully crafted SQL queries (called calibration queries). The cost of each calibration query is represented by exactly one cost equation that is formulated in terms of the calibration parameters. The inputs to the controller module are the calibration queries and the solution of the cost equations (CEs), that is, a set of parameter equations (PEs) with calibration query costs as the independent variables and calibration parameters as the dependent variables. The worker module (will be described in the next subsection) evaluates the cost of the calibration queries for each configured resource allocation and calculates the corresponding tuning parameter values by direct substitution into the PEs. The controller module outputs a calibration model by running a regression analysis on the (resource allocation, calibration parameter) value pairs. The work flow of this module is shown in Fig. 3. 
Worker module
The worker is the second module in the ACT. It runs in a guest VM. The worker module receives its inputs from the controller module and sends its output back to the controller. It uses the calibration database for executing the input queries.
As mentioned earlier, the worker module evaluates the cost of the calibration queries for each configured resource allocation and calculates the corresponding tuning parameter values by direct substitution into the PEs. Whereas the query cost in the cost equations (CEs) is measured in units of sequential page read, the measured cost by the worker is in seconds. Therefore, a renormalization process takes place to convert be- 
Optimization problem in virtual design advisor
The search algorithm in the virtual design advisor uses the calibration process to enumerate configurations for the VMs. The search algorithms use the ''what-if'' mode of the query optimizer's cost model [7] . The ''what-if'' mode can be expressed as what will be the estimated cost of the given query workload under the candidate resource allocation. The search algorithm modifies the query optimizer's tuning parameters using the calibration process. The calibration process can profile the intensively of workload even CPU-intensive or non-CPU-intensive and guides the VDA to allocate the suitable amounts of resources to each VM. The VDA uses a heuristic greedy algorithm, which suffers from the problem of being trapped in local optimums [8, 9] . So, a new algorithm, called GPSO is introduced, based on PSO to overcome local optimum problem.
The proposed Greedy Particle Swarm Optimization (GPSO) algorithm
Currently, the VDA uses a greedy search algorithm, which is based on iteratively improving the cost function until no cost reduction can be achieved [8, 9] . More specifically, in each iteration, a small fraction (called a share) of a resource is de-allocated from the VM that will get hurt the least and allocated to the VM that will benefit the most. In more details, the greedy algorithm makes a decision for increasing and decreasing the allocated resources to VMs based on the estimated cost of the given workloads. At the end, the greedy search algorithm gives a report of the recommended configuration for all VMs. The greedy algorithm suffers from the problem of being trapped in local optimums [8, 9] . So, the particle swarm optimization search algorithm based on greedy algorithm will be used to reduce trapping in local optimum. First, a brief description of PSO will be given.
Particle swarm optimization
A Particle Swarm Optimization is one of the modern evolutionary algorithms used to explore the search space of a given problem. Kennedy and Eberhart first have proposed this algorithm in 1995 [10] . PSO simulates the social behavior of individuals (particles) of certain kinds of animals (e.g., birds' flocks and fish schools). In PSO, the population of particles is typically called a swarm, whereas each the swarm. The idea of PSO is based on introducing the observation of swarming movement to the field of evolutionary computation [29, 30] . Each particle moves in a D-dimensional space (D usually represents the number of decision variables). Each particle is thus described by a tuple of vectors (X i , V i P i , G i ), where each vector represents the current position, the velocity vectors, the personal best position that the particle has achieved, and the global best position that is tracked by the entire swarm to ith particle along each of the D dimensions respectively.
Initially, the PSO algorithm chooses candidate solutions randomly within the search space. Then, they move in randomly-defined directions based on best of itself and of its peers. Each iteration of the algorithm, the particles evaluate their positions toward a goal. They update their own velocities using globally best positions and their previous positions and then use these velocities to adjust their new positions. The used equation to update the velocity and position for each particle are: v id ðt þ 1Þ ¼ wv id ðtÞ þ c 1 r 1 ½pbest id ðtÞ À x id ðtÞ þ c 2 r 2 ½gbest d ðtÞ À x id ðtÞ ð8Þ
where all of parameters are represented in dth dimension at time t, v id (t) is the velocity of ith particle, wAEv id (t) is the inertia component responsible for keeping the particle moving in the same direction, w(w e [0.8, 1.2]) is an inertia weight that determines how much the previous velocity is preserved [31] , x id (t) is the position of the ith particle, pbest id (t) is the personal best position for the ith particle, gbest d (t) is the globally best position (the swarm's global best candidate solution at time t), c1, c2 are positive acceleration coefficients ranging from 0 to 4, and r1, r2 are random numbers drawn from the uniform distribution U [0, 1]. The search is a repetitive process, and the stopping criteria are that either the maximum number of iterations is reached or the minimum error condition is satisfied.
Greedy particle swarm optimization algorithm
A hybrid of the heuristic greedy search and intelligent particle swarm optimization is proposed as a new algorithm to overcome the local optimum states to global ones. This algorithm Figure 4 Worker module operations.
is called Greedy Particle Swarm Optimization (GPSO). The proposed GPSO algorithm is required more computation but is succeeded to enhance the result VM configurations in many cases. Fig. 5 depicts the idea of the proposed GPSO algorithm. The main idea is that the GPSO algorithm uses PSO algorithm to tune the share parameter of the heuristic greedy algorithm to reduce the situations in which the greedy algorithm gets trapped into local optima. Two modules have been implemented within GPSO algorithm which they interact to find the recommended configuration as follows:
(1) The greedy module enumerates resource allocations for the VMs based on the estimated cost of the given workloads. (2) The PSO module sends to the greedy module candidate shares (particles) and VMs configurations and then receives the updated VMs configurations and the corresponding estimated cost for these configurations.
In this setting, the particles of the PSO module are the shares parameters to be tuned and the dimensions of the particles are the number of resources. This work focuses on one resource (the CPU), and thus, the particles in PSO has a single dimension. In the other words, the share parameter serves as the only dimension of particle position. The improved PSO, SSM-PSO, is used to avoid invalid-solution cases [32] . The effect of the GPSO algorithm is achieved by iteratively running the heuristic greedy algorithm with a new share computed using PSO. In each iteration, the heuristic greedy is started from the last solution (the configuration of the global best) reached in the previous iteration, which is considered as a local optimum. The GPSO algorithm has been implemented in the VDA enumerator (search) module.
Configure of standard PSO factors
The parameters of PSO influence the optimization performance. PSO needs to predefine numerical coefficients (the maximum velocity, inertia weight, momentum factor, societal factor, and individual factor) and swarm size. The ability to globally optimize the solution relies greatly on the setting of these parameters. The maximum velocity and inertia weight are employed to balance global exploration and local exploitation. A large value of inertia weight facilitates better global exploration ability, whereas a small value enhances local exploitation capability. In other words, they affect the ability of escaping from local optimization and refining global optimization. The societal and individual factors determine the ability of exploring and exploiting. The size of swarm balances the requirement of global optimization and computational cost [30, 33, 34] .
In GPSO algorithm, the coefficients of PSO component, r1 and r2, are generated randomly, c1 = c2 = 2, and a constant momentum factor, mc = 0.3, is adopted. The PSO component has a gradually decreasing inertia weight factor. The inertia factor w decreases linearly between 0.9 and 0.4 as in the following equation [33] :
where Iter max is the maximum number of PSO iterations, Iter now is the current number of iterations in the running PSO, w max is the maximum inertia value, which equals 0.9 and w min is the minimum inertia value, which equals 0.4.
Fitness function
To evaluate each particle (share parameter) performance, the total of estimated costs is calculated using given workloads under candidate VMs configuration as described in Eq. (3).
The GPSO algorithm
The GPSO algorithm steps are listed as follows:
(1) Initially, equal allocation of each resource is assumed as the initial configuration for all VMs (1/N of each resource is allocated to each VM). (2) The fitness function is defined to minimize the cost as described in Eq. (3), and then the positions (share values) of the particles are chosen randomly. The search space includes all the possible fractions except the fractions that cause a resource allocation that is either greater than the maximum allocation (100%) or less than the minimum allocation (0%). These constraints reduce error occurrence and can be described by the following:
Moreover, the search space boundaries [X min , X max ] D are restricted in [0.001, 0.1]. This restriction means that each share parameter can be any value between 0.1% and 10%. In this work, only one resource, CPU, is used (i.e., one-dimensional vectors for particles), and thus, GPSO is used to find a best particle (share value) to tune CPU allocation X = (x 1 , x 2 , . . ., x n ). (3) GPSO operates then in iterations. Iteratively, each particle evaluates its position by running the greedy algorithm and determines its personal best position. The global best share and VM configuration are then determined. The initial VM configuration of the greedy algorithm for each particle is the VM configuration which was tuned by the global best particle of the previous iteration. Each particle then updates its own velocity using its previous velocity, the inertia weight, its previous position, its personal best position, and best particle in terms of fitness in the entire population (global best position). Each particle then uses the calculated velocity to adjust its new position. (4) After the iterations terminate, the configuration of the best particle so far is output as the final VM configuration R. 
Optimum Resource Allocation of Database in Cloud Computing
As stated previously in the listed steps, for each iteration and for each particle, the greedy algorithm uses the new share and the previous optimal configuration as the initial state. The previous configuration is the local optimum, and when the share value is changed by PSO, this allows the greedy algorithm to escape from the trap of the local optimal solution to a global optimal solution.
The ACT tool and GPSO algorithm evaluation
This section presents an experimental evaluation of the proposed ACT tool and GPSO algorithm.
Experiment setup
The experiment described here uses PostgreSQL 8.4.8 database system installed in a machine with Core2 Duo T5870 2.00 GHz processor, 4 GB memory, and CentOS 5.5 operating system. The virtual machine monitor used was Xen [28] , which is an open source virtualization platform. Xen-based para-virtualization has been used to improve the hypervisor performance when it maps resources directly into the guest operating system [5] . Amazon EC2 is based on Xen virtualization, and thus, this experiment setup is similar to a cloud computing environment.
Performance metrics
Four metrics are used to measure the performance.
(1) The speed of the ACT tool, measured in units of time (minutes). (2) The total estimated cost of workloads (in terms of sequential page fetches) is computed by selecting CPU parameters (cpu_tuple_cost and cpu_operator_cost) as a shared resource then setting these parameters appropriately according to the resulted calibration model on a warm database. (3) Cost improvement measures relative performance as in the formula [8, 9, 23] . This metric is computed based on the estimated cost of the query optimizer. In this work, using two algorithms (greedy and GPSO), the formula is as follows:
where Est_Cost Greedy and Est_Cost GPSO are the total estimated cost under greedy and GPSO configuration, respectively. (4) Cost improvement per unit time is computed as follows:
Cost improvment per time ¼ Cost improvment avgðruntimeÞ ð12Þ
The ACT tool evaluation
Two of PostgreSQL descriptive parameters have been used in this evaluation. The cpu_tuple_cost represents an estimate of the CPU cost of processing one database tuple. The cost is measured in terms of the cost of a sequential page fetch from the disk. The cpu_operator_cost represents an estimate of the CPU cost of processing each operator in a WHERE clause [8] . This subsection presents a step-by-step scenario of running ACT's calibration process followed by the ACT speed measure. Fig. 6 depicts the scenario of using ACT in calibrating two of PostgreSQL's tuning parameters, namely (cpu_opera-tor_cost, cpu_tuple_cost). The scenario steps were described in details in [27] .
On the other hand, to assess the speed of ACT tool, its total runtime (i.e., runtime of both the controller and worker modules) has been measured under a varying number of resource allocation configurations with both cold-cache and warmcache calibration. Other factors that affect the runtime include the DBMS, physical machine computing power, and values (not just number) of configurations.
With cold-cache, the controller restarts the worker's VM with each resource configuration, increasing the total runtime. With one, the ACT tool consumed 4 min to run one configuration (50% CPU and 50% memory) with cold-calibration. On the other hand, with warm cache, the worker module is started first, before ACT tool runs, and the calibration database is warmed up. With one configuration (50% CPU and 50% memory), it took ACT 1.6 min to finish the calibration process. Fig. 7 shows that ACT runtime linearly increased with number of configurations even cold or warm cache. Also, cold-cache experiment takes long time comparable with warm-cache experiment.
The GPSO algorithm evaluation
This section presents an experimental comparison between the proposed GPSO algorithm and the greedy algorithm.
GPSO algorithm swam size variation
We vary the size of the swarmin the PSO module of the GPSO algorithm within the range to test the GPSO algorithm for two different workloads running on two VMs. We repeat each experiment ten times and report the average. We found that the total (and variance) estimated cost of the workloads for small swarm size is greater than the estimated cost of large swarm size. Consequently, the cost improvement per unit time is calculated in next subsection using different swarm sizes and two search spaces to obtain the best swarm size.
GPSO algorithm search space ranges variation
The GPSO algorithm performance is evaluated by varying the swarm size in two search space boundaries, [0.01% -10%] and [0.1%-10%], to choose the feasible swarm size. The first search space contained 100 points, whereas the second contained 1000 points. Each point in search space represents a value of the share parameter, which is used as a controller of the greedy heuristic algorithm. The GPSO cost improvement over greedy per time unit is used to compare the two search spaces using Eq. (12) (see Fig. 8 ).
According to the results in Fig. 8 , the first search space improvement is better than the second until the swarm size reaches 50, at which point the improvement decreased in the two search spaces nearly with the same ratio. As a result, the first search is used with swarm size 10 in the following experiments. Table 1 gives the experimental setup of the GPSO algo-rithm. The number of executions represents the number of independent experiments done. The greedy algorithm starts with equal allocations for all VMs and with a share parameter of (5%).
GPSO algorithm with identical workloads
The aim of this experiment is to conclude that the GPSO algorithm partitions the shared resource, CPU, into equal allocations when the workloads are identical -i.e., the GPSO Figure 6 PostgreSQL experiment scenario using ACT tool. Cost Improvement per time unit (Search Space=1000 Points) Figure 8 Effect of swarm size on cost improvement for two search spaces total cost for two VMs. Table 1 The parameter values for GPSO experiments.
Swarm size (number of particle) 10 Number of iterations 50 Number of executions 10 Search space range values 0.1%-10%; 100 points algorithm is efficient in detecting the identical workloads, which reflects the fair distribution of the shared resource. Fig. 9 shows the estimated costs for 10 VMs that run 10 identical copies of TPC-H Q1 query workloads. The graph plots three estimated costs as identical columns of the two algorithms, greedy and GPSO, and the default configuration.
GPSO algorithm with random workloads
In this experiment, random TPC-H workloads are generated to test the improvement of overall performance. Twenty queries are generated by the same method described in the [8] .
Each workload consists of a random combination of between 10 and 20 workload units. A workload unit can be either 1 copy of TPC-H query Q17 or 66 copies of a modified version of TPC-H query Q18 [8, 9] . Each VM runs one workload. Each algorithm starts with 2 VMs and increases by 1 VM until it reaches 20 VMs. Fig. 10 shows the total estimated costs for three configurations and shows the decreased ratio in the GPSO algorithm estimated cost. The estimated cost obtained by the GPSO algorithm is lower than the estimated cost obtained by the greedy algorithm. In other words, the GPSO algorithm outperforms the greedy algorithm with respect of estimated cost. The performance improvement of the proposed GPSO algorithm is calculated using the Eq. (11). The results are plotted in Fig. 11 . It is noted that the greatest improvement appeared when the greedy algorithm has local optimum at 19 workloads. The greedy cannot improve configuration and stopped in initial configuration (default configuration) while the GPSO algorithm can be improve by using another share to escape from this local optimum.
According to the result, the GPSO algorithm achieves better allocations in terms of total cost at the expense of runtime. Although, there is time overhead of execution runtime that the GPSO algorithm is slower as compared to the greedy algorithm. Since the distribution of shared resources is considered an off-line process in VDA, the GPSO algorithm is acceptable for obtaining near optimal configurations for VMs.
The combination of the GPSO algorithm with any profiling technique for random workloads characteristics in terms of resource consumption (e.g., CPU, Memory, and I/O) gives the perception for the intensivity of workloads. This perception can guide the cloud provider to allocate an appropriate amount of resources to incoming workloads. The provider can arrange the workloads over multiple pools based on the intensively of workloads or use cloud bursting to maintain strict SLA even when some incoming workloads are heavily CPU-intensive. Where cloud bursting means that an application deployment model in which an application runs in a private cloud or data center bursts into a public cloud when the demand for computing capacity spikes [35] . The advantage of such hybrid cloud deployment is that an organization only pays for extra compute resources when they are needed [35] . On the other hand, the GPSO algorithm can be used continuously to capture the randomness of the dynamic workloads variation by implementing it again periodically or on particular events and changed the resource allocation periodically in each time interval.
Conclusions and future work
According to the work in this paper, the virtual design advisor has been improved by proposing, and implementing the Automatic Calibration Tool (ACT) tool. The function of this proposed tool is to automate the process of calibrating the tuning parameters of the query optimizer of databases in a what-if mode, so that it can estimate the cost of running workloads in virtualized environments quickly and accurately. The Number of Workloads GPSO Greedy(5%) improvement over Greedy Figure 11 The GPSO algorithm cost improvement over greedy algorithm.
ACT has been evaluated using an experiment to tune parameters of the PostgreSQL DBMS. The experimental results show that the ACT runtime increased linearly with the number of resource configurations. Also, a hybrid particle swarm optimization based on the heuristic approach namely, GPSO, which used to minimize the total cost of workloads on the cloud environment has been introduced. The GPSO algorithm has been evaluated using TPC-H queries and PostgreSQL database. According to the results, it is found that the GPSO algorithm behaves better than the heuristic approach by enhancing the fitness value to avoid a local optimum and find global optimum when possible.
This work can be extended in at least two ways. First, the ACT tool can be extended to automate ''black-box'' calibration, which does not need the DBMS's cost model internals. Second, the ACT tool can be extended to intelligently select the resource configurations (sampling points in the regression analysis) that results in quick convergence to the calibration model equations. This will be making by building a profiling technique to obtain the statistical methods that deal with different workloads behavior.
Another option to extend this work is considering other resources such as I/O performance and network bandwidth, and mix of QoS to provide a more flexible approach.
On the other hand, the GPSO algorithm fitness function could be upgraded for dynamic workloads to involve two factors: (1) weighted factor of cost and time to influence the share parameter in order to improve the GPSO to choose the best share toward minimizing the GPSO estimated cost and runtime and (2) define penalty factor which reflects the SLA between the users and cloud provider to handle the SLA violation.
