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Résumé – Nous proposons une nouvelle méthode de segmentation par ajustement d’un modèle actif multirésolution à chaque
niveau de résolution de données décomposées sur une base d’ondelettes orthogonales. La combinaison de l'approche
multirésolution sur bases d'ondelettes, simultanément sur les données et sur le modèle, apporte une convergence rapide aux plus
hautes résolutions. La solution obtenue est plus robuste et plus précise en présence de bruit que celle obtenue par un ajustement
de contour actif non multirésolution.
Abstract – A new segmentation method is proposed. It fits a multiresolution active model on each scale of resolution of the data decomposed on
an orthogonal wavelet basis. Combining simultaneously the multiresolution approach on wavelet basis for both the data and the model itself




1.1 Objectif du développement de l’approche
segmentation multirésolution
Dans le cadre de l'analyse de données anatomiques, la
segmentation est une étape indispensable. Certaines
applications (criblage par imagerie de souris transgénique, par
exemple) nécessitent impérativement de réaliser cette
opération de manière rapide et robuste pour respecter les
contraintes de débits d'acquisition et d'automatisation de
l'analyse. La robustesse dans la segmentation des organes
anatomiques est obtenue en s’appuyant sur des modèles
maillés déformés par des techniques de type contours actifs.
Cette stratégie de segmentation, déjà ancienne [1], [2] est
pertinente et a fait ses preuves. Compte tenu de la taille des
modèles utilisés (104 à 106 sommets), le temps de calcul pour la
segmentation est très important. L'objectif de la nouvelle
méthode proposée est de conserver les avantages des
techniques de déformation basées sur des modèles en les
accélérant grâce à une décomposition multirésolution sur
bases d'ondelettes des données et du modèle.
1.2 Méthodes et stratégies déjà employées
Des méthodes utilisant des contours actifs et une approche
multi échelles ont déjà été proposées:
- Rueckert et al. [3] utilisent une approche multi échelles
pour ajuster un contour actif. Mais il s’agit pour les
données images d’une analyse non pyramidale (filtrage
gaussien) et pour le contour d’un simple
ré-échantillonnage ce qui ne garantie ni la rapidité ni la
robustesse de la solution.
- Leroy et al. [4] réalisent une décomposition pyramidale
des images. L'aspect  multi échelles de la décomposition
du contour utilise des descripteurs de Fourier (avec plus
ou moins d’harmoniques pour sa construction) où une
petite variation d’un descripteur perturbe la totalité de la
forme du contour. Ceci en limite l'usage aux formes
simples.
- Yoshida et al. [5] projettent l’image sur une base
d’ondelettes non orthogonales pour extraire une
représentation d’arrêtes multi échelles. Cette information
n’est utilisée que de manière partielle (1 à 2 échelles)
pour guider la déformation du contour actif  par la
minimisation d’une fonction de coût. Cette approche,
pour pertinente qu’elle soit en utilisant des régions,
devient caduque sur des arrêtes. Par ailleurs, le contour
qui est lui aussi multirésolution subit des déformations
par une modification globale de l’ensemble de ses
coefficients sur toutes les échelles prises simultanément
sur l’intervalle d’analyse.
- Schnabel et al. [6] obtiennent une description de formes
hiérarchiques multi échelle mais l’image est simplement
lissée sur plusieurs échelles et le contour, qui sert
d’initialisation à l’échelle supérieure, est simplement re-
échantillonné.
- Knoll et al. [7] procèdent à une transformée en
ondelettes orthogonales des images sur lesquelles, à
chaque échelle, est ajusté un contour d’une résolution
équivalente. Après chaque ajustement du contour, celui-
ci est analysé par des ondelettes 1D. Si les coefficients
obtenus diffèrent, au delà d’un certain seuil, de ceux
obtenus pour un modèle similaire à la même échelle, ils
sont remplacés par ces derniers puis le contour est
reconstruit à cette échelle. Cette opération revient à créer
des forces localisées sur des points spécifiques du
contour qui auraient tendance à s’éloigner trop du
modèle et permet d’éviter que le contour devienne
prisonnier de faux minima locaux d’énergie. Cette
méthode est robuste mais n'est pas généralisable au cas
tridimensionnel car la paramétrisation d’un maillage
surfacique n’est possible que pour des cas particuliers.
2. Méthode proposée
Notre proposition est similaire à celle de Knoll et al. en
terme de stratégie et consiste en un ajustement de type
grossier à fin. Cependant, notre méthode évite la comparaison
entre modèle de référence et modèle déformé. De plus, notre
méthode est directement extensible au cas 3D. Les quatre
étapes sont décrites dans les sections suivantes.
2.1 Décomposition multirésolution des images
sur une base d’ondelettes orthogonales
L’image initiale, a0, est décomposée par un algorithme de
transformée en ondelettes rapide [8] selon le schéma
multirésolution de Mallat [9]. Les filtres miroirs conjugués
utilisés sont ceux de Daubechies (longueur 8 à phase quasi-
linéaire). A chaque niveau j, l’image aj est décomposée en
quatre sous images, l’approximation aj+1 et les trois images de
détails. Seules serviront les images d’approximation pour
guider le contour sur les différents niveaux j.
2.2 Décomposition multirésolution du contour sur
une base d’ondelettes Lazy liftées 
Le modèle (contour) haute résolution c0 est aussi
décomposé sur une base d’ondelettes à plusieurs niveaux de
résolution dans le cadre, simplifié à 2D, de l’analyse
multirésolution de Lounsbery [10]. La base d’ondelettes
utilisée est une base d’ondelettes biorthogonales lazy
orthogonalisées par lifting [11]. A chaque résolution,
l'approximation du modèle initial est donc optimale au sens
des moindres carrés. Les matrices d’analyse Alift et Blazy
permettent respectivement la suppression des nœuds pour
l’obtention de l’approximation du contour cj et l’extraction des
détails (coefficients d’ondelettes) d j+1:
j
lift
jj cAc =+1              et           j
lazy
jj cBd =+1          (1)
La décomposition est réversible et permet la reconstruction
exacte du contour initial par l’utilisation des filtres de
synthèse Plazy (subdivision du contour) et Qlift (rajout des
détails sur les nouveaux nœuds) :




jj dQcPc                                           (2)
Dans un but d’accélération de l’algorithme, l’opération de
lifting de la base d’ondelettes n’est pas réalisée de manière
globale, mais localement sur un voisinage de 2 ou 4 points au
prix d’une réduction négligeable en qualité de
l’orthogonalisation donc de la précision de l’approximation.
2.3 Ajustement du modèle à l’image par une
méthode de contour actif
Au niveau j, le contour c’j est ajusté par une technique de
contours actifs [12] sur l’approximation de l'image aj. Cet
ajustement sera effectué sur chaque niveau de résolution
dans une stratégie de grossier à fin. Le choix de la technique
de déformation est ici assez arbitraire. D'autres approches
pourraient être envisagées.
2.4 Reconstruction du modèle déformé à la
résolution supérieure
Lorsque l’ajustement a convergé, le contour c’j-1  est
reconstruit par l’équation (2) afin d’intégrer les détails
pertinents nécessaires au niveau suivant j-1.
Le modèle obtenu à cette étape sert d’initialisation pour
une nouvelle étape (2.3) d’ajustement du contour c’j-1 dans
une stratégie de type grossier à fin. Le nombre d'itérations
nécessaires à chaque étape est faible car le modèle reconstruit
est une bonne approximation (au sens des moindres carrés)
du résultat attendu à la résolution supérieure.
FIG. 1 : Schéma de principe de l’algorithme proposé
3. Complexité des calculs
Le gain en temps de calcul apporté par la segmentation
multirésolution peut être estimé en comparant la complexité
des calculs par rapport à l’approche simple résolution. Si le
contour modèle c0 possède N points et qu’il faut I itérations
pour converger avec un contour actif simple résolution, alors
la complexité, Cs, est proportionnelle à N.I :
INC s ××= a                                                               (3)
Dans le cas multirésolution, en faisant l’hypothèse que l’on
répartit de manière égale les itérations sur les J+1 niveaux
d’analyse, la complexité des calculs Cm s’exprime en fonction
de Cs et de la complexité des calculs du lifting local Clift
(proportionnelle à N/2k, soit Clift=b.N/2
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Pour les algorithmes utilisés le rapport b/a, estimé à partir
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FIG. 2 : Réduction de la complexité apportée par l’approche
multirésolution comparée à l’approche simple résolution.
Ces résultats sont obtenus avec des hypothèses
simplificatrices qui donnent une borne très supérieure à la
complexité réelle de l’approche multirésolution En effet, le
nombre global d’itérations nécessaires pour converger en
multirésolution est très inférieur à celui nécessaire en simple
résolution à cause d’une plus grande robustesse en présence
de bruit. D’autre part, les itérations ne sont pas réparties
uniformément sur les niveaux de résolution et leur nombre est
plus faible aux hautes résolutions.
4. Résultats expérimentaux
Pour appréhender les performances de l’approche
multirésolution, à la fois en rapidité et en robustesse, nous
l’avons comparée à une approche simple résolution. Il est
important de noter que la même technique de déformation du
contour est utilisée dans les deux approches. La précision des
résultats est évaluée par rapport au contour exact de la forme
à segmenter et estimée par la méthode décrite dans [13]. Le
tableau présente l'un des paramètres d'erreur (ODIn) de cette
méthode pris à titre d'exemple. Sa valeur est comprise entre 0
et 1, 0 correspondant à une segmentation parfaite. L’image de
test est de dimension 1024x1024 pixels et contient une forme
ayant des détails sur quatre niveaux de résolution différentes.
Le modèle de contour c0 utilisé comprend 1536 points à haute
résolution. Ce contour est obtenu par homothétie d’un
rapport 0,7 du contour exact. Le modèle utilisé pour
initialisation dans le cadre de l’approche simple résolution est
le contour basse résolution re-échantillonné à 1536 points. Le
nombre de points du contour à haute résolution a été fixé de
manière à pouvoir s’adapter aux détails les plus petits
présents dans la forme à segmenter. Dans l’approche
multirésolution, image et contour sont décomposés sur 5
niveaux de résolution.
4.1 Cas idéal sans bruit
Le résultat de la segmentation obtenu par l’approche
simple résolution et légèrement plus précis que celui obtenu
par multirésolution. Compte tenu des détails de l’image que
l’on souhaite segmenter, le nombre de points du contour
initial est élevé. De plus la distance entre deux points du
contour est très faible. Dans ce cas l’évolution du contour
actif ne peut se faire que lentement sous peine d’engendrer
des instabilités. En conséquence, le nombre d’itérations devra
être important (cf. Tab. 1) et augmentera de manière linéaire le
temps de convergence. En multirésolution, le nombre global
d’itérations est 2 à 3 fois plus faible (cf. Tab. 1),
principalement regroupées sur les niveaux 3 et 2, pour un
temps de convergence global 2,5 fois plus faible. La figure 3
présente un exemple de résultat obtenu sur des images sans
bruit.
FIG. 3 : Segmentation d’une image sans bruit. Approche
simple résolution (gauche) et multirésolution (droite)
4.2 Tests en présence de bruit
En présence de bruit gaussien dans l’image (RSB~5), les
gradients qui guident l’évolution du contour sont perturbés.
Dans l’approche simple résolution ceci conduit à réduire
encore la vitesse d’évolution du contour. Le nombre
d’itérations nécessaires augmente alors fortement (Tab. 1).
Dans le cas multirésolution, les mêmes paramètres d’évolution
que dans le cas sans bruit sont utilisés.  Le résultat est obtenu
(Fig. 4) avec un temps de convergence similaire au cas sans
bruit, c'est à dire 16 fois plus rapide que pour l’approche
simple résolution. La qualité de la segmentation obtenue dans
l’approche multirésolution est alors meilleure que dans le cas
simple résolution. En augmentant le niveau de bruit dans
l’image (RSB~2), cet effet est accentué. Avec les mêmes
paramètres dans le cas simple résolution, le résultat est assez
perturbé et nécessite plus de 5000 itérations (cf. Fig. 5).
FIG. 4 : Segmentation d’une image avec RSB~5. Approche
simple résolution (à gauche) et multirésolution (à droite).
FIG. 5 : Segmentation d’une image avec RSB~2. Approche
simple résolution (à gauche) et multirésolution (à droite)
Dans l’approche multirésolution, il est possible d’obtenir,
avec le même ensemble de paramètres que dans les deux
précédents cas, une segmentation correcte avec une rapidité
au moins 100 fois plus élevée.
TAB. 1 : Performances de l’approche multirésolution
comparée à l’approche simple résolution
Simple résolution Multiresolution
Iter. t (s) Erreur Iter. t (s) Erreur
Sans
Bruit
160 1,39 0,269 56 0,54 0,306
RSB~5 980 8,55 0,659 56 0,54 0,531
RSB~2 > 5000 > 46,0 0,847 56 0,54 0,612
5. Conclusions
La segmentation guidée par un modèle, développée dans
un cadre multirésolution sur base d'ondelettes à la fois pour
les données et pour le modèle, apporte, par rapport à une
méthode simple résolution, la robustesse et la rapidité
d’exécution recherchées.  Cette méthode permet notamment
d’obtenir des résultats pertinents, là où la méthode simple
résolution échoue, en particulier dans le cas d’images à faible
rapport signal sur bruit. L’extension au cas 3D est en cours de
réalisation.
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