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ABSTRACT
The general expression for the far-zone dyadic Green's 
function in an anisotropic medium is presented. The radiation 
of an electric dipole in a cold plasma is considered. Expres­
sions for the far-zone radiation from a dipole for the case of 
weak magnetic field and low plasma density are derived.
Expressions are also obtained for the case of an infinite mag­
netic field.
1.
I. INTRODUCTION
For the case of an isotropic medium, the formal solution to the far- 
zone radiation from an arbitrary current distribution is well known. Among 
the various methods available which may be used in solving such a problem, a 
very elegant one involves the use of the dyadic Green's function. In this 
method, which is discussed by Borgnis and Papas1 for the case of an isotropic 
medium, the electric field at a point r due to a current density distribu­
tion J(r') is expressed as an integral over the current distribution as 
follows:
(I.1)
The integral extends over the volume occupied by the current and
is the dyadic Green's function.
For the case of an anisotropic medium, the permittivity or permea- 
bility becomes a dyadic or tensor quantity. The dyadic Green's function 
method is still valid although the equation which the Green's function
satisfies becomes more complicated.
The propagation of plane waves through an anisotropic medium has been 
considered by various authors. Born2 and Ditchburn3 treat the case of an
anisotropic crystal and Papas4, Ratcliffe5 and Nichols and Shelling6 consider
propagation through an anisotropic plasma. The problem of radiation in an
anisotropic crystal has been considered by Brill7, Volterra8 and Ginsburg9,
while Bunkin10 treats a general form of permittivity tensor.
Of primary interest here is the problem of the far-zone radiation 
from an electric dipole in. an anisotropic cold plasma, although a linear 
sinusoidal current distribution is considered briefly. The plasma is made 
up of equal numbers of electrons and ions, the anisotropy arising from an
2.
impressed magnetostatic field. The ion motion and thermal electron veloci­
ties are neglected. For the important cases of a weak magnetic field and
small electron density or strong magnetic field it will be shown that the
far-zone radiation from an electric dipole assumes a relatively simple form.
From the dipole field it is then possible to obtain the field of an arbi-
trary linear current distribution.
II. THE DYADIC GREEN'S FUNCTION FOR AN ANISOTROPIC MEDIUM
In order to evaluate the far-zone field of a linear current distri­
bution in an anisotropic plasma, it is necessary to derive the dyadic Green's 
function for such a medium. This has been carried out by Bunkin10 and 
Kogelnik11 although the method of Kogelnik is perhaps somewhat simpler than 
that of Bunkin. A method similar to that of Kogelnik will be utilized here.
It is desired to solve Maxwell's two equations, which in MKS units
are
(II.4)
(II.1)
(II.2)
H and E are the magnetic and electric field vectors, J is the current
density, is for the moment a general dyadic permittivity, μo is the 
permeability of free space, ω is the angular frequency and a time deρen- 
dence of exp(iωt) is assumed. Taking the curl of equation II.2 and 
inserting the result into equation II.1, one obtains
(II.3)
Because of the linearity of equation II.3, a general solution may be expres­
sed as
3.
where
(II.5)
Noting that
(II.6)
where
(II.7)
(II.8)
(II.9)
The three-dimensional Fourier transform of a function f(x, y, z) = f(r) is
is the dyadic Green's function, the integration is performed 
over the volume V containing the source currents. Substituting equation 
II.4 into equation II.3 and interchanging the order of integration and dif­
ferentiation, one obtains
is the unit dyadic and δ(r - r') is the three-dimensional Dirac 
delta-function, equation II.5 can be written
This equation is satisfied if satisfies the equation
Using the identity
equation II.8 may be written
(II.10)
4.
(II.11)
which can be written in abbreviated form as
(II.12)
Taking the three-dimensional Fourier transform of equation II.10 with respect
to r one obtains
(II.13)
where
equation II.13 can be written
Premultiplying by the inverse dyadic,
(II.14)
(II.15)
(II.16)
Equation II.17 is a solution of equation II.10; other solutions can be obtained
by adding solutions of the homogeneous equation, but since it can be shown that
equation II.17 satisfies the radiation condition, it is the desired solution
is the transform of .
Letting
, equation II.15 becomes
and taking the inverse Fourier transform of equation II.16 one obtains
(II.17)
5.
for the free-space dyadic Green's function.
III. EVALUATION OF THE DYADIC GREEN'S FUNCTION IN THE FAR ZONE
Since the far-zone field of a current distribution is of interest, the 
integral of equation II.17 must be evaluated for ∣r - r' | >> 1. This will 
be carried out in this section; the method used being that given by Bunkin10 
although many of the details omitted in Bunkin's paper will be carried out
here.
In order to bring equation II.17 into the same form as that considered
by Bunkin, it is noted that each of the nine components of
(III.1)
Interchanging the order of integration and differentiation and noting that if
(III.2)
(III.3)
is the
quotient of two polynomials in px, py and pz. Because of the exponential 
term, the polynomials in the numerator of each component may be replaced by 
differential operators in the following manner:
is written in matrix form, the denominator of each component of is
just the determinant of the matrix of , equation II.17 can be written
where is a dyadic operator formed by carrying out the substitution of
III.1 in the numerator of each component of , and is the determinant
of . The operator will be considered later. The integral on the 
right-hand side of equation III.2 will be denoted by I(r, r') so that equa­
tion III.2 becomes
where
(III.4)
I(r, r') will now be evaluated for large |r - r'|. The medium of in­
terest is a cold plasma immersed in a static magnetic field. In a rectangular
coordinate system in which the magnetic field is directed along the z-axis,
the permittivity can be shown to be of the form4,6
(III.5)
where ε, g and η are real quantities. From equations II.14 and III.5,
(III.6)
where p2 = p2x + p2y + p2z. Evaluation of the determinant of equation III.6 
yields
(III.7)
Equation III.7 can be written
6.
is then
7.
(III.8)
where sz and tz are the roots of the right side of equation III.7. 
Substituting equation III.8 into equation III.4 one obtains
(III.9)
Assuming that z - z' > 0 and that the roots of equation III.7 are defined
by the branches for which Im(sz, tz) < 0, the integration over pz can be 
performed using the calculus of residues. The contour can be closed on a
circle of infinite radius in the third and fourth quadrants of the pz-plane
since the exponential term of the integrand disappears there. The poles of
the integrand within this closed contour lie at pz = sz, tz so that accord­
ing to the calculus of residues,
(III.10)
Now a transformation to spherical coordinates is made. Referring to Figure
1 the following relations are observed to hold:
(III.13)
A transformation is also performed on the variables of integration, px, py, 
in accordance with the relations
(III.11)
(III.12)
Fig. 1. Coordinate System
8.
9.
(III.14)
so that the expressions
(III.16)
evidently hold. Substituting the preceding relations into equation III.10,
one obtains
(III.18)
It is observed from equation III.7 that sz and tz are functions of 
p2x + p2y = p2 so that the integration over β can be performed treating
sz and tz as constants. Observing that 
(III.19)
and that
(III.20)
(III.15)
(III.17)
equation III.18 becomes
(III.21)
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The integral of equation III.21 can be written
(III.22)
where f(p2) is defined in an obvious manner, q = |r - r'| sin χ and 
Ho(2)(pq) is a zero-order Hankel function of the second kind. Observing
that12
(III.23)
equation III.22 can be written
(III.24)
Therefore, equation III.21 can be written
(III.25)
11.
Up to this point, equation III.25 is an exact expression for I(r, r') . 
However, the far zone is of interest so that the condition |r - r'| >> 1 is 
now imposed. Under this condition, it is observed from Figure 1 that
(III.26)
(III.27)
(III.28)
(III.29)
(III.30)
For large arguments the asymptotic expression for the Hankel function of argu­
ment x is
Using equations III.27, III.28 and III.29, and omitting from consideration 
for the moment the region near sin χ = 0, equation III.25 becomes
12.
(III.31)
(III.33)
Solving for s2z - t2z one obtains 
(III.34)
Similarly in the second integral, the substitutions
(III.35)
are made. It is found that
(III.37)
and that
(III.38)
Substituting the preceding equations into equation III.30, one obtains
In the first integral on the right side of equation III.30 the following
substitutions are made:
(III.32)
where Since s is a function of p, equations III.31 and 
III.32 determine n1(ξ). Solving equations III.7, III.31 and III.32 for 
n1(ξ), one obtains
(III.36)
13.
(III.39)
where c1 and c2 are the appropriate contours in the ξ-plane for each inte­
gral.
The saddle point method can now be applied, since the situation of interest 
is that of large kr. Both integrals have the same form so that the integration
will be carried out only once. The location of the saddle point is determined by
the condition
(III.40)
which is equivalent to the condition
(III.41)
where m = 1 for the first integral and m = 2 for the second. Using equations 
III.33 and III.37, equation III.41 becomes
14.
(III.42)
where the first and second subscripts correspond to the upper and lower signs
respectively. By differentiation it is found that
(III.43)
Let the two solutions of III.42 be denoted by ξ1 and ξ2. Using equation
III.43 the saddle point evaluation of equation III.39 yields
15.
(III.44)
In the preceding equation, n1 = n1(ξ1) and n2 = n2(ξ2). For simplicity, r' 
will now be set equal to zero since in the final result for the dyadic Green's 
function the effect of a non-zero value for r' can be introduced by a 
simple coordinate transformation. Thus from equation III.44
(III.45)
(III.46a)
where
16.
(III.46b)
(III.47)
where the various elements are given by the following determinants:
It is now necessary to compute the dyadic operator of equation
III.2 by making the substitutions of III.1 in the numerator of each component
of . Inverting the dyadic , which is written in matrix fora in 
equation III.6, and carrying out the substitutions of III.1, the operator
is found to be
17.
18.
Since
so that
The partial derivatives in spherical coordinates can be written as
(III.54)
Substituting equations III.51 - III.53 into equations III.54 - III.56, one
obtains
(III.57)
(III.58)
operates on the function I(r, 0) which is expressed in spherical 
coordinates, the operations in which are expressed in rectangular coor­
dinates must be written in terms of spherical coordinates. The relations 
between the rectangular and spherical systems are
(III.48)
(III.49)
(III.50)
(III.51)
(III.52)
(III.53)
(III.55)
(III.56)
19.
(III.59)
(III.60)
Equations III.60 - III.62 are the desired transformations between derivatives
in rectangular and spherical coordinate systems. Various combinations of 
these derivatives are applied to I(r, 0) in order to calculate the dyadic 
Green's function. From equation III.45, both terms in the expression for 
I(r,0) are of the form
(III.63)
(III.64)
Noting that can be set equal to zero in equation III.59 because I(r, 0) 
is 0-̸independent, equations III.57 - III.59 can be solved for and
to yield
(III.61)
(III.62)
(III.65)
(III.66)
(III.67)
. Carrying out the necessary differ­
entiations on this function and retaining only terms of order 1/kr, one
obtains
20.
(III.68)
(III.69)
In deriving the preceding seven equations, equation III.40 has been used. 
Through the use of these relations it is a simple matter to write down the nine
components of the dyadic Green's function in the far zone. Using matrix nota-
tion,
(III.70)
From equation III.3, one obtains
(III.71)
and upon substitution of the value of Dxx from equation III.47, equation 
III.71 becomes
(III.72)
Applying equations III.63 - III.66, equation III.72 yields
may be written
21.
(III.73)
In a similar manner the remaining components of
(III.74)
(III.75)
(III.76)
(III.77)
(III.78)
can be calculated. The
results are
22.
(III.79)
(III.80)
(III.81)
(III.81)
(III.82)
in the exponent on the right of equations III.73 through III.81.
Since
The components of can be obtained from those of by making the
substitution r → ∣r - r'|. From equations III.27 and III.28 this is equivalent 
to the substitution
, it is observed from equations III.73 through 
III.81 that in general the far-zone field is composed of two parts, the 
"ordinary" and "extraordinary" waves, whose propagation is described by the
exponential factors and . Since ψm(θ)kr = 
nmkr cos (ξm - θ) = knm Nm ∙ r, where Nm is the wave normal of the mth wave, 
it is evident that the angle which Nm makes with the z-direction is ξm and 
that the index of refraction is nm(ξm). Thus, as is shown in Figure 2, the 
Fig. 2. Showing the wave normals, N1 and N2 for the "ordinary" 
and "extraordinary" waves.
23.
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The field of an electric dipole will now be considered since it is the
simplest radiating system and by integrating over a distribution of dipoles 
of the proper amplitude and phase, the field of an arbitrary linear current
distribution is obtained.
Since the electric dipole occupies an infinitesimal volume, the integra­
tion of equation II.4 over a dipole at the origin yields
(IV.1)
where p is the dipole moment. In general, p can be written
(IV.2)
where px, py and pz are the components of p in the x-, y- and 
z-directions. Carrying out the operation indicated in equation IV.1 then 
yields the rectangular components of the electric field:
(IV.3)
wave normals N1 and N2 and the unit vector in the radical direction er
are contained in a plane of constant 0 ̸but are not in general parallel. The
angle ξm, the index of refraction nm and the amplitude of each wave depends 
on the polar angle θ .
It is pointed out by Bunkin that the conditions imposed in evaluating 
I, z - z' > 0 and that χ not be close to zero, are actually not essential 
so that the preceding expressions for the Green's function are valid for
arbitrary angles of θ .
IV. THE ELECTRIC DIPOLE FIELD
25.
(IV.4)
To find the components along eξm, the relations
(IV.7)
(IV.10)
(IV.12)
where the components of are evaluated at r' =0.
It will now be convenient to express the field of each wave in terms
of a more natural coordinate system. The spherical coordinate system with
unit vectors er, eθ and e0 ̸is rotated about the vector e0 ̸by an angle 
(θ - ξ1) for the first wave and by an angle (θ - ξ2) for the second wave.
The unit vectors in the two new systems are then N1, eξ1, e0,̸ and
N2, eξ2, e0 ̸where Nm is the normal to the mth wave front and eξm and
e0̸ lie in the plane of the mth wave front as shown in Figure 3 for the 
first wave. The field of the first wave will be expressed in terms of its 
components along N1, eξ1 and e0 ̸and the field of the second wave will 
be expressed in terms of its component along N2, eξ2 and e0.̸ In order 
to obtain the component of the mth wave among Nm, it is noted that
(IV.5)
(IV.6)
(IV.8)
(IV.9)
are used, and for the components along e0,̸ the relations
(IV.11)
26.
Fig. 3. Coordinate system obtained by rotating original system about 
e0.̸ Wave front is perpendicular to page.
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are used. The procedure is then to separate equation IV.3 into its two waves 
and through the use of equations IV.4 through IV.12, to calculate the com­
ponents of each wave in its appropriate coordinate system. The final result
of this procedure is
(IV.13)
where Bm, Cm and Dm are given by 
(IV.14)
(IV.15)
(IV.16)
It is observed from the preceding equations that the components of the elec­
tric field of the mth wave along Nm and eξm are in phase (or 180º out of
phase) and that the component along e0̸ is 90º out of phase with the other
two components. Thus the field of each wave is in general elliptically
polarized in the plane of its wave front.
28.
V. EVALUATION OF THE FAR-ZONE FIELD OF A DIPOLE FOR θ = 0, π/2
(V.1)
Substituting these values into equations III.33 and III.37, one obtains
(V.2)
so that from equation III.46b,
(V.3)
Using equation III.46a, it can be shown that
(V.4)
For θ = π∕2 it is found that
(V.5)
(V.6)
In general, it is not an easy task to evaluate the far-zone field for 
arbitrary values of θ from the expressions given in Section III. The dif­
ficulty is that equation III.42 is transcendental and cannot be solved 
explicitly for ξm in terms of θ. However, as shown by Bunkin10, solu­
tions can be obtained for the particular directions, θ = 0, π/2. These 
solutions will be carried out for a dipole in the z- and x-directions.
For θ = 0, it is evident that the solutions of equation III.42 are
29.
(V.7)
(V.8)
(V.9)
From equation IV.3, the electric field for an electric dipole of moment
pz in the z-direction at the origin is given by 
(V.10)
where ex, ey and ez are unit vectors in the x-, y- and z-directions
respectively. From equations III.75, III.78, III.81, IV.1 and V.2, it
is found that for θ = 0
(V.12)
For an electric dipole in the x-direction at the origin
(V.13)
and it is found that for θ = 0
(V.11)
Similarly, for θ = π∕2, the result is
30.
(V.14)
and for θ = π/2 and 0 ̸= 0 that
(V.15)
VI. THE CASE OF SMALL ωp/ω AND ωg/ω
It has been pointed out in Section V that in general it is difficult
to evaluate the expressions given in Section III for the far-zone dyadic
Green's function. However, it is possible to obtain a solution easily for 
the case of a weak magnetic field and a small electron density. This
solution will be derived below.
The medium of interest is a magnetically-biased cold plasma in which
the thermal electron velocities and the ion motion are neglected. If n
is the number of electrons per unit volume, m is the electron mass, e
is the electronic charge and Bo is the magnetostatic field, then the
angular plasma frequency ωp and the angular gyro-frequency ωg are de- 
fined by
(VI.1)
where εo is the permittivity of free space. With the magnetostatic field 
in the z-direction, it can be shown that the quantities ε, η and g of 
equation III.5 are given by4
By substituting equations VI.3, VI.4 and VI.5 into equations III.33 and 
III.37, the expression for the indices of refraction is found to be
31.
(VI.2)
(VI.4)
(VI.5)
(VI.3)
32.
(VI.6)
where the first and second subscript correspond to the upper and lower 
sign, respectively. It is now assumed that the electron density and mag­
netostatic field are small so that the inequalities
(VI.7)
are satisfied. Omitting for the present the region near ξ = π/2 and 
using the binomial expansion, the radical of equation VI.6 can be written
(VI.8)
Inserting equation VI.8 into equation VI.6 and neglecting terms of higher 
order than cubic in ωp∕ω and ωg∕ω, one obtains
(VI.9)
Approximating the denominator of equation VI.9 by use of the binomial ex­
pansion and again neglecting terms of higher order than cubic, the approxi­
mation
33.
(VI.10)
is obtained. By differentiating equation VI.10, equation III.41 for ξ1 and 
ξ2 becomes
(VI.11)
Since ω2pωg∕2ω3 is a small quantity, (ξ1,2 - θ) is small, so that one can 
write
(VI.12)
This may be solved for sin ξ1,2 and cos ξ1,2 with the result
(VI.13)
Inserting equation VI.14 into equation VI.10 one obtains
(VI.15)
and equation VI.12 yields
(VI.16)
Through the use of the preceding equations the expressions of Section IV
(VI.14)
34.
for the dipole field can be easily evaluated. Equation III.46a for Am(θ)
will first be considered. Using equations VI.3 and VI.4 one obtains to
lowest order
(VI.17)
so that from equations VI.13 and VI.15, one obtains
(VI.18)
Equations VI.4 and VI.5 yield
(VI.19)
and from equations VI.13, VI.15 and VI.4 it is found that
(VI.20)
Combining equations VI.19 and VI.20, one obtains
(VI.21)
so that to lowest order
(VI.22)
It can be shown that
35.
(VI.23)
so that from equations VI.11, VI.14 and VI.16 one obtains
(VI.24)
Substituting the preceding equations into equation III.46a, the expression
for Am(θ) becomes 
For a dipole in the z-direction at the origin, the field is given by
equations IV.13 through IV.16 with px = py = 0. It is found that to 
lowest order
(VI.26)
so that equation IV.14 for Bm yields
(VI.28)
It can be shown that
(VI.25)
(VI.27)
(VI.29)
so that Cm is given by 
(VI.30)
It can also be shown that
(VI.31)
so that Dm is given by 
(VI.32)
Inserting the preceding expressions into equation IV.13, one obtains
(VI.33)
The components in the N1 and N2 directions can be neglected because of 
the factor ω2pωg∕ω3 so that equation VI.33 becomes 
(VI.34)
36.
It is interesting to note that the dipole has excited the two waves with
equal amplitudes. In evaluating the amplitudes of the various components of
E, only the lowest order terms have been retained. However, since ψ1 and
37.
ψ2 appear multiplied by the large quantity kr, higher order terms in ψ1 
and ψ2 must be retained to ensure the correct phase of each wave in equa­
tion VI.34. Thus equations III.46b, VI.15 and VI.16 yield
(VI.35)
Substituting equation VI.35 into equation VI.34 and noting that
(VI.36)
(VI.37)
(VI.38)
the expression for the electric field becomes
(VI.39)
where
(VI.40)
Thus from equation VI.39 the result is obtained that the amplitude is the
same as in the free-space case but that a Faraday rotation of the E vector
takes place. At a particular point in space the vector E is linearly
polarized but the polarization direction changes with r . The rotation of 
E per unit length is given by equation VI.40; since ωg is proportional to 
the magnetostatic field it is observed that the amount of rotation is propor­
tional to the component of the magnetostatic field in the direction of
propagation.
38.
As can be shown from equation V.12, equation VI.39 is valid at 
θ = π/2 so that the earlier restriction that ξ ≠ π∕2 is not essential.
For a dipole in the x-direction at the origin, it can be shown in
a similar manner that
(VI.41)
(VI.42)
where
(VI.43)
Thus the amplitude is again identical to the free-space case but the direc­
tion of E rotates with r by the angle β per unit length.
By the use of expressions for the dipole field it is not difficult
to calculate the field for an arbitrary linear current distribution. For 
example, consider the current
flowing along the z-axis between the limits
(VI.45)
(VI.44)
39.
where
(VI.46)
This is the current which would flow on a thin half-wave linear antenna 
along the z-axis. Since the current I flowing on a dipole of length dz 
is related to the dipole moment by the equation
(VI.47)
it follows from equation VI.39 that the field of the current of equation
VI.44 is
(VI.48)
where the fact has been used that the distance from a point on the z-axis
at z' to the observation point in the far zone is r - z' cos θ. The 
integration of equation VI.48 yields
(VI.49)
As is expected the amplitude is again identical to the free-space case but
the Faraday rotation is present.
The result for a half-wave linear antenna in the x-direction is
40.
(VI.50)
where α is given by equation VI.43.
(VII.1)
(VII.2)
Equation VII.2 yields
(VII.3)
(VII.4)
Using equation VII.3, equation III.41 for m = 1 becomes
VII. THE CASE OF INFINITE ωg∕ω 
Another situation in which it is possible to evaluate the far-zone
field of a dipole is that in which the magnitude of the magnetostatic
field is infinitely large. It will be seen that the radiation for this
case is greatly altered from the isotropic case. Under the condition
equation VI.6 for the indices of refraction becomes (except at ξ = 0)
so that
41.
(VII.5)
(VII.6)
(VII.7)
(VII.8)
(VII.9)
(VII.10)
It can also be shown from equation VII.10 that
This equation may be solved for tan ξ1 to yield
It is now possible to express n21 in terms of θ by substituting equation 
VII.8 into equation VII.3 to yield
Combining equations VII.5, VII.7 and VII.8, it is found that
42.
(VII.11)
(VII.12)
Using the preceding equations, it is now possible to calculate A1(θ). 
Differentiating equation VII.5, one obtains
(VII.13)
which becomes, upon substitution of equations VII.7 and VII.8
(VII.14)
It is known from equation VI.23 that
so that a combination of equations VII.11 and VII.14 yields
(VII.15)
43.
Under the condition VII.1, equations VI.3, VI.4 and VI.5 yield
(VII.16)
(VII.17)
which exhibits that the off-diagonal terms of the permittivity matrix vanish 
for an infinite magnetic field, a property also found in the case of a uni- 
axial crystal. With the insertion of the previous equations, equation 
III.46a for A1(θ) becomes
(VII.20)
For the wave with index of refraction n2, equation III.41 becomes
(VII.21)
so that
(VII.22)
and from equation III.46a
(VII.23)
(VII.18)
(VII.19)
44.
A dipole in the x-direction will now be considered for which the
field is given by equation IV.13 with py = pz = 0 . Noting that g = 0, 
equations IV.14, IV.15 and IV.16 for the first wave become
(VII.24)
(VII.26)
For the second wave with n2 = 1, g = 0, one obtains
(VII.27)
From equations IV.l4, IV.15 and IV.16, the quantity D2 is given in 
general by
(VII.29)
It can be shown that
(VII.30)
so that with g = 0 and n2 = 1, equation VII.29 becomes
(VII.31)
Using the preceding equations and noting that
(VII.25)
(VII.28)
equation IV.13 becomes
(VII.36)
From equations VII.7, VII.8, VII.9, VII.11, VII.12 and VII.18, it is found
that
and that
(VII.37)
(VII.38)
Thus equation VII.36 becomes
45.
(VII.32)
(VII.33)
(VII.34)
(VII.35)
46.
(VII.39)
Since ψ2 = n2cos(ξ2 - θ) = 1, equation VII.39 can be written
(VII.40)
where
(VII.41)
Equation VII.40 is the desired expression for the electric field of an x- 
directed dipole. It can be shown that the associated magnetic field is
(VII.42)
so that the time average Poynting vector is given by
(VII.43)
for ψ21 > 0. If ψ21 < 0, the first wave does not contribute in the far zone 
because it is attenuated and one obtains
(VII.44)
47.
(VII.45)
(VII.46)
Integrating with respect to 0 ̸gives
Radiation patterns corresponding to equations VII.43 and VII.44 are shown
in Figure 4 for the half-plane 0 ̸= 0 for various values of ωp∕ω. For
ωp∕ω < 1 it is observed that as ωp∕ω approaches unity, the radiation 
pattern shrinks while the direction of maximum radiation approaches the axis
of the dipole. For ωp/ω > 1 and 0 ̸= 0 there is no radiation in the 
region ψ21 < 0 which corresponds to the angular region
The magnitude of actually increases without limit near sin θ = ω∕ωp and 
an investigation shows that an infinite amount of power emanates from the 
dipole under the condition ωp∕ω > 1. This is in agreement with the calcu­
lations of Kogelnik11 which show that the radiation resistance of the dipole
is infinite if ωp∕ω > 1. If losses in the plasma are taken into account 
it is expected that the field would not diverge at sin θ - ω∕ωp but that 
large values of the field and radiation resistance would result.
It is of interest to calculate the radiation resistance of the x-
directed dipole for ωp∕ω < 1. From equation VII.43, the total power 
radiated by the dipole is
48.
Fig. 4. Time average Poynting vector 
in the half plane 0̸ = 0 for 
an x-directed dipole and in- 
finite magnetostatic field.
49.
(VII.47)
The first integral is given by13
(VII.48)
(VII.49)
The radiation resistance is defined by
(VII.50)
and ℓ is the length of the dipoIe. Thus
(VII.51)
so that equation VII.47 becomes
where I is the current flowing in the dipole
where λo is the free-space wavelength. This result agrees with that of 
Kogelnik which was obtained by a different method.
The field for a dipole in the z-direction can be carried through in
a similar manner. The results are
(VII.53)
(VII.54)
(VII.55)
Equation VII.45 is valid for ψ21 > 0. For ψ21 < 0,
Integrating13, one obtains
(VII.56)
which again agrees with Kogelnik's result.
50.
. Radiation
patterns corresponding to equation VII.55 are shown in Figures 5 and 6 for
the half plane 0 ̸= 0. For ωp∕ω < 1, the radiation pattern becomes very 
directional as ωp∕ω approaches 1 with the maximum radiation occurring at θ = 90º. 
If ωp∕ω > 1, there is no radiation in the region given by VII.45 and the 
field again diverges at sin θ = ω∕ωp.
From equations VII.50, VII.51 and VII.54, the radiation resistance of
the z-directed dipole for ωp∕ω < 1 is given by 
51.
Fig. 5. Time average Poynting vector in the half plane 0 ̸= 0 for a
z-directed dipole with ωp∕ω < 1 and an infinite magnetostatic 
field.
52.
Fig. 6. Time average Poynting vector in the half plane 0 ̸= 0 for a 
z-directed dipole with ωp∕ω > 1 and an infinite magneto- 
static field.
53.
The general expression for the far-zone dyadic Green's function for an
anisotropic medium has been derived following Bunkin. Because of the mathe­
matical complexities involved, it is in general difficult to obtain radiation
patterns for a given current distribution. However, for the simple radiating
system of an electric dipole in a cold plasma, solutions are obtained for 
the cases for which ωp2∕ω2 << 1 , ω2g∕ω2 << 1 and ωg∕ω = ∞.
For the case of low plasma density and weak magnetic field, ω2p∕ω2 << 1
and ω2g∕ω2 << 1, the anisotropy introduces a Faraday rotation of the field
which is proportional to the magnetostatic field in the direction of
propagation although the amplitude of the field is identical to the
isotropic case.
For the case of infinite magnetic field, the radiation is greatly 
modified and, in the lossless case, can assume an infinite magnitude 
although a corresponding infinite radiation resistance exists. It is ex­
pected that although an infinite magnetic field is assumed, the resulting 
expressions for the radiation field are good approximations if the condi­
tions
(VIII.1)
hold.
VIII. CONCLUSIONS
54.
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