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Abstract: Let the DRO (Diffeomorphism, Reparametrization, Observer) alge-
bra DRO(N) be the extension of diff(N) ⊕ diff(1) by its four inequivalent
Virasoro-like cocycles. Here diff(N) is the diffeomorphism algebra in N -dimen-
sional spacetime and diff(1) describes reparametrizations of trajectories in the
space of tensor-valued p-jets. DRO(N) has a Fock module for each p and each
representation of gl(N). Analogous representations for gauge algebras (higher-
dimensional Kac-Moody algebras) are also given. The reparametrization symme-
try can be eliminated by a gauge fixing procedure, resulting in previously discov-
ered modules. In this process, two DRO(N) cocycles transmute into anisotropic
cocycles for diff(N). Thus the Fock modules of toroidal Lie algebras and their
derivation algebras are geometrically explained.
1. Introduction
Consider the algebra of diffeomorphisms in N -dimensional spacetime, diff(N).
The classical representations act on tensor densities over spacetime [7,18], but
this is not a good starting point for quantization. Na¨ıvely, one would try to intro-
duce canonical momenta and normal order, but this only works in one dimension,
where this procedure gives Fock representations of the Virasoro algebra. In higher
dimensions, infinities are encountered; formally, a central extension proportional
to the number of time-independent functions arises. Moreover, diff(N) has no
central extension when N > 1.
diff(N) acts naturally on the corresponding space of p-jets, p finite. The
infinite jet space is essentially the space of functions, insofar as functions may be
identified with their Taylor series. This realization of diff(N) is finite-dimen-
sional but non-linear; diffeomorphisms act linearly on the Taylor coefficients
with matrices depending non-linearly on the base point. The corresponding Fock
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representation is well defined but not very interesting, because it gives us back
the original tensor densities (and derivatives thereof), and no extensions arise.
To remedy this, consider the space of trajectories in jet space. diff(N) acts
naturally on this space as well, but in a highly reducible fashion; the realiza-
tion is a continuous direct sum because every point on a trajectory transforms
independently of its neighbors. This degeneracy can be lifted by adding an ex-
tra diff(1) factor describing reparametrizations, and thus the total algebra is
diff(N)⊕ diff(1). The DRO algebra DRO(N) is the extension of this algebra
by its four independent Virasoro-like cocycles, which are non-central except in
one dimension. The canonical normal ordering with respect to reparametriza-
tions results in Fock modules for DRO(N). On the group level, this corresponds
to a representation up to a local phase; only if the phase is globally constant,
the Lie algebra extension is central.
Reparametrizations are then eliminated by Hamiltonian reduction. Since they
generate first class constraints, a gauge fixing condition must be introduced; a
natural choice is to identify one coordinate with the parameter along the tra-
jectory. Poisson brackets are now replaced with Dirac brackets before normal
ordering. This yields a projective realization of diff(N), which was discovered
by hand in [14] (that paper was limited to zero-jets). In particular, two of the
diff(N)⊕ diff(1) cocycles transmute into the anisotropic diff(N) extensions
described in that paper. By further specialization to scalar-valued jets (and
choosing a Fourier basis on the N -dimensional torus), we recover the results of
[8] on the derivation algebra of toroidal Lie algebras. I thus give a complete geo-
metrical explanation of the rather surprising results in [8,14], and generalize in
two ways: reparametrizations are separated from diffeomorphisms, and arbitrary
tensor-valued p-jets are considered, not only zero-jets.
Berman and Billig [1] independently studied tensor-valued objects, but only
as modules over the “spatial” subalgebra diff(N − 1). For a supersymmetric
generalization, see [15]. Proper representations were studied in [7].
It was noted by several authors [1,15] that the gauge-fixed algebra is “space-
time asymmetric” in the sense that time is a distinguished direction. In the
present work this anisotropy is isolated in the gauge fixing condition, whereas
the underlying algebraic structure is completely isotropic.
The gauge algebra map(N, g), i.e. the algebra of maps from N -dimensional
spacetime to a finite-dimensional Lie algebra g, has similar projective repre-
sentations. This representation theory is also developed in the present paper,
and thus the results of [1,2,6,9,14,17] on toroidal Lie algebras are geometrically
explained and generalized.
All considerations in this paper are local, but I expect that the results can be
globalized without too much difficulty. It is clear that the first de Rham homology
plays an important roˆle, both because the basic objects are one-dimensional
trajectories and because closed one-chains appear in (2.6) below.
2. The Algebra DRO(N)
Let ξ = ξµ(x)∂µ, x ∈ RN , ∂µ = ∂/∂xµ, be a vector field, with commutator
[ξ, η] ≡ ξµ∂µην∂ν − ην∂νξµ∂µ. Greek indices µ, ν = 0, 1, .., N−1 label the space-
time coordinates and the summation convention is used on all kinds of indices.
The diffeomorphism algebra (algebra of vector fields, Witt algebra) diff(N) is
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generated by Lie derivatives Lξ. In particular, we refer to diffeomorphisms on
the circle as reparametrizations. They form an additional diff(1) algebra with
generators L(t), t ∈ S1. diff(N)⊕ diff(1) is the Lie algebra with brackets
[Lξ,Lη] = L[ξ,η],
[L(s),Lξ] = 0, (2.1)
[L(s), L(t)] = (L(s) + L(t))δ˙(s− t).
Alternatively, we describe reparametrizations in terms of generators Lf , where
f = f(t)d/dt is a vector field on the circle:
Lf =
∫
dt f(t)L(t).
The commutator is [f, g] = (f g˙−gf˙)d/dt, where a dot indicates the t derivative.
The assumption that t ∈ S1 is for technical simplicity; it enables jets to be
expanded in a Fourier series, but it is physically quite unjustified because it
means that spacetime is periodic in the time direction. However, all we really
need is that
∫
dt F˙ (t) = 0 for all functions F (t). Most results are unchanged if we
instead take t ∈ R and replace Fourier sums with Fourier integrals everywhere.
IntroduceN priviledged functions on the circle qµ(t), which can be interpreted
as the trajectory of an observer (or base point). Let the observer algebra Obs(N)
be the space of local functionals of qµ(t), i.e. polynomial functions of qµ(t),
q˙µ(t), ... dkqµ(t)/dtk, k finite, regarded as a commutative Lie algebra. The DRO
(Diffeomorphism, Reparametrization, Observer) algebra DRO(N) is an abelian
but non-central Lie algebra extension of diff(N)⊕ diff(1) by Obs(N):
0 −→ Obs(N) −→ DRO(N) −→ diff(N)⊕ diff(1) −→ 0. (2.2)
The extension depends on the four parameters cj , j = 1, 2, 3, 4, to be called
abelian charges; the name is chosen in analogy with the central charge of the
Virasoro algebra. The sequence (2.2) splits (DRO(N) is a semi-direct product)
iff all four abelian charges vanish. The brackets are given by
[Lξ,Lη] = L[ξ,η] +
1
2πi
∫
dt q˙ρ(t)
(
c1∂ρ∂νξ
µ(q(t))∂µη
ν(q(t)) +
+c2∂ρ∂µξ
µ(q(t))∂νη
ν(q(t))
)
,
[Lf ,Lξ] =
1
4πi
∫
dt (c3f¨(t)− ia3f˙(t))∂µξ
µ(q(t)),
[Lf , Lg] = L[f,g] +
c4
24πi
∫
dt(f¨(t)g˙(t)− f˙(t)g(t)), (2.3)
[Lξ, q
µ(t)] = ξµ(q(t)),
[Lf , q
µ(t)] = −f(t)q˙µ(t),
[qµ(s), qν(t)] = 0,
extended to all of Obs(N) by Leibniz’ rule and linearity. The parameter a3 is
cohomologically trivial and can be removed by the redefinition
Lξ → Lξ +
ia3
4πi
∫
dt ∂µξ
µ(q(t)). (2.4)
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The remaining four cocycles are non-trivial. We identify c4 as the central charge
in the Virasoro algebra generated by reparametrizations.
It is not difficult to reformulate the DRO algebra as a proper Lie algebra, by
introducing a compete basis for Obs(N). In fact, it suffices to consider the two
linear operators S0(F ) and S
ρ
1 (Fρ), defined for two arbitrary functions F (t, x)
and Fρ(t, x), t ∈ S1, x ∈ RN ,
S0(F ) =
1
2πi
∫
dt F (t, q(t)),
(2.5)
Sρ1 (Fρ) =
1
2πi
∫
dt q˙ρ(t)Fρ(t, q(t)).
DRO(N) now takes the form
[Lξ,Lη] = L[ξ,η] + S
ρ
1 (c1∂ρ∂νξ
µ∂µη
ν + c2∂ρ∂µξ
µ∂νη
ν),
[Lf ,Lξ] =
1
2
S0((c3f¨ − ia3f˙)∂µξ
µ),
[Lf , Lg] = Lfg˙−f˙g +
c4
12
S0(f¨ g˙ − f˙ g),
[Lξ, S0(F )] = S0(ξ
µ∂µF ),
[Lf , S0(F )] = S0(f
∂F
∂t
+ f˙F ), (2.6)
[Lξ, S
ρ
1 (Fρ)] = S
ρ
1 (ξ
µ∂µFρ + ∂ρξ
µFµ),
[Lf , S
ρ
1 (Fρ)] = S
ρ
1 (f
∂Fρ
∂t
),
S0(
∂F
∂t
) + Sµ1 (∂µF ) ≡ 0,
S0(f) =
1
2πi
∫
dt f(t), if f(t) is independent of x,
where f˙ = df/dt. That (2.6) defines a Lie algebra follows from the explicit
realization in Theorem 1 below, but it is also straightforward to verify the Jacobi
identities.
If Fρ(t, x) is independent of t, S
ρ
1 (Fρ) is dual to closed one-forms, and as
such it can be viewed as a closed one-chain. Dzhumadil’daev [5] has given a list
of diff(N) extensions by modules of tensor fields; see also [16]. The cocycles
c1 and c2 are related to his cocycles ψ
W
4 and ψ
W
3 , respectively. In fact, they
are equal for Sρ1 an exact one-chain, but closed one-chains are not included
in Dzhumadil’daev’s list since they are not tensor modules. In one dimension,
S1(f) = 1/(2πi)
∫
dx0 f(x0), so the first line in (2.6) reduces to the Virasoro
algebra with central charge c = 12(c1 + c2).
The cocycles in DRO(N) have a natural origin from the diffeomorphism
algebra in (N + 1)-dimensional space. Let its coordinates be zA, where capital
indices A = −1, 0, 1, 2, ..., N run over N + 1 values and the extra direction is
labelled by −1. diff(N + 1) has an abelian extension with two Virasoro-like
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cocycles:
[LX ,LY ] = L[X ,Y] + S
C(c1∂C∂BX
A∂AY
B + c2∂C∂AX
A∂BY
B),
[LX , S
C(FC)] = S
C(XA∂AFC + ∂CX
AFA), (2.7)
SC(∂CF ) ≡ 0,
where X = XA(z)∂A is an (N +1)-dimensional vector field. The cocycles multi-
plying c1 and c2 are simply those found by Eswara Rao and Moody [8] and myself
[13], in one extra dimension. Now embed diff(N)⊕ diff(1) ⊂ diff(N + 1) in
the natural manner: zµ = xµ, z−1 = t, XA(z) = (ξµ(x), f(t)), LX = (Lξ, Lf ),
SC(FC) = S0(F ) + S
ρ
1 (Fρ), where F = F−1. Under this decomposition, (2.7)
restricts to (2.6) with c3 = 2c2, c4 = 12(c1 + c2), up to a trivial cocycle. How-
ever, it is easy to see that c3 and c4 are in fact independent parameters, so there
are four different cocycles in total. In Sect. 7 below I will show that the compli-
cated anisotropic cocycles in [14] can be obtained from (2.3) by a gauge-fixing
procedure.
We are interested in representations of DRO(N) that are of lowest energy
type with respect to the Hamiltonian
H = L−i d
dt
= −i
∫
dt L(t). (2.8)
Such a representation contains a cyclic state
∣∣0〉 (the vacuum), satisfying
H
∣∣0〉 = h∣∣0〉, (2.9)
and A
∣∣0〉 = 0 for every operator A such that [H,A] = −wAA, wA > 0. The
lowest energy h also characterizes the representation.
3. Preliminaries
Consider the space of V -valued functions over spacetime, where V carries an
gl(N) representation ̺. This is our configuration space which will be denoted
by Q. A basis is given by φα(x), x ∈ R
N , where the index α labels different
components of tensor densities. The fields can be either bosonic or fermionic,
but it is assumed that all components have the same parity. Let m = (m0,m1,
..,mN−1), all mµ > 0, be a multi-index of length |m| =
∑N−1
µ=0 mµ, let µ be
a unit vector in the µth direction, and let 0 be the multi-index of length zero.
Denote by
∂mφα(x) = ∂0..∂0︸ ︷︷ ︸
m0
.. ∂N−1..∂N−1︸ ︷︷ ︸
mN−1
φα(x). (3.1)
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Diffeomorphisms act as follows on derivatives of tensor densities:
[Lξ, ∂nφ(x)] = ∂n(−ξ
µ(x)∂µφ(x) − ∂νξ
µ̺(T νµ )φ(x))
(3.2)
= −ξµ(x)∂n+µφ(x) −
∑
|m|6|n|
Tm
n
(ξ(x))∂mφ(x),
Tm
n
(ξ) =
(
n
m
)
∂n−m+νξ
µ̺(T νµ )
+
(
n
m− µ
)
(1− δ
m−µ
n )∂n−m+µξ
µ̺(1), (3.3)
where the V index (α) was suppressed, m! = m0!m1!..mN−1! and(
n
m
)
= n!/m!(n−m)!. Our convention is that gl(N) has basis T µν and brackets
[T µν , T
σ
τ ] = δ
σ
ν T
µ
τ − δ
µ
τ T
σ
µ . (3.4)
̺(T νµ ) are the matrices in the representation ̺, acting on a tensor density with
p upper and q lower indices and weight κ as follows:
̺(T µν )φ
σ1..σp
τ1..τq
= −κδµνφ
σ1..σp
τ1..τq
+
p∑
i=1
δσiν φ
σ1..µ..σp
τ1..τq
−
q∑
j=1
δµτjφ
σ1..σp
τ1..ν..τq
. (3.5)
The matrices Tm
n
(ξ), with components Tm
n
(ξ)αβ , satisfy
Tm
n+ν(ξ) = ∂νξ
µδm
n+µ + T
m
n
(∂νξ) + T
m−ν
n
(ξ),
Tm0 (ξ) = δ
m
0 ∂νξ
µ̺(T νµ ),
∂νT
m
n
(ξ) = Tm
n
(∂νξ), (3.6)
Tm
n
([ξ, η]) = ξµTm
n
(∂µη)− η
νTm
n
(∂νξ)
+
∑
|m|6|r|6|n|
(T r
n
(ξ)Tm
r
(η)− T r
n
(η)Tm
r
(ξ)).
In particular, Tm
n
(ξ) = 0 if |m| > |n|.
Let tr denote the trace in gl(N) representation ̺. Define numbers dim(̺),
k0(̺), k1(̺), k2(̺) by
tr 1 = dim(̺),
tr T µν = k0(̺)δ
µ
ν , (3.7)
tr T µν T
σ
τ = k1(̺)δ
µ
τ δ
σ
ν + k2(̺)δ
µ
ν δ
σ
τ .
For an unconstrained tensor transforming as in (3.5),
dim(̺) = Np+q, k0(̺) = −(p− q − κN)N
p+q−1, (3.8)
k1(̺) = (p+ q)N
p+q−1, k2(̺) = ((p− q − κN)
2 − p− q)Np+q−2.
Note that if κ = (p − q)/N , ̺ is an sl(N) representation. Let Sℓ be the sym-
metric representation on ℓ lower indices, appropriate for multi-indices. We have
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dim(Sℓ) =
∑
m
δm
m
, etc., where
dim(Sℓ) =
(
N − 1 + ℓ
ℓ
)
, k0(Sℓ) =
(
N − 1 + ℓ
ℓ− 1
)
,
(3.9)
k1(Sℓ) =
(
N + ℓ
ℓ− 1
)
, k2(Sℓ) =
(
N − 1 + ℓ
ℓ− 2
)
.
Lemma 1.
i.
∑
|m|6p
δm
m
tr 1 =
(
N + p
p
)
dim(̺),
ii.
∑
|m|6p
tr Tm
m
(ξ) = ∂µξ
µ(
(
N + p
p
)
k0(̺) +
(
N + p
p− 1
)
dim(̺)),
iii.
∑
|m|6|n|6p
|n|6|m|6p
tr Tm
n
(ξ)Tn
m
(η) = ∂νξ
µ∂µη
ν(
(
N + p
p
)
k1(̺) +
(
N + p+ 1
p− 1
)
dim(̺))
+∂µξ
µ∂νη
ν(
(
N + p
p
)
k2(̺) +
(
N + p
p− 2
)
dim(̺) + 2
(
N + p
p− 1
)
k0(̺)).
Proof. If |m| = |n| = ℓ,
Tm
n
(ξ) = ∂µξ
ν(̺(T µν )δ
m
n
+ ̺(1)ζm
n
(T µν )), (3.10)
where ζm
n
(T µν ) are the representation matrices in Sℓ, acting on multi-indices.
Only the top values (3.10) contribute to the traces, which means that we can
ignore that higher jets do not transform as Sℓ-valued zero-jets. By the definition
(3.7) and (3.10),
dim(̺⊗ Sℓ) = dim(̺) · dim(Sℓ),
k0(̺⊗ Sℓ) = k0(̺)dim(Sℓ) + dim(̺) k0(Sℓ),
(3.11)
k1(̺⊗ Sℓ) = k1(̺)dim(Sℓ) + dim(̺) k1(Sℓ),
k2(̺⊗ Sℓ) = k2(̺)dim(Sℓ) + dim(̺) k2(Sℓ) + 2k0(̺)k0(Sℓ).
The lemma now follows from (3.9) and the following sums:
p∑
ℓ=0
dim(Sℓ) =
(
N + p
p
)
,
p∑
ℓ=0
k0(Sℓ) =
(
N + p
p− 1
)
,
(3.12)
p∑
ℓ=0
k1(Sℓ) =
(
N + p+ 1
p− 1
)
,
p∑
ℓ=0
k2(Sℓ) =
(
N + p
p− 2
)
.
⊓⊔
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4. Jet Space Trajectories
Let JpQ be the space of trajectories in the space of V -valued p-jets, with coor-
dinates (qµ(t), φα,m(t)), where |m| 6 p and t ∈ S1. The parameter t is referred
to as time and qµ(t) as the observer’s trajectory in spacetime. DRO(N) acts on
JpQ as follows:
[Lξ, φ,n(t)] = −
∑
|m|6|n|
Tm
n
(ξ(q(t)))φ,m(t),
[L(s), φ,n(t)] = −φ˙,n(t)δ(s− t) + λφ,n(t)δ˙(s− t) + iwφ,n(t)δ(s− t),
(4.1)
[Lξ, q
µ(t)] = ξµ(q(t)),
[L(s), qµ(t)] = −q˙µ(t)δ(s− t).
Clearly, there is a chain of inclusions J−1Q ⊂ J0Q ⊂ J1Q ⊂ . . . , where
J−1Q consists of qµ(t) only. Hence JpQ is reducible (but indecomposable) as a
DRO(N) realization. This kind of reducibility is not present in the Fock modules
below, because jets of all orders up to p are created from the vacuum, cf. (5.32).
We call λ the causal weight of φ, in contradistinction to its tensorial weight
κ. The shift parameter w can be eliminated by the redefinition
φ,n(t)→ e
−iwtφ,n(t), (4.2)
so it is only defined up to an integer. The triple (κ, λ, w) will collectively be
referred to as the weights of φ. The observer’s trajectory qµ(t) has causal weight
0 but it does not transform as a zero-jet under diffeomorphisms. However, its
time derivative has causal weight 1 and does transform as a (vector-valued)
zero-jet,
[Lξ, q˙
µ(t)] = ∂νξ
µ(q(t))q˙ν (t),
(4.3)
[L(s), q˙µ(t)] = −q¨µ(t)δ(s− t) + q˙µ(t)δ˙(s− t).
A point in J∞Q can be identified with a trajectory in the space of V -valued
functions via generating functions; for x = (xµ) ∈ RN , define
φα(x, t) =
∑
|m|>0
1
m!
φα,m(t)(x− q(t))
m, (4.4)
where
(x − q(t))m = (x0 − q0(t))m0 (x1 − q1(t))m1 ..(xN−1 − qN−1(t))mN−1 . (4.5)
φα(x, t) transforms as in (3.2) under diffeomorphisms and as (4.1) under repara-
metrizations; note that
d
dt
φα(x, t) =
∑
|m|>0
1
m!
(φ˙α,m(t)(x − q(t))
m −mµq˙
µ(t)φα,m(t)(x − q(t))
m−µ.
Moreover, ∂mφα(x, t) = φα,m(x, t). This formula suggests that we define a map
∂ˇµ : J
pQ −→ Jp+1Q,
∂ˇµq
ν(t) = δνµ, (4.6)
∂ˇµφ,n(t) = φ,n+µ(t),
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extended to the whole of JpQ by Leibniz’ rule and linearity. Further, define ∂ˇm
as in (3.1). This operator satisfies ∂ˇmf(q(t)) = ∂mf(q(t)) and
∂ˇµLξ = Lξ ∂ˇµ + ∂µξ
ν ∂ˇν ,
(4.7)
∂ˇµL(s) = L(s)∂ˇµ,
when acting on arbitrary functions on JpQ.
5. Realization in Fock Space
Consider the symplectic space JpP obtained by adjoining to JpQ dual coordi-
nates (jet momenta) (pµ(t), π
α,m(t)). The graded Poisson algebra C∞(JpP) is
the associative, graded commutative algebra on symbols (qµ(t), φα,m(t), pµ(t),
πα,m(t)), equipped with a compatible graded Lie structure: the Poisson bracket.
The only non-zero brackets are
[pµ(s), q
ν(t)] = δνµδ(s− t), (5.1)
[πα,m(s), φβ,n(t)] ≡ ∓[φβ,n(t), π
α,m(s)] = δm
n
δαβ δ(s− t),
where we here and henceforth use the convention that the upper sign refers to
bosons and the lower to fermions.
All functions over S1 can be expanded in a Fourier series; e.g.
φα,m(t) =
∞∑
n=−∞
φˆα,m(n)e
−int ≡ φ<α,m(t) + φˆα,m(0) + φ
>
α,m(t), (5.2)
where φ<α,m(t) (φ
>
α,m(t)) is the sum over negative (positive) frequency modes
only. φˆα,m(0) will be referred to as the zero mode. Quantization amounts to
replacing the Poisson brackets (5.1) by graded commutators; the Fock space
JpF is the universal enveloping algebra modulo relations
qµ<(t)
∣∣0〉 = p6µ (t)∣∣0〉 = πα,m6 (t)∣∣0〉 = φ<α,m(t)∣∣0〉 = 0, (5.3)
where p6µ (t) = p
<
µ (t) + pˆµ(0) and π
α,m
6 (t) = π
α,m
< (t) + πˆ
α,m(0).
Normal ordering is necessary to remove infinites and to obtain a well defined
action on Fock space. Let f(q(t), φ(t)) be a function of qµ(t), φ(t), as well as its
derivatives φ,m(t), but independent of the canonical momenta. Denote
:f(q(t), φ(t))pµ(t): = f(q(t), φ(t))p
6
µ (t) + p
>
µ (t)f(q(t), φ(t)), (5.4)
:fαβ (q(t))π
β,n(t)φα,m(t): = π
β,n
> (t)f
α
β (q(t))φα,m(t)± φα,m(t)f
α
β (q(t))π
β,n
6 (t).
In particular,
:π,n(t)Tm
n
(ξ)φ,m(t): = T
m
n
(ξ)αβ (π
β,n
> (t)φα,m(t)± φα,m(t)π
β,n
6 (t)).
We are now ready to state the main result.
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Theorem 1. The following operators provide a realization of DRO(N) on JpF :
Lξ =
∫
dt :ξµ(q(t))pµ(t): + T (ξ(q(t)), t),
T (ξ, t) = ∓
∑
|m|6|n|6p
:π,n(t)Tm
n
(ξ)φ,m(t): ,
L(t) = − : q˙µ(t)pµ(t): + L
′(t), (5.5)
L′(t) = ±
∑
|m|6p
{
− :π,m(t)φ˙,m(t): + λ :
d
dt
(π,m(t)φ,m(t)):
+iw :π,m(t)φ,m(t):
}
±
(
N + p
p
)
dim(̺)
λ− λ2 − w + w2
4πi
,
where the upper sign holds for bosons and the lower sign for fermions. The
abelian charges are c3 = 1 + c
′
3, a3 = 1 + a
′
3, c1 = 1 + c
′
1, c4 = 2N + c
′
4, where
c′1 = ±(
(
N + p
p
)
k1(̺) +
(
N + p+ 1
p− 1
)
dim(̺)),
c2 = ±(
(
N + p
p
)
k2(̺) +
(
N + p
p− 2
)
dim(̺) + 2
(
N + p
p− 1
)
k0(̺)),
c′3 = ±(2λ− 1)(
(
N + p
p
)
k0(̺) +
(
N + p
p− 1
)
dim(̺)), (5.6)
a′3 = ±(2w − 1)(
(
N + p
p
)
k0(̺) +
(
N + p
p− 1
)
dim(̺)),
c′4 = ±2(1− 6λ+ 6λ
2)
(
N + p
p
)
dim(̺).
dim(̺), k0(̺), k1(̺) and k2(̺) were defined in (3.7) and λ and w in (4.1).
From (5.5) we read off the transformation laws for the jet momenta.
[Lξ, pν(t)] = −∂νξ
µ(q(t))pµ(t)− T (∂νξ(q(t)), t),
[L(s), pν(t)] = pν(s)δ˙(s− t),
[Lξ, π
,m(t)] =
∑
|m|6|n|6p
π,n(t)Tm
n
(ξ(q(t))), (5.7)
[L(s), π,m(t)] = −π˙,m(t)δ(s− t) + (1− λ)π,m(t)δ˙(s− t)
−iwπ,m(t)δ(s− t).
Note the range of the sum, which depends on the order of the jet. In particular,
the top momentum π,m(t), |m| = p, transforms as a tensor-valued zero-jet.
Without normal ordering, Theorem 1 defines a proper but highly reducible
representation of diff(N); in fact, it is a continuous direct sum of p-jets, one for
each value of the time parameter t. This degeneracy is lifted by the introduction
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of the reparametrization algebra. Using (4.6), the diff(N) generators can be
written as
Lξ =
∫
dt ξµ(q(t))(pµ(t)±
∑
|m|6p
π,m(t)φ,m+µ(t))
∓
∑
|m|6p
π,m(t)∂ˇm(ξ
µ(q(t))φ,µ + ∂νξ
µ(q(t))̺(T νµ )φ(t)). (5.8)
All formulas simplify for zero-jets. T (ξ, t) = ∂νξ
µT νµ (t), where T
ν
µ (t) generate
the Kac-Moody algebra ĝl(N),
[T µν (s), T
σ
τ (t)] = (δ
σ
ν T
µ
τ (s)− δ
µ
τ T
σ
ν (s))δ(s − t)
∓
1
2πi
(k1(̺)δ
µ
τ δ
σ
ν + k2(̺)δ
µ
ν δ
σ
τ )δ˙(s− t), (5.9)
[L′(s), T µν (t)] = T
µ
ν (s)δ˙(s− t)∓
k0(̺)
4πi
δµν (δ¨(s− t) + iδ˙(s− t)).
It should be stressed that the action in Theorem 1 on JpF is manifestly
well defined, at least for the subalgebra of polynomial vector fields. Namely, a
monomial basis for JpF is given by finite strings in the non-negative modes
qˆµ(n), pˆµ(n), φˆα,m(n), πˆ
α,m(n), n > 0, |m| 6 p, and a generic element is a finite
linear combination of such monomials. For ξ a polynomial vector field, finiteness
is preserved by (5.5).
Split the delta function into positive and negative frequency parts:
δ>(t) =
1
2π
∑
m>0
e−imt, δ6(t) =
1
2π
∑
m60
e−imt. (5.10)
Lemma 2. [14]
i. δ>(t)δ6(−t)− δ>(−t)δ6(t) = −
1
2πi
δ˙(t),
ii. δ>(t)δ˙6(−t)− δ˙>(−t)δ6(t) =
1
4πi
(δ¨(t) + iδ˙(t)),
iii. δ˙>(t)δ˙6(−t)− δ˙>(−t)δ˙6(t) =
1
12πi
(
...
δ (t) + δ˙(t)).
Lemma 3. Let πA(s), φB(t), s, t ∈ S1, generate a graded Heisenberg algebra,
with non-zero brackets [πA(s), φB(t)] = δ
A
Bδ(s− t). Then
[πA>(s), φB(t)] = δ
A
Bδ
>(s− t), [φB(s), π
A
>(t)] = ∓δ
A
Bδ
>(t− s),
[πA6(s), φB(t)] = δ
A
Bδ
6(s− t), [φB(s), π
A
6(t)] = ∓δ
A
Bδ
6(t− s).
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Lemma 4. Define
F (t) = ∓ :πA(t)φ˙A(t): , E
A
B(t) = ∓ :π
A(t)φB(t): , (5.11)
where πA(s) and φB(t), defined as in the previous lemma, carry the same statis-
tics (so EAB(t) is bosonic). Then
[F (s), F (t)] = (F (s) + F (t))δ˙(s− t)
±δAA
1
12πi
(
...
δ (s− t) + δ˙(s− t)), (5.12)
[F (s), EAB(t)] = E
A
B(s)δ˙(s− t)∓ δ
A
B
1
4πi
(δ¨(s− t) + iδ˙(s− t)), (5.13)
[EAB(s), E
C
D(t)] = (δ
C
BE
A
D(s)− δ
A
DE
C
B (s))δ(s− t)
∓δADδ
C
B
1
2πi
δ˙(s− t). (5.14)
Proof. This lemma follows by direct calculation. The technique is illustrated for
(5.13) only,
[F (s), EAB(t)] = [∓π
C
>(s)φ˙C(s)− φ˙C(s)π
C
6(s),∓π
A
>(t)φB(t)− φB(t)π
A
6(t)]
=
{
πA>(s)
d
ds
(∓δ>(t− s))φB(t)± π
A
>(t)δ
>(s− t)φ˙B(s)
}
±
{
δ>(s− t)πA6(t)φ˙B(s)± π
A
>(s)φB(t)
d
ds
(∓δ6(t− s))
}
±
{
± φ˙B(s)π
A
>(t)δ
6(s− t) +
d
ds
(∓δ>(t− s))φB(t)π
A
6(s)
}
+
{
φ˙B(s)δ
6(s− t)πA6(t)± φB(t)
d
ds
(∓δ6(t− s))πA6(s)
}
= ∓πA>(s)φB(t)
d
ds
δ(t− s)± πA>(t)φ˙B(s)δ(s− t) (5.15)
+
d
ds
(∓δ>(t− s))δABδ
6(s− t) + φ˙B(s)π
A
6(t)δ(s− t)
±δ>(s− t)
d
ds
(δ6(t− s))δAB − φB(t)π
A
6(s)
d
ds
δ(t− s)
= ∓ :πA(s)φB(t):
d
ds
δ(t− s)± :πA(t)φ˙B(s): δ(s− t)
∓δAB(δ
>(s− t)δ˙6(t− s)− δ˙>(t− s)δ6(s− t)).
The result now follows by collecting terms and applying Lemma 2 to obtain the
central extension. ⊓⊔
Proof of Theorem 1. First we note that in proving the brackets with qµ(t),
normal ordering is irrelevant because Lξ is linear in pµ(t). This part is straight-
forward and not given here.
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We now turn to diffeomorphisms, and set L0ξ =
∫
ds :ξµ(s)pµ(s): , where we
abbreviate ξµ(q(s)) = ξµ(s), etc.,
[L0ξ ,L
0
η] =
∫∫
dsdt [ξµ(s)p6µ (s) + p
>
µ (s)ξ
µ(s), ην(t)p6ν (t) + p
>
ν (t)η
ν (t)]
=
∫∫
dsdt ξµ(s)(∂µη
ν(t)δ6(s− t))p6ν (t) + η
ν(t)(−∂νξ
µ(s)δ6(t− s))p6µ (s)
+ξµ(s)p>ν (t)(∂µη
ν(t)δ6(s− t)) + (−∂νξ
µ(s)δ>(t− s))ην(t)p6µ (s)
+(∂µη
ν(t)δ>(s− t))p6ν (t)ξ
µ(s) + p>µ (s)η
ν(t)(−∂νξ
µ(s)δ6(t− s))
+p>ν (t)(∂µη
ν(t)δ>(s− t))ξµ(s) + p>µ (s)(−∂νξ
µ(s)δ>(t− s))ην(t)
=
∫∫
dsdt ξµ(s)∂µη
ν(t)p6ν (t)δ(s− t) + ∂µη
ν(t)δ>(s− t)∂νξ
µ(s)δ6(t− s)
+p>µ (t)ξ
µ(s)∂µη
ν(t)δ(s − t)− ∂νξ
µ(s)δ>(t− s)∂µη
ν(t)δ6(s− t)
−ην(t)∂νξ
µ(s)p6µ (s)δ(s− t)− p
>
µ (s)η
ν(t)∂νξ
µ(s)δ(s− t) (5.16)
=
∫∫
dsdt :ξµ(s)∂µη
ν(t)pν(t): δ(s− t)− :η
ν(t)∂νξ
µ(s)pµ(s): δ(t− s)
+∂µη
ν(t)∂νξ
µ(s)(δ>(s− t)δ6(t− s)− δ>(t− s)δ6(s− t)).
We now apply Lemma 2 and integrate by parts, which yields
[L0ξ ,L
0
η] = L
0
[ξ,η] +
1
2πi
∫
ds ∂ν ξ˙
µ(s)∂µη
ν(s)
= L0[ξ,η] + S
ρ
1 (∂ρ∂νξ
µ∂µη
ν). (5.17)
Let capital indices run over both tensor indices and multi-indices, e.g. A =
(α,m), πA(s) = πα,m(s), φB(t) = φβ,m(t). Now, Lξ = L0ξ +
∫
dt T (ξ(q(t)), t),
where T (ξ, t) = TBA (ξ)E
A
B (t) in an obvious notation. E
A
B(t) is defined in (5.11),
the matrices TAB (ξ) satisfy the relations (3.6) and Lemma 1, with
δAA =
∑
|m|6p
δm
m
,
TAA (ξ) =
∑
|m|6p
tr Tm
m
(ξ), (5.18)
TAB (ξ)T
B
A (η) =
∑
|m|6|n|6p
|n|6|m|6p
tr Tm
n
(ξ)Tn
m
(η).
It follows from (5.14) that
[T (ξ(s), s), T (η(t), t)]
= (TCA (ξ(s))T
B
C (η(t)) − T
B
C (ξ(s))T
C
A (η(t)))E
A
B (s)δ(s− t)
∓
1
2πi
TAB (ξ(s))T
B
A (η(t))δ˙(s− t) (5.19)
= (T ([ξ(s), η(t)], s) − ξµ(s)T (∂µη(t), s) + η
ν(t)T (∂νξ(s), s))δ(s − t)
−
1
2πi
(c′1∂νξ
µ(s)∂µη
ν(t) + c2∂µξ
µ(s)∂νη
ν(t))δ˙(s− t),
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where the parameters c′1 and c2 can now be computed from Lemma 1, with the
result (5.6). Further,
[L0ξ, T (η(t), t)] = ξ
µ(t)T (∂µη(t), t),
without extension. This concludes the proof for the diff(N) subalgebra.
Next we turn to reparametrizations. They generate a Virasoro algebra with
central charge c, which may be written as
[L(s), L(t)] = (L(s) + L(t))δ˙(s− t) +
c
24πi
(
...
δ (s− t) + δ˙(s− t)). (5.20)
Set L0(s) = − : q˙µ(s)pµ(s): . This is recognized as being of the same form as F (s)
in Lemma 4, with N bosonic fields qµ(s), and thus they generate a Virasoro
algebra with central charge 2N . Set L(t) = L0(t) + L′(t), where
L′(t) = F (t)− λE˙AA(t)− iwE
A
A (t)± δ
A
A
λ− λ2 − w + w2
4πi
. (5.21)
By Lemma 4, these operators generate a Virasoro algebra with central charge
±2(1 − 6λ+ 6λ2)δAA . Moreover, [L
0(s), L′(t)] = 0 and the parameter c′ in (5.6)
follows from Lemma 1.
Finally, we want to prove that
[L(s),Lξ] =
1
4πi
(c3∂µξ¨
µ(s) + ia3∂µξ˙
µ(s)). (5.22)
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[L0(s),L0ξ ] = −
∫
dt [q˙µ(s)p6µ (s) + p
>
µ (s)q˙
µ(s), ξν(t)p6ν (t) + p
>
ν (t)ξ
ν(t)]
= −
∫
dt q˙µ(s)(∂µξ
ν(t)δ6(s− t))p6ν (t)− ξ
ν(t)
d
ds
(δµν δ
6(t− s))p6µ (s)
+q˙µ(s)p>ν (t)(∂µξ
ν(t)δ6(s− t))−
d
ds
(δµν δ
>(t− s))ξν(t)p6µ (s)
+(∂µξ
ν(t)δ>(s− t))p6ν (t)q˙
µ(s)− p>µ (s)ξ
ν(t)
d
ds
(δµν δ
6(t− s))
+p>ν (t)(∂µξ
ν(t)δ>(s− t))q˙µ(s)− p>µ (s)
d
ds
(δµν δ
>(t− s))ξν(t) (5.23)
= −
∫
dt q˙µ(s)∂µξ
ν(t)p6ν (t)δ(s− t) + ∂µξ
µ(t)δ>(s− t)
d
ds
δ6(t− s)
−ξµ(t)p6µ (s)
d
ds
δ(t− s) + p>ν (t)q˙
µ(s)∂µξ
ν(t)δ(s− t)
−
d
ds
δ>(t− s)∂µξ
µ(t)δ6(s− t)− p>µ (s)ξ
µ(t)
d
ds
δ(t− s)
=
∫
dt − : q˙µ(s)∂µξ
ν(t)pν(t): δ(s− t) + :ξ
µ(t)pµ(s): δ˙(s− t)
+∂µξ
µ(t)(δ>(s− t)δ˙6(t− s)− δ˙>(t− s)δ6(s− t))
=
1
4πi
(∂µξ¨
µ(s) + i∂µξ˙
µ(s)),
[L0(s), T (ξ(t), t)] = −q˙µ(s)T (∂µξ(t), t)δ(s− t), (5.24)
[L′(s), T (ξ(t), t)] = T (ξ(t), s)δ˙(s− t)
±
1
4πi
TAA (ξ(t))((2λ − 1)δ¨(s− t) + (2w − 1)δ˙(s− t)). (5.25)
To compute [L(s),
∫
dt T (ξ(t), t)], we note that the regular pieces from (5.24) and
(5.25) cancel, whereas the extension acquires the form (5.22). The parameters
c′3 and a
′
3 now follows from Lemma 1. ⊓⊔
The Fock module described in Theorem 1 is reducible, because it can be
decomposed according to the number of φ’s, the canonical momenta counting
negative. If there are several independent field species, a finer decomposition is
possible. An alternative way to see this is as follows.
Let us refer to φˆ,m(n) and πˆ
,m(n) as phase space modes of frequency n. The
reparametrization generators can be split as L(s) = L>(s) + L<(s), where the
raising operators L>(s) consist of Fourier modes of non-negative frequency (as
measured by the Hamiltonian (2.8)), and the lowering operators L<(s) consist
of negative ones. Clearly, every lowering operator contains at least one negative
frequency phase space mode. Because all expressions are normal ordered, low-
ering operators thus annihilate the vacuum. A similar decomposition should be
applied to Lξ = L
>
ξ + L
<
ξ , but since [L(s),Lξ] = 0 classically, there are no such
lowering operators.
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Define a cyclic state
∣∣∅〉 to be a state annihilated by all lowering operators:
L<(s)
∣∣∅〉 = 0. (5.26)
As is well known, an irreducible representation contains only one cyclic state.
Since the vacuum
∣∣0〉 is cyclic, the existence of additional cyclic states signals re-
ducibility. The following theorem describes some cyclic states and their energies,
but no claim is made that the list is exhaustive.
Theorem 2. The lowest energy (2.9) of the Fock representation in Theorem 1
is
h = ∓
1
2
(
N + p
p
)
dim(̺)((w −
1
2
)2 − (λ−
1
2
)2). (5.27)
For a scalar bosonic zero-jet, the state
∣∣n〉 = (φˆ(0))n∣∣0〉, n > 0, is cyclic with
energy h(n) = h+ nw. For fermionic tensor-valued p-jets, set
Ξˆℓ(n) =
∏
α
∏
|m|6ℓ
φˆα,m(n),
Ξˆ−ℓ−1(n) =
∏
α
∏
ℓ6|m|6p
πˆα,m(n) (5.28)
(ℓ > 0), where the products run over all components. The states∣∣k, ℓ〉 = Ξˆℓ(k − 1) . . . Ξˆℓ(0)∣∣0〉,∣∣k,−ℓ− 1〉 = Ξˆ−ℓ−1(k − 1) . . . Ξˆ−ℓ−1(0)∣∣0〉, (5.29)
are cyclic, with energy
h(k, ℓ) = h+
1
2
(
N + ℓ
ℓ
)
dim(̺) (k2 + (2w − 1)k), (5.30)
h(k,−ℓ− 1) = h+
1
2
{(N + p
p
)
−
(
N + ℓ− 1
ℓ− 1
)}
dim(̺) (k2 − (2w + 1)k).
Proof. Set Lˆ(m) = −i
∫
ds eimsL(s). Then the Virasoro algebra takes the form
[Lˆ(m), Lˆ(n)] = (n−m)Lˆ(m+ n)−
c
12
(m3 −m)δ(m+ n),
[Lˆ(m), φˆ,m(n)] = (n+ (1− λ)m+ w)φˆ,m(m+ n), (5.31)
[Lˆ(m), πˆ,m(n)] = (n− λm− w)πˆ,m(m+ n),
and the Hamiltonian H = Lˆ(0) (2.8). The action on the vacuum is (excluding
the observer)
Lˆ′(m)
∣∣0〉 = ±m−1∑
n=0
∑
|m|6p
(n− λm+ w)πˆ,m(m− n)φˆ,m(n)
∣∣0〉. (5.32)
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To compute parameters, note that
[Lˆ′(m), Lˆ′(−m)]
∣∣0〉 = (− c′
12
m3 + (
c′
12
− 2h)m)
∣∣0〉.
A straightforward calculation shows that c′ is given by (5.6) and h by (5.27).
The property that φ(t) is a scalar-valued zero-jet is preserved by Lξ and L(s).
Moreover, any lowering operator gives negative-frequency phase space modes
when acting on a zero mode, and hence the state is cyclic. The energy follows
from [Lˆ(0), φˆ(0)] = wφˆ(0).
Now consider fermions and ℓ > 0. When Lξ acts on Ξˆℓ(n), jets of order |m| 6 ℓ
are produced, but no higher-order jets. Also, L(s) preserves jet order. When
acting on Ξℓ(n), a lowering operator produces a sum of terms, each containing
at least one phase space mode with frequency less than n, and jet order at most
ℓ. However, the state
∣∣k, ℓ〉 is the product of all such modes, so the fermionic
property makes all these terms vanish. Hence
∣∣k, ℓ〉 is cyclic. The energy h(k, ℓ)
follows from the following calculation and Lemma 1:
[Lˆ(0), φˆ,m(n)] = (n+ w)φ,m(n),
[Lˆ(0), Ξˆℓ(n)] =
∑
|m|6ℓ
(n+ w)Ξˆℓ(n) (5.33)
= (n+ w)
(
N + ℓ
ℓ
)
dim(̺) Ξˆℓ(n),
Lˆ(0)
∣∣k, ℓ〉 = (h+ (N + ℓ
ℓ
)
dim(̺)
k−1∑
n=0
(n+ w)
)∣∣k, ℓ〉.
The case ℓ < 0 is completely analogous, except that Lξ increases the jet order.
⊓⊔
6. Gauge Algebra
Consider the gauge algebra map(N, g), i.e. maps from N -dimensional spacetime
to a finite-dimensional Lie algebra g, where g has basis Ja (hermitian if g is
compact and semisimple), structure constants fabc, and Killing metric δ
ab. The
brackets are
[Ja, Jb] = ifabcJ
c. (6.1)
Let δa ∝ tr Ja be a priviledged vector satisfying fabcδc ≡ 0. Clearly, δa = 0 if
Ja ∈ [g, g], but it may be non-zero on abelian factors. The primary example is
gl(d), where tr J ij ∝ δ
i
j . Our notation is similar to [10].
Let X = Xa(x)J
a, x ∈ RN , be a g-valued function and define [X,Y ] =
ifabcXaYbJ
c. The generators ofmap(N, g) are denoted by JX . The DGRO (Dif-
feomorphism, Gauge, Reparametrization, Observer) algebra DGRO(N, g) has
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brackets
[JX ,JY ] = J[X,Y ] −
1
2πi
(c5δ
ab + c8δ
aδb)
∫
dt q˙ρ(t)∂ρXa(q(t))Yb(q(t)),
[Lf ,JX ] =
1
4πi
δa
∫
dt (c6f¨(t)− ia6f˙(t))Xa(q(t)), (6.2)
[Lξ,JX ] = Jξµ∂µX −
c7
2πi
δa
∫
dt q˙ρ(t)Xa(q(t))∂ρ∂µξ
µ(q(t)),
[JX , q
µ(t)] = 0,
in addition to (2.3).
Alternatively, we can describe DGRO(N, g) by the relations
[JX ,JY ] = J[X,Y ] − (c5δ
ab + c8δ
aδb)Sρ1 (∂ρXaYb),
[Lf ,JX ] =
1
2
δaS0((c6f¨ − ia6f˙)Xa), (6.3)
[Lξ,JX ] = Jξµ∂µX − c7δ
aSρ1 (Xa∂ρ∂µξ
µ),
[JX , S0(F )] = [JX , S
ρ
1 (Fρ)] = 0,
in addition to (2.6). The cocycle proportional to a6 can be removed by the
redefinition
JX → JX +
ia6
2
δaS0(Xa),
(δa[X,Y ]a = 0), while the remaining terms define non-trivial extensions. In
particular, we recognize the c5 term as the higher-dimensional generalization of
the affine Kac-Moody algebra ĝ. The present notation has the advantage that
all abelian charges cj , j = 1, . . . , 8, can be discussed collectively.
Let M be a g representation. We write T µν = T
µ
ν ⊕ 1, J
a = 1⊕ Ja, 1 = 1⊕ 1
for elements in gl(N)⊕ g, and abbreviate Ma = M(1⊕ Ja). map(N, g) acts on
JpQ and JpP in the following fashion (V indices suppressed):
[JX , φ,n(t)] = −
∑
|m|6|n|
Jm
n
(X(q(t)))φ,m(t),
[JX , π
,m(t)] =
∑
|m|6|n|6p
π,n(t)Jm
n
(X(q(t))), (6.4)
Jm
n
(X) ≡
(
n
m
)
∂n−mXaM
a,
[JX , q
µ(t)] = [JX , pν(t)] = 0.
The expression for the matrices Jm
n
(X), with components Jm
n
(X)αβ , follows im-
mediately from
[JX , φ,n(t)] = ∂n(−Xa(q(t))M
aφ(q(t))).
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They satisfy the following relations:
Jm
n+µ(X) = J
m
n
(∂µX) + J
m−µ
n (X),
Jm0 (X) = δ
m
0 XaM
a,
∂µJ
m
n
(X) = Jm
n
(∂µX), (6.5)
Jm
n
([X,Y ]) =
∑
|m|6|r|6|n|
Jr
n
(X)Jm
r
(Y )− Jr
n
(Y )Jm
r
(X),
Jm
n
(ξµ∂µX) = ξ
µJm
n
(∂µX) +
∑
|m|6|r|6|n|
T r
n
(ξ)Jm
r
(X)− Jr
n
(X)Tm
r
(ξ).
In particular, Jm
n
(X) = 0 if |m| > |n| and Jm
n
(X) = XaM
aδm
n
if |m| = |n|.
Set trMa = zMδ
a and trMaM b = yMδ
ab + wMδ
aδb. For g semisimple,
wM = zM = 0 and yM = ψ
2xM , where ψ is the highest root of g and xM is a
positive integer (the Dynkin index of the g representation M) [10]. The analog
of Lemma 1 is
Lemma 5.
i.
∑
|m|6p
tr Jm
m
(X) = XazMδ
a
(
N + p
p
)
dim(̺),
ii.
∑
|m|,|n|6p
tr Jm
n
(X)Jn
m
(Y ) = (yMδ
ab + wMδ
aδb)
(
N + p
p
)
dim(̺)XaYb,
iii.
∑
|m|,|n|6p
tr Tm
n
(ξ)Jn
m
(X)
= ∂µξ
µXazMδ
a(
(
N + p
p
)
k0(̺) +
(
N + p
p− 1
)
dim(̺)).
Proof. As in Lemma 1, only terms with |m| = |n| contribute to the sums, and we
can hence think of Jm
n
(X) and Tm
n
(ξ) as representation matrices in ̺⊗M ⊗Sℓ.
Hence
i. =
p∑
ℓ=0
trMa dim(Sℓ)dim(̺),
ii. =
p∑
ℓ=0
trMaM bXaYb dim(Sℓ)dim(̺),
iii. =
p∑
ℓ=0
XatrM
a ∂µξ
µ(k0(̺)dim(Sℓ) + dim(̺) k0(Sℓ)).
We now apply (3.12) and use the definition of yM , zM and wM . ⊓⊔
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Theorem 3. The following operators, together with the operators in Theorem 1,
yield a realization of the algebra DGRO(N, g) on the Fock space JpF ,
JX =
∫
dt J(X(q(t)), t),
(6.6)
J(X, t) = ∓
∑
|m|6|n|6p
:π,n(t)Jm
n
(X)φ,m: (t).
The parameters are
c5 = ∓yM
(
N + p
p
)
dim(̺),
c6 = ±zMδ
a(2λ− 1)
(
N + p
p
)
dim(̺),
a6 = ±zMδ
a(2w − 1)
(
N + p
p
)
dim(̺), (6.7)
c7 = ∓zMδ
a(
(
N + p
p
)
k0(̺) +
(
N + p
p− 1
)
dim(̺)),
c8 = ∓wM
(
N + p
p
)
dim(̺).
Proof. We use the same notation as in the proof of Theorem 1. In particular,
capital indices A = (α,m) run over both internal and multi-indices, and we write
X(s) = X(q(s)), etc. Equation (6.6) can be written as J(X, s) = JBA (X)E
A
B(s),
where JAB satisfy relations (6.5) and E
A
B(s) is as in lemma 4. The following
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formulas follow immeditately from (5.13) and (5.14),
[J(X(s), s), J(Y (t), t)] = JBA (X(s))J
D
C (Y (t))×
×((δCBE
A
D(s)− δ
A
DE
C
B (s))δ(s − t)∓
1
2πi
δADδ
C
B δ˙(s− t))
= J([X,Y ](s), s)δ(s− t)∓
1
2πi
JBA (X(s))J
A
B (Y (t))δ˙(s− t),
[L0ξ, J(X(t), t)] = ξ
µ(t)J(∂µX(t), t),
[T (ξ(s), s), J(X(t), t)] = TBA (ξ(s))J
D
C (X(t))×
×((δCBE
A
D(s)− δ
A
DE
C
B (s))δ(s − t)∓
1
2πi
δADδ
C
B δ˙(s− t))
(6.8)
= (J(ξµ(s)∂µX(t), s)− ξ
µ(t)J(∂µX(t), s))δ(s− t)
∓
1
2πi
TBA (ξ(s))J
A
B (X(t))δ˙(s− t),
[L(s),JX ] ≡
1
4πi
(gaX¨a(s) + ib
aX˙a(s)),
[L0(s), J(X(t), t)] = −q˙µ(s)J(∂µX(t), t)δ(s− t),
[L′(s), J(X(t), t)] = JBA (X(t))(E
A
B (s)δ˙(s− t)
±
1
4πi
δAB((2λ− 1)δ¨(s− t) + (2w − 1)iδ˙(s− t))
= J(X(t), s)δ˙(s− t)±
1
4πi
JAA (X(t))((2λ− 1)δ¨(s− t) + (2w − 1)iδ˙(s− t)).
We now collect terms, integrate over t, and find that the regular terms give the
proper algebra, while Lemma 5 give the extension parameters. ⊓⊔
Since c5 must be positive in a unitary represention, the bosonic Fock space
carries a non-unitary representation.
In analogy with (5.8), we can write
J(X, t) = ∓
∑
|m|6p
:π,m(t)∂ˇm(Xa(q(t))M
aφ(t)): .
A slight generalization is possible. The gauge connection corresponds to the jet
Aaµ,m(t) with conjugate momentum E
µ,m
a (t). m˜ap(N, g) acts as
[JX , A
a
ν,n(t)] = −
∑
|m|6p
Jm
n
(X(q(t)))abA
b
ν,m(t) + ∂n+νX
a(q(t)), (6.9)
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where the matrices Jm
n
(X) are taken in the adjoint representation of g, i.e.
(Ma)bc = −if
ab
c. Thus the contribution to (6.6) is
J(X, t) =
∑
|m|6p
{
:Eµ,mb (t)∂ˇm(if
ab
cXaA
c
µ,m(t)): + ∂m+µX
aEµ,ma (t)
}
.(6.10)
Due to the non-homogeneous term in (6.9), the Fock space does not decompose
into subspaces with a fixed number of A’s as a m˜ap(N, g) module.
7. Constraints
Representations of DRO(N) can be restricted to diff(N) using techniques from
constrained Hamiltonian systems [3,11]. The same mechanism has appeared in
mathematics under the name Drinfeld-Sokolov reduction [4].
The space JpP is equipped with a natural graded symplectic structure, and
it can therefore be viewed as a classical phase space. Let P,R, ... label bosonic
constraints χP (q, p, φ, π). If DRO(N) acts in the phase space such that all con-
straints are preserved, we may consider the restriction to the constraint surface
χP ≈ 0. Weak equality (i.e. equality modulo constraints) is denoted by ≈. Con-
straints are classified as second or first class depending on whether the Poisson
bracket matrix CPR = [χP , χR] is invertible or not. First class constraints are
connected to gauge symmetries and they always generate a Lie algebra. How-
ever, it is often possible to go from first class to second class (by fixing a gauge)
and back (by dropping half the constraints).
Assume that all constraints are second class, if necessary by adding gauge-
fixing conditions. Then the matrix CPR has an inverse, denoted by ∆
PR:
∆PRCRS = δ
P
S . The Dirac bracket
[A,B]∗ = [A,B]− [A,χP ]∆
PR[χR, B] (7.1)
defines a new Lie bracket which is compatible with the constraints: [A,χR]
∗ = 0
for every A ∈ C∞(JpP).
Reparametrizations generate a Lie algebra and can hence be viewed as first
class constraints. A natural gauge choice is to identify one coordinate with the
time parameter. Thus, our constraints are
L(t) ≈ 0, q0(t)− t ≈ 0.
The Poisson bracket matrix C(s, t) and its inverse ∆(s, t) are, on the constraint
surface,
C(s, t) ≡ [χ(s), χT (t)] =
[(
q0(s)− s
L(s)
)
,
(
q0(t)− t L(t)
) ]
≈
(
0 δ(s− t)
−δ(s− t) c424πi (
...
δ (s− t) + δ˙(s− t))
)
, (7.2)
∆(s, t) ≈
(
c4
24πi(
...
δ (s− t) + δ˙(s− t)) −δ(s− t)
δ(s− t) 0
)
.
We now solve the constraints,
q0(t) = t, p0(t) = −q
i(t)pi(t) + L
′(t), (7.3)
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where the latin index i = 1, 2, ...N − 1 range over the remaining (“spatial”)
directions. If Lξ satisfy the DRO algebra (2.3) under the original bracket, the
Dirac brackets become
[Lξ,Lη]
∗ = L[ξ,η] +
1
2πi
∫
dt c1∂ν ξ˙
µ(q(t))∂µη
ν(q(t)) +
+c2∂µξ˙
µ(q(t))∂νη
ν(q(t)) +
+
1
4πi
∫
dt c3(∂νη
ν(q(t))ξ¨0(q(t)) − ∂µξ
µ(q(t))η¨0(q(t))) −
−ia3(∂νη
ν(q(t))ξ˙0(q(t))− ∂µξ
µ(q(t))η˙0(q(t))) + (7.4)
+
c4
24πi
∫
dt ξ¨0(q(t))η˙0(q(t))− ξ˙0(q(t))η0(q(t)),
[Lξ, q
µ(t)]∗ = ξµ(q(t)) − q˙µ(t)ξ0(q(t)),
[qµ(s), qν(t)]∗ = 0,
[L(s),Lξ]
∗ = [L(s), L(t)]∗ = [L(s), qµ(t)]∗ = 0,
where f˙(q(t)) = q˙ρ(t)∂ρf(q(t)) and
f¨(q(t)) = q¨ρ(t)∂ρf(q(t)) + q˙
ρ(t)q˙σ(t)∂ρ∂σf(q(t)). (7.5)
Some other Dirac brackets are
[pµ(s), pν(t)]
∗ = (δ0µpν(s) + δ
0
νpµ(t))δ˙(s− t),
[pµ(s), q
ν(t)]∗ = (δµν − q˙
µ(t)δ0ν)δ(s− t), (7.6)
[pµ(s), T (ξ(q(t)), t)]
∗ = T (∂µξ(q(s)), s)δ(s − t) + δ
0
µT (ξ(q(s)), s)δ˙(s− t).
Note that [Lξ, q0(t)]∗ = 0.
Equation (7.4) is the four-parameter extension of diff(N) found in [14]; it
was denoted by d˜iff(N ; c1, c2, c3, c4) in that paper. The parameters c1 and c2 are
the same as in that paper, but I have interchanged the names of the other two:
cold3 = 12c
new
4 and c
old
4 = c
new
3 . Note that two of the cocycles are anisotropic in
the sense that they single out the x0 direction. This anisotropy originates from
the gauge choice q0(t) ≈ t. I expect other gauge choices to give rise to even more
complicated cocycles. Therefore, it is natural to work with the full DRO algebra,
where the cocycles are of the simple Virasoro form.
Substitution of (7.3) into (5.5) gives
Lξ =
∫
dt :ξi(q(t))pi(t): − :ξ
0(q(t))q˙i(t)pi(t):
(7.7)
+ξ0(q(t))L′(t) + T (ξ(q(t)), t),
which is the realization found in [14]. These generators thus provide an explicit
realization of the gauge-fixed algebra (7.4). In particular, the Dirac brackets
agree with the original brackets since q0(t) and p0(t) have been eliminated.
We can recast (7.4) as a proper Lie algebra analogous to (2.6). However, this
algebra acquires a very complicated form, due to the second-order derivatives in
(7.5). Not only do the operators S0(F0) and S
ρ
1 (Fρ) enter, but two infinite fam-
ilies of linear operators Sν1..νnn (Fν1..νn), R
ρ|ν1..νn
n (Gρ|ν1..νn), where Fν1..νn(t, x),
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Gρ|ν1..νn(t, x), t ∈ S
1, x ∈ RN , are arbitrary functions, totally symmetric in the
indices ν1..νn. They have the explicit realization
Sν1..νnn (Fν1..νn) =
1
2πi
∫
dt q˙ν1(t)..q˙νn(t)Fν1..νn(t, q(t)), (7.8)
Rρ|ν1..νnn (Gρ|ν1..νn) =
1
2πi
∫
dt q¨ρ(t)q˙ν1 (t)..q˙νn(t)Gρ|ν1..νn(t, q(t)).
The resulting algebra was written down in [14].
The gauge algebra map(N, g) is reduced along similar lines. Since JX com-
mutes with both L(s) and q0(t) (before normal ordering), the gauge-fixed real-
ization of map(N, g) is simply obtained by substituting q0(t) = t in (6.6). After
normal ordering, the extension described in [14] arises, with parameters k = c5,
ga = c6δ
a and g′
a
= c7δ
a given by (6.7); c8 was not considered in that paper.
Realizations of toroidal Lie algebras are obtained by further specialization to the
N -dimensional torus.
8. Discussion
The representation theory of diffeomorphism and gauge algebras in more than
one dimension has been developed. The rather obscure results in [8,14] have been
given a natural geometric explanation in terms of jet space trajectories where
the reparametrization invariance has been eliminated by gauge fixing.
These manifestly well defined modules are “quantum general covariant”, in
the sense that they combine a diff(N) representation (general covariance) with
the following quantum properties: Poisson brackets are replaced with commu-
tators, normal ordered expressions act on a lowest-energy Fock space, and the
algebra acquires an extension. Moreover, these features are obtained without the
introduction of any classical background field. Therefore, these Fock modules can
be viewed as natural building blocks for theories of quantum gravity.
Classically, everything could be repeated by replacing trajectories by d-dimen-
sional extended objects (e.g. world sheets) in spacetime; simply reinterpret the
variable t in (5.5) as having d components ti. Reparametrization is now expressed
by diff(d):
[Li(s), Lj(t)] = Lj(s)∂iδ(s− t) + Li(t)∂jδ(s− t). (8.1)
However, the quantum theory only exists if d = 1 (and trivially if d = 0), because
otherwise normal ordering yields infinities and (8.1) has no central extension.
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