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Multivariate Analysis of Variance (MANOVA) is an important component in
multivariate data analysis. This thesis makes some contributions to the het-
eroscedastic MANOVA literature by proposing some new or modifying some ex-
isting testing procedures for the heteroscedastic one-way and two-way MANOVA.
Our work in this thesis contains three parts (Chapters 3 to 5). Each part can be
read separately.
In Chapter 3, we are focused on the heteroscedastic one-way MANOVA. We
considered tests of linear hypotheses in heteroscedastic one-way MANOVA via
modifying the Wilks’ likelihood ratio (WLR), the Lawley-Hotelling trace (LHT)
and the Barlett-Nanda-Pillai trace (BNP) tests. These modified MANOVA tests
are shown to be invariant under affine-transformations, different choices of the
Summary viii
contrast matrix used to define the same linear hypothesis, and different labeling
schemes of the mean vectors. Simulation studies conducted in this chapter show
that the proposed modified MANOVA tests outperform or are comparable with
some existing tests for heteroscedastic one-way MANOVA in terms of size control-
ling and power.
In Chapter 4, we made a significant improvement to Harrar and Bathke’s (2012)
modified tests for heteroscedastic two-way MANOVA. We showed how their tests
can be improved and can be made affine-invariant. Besides, we introduced an ef-
ficient and useful formula to calculate the first moment and total variation of a
quadratic form of a random matrix. This formula plays a key role in derivation of
the approximate degrees of freedom of the random matrices involved in the mod-
ified MANOVA tests. Simulation studies presented in this chapter show that the
proposed methods indeed improve Harrar and Bathke’s (2012) modified MANOVA
tests a great deal.
In Chapter 5, along the similar line as in Chapter 3, we proposed the modified
WLR, LHT and BNP tests to the general linear hypothesis testing problem in
heteroscedastic two-way MANOVA. These modified MANOVA tests possess the
similar desirable properties as those of the proposed modified tests in Chapter 3. In
addition, a weight scheme is naturally incorporated into these modified MANOVA
tests to take the unequal cell sizes into account. Simulation studies conducted
in this chapter show that the proposed modified MANOVA tests outperform or
are comparable with some existing tests for heteroscedastic two-way MANOVA in
terms of size controlling and power.
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Analysis of variance (ANOVA) is a powerful statistical procedure and a core
technique for answering questions about causality. It is widely used in experimental
sciences such as biology, psychology and physics, among others; examples may be
found in Doncaster and Davey (2007), Cardinal and Aitken (2006). Multivariate
analysis of variance (MANOVA) is a generalized form of ANOVA in situations
when there are two or more dependent variables. MANOVA is a very important
component in multivariate data analysis. It offers several advantages over ANOVA
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such as the ability to measure multiple aspects of a problem and a reduced Type I
error rate compared to multiple ANOVAs. In statistics, MANOVA is a collection
of statistical models and their associated procedures, and can be used to handle a
variety of situations. According to the number of independent variables, MANOVA
can be divided into three types: one-way MANOVA, two-way MANOVA and multi-
way MANOVA. Researchers can use these MANOVA models to test the statistical
significance of the effect of one, two or more categorical independent variables on
dependent variables.
The classical MANOVA model assumes homogeneity of covariance matrices,
that is, the covariance matrices are identical across the experimental cells. This
homogeneity assumption can be tested by the well-known Box’s M test (Box 1949)
which is similar to Levene’s test (Levene 1960) for ANOVA. When the homogene-
ity assumption is satisfied, four famous multivariate test statistics: Wilks’ likeli-
hood ratio (Wilks 1932), Lawley-Hotelling trace (Lawley 1938, Bartlett 1939 and
Hotelling 1951), Barlett-Nanda-Pillai trace (Bartlett 1939, Nanda 1950 and Phillai
1955) and Roy maximum root (Roy 1953) can be used as test criteria for MANOVA
models (Anderson 2003). When the homogeneity assumption cannot be met, that
is, the covariance matrices are not identical across the cells, the MANOVA model
is then referred to as heteroscedastic MANOVA. If the homogeneity assumption
is slightly violated but the cell sizes are the same, that is, the MANOVA model
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is balanced, the aforementioned MANOVA tests can still be used, only with a
very slight reduction in statistical power (Stevens 1986). When the homogeneity
assumption is seriously violated, however, none of these MANOVA tests are ro-
bust, that is, their sizes are often inflated or deflated greatly, resulting in serious
misleading conclusions. This problem is serious since the homogeneity assumption
is unlikely to be absolutely satisfied in practice (Stevens, 1986). Therefore, it is
improper to apply the aforementioned MANOVA tests directly to heteroscedastic
MANOVA. In this thesis, we will focus our attention on the MANOVA models
under heteroscedasticity. We will propose the modified Wilks’ likelihood ratio
(WLR), Lawley-Hotelling trace (LHT) and Barlett-Nanda-Pillai trace (BNP) tests
for heteroscedastic one-way and two-way MANOVA respectively.
1.2 The Classical WLR, LHT and BNP Tests
The classical WLR, LHT and BNP tests are the most commonly used test
criteria for general MANOVA models. It should be emphasized again that the
assumption of homogeneity is very important for these test statistics. The robust-
ness of these classical MANOVA tests to the violation of homogeneous covariance
matrices assumption has been investigated by many researchers, see for example,
Korin (1972) and Olson (1974). All of these preceding studies have shown that,
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when the homogeneity assumption cannot be met, the Type I error rate of the
WLR, LHT and BNP tests can be inflated or deflated greatly while their power
can be diminished. These effects will be more pronounced as the inequality of co-
variance matrices and sample sizes become more severe. Therefore, it is improper
to apply these classical MANOVA tests directly to heteroscedastic MANOVA.
The classical WLR, LHT and BNP test statistics are all defined based on two
independent Wishart random matrices, which in the context of MANOVA tests,
are typically the usual sum of squares and cross-product (SSCP) matrices due to
hypothesis and error. Specifically, all these test statistics can be expressed in terms
of the eigenvalues of the product of the hypothesis SSCP matrix and inverse error
SSCP matrix.
The literature concerning the comparison of these test statistics is vast, see
for example, Mikhail (1965) and Olson (1974). Generally speaking, no criterion is
uniformly best, most powerful against all alternatives. Hence the optimal choice
may depend on the alternative hypothesis. Anderson (2003) reviewed the power
comparisons of these three tests and summarized that the BNP test is most pow-
erful when the eigenvalues are roughly equal, and that the LHT test tends to have
the highest power when the eigenvalues are very different.
The exact distributions of the WLR, LHT and BNP test statistics under null
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and non-null hypotheses take quite complicated forms except in few special cases.
Several tabulations have been produced in some cases, see Phillai (1960) and Kres
(1983) for example. In addition, some convenient and sufficient approximations
were also proposed in the literature for these test statistics including the widely
used F -approximation. Adjusting mathematically, all these test statistics can be
transformed to some statistics which have an approximate F -distribution. In cer-
tain special cases, the transformations to F -statistics are exact. Especially, when
the degrees of freedom of the SSCP matrix due to hypothesis is 1, the WLR,
LHT and BNP tests will generate identical F -distributions which lead to the same
conclusions. Besides F -approximation, there are also satisfactory asymptotic ex-
pansions for the distributions of these test statistics. Fujikoshi (1975) considered
cases in which the degrees of freedom of the two SSCP matrices are both very large.
He then derived the normal based asymptotic expansion formulas for the null and
non-null distributions of the WLR, LHT and BNP test statistics. Asymptotic ex-
pansions as a function of chi-square variables are also available (Anderson 2003).
On the other hand, these three tests are asymptotically equivalent. Specifically, the
WLR, LHT and BNP test statistics all have asymptotic chi-square distributions
as sample size tends to infinity.
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1.3 Heteroscedastic One-way MANOVA
The problem of comparing the mean vectors of k multivariate normal popula-
tions based on k independent samples is referred to as one-way MANOVA. When
k = 2, mean vector comparison without assuming equality of covariance matrices is
referred to as multivariate Behrens-Fisher (BF) problem (Behrens 1929 and Fisher
1935). This problem has been extensively studied in the literature and various
solutions were obtained. Well-known solutions include James (1954), Yao (1965),
Johansen (1980), Nel and Van der Merwe (1986), Kim (1992), Krishnamoorthy and
Yu (2004), Yanagihara and Yuan (2005), and Belloni and Didier (2008) among oth-
ers.
When k > 2, mean vector comparison with heteroscedastic covariance matrices
is intrinsically difficult and is commonly referred to as the multivariate k-sample
Behrens-Fisher problem or heteroscedastic one-way MANOVA. The multivariate
k-sample BF problem is more complex and only a few approximate solutions are
available. James’ (1954) first and second-order tests are extensions of his series
solutions to the univariate k-sample BF problem. Johansen (1980) generalized
Welch’s (1951) univariate approximate degrees of freedom (ADF) solution to the
multivariate k-sample BF problem. Both tests are based on an affine-invariant
test statistic but used different approaches to approximate its null distribution.
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Tang and Algina (1993) compared James’ first and second-order tests, Johansen’s
test and Bartlett-Nanda-Pillai’s trace test and concluded that none of them is
satisfactory for all sample sizes and parameter configurations. Overall, they rec-
ommended James’ (1954) second-order test and Johansen’s (1980) test. Coombs
and Algina(1996) used the sum of Wisharts distribution presented in Nel and
van der Merwe (1986) to generalize the univariate Brown-Forsythe (1974) test to
form their modified WLR, LHT and BNP tests. They compared the Type I er-
ror rates for the Johansen’s (1980) test and their modified tests and found that
their modified MANOVA tests greatly outperformed the Johansen’s test. Coombs
and Algina’s (1996) modified MANOVA tests are not affine-invariant since the
approximate degrees of freedom used to define the test statistics are not affine-
invariant. Gamage, Mathew and Weerahandi (2004) proposed a generalized F -test
based on the concepts of generalized p-values which were introduced by Tsui and
Weerahandi (1989). The generalized F -test is not affine-invariant. Besides, it in-
volves heavy computation work hence is very time-costly. Krishnamoorthy and
Lu (2010) claimed, based on a preliminary study, that James’ second-order test
is computationally very involved, and is difficult to apply when k is moderate or
large, and offered little improvement over Johansen’s test. They then proposed a
parametric bootstrap (PB) test to the multivariate k-sample BF problem, which
is an extension of their PB test to the univariate k-sample BF problem (Krish-
namoorthy et al. 2007). They compared their PB test against the Johansen’s
1.3 Heteroscedastic One-way MANOVA 8
test and the generalized F -test via some intensive simulations for various sample
sizes and parameter configurations and found that their PB test performs best but
the Johansen’s test and the generalized F -test are very liberal when k is large.
Recently, Zhang and Liu (2011) proposed a modified Bartlett (MB) test based on
the MB test of Yanagihara and Yuan (2005). Zhang (2012b) proposed an approx-
imate Hotelling T 2 (AHT) test based on Nel and Van der Merwe’s (1986) test and
Krishnamoorthy and Yu’s (2004) modified Nel and Van der Merwe (MNV) test.
The MB and the AHT tests are both generally comparable to Krishnamoorthy
and Lu’s (2010) PB test in terms of size controlling and power. But both tests are
sensitive to the values of the smallest sample size, and the ratio of the largest to
the smallest sample size. When the smallest sample size is too small, or the ratio
of the largest to the smallest sample size is too large, both MB and AHT tests will
not perform well.
In Chapter 3, we propose modified WLR, LHT and BNP tests to the general
linear hypothesis testing (GLHT) problem in heteroscedastic one-way MANOVA.
The GLHT formulation is particularly flexible and provides a convenient method
for testing any hypotheses of interest. Specifically, all related tests under het-
eroscedastic one-way MANOVA, that is, the overall, post hoc, and contrast tests
among others, can be unified under the common framework of the GLHT problem.
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The proposed modified WLR, LHT and BNP tests are shown to be invariant un-
der affine-transformations, different choices of the contrast matrix used to define
the same linear hypothesis, and different labeling schemes of the mean vectors.
Furthermore, these modified tests can be simply conducted since the formulas for
computing the approximate degrees of freedom of the SSCP matrices are very sim-
ple. Finally, these modified tests work very well. Simulated results reported in
Chapter 3, Section 3.3 indicate that the proposed modified MANOVA tests per-
form very satisfactorily in terms of size controlling and outperformed six existing
tests, that is, Coombs and Algina’s (1996) modified WLR, LHT and BNP tests,
Krishnamoorthy and Lu’s (2010) PB test, Zhang and Liu’s (2011) MB test and
Zhang’s (2012b) AHT test. Especially when the sample sizes are very different
from each other or when the smallest sample size is too small, the proposed mod-
ified MANOVA tests can still control the size surprisingly well, while other tests
cannot work well. In terms of power, the proposed modified tests are generally
comparable to these six tests.
1.4 Heteroscedastic Two-way MANOVA
Two-way MANOVA is a procedure used to test the statistical significance of
the main, simple and interaction effects of two categorical independent variables
1.4 Heteroscedastic Two-way MANOVA 10
on a set of two or more continuous dependent variables. Real data examples for
two-way MANOVA in agriculture, biology, physics and other disciplines can be
found in Seber (1984), Johnson and Wichern (2002), Timm (2002), Tsai and Chen
(2009), and among others.
As stated in Section 1.1, direct application of classical MANOVA tests on het-
eroscedastic two-way MANOVA will lead to serious misleading conclusions. In
real data analysis, however, researchers often apply these classical MANOVA tests
blindly for the sake of simplicity even though they know that the homogeneity as-
sumption may be violated. This is mainly due to the fact that there are no many
simple and efficient testing procedures available in the literature which are robust
for heteroscedastic two-way MANOVA. This situation was changed only recently.
An approximate Hotelling T 2-test for heteroscedastic two-way MANOVA was pro-
posed in Zhang (2011). He adopted the Wald-type test statistic for a general linear
hypothesis testing problem. The null distribution of the test statistic is approxi-
mated by a Hotelling T 2-distribution with one parameter estimated from the data.
Harrar and Bathke (2012) also made effort to attack this problem. To account for
the cell covariance matrix heteroscedasticity in heteroscedastic two-way MANOVA
model, they proposed the so-called modified WLR, LHT and BNP tests. The large-
α asymptotics of these modified MANOVA tests, when the level of one factor tends
to infinity, were studied. For finite samples, however, Harrar and Bathke (2012)
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showed via some simulation studies that these large-α asymptotics are less useful.
To overcome this difficulty, Harrar and Bathke (2012) proposed to approximate the
null distributions of two SSCP matrices involved in the modified MANOVA test
statistics by someWishart distributions with degrees of freedom estimated from the
data via matching the mean vectors and total variances. These modified MANOVA
tests, however, admit some drawbacks. First of all, these modified MANOVA tests
are somewhat too conservative and not powerful, as indicated by some simulation
results presented in Chapter 4, Section 4.3. Secondly, complex matrix operations
and tedious calculations are involved in deriving these modified MANOVA tests
as shown in Harrar and Bathke (2012). Thirdly, these modified MANOVA tests
are not affine-invariant. Lastly, Harrar and Bathke (2012) failed to incorporate a
weight scheme into their modified MANOVA tests to take the unequal cell sizes
into account. The first three drawbacks have been addressed by Zhang and Xiao
(2012). They made a significant improvement to Harrar and Bathke’s (2012) mod-
ified MANOVA tests. Specifically, they made Harrar and Bathke’s (2012) modified
MANOVA tests affine-invariant and estimated the degrees of freedom of the ran-
dom matrices involved in the test statistics by a better matching scheme. Besides,
they introduced an efficient and useful formula to approximate the distribution of
a quadratic form of a random matrix by that of a single Wishart random matrix
via matching the first moments and total variations. Based on this formula, the
resulting approximate degrees of freedoms can be expressed uniformly in a very
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concise form and are easy to compute. Simulation studies presented in Chapter 4,
Section 4.3 show that Zhang and Xiao’s (2012) methods indeed improve Harrar
and Bathke’s (2012) modified MANOVA tests a great deal. The results in Zhang
and Xiao (2012) are part of our research work, which form Chapter 4 of this thesis.
In Chapter 5, along the similar line as in Chapter 3, we consider testing a
GLHT problem in heteroscedastic two-way MANOVA. All related tests under het-
eroscedastic two-way MANOVA, that is, the main-effect, interaction-effect, post
hoc, and contrast tests among others, can be unified under the framework of the
GLHT problem. The proposed modified WLR, LHT and BNP tests are shown to
be invariant under affine-transformations, different choices of the contrast matrix
used to define the same linear hypothesis, and different labeling schemes of the cell
mean vectors. Unlike the modified MANOVA tests of Harrar and Bathke (2012)
and their improved version as in Zhang and Xiao (2012) or in Chapter 4, a weight
scheme is naturally incorporated into the new modified MANOVA tests to take
the unequal cell sizes into account. Furthermore, the formulas for computing the
approximate degrees of freedom of the SSCP matrices are simple. Simulated re-
sults reported in Chapter 5, Section 5.3 indicate that the new modified MANOVA
tests perform well in terms of size controlling and power. They outperform Harrar
and Bathke’s (2012) modified MANOVA tests and are comparable to Zhang and
Xiao’s (2012) improved modified tests and Zhang’s (2011) AHT test.
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1.5 Organization of the Thesis
The rest of the thesis is organized as follows:
In Chapter 2, we present a detailed review on the classical WLR, LHT and
BNP tests, the heteroscedastic one-way MANOVA, and the heteroscedastic two-
way MANOVA.
In Chapter 3, we first express all related tests under one-way MANOVA model
such as the overall, post hoc and contrast tests among others in the unified form
of the GLHT problem. Then we propose the modified WLR, LHT and BNP tests
based on this GLHT problem with the sample covariance matrix heteroscedasticity
being taken into account. After that, we investigate the desired properties of
the modified tests. The performances of the modified tests are shown by some
simulation studies and a real data example.
In Chapter 4, we first briefly describe Harrar and Bathke’s (2012) modified
WLR, LHT and BNP tests for heteroscedastic two-way MANOVA, then we show
how their tests can be improved via estimating the degrees of freedom of the
random matrices in the test statistics by a better way and how to make them affine-
invariant. In addition, we use some simulation studies and a real data example to
illustrate and demonstrate the methodologies.
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In Chapter 5, we propose the modified WLR, LHT and BNP tests to the
GLHT problem in heteroscedastic two-way MANOVA and explore their desired
properties. Meanwhile, a weight scheme is naturally incorporated into the new
modified MANOVA tests to take the unequal cell sizes into account. Finally,
simulation studies and the real data example are presented to demonstrate the
performances of the proposed tests in comparison with their existing counterparts.
In Chapter 6, we give the conclusions of the thesis. Some possible directions of




2.1 The Classical WLR, LHT and BNP Tests
The classical WLR, LHT and BNP tests are the most commonly used MANOVA
test criteria. These tests are all defined based on two independent Wishart random
matrices, which in the context of MANOVA, are typically the usual SSCP matrices
due to hypothesis and error.
LetH ∼ Wp(fh,V ) andE ∼ Wp(fe,V ), whereWp(r,V ) denotes a p-dimensional
Wishart-distribution with r degrees of freedom and scale matrix V . In MANOVA
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model, H and E can represent the SSCP matrices due to hypothesis and error
respectively, and fh, fe are the associated degrees of freedom of the SSCP matrices.
let λi denote the i-th largest eigenvalue of HE
−1. Set s = min(p, fh), the WLR,
LHT and BNP tests are defined as follows:
(1) Wilks’ likelihood ratio test:
TWLR =
|E|





(2) Lawley-Hotelling trace test:





(3) Bartlett-Nanda-Pillai trace test:






As pointed out in Chapter 1, Section 1.2, the exact distributions of these test
statistics take quite complicated forms except in few special cases. Fortunately,
for given fh and fe, some convenient and sufficient approximations are available.
In popular statistical software such as SAS, Splus and R, these distributions are
usually approximated by the F -approximation method. Fujikoshi (1975) derived
the normal based asymptotic expansion formulas for these distributions. There
are also satisfactory asymptotic expansions as a function of chi-square variables
(Anderson 2003). These three types of approximation methods are described briefly
in the following part.
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1. F -approximation method.
Denote m = (|fh − p| − 1)/2 and n = (fe − p − 1)/2. The F -approximation
(sometimes exact) for the WLR, LHT and BNP tests are listed as follows:





∼ F (pfh, ab− c) approximately
where a = fe − (p − fh + 1)/2, b =
√
(p2f 2h − 4)/(p2 + f 2h − 5) and c =
pfh/2− 1. If s ≤ 2, the distribution reduces to be an exact F -distribution.
These special cases are given below:
• for fh = 1 and any p,




∼ F (p, fe − p+ 1)
• for fh = 2 and any p,




∼ F (2p, 2(fe − p+ 1))





∼ F (fh, fe)





∼ F (2fh, 2(fe − 1))
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(2) For Lawley-Hotelling trace test.
2(sn+ 1)
s2(2m+ s+ 1)
T LHT ∼ F (s(2m+ s+ 1), 2(sn+ 1)) approximately
If s = 1, the distribution reduces to be an exact F -distribution. Specifically,
• for fh = 1 and any p,
fe − p+ 1
p
T LHT ∼ F (p, fe − p+ 1)
• for p = 1 and any fh,
fe
fh
T LHT ∼ F (fh, fe)




(s− T BNP) ∼ F (s(2m+ s+1), s(2n+ s+1)) approximately
If s = 1, the distribution reduces to be an exact F -distribution. Specifically,
• for fh = 1 and any p,
(fe − p+ 1)
p
T BNP
(1− T BNP) ∼ F (p, fe − p+ 1)




(1− T BNP) ∼ F (fh, fe)
It is obvious that in the special case when s = 1, the WLR, LHT and BNP
tests generate the identical F -distributions which lead to the same conclusions.
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2. Normal based series expansion method.
Fujikoshi (1975) derived the normal based asymptotic expansion formulas for
the distribution of the WLR, LHT and BNP test statistics under the assumption
of fe = ne, fh = nh, e > 0, h > 0 and e + h = 1. These asymptotic formulas are
given in terms of normal distribution function and its derivatives up to the order
n−1. Taking h = fh/(fe+fh), e = fe/(fe+fh) and n = fe+fh, Harrar and Bathke
(2012) used the similar line as in Fujikoshi (1975) to express the upper α quantile
of
√
m/τ 2[−logTWLR − l],
√
m/τ 2(T LHT − l) and
√




[a1h1(zα) + a3h3(zα)]− 1
m
{










where zα is the upper α quantile of the standard normal distribution, the functions
h1, · · · , h6 are the first six Hermite polynomials defined as h1(x) = 1, h2(x) = −x,
h3(x) = x
2− 1, h4(x) = −x3+3x, h5(x) = x4− 6x2+3 and h6(x) = −x5+10x3−
15x. The values taken by the coefficients m, τ, l, a1, a3, b2, b4 and b6 are specified as
follows:
For the WLR test, m = [(1 + e)n − (p + 1)]/2, τ 2 = 2ph(ge)−1, l = −ploge,
a1 = τ
−1p(p + 1)h(2ge)−1, a3 = 2τ−3ph(1 + e)(ge)−2/3, b2 = (1/2)τ−2p(p +
1)h(ge)−1{[p(p+ 1) + 4(1 + e)](ge)−1/4− 1}, b4 = τ−4ph{p(p+ 1)(1 + e)h+ 2(1 +
e+ e2)}(ge)−3/3 and b6 = (1/2)a23 where g = 2(1 + e)−1.
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For the LHT test, m = ne, τ 2 = 2phe−2, l = phe−1, a1 = τ−1p(p + 1)he−1,
a3 = 4τ
−3ph(2 − e)(3e3)−1, b2 = τ−2p(p + 1)[(1/2)(p2 + p + 8)h2 + 3he]e−2, b4 =
2τ−4ph{(2/3)p(p+ 1)h(2− e) + e2 − 5e+ 5}e−4 and b6 = (1/2)a23.
For the BNP test, m = n, τ 2 = 2phe, l = ph, a1 = 0, a3 = (4/3)τ
−3phe(e− h),
b2 = −τ−2phe(p+ 1), b4 = 2τ−4phe(e2 + h2 − 3he) and b6 = (1/2)a23.
3. Chi-square based expansion method.
As in Anderson (2003), let uα, ωα, υα be defined as
Pr(−logTWLR ≥ uα) = α,
Pr(T LHT ≥ ωα) = α,
Pr(T BNP ≥ υα) = α.
Then the chi-square based asymptotic expansion formulas for these upper α quan-































where d = pfh and χ
2
d,α is the upper α quantile of the chi-square distribution with
d degrees of freedom.
Harrar and Bathke (2012) considered Bartlett corrections and obtained the
modified versions of these asymptotic expansion formulas. The main idea of
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Bartlett correction (Bartlett 1937 and Lawley 1956) is to rescale the test statistic
by a suitable constant so that the mean of the new improved statistic equals that
of the approximating distribution to a given order. Slightly different from those
shown in Anderson (2003), Harrar and Bathke (2012) gave the following asymptotic
expansion formulas:




















2.2 Heteroscedastic One-way MANOVA
Given k independent normal samples
Y l1,Y l2, · · · ,Y lnl i.i.d∼ Np(µl,Σl), l = 1, 2, · · · , k, (2.1)
where and throughout, Np(µ,Σ) denotes a p-dimensional normal distribution with
mean vector µ and covariance matrix Σ, the problem of interest is to test whether
the k mean vectors are equal:
H0 : µ1 = µ2 = · · · = µk, versus H1 : H0 is not true, (2.2)
without assuming the equality of covariance matrices Σl, l = 1, 2, · · · , k. The
above problem is usually referred to as the multivariate k-sample BF problem or
the overall heteroscedastic one-way MANOVA test.
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Denote the usual unbiased estimator of the mean vector and covariance matrix






Σˆl = Al/(nl − 1),




j=1(Y lj − µˆl)(Y lj − µˆl)T . It is easy to see that µˆl and Al are all
independent random variables having the distributions
µˆl ∼ N(µl,Σl/nl),
Al ∼ Wp(nl − 1,Σl),
l = 1, · · · , k.
Let µ0 denote the common mean vector under H0. If the covariance matrices











In light of this fact, a natural test statistic can be given by
T 20 (µˆl;Σl) =
k∑
l=1
(µˆl − µˆ∗0)′(Σl/nl)−1(µˆl − µˆ∗0) (2.4)
and has a chi-square distribution with degrees of freedom p(k − 1) under H0.
If Σl, l = 1, 2, · · · , k are unknown, replacing Σl in (2.4) by Σˆl, l = 1, 2, · · · , k
leads to the following test statistic
T 2(µˆl; Σˆl) =
k∑
l=1
(µˆl − µˆ0)′W l(µˆl − µˆ0) (2.5)
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It should be pointed out first that a good part of existing tests for heteroscedastic
one-way MANOVA are based on (2.4) or (2.5).
In the following part, we shall describe some typical approaches proposed for
the multivariate k-sample BF problem.
2.2.1 James’ First and Second-order Tests
The main idea of this test is to utilize a series expansion to determine the critical
value of the rejection region. James (1954) proposed the test statistics (2.5) and
suggested the use of a critical region
T 2(µˆl; Σˆl) ≥ h(Σˆl)
where h is a function of the sample covariance matrices and to be derived so that
Pr[T 2(µˆl; Σˆl) ≥ h(Σˆl)] = α
where α is the size of the test. James (1954) expressed h(Σˆl) as a series of terms in
descending order of magnitude. The first term is χ2r,α, where r = p(k− 1) and χ2r,α
is the upper α quantile of the chi-square distribution with r degrees of freedom.
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For practical work, he suggested to use the first two terms of the series expansion,
which approximate h(Σˆl) to order (nl − 1)−1. The critical value of this first order






The values of A and B are given by




















James also provided the series expansion to h(Σˆl) of order (nl−1)−2. However,
this second order approximation involves a good deal of numerical calculation.
2.2.2 Johansen’s ADF Test
The main idea of this test is to approximate the degrees of freedom that specify
the null distribution of the test statistic. This method is based on the popular
Welch’s (1947, 1951) approximate degrees of freedom method to the univariate
case.
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where





tr(I −W−1W l)2 + tr2(I −W−1W l)
}
/2(nl − 1)
Johansen (1980) demonstrated that, under H0, TJoh ∼ Ff1,f2 approximately, where
f1 = p(k − 1) and f2 = p(k − 1)[p(k − 1) + 2]/(3D).
2.2.3 Coombs and Algina’s Modified WLR, LHT and BNP
Tests
These modified MANOVA tests are based on the univariate Brown-Forsythe’s
(1974) test and the multivariate two-sample Nel and van der Merwe’s (1986) test.
Let N =
∑k




ni(µˆl − µˆ0)(µˆl − µˆ0)′,

















tr[(1− ni/N)Σˆl]2 + tr2[(1− ni/N)Σˆl]
}
/(nl − 1)
Analogously to the classical WLR, LHT and BNP tests, Coombs and Algina’s
(1996) modified MANOVA tests are given by
T ∗WLR = |R∗2|/|R∗1 +R∗2|,
2.2 Heteroscedastic One-way MANOVA 26














with k − 1 and f degrees of freedom. It is not difficult to find that these modified
tests are not affine-invariant since their degrees of freedom used to define the tests
are not affine-invariant.
2.2.4 The Generalized F -test
The Gamage, Mathew and Weerahandi’s (2004) generalized F -test is based on
the concepts of generalized p-values which were introduced by Tsui andWeerahandi
(1989). To describe the test, let y¯l and sl denote the observed values of µˆl and Σˆl,




























Gamage et al.(2004) claimed that the observed value of TGF under H0 is 1, and
that TGF satisfies all the properties required of a generalized test variable, that is,
the distribution and the observed value of TGF is free of any unknown parameters
under H0, and TGF is stochastically larger under H1 than under H0. Based on these
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facts, Gamage et al.(2004) proposed that a generalized p-value can be computed
as
Pr(TGF ≥ 1|H0) (2.7)
The generalized F -test rejects the null hypothesis H0 when the generalized p-value
in (2.7) is less than the nominal significance level α. The generalized p-value can
be estimated by Monte Carlo simulation.
It should be noted that the generalized F -test is not affine-invariant. Besides,
it involves heavy computation work hence is very time-costly.
2.2.5 Krishnamoorthy and Lu’s PB Test
This test is an extension of the PB test for the univariate k-sample BF problem
(Krishnamoorthy et al. 2007). The parametric bootstrap involves sampling from
parametric models with the parameters replaced by their estimates. As the test
statistic in (2.5) is location invariant, without loss of generality, the common mean
vector can be taken as 0. Let Y¯ Bl ∼ Np(0, sl/nl) and SBl ∼ Wp(nl−1, sl/(nl−1)),
where sl’s are the observed values of Σˆl’s. Then the PB pivotal quantity based on
the test statistic (2.5) is defined as
T 2B(Y¯ Bl ;SBl) =
k∑
l=1
(Y¯ Bl − µˆB)′(SBl/nl)−1(Y¯ Bl − µˆB) (2.8)












For an observed value t20 of T
2 in (2.5), the PB p-value is defined as
Pr[T 2B(Y¯ Bl ;SBl) ≥ t20] (2.9)
and can be estimated using the Monte Carlo simulation. Specific steps are de-
scribed below:
(a) Compute the observed value t20 using (2.5).
(b) Compute the Cholesky factor tl, so that tlt
′
l = sl/nl, l = 1, · · · , k.
(c) Generate Z l ∼ Np(0, Ip) and V l ∼ Wp(nl − 1, Ip), l = 1, · · · , k.
(d) Set Y¯ Bl = tlZ l and SBl = nl(tlV lt
′
l)/(nl − 1), l = 1, · · · , k.
(e) Compute T 2B(Z l;V l) using equation







−(∑kl=1 flZ ′lV −1l t−1l )[∑kl=1 fl(tlV lt′l)−1]−1(∑kl=1 flt′−1l V −1l Z l)
where fl = nl − 1, l = 1, · · · , k.
(f) Repeat the step (c),(d) and (e) for a large number of times.
Then the PB p-value defined in (2.9) can be estimated as the proportion of times
T 2B exceeds the observed value t
2
0. The null hypothesis H0 is rejected when the
estimate p-value is less than the nominal significance level α.
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Although the PB test performs well in terms of size controlling, it is very time
consuming.
2.2.6 Zhang and Liu’s MB Test
The MB test is constructed based on an application of the modified Bartlett
correction of Fujikoshi (2000) to a Wald-type test statistic. And its critical region
is based on a chi-square distribution.
Denote µˆ = (µˆT1 , µˆ
T









). Set c = 0 and
C = [Ik−1,−1k−1]⊗ Ip, where Ir and 1r denote the identity matrix of size r and
the r-dimensional vector of ones respectively, and ⊗ denotes the Kronecker product
operation. The Wald-type test statistic is given by





Zhang and Liu (2011) showed that T 2W has an asymptotic χ
2
q-distribution under
H0 with q = (k−1)p, and that the convergence rate of the null distribution is very
slow when the sample sizes are small and moderate. They then proposed the MB
test statistic based on (2.10) as






α2−2α1 , β2 =
(q+2)α2−2(q+4)α1
2(α2−2α1) , α1 = nmin(∆1 + ∆2)/q, α2 = nmin[(2q +















l , H l = (CΣC










and C l being the l-th block of C such that C =
[C1,C2, · · · ,Ck].
It was shown by Zhang and Liu (2011) that, under H0 ,
TMB ∼ χ2q approximately.
Besides, TMB converges to χ
2
q much faster than T
2
W does.
2.2.7 Zhang’s AHT Test
The main idea of the AHT test is to approximate the null distribution of the
test statistic by a Hotelling T 2 distribution with one parameter estimated from
the data. Zhang (2012b) expressed the testing problem in the form of the GLHT
problem and then defined the same Wald-type test statistic as in (2.10). By using
Wishart-approximation method, Zhang (2012b) showed that, the null distribution
of T 2W can be approximated by T
2
q,d, a Hotelling T
2 distribution with parameters q
and d, that is, under H0 in (2.2),
T 2W ∼ T 2q,d approximately, (2.11)
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i , and Ωl’s are defined in the
same manner as in Zhang and Liu’s (2011) MB test.
Both MB and AHT tests are generally comparable to the PB test in terms of
size controlling and power. However, they may not perform very well when the
sample sizes are very different from each other or when the smallest sample size is
too small.
2.3 Heteroscedastic Two-way MANOVA
Consider the two-way MANOVA model with factors A and B, each with levels a
and b, respectively, creating a design of ab treatment combinations or cells. Suppose
the number of subjects in the (i, j)-th cell is nij, i = 1, · · · , a; j = 1, · · · , b, and we
measure p variables on each subject. Let Y ijk, k = 1, · · · , nij be the observations
associated with the (i, j)-th cell, satisfying
Y ijk = µij + ijk = µ0 +αi + βj + γij + ijk,
ijk ∼ Np(0,Σij), k = 1, · · · , nij; i = 1, · · · , a; j = 1, · · · , b.
(2.12)
where µij and Σij are the (i, j)-th cell mean vector and covariance matrix, µ0 is
the grand mean vector, αi and βj are the main-effects due to the i-th level of
factor A and the j-th level of factor B, γij is the interaction-effect between the
i-th level of factor A and the j-th level of factor B. The cell covariance matrices
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Σij, i = 1, 2, · · · , a; j = 1, 2, · · · , b are not assumed to be equal. Note that model
(2.12) is not identifiable since the parameters µ0,αi,βj and γij can not be uniquely
defined unless some side constraints are imposed.
For the above heteroscedastic two-way MANOVA model, the hypotheses of
interest are as follows:
H (A)0 : αi = 0, i = 1, 2, · · · , a. (no main effects of factor A)
H (B)0 : βj = 0, j = 1, 2, · · · , b. (no main effects of factor B)
H (A|B)0 : αi + γij = 0, i = 1, · · · , a; j = 1, · · · , b. (no simple effects of factor A)
H (B|A)0 : βj + γij = 0, i = 1, · · · , a; j = 1, · · · , b. (no simple effects of factor B)
H (AB)0 : γij = 0, i = 1, · · · , a; j = 1, · · · , b. (no interaction effects of factors A and B)
(2.13)
To our best knowledge, there is no much literature for heteroscedastic two-
way MANOVA. Only several research papers have been found and will be briefly
reviewed here.
2.3.1 Harrar and Bathke’s Modified MANOVA Tests
Harrar and Bathke (2012) considered testing main, simple and interaction ef-
fects in (2.13) and proposed the so-called modified WLR, LHT and BNP tests for
heteroscedastic two-way MANOVA. The side restrictions employed in Harrar and
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j=1 γij = 0,∑a
i=1 γij = 0, j = 1, · · · , b− 1;
∑b
j=1 γij = 0, i = 1, · · · , a− 1.
(2.14)
Harrar and Bathke (2012) first modified the usual SSCP matrices due to hy-


























































j=1 Y¯ ij. and Σˆij = (nij − 1)−1
∑nij
k=1(Y ijk − Y¯ ij.)(Y ijk − Y¯ ij.)T . Based
on these SSCP matrices, they defined the so-called modified WLR, LHT and BNP
tests with the degrees of freedoms approximated by matching the mean and the
total variances of SSCP matrices and their respective approximating Wishart dis-
tributions, see some details in Chapter 4 of this thesis.
Though simple to understand, Harrar and Bathke’s (2012) modified tests are
very conservative, not powerful and not affine-invariant. Their formulas for the
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ADF of the SSCP matrices are very huge and complicated. In addition, Harrar and
Bathke (2012) failed to incorporate a weight scheme into their modified MANOVA
tests to take the unequal cell sizes into account.
2.3.2 Zhang’s AHT Tests.
Zhang (2011) considered testing the main and interaction effects in (2.13) and
proposed an approximate Hotelling T 2 test for heteroscedastic two-way MANOVA
with one parameter estimated from the data. Unlike Harrar and Bathke (2012),




i=1wijγij = 0, j = 1, 2, · · · , b− 1,∑b
j=1w·jβj = 0,
∑b
j=1wijγij = 0, i = 1, 2, · · · , a− 1,∑a
i=1
∑b






i=1wij and wij, i = 1, 2, · · · , a; j = 1, 2, · · · , b are a
sequence of positive weights and can be written as wij = uivj, i = 1, 2, · · · , a; j =
1, 2, · · · , b, such that ui > 0,
∑a
i=1 ui = 1 and vj > 0,
∑b
j=1 vj = 1. He then
expressed the three testing problems in the form of the GLHT problem and defined
a Wald-type test statistic as
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, · · · , ˆΣ1b
n1b





, · · · , ˆΣab
nab
), µˆ = [µˆT11, · · · , µˆT1b,
· · · , µˆTa1, · · · , µˆTab]T , µˆij = n−1ij
∑nij




T , i = 1, 2, · · · , a; j = 1, 2, · · · , b and
Ca =
{










[(Ia−1,−1a−1)⊗ (Ib−1,−1b−1)][(Ia − 1auT )⊗ (Ib − 1bvT )]
}
⊗ Ip,
with u = [u1, · · · , ua]T , v = [v1, · · · , vb]T .
By using Wishart-approximation method, Zhang (2011) finally showed that, the
null distribution of TAHT can be approximated by T
2
q,d, a Hotelling T
2 distribution





TAHT ∼ T 2q,d approximately, (2.18)













ij, Cij and H ij are the (ij)-
th q × p block matrices of C and H , i = 1, 2, · · · , a; j = 1, 2, · · · , b, respectively,
with H ij = (CΣC
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2.3.3 Zhang and Xiao’s Modified MANOVA Tests.
Zhang and Xiao’s (2012) modified WLR, LHT, BNP tests are the improved ver-
sions of those of Harrar and Bathke’s (2012). Zhang and Xiao (2012) made Harrar
and Bathke’s (2012) MANOVA tests affine-invariant. Besides, the approximate
degrees of freedom involved in their modified tests can be expressed uniformly in
a very concise form and are easy to compute. More importantly, the improved
MANOVA tests work very well and outperform Harrar and Bathke’s (2012) tests
in terms of size controlling and power.
The results in Zhang and Xiao (2012) are part of our research work, which form
Chapter 4 of this thesis. All the details of Zhang and Xiao’s (2012) modified WLR,
LHT, BNP tests are presented in Chapter 4.
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CHAPTER 3




In this chapter, we propose modified WLR, LHT and BNP tests to the general
linear hypothesis testing (GLHT) problem in heteroscedastic one-way MANOVA.
All related tests under heteroscedastic one-way MANOVA, that is, the overall, post
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hoc, and contrast tests among others, can be unified under the common framework
of the GLHT problem. We first define two sum of squares and cross-product
(SSCP) matrices, respectively due to hypothesis and error, and then define the
associated modified WLR, LHT and BNP tests based on these two SSCP matrices.
The approximate degrees of freedom (ADF) of the SSCP matrices are estimated
from the data with the matching scheme employed in Zhang and Xiao (2012) or
in Chapter 4. The resulting modified WLR, LHT and BNP tests are shown to be
invariant under affine-transformations, different choices of the contrast matrix used
to define the same linear hypothesis, and different labeling schemes of the mean
vectors. Furthermore, these modified tests can be simply conducted since the
formulas for computing the ADF of the SSCP matrices are very simple. Finally,
these modified tests work very well. Simulated results reported in Section 3.3
indicate that the new modified MANOVA tests perform very satisfactorily in terms
of size controlling and outperformed Coombs and Algina’s (1996) modified WLR,
LHT and BNP tests, Krishnamoorthy and Lu’s (2010) PB test, Zhang and Liu’s
(2011) MB test and Zhang’s (2012) AHT test. Especially when the smallest sample
size is too small, or when the sample sizes are very different from each other, the
proposed modified MANOVA tests can still control the size surprisingly well, while
other tests cannot work well. In terms of power, the new modified MANOVA tests
are generally comparable to these six tests.
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This chapter is organized as follows. In Section 3.2, the methodologies for
the new modified MANOVA tests are presented. Simulation studies are given
in Section 3.3. In Section 3.4, the methodologies proposed in this chapter are
illustrated using a real data example.
3.2 The Methodologies
3.2.1 Modified MANOVA Tests for the GLHT Problem
Given k independent normal samples
yl1,yl2, · · · ,ylnl
i.i.d∼ Np(µl,Σl), l = 1, 2, · · · , k, (3.1)
we want to test whether the k mean vectors are equal:
H0 : µ1 = µ2 = · · · = µk, versus H1 : H0 is not true, (3.2)
without assuming the equality of covariance matrices Σl, l = 1, 2, · · · , k. The
above problem is usually referred to as the multivariate k-sample BF problem or
the overall heteroscedastic one-way MANOVA test, which is a special case of the
following GLHT problem in heteroscedastic one-way MANOVA:
H 0 : CM = C0, vs H 1 : CM 6= C0, (3.3)
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whereM = [µ1, · · · ,µk]T is a matrix of size k×p whose rows are the k population
mean vectors, C : q × k is a known full rank coefficient matrix with rank(C) = q,
andC0 : q×p is a known constant matrix. In fact, the GLHT problem (3.3) reduces
to the overall MANOVA test (3.2) when we set C0 = 0 and set C = [Ik−1,−1k−1],
a contrast matrix whose rows sum up to 0, where Ir and 1r denote the identity
matrix of size r × r and a r-dimensional vector of ones.
The GLHT problem (3.3) is very general. It includes not only the overall
MANOVA test (3.2) but also various post hoc and contrast tests as special cases
since any post hoc and contrast tests can be written in the form of (3.3). For
example, when the overall MANOVA test is rejected, it is of interest to further
test, e.g., if µ1 = 6µ2 or if a contrast µ1 − 5µ2 + 4µ3 = 0. It is easy to check
that these two testing problems can be written in the form of (3.3) with C0 = 0
and C = [e1,k − 6e2,k]T and C = [e1,k − 5e2,k + 4e3,k]T respectively where and
throughout er,k denotes a unit vector of length k with r-th entry being 1 and
others 0.
For further development, denote the usual unbiased estimators of the mean





j=1 ylj, Σˆl = (nl − 1)−1
∑nl
j=1(ylj − µˆl)(ylj − µˆl)T ,
l = 1, · · · , k.
(3.4)
Set Mˆ = [µˆ1, · · · , µˆk]T and D = diag( 1n1 , · · · , 1nk ). Notice that Mˆ is a random
3.2 The Methodologies 41
matrix whose rows are independent with each other. For testing (3.3), we construct
the SSCP matrix due to hypothesis as





Notice that under H 0 : CM = C0, the SSCP matrix H can be further expressed
as
H = (CMˆ −CM)T (CDCT )−1 (CMˆ −CM) = E TWE , (3.6)




C = (wlr) : k × k, and E = Mˆ −M = [¯1., · · · , ¯k.]T




j=1 lj and lj
i.i.d∼ Np(0,Σl), j = 1, , · · · , nl. Notice that E is a
random matrix whose rows are independent with each other and
¯l. ∼ Np(0,Σl/nl), l = 1, · · · , k. (3.7)
LetΩ denote the expectation ofH under the null hypothesis. In this case, applying
Theorem 4.1 in Chapter 4 to H in the form of (3.6) yields that




It is easy to see that a natural unbiased estimator of Ω is given by




where the sample covariance matrices Σˆl are given in (3.4). Let us regard G as the
SSCP matrix due to error. Since the sample cell mean vectors µˆl, l = 1, · · · , k are
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independent of the sample cell covariance matrices Σˆl, l = 1, · · · , k, the random
matrices H and G are independent.
Under the homogeneity assumption, that is,
Σl = Σ, l = 1, · · · , k, (3.10)
where Σ is the common cell covariance matrix, it is easy to show that CMˆ −C0 :
q × p follows a matrix normal distribution with mean matrix CM − C0 and
covariance matrix (CDCT ) ⊗ Σ. It also can be easily shown that Ω = E(H) =∑k
l=1wllΣ/nl = tr(WD)Σ = qΣ.
Remark 3.1. When the covariance matrix homogeneity is valid and the sample
covariance matrices Σˆl in the expression of G are replaced by their pooled sample
covariance matrix (N − k)−1∑kl=1(nl− 1)Σˆl, where N =∑kl=1 nl denotes the total
sample size of the k samples, it is easy to show that
H ∼ Wp (q,Ω/q) , G ∼ Wp (N − k,Ω/(N − k)) . (3.11)
whereWp(r,V ) denotes a Wishart-distribution with r degrees of freedom and scale
matrix V . In this case, set R1 = qH and R2 = (N − k)G. Then
R1 ∼ Wp(q,Ω), R2 ∼ Wp(N − k,Ω), (3.12)
so that one can easily use R1 and R2 to construct the classical WLR, LHT and
BNP test statistics as in Chapter 2, Section 2.1.
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However, when the homogeneity assumption (3.10) is seriously violated, the
distribution expressions in (3.11) are no longer valid. Nevertheless, we expect that
the expressions in (3.11) hold approximately, provided that the associated degrees
of freedom of H and G are adjusted properly. In other words, the distributions
of H and G should be well approximated respectively by the distributions of the
following Wishart random matrices:
Ha ∼ Wp(fH,Ω/fH) and Ga ∼ Wp(fG,Ω/fG), (3.13)
where fH and fG are the approximate degrees of freedom forH and G respectively.
The approximate degrees of freedom fH and fG can be determined via matching the
total variations ofH andHa, and those ofG andGa, respectively. For the similar
reasons as pointed out in Zhang and Xiao (2012) or in Chapter 4, Section 4.2, the
resulting fH and fG are not affine-invariant so that the modified MANOVA tests
based on H , G, fH and fG will not be affine-invariant.
To overcome this problem, notice that when (3.13) holds, we have H˜a =
Ω−1/2HaΩ−1/2 ∼ Wp(fH, Ip/fH) and G˜a = Ω−1/2GaΩ−1/2 ∼ Wp(fG, Ip/fG). This
implies that the approximate degrees of freedom fH and fG ofH andG are also the
approximate degrees of freedom of H˜ = Ω−1/2HΩ−1/2 and G˜ = Ω−1/2GΩ−1/2.
Therefore, fH and fG can also be determined via matching the total variations
of H˜ and H˜a, and those of G˜ and G˜a, respectively. According to Zhang and
Xiao (2012) or Chapter 4, Section 4.2.3, the total variation of a random matrix
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X = (xij) is defined as V(X) = Etr(X−EX)2 =
∑
i,j Var(xij), that is, the sum of
the variances of all the entries of X. After some calculation, we have the following
theorem.
Theorem 3.1. The approximate degrees of freedom fH and fG obtained via match-
ing the total variations of H˜ and H˜a, and those of G˜ and G˜a respectively, are
given by






lr[tr(V l)tr(V r) + tr(V lV r)]
}−1
,












where tr(V ) denotes the trace of V and V l = ΣlΩ
−1/nl, i = 1, · · · , k. In addition,
we have the following inequalities:
1 ≤ fH ≤ k, nmin − 1 ≤ fG ≤ k(nmax − 1), (3.15)
where nmin = min
k
l=1 nl and nmax = max
k
l=1 nl.
Proof of Theorem 3.1. We first find fH so that H˜ ∼ Wp(fH, Ip/fH) approxi-
mately via matching the total variations of H˜ and H˜a where H˜a ∼ Wp(fH, Ip/fH).
It is easy to show that V (H˜a) = p(p + 1)/fH. To find V (H˜), notice that H˜ =
Ω−1/2E TWEΩ−1/2 = E˜
T
W E˜ where E˜ = [˜¯1., · · · , ˜¯k.]T with ˜¯l. = Ω−1/2¯l. ∼
Np(0,Ω
−1/2ΣlΩ−1/2/nl). Hence H˜ is a quadratic form of E˜ . Applying Theo-






w2lr[tr(V l)tr(V r) + tr(V lV r)],
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where V l = ΣlΩ
−1/nl, i = 1, · · · , k. Equating V (H˜a) and V (H˜) leads to






w2lr[tr(V l)tr(V r) + tr(V lV r)]
}−1
.
We now proceed to find fG so that G˜ ∼ Wp(fG, Ip/fG) approximately via
matching the total variations of G˜ and G˜a ∼ Wp(fG, Ip/fG). Again, we have




nl − 1,Ω−1/2ΣlΩ−1/2/(nl − 1)
)




is a Wishart-mixture (Nel and Van der Merwe 1986). Some simple algebra leads




ll(nl− 1)−1[tr2(V l) + tr(V 2l )]. Then equating V (G˜a) and V (G˜)
leads to








We next move to find the lower and upper bounds of fH and fG. To find the






lr[tr(V l)tr(V r) + tr(V lV r)]
and set V˜ l = wllΩ
















λls = p, (3.16)
where λls, s = 1, 2, · · · , p are the eigenvalues of V˜ l. It is easy to see that Ip− V˜ l is
also nonnegative definite so that 0 ≤ λls ≤ 1. It follows that tr(V˜ l) =
∑p
s=1 λls ≤ p









s=1 λls = tr(V˜ l). By (3.16), we have
k∑
l=1





[ptr(V˜ l) + tr(V˜ l)] = p(p+ 1). (3.17)












































[tr2(V˜ l) + tr(V˜
2
l )] ≥ p(p+ 1)/k. (3.18)
Notice that we can writeW = CT (CDCT )−1C = ATA whereA = (CDCT )−1/2C =
[a1, · · · ,ak] so that we have wlr = aTl ar. It follows from the Cauchy-Schwarz in-










tr(V˜ lV˜ r)] = tr
2(Ip) + tr(I
2
p) = p(p + 1). It follows that fH ≥ 1. To find the
upper bound of fH, notice that V˜ l is nonnegative definite so that tr(V˜ l) ≥ 0
and tr(V˜ lV˜ r) ≥ 0. Thus, dH ≥
∑k
l=1[tr
2(V˜ l) + tr(V˜
2
l )]. By (3.18), we have
dH ≥ p(p+ 1)/k so that fH ≤ k.





1)−1[tr2(V l) + tr(V 2l )]. Using the definition of V˜ l, we have dG =
∑k
l=1(nl −
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1)−1[tr2(V˜ l) + tr(V˜
2
l )]. By (3.17), we have
dG ≤ (nmin − 1)−1
k∑
l=1
[tr2(V˜ l) + tr(V˜
2
l )] ≤ (nmin − 1)−1p(p+ 1).
Thus, fG ≥ nmin − 1. Now by (3.18), we have
dG ≥ (nmax − 1)−1
k∑
l=1
[tr2(V˜ l) + tr(V˜
2
l )] ≥ (nmax − 1)−1p(p+ 1)/k.
Thus, fG ≤ k(nmax − 1). The theorem is proved.
Remark 3.2. Under the homogeneity assumption (3.10), it is easy to show that
fH = q but fG 6= N − k. This is because the homogeneity assumption is not taken
into account in the construction of G and the computation of the variation of G;
otherwise, fG = N − k as indicated in Remark 3.1.
Set R1 = fHH and R2 = fGG. Then R1 ∼ Wp(fH ,Ω) and R2 ∼ Wp(fG,Ω)
approximately. Parallelling the classical MANOVA testing procedures in terms of
the measure of the SSCP matrices due to hypothesis and error, and the equality
of the expectation of the SSCP matrices due to hypothesis and error, our modified
WLR, LHT and BNP test statistics can be respectively defined as:




TBNP = tr(R1(R1 +R2)
−1).
(3.19)
Since R1 and R2 are independent, the distributions of TWLR, TLHT and TBNP are
approximately the distributions of the classical WLR, LHT and BNP test statistics
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with fH and fG degrees of freedom. As pointed in Chapter 2, Section 2.1, the
exact distributions of these test statistics under the null and non-null hypotheses
have very complicated forms except for a few special cases. Hence we need to
approximate their distributions by F -approximation method, the chi-squared based
series expansion method (Anderson 2003), or the normal based series expansion
(Fujikoshi 1975) method.
In real data analysis, the approximate degrees of freedom fH and fG can be
obtained from Theorem 3.1 via replacing Ω and Σl, l = 1, · · · , k by their unbiased
estimators G and Σˆl, l = 1, · · · , k, respectively. The modified MANOVA test
statistics (3.19) can then be calculated and their distributions can be approximated
either by the F -approximation method, or by the chi-squared or normal based series
expansion method.
3.2.2 Properties of the Proposed Modified MANOVA Tests
The proposed modified WLR, LHT and BNP tests have several desirable in-
variance properties. First of all, we can show that these modified MANOVA tests
are affine-invariant.
Theorem 3.2. The proposed modified WLR, LHT and BNP tests are invariant
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under the following affine-transformation
y0lj = Aylj + ξ, l = 1, · · · , k; j = 1, · · · , nl, (3.20)
where A is any nonsingular matrix and ξ is any constant vector.
Proof of Theorem 3.2. Let the parameters and their estimators associated
with the new data resulted from the affine-transformation (3.20) be labeled with
a superscript “0”. For example, µ0l and µˆ
0
l denote the l-th mean vector and its
estimator based on the new data. Then under the affine-transformation (3.20),
we have µ0l = Aµl + ξ, Σ
0
l = AΣlA








T . It follows that the GLHT problem
(3.3) associated with the new data now becomes
H 00 : CM
0 = C00, vs H
0
1 : CM
0 6= C00, (3.21)
where C00 = C0A
T + C1kξ
T . Then CMˆ
0 − C00 = (CMˆ − C0)AT . Based
on the above results and the fact that W = CT (CDCT )−1C has nothing to
do with the affine-transformation (3.20), after some simple algebra, we can show





−1, l = 1, · · · , k. These results imply that under the affine-transformation
(3.20), the modified MANOVA test statistics defined in (3.19) are invariant and
the approximate degrees of freedom fH and fG given in Theorem 3.1 and their
estimators are also invariant. The theorem is proved.
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The affine-invariance property is often considered as a natural requirement for
a test in multivariate statistical inference. This is because in practice, the observed
response vectors in (3.1) are often re-centered or re-scaled before any inference is
conducted. Re-centering and re-scaling transformations are just two special cases
of the above affine-transformation. The modified MANOVA tests proposed in
Coombs and Algina (1996) and the generalized F -test due to Gamage et al.(2004)
are not affine-invariant.
Notice that the contrast matrix C for the null hypothesis in (3.3) is not unique.
For example, C˜ = [−1k−1, Ik−1] is also a contrast matrix for the null hypothesis in
(3.3). It is known from Kshirsagar (1972, Ch. 5, Sec. 4) that for any two contrast
matrices C˜ and C defining the same hypothesis, there is a nonsingular matrix
P such that C˜ = PC. Based on this, the following theorem implies that the
modified MANOVA tests proposed in this chapter will not depend on the choice
of the contrast matrices specifying the same hypothesis.
Theorem 3.3. The proposed modified WLR, LHT and BNP tests are invariant
when the coefficient matrix C and the constant matrix C0 in (3.3) are replaced
with
C˜ = PC, and C˜0 = PC0, (3.22)
respectively where P is any nonsingular matrix of size q × q.
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Proof of Theorem 3.3. It is sufficient to show thatH ,G, fH and fG are invariant
under (3.22). Under (3.22), we have C˜Mˆ−C˜0 = P (CMˆ−C0), and (C˜DC˜T )−1 =




]−1C˜ = W . Then the
invariance of the SSCP matricesH andG follows from (3.5) and (3.9) immediately
and the invariance of fH and fG follows from the formulas of fH and fG given in
Theorem 3.1 and the fact that every entry of W is invariant under (3.22). The
theorem is then proved.
In practice, one may re-order the k populations. The proposed modified WLR,
LHT and BNP tests will be invariant in this case as shown by the following theorem.
Theorem 3.4. The proposed modified WLR, LHT and BNP tests are invariant
under different labeling schemes of the mean vectors µl, l = 1, · · · , k.
Proof of Theorem 3.4. It is sufficient to show thatH ,G, fH and fG are invariant
under different labeling schemes of the mean vectors. Let l1, l2, · · · , lk be any
permutation of 1, 2, · · · , k. Write C = [c1, c2, · · · , ck] where cl denotes the l-th








lu and G =
∑k
l=1wllΣˆl/nl =∑k
u=1wluluΣˆlu/nlu , showing that the SSCP matrices H and G are invariant under
different labeling schemes of the mean vectors.
To show that the approximate degrees of freedom fH and fG are invariant under
different labeling schemes of the mean vectors, by Theorem 3.1, it is sufficient to
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show that the denominators of fH and fG have such a property. This is actually










w2lurv [tr(V lu)tr(V rv) + tr(V luV rv)],
where we have used the fact that V l = ΣlΩ
−1/nl and Ω is invariant under different
labeling schemes of the mean vectors. Similarly, we can show that the denominator
of fG has such a property too. This completes the proof of the theorem.
3.3 Simulation Studies
In this section, we shall present some simulation studies for evaluating the em-
pirical sizes ( Type I error rates ) and powers of the proposed modified MANOVA
tests with some existing tests for heteroscedastic one-way MANOVA. Coombs and
Algina (1996) showed that their modified WLR, LHT and BNP tests greatly out-
performed the Johansen’s (1980) test in controlling the Type I error rates. Krish-
namoorthy and Lu (2010) demonstrated that the PB test generally outperforms
the Johansen’s (1980) test and the generalized F-test of Gamage, Mathew and
Weerahandi (2004) in terms of size controlling. The Johansen’s test and the gen-
eralized F-test are generally too liberal and the generalized F-test is very time
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consuming. Therefore, we shall not include them for comparison. Zhang and Liu
(2011) showed via simulations that their MB test performs well and is generally
comparable to Krishnamoorthy and Lu’s (2010) PB test. Zhang’s (2012) simula-
tion studies demonstrated that the AHT test outperforms the Johansen’s (1980)
test substantially and is comparable to the PB test of Krishnamoorthy and Lu
(2010). In light of these facts, we shall consider totally nine testing procedures
in our simulation studies, they are: Krishnamoorthy and Lu’s (2010) PB test,
Zhang and Liu’s (2011) MB test, Zhang’s (2012) AHT test, Coombs and Algina’s
(1996) modified WLR, LHT and BNP tests, namely, WLR1,LHT1,BNP1, and the
proposed modified WLR, LHT, BNP tests, namely, WLR2,LHT2,BNP2. In all the
simulation studies, the null distributions of the modified WLR, LHT and BNP
tests are approximated by the F -distribution.
Following Krishnamoorthy and Lu (2010), for simplicity, we set Σ1 = Ip,Σ2 =
diag(λ1, · · · , λp) and Σl, l = 3, 4, · · · , k to be some positive definite matrices,
where p, λ1, · · · , λk and other tuning parameters are specified later. Let n =
[n1, n2, · · · , nk] denote the vector consisting of the k sample sizes. For given n and
covariance matrices Σl, l = 1, 2, · · · , k, we first generate k multivariate random
samples as
ylj = µl +Σ
1/2
l lj, j = 1, 2, · · · , nl (3.23)
where the population mean vectors µl = µ1 + lδh, l = 2, · · · , k with µ1 being the
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Table 3.1 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from multivariate normal distributions (p = 2).
k = 2, Σ1 = I2, Σ2 = diag(λ).
δ = 0 δ = 0.8
λ n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
λ1 n1 .0504 .0488 .0489 .0489 .0489 .0489 .0489 .0489 .0489 .9648 .9644 .9644 .9643 .9643 .9643 .9644 .9644 .9644
n2 .0508 .0497 .0497 .0491 .0491 .0491 .0497 .0497 .0497 .9920 .9935 .9936 .9932 .9932 .9932 .9936 .9936 .9936
n3 .0510 .0535 .0535 .0520 .0520 .0520 .0535 .0535 .0535 .9928 .9920 .9920 .9920 .9920 .9920 .9920 .9920 .9920
λ2 n1 .0488 .0490 .0494 .0457 .0457 .0457 .0494 .0494 .0494 .7106 .7134 .7137 .7006 .7006 .7006 .7137 .7137 .7137
n2 .0498 .0509 .0510 .0523 .0523 .0523 .0510 .0510 .0510 .8994 .9044 .9048 .9071 .9071 .9071 .9048 .9048 .9048
n3 .0538 .0522 .0522 .0474 .0474 .0474 .0522 .0522 .0522 .7866 .7836 .7837 .7656 .7656 .7656 .7837 .7837 .7837
λ3 n1 .0506 .0504 .0506 .0434 .0434 .0434 .0506 .0506 .0506 .4722 .4706 .4710 .4371 .4371 .4371 .4710 .4710 .4710
n2 .0496 .0476 .0478 .0472 .0472 .0472 .0478 .0478 .0478 .6660 .6688 .6693 .6681 .6681 .6681 .6693 .6693 .6693
n3 .0490 .0493 .0493 .0404 .0404 .0404 .0493 .0493 .0493 .5580 .5534 .5538 .5161 .5161 .5161 .5538 .5538 .5538
ARE 2.089 2.800 2.711 7.156 7.156 7.156 2.711 2.711 2.711
λ1 n4 .0480 .0458 .0459 .0455 .0455 .0455 .0459 .0459 .0459 .5140 .5032 .5039 .5012 .5012 .5012 .5039 .5039 .5039
n5 .0670 .0607 .0608 .0451 .0451 .0451 .0608 .0608 .0608 .7576 .7163 .7163 .6834 .6834 .6834 .7163 .7163 .7163
n6 .0718 .0631 .0631 .0444 .0444 .0444 .0631 .0631 .0631 .7504 .7132 .7132 .6793 .6793 .6793 .7132 .7132 .7132
λ2 n4 .0516 .0445 .0447 .0403 .0403 .0403 .0447 .0447 .0447 .2606 .2500 .2504 .2312 .2312 .2312 .2504 .2504 .2504
n5 .0578 .0561 .0564 .0520 .0520 .0520 .0564 .0564 .0564 .7054 .6704 .6710 .6508 .6508 .6508 .6710 .6710 .6710
n6 .0670 .0595 .0596 .0409 .0409 .0409 .0596 .0596 .0596 .3594 .3213 .3213 .2693 .2693 .2693 .3213 .3213 .3213
λ3 n4 .0542 .0501 .0504 .0349 .0349 .0349 .0504 .0504 .0504 .1672 .1595 .1601 .1123 .1123 .1123 .1601 .1601 .1601
n5 .0598 .0546 .0549 .0674 .0674 .0674 .0549 .0549 .0549 .5204 .5054 .5068 .5613 .5613 .5613 .5068 .5068 .5068
n6 .0654 .0584 .0584 .0378 .0378 .0378 .0584 .0584 .0584 .2518 .2295 .2295 .1656 .1656 .1656 .2295 .2295 .2295
ARE 21.47 13.82 14.00 17.89 17.89 17.89 14.00 14.00 14.00
λ1 = (1, 1), λ2 = (1, 5), λ3 = (1, 20), n1 = (152), n2 = (15, 30), n3 = (30, 15), n4 = (62), n5 = (6, 50) and n6 = (50, 6).
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Table 3.2 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from multivariate normal distributions (p = 3).







δ = 0 δ = 0.45
(λ, ρ) n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
(λ1, ρ1) n1 .0442 .0473 .0468 .0451 .0490 .0391 .0434 .0463 .0386 .4354 .4392 .4357 .4886 .5163 .4426 .4816 .5045 .4444
n2 .0564 .0537 .0542 .0492 .0517 .0457 .0485 .0511 .0460 .8862 .8920 .8922 .9071 .9137 .8962 .9066 .9118 .8971
n3 .0494 .0521 .0529 .0524 .0556 .0494 .0519 .0548 .0489 .9512 .9538 .9547 .9603 .9649 .9542 .9603 .9642 .9550
(λ2, ρ2) n1 .0542 .0515 .0512 .0476 .0522 .0424 .0508 .0537 .0477 .4644 .4547 .4524 .4892 .5086 .4412 .5064 .5165 .4797
n2 .0564 .0547 .0558 .0580 .0608 .0554 .0561 .0576 .0542 .8796 .8831 .8839 .9108 .9165 .9011 .9079 .9120 .9002
n3 .0512 .0515 .0520 .0549 .0577 .0522 .0535 .0550 .0523 .9748 .9766 .9769 .9667 .9695 .9609 .9653 .9680 .9607
(λ3, ρ3) n1 .0508 .0496 .0491 .0513 .0571 .0458 .0502 .0540 .0471 .4290 .4429 .4390 .5176 .5394 .4730 .5154 .5310 .4843
n2 .0514 .0537 .0543 .0591 .0613 .0567 .0564 .0589 .0542 .8682 .8749 .8763 .9166 .9211 .9091 .9135 .9172 .9062
n3 .0560 .0551 .0554 .0566 .0592 .0542 .0543 .0561 .0526 .9732 .9767 .9770 .9714 .9741 .9669 .9700 .9724 .9654
ARE 7.289 5.644 6.644 8.978 12.58 10.24 6.956 9.978 7.778
(λ1, ρ1) n4 .0404 .0404 .0370 .0399 .0450 .0315 .0384 .0417 .0341 .2358 .2389 .2248 .2833 .3120 .2289 .2806 .2996 .2414
n5 .0824 .0836 .0826 .0413 .0451 .0350 .0484 .0506 .0440 .5070 .5271 .5201 .4817 .5189 .4082 .5257 .5472 .4740
n6 .0826 .0853 .0841 .0388 .0435 .0345 .0464 .0483 .0422 .6622 .6863 .6777 .6970 .7347 .6031 .7345 .7612 .6800
(λ2, ρ2) n4 .0396 .0445 .0410 .0455 .0498 .0358 .0497 .0518 .0444 .2496 .2556 .2379 .2855 .3050 .2341 .3128 .3251 .2820
n5 .0808 .0910 .0900 .0575 .0609 .0500 .0557 .0583 .0526 .5040 .5547 .5460 .5896 .6171 .5391 .5753 .5938 .5421
n6 .0836 .0948 .0937 .0604 .0651 .0533 .0603 .0625 .0565 .8014 .8561 .8485 .7845 .8102 .7239 .7661 .7890 .7233
(λ3, ρ3) n4 .0454 .0452 .0414 .0464 .0495 .0392 .0464 .0477 .0422 .2494 .2477 .2342 .3087 .3335 .2542 .3176 .3302 .2770
n5 .0858 .0984 .0969 .0541 .0583 .0470 .0557 .0582 .0524 .4898 .5511 .5421 .5948 .6227 .5338 .5907 .6121 .5516
n6 .0812 .0918 .0908 .0572 .0602 .0502 .0591 .0606 .0557 .8154 .8624 .8570 .7891 .8153 .7207 .7853 .8091 .7392
ARE 49.11 58.84 59.71 14.96 13.69 17.89 11.44 12.07 13.40
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, .1, .05), (λ3, ρ3) = (1, 3, .1, .09), n1 = (103), n2 = (15, 25, 40), n3 = (40, 25, 15), n4 = (73),
n5 = (6, 15, 50), and n6 = (50, 15, 6).
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Table 3.3 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from multivariate normal distributions (p = 5).
k = 5, Σ1 = I5, Σ2 = diag(λ), Σ3 = diag(η), Σ4 = diag(u), Σ5 = diag(v).
δ = 0 δ = 0.35
(λ,η,u,v) n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
(λ1,η1,u1,v1) n1 .0498 .0546 .0495 .0490 .0540 .0431 .0462 .0506 .0422 .7336 .7564 .7439 .8392 .8698 .7912 .8349 .8616 .7920
n2 .0480 .0515 .0517 .0469 .0484 .0457 .0459 .0468 .0447 1.000 .9999 .9999 1.000 1.000 1.000 1.000 1.000 1.000
n3 .0548 .0561 .0569 .0539 .0563 .0523 .0530 .0551 .0513 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
(λ2,η2,u2,v2) n1 .0488 .0611 .0557 .0562 .0812 .0314 .0507 .0584 .0461 .1348 .1520 .1420 .0785 .1051 .0521 .0720 .0767 .0662
n2 .0540 .0527 .0534 .0821 .0896 .0731 .0557 .0573 .0525 .5324 .5378 .5395 .1797 .1919 .1640 .1224 .1236 .1201
n3 .0452 .0511 .0515 .0738 .0861 .0598 .0563 .0596 .0528 .4890 .5086 .5096 .1684 .1865 .1474 .1292 .1317 .1266
(λ3,η3,u3,v3) n1 .0542 .0597 .0539 .0536 .0745 .0368 .0486 .0555 .0421 .1344 .1545 .1443 .0791 .0996 .0586 .0712 .0786 .0668
n2 .0488 .0498 .0505 .0700 .0784 .0617 .0507 .0524 .0481 .5440 .5446 .5470 .1878 .1979 .1758 .1441 .1461 .1421
n3 .0516 .0509 .0511 .0685 .0757 .0599 .0543 .0569 .0517 .4532 .4555 .4566 .1920 .2080 .1783 .1558 .1596 .1524
ARE 5.333 8.422 5.600 24.93 43.87 22.18 6.667 10.89 7.800
(λ1,η1,u1,v1) n4 .0412 .0610 .0374 .0424 .0520 .0335 .0408 .0459 .0345 .2944 .3617 .2638 .4767 .5412 .3885 .4695 .5185 .4013
n5 .0766 .1169 .1142 .0470 .0516 .0422 .0481 .0511 .0444 .8610 .9284 .9249 .9416 .9594 .9117 .9452 .9597 .9230
n6 .0782 .1206 .1168 .0478 .0544 .0440 .0490 .0538 .0458 .9688 .9894 .9885 .9950 .9973 .9882 .9958 .9975 .9916
(λ2,η2,u2,v2) n4 .0508 .0871 .0531 .0333 .0646 .0133 .0458 .0537 .0368 .0758 .1212 .0753 .0420 .0751 .0166 .0563 .0656 .0467
n5 .0554 .0682 .0678 .0764 .0900 .0625 .0506 .0533 .0479 .2682 .3011 .2987 .1194 .1364 .1011 .0798 .0829 .0768
n6 .0698 .1521 .1448 .0441 .0681 .0241 .0561 .0623 .0511 .1344 .3186 .3056 .0738 .1034 .0466 .0920 .0972 .0854
(λ3,η3,u3,v3) n4 .0540 .0865 .0528 .0387 .0646 .0179 .0463 .0549 .0358 .0774 .1234 .0759 .0463 .0723 .0250 .0537 .0626 .0469
n5 .0552 .0691 .0687 .0691 .0787 .0575 .0519 .0546 .0497 .2806 .3225 .3202 .1161 .1281 .1009 .0881 .0913 .0844
n6 .0750 .1478 .1429 .0541 .0713 .0358 .0564 .0644 .0485 .1352 .2889 .2778 .0934 .1182 .0710 .0971 .1041 .0885
ARE 27.51 102.1 83.04 21.40 32.29 35.38 7.778 11.60 12.82
λ1 = (15), η1 = (15), u1 = (15), v1 = (15), λ2 = (1, 3, 92, 5), η2 = (5, 15, 453), u2 = (1, 32, 9, 30), v2 = (5, 152, 45, 100),
λ3 = (1, 5, 102, 8), η3 = (5, 152, 40, 50), u3 = (4, 52, 8, 25), v3 = (5, 15, 30, 352), n1 = (155), n2 = (30, 35, 40, 50, 70),
n3 = (70, 50, 40, 35, 30), n4 = (95), n5 = (9, 15, 25, 50, 70) and n6 = (70, 50, 25, 15, 9).
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Table 3.4 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from symmetric multivariate distributions (p = 2).
k = 2, Σ1 = I2, Σ2 = diag(λ), Error Term: t4/
√
2.
δ = 0 δ = 0.8
λ n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
λ1 n1 .0424 .0408 .0410 .0409 .0409 .0409 .0410 .0410 .0410 .9668 .9661 .9661 .9658 .9658 .9658 .9661 .9661 .9661
n2 .0488 .0502 .0502 .0491 .0491 .0491 .0502 .0502 .0502 .9878 .9873 .9873 .9867 .9867 .9867 .9873 .9873 .9873
n3 .0426 .0443 .0443 .0434 .0434 .0434 .0443 .0443 .0443 .9870 .9885 .9885 .9882 .9882 .9882 .9885 .9885 .9885
λ2 n1 .0386 .0411 .0411 .0392 .0392 .0392 .0411 .0411 .0411 .7652 .7608 .7612 .7516 .7516 .7516 .7612 .7612 .7612
n2 .0440 .0442 .0442 .0449 .0449 .0449 .0442 .0442 .0442 .9176 .9167 .9168 .9174 .9174 .9174 .9168 .9168 .9168
n3 .0488 .0469 .0470 .0426 .0426 .0426 .0470 .0470 .0470 .8232 .8252 .8253 .8119 .8119 .8119 .8253 .8253 .8253
λ3 n1 .0442 .0436 .0436 .0365 .0365 .0365 .0436 .0436 .0436 .5350 .5287 .5292 .4981 .4981 .4981 .5292 .5292 .5292
n2 .0450 .0446 .0448 .0436 .0436 .0436 .0448 .0448 .0448 .7142 .7131 .7135 .7131 .7131 .7131 .7135 .7135 .7135
n3 .0438 .0423 .0424 .0334 .0334 .0334 .0424 .0424 .0424 .6066 .6144 .6146 .5783 .5783 .5783 .6146 .6146 .6146
ARE 11.51 11.64 11.51 16.98 16.98 16.98 11.51 11.51 11.51
λ1 n4 .0424 .0346 .0347 .0335 .0335 .0335 .0347 .0347 .0347 .6054 .5958 .5967 .5841 .5841 .5841 .5967 .5967 .5967
n5 .0660 .0513 .0514 .0368 .0368 .0368 .0514 .0514 .0514 .8156 .7933 .7935 .7636 .7636 .7636 .7935 .7935 .7935
n6 .0578 .0448 .0448 .0300 .0300 .0300 .0448 .0448 .0448 .8238 .7928 .7928 .7594 .7594 .7594 .7928 .7928 .7928
λ2 n4 .0386 .0369 .0370 .0332 .0332 .0332 .0370 .0370 .0370 .3300 .3137 .3145 .2887 .2887 .2887 .3145 .3145 .3145
n5 .0500 .0469 .0470 .0427 .0427 .0427 .0470 .0470 .0470 .7690 .7501 .7509 .7284 .7284 .7284 .7509 .7509 .7509
n6 .0580 .0495 .0496 .0303 .0303 .0303 .0496 .0496 .0496 .4518 .4140 .4142 .3494 .3494 .3494 .4142 .4142 .4142
λ3 n4 .0438 .0412 .0414 .0289 .0289 .0289 .0414 .0414 .0414 .1960 .1910 .1912 .1384 .1384 .1384 .1912 .1912 .1912
n5 .0506 .0451 .0454 .0583 .0583 .0583 .0454 .0454 .0454 .5844 .5763 .5773 .6215 .6215 .6215 .5773 .5773 .5773
n6 .0600 .0497 .0499 .0269 .0269 .0269 .0499 .0499 .0499 .3174 .2905 .2906 .2070 .2070 .2070 .2906 .2906 .2906
ARE 15.02 11.69 11.47 32.44 32.44 32.44 11.47 11.47 11.47
λ1 = (1, 1), λ2 = (1, 5), λ3 = (1, 20), n1 = (152), n2 = (15, 30), n3 = (30, 15), n4 = (62), n5 = (6, 50) and n6 = (50, 6).
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Table 3.5 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from symmetric multivariate distributions (p = 3).






, Error Term: t4/
√
2.
δ = 0 δ = 0.45
(λ, ρ) n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
(λ1, ρ1) n1 .0352 .0393 .0381 .0370 .0418 .0313 .0371 .0397 .0329 .5104 .5169 .5142 .5226 .5501 .4721 .5247 .5451 .4899
n2 .0498 .0468 .0472 .0444 .0471 .0409 .0439 .0450 .0412 .9190 .9171 .9176 .9140 .9196 .9039 .9148 .9191 .9063
n3 .0416 .0413 .0420 .0409 .0434 .0379 .0405 .0423 .0381 .9638 .9660 .9664 .9612 .9651 .9560 .9612 .9646 .9571
(λ2, ρ2) n1 .0390 .0383 .0378 .0409 .0453 .0351 .0445 .0461 .0398 .5426 .5354 .5331 .5342 .5563 .4804 .5520 .5633 .5222
n2 .0422 .0449 .0451 .0496 .0517 .0485 .0486 .0497 .0477 .9156 .9157 .9166 .9130 .9178 .9047 .9115 .9146 .9064
n3 .0446 .0436 .0440 .0511 .0529 .0495 .0493 .0498 .0474 .9768 .9773 .9777 .9595 .9619 .9548 .9589 .9604 .9555
(λ3, ρ3) n1 .0398 .0376 .0370 .0385 .0410 .0340 .0385 .0396 .0362 .5402 .5424 .5397 .5828 .6047 .5353 .5871 .6009 .5563
n2 .0462 .0463 .0470 .0528 .0543 .0507 .0503 .0510 .0490 .9128 .9137 .9148 .9247 .9313 .9173 .9223 .9270 .9172
n3 .0362 .0425 .0430 .0452 .0465 .0427 .0425 .0440 .0413 .9756 .9751 .9756 .9642 .9669 .9595 .9620 .9643 .9589
ARE 16.76 15.42 15.29 12.76 9.733 17.96 12.31 9.956 16.98
(λ1, ρ1) n4 .0380 .0366 .0326 .0296 .0346 .0238 .0312 .0347 .0268 .3004 .3044 .2878 .3130 .3439 .2448 .3267 .3448 .2786
n5 .0566 .0627 .0615 .0271 .0303 .0244 .0316 .0329 .0305 .6202 .6366 .6286 .5527 .5885 .4771 .6001 .6199 .5561
n6 .0640 .0656 .0642 .0311 .0350 .0264 .0365 .0373 .0337 .7546 .7826 .7753 .7377 .7718 .6429 .7876 .8068 .7437
(λ2, ρ2) n4 .0348 .0372 .0339 .0324 .0338 .0264 .0353 .0359 .0341 .3124 .3088 .2900 .3173 .3395 .2549 .3541 .3637 .3219
n5 .0664 .0762 .0747 .0452 .0481 .0395 .0472 .0465 .0447 .6038 .6504 .6458 .6442 .6667 .5861 .6455 .6574 .6153
n6 .0674 .0745 .0737 .0476 .0512 .0421 .0497 .0503 .0472 .8568 .8917 .8868 .8095 .8320 .7553 .8151 .8285 .7794
(λ3, ρ3) n4 .0384 .0387 .0350 .0384 .0408 .0326 .0401 .0406 .0369 .2996 .3113 .2922 .3469 .3728 .2742 .3675 .3807 .3217
n5 .0664 .0772 .0755 .0438 .0474 .0394 .0470 .0500 .0443 .5914 .6416 .6355 .6438 .6683 .5791 .6581 .6770 .6245
n6 .0678 .0728 .0720 .0404 .0434 .0353 .0438 .0437 .0416 .8640 .8985 .8941 .8079 .8306 .7396 .8227 .8368 .7879
ARE 28.31 37.00 37.80 25.42 19.51 35.58 19.47 17.49 24.49
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, .1, .05), (λ3, ρ3) = (1, 3, .1, .09), n1 = (103), n2 = (15, 25, 40), n3 = (40, 25, 15), n4 = (73),
n5 = (6, 15, 50), and n6 = (50, 15, 6).
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Table 3.6 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from symmetric multivariate distributions (p = 5).
k = 5, Σ1 = I5, Σ2 = diag(λ), Σ3 = diag(η), Σ4 = diag(u), Σ5 = diag(v), Error Term: t4/
√
2.
δ = 0 δ = 0.35
(λ,η,u,v) n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
(λ1,η1,u1,v1) n1 .0374 .0436 .0389 .0396 .0450 .0356 .0383 .0400 .0361 .8188 .8342 .8246 .8472 .8827 .7965 .8487 .8770 .8115
n2 .0434 .0442 .0445 .0464 .0482 .0439 .0445 .0452 .0420 1.000 1.000 1.000 .9999 1.000 .9999 .9999 1.000 .9998
n3 .0422 .0433 .0435 .0440 .0458 .0423 .0419 .0435 .0409 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
(λ2,η2,u2,v2) n1 .0410 .0511 .0456 .0484 .0728 .0274 .0463 .0517 .0409 .1370 .1620 .1478 .0679 .0926 .0443 .0631 .0675 .0589
n2 .0428 .0425 .0429 .0761 .0846 .0679 .0502 .0527 .0478 .5820 .5927 .5943 .1771 .1911 .1636 .1211 .1229 .1200
n3 .0428 .0430 .0434 .0639 .0761 .0518 .0477 .0504 .0448 .5548 .5719 .5729 .1729 .1918 .1520 .1329 .1364 .1312
(λ3,η3,u3,v3) n1 .0394 .0498 .0448 .0461 .0607 .0291 .0439 .0482 .0383 .1318 .1556 .1436 .0681 .0901 .0509 .0638 .0703 .0589
n2 .0426 .0439 .0448 .0696 .0766 .0619 .0476 .0501 .0458 .5880 .5924 .5939 .1854 .1978 .1724 .1400 .1418 .1388
n3 .0438 .0443 .0444 .0621 .0703 .0535 .0494 .0510 .0469 .5056 .5118 .5126 .1915 .2084 .1753 .1560 .1600 .1526
ARE 16.58 10.33 12.71 21.60 33.80 23.73 9.022 6.444 14.78
(λ1,η1,u1,v1) n4 .0334 .0483 .0268 .0296 .0372 .0243 .0295 .0338 .0278 .3638 .4427 .3354 .4804 .5579 .3691 .4949 .5491 .4191
n5 .0614 .0992 .0969 .0390 .0435 .0355 .0405 .0432 .0383 .9246 .9651 .9624 .9422 .9599 .9090 .9528 .9635 .9363
n6 .0614 .1006 .0981 .0390 .0436 .0351 .0398 .0434 .0379 .9822 .9946 .9937 .9876 .9932 .9709 .9922 .9952 .9884
(λ2,η2,u2,v2) n4 .0430 .0755 .0457 .0249 .0510 .0082 .0386 .0453 .0315 .0660 .1198 .0714 .0356 .0612 .0162 .0496 .0554 .0444
n5 .0438 .0555 .0547 .0744 .0896 .0599 .0484 .0522 .0452 .2986 .3410 .3385 .1149 .1337 .0994 .0804 .0831 .0778
n6 .0634 .1335 .1277 .0375 .0565 .0203 .0463 .0523 .0420 .1482 .3487 .3335 .0693 .0945 .0474 .0849 .0905 .0816
(λ3,η3,u3,v3) n4 .0448 .0765 .0447 .0291 .0464 .0141 .0367 .0431 .0312 .0754 .1228 .0720 .0379 .0607 .0203 .0481 .0555 .0445
n5 .0416 .0531 .0525 .0598 .0717 .0492 .0434 .0450 .0416 .3116 .3588 .3558 .1130 .1266 .0985 .0881 .0896 .0852
n6 .0620 .1289 .1219 .0394 .0530 .0291 .0420 .0473 .0372 .1488 .3214 .3080 .0924 .1127 .0745 .0970 .1010 .0929
ARE 20.36 72.11 63.24 32.38 22.47 43.13 18.84 11.87 26.07
λ1 = (15), η1 = (15), u1 = (15), v1 = (15), λ2 = (1, 3, 92, 5), η2 = (5, 15, 453), u2 = (1, 32, 9, 30), v2 = (5, 152, 45, 100),
λ3 = (1, 5, 102, 8), η3 = (5, 152, 40, 50), u3 = (4, 52, 8, 25), v3 = (5, 15, 30, 352), n1 = (155), n2 = (30, 35, 40, 50, 70),
n3 = (70, 50, 40, 35, 30), n4 = (95), n5 = (9, 15, 25, 50, 70) and n6 = (70, 50, 25, 15, 9).
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Table 3.7 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from skewed multivariate distributions (p = 2).
k = 2, Σ1 = I2, Σ2 = diag(λ), Error Term: 2Γ(4, 1/4)− 2.
δ = 0 δ = 0.8
λ n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
λ1 n1 .0442 .0432 .0432 .0425 .0425 .0425 .0432 .0432 .0432 .9658 .9685 .9687 .9685 .9685 .9685 .9687 .9687 .9687
n2 .0544 .0519 .0519 .0509 .0509 .0509 .0519 .0519 .0519 .9846 .9834 .9834 .9825 .9825 .9825 .9834 .9834 .9834
n3 .0602 .0561 .0561 .0553 .0553 .0553 .0561 .0561 .0561 .9988 .9980 .9980 .9979 .9979 .9979 .9980 .9980 .9980
λ2 n1 .0492 .0498 .0498 .0483 .0483 .0483 .0498 .0498 .0498 .7216 .7203 .7208 .7116 .7116 .7116 .7208 .7208 .7208
n2 .0490 .0501 .0501 .0506 .0506 .0506 .0501 .0501 .0501 .9054 .9071 .9072 .9101 .9101 .9101 .9072 .9072 .9072
n3 .0612 .0606 .0608 .0551 .0551 .0551 .0608 .0608 .0608 .8034 .8016 .8018 .7837 .7837 .7837 .8018 .8018 .8018
λ3 n1 .0554 .0542 .0542 .0471 .0471 .0471 .0542 .0542 .0542 .4424 .4477 .4486 .4159 .4159 .4159 .4486 .4486 .4486
n2 .0560 .0588 .0590 .0593 .0593 .0593 .0590 .0590 .0590 .6776 .6832 .6840 .6840 .6840 .6840 .6840 .6840 .6840
n3 .0618 .0650 .0650 .0554 .0554 .0554 .0650 .0650 .0650 .5532 .5444 .5447 .4990 .4990 .4990 .5447 .5447 .5447
ARE 12.58 11.93 12.02 8.600 8.600 8.600 12.02 12.02 12.02
λ1 n4 .0378 .0394 .0399 .0384 .0384 .0384 .0399 .0399 .0399 .5456 .5400 .5403 .5354 .5354 .5354 .5403 .5403 .5403
n5 .0882 .0822 .0823 .0620 .0620 .0620 .0823 .0823 .0823 .7764 .7401 .7401 .7154 .7154 .7154 .7401 .7401 .7401
n6 .0922 .0811 .0811 .0605 .0605 .0605 .0811 .0811 .0811 .7912 .7515 .7517 .7016 .7016 .7016 .7517 .7517 .7517
λ2 n4 .0484 .0471 .0471 .0435 .0435 .0435 .0471 .0471 .0471 .2410 .2277 .2284 .2007 .2007 .2007 .2284 .2284 .2284
n5 .0720 .0691 .0695 .0620 .0620 .0620 .0695 .0695 .0695 .7268 .7072 .7075 .6890 .6890 .6890 .7075 .7075 .7075
n6 .0942 .0850 .0851 .0631 .0631 .0631 .0851 .0851 .0851 .2750 .2442 .2443 .1898 .1898 .1898 .2443 .2443 .2443
λ3 n4 .0688 .0626 .0628 .0493 .0493 .0493 .0628 .0628 .0628 .1422 .1349 .1351 .0947 .0947 .0947 .1351 .1351 .1351
n5 .0632 .0633 .0636 .0764 .0764 .0764 .0636 .0636 .0636 .5494 .5459 .5469 .5951 .5951 .5951 .5469 .5469 .5469
n6 .0884 .0798 .0798 .0516 .0516 .0516 .0798 .0798 .0798 .1744 .1563 .1563 .1081 .1081 .1081 .1563 .1563 .1563
ARE 51.29 41.47 41.60 20.98 20.98 20.98 41.60 41.60 41.60
λ1 = (1, 1), λ2 = (1, 5), λ3 = (1, 20), n1 = (152), n2 = (15, 30), n3 = (30, 15), n4 = (62), n5 = (6, 50) and n6 = (50, 6).
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Table 3.8 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from skewed multivariate distributions (p = 3).






, Error Term: 2Γ(4, 1/4)− 2.
δ = 0 δ = 0.45
(λ, ρ) n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
(λ1, ρ1) n1 .0458 .0425 .0417 .0410 .0450 .0353 .0400 .0419 .0364 .4618 .4579 .4545 .4964 .5218 .4482 .4916 .5118 .4518
n2 .0504 .0511 .0516 .0425 .0451 .0405 .0424 .0441 .0411 .8958 .8976 .8980 .9024 .9091 .8931 .9023 .9079 .8951
n3 .0574 .0598 .0600 .0492 .0514 .0473 .0487 .0504 .0472 .9478 .9500 .9508 .9656 .9693 .9604 .9653 .9683 .9609
(λ2, ρ2) n1 .0592 .0562 .0552 .0526 .0564 .0476 .0566 .0583 .0533 .4826 .4829 .4800 .5062 .5325 .4555 .5269 .5416 .4986
n2 .0586 .0588 .0590 .0609 .0629 .0568 .0594 .0605 .0566 .8830 .8921 .8934 .8948 .9006 .8854 .8912 .8958 .8834
n3 .0634 .0646 .0650 .0612 .0618 .0587 .0598 .0598 .0573 .9670 .9629 .9633 .9677 .9709 .9621 .9672 .9694 .9628
(λ3, ρ3) n1 .0564 .0566 .0562 .0475 .0505 .0421 .0463 .0484 .0435 .4802 .4801 .4782 .5419 .5666 .4972 .5442 .5615 .5146
n2 .0588 .0635 .0641 .0571 .0598 .0534 .0555 .0571 .0520 .8788 .8870 .8882 .9080 .9136 .8998 .9034 .9086 .8971
n3 .0574 .0628 .0638 .0568 .0600 .0543 .0542 .0570 .0531 .9652 .9623 .9629 .9736 .9764 .9690 .9722 .9745 .9688
ARE 14.62 17.98 18.49 12.98 13.93 13.42 12.91 13.04 12.02
(λ1, ρ1) n4 .0410 .0407 .0377 .0368 .0423 .0288 .0374 .0396 .0322 .2720 .2699 .2534 .2924 .3232 .2308 .2941 .3138 .2488
n5 .0940 .0965 .0950 .0387 .0440 .0320 .0472 .0495 .0431 .6140 .6356 .6306 .5505 .5819 .4793 .5905 .6102 .5494
n6 .1028 .1040 .1022 .0411 .0459 .0348 .0481 .0503 .0450 .6062 .6317 .6212 .6772 .7200 .5783 .7252 .7523 .6652
(λ2, ρ2) n4 .0546 .0547 .0499 .0473 .0513 .0407 .0535 .0553 .0476 .2946 .2948 .2799 .3060 .3293 .2482 .3387 .3530 .3058
n5 .0968 .1121 .1105 .0632 .0684 .0553 .0655 .0674 .0636 .6082 .6487 .6435 .6304 .6544 .5871 .6236 .6375 .5969
n6 .1024 .1188 .1172 .0617 .0685 .0560 .0657 .0674 .0636 .7710 .8300 .8243 .7981 .8268 .7313 .7940 .8138 .7433
(λ3, ρ3) n4 .0498 .0529 .0481 .0425 .0457 .0354 .0438 .0449 .0399 .2948 .2956 .2805 .3333 .3605 .2712 .3449 .3603 .3053
n5 .1058 .1106 .1092 .0593 .0638 .0515 .0631 .0663 .0582 .5890 .6381 .6316 .6357 .6585 .5801 .6398 .6544 .6018
n6 .1058 .1144 .1130 .0640 .0683 .0555 .0688 .0691 .0655 .7824 .8343 .8289 .7884 .8177 .7135 .8000 .8186 .7482
ARE 71.42 82.96 80.31 20.40 20.53 21.47 20.02 20.40 20.69
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, .1, .05), (λ3, ρ3) = (1, 3, .1, .09), n1 = (103), n2 = (15, 25, 40), n3 = (40, 25, 15), n4 = (73),
n5 = (6, 15, 50), and n6 = (50, 15, 6).
3.3 Simulation Studies 62
Table 3.9 Empirical sizes and powers of the nine tests for one-way MANOVA
when sampling from skewed multivariate distributions (p = 5).
k = 5, Σ1 = I5, Σ2 = diag(λ), Σ3 = diag(η), Σ4 = diag(u), Σ5 = diag(v), Error Term: 2Γ(4, 1/4)− 2.
δ = 0 δ = 0.35
(λ,η,u,v) n PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 PB MB AHT WLR1 LHT1 BNP1 WLR2 LHT2 BNP2
(λ1,η1,u1,v1) n1 .0536 .0599 .0551 .0429 .0482 .0381 .0399 .0434 .0362 .7548 .7748 .7620 .8413 .8735 .7883 .8374 .8641 .7903
n2 .0594 .0595 .0601 .0495 .0520 .0475 .0480 .0502 .0460 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
n3 .0570 .0559 .0564 .0476 .0489 .0469 .0464 .0478 .0448 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
(λ2,η2,u2,v2) n1 .0792 .0887 .0816 .0581 .0866 .0331 .0548 .0621 .0488 .1070 .1178 .1090 .0706 .1004 .0445 .0660 .0719 .0596
n2 .0602 .0615 .0618 .0817 .0903 .0731 .0560 .0574 .0539 .5046 .5076 .5100 .1784 .1920 .1643 .1259 .1282 .1240
n3 .0728 .0739 .0743 .0789 .0928 .0648 .0593 .0626 .0554 .4062 .4119 .4134 .1509 .1691 .1332 .1144 .1174 .1114
(λ3,η3,u3,v3) n1 .0764 .0887 .0815 .0527 .0741 .0370 .0503 .0563 .0443 .0924 .1057 .0965 .0703 .0904 .0510 .0643 .0681 .0589
n2 .0604 .0621 .0624 .0733 .0807 .0673 .0523 .0544 .0509 .4712 .4796 .4811 .1831 .1940 .1738 .1429 .1457 .1412
n3 .0706 .0761 .0765 .0658 .0746 .0575 .0519 .0545 .0497 .3274 .3386 .3393 .1677 .1802 .1539 .1346 .1365 .1307
ARE 31.02 39.18 35.49 26.78 45.33 24.47 8.956 12.51 8.978
(λ1,η1,u1,v1) n4 .0416 .0630 .0349 .0359 .0462 .0279 .0344 .0397 .0297 .3192 .3911 .2906 .4705 .5424 .3671 .4650 .5197 .3879
n5 .1030 .1481 .1432 .0462 .0515 .0413 .0469 .0510 .0443 .9202 .9626 .9608 .9390 .9568 .9116 .9451 .9577 .9248
n6 .0980 .1393 .1361 .0444 .0483 .0401 .0459 .0491 .0424 .9522 .9829 .9819 .9954 .9977 .9874 .9963 .9975 .9918
(λ2,η2,u2,v2) n4 .0732 .1198 .0773 .0338 .0649 .0130 .0486 .0589 .0378 .0662 .1156 .0701 .0375 .0676 .0149 .0531 .0605 .0445
n5 .0728 .0858 .0844 .0830 .0977 .0662 .0536 .0573 .0503 .3134 .3548 .3520 .1282 .1449 .1111 .0887 .0928 .0863
n6 .0872 .1874 .1796 .0479 .0725 .0272 .0617 .0692 .0539 .1104 .2468 .2356 .0611 .0868 .0404 .0771 .0812 .0713
(λ3,η3,u3,v3) n4 .0728 .1168 .0718 .0375 .0622 .0185 .0462 .0549 .0374 .0694 .1079 .0698 .0374 .0613 .0186 .0469 .0550 .0400
n5 .0688 .0795 .0792 .0668 .0786 .0549 .0492 .0528 .0466 .2968 .3386 .3369 .1202 .1344 .1061 .0930 .0956 .0915
n6 .0982 .1957 .1878 .0541 .0715 .0367 .0585 .0652 .0510 .0984 .2180 .2064 .0784 .0983 .0575 .0813 .0877 .0772
ARE 62.76 152.3 127.7 24.04 34.31 36.98 11.69 15.67 14.89
λ1 = (15), η1 = (15), u1 = (15), v1 = (15), λ2 = (1, 3, 92, 5), η2 = (5, 15, 453), u2 = (1, 32, 9, 30), v2 = (5, 152, 45, 100),
λ3 = (1, 5, 102, 8), η3 = (5, 152, 40, 50), u3 = (4, 52, 8, 25), v3 = (5, 15, 30, 352), n1 = (155), n2 = (30, 35, 40, 50, 70),
n3 = (70, 50, 40, 35, 30), n4 = (95), n5 = (9, 15, 25, 50, 70) and n6 = (70, 50, 25, 15, 9).
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first population mean vector, h a constant unit vector specifying the direction of
the population mean differences, and δ a tuning parameter controlling the amount
of the population mean differences. Without loss of generality, we specify µ1 as 0
and h as h0/‖h0‖ where h0 = (1, 2, · · · , p)T for any given dimension p and ‖h0‖
denotes the usual L2-norm of h0. We independently generate the p entries of the
error terms lj using three schemes: (1) from the N(0, 1) distribution; (2) from the
t4/
√
2 distribution; and (3) from the 2Γ(4, 1/4)− 2 distribution, so that we always
have E(lj) = 0 and Cov(lj) = Ip. This means that (3.23) will generate the
l-th multivariate normal, multivariate symmetric but non-normal or multivariate
skewed sample ylj, j = 1, 2, · · · , nl with the given mean vector µl and covariance
matrix Σl. We then apply the PB,MB,AHT and WLRr, LHTr, BNPr, r = 1, 2 tests
to the generated data, and record their P-values. The empirical sizes and powers
of the MB,AHT and WLRr, LHTr, BNPr, r = 1, 2 tests were computed based on
N = 10000 runs. However, since the PB test is very time-consuming, the P-values
of the PB test were obtained using 1000 bootstrap replicates and the empirical
sizes and powers of the PB test were computed based on N = 5000 runs. The
empirical sizes (when δ = 0) and powers (when δ > 0) of the nine tests are the
proportions of rejecting the null hypothesis, that is, when their P-values are less
than the nominal significance level α. In all the simulations conducted, we used
α = 5% for simplicity.
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The empirical sizes and powers of the nine tests for one-way MANOVA, to-
gether with the associated tuning parameters, are presented in Tables 3.1–3.9, in
the columns labeled with PB,MB,AHT and WLRr,LHTr,BNPr, r = 1, 2 under
“δ = 0” and “δ > 0” respectively. Tables 3.1–3.3 record the simulated results
of the nine tests for one-way MANOVA when sampling from multivariate normal
distributions, while Tables 3.4–3.9 are associated with the non-normal cases. All
the nine tables are divided into two main parts according to the sample size cases.
Among the two parts, the upper ones represent the normal sample size cases while
the lower ones are associated with the extreme sample size cases, that is, when
the smallest sample size is too small, or when the sample sizes are very different
from each other. For every part, three sets of the tuning parameters for the pop-
ulation covariance matrices are examined. Among these three sets, the first set
satisfies the homogeneity assumption while the other two sets are associated with
the heteroscedastic case. For each set of the population covariance matrices, three
sets of the sample sizes are considered with the first one specifying the balanced
case, while the other two are associated with the unbalanced cases. To measure
the overall performance of a test in terms of maintaining the nominal size α, we





where αˆj denotes the j-th empirical size for j = 1, 2, · · · ,M , α = .05 and M is the
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number of empirical sizes under consideration. The smaller ARE value indicates
the better overall performance of the associated test. For a good test, the larger
the sample sizes, the smaller the ARE values. The ARE values of the nine tests
under the three error schemes are also presented in these nine tables. Notice that
for simplicity, in the specification of the covariance matrix and sample size tuning
parameters, we often use (ar) to denote “a repeats r times”. Tables 3.1, 3.4 & 3.7,
Tables 3.2, 3.5 & 3.8, Tables 3.3, 3.6 & 3.9 show the empirical sizes and powers of
the nine tests for a bivariate case with k = 2, a 3-variate case with k = 3 and a
5-variate case with k = 5, respectively.
We first compare the nine tests under the N(0, 1) error scheme. From Ta-
ble 3.1, it is seen that for the two-sample BF problem, there is no great difference
between these tests. The AHT test and the modified WLR2,LHT2,BNP2 tests are
even identical for various sample sizes and population covariance matrices config-
urations. For normal sample size cases, the PB,MB,AHT and WLR2,LHT2,BNP2
tests performed very similarly and slightly outperformed the WLR1,LHT1,BNP1
tests. For extreme sample size cases, the MB,AHT and WLR2,LHT2,BNP2 tests
slightly outperformed the PB and WLR1,LHT1,BNP1 tests, though the Type I er-
ror rates of all the nine tests have some slight inflation or deflation. However, from
Table 3.2 and Table 3.3, it is seen that with k increasing to 3 and 5, the modified
WLR2,LHT2,BNP2 tests demonstrate their superiority gradually. In terms of size
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controlling, all these three modified tests show their obvious advantages. Under
both size conditions, the WLR2,LHT2,BNP2 tests maintain the nominal size very
well as indicated by the ARE values. While the performances of the other six
tests are affected in different degree by the sample size cases. For normal sample
size cases, the PB,MB,AHT andWLR2,LHT2,BNP2 tests are generally comparable
and outperform the WLR1,LHT1,BNP1 tests. For extreme sample size cases, the
PB test becomes moderate liberal, the MB and AHT tests become rather liberal,
while the WLR2,LHT2,BNP2 tests still maintain the nominal sizes surprisingly
well. The WLR1,LHT1,BNP1 tests are less sensitive to the unbalance of the sizes
compared with the PB, MB and AHT tests. However, under both size conditions,
the WLR1,LHT1,BNP1 tests may very liberal, or sometimes, very conservative. In
terms of power, the modifiedWLRr,LHTr,BNPr, r = 1, 2 tests are very similar and
generally comparable with the PB, MB and AHT tests. Only for the heteroscedastic
cases with k = 5, the PB, MB and AHT tests has higher powers than the modified
WLRr,LHTr,BNPr, r = 1, 2 tests.
Under the t4/
√
2 and 2Γ(4, 1/4) − 2 error schemes, we may draw similar con-
clusions as mentioned above. Only notice that under the t4/
√
2 error schemes,
both the empirical sizes and powers are smaller than those under the N(0, 1) error
scheme. While under the 2Γ(4, 1/4) − 2 error schemes, both the empirical sizes
and powers are generally larger than those under the N(0, 1) error scheme. It is
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not a surprise since all the nine tests have not taken the data non-normality into
account.
We also notice that among the three proposed tests, though it can be seen from
the nine tables that theWLR2,LHT2,BNP2 tests are generally comparable in terms
of size controlling and power, slight differences still can be found. Specifically, we
find that the WLR2 test performs best under the N(0, 1) error scheme, the LHT2
test performs best under the t4/
√
2 error scheme, respectively.
Since the PB test is computationally intensive, the MB and AHT tests are
affected greatly by the values of nmin and nmax/nmin, the Coombs and Algina’s
(1996) modified WLR, LHT and BNP tests are not affine-invariant, combined
with the simulation conclusions, we highly recommend our modified WLR, LHT
and BNP tests for heteroscedastic one-way MANOVA.
3.4 Application to the Egyptian Skull Data
In this section, we shall illustrate and compare the proposed modified WLR2,
LHT2, BNP2 tests against the PB, MB, AHT and the modified WLR1, LHT1, BNP1
tests by an application to the famous Egyptian Skull data. The Egyptian Skull data
which were originally presented by Thomson and Randall-Maciver(1905) can be
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downloaded from the DASL Web site (http://lib.stat.cmu.edu/DASL/Datafiles/
EgyptianSkulls.html). The data consist of four measurements on each of 30 skulls
from each of five time periods ranging from the early pre-dynastic period (circa 4000
BC), the late pre-dynastic period (circa 3300 BC), the 12-th and 13-th dynasties
(circa 1850 BC), the Ptolemaic period (circa 200 BC), and the Roman period (circa
AD 150). For each of the 150 skulls, the following measurements are taken (all
in mm): x1 =maximum breadth, x2 =borborygmatic height, x3 =dentoalveolar
length, and x4 =nasal height. Our interest centers on differences (if any) in the
skull sizes across the time periods in the context that change of skull size with time
would indicate the interbreeding and influx of immigrant populations.
To compare our modified WLR2,LHT2,BNP2 tests against the PB, MB, AHT
and the modified WLR1, LHT1, BNP1 tests in various cases, we applied these nine
tests to check the significance of the mean vector differences of the first k samples,
using only the first n = [n1, · · · , nk] observations for n = (10k), (20k) and (30k),
k = 2, 3, 4 and 5, that is, we considered four null hypotheses, for each of the null
hypothesis, we considered three sample size cases. Hence there are totally 12 cases
under consideration. The number of bootstrap replications in the PB test is 10000
and hence the time spent by the PB test is about 10000 times of that spent by the
other eight tests. The P-values of the nine tests for various cases are presented in
Table 3.10.
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Table 3.10 P-values of the nine tests for the Egyptian skull data.
Null hypothesis n PB MB AHTWLR1 LHT1BNP1WLR2 LHT2BNP2
H0 : µ1 = µ2 (10k) .6330 .6415 .6448 .6433 .6433 .6433 .6448 .6448 .6448
(20k) .7360 .7221 .7227 .7224 .7224 .7224 .7227 .7227 .7227
(30k) .8040 .8140 .8142 .8143 .8143 .8143 .8142 .8142 .8142
H0 : µ1 = µ2 = µ3 (10k) .6150 .6088 .6234 .6365 .6622 .6111 .6315 .6572 .6060
(20k) .1860 .2056 .2071 .3102 .3061 .3151 .3106 .3069 .3149
(30k) .0230 .0301 .0298 .0442 .0394 .0497 .0448 .0402 .0501
H0 : µ1 = µ2 = µ3 = µ4 (10k) .0960 .0997 .1105 .0415 .0380 .0455 .0432 .0408 .0459
(20k) .0200 .0231 .0227 .0250 .0202 .0309 .0263 .0216 .0319
(30k) .0000 .0002 .0002 .0001 .0000 .0003 .0001 .0001 .0003
H0 : µ1 = µ2 = µ3 = µ4 = µ5 (10k) .0650 .0448 .0532 .0066 .0042 .0102 .0073 .0050 .0105
(20k) .0020 .0027 .0025 .0015 .0007 .0031 .0017 .0008 .0033
(30k) .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000
From Table 3.10, it is seen that the P-values associated with each of the nine
tests are generally close to each other. These results are in agreement with the
conclusions drawn from the simulation studies (for normal sample size cases) in
Section 3.3. It is also seen that the first null hypothesis in Table 3.10 is not
significant, with the P-values of the nine tests larger than 60% and increasing with
the increased sample sizes; the latter three null hypotheses are significant, with
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the P-values of the nine tests decreasing to less than 5% with the increased sample
sizes. These results show that there is very strong evidence that the Egyptian
skulls had little change in the early and late pre-dynastic periods but changed
significantly across the later three periods.
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CHAPTER 4
An Improvement to Harrar and
Bathke’s Modified Tests
4.1 Introduction
In this chapter, we consider testing for main, simple and interaction effects
in heteroscedastic two-way MANOVA model. For these testing problems, Harrar
and Bathke (2012) proposed the so-called modified WLR, LHT and BNP tests
to account for the cell covariance matrix heteroscedasticity in the model. They
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approximated the null distributions of the random matrices involved in the mod-
ified MANOVA test statistics by some Wishart distributions with the degrees of
freedom estimated from the data via matching the mean vectors and total vari-
ances. Although simple to understand, their modified MANOVA tests admit the
following four main drawbacks. First of all, these modified MANOVA tests are
somewhat too conservative and not powerful, as indicated by some simulation re-
sults presented in Section 4.3. Secondly, complex matrix operations and tedious
calculations are involved in deriving these modified MANOVA tests and the result-
ing formulas for the approximate degrees of freedom (ADF) are very complicated
and huge. Thirdly, these modified MANOVA tests are not affine-invariant. The
affine-invariance of a good multivariate test is often desirable. Lastly, Harrar and
Bathke (2012) failed to incorporate a weight scheme into their modified MANOVA
tests to take the unequal cell sizes into account.
In this chapter, we will address the first three drawbacks of Harrar and Bathke’s
(2012) modified MANOVA tests. Specifically, we will show how their modified
MANOVA tests can be improved via estimating the degrees of freedom of the
random matrices in the test statistics by the better matching scheme and how
to make them affine-invariant. Simulation studies presented in Section 4.3 show
that the proposed methods indeed improve Harrar and Bathke’s (2012) modified
MANOVA test a great deal. It should be especially pointed out that we introduce
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a formula which is efficient and useful in calculating the means and the total
variations of the SSCP matrices with quadratic forms, which makes the formulas
for computing the ADF of the SSCP matrices involved in the modified tests fairly
simple.
This chapter is organized as follows. The methodologies are presented in Sec-
tion 4.2. Simulation studies are given in Section 4.3. Finally, an example using a
data set from a smoking cessation trial is presented in Section 4.4.
4.2 The Methodologies
4.2.1 Tests of Main, Simple and Interaction Effects
Consider a two-way MANOVA model having two factors A and B of a and b
levels respectively with a total ab treatment combinations or cells. Suppose that
the sample at the (i, j)-th cell is Y ij1,Y ij2, · · · ,Y ijnij i.i.d∼ Np(µij,Σij) where µij
andΣij are the (i, j)-th cell mean vector and covariance matrix. The cell covariance
matrices Σij, i = 1, 2, · · · , a; j = 1, 2, · · · , b are not assumed to be equal. The cell
mean vectors µij are often decomposed into the form:
µij = µ0 +αi + βj + γij, i = 1, 2, · · · , a; j = 1, 2, · · · , b.
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where µ0 is the grand mean vector, αi is the i-th main effect of factor A, βj the
j-th main effect of factor B, and γij the (i, j)-th interaction effect between factor
A and factor B. Then a heteroscedastic two-way MANOVA model can be written
as
Y ijk = µ0 +αi + βj + γij + ijk, ijk ∼ Np(0,Σij),
k = 1, · · · , nij; i = 1, · · · , a; j = 1, · · · , b.
(4.1)
Note that (4.1) is not identifiable since the parameters µ0,αi,βj, and γij are not









j=1 γij = 0,∑a
i=1 γij = 0, j = 1, · · · , b− 1;∑b
j=1 γij = 0, i = 1, · · · , a− 1.
(4.2)
We are interested in testing the following hypotheses:
H (A)0 : αi = 0, i = 1, 2, · · · , a. (no main effects of factor A)
H (B)0 : βj = 0, j = 1, 2, · · · , b. (no main effects of factor B)
H (A|B)0 : αi + γij = 0, i = 1, · · · , a; j = 1, · · · , b. (no simple effects of factor A)
H (B|A)0 : βj + γij = 0, i = 1, · · · , a; j = 1, · · · , b. (no simple effects of factor B)
H (AB)0 : γij = 0, i = 1, · · · , a; j = 1, · · · , b. (no interaction effects of factors A and B)
(4.3)
against their nature alternative hypotheses.
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4.2.2 Harrar and Bathke’s Modified MANOVA Tests
Under the cell covariance matrices homogeneity assumption, the classical WLR,
LHT and BNP tests can be used to test the above hypotheses by using the
usual SSCP matrices. When this assumption is seriously violated, Harrar and
Bathke (2012) proposed and studied the so-called modified WLR, LHT and BNP
tests via defining the following SSCP matrices associated with the hypotheses







































j=1(Y¯ ij. − Y¯ i.. − Y¯ .j. + Y¯ ...)(Y¯ ij. − Y¯ i.. − Y¯ .j. + Y¯ ...)T ,
(4.4)



















Harrar and Bathke (2012) constructed the SSCP matrices (4.4) so that they
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where Σˆij = (nij−1)−1
∑nij
k=1(Y ijk− Y¯ ij.)(Y ijk− Y¯ ij.)T is the usual unbiased esti-
mator of Σij. Under the model (4.1), the distributions of H and G are in general
intractable. To overcome this difficulty, Harrar and Bathke (2012) suggested to
approximate the distributions of H and G by some Wishart distributions so that
H ∼ Wp(fH,Σ/fH) and G ∼ Wp(fG,Σ/fG) approximately, (4.6)
where the fact E(H) = E(G) = Σ has been used, and the parameters fH and fG
are unknown ADF of H and G respectively. Via matching total variances, Harrar














































































































































SetW 1 = fHH andW 2 = fGG. ThenW 1 ∼ Wp(fH,Σ) andW 2 ∼ Wp(fG,Σ) ap-
proximately. UsingW 1 andW 2, Harrar and Bathke (2012) defined their modified
WLR, LHT and BNP test statistics respectively as:
TWLR = − log(|W 2|/|W 1 +W 2|),
TLHT = tr(W 1W
−1
2 ),
TBNP = tr(W 1(W 1 +W 2)
−1).
(4.8)
Note that Harrar and Bathke’s (2012) modified WLR test is defined in the loga-
rithmic form. There is no essential difference between the logarithmic form and the
original form as in Chapter 2, Section 2.1. SinceW 1 andW 2 are independent, the
distributions of TWLR, TLHT and TBNP are approximately the distributions of the clas-
sical WLR, LHT and BNP test statistics but with fH and fG degrees of freedom.
The classical WLR, LHT and BNP test statistics are defined for homogeneous
MANOVA models and do not depend on the value of Σ. As stated in Chapter 2,
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Section 2.1, there are generally no close-form expressions for these distributions
except in few special cases. Harrar and Bathke (2012) adopted the chi-squared
and normal-based series expansions as shown in Anderson (2003). Besides, the
well-known F -approximation method also can be used.
4.2.3 An Improvement to Harrar and Bathke’s Modified
MANOVA Tests
Simulation results presented in Section 4.3 show that the modified MANOVA
tests (4.8) based on the ADF given in (4.7) are very conservative and less powerful.
Besides, complex matrix operations and tedious calculations are involved in deriv-
ing their ADF and the resulting formulas (4.7) are very huge and complicated. To
overcome these difficulties, following Zhang (2011), we can find the ADF fH and
fG via matching total variations.
First, we can rewrite the SSCP matrices due to the hypotheses in the quadratic
forms. Define ¯ij., ¯i.., ¯.j., and ¯... similarly as Y¯ ij., Y¯ i.., Y¯ .j., and Y¯ .... Set
E = [¯11., · · · , ¯1b., · · · , ¯a1., · · · , ¯ab.]T . Then E is a random matrix whose rows are
independent with each other and
¯ij. ∼ Np(0,Σij/nij), i = 1, · · · , a; j = 1, · · · , b. (4.9)
Then under the model (4.1) and the constraint (4.2), the SSCP matrices (4.4) can
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⊗ (Ib − J bb ),




⊗ (Ib − J bb ),
CAB =
1
(a−1)(b−1)(Ia − Jaa )⊗ (Ib − J bb ),
(4.11)
with Ir and J r being the identity matrix and the matrix of ones of size r × r
respectively, and ⊗ the usual Kronecker operation. Set H = E TCE with C =
CA,CB,CA|B,CB|A or CAB.
Next, we introduce the following theorem which plays a key role in calculating
the means and total variations of a matrix with quadratic form. The total variation
of a randommatrixX = (xij) is defined as V(X) = Etr(X−EX)2 =
∑
i,j Var(xij),
that is, the sum of the variances of all the entries of X.
Theorem 4.1. Let u1,u2, · · · ,um be mutually independent with ui ∼ Np(0,V i), i =
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1, 2, · · · ,m. Let Q = UTDU be a quadratic form of U = [u1,u2, · · · ,um]T
where D = (dij) is an m × m non-negative symmetric matrix. Then E(Q) =∑m






ij[tr(V i)tr(V j) + tr(V iV j)].







Y i = uiu
T
i , i = 1, · · · ,m. Since u1, · · · ,um are mutually independent with ui ∼










V (Q) = Etr[(Q− EQ)2]
































































ij[tr(V iV j) + tr(V i)tr(V j)],
as desired. The theorem is proved.
With the aid of Theorem 4.1, we can easily calculate the means and total
variations of the SSCP matrices shown in (4.10). Hence, the derivation of the
ADF becomes much easier. Now let Ga ∼ Wp(fG,Σ/fG) and Ha ∼ Wp(fH,Σ/fH)
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so that G and Ga, H and Ha have the same first moments, respectively. After
some calculation, we have the following proposition.
Theorem 4.2. The approximate degrees of freedom fH and fG obtained via match-

























where cij,αβ, i, α = 1, · · · , a; j, β = 1, · · · , b denote the entries of C.
Proof of Theorem 4.2. We first find fG so that G ∼ Wp(fG,Σ/fG) approxi-
mately. Notice that under the model (4.1), Σˆij ∼ Wp(nij − 1,Σij/(nij − 1)), i =
1, · · · , a; j = 1, · · · , b, implying that G as defined in (4.5) is a Wishart-mixture.
Thus, the Wishart-approximation technique used in Nel and van der Merwe (1986),
Coombs and Algina (1996), Krishnamoorthy and Yu (2004), and Zhang (2011,
2012a) can be used to approximate the distribution of G by that of the sin-
gle Wishart matrix Ga via matching the first moments and total variations. By








2(Σij)]. Furthermore, the total variation of Ga is V (Ga) =







j=1(nij − 1)−1n−2ij [tr(Σ2ij) + tr2(Σij)]
. (4.13)
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We now find fH so that H ∼ Wp(fH,Σ/fH) approximately. Again, by Zhang
(2011, 2012a), the total variation of Ha is V (Ha) = [tr(Σ
2) + tr2(Σ)]/fH. By
(4.9), H = E TCE is a quadratic form of E . Therefore, we can apply Theorem
4.1 to calculate the total variation of H . In fact, applying Theorem 4.1, the total





















The theorem is proved.
Simulation results presented in Section4.3 show that the modified MANOVA
tests (4.8) based on the new ADF fH and fG improve Harrar and Bathke’s (2012)
modified MANOVA tests greatly. However, all the above modified MANOVA tests
are not invariant under the following affine transformation:
Y˜ ijk = ΘY ijk + ξ, k = 1, · · · , nij; i = 1, · · · , a; j = 1, · · · , b, (4.15)
where Θ is any nonsingular matrix and ξ is any constant vector since the ADF
fH and fG given in (4.7) and (4.12) are not invariant under (4.15). This problem
can be solved by a similar method employed in Chapter 3. Specifically, when (4.6)
holds, we have H˜ = Σ−1/2HΣ−1/2 ∼ Wp(fH, Ip/fH) and G˜ = Σ−1/2GΣ−1/2 ∼
Wp(fG, Ip/fG) approximately. This implies that the ADF fH and fG of H and G
are also the ADF of H˜ and G˜. Thus, fH and fG can also be determined based on
H˜ and G˜ respectively. Further calculation leads to the following proposition.
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Theorem 4.3. The approximate degrees of freedom fH and fG obtained via match-
ing the total variations of H˜ and G˜ with their respective approximating Wishart










































can be obtained from G in (4.5) via replacing Σˆij with Σ
−1/2ΣˆijΣ−1/2. Thus, the
ADF fG based on G˜ can be obtained from (4.13) via replacing Σ and Σij with Ip













The determination of fH based on H˜ is similar. Since




E˜ = [˜¯11., · · · , ˜¯1b., · · · , ˜¯a1., · · · , ˜¯ab.]T
with ˜¯ij. = Σ
−1/2¯ij. ∼ Np(0,Σ−1/2ΣijΣ−1/2/nij), the ADF fH based on H˜ can
be obtained from (4.14) via replacing Σ,Σij and Σαβ by Ip, Σ
−1/2ΣijΣ−1/2 and
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The theorem is proved.
In addition, we have the following theorem.
Theorem 4.4. The modified WLR, LHT and BNP tests (4.8) based on the ADF
given in (4.16) are invariant under the affine-transformation (4.15).
In real data analysis, the ADF fH and fG are first obtained from the associ-
ated formulas via replacing the unknown parameters Σ and Σij by their unbiased
estimators G and Σˆij respectively so that W 1 and W 2 can be computed. Then
the MANOVA test statistics (4.8) can be calculated and their distributions are
approximated either by F -distribution as in SAS, Splus and R, or by chi-squared
or normal-based series expansions as in Harrar and Bathke (2012).
4.3 Simulation Studies
Section 4.2 describes three methods for computing the ADF fH and fG, resulting
in three types of modified MANOVA tests (4.8), namely WLRr,LHTr,BNPr, r =
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1, 2, 3 respectively where the first type tests are due to Harrar and bathke (2012)
while the last two types of the tests are proposed in Section 4.2 with the last type
tests being affine-invariant. Which type of the modified MANOVA tests is the best
in terms of controlling size and power?
To answer this question, in this section, we present some simulation studies
for evaluating the empirical sizes (Type I error rates) and powers of the above
modified MANOVA tests for the main, simple and interaction effects of two factors
in two-way MANOVA models. Let the two factors be A and B with a and b levels
respectively. Let n = (n11, n12, · · · , nab) denote the vector of cell sizes. For given
n and covariance matrices Σij, i = 1, 2, · · · , a; j = 1, 2, · · · , b, we first generate ab
multivariate random samples as
Y ijk = µij +Σ
1/2
ij ijk, k = 1, 2, · · · , nij, (4.19)
where the cell mean vectors µij = µ11 + ijδh/(ab) with µ11 being the first cell
mean vector, h a constant unit vector specifying the direction of the cell mean
vector differences, and δ a tuning parameter controlling the amount of the cell
mean vector differences. We independently generate the p entries of the error
terms ijk using three schemes: (1) from the N(0, 1) distribution; (2) from the
t4/
√
2 distribution; and (3) from the 2Γ(4, 1/4)− 2 distribution, so that we always
have E(ijk) = 0 and Cov(ijk) = Ip. This means that (4.19) will generate the (ij)-
th multivariate normal, multivariate symmetric but non-normal and multivariate
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skewed sample Y ijk, k = 1, 2, · · · , nij with the given mean vector µij and covariance
matrix Σij. Without loss of generality, we specify µ11 as 0 and h as h0/‖h0‖ where
h0 = (1, 2, · · · , p)T for any given dimension p. We then apply all the modified
MANOVA tests mentioned above to the generated data, and record their P-values.
This process is repeated N = 3000 times. The empirical sizes (when δ = 0) and
powers (when δ > 0) of the modified tests are the proportions of rejecting the null
hypothesis, that is, when their P-values are less than the nominal significance level
α. In all the simulations conducted, we used α = 5% for simplicity.
For space saving, here we just report the simulation results for interaction
effect tests, main effect of factor B tests and simple effect of factor A tests. Similar
conclusions can be drawn from the simulation results for main effect of factor
A tests and simple effect of factor B tests. The empirical sizes and powers of the
tests for interaction effect, the main effect of factor B and the simple effect of factor
A, together with the associated tuning parameters, are presented in Tables 4.1–
4.3, Tables 4.4–4.6 and Tables 4.7–4.9, respectively, in the columns labeled with
WLRr,LHTr,BNPr, r = 1, 2, 3 under “δ = 0” and “δ = ∗” respectively where ∗
represents some number greater than 0. The simulation results with more values
of δ might be also obtained but including them into the three tables would occupy
much more space while would not change the conclusions made in this section
substantially. As seen from the nine tables, three sets of the tuning parameters
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Table 4.1 Empirical sizes and powers of interaction effect test for two-way
MANOVA (p = 2).
a = 2, b = 20, Σ1j = I2, Σ2j = diag(λ), j = 1, 2, · · · , 20.
δ = 0 δ = 3.6
Error λ n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3
N(0, 1) λ1 n1 .032 .033 .033 .039 .040 .039 .040 .040 .040 .554 .566 .544 .585 .596 .570 .587 .596 .571
n2 .046 .046 .046 .049 .049 .049 .048 .049 .049 .937 .940 .934 .941 .944 .939 .941 .944 .939
n3 .041 .041 .041 .045 .045 .046 .045 .045 .046 .986 .987 .986 .988 .989 .987 .988 .989 .987
λ2 n1 .041 .042 .042 .048 .050 .047 .054 .054 .053 .214 .216 .212 .241 .247 .236 .258 .262 .255
n2 .039 .038 .039 .042 .042 .042 .051 .052 .052 .425 .431 .421 .450 .456 .445 .497 .500 .492
n3 .035 .035 .034 .038 .039 .037 .048 .048 .047 .482 .484 .480 .503 .505 .499 .544 .547 .540
λ3 n1 .031 .032 .031 .037 .036 .037 .047 .048 .048 .132 .132 .131 .147 .148 .147 .181 .184 .179
n2 .033 .032 .032 .037 .037 .037 .057 .057 .058 .236 .237 .233 .255 .258 .254 .323 .326 .320
n3 .031 .031 .030 .033 .032 .033 .047 .048 .047 .303 .306 .301 .315 .319 .312 .385 .386 .380
ARE 27.0 26.7 27.1 18.4 18.0 18.6 8.09 7.58 8.20
t4/
√
2 λ1 n1 .018 .019 .018 .026 .026 .026 .026 .027 .026 .470 .480 .461 .522 .533 .511 .530 .541 .520
n2 .031 .030 .031 .036 .036 .035 .036 .037 .036 .893 .898 .891 .911 .914 .907 .913 .918 .910
n3 .036 .036 .036 .041 .040 .040 .040 .040 .040 .967 .968 .965 .973 .974 .972 .978 .979 .976
λ2 n1 .021 .021 .022 .027 .028 .026 .033 .033 .033 .178 .181 .176 .211 .215 .207 .230 .234 .225
n2 .030 .029 .030 .033 .033 .033 .043 .042 .043 .392 .395 .385 .422 .425 .418 .454 .460 .450
n3 .031 .031 .032 .034 .034 .034 .043 .044 .043 .449 .453 .442 .471 .477 .466 .525 .529 .520
λ3 n1 .021 .021 .021 .025 .025 .025 .032 .032 .032 .106 .107 .108 .126 .125 .125 .160 .161 .157
n2 .022 .022 .022 .024 .024 .025 .041 .040 .041 .209 .211 .209 .231 .233 .228 .298 .299 .297
n3 .028 .029 .029 .033 .033 .032 .050 .050 .051 .276 .280 .273 .296 .298 .294 .366 .367 .363
ARE 46.9 47.0 46.3 38.1 37.7 38.5 23.8 23.3 23.8
2Γ(4, 1/4)− 2 λ1 n1 .028 .029 .029 .033 .033 .032 .033 .034 .033 .549 .555 .537 .581 .592 .569 .583 .592 .570
n2 .040 .040 .040 .043 .043 .043 .043 .043 .043 .926 .928 .923 .930 .932 .928 .930 .932 .928
n3 .038 .038 .038 .041 .041 .041 .042 .041 .041 .990 .991 .987 .991 .991 .990 .991 .991 .990
λ2 n1 .037 .037 .038 .046 .047 .046 .051 .051 .050 .207 .208 .203 .234 .236 .230 .252 .255 .247
n2 .032 .031 .032 .036 .036 .035 .044 .044 .044 .418 .423 .415 .447 .452 .444 .483 .489 .478
n3 .026 .026 .027 .030 .031 .029 .039 .039 .038 .454 .460 .449 .477 .482 .473 .528 .535 .522
λ3 n1 .031 .030 .030 .035 .035 .036 .048 .048 .048 .126 .126 .126 .143 .145 .142 .180 .181 .177
n2 .026 .027 .027 .029 .030 .030 .046 .046 .047 .250 .253 .249 .272 .274 .270 .335 .337 .331
n3 .027 .026 .027 .031 .031 .031 .047 .047 .046 .296 .300 .293 .310 .313 .308 .379 .382 .375
ARE 36.6 36.7 36.5 27.9 27.5 28.3 13.1 12.9 13.3
λ1 = (1, 1), λ2 = (1, 5) and λ3 = (1, 10). n1 = (7, 10)20, n2 = (15, 15)20 and n3 = (30, 15)20.
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Table 4.2 Empirical sizes and powers of interaction effect test for two-way
MANOVA (p = 3).






, j = 1, 2, · · · , 10.
δ = 0 δ = 3.6
Error (λ, ρ) n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 LHT2 WLR2 BNP2 WLR3 LHT3 BNP3
N(0, 1) (λ1, ρ1) n1 .032 .032 .032 .044 .045 .044 .045 .046 .044 .431 .447 .413 .491 .509 .472 .495 .512 .474
n2 .040 .040 .041 .045 .046 .044 .045 .046 .044 .776 .782 .765 .793 .801 .784 .793 .802 .783
n3 .037 .038 .037 .045 .047 .044 .046 .048 .045 .779 .796 .761 .811 .823 .798 .813 .825 .798
(λ2, ρ2) n1 .032 .032 .033 .047 .048 .047 .053 .054 .050 .461 .473 .446 .524 .535 .509 .531 .549 .516
n2 .032 .033 .031 .041 .042 .041 .048 .049 .048 .767 .781 .755 .811 .820 .798 .832 .843 .821
n3 .050 .051 .049 .064 .065 .064 .061 .061 .061 .804 .816 .790 .841 .850 .825 .828 .845 .812
(λ3, ρ3) n1 .037 .037 .037 .049 .049 .050 .048 .048 .048 .485 .508 .466 .561 .586 .538 .555 .579 .533
n2 .039 .039 .040 .054 .055 .053 .054 .055 .054 .807 .819 .795 .837 .848 .826 .841 .851 .831
n3 .045 .045 .046 .057 .057 .057 .054 .054 .053 .809 .821 .794 .838 .850 .824 .827 .843 .817
ARE 23.4 23.3 23.6 12.1 11.3 11.9 8.56 8.56 8.53
t4/
√
2 (λ1, ρ1) n1 .012 .012 .013 .028 .027 .027 .029 .030 .029 .338 .352 .327 .444 .459 .425 .465 .483 .444
n2 .022 .024 .022 .033 .034 .032 .035 .035 .034 .728 .739 .714 .776 .786 .766 .782 .791 .772
n3 .020 .021 .021 .030 .031 .030 .032 .032 .031 .724 .739 .704 .789 .800 .770 .806 .815 .788
(λ2, ρ2) n1 .019 .018 .021 .033 .034 .034 .040 .038 .041 .383 .388 .372 .467 .480 .449 .498 .512 .474
n2 .027 .026 .026 .037 .038 .037 .042 .044 .042 .692 .707 .681 .766 .776 .755 .795 .805 .787
n3 .028 .027 .030 .042 .044 .042 .042 .042 .041 .754 .765 .740 .806 .814 .795 .808 .819 .792
(λ3, ρ3) n1 .019 .018 .020 .031 .032 .031 .032 .032 .033 .407 .419 .392 .503 .518 .483 .520 .535 .497
n2 .026 .026 .027 .035 .035 .035 .038 .038 .038 .756 .768 .740 .810 .820 .799 .822 .830 .813
n3 .025 .025 .025 .035 .036 .036 .035 .036 .036 .758 .772 .743 .820 .830 .805 .823 .832 .804
ARE 55.9 56.4 54.4 32.2 31.1 32.2 27.7 27.4 27.8
2Γ(4, 1/4)− 2 (λ1, ρ1) n1 .025 .024 .025 .037 .039 .035 .039 .040 .035 .399 .417 .379 .476 .496 .459 .483 .500 .464
n2 .034 .034 .034 .042 .042 .042 .042 .042 .041 .766 .775 .749 .793 .805 .782 .793 .806 .782
n3 .034 .034 .035 .046 .047 .045 .047 .048 .045 .764 .783 .743 .809 .828 .792 .813 .831 .796
(λ2, ρ2) n1 .036 .036 .037 .050 .050 .049 .054 .056 .054 .412 .427 .396 .496 .514 .479 .512 .528 .488
n2 .031 .030 .032 .046 .047 .047 .055 .056 .055 .742 .757 .731 .789 .800 .779 .813 .820 .799
n3 .042 .042 .042 .056 .057 .054 .053 .054 .051 .794 .809 .778 .835 .844 .819 .825 .839 .808
(λ3, ρ3) n1 .034 .033 .034 .051 .051 .051 .050 .051 .050 .470 .487 .454 .548 .564 .527 .544 .563 .525
n2 .034 .034 .033 .046 .045 .046 .047 .047 .047 .815 .826 .801 .850 .857 .838 .853 .861 .843
n3 .040 .040 .040 .049 .050 .048 .048 .049 .046 .791 .805 .775 .828 .838 .814 .820 .834 .805
ARE 31.3 31.6 30.8 9.19 8.67 9.63 8.96 9.11 10.1
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, 0.1, 0.05) and (λ3, ρ3) = (1, 3, 0.1, 0.09). n1 = (7, 10, 20)10, n2 = (15, 15, 15)10 and
n3 = (40, 20, 10)10.
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Table 4.3 Empirical sizes and powers of interaction effect test for two-way
MANOVA (p = 10).
a = 3, b = 5, Σ1j = I10, Σ2j = diag(λ), Σ3j = diag(η), j = 1, 2, ..., 5.
δ = 0 δ = 4.2
Error (λ,η) n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3
N(0, 1) (λ1,η1) n1 .030 .030 .030 .048 .049 .047 .048 .049 .047 .602 .622 .582 .672 .691 .647 .672 .691 .647
n2 .032 .033 .033 .048 .048 .045 .048 .048 .045 .812 .832 .788 .857 .871 .838 .859 .871 .839
n3 .037 .039 .037 .053 .055 .052 .053 .055 .052 .948 .954 .941 .959 .965 .954 .959 .965 .954
(λ2,η2) n1 .031 .027 .034 .054 .057 .053 .062 .064 .059 .126 .124 .126 .182 .189 .177 .197 .207 .191
n2 .038 .037 .039 .051 .054 .050 .060 .062 .057 .202 .203 .201 .259 .265 .250 .277 .291 .271
n3 .034 .035 .034 .054 .055 .052 .058 .060 .055 .339 .342 .335 .402 .415 .391 .413 .428 .399
(λ3,η3) n1 .029 .029 .029 .041 .044 .038 .045 .051 .042 .048 .048 .049 .067 .070 .064 .074 .076 .069
n2 .032 .033 .033 .041 .044 .039 .046 .048 .045 .076 .076 .076 .089 .091 .088 .096 .101 .093
n3 .041 .042 .041 .051 .053 .049 .053 .055 .050 .062 .063 .062 .074 .078 .073 .078 .082 .074
ARE 32.4 32.2 31.2 7.84 8.80 8.80 10.9 11.7 9.78
t4/
√
2 (λ1,η1) n1 .019 .018 .021 .037 .038 .037 .039 .039 .038 .535 .547 .525 .661 .687 .639 .668 .694 .646
n2 .026 .026 .027 .048 .049 .048 .050 .051 .049 .786 .801 .772 .867 .880 .849 .874 .887 .858
n3 .027 .028 .026 .045 .046 .043 .046 .047 .045 .935 .943 .925 .962 .964 .958 .963 .965 .959
(λ2,η2) n1 .024 .020 .026 .048 .048 .046 .055 .057 .052 .103 .095 .115 .181 .188 .178 .211 .220 .203
n2 .028 .027 .031 .049 .049 .049 .059 .061 .057 .183 .179 .186 .260 .268 .254 .291 .303 .279
n3 .028 .024 .029 .049 .051 .047 .053 .054 .051 .299 .298 .298 .391 .403 .382 .416 .426 .403
(λ3,η3) n1 .016 .016 .018 .029 .030 .028 .036 .038 .033 .026 .023 .029 .049 .050 .048 .059 .064 .055
n2 .035 .035 .035 .046 .047 .045 .052 .052 .051 .074 .072 .076 .097 .097 .096 .107 .107 .105
n3 .025 .025 .028 .042 .044 .039 .045 .048 .042 .049 .048 .052 .069 .072 .066 .075 .078 .073
ARE 49.3 51.5 46.3 12.6 11.2 14.9 11.9 11.8 12.1
2Γ(4, 1/4)− 2 (λ1,η1) n1 .025 .025 .026 .043 .045 .042 .043 .045 .042 .599 .616 .583 .675 .702 .651 .676 .702 .650
n2 .033 .033 .033 .046 .047 .045 .046 .048 .045 .808 .826 .792 .857 .873 .841 .858 .875 .842
n3 .043 .043 .043 .053 .053 .052 .053 .053 .052 .948 .953 .938 .961 .967 .953 .961 .967 .953
(λ2,η2) n1 .025 .025 .028 .049 .050 .047 .056 .059 .054 .130 .127 .133 .191 .199 .185 .212 .222 .200
n2 .042 .041 .044 .061 .061 .062 .067 .069 .065 .193 .195 .196 .251 .258 .243 .274 .284 .262
n3 .035 .035 .037 .057 .059 .055 .060 .061 .059 .328 .336 .323 .403 .423 .391 .419 .434 .401
(λ3,η3) n1 .027 .027 .028 .037 .041 .035 .041 .045 .037 .046 .044 .049 .067 .068 .064 .074 .078 .069
n2 .042 .043 .041 .048 .051 .048 .052 .055 .051 .077 .077 .076 .091 .094 .090 .100 .103 .098
n3 .040 .041 .040 .051 .052 .048 .053 .054 .052 .060 .061 .059 .076 .080 .072 .079 .082 .076
ARE 30.5 30.6 29.1 10.5 9.48 12.1 13.6 14.1 12.9
λ1 = (110)5, η1 = (110)5; λ2 = (123, 13, 243, 1)5, η2 = (13, 0.13, 22, 24, 21)5 and λ3 = (13, 33, 93, 20)5, η3 =
(53, 153, 453, 50)5. n1 = (253)5, n2 = (25, 35, 50)5 and n3 = (70, 40, 35)5.
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Table 4.4 Empirical sizes and powers of main effect of factor B test for two-way
MANOVA (p = 2).
a = 2, b = 20, Σ1j = I2, Σ2j = diag(λ), j = 1, 2, · · · , 20.
δ = 0 δ = 1.5
Error λ n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3
N(0, 1) λ1 n1 .029 .029 .029 .034 .034 .034 .034 .034 .034 .851 .860 .842 .866 .876 .858 .866 .876 .858
n2 .047 .047 .046 .050 .050 .051 .050 .051 .051 .998 .998 .997 .998 .998 .997 .998 .998 .997
n3 .041 .040 .040 .044 .044 .044 .044 .044 .044 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
λ2 n1 .033 .032 .033 .039 .039 .039 .045 .045 .044 .399 .406 .395 .439 .446 .428 .461 .468 .453
n2 .033 .032 .033 .039 .039 .039 .051 .051 .051 .735 .740 .731 .757 .759 .749 .788 .792 .782
n3 .032 .031 .033 .036 .036 .037 .045 .047 .046 .806 .811 .802 .823 .827 .816 .852 .857 .846
λ3 n1 .038 .038 .038 .043 .043 .044 .056 .057 .057 .225 .227 .225 .246 .248 .247 .295 .300 .290
n2 .035 .035 .035 .040 .040 .040 .057 .057 .057 .471 .475 .466 .491 .493 .486 .558 .564 .553
n3 .037 .038 .038 .040 .040 .039 .053 .053 .053 .576 .580 .571 .588 .594 .582 .656 .664 .651
ARE 27.9 28.3 27.9 18.8 19.0 19.2 10.9 10.6 11.4
t4/
√
2 λ1 n1 .023 .023 .024 .031 .031 .032 .032 .032 .034 .771 .782 .756 .811 .822 .802 .825 .835 .813
n2 .029 .029 .029 .034 .035 .034 .034 .035 .034 .991 .991 .990 .993 .994 .992 .994 .994 .994
n3 .028 .028 .029 .035 .036 .035 .036 .036 .035 .996 .996 .996 .997 .998 .998 .999 .999 .999
λ2 n1 .021 .021 .021 .029 .028 .029 .032 .033 .032 .354 .360 .346 .393 .400 .388 .417 .426 .408
n2 .023 .024 .024 .029 .029 .029 .038 .038 .037 .694 .701 .689 .727 .734 .718 .771 .776 .765
n3 .029 .029 .028 .033 .032 .033 .042 .042 .041 .768 .773 .763 .788 .795 .783 .827 .832 .825
λ3 n1 .024 .024 .023 .029 .029 .030 .039 .038 .040 .190 .193 .187 .218 .220 .213 .267 .270 .260
n2 .027 .027 .028 .032 .032 .032 .046 .047 .046 .461 .464 .456 .488 .494 .483 .561 .565 .555
n3 .028 .027 .028 .030 .030 .030 .043 .042 .043 .526 .532 .522 .546 .551 .539 .629 .635 .625
ARE 48.4 48.4 48.1 37.4 37.3 36.9 24.2 23.6 24.0
2Γ(4, 1/4)− 2 λ1 n1 .024 .024 .025 .030 .031 .030 .030 .032 .030 .822 .834 .809 .844 .853 .831 .846 .854 .834
n2 .035 .035 .035 .041 .041 .041 .041 .041 .041 .997 .997 .997 .997 .998 .997 .997 .998 .997
n3 .045 .045 .045 .048 .048 .048 .048 .048 .048 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
λ2 n1 .028 .028 .028 .034 .034 .034 .038 .038 .038 .390 .398 .380 .430 .436 .424 .449 .457 .442
n2 .032 .032 .032 .040 .040 .039 .051 .052 .051 .724 .729 .718 .748 .754 .743 .781 .785 .775
n3 .027 .027 .028 .032 .032 .032 .042 .042 .042 .792 .798 .785 .813 .817 .806 .845 .851 .840
λ3 n1 .035 .035 .035 .039 .039 .039 .049 .050 .049 .237 .241 .234 .262 .266 .260 .311 .314 .305
n2 .031 .031 .031 .035 .035 .035 .051 .051 .051 .482 .485 .477 .503 .510 .499 .584 .589 .578
n3 .029 .030 .029 .034 .034 .034 .049 .049 .048 .576 .581 .572 .594 .600 .590 .663 .670 .657
ARE 36.1 36.1 36.3 25.9 25.6 26.3 11.9 11.7 12.1
λ1 = (1, 1), λ2 = (1, 5) and λ3 = (1, 10). n1 = (7, 10)20, n2 = (15, 15)20 and n3 = (30, 15)20.
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Table 4.5 Empirical sizes and powers of main effect of factor B test for two-way
MANOVA (p = 3).






, j = 1, 2, · · · , 10.
δ = 0 δ = 1.2
Error (λ, ρ) n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 LHT2 WLR2 BNP2 WLR3 LHT3 BNP3
N(0, 1) (λ1, ρ1) n1 .036 .036 .035 .049 .050 .048 .049 .050 .048 .478 .495 .460 .520 .534 .498 .521 .534 .499
n2 .041 .042 .041 .045 .046 .044 .045 .046 .044 .770 .775 .762 .779 .784 .775 .779 .784 .775
n3 .041 .041 .041 .047 .049 .046 .047 .049 .046 .823 .835 .810 .839 .855 .827 .840 .856 .828
(λ2, ρ2) n1 .034 .034 .033 .044 .044 .043 .044 .044 .043 .556 .577 .530 .593 .605 .574 .591 .606 .574
n2 .040 .039 .039 .045 .045 .043 .047 .047 .046 .814 .823 .805 .828 .836 .819 .835 .842 .824
n3 .039 .040 .038 .044 .045 .043 .042 .043 .040 .851 .860 .836 .863 .871 .854 .857 .866 .843
(λ3, ρ3) n1 .038 .040 .036 .050 .050 .049 .048 .048 .048 .582 .602 .558 .620 .635 .599 .615 .633 .594
n2 .042 .044 .042 .048 .049 .046 .049 .050 .047 .827 .835 .816 .839 .846 .833 .840 .847 .834
n3 .046 .047 .044 .052 .052 .052 .051 .051 .050 .855 .864 .842 .866 .876 .859 .864 .871 .856
ARE 20.6 19.1 22.1 7.00 5.47 9.09 6.87 5.33 8.44
t4/
√
2 (λ1, ρ1) n1 .024 .025 .026 .034 .035 .033 .035 .036 .034 .441 .462 .424 .506 .522 .487 .517 .534 .497
n2 .032 .031 .031 .038 .037 .038 .038 .038 .039 .749 .759 .741 .782 .790 .773 .786 .795 .776
n3 .028 .029 .028 .039 .040 .038 .040 .041 .040 .779 .796 .767 .821 .836 .809 .831 .844 .818
(λ2, ρ2) n1 .028 .028 .028 .038 .038 .038 .039 .040 .039 .494 .513 .475 .555 .575 .536 .578 .599 .555
n2 .030 .029 .029 .035 .034 .034 .037 .037 .036 .773 .783 .762 .802 .811 .794 .816 .822 .811
n3 .034 .035 .034 .040 .040 .040 .040 .040 .039 .828 .836 .817 .854 .863 .845 .853 .865 .843
(λ3, ρ3) n1 .021 .021 .021 .028 .031 .028 .030 .032 .029 .527 .545 .503 .596 .615 .575 .611 .625 .585
n2 .028 .030 .028 .037 .037 .037 .038 .038 .038 .790 .798 .775 .813 .822 .807 .820 .827 .814
n3 .029 .028 .029 .037 .038 .034 .036 .038 .035 .806 .815 .794 .833 .842 .826 .840 .848 .829
ARE 43.6 43.2 43.4 27.6 26.5 28.9 26.1 24.4 26.9
2Γ(4, 1/4)− 2 (λ1, ρ1) n1 .032 .032 .031 .042 .041 .041 .042 .042 .042 .461 .479 .436 .516 .531 .496 .519 .533 .499
n2 .041 .041 .040 .046 .047 .045 .046 .047 .045 .769 .777 .760 .783 .788 .773 .783 .788 .773
n3 .040 .041 .039 .050 .051 .050 .051 .051 .051 .816 .828 .804 .842 .851 .827 .843 .852 .829
(λ2, ρ2) n1 .029 .030 .028 .039 .040 .037 .041 .042 .038 .528 .550 .503 .577 .593 .554 .577 .597 .556
n2 .038 .037 .035 .043 .044 .043 .047 .048 .046 .810 .819 .800 .824 .832 .818 .829 .837 .825
n3 .042 .042 .042 .047 .047 .047 .045 .046 .044 .852 .863 .839 .868 .877 .859 .861 .871 .851
(λ3, ρ3) n1 .030 .031 .029 .038 .040 .037 .038 .040 .036 .558 .582 .536 .610 .625 .590 .605 .624 .587
n2 .041 .043 .041 .048 .049 .047 .048 .049 .047 .829 .838 .819 .842 .847 .836 .842 .848 .837
n3 .036 .037 .036 .042 .043 .041 .041 .042 .041 .845 .854 .832 .861 .868 .853 .857 .865 .845
ARE 26.9 25.8 28.5 12.2 11.0 13.7 11.8 10.4 13.8
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, 0.1, 0.05) and (λ3, ρ3) = (1, 3, 0.1, 0.09). n1 = (7, 10, 20)10, n2 = (15, 15, 15)10 and
n3 = (40, 20, 10)10.
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Table 4.6 Empirical sizes and powers of main effect of factor B test for two-way
MANOVA (p = 10).
a = 3, b = 5, Σ1j = I10, Σ2j = diag(λ), Σ3j = diag(η), j = 1, 2, ..., 5.
δ = 0 δ = 1.65
Error (λ,η) n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3
N(0, 1) (λ1,η1) n1 .038 .039 .039 .050 .051 .048 .050 .051 .048 .915 .920 .905 .928 .935 .923 .928 .935 .923
n2 .043 .044 .043 .051 .053 .050 .051 .053 .051 .980 .982 .977 .984 .986 .982 .984 .986 .983
n3 .046 .047 .047 .055 .055 .054 .055 .055 .054 .999 1.00 .999 1.00 1.00 .999 1.00 1.00 1.00
(λ2,η2) n1 .029 .031 .029 .044 .044 .041 .047 .048 .046 .325 .339 .314 .388 .402 .375 .400 .410 .387
n2 .045 .046 .045 .054 .055 .052 .056 .056 .055 .497 .509 .481 .536 .545 .520 .542 .550 .530
n3 .033 .035 .032 .045 .046 .044 .046 .047 .045 .731 .742 .716 .762 .775 .750 .768 .779 .756
(λ3,η3) n1 .034 .033 .034 .043 .044 .043 .046 .046 .044 .081 .080 .081 .101 .104 .098 .103 .107 .099
n2 .042 .044 .042 .046 .046 .045 .046 .047 .046 .145 .146 .143 .156 .158 .153 .158 .159 .157
n3 .043 .044 .043 .051 .053 .049 .052 .054 .051 .114 .117 .113 .132 .133 .127 .133 .136 .129
ARE 21.4 19.3 21.6 7.27 8.09 7.93 6.58 7.02 6.98
t4/
√
2 (λ1,η1) n1 .026 .026 .027 .044 .046 .042 .045 .046 .043 .895 .903 .887 .926 .932 .921 .929 .936 .924
n2 .029 .030 .030 .041 .042 .041 .042 .043 .042 .980 .982 .978 .986 .989 .985 .987 .990 .985
n3 .040 .039 .040 .047 .046 .047 .047 .047 .047 .997 .997 .997 .998 .998 .998 .998 .998 .998
(λ2,η2) n1 .025 .026 .025 .037 .036 .038 .043 .044 .042 .288 .293 .285 .379 .392 .363 .403 .416 .388
n2 .031 .031 .032 .044 .045 .044 .047 .047 .046 .458 .466 .448 .521 .534 .508 .539 .548 .521
n3 .031 .032 .029 .043 .043 .043 .046 .047 .045 .712 .725 .701 .767 .779 .756 .781 .790 .766
(λ3,η3) n1 .029 .027 .031 .042 .043 .042 .047 .049 .046 .060 .058 .064 .084 .087 .082 .092 .094 .089
n2 .042 .041 .042 .049 .050 .049 .051 .052 .050 .141 .142 .138 .166 .166 .162 .170 .171 .166
n3 .032 .031 .034 .044 .045 .043 .047 .047 .046 .103 .102 .104 .127 .127 .122 .131 .134 .129
ARE 36.5 36.8 35.6 13.1 12.3 13.7 8.36 7.04 9.29
2Γ(4, 1/4)− 2 (λ1,η1) n1 .033 .034 .033 .044 .046 .043 .044 .046 .043 .908 .919 .897 .931 .935 .923 .931 .935 .923
n2 .040 .041 .040 .050 .050 .048 .050 .050 .048 .989 .991 .987 .993 .994 .990 .993 .994 .990
n3 .040 .040 .041 .050 .050 .049 .050 .050 .049 .998 .998 .998 .998 .998 .998 .998 .998 .998
(λ2,η2) n1 .029 .028 .030 .046 .048 .047 .049 .051 .049 .307 .320 .301 .374 .387 .360 .390 .398 .374
n2 .038 .038 .037 .045 .046 .043 .047 .047 .046 .495 .505 .482 .529 .545 .519 .539 .554 .526
n3 .038 .038 .037 .049 .049 .047 .051 .051 .050 .714 .728 .699 .752 .762 .737 .757 .767 .745
(λ3,η3) n1 .032 .032 .032 .044 .045 .044 .046 .047 .045 .066 .067 .066 .093 .096 .089 .098 .102 .095
n2 .045 .044 .045 .051 .051 .050 .052 .053 .051 .144 .145 .142 .154 .157 .152 .158 .160 .155
n3 .038 .036 .038 .047 .047 .046 .048 .048 .047 .105 .107 .105 .127 .130 .121 .131 .134 .123
ARE 25.9 26.4 26.1 5.63 4.89 7.48 4.22 3.93 5.48
λ1 = (110)5, η1 = (110)5; λ2 = (123, 13, 243, 1)5, η2 = (13, 0.13, 22, 24, 21)5 and λ3 = (13, 33, 93, 20)5, η3 =
(53, 153, 453, 50)5. n1 = (253)5, n2 = (25, 35, 50)5 and n3 = (70, 40, 35)5.
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Table 4.7 Empirical sizes and powers of simple effect of factor A test for two-way
MANOVA (p = 2).
a = 2, b = 20, Σ1j = I2, Σ2j = diag(λ), j = 1, 2, · · · , 20.
δ = 0 δ = 2.0
Error λ n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3
N(0, 1) λ1 n1 .032 .034 .033 .042 .042 .041 .043 .042 .041 .725 .734 .714 .751 .759 .740 .751 .760 .741
n2 .049 .049 .049 .051 .052 .051 .051 .052 .051 .989 .990 .988 .990 .991 .989 .990 .991 .989
n3 .044 .044 .043 .046 .046 .046 .046 .046 .046 .999 .999 .999 .999 .999 .999 .999 .999 .999
λ2 n1 .041 .041 .042 .050 .050 .050 .054 .055 .054 .309 .312 .303 .339 .343 .337 .360 .364 .355
n2 .036 .036 .036 .042 .042 .042 .050 .050 .051 .602 .606 .594 .628 .636 .621 .667 .670 .661
n3 .032 .031 .031 .035 .035 .036 .045 .046 .045 .669 .677 .662 .688 .693 .682 .727 .730 .719
λ3 n1 .032 .032 .031 .036 .035 .036 .048 .048 .047 .184 .184 .182 .203 .207 .201 .247 .249 .244
n2 .034 .033 .033 .036 .037 .036 .058 .058 .058 .357 .361 .356 .379 .385 .376 .456 .457 .453
n3 .030 .030 .030 .032 .032 .033 .049 .050 .049 .460 .464 .457 .470 .473 .469 .532 .534 .526
ARE 27.0 26.9 27.0 18.3 18.3 18.1 7.24 7.33 7.87
t4/
√
2 λ1 n1 .018 .017 .017 .025 .026 .026 .026 .027 .026 .650 .659 .639 .698 .713 .686 .706 .721 .694
n2 .032 .032 .031 .038 .038 .037 .038 .038 .037 .975 .976 .973 .980 .981 .979 .982 .984 .981
n3 .038 .037 .038 .041 .041 .040 .042 .042 .041 .991 .992 .990 .995 .995 .994 .997 .997 .997
λ2 n1 .019 .019 .019 .025 .026 .025 .031 .030 .030 .276 .279 .272 .317 .323 .311 .342 .348 .334
n2 .030 .031 .030 .036 .035 .036 .043 .043 .043 .551 .559 .546 .593 .599 .586 .637 .644 .631
n3 .028 .028 .029 .033 .033 .033 .043 .043 .043 .610 .615 .603 .636 .641 .628 .684 .687 .678
λ3 n1 .020 .020 .021 .025 .025 .025 .033 .033 .032 .159 .159 .156 .180 .183 .179 .225 .223 .223
n2 .024 .023 .024 .027 .027 .027 .038 .038 .036 .332 .333 .331 .358 .363 .353 .434 .438 .431
n3 .030 .030 .030 .031 .031 .031 .047 .048 .047 .411 .416 .405 .432 .435 .427 .513 .519 .509
ARE 47.0 47.3 46.9 37.6 37.3 37.8 24.3 24.1 25.3
2Γ(4, 1/4)− 2 λ1 n1 .026 .027 .025 .033 .033 .033 .033 .033 .033 .715 .729 .697 .747 .757 .732 .749 .760 .733
n2 .037 .037 .037 .040 .042 .040 .041 .042 .040 .987 .988 .986 .989 .990 .988 .989 .990 .988
n3 .039 .040 .038 .045 .045 .045 .045 .045 .045 .999 .999 .999 .999 .999 .999 .999 .999 .999
λ2 n1 .032 .032 .032 .036 .037 .037 .043 .042 .043 .279 .283 .275 .311 .317 .307 .331 .341 .328
n2 .035 .036 .036 .044 .043 .044 .055 .055 .055 .597 .600 .592 .620 .624 .616 .653 .658 .649
n3 .032 .031 .032 .034 .035 .034 .044 .044 .044 .658 .668 .651 .682 .686 .675 .724 .729 .719
λ3 n1 .028 .028 .029 .032 .033 .032 .044 .045 .045 .177 .177 .173 .198 .201 .198 .246 .246 .241
n2 .025 .025 .025 .031 .030 .029 .045 .045 .045 .354 .358 .349 .377 .381 .372 .450 .453 .447
n3 .028 .028 .028 .030 .030 .030 .050 .050 .049 .424 .429 .418 .440 .445 .434 .514 .520 .508
ARE 37.4 37.1 37.6 27.7 27.4 28.1 13.3 13.3 13.5
λ1 = (1, 1), λ2 = (1, 5) and λ3 = (1, 10). n1 = (7, 10)20, n2 = (15, 15)20 and n3 = (30, 15)20.
4.3 Simulation Studies 94
Table 4.8 Empirical sizes and powers of simple effect of factor A test for two-way
MANOVA (p = 3).






, j = 1, 2, · · · , 10.
δ = 0 δ = 1.8
Error (λ, ρ) n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 LHT2 WLR2 BNP2 WLR3 LHT3 BNP3
N(0, 1) (λ1, ρ1) n1 .033 .031 .034 .045 .047 .045 .046 .047 .046 .512 .534 .491 .586 .606 .560 .588 .609 .563
n2 .038 .038 .038 .044 .046 .044 .045 .046 .044 .864 .873 .851 .879 .891 .870 .880 .892 .870
n3 .038 .037 .037 .048 .048 .047 .047 .048 .047 .860 .876 .836 .884 .898 .869 .885 .900 .871
(λ2, ρ2) n1 .030 .030 .031 .045 .045 .046 .048 .048 .049 .545 .569 .519 .621 .642 .600 .630 .654 .608
n2 .031 .031 .031 .042 .043 .042 .049 .049 .049 .858 .867 .843 .886 .895 .875 .902 .913 .891
n3 .045 .045 .045 .061 .061 .060 .058 .059 .057 .882 .891 .867 .910 .916 .899 .900 .913 .887
(λ3, ρ3) n1 .033 .033 .032 .047 .048 .047 .046 .046 .045 .594 .615 .570 .665 .684 .640 .659 .679 .631
n2 .040 .041 .040 .051 .053 .051 .054 .054 .053 .885 .896 .874 .912 .921 .902 .915 .923 .905
n3 .047 .048 .049 .059 .059 .061 .056 .056 .057 .890 .903 .872 .915 .927 .902 .908 .922 .893
ARE 25.5 25.6 24.8 11.4 10.3 11.5 8.16 7.78 8.42
t4/
√
2 (λ1, ρ1) n1 .015 .013 .017 .023 .024 .024 .026 .026 .026 .420 .436 .399 .529 .548 .507 .550 .572 .526
n2 .021 .021 .020 .034 .035 .033 .034 .035 .033 .818 .828 .805 .864 .873 .852 .874 .880 .860
n3 .016 .016 .017 .029 .029 .028 .031 .031 .030 .803 .814 .790 .860 .872 .845 .873 .885 .860
(λ2, ρ2) n1 .018 .017 .019 .033 .031 .033 .036 .036 .037 .458 .472 .443 .559 .575 .543 .595 .611 .572
n2 .025 .025 .026 .036 .036 .036 .044 .044 .043 .786 .795 .774 .844 .855 .831 .873 .880 .863
n3 .029 .029 .030 .044 .044 .044 .044 .044 .044 .827 .840 .813 .876 .886 .866 .881 .893 .866
(λ3, ρ3) n1 .015 .015 .017 .031 .031 .031 .031 .032 .031 .497 .512 .473 .601 .622 .577 .617 .634 .594
n2 .023 .022 .023 .035 .034 .035 .037 .037 .037 .846 .856 .830 .887 .894 .880 .895 .904 .887
n3 .024 .025 .024 .036 .036 .036 .034 .034 .035 .830 .844 .815 .878 .886 .868 .882 .891 .870
ARE 58.5 59.6 56.7 33.0 33.5 33.4 29.5 28.8 29.6
2Γ(4, 1/4)− 2 (λ1, ρ1) n1 .022 .020 .022 .038 .037 .036 .039 .039 .037 .481 .503 .460 .574 .596 .550 .578 .603 .555
n2 .035 .034 .035 .046 .045 .046 .046 .045 .046 .856 .863 .847 .877 .888 .868 .877 .888 .868
n3 .031 .032 .030 .041 .042 .040 .042 .042 .042 .851 .864 .834 .886 .896 .868 .887 .900 .871
(λ2, ρ2) n1 .025 .024 .026 .041 .040 .040 .044 .044 .043 .531 .548 .510 .620 .638 .595 .631 .651 .612
n2 .032 .032 .032 .041 .043 .042 .051 .051 .050 .842 .853 .830 .882 .891 .865 .900 .906 .890
n3 .034 .033 .033 .049 .049 .048 .047 .047 .047 .880 .890 .869 .908 .917 .897 .900 .913 .887
(λ3, ρ3) n1 .022 .023 .023 .036 .038 .036 .038 .039 .037 .560 .580 .538 .648 .669 .622 .645 .664 .616
n2 .033 .033 .033 .049 .049 .049 .050 .052 .050 .891 .900 .879 .917 .922 .908 .919 .925 .911
n3 .033 .033 .034 .046 .046 .046 .043 .044 .042 .874 .889 .860 .907 .917 .892 .898 .912 .885
ARE 40.6 41.3 40.5 14.1 13.6 14.8 11.8 11.9 12.5
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, 0.1, 0.05) and (λ3, ρ3) = (1, 3, 0.1, 0.09). n1 = (7, 10, 20)10, n2 = (15, 15, 15)10 and
n3 = (40, 20, 10)10.
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Table 4.9 Empirical sizes and powers of simple effect of factor A test for two-way
MANOVA (p = 10).
a = 3, b = 5, Σ1j = I10, Σ2j = diag(λ), Σ3j = diag(η), j = 1, 2, ..., 5.
δ = 0 δ = 2.55
Error (λ,η) n WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3 WLR1 LHT1 BNP1 WLR2 LHT2 BNP2 WLR3 LHT3 BNP3
N(0, 1) (λ1,η1) n1 .028 .028 .029 .045 .047 .044 .045 .047 .044 .985 .991 .978 .993 .996 .987 .993 .996 .987
n2 .031 .029 .031 .049 .051 .046 .050 .052 .046 .999 1.00 .999 1.00 1.00 .999 1.00 1.00 .999
n3 .037 .037 .036 .047 .049 .047 .047 .049 .047 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(λ2,η2) n1 .034 .031 .036 .059 .060 .057 .066 .068 .063 .334 .335 .332 .444 .466 .424 .471 .495 .447
n2 .039 .039 .040 .056 .056 .054 .062 .063 .061 .554 .562 .545 .643 .661 .619 .670 .692 .647
n3 .038 .036 .040 .052 .054 .052 .056 .058 .054 .804 .817 .788 .853 .871 .837 .862 .877 .844
(λ3,η3) n1 .031 .030 .031 .044 .045 .041 .046 .052 .043 .069 .069 .073 .098 .102 .095 .106 .113 .100
n2 .037 .037 .036 .044 .046 .043 .049 .050 .047 .143 .142 .145 .165 .169 .161 .177 .183 .171
n3 .040 .041 .041 .051 .052 .049 .053 .054 .050 .108 .110 .109 .130 .135 .128 .134 .141 .131
ARE 30.1 31.6 28.9 8.73 8.00 9.89 11.0 11.4 11.4
t4/
√
2 (λ1,η1) n1 .014 .012 .015 .036 .038 .035 .038 .040 .036 .969 .971 .966 .990 .994 .984 .992 .995 .987
n2 .021 .020 .023 .041 .042 .040 .044 .044 .041 .996 .996 .998 .999 .999 .999 1.00 1.00 1.00
n3 .022 .022 .022 .041 .043 .040 .043 .045 .041 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(λ2,η2) n1 .023 .020 .026 .047 .046 .045 .056 .059 .054 .295 .287 .310 .448 .464 .428 .492 .514 .469
n2 .024 .020 .026 .046 .046 .047 .059 .061 .057 .520 .520 .521 .632 .647 .616 .668 .689 .650
n3 .031 .027 .032 .051 .052 .050 .057 .058 .055 .782 .789 .774 .858 .873 .841 .876 .887 .857
(λ3,η3) n1 .014 .012 .017 .029 .032 .028 .034 .037 .032 .043 .038 .049 .078 .079 .077 .095 .099 .089
n2 .035 .034 .035 .045 .047 .043 .054 .056 .051 .134 .132 .136 .170 .174 .168 .184 .189 .180
n3 .025 .023 .027 .040 .041 .040 .044 .046 .043 .085 .082 .090 .115 .118 .115 .126 .131 .125
ARE 53.8 57.5 50.6 16.9 15.0 18.4 16.2 16.2 16.2
2Γ(4, 1/4)− 2 (λ1,η1) n1 .023 .023 .024 .042 .044 .040 .042 .044 .040 .983 .988 .976 .991 .994 .986 .991 .994 .987
n2 .028 .029 .027 .045 .046 .041 .046 .048 .042 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
n3 .039 .039 .039 .052 .052 .051 .052 .052 .051 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(λ2,η2) n1 .029 .026 .032 .056 .058 .053 .067 .070 .064 .342 .338 .345 .462 .482 .437 .491 .512 .465
n2 .029 .028 .030 .056 .057 .055 .065 .068 .062 .535 .544 .525 .627 .648 .609 .658 .684 .635
n3 .035 .035 .035 .056 .057 .053 .059 .061 .057 .812 .826 .794 .872 .888 .855 .881 .895 .864
(λ3,η3) n1 .029 .029 .031 .047 .050 .045 .052 .057 .049 .056 .051 .060 .081 .083 .079 .091 .097 .086
n2 .035 .035 .037 .048 .049 .045 .053 .054 .051 .139 .138 .138 .167 .170 .165 .179 .183 .176
n3 .031 .032 .030 .044 .046 .042 .046 .049 .045 .097 .097 .098 .128 .132 .123 .134 .140 .130
ARE 38.2 38.7 36.5 9.85 9.11 10.7 14.2 15.6 13.0
λ1 = (110)5, η1 = (110)5; λ2 = (123, 13, 243, 1)5, η2 = (13, 0.13, 22, 24, 21)5 and λ3 = (13, 33, 93, 20)5, η3 =
(53, 153, 453, 50)5. n1 = (253)5, n2 = (25, 35, 50)5 and n3 = (70, 40, 35)5.
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for the cell covariance matrices are examined, with the first set specifying the
homogeneous cases; three sets of the cell sizes are specified, with the first one set
specifying the balanced cell size cases; and the three error schemes are considered.
To measure the overall performance of a test in terms of maintaining the nominal
size α, the ARE values of the tests under the three error schemes are also presented
in these nine tables. Remind that here (ur) means “u repeats r times”. For
simplicity and space saving, following Wilcox (1989), the cell covariance matrices
and the cell sizes were specified as the same for the b levels of factor B but they
may be different for the a levels of factor A. That is, for each i = 1, 2, · · · , a, we
have Σij = Σi1, nij = ni1, j = 1, 2, · · · , b. The above method for specifying the cell
covariance matrices and the cell sizes will have no effect on our methodologies and
conclusions on general designs.
We first compare the nine testing procedures for interaction effect tests. Ta-
ble 4.1 shows the empirical sizes and powers of the tests for a bivariate case with
a = 2 and b = 20. With b = 20, one may be able to check how the tests behave
when one of the factors has a large number of levels as in Harrar and Bathke (2012).
Tables 4.2 and 4.3 show the empirical sizes and powers of the tests for a 3-variate
case with a = 3 and b = 10 and a 10-variate case with a = 3 and b = 5 respectively.
These two tables allow us to compare the three tests for higher-dimensional normal
and non-normal data. We observe the following from the numerical results under
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the N(0, 1) error scheme in Tables 4.1∼4.3.
(1) For a given r = 1, 2, or 3, the WLRr,LHTr and BNPr are generally compa-
rable since their empirical sizes and powers are close to each other although
the LHTr tests are generally better than the WLRr and BNPr tests in terms
of controlling size and power.
(2) The WLR1,LHT1,BNP1 tests proposed by Harrar and Bathke (2012) are
generally too conservative as showed by their empirical sizes which are much
smaller than the nominal size 5%. They are substantially improved by the
WLR2,LHT2,BNP2 tests proposed in Section 4.2.3 as indicated by the values
of ARE of these tests. In addition, the WLR2,LHT2,BNP2 tests generally
have higher powers than the WLR1,LHT1,BNP1 tests.
(3) Notice that theWLR3,LHT3,BNP3 tests are affine-invariant while theWLR2,
LHT2, BNP2 tests are not. It is seen that the former tests generally improves
the latter tests in terms of controlling size (as indicated by the ARE values
of the tests) and power although, in some situations, the improvement is
quite minor or even slightly worsen. This indicates that the affine-invariant
tests are generally better than the non-affine-invariant tests but the other
direction is also possible. The latter situation is possibly due to the fact that
the cell sizes are not large enough since the affine-invariant tests estimate
more parameters than the non-affine-invariant tests.
4.4 Application to the Smoking Cessation Data 98
Under the t4/
√
2 error scheme, similar conclusions may be made but both the
empirical sizes and powers are smaller than those under the N(0, 1) error scheme.
It is not a surprise since all these modified MANOVA tests have not taken the
non-normality into account. Under the 2Γ(4, 1/4) − 2 error scheme, we also can
draw similar conclusions as those under the N(0, 1) error scheme.
For main effect of factor B tests and simple effect of factor A tests, we can draw
similar conclusions.
4.4 Application to the Smoking Cessation Data
In this section, for illustration and comparison, the classical MANOVA tests
WLR, LHT, BNP and the modified MANOVA tests WLRr,LHTr,BNPr, r = 1, 2, 3
are applied to the smoking cessation data set analyzed in Harrar and Bathke (2012)
and Zhang (2011). The smoking cessation data came from a smoking cessation trial
which is a part of a large clinical trial about a behavioral intervention to promote
smoking cessation among college student smokers (Harris et al. 2010). The subjects
are students with a low and high degree of depression and from 20 individual fra-
ternity or sorority chapters (Greek houses) of the University of Missouri-Colombia.
The researchers believed that the level of depression of each subject is highly asso-
ciated with the nicotine dependence of the subject and they also wanted to know
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whether the nicotine dependence of the subjects depended on the chapter they
came from. The nicotine dependence can be measured by three well-known scales,
namely, the Fagersto¨m Test for Nicotine Dependence (Heatherton, et al. 1991), the
Hooked on Nicotine Checklist (Wellman, et al. 2005), and the Minnesota Tobacco
Withdrawal Scale (Hatsukami, et al. 1984). The detailed description about the
background of the smoking cessation trial and the interpretation of the variables
is presented in Harris, et al. (2010) and Harrar and Bathke (2012).
Table 4.10 shows the test results of applications of the classical MANOVA
tests and their three modified versions to the smoking cessation data for checking
the significance of the main and interaction effects of the two factors “Chapter”
and “Depression”. Note that the F-values, P-values and the associated degrees of
freedom of all the tests were computed using the F-approximation method widely
adopted in SAS, SPSS, and R.
We first compare the test results of the classical MANOVA tests against those
of the modified MANOVA tests. It is seen that all the tests suggest that the
main effect of “Depression” is highly significant. However, the P-values of all
the modified MANOVA tests suggest that the main effect of “Chapter” and the
interaction effect between “Chapter” and “Depression” are not significant. This
conclusion is opposite to those made by the three classical MANOVA tests. They all
suggest that the main effect of “Chapter” is significant at 5% and the interaction
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Table 4.10 Test results for the smoking cessation data.
Method Chapter Depression Chapter×Depression
F-value P-value df1 df2 F-value P-value df1 df2 F-value P-value df1 df2
WLR 1.46 .017 57.0 910 21.8 .000 3 305 1.29 .080 57.0 910
LHT 1.47 .015 57.0 911 21.8 .000 3 305 1.29 .075 57.0 911
BNP 1.46 .019 57.0 921 21.8 .000 3 305 1.28 .085 57.0 921
WLR1 1.07 .367 43.0 255 15.7 .000 3 85.8 1.01 .469 43.0 255
LHT1 1.08 .350 43.0 253 15.7 .000 3 85.8 1.01 .465 43.0 253
BNP1 1.07 .384 43.0 263 15.7 .000 3 85.8 1.00 .473 43.0 263
WLR2 1.07 .361 44.7 273 15.7 .000 3 91.8 1.01 .466 44.7 274
LHT2 1.08 .343 44.7 271 15.7 .000 3 91.8 1.01 .461 44.7 271
BNP2 1.06 .380 44.7 281 15.7 .000 3 91.8 1.00 .471 44.7 281
WLR3 1.06 .391 34.4 184 15.6 .000 3 62.0 .996 .482 34.4 184
LHT3 1.06 .384 34.4 182 15.6 .000 3 62.0 .993 .487 34.4 182
BNP3 1.05 .400 34.4 192 15.6 .000 3 62.0 .999 .477 34.4 192
effect between “Chapter” and “Depression” is significant at 10%. Harrar and
Bathke (2012) verified via using the univariate Levene test (Levene 1960) that the
cell covariance matrices homogeneity assumption for the smoking cessation data is
unlikely to be satisfied and a logarithm-transformation could not effectively solve
the problem. Therefore, the conclusions made by the modified MANOVA tests
are more credible than those made by the classical MANOVA tests since all the
modified MANOVA tests take the data heteroscedasticity into account. We can also
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observe a large drop in the second degrees of freedom, df2, of the approximate F -
distributions of the modified MANOVA tests from those of the classical MANOVA
tests. Table 4.10 shows that the values of df2 of the classical MANOVA tests are
about 3 ∼ 5 times of those of the modified MANOVA tests, which indicates a
serious impact of the heteroscedasticity on the classical MANOVA tests.
We next compare the test results among the modified MANOVA tests. Gener-
ally speaking, all these tests made consistent conclusions about the effects of the
two factors and there are some differences in F-values, P-values and degrees of free-
dom among these tests although the differences between WLR1,LHT1,BNP1 and
WLR2,LHT2,BNP2 are rather small. This latter observation may be explained

























j=1(nij − 1)−1n−2ij tr2(Σˆij).
It follows that the values of fH and fG calculated using (4.14) and (4.13) are nearly
the same as those calculated using (4.7), so are the associated F-values and P-
values. However, this generally may not be the case as shown by the simulation
results presented in Section 4.3.
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CHAPTER 5




In this chapter, we consider testing a general linear hypothesis testing (GLHT)
problem in heteroscedastic two-way MANOVA. All related tests under heteroscedas-
tic two-way MANOVA, that is, the main-effect, interaction-effect, post hoc, and
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contrast tests among others, can be unified under the framework of the GLHT
problem. We first define two sum of squares and cross-product (SSCP) matrices,
respectively due to hypothesis and error, and then define the associated modified
WLR, LHT and BNP tests based on these two SSCP matrices with their approxi-
mate degrees of freedom (ADF) estimated from the data. The resulting modified
WLR, LHT, BNP tests are shown to be invariant under affine-transformations,
different choices of the contrast matrix used to define the same linear hypothe-
sis, and different labeling schemes of the cell mean vectors. Unlike the modified
MANOVA tests of Harrar and Bathke (2012) and their improved version in Chap-
ter 4, a weight scheme is naturally incorporated into the new modified MANOVA
tests to take the unequal cell sizes into account. Furthermore, the formulas for
computing the ADF of the SSCP matrices are simple. Simulated results reported
in Section 5.3 indicate that the new modified MANOVA tests perform well in terms
of size controlling and power.
This chapter is organized as follows. In Section 5.2, the methodologies for
the new modified MANOVA tests are presented. Simulation studies are given in
Section 5.3. In Section 5.4, the smoking cessation data is revisited to illustrate the
proposed methodologies.
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5.2 The Methodologies
5.2.1 Tests of Main and Interaction Effects
In this subsection, we shall show how to put the tests of main and interaction-
effects of two factors in a heteroscedastic two-way MANOVA into the framework of
a GLHT problem. Consider the same two-way MANOVA model as in Chapter 4,
(4.1), that is,
Y ijk = µij + ijk
= µ0 +αi + βj + γij + ijk, ijk ∼ Np(0,Σij),
k = 1, · · · , nij; i = 1, · · · , a; j = 1, · · · , b.
(5.1)
For this heteroscedastic two-way MANOVA model, we are interested in testing the
following hypotheses:
H (A)0 : αi = 0, i = 1, · · · , a. (no main-effects of factor A)
H (B)0 : βj = 0, j = 1, · · · , b. (no main-effects of factor B)
H (AB)0 : γij = 0, i = 1, · · · , a; j = 1, · · · , b. (no interaction-effects)
(5.2)
As pointed out in Chapter 4, model (5.1) is not identifiable since the parameters
µ0,αi,βj and γij can not be uniquely defined unless some side constraints are
imposed. Given a sequence of positive weights wij, i = 1, 2, · · · , a; j = 1, 2, · · · , b,
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i=1wijγij = 0, j = 1, 2, · · · , b− 1,∑b
j=1w·jβj = 0,
∑b
j=1wijγij = 0, i = 1, 2, · · · , a− 1,∑a
i=1
∑b




j=1wij and w·j =
∑a
i=1wij.
Remark 5.1. There are several methods which can be used to specify the weights
wij, i = 1, 2, · · · , a; j = 1, 2, · · · , b; see for example, Fujikoshi (1993). Follow-
ing Zhang (2011), in this chapter, we use the following two simple methods: the
equal-weight method and the size-adapted-weight method. Both the methods spec-
ify the weights as wij = uivj, i = 1, 2, · · · , a; j = 1, 2, · · · , b, with the equal-
weight method specifying ui = 1/a, vj = 1/b, i = 1, 2, · · · , a; j = 1, 2, · · · , b, while
the size-adapted-weight method specifying ui =
∑b
j=1 nij/N, i = 1, 2, · · · , a, and
vj =
∑a




j=1 nij. When the two-way
MANOVA design is balanced, that is, when all the cell sizes nij, i = 1, · · · , a; j =
1, · · · , b, are the same, the size-adapted-weight method reduces to the equal-weight
method.
Setα = [α1, · · · ,αa]T ,β = [β1, · · · ,βb]T ,γ = [γ11, · · · ,γ1b, · · · ,γa1, · · · ,γab]T .
Notice that the effect matrices α,β and γ are of sizes a × p, b × p, and (ab) × p
respectively. Then under the side conditions (5.3), the three null hypotheses in
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(5.2) can be further written as




















where Ir and 1r denote the identity matrix of size r and the r-dimensional vector of
ones, respectively, and ⊗ denotes the Kronecker product operation. The matrices
Sa,Sb, and Sab are full rank contrast matrices whose rows sum up to 0, having
ranks (a− 1), (b− 1) and (a− 1)(b− 1), respectively.
When the weights can be written as wij = uivj, i = 1, 2, · · · , a; j = 1, 2, · · · , b,
such that ui > 0,
∑a
i=1 ui = 1 and vj > 0,
∑b
j=1 vj = 1 as in the equal-weight
method and the size-adapted weight method mentioned in Remark 5.1, we can




j=1 uivjµij, αi =∑b
j=1 vjµij − µ0, βj =
∑a
i=1 uiµij − µ0, and γij = µij − αi − βj − µ0. Let
u = [u1, · · · , ua]T ,v = [v1, · · · , vb]T and M = [µ11, · · · ,µ1b, · · · ,µa1, · · · ,µab]T .
Note that M is a matrix of size (ab)× p whose rows are the ab cell mean vectors.
Denote an l-dimensional unit vector whose rth component is 1 and others are 0 as
er,l. We have
µT0 = (u
T ⊗ vT )M , αTi = [(ei,a − u)T ⊗ vT ]M ,
βTj = [u
T ⊗ (ej,b − v)T ]M , γTij = [(ei,a − u)T ⊗ (ej,b − v)T ]M ,
i = 1, 2, · · · , a; j = 1, 2, · · · , b.
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It follows that the effect matrices α, β and γ can be further written as
α = AaM , with Aa = (Ia − 1auT )⊗ vT ,
β = AbM , with Ab = u
T ⊗ (Ib − 1bvT ),
γ = AabM , with Aab = (Ia − 1auT )⊗ (Ib − 1bvT ),
(5.5)
where the matrices Aa,Ab, and Aab are not full rank matrices, having ranks (a−
1), (b − 1), and (a − 1)(b − 1), respectively. It follows that each of the testing
problems associated with the three null hypotheses (5.4) can then be equivalently
expressed in the form of the GLHT problem (5.7) as defined in the next subsection
with C0 = 0 and C, respectively, being
Ca = SaAa = (Ia−1,−1a−1)⊗ vT ,
Cb = SbAb = u
T ⊗ (Ib−1,−1b−1),










Remark 5.2. It is interesting to notice from (5.6) that Ca does not depend on
the weight vector u of the levels of factor A, Cb does not depend on the weight
vector v of the levels of factor B, and Cab does not depend on both the weight
vectors u and v.
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5.2.2 Modified MANOVA Tests for the GLHT Problem
Using the cell mean matrixM defined in the previous subsection, we can write
a GLHT problem as:
H 0 : CM = C0, vs H 1 : CM 6= C0, (5.7)
where C : q × (ab) is a known full rank matrix with rank(C) = q, and C0 : q × p
is a known constant matrix, often specified as 0. For the three null hypotheses in
(5.2), C0 = 0 and the associated C-matrices are given in (5.6).
The GLHT problem (5.7) is very general. It includes not only the main and
interaction effect tests but also various post hoc and contrast tests as special cases
since any post hoc and contrast tests can be written in the form of (5.7). For
example, when the main-effect test, as given in (5.2), of factor A in the two-way
MANOVA model is rejected, it is of interest to further test, e.g., if αi = 5αj
or if a contrast αi − 4αj + 3αk = 0. It is easy to check that these two testing
problems can be written in the form of (5.7) with C = [ei,a − 5ej,a]TAa and
C = [ei,a − 4ej,a + 3ek,a]TAa respectively and with C0 = 0.
For further development, denote the usual unbiased estimators of the cell mean
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k=1 yijk, Σˆij = (nij − 1)−1
∑nij
k=1(yijk − µˆij)(yijk − µˆij)T ,
i = 1, 2, · · · , a; j = 1, 2, · · · , b.
(5.8)
Set Mˆ = [µˆ11, · · · , µˆ1b, · · · , µˆa1, · · · , µˆab]T andD = diag( 1n11 , · · · , 1n1b , · · · , 1na1 , · · · , 1nab ).
Notice that Mˆ is a random matrix whose rows are independent with each other.
For testing (5.7), we construct the SSCP matrix due to hypothesis as





Notice that under H 0 : CM = C0, the SSCP matrix H can be further expressed
as





C = (wij,αβ) : (ab)×(ab) with the entries ofW labeled
by two-digit subscripts to be associated with the subscripts of the cell mean vectors
µij, i = 1, · · · , a; j = 1, · · · , b, and E = Mˆ−M = [¯11., · · · , ¯1b., · · · , ¯a1., · · · , ¯ab.]T




k=1 ijk. Notice that E is a random matrix whose rows are inde-
pendent with each other and
¯ij. ∼ Np(0,Σij/nij), i = 1, · · · , a; j = 1, · · · , b. (5.11)
LetΩ denote the expectation ofH under the null hypothesis. In this case, applying
Theorem 4.1 in Chapter 4 to H in the form of (5.10) yields that
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It is easy to see that a natural unbiased estimator of Ω is given by






where the sample covariance matrices Σˆij are given in (5.8). It is natural to
count G as the SSCP matrix due to error. Since the sample cell mean vectors
µˆij, i = 1, · · · , a; j = 1, · · · , b are independent of the sample cell covariance matri-
ces Σˆij, i = 1, · · · , a; j = 1, · · · , b, the random matricesH and G are independent.
When the covariance homogeneity assumption holds, we have
Σij = Σ, i = 1, · · · , a; j = 1, · · · , b, (5.14)
where Σ is the common covariance matrix, which can be unbiasedly and effectively
estimated by the following pooled sample covariance matrix





(nij − 1)Σˆij. (5.15)
Remark 5.3. Under the homogeneity assumption (5.14) and the null hypothesis
in (5.7), it is easy to show that
H ∼ Wp(q,Ω/q), G ∼ Wp(N − ab,Ω/(N − ab)), (5.16)
after the sample covariance matrices Σˆij in the expression of G are replaced with
the pooled sample covariance matrix Σˆ (5.15) where Ω = qΣ. In this case, set
R1 = qH and R2 = (N − ab)G. Then
R1 ∼ Wp(q,Ω), and R2 ∼ Wp(N − ab,Ω), (5.17)
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so that one can easily use R1 and R2 to construct the classical WLR, LHT and
BNP test statistics as in (5.23).
However, when the homogeneity assumption (5.14) is seriously violated, the
distribution expressions in (5.16) are no longer valid. Nevertheless, we expect that
the expressions in (5.16) hold approximately, provided that the associated degrees
of freedom of H and G are adjusted properly. In other words, the distributions
of H and G may be well approximated respectively by the distributions of the
following Wishart random matrices:
Ha ∼ Wp(fH,Ω/fH) and Ga ∼ Wp(fG,Ω/fG), (5.18)
where fH and fG are the ADF for H and G respectively. The ADF fH and fG
can be determined via matching the total variations of H and Ha, and those of
G and Ga, respectively. As pointed out in Zhang and Xiao (2012) or Chapter 4,
Section 4.2 , the resulting fH and fG are not affine-invariant so that the modified
MANOVA tests based on H , G, fH, and fG, are not affine-invariant as in Harrar
and Bathke (2012).
Similar as in Chapter 3, Section 3.2, if (5.18) holds, we have H˜a = Ω
−1/2HaΩ−1/2
∼ Wp(fH, Ip/fH) and G˜a = Ω−1/2GaΩ−1/2 ∼ Wp(fG, Ip/fG). This implies that
the ADF fH and fG of H and G are also the ADF of H˜ = Ω
−1/2HΩ−1/2 and
G˜ = Ω−1/2GΩ−1/2. Therefore, fH and fG can also be determined via matching the
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total variations of H˜ and H˜a, and those of G˜ and G˜a, respectively. After some
calculation, we have the following theorem.
Theorem 5.1. The approximate degrees of freedom fH and fG obtained via match-
ing the total variations of H˜ and H˜a, and those of G˜ and G˜a respectively, are
given by






ij,αβ[tr(V ij)tr(V αβ) + tr(V ijV αβ)]
}−1
,













where tr(V ) denotes the trace of V and V ij = ΣijΩ
−1/nij, i = 1, · · · , a; j =
1, · · · , b. In addition, we have the following inequalities:
1 ≤ fH ≤ ab, nmin − 1 ≤ fG ≤ ab(nmax − 1), (5.19)









Proof of Theorem 5.1. We first find fH so that H˜ ∼ Wp(fH, Ip/fH) approxi-
mately via matching the total variations of H˜ and H˜a where H˜a ∼ Wp(fH, Ip/fH).
It is easy to show that V (H˜a) = p(p + 1)/fH. To find V (H˜), notice that H˜ =
Ω−1/2E TWEΩ−1/2 = E˜
T
W E˜ where E˜ = [˜¯11., · · · , ˜¯1b., · · · , ˜¯a1., · · · , ˜¯ab.]T with
˜¯ij. = Ω
−1/2¯ij. ∼ Np(0,Ω−1/2ΣijΩ−1/2/nij). Hence H˜ is a quadratic form of
E˜ . Applying Theorem 4.1 in Chapter 4, together with the fact that tr(V 1V 2) =






w2ij,αβ[tr(V ij)tr(V αβ) + tr(V ijV αβ)],
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where V ij = ΣijΩ
−1/nij, i = 1, · · · , a; j = 1, · · · , b. Equating V (H˜a) and V (H˜)
leads to






w2ij,αβ[tr(V ij)tr(V αβ) + tr(V ijV αβ)]
}−1
.
We now proceed to find fG so that G˜ ∼ Wp(fG, Ip/fG) approximately via
matching the total variations of G˜ and G˜a ∼ Wp(fG, Ip/fG). Again, we have
V (G˜a) = p(p + 1)/fG. To find V (G˜), notice that under model (5.1), we have
Ω−1/2ΣˆijΩ−1/2 ∼ Wp
(
nij − 1,Ω−1/2ΣijΩ−1/2/(nij − 1)
)








−1/2ΣˆijΩ−1/2 is a Wishart-mixture (Nel and Van der Merwe







tr(V 2ij)]. Then equating V (G˜a) and V (G˜) leads to






w2ij,ij(nij − 1)−1[tr2(V ij) + tr(V 2ij)]
}−1
,
as desired. We next move to find the lower and upper bounds of fH and fG. To find






ij,αβ[tr(V ij)tr(V αβ) +
tr(V ijV αβ)] and set V˜ ij = wij,ijΩ






















λijk = p, (5.20)
where λijk, k = 1, 2, · · · , p are the eigenvalues of V˜ ij. It is easy to see that Ip −
V˜ ij is also nonnegative definite so that 0 ≤ λijk ≤ 1. It follows that tr(V˜ ij) =
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∑p




















[ptr(V˜ ij) + tr(V˜ ij)] = p(p+ 1). (5.21)


























































[tr2(V˜ ij) + tr(V˜
2
ij)] ≥ p(p+ 1)/(ab). (5.22)
Notice that we can writeW = CT (CDCT )−1C = ATA whereA = (CDCT )−1/2C
= (a11, · · · ,a1b, · · · ,aa1, · · · ,aab) so that we have wij,αβ = aTijaαβ. It follows from










ij,αβ[tr(V˜ ij)tr(V˜ αβ) +




j,β=1[tr(V˜ ij)tr(V˜ αβ)+tr(V˜ ijV˜ αβ)] = tr
2(Ip)+
tr(I2p) = p(p + 1). It follows that fH ≥ 1. To find the upper bound of fH, notice








ij)]. By (5.22), we have dH ≥ p(p+1)/(ab) so that
fH ≤ ab.
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1)−1[tr2(V˜ ij) + tr(V˜
2
ij)]. By (5.21), we have





[tr2(V˜ ij) + tr(V˜
2
ij)] ≤ (nmin − 1)−1p(p+ 1).
Thus, fG ≥ nmin − 1. Now by (5.22), we have





[tr2(V˜ ij) + tr(V˜
2
ij)] ≥ (nmax − 1)−1p(p+ 1)/(ab).
Thus, fG ≤ ab(nmax − 1). The theorem is proved.
Remark 5.4. Under the homogeneity assumption (5.14), it is easy to show that
fH = q but fG 6= N − ab. This is because the homogeneity assumption is not taken
into account in the construction of G and the computation of the variation of G;
otherwise, fG = N − ab as indicated in Remark 5.3.
Set R1 = fHH and R2 = fGG. Then R1 ∼ Wp(fH ,Ω) and R2 ∼ Wp(fG,Ω)
approximately so that the modified WLR, LHT and BNP test statistics can be
respectively defined as:




TBNP = tr(R1(R1 +R2)
−1).
(5.23)
Since R1 and R2 are independent, the distributions of TWLR, TLHT and TBNP are the
distributions of the classical WLR, LHT and BNP test statistics with fH and fG
degrees of freedom.
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Remark 5.5. In real data analysis, the ADF fH and fG can be obtained from The-
orem 5.1, denoted as fˆH and fˆG, via replacing Ω and Σij, i = 1, · · · , a; j = 1, · · · , b
by their unbiased estimators G and Σˆij, i = 1, · · · , a; j = 1, · · · , b, respectively.
The modified MANOVA test statistics (5.23) can then be calculated and their dis-
tributions can be approximated either by the F -approximation method, or by the
chi-squared or normal based series expansion method.
5.2.3 Properties of the Proposed Modified MANOVA Tests
The proposed modified WLR, LHT and BNP tests have several desirable in-
variance properties. First of all, we can show that these modified MANOVA tests
are affine-invariant.
Theorem 5.2. The proposed modified WLR, LHT and BNP tests are invariant
under the following affine-transformation:
y0ijk = Ayijk + ξ, k = 1, · · · , nij; i = 1, · · · , a; j = 1, · · · , b, (5.24)
where A is any nonsingular matrix and ξ is any constant vector.
Proof of Theorem 5.2. Let the parameters and their estimators associated
with the new data resulted from the affine-transformation (5.24) be labeled with a
superscript “0”. For example, µ0ij and µˆ
0
ij denote the (ij)th cell mean vector and
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its estimator based on the new data. Then under the affine-transformation (5.24),
we have µ0ij = Aµij + ξ, Σ
0
ij = AΣijA








T . It follows that the GLHT problem
(5.7) associated with the new data now becomes H 00 : CM
0 = C00, vs H
0
1 :
CM 0 6= C00, where C00 = C0AT +C1abξT . Then CMˆ
0 −C00 = (CMˆ −C0)AT .
Based on the above results and the fact that W = CT (CDCT )−1C has nothing
to do with the affine-transformation (5.24), after some simple algebra, we can show





−1, i = 1, · · · , a; j = 1, · · · , b. These results imply that under the affine-
transformation (5.24), the modified MANOVA test statistics defined in (5.23) are
invariant and the approximate degrees of freedom fH and fG given in Theorem 5.1
and their estimators are also invariant. The theorem is proved.
The affine-invariance property is often considered as a natural requirement for
a test in multivariate statistical inference. The modified MANOVA tests proposed
in Harrar and Bathke (2012) are not affine-invariant.
Notice that for the hypotheses in (5.4), the contrast matrices Sa,Sb and Sab
are not unique. For example, S˜a = (−1a−1, Ia−1) is also a contrast matrix for the
first hypothesis in (5.4). It is known from Kshirsagar (1972, Ch. 5, Sec. 4) that
for any two contrast matrices S˜ and S specifying the same linear hypothesis, there
is a nonsingular matrix P such that S˜ = PS. Let the C-matrices associated with
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the contrast matrices S∗ and S˜∗ are C∗ and C˜∗ respectively where ∗ can be a, b
or ab. Since there is a nonsingular matrix P such that S˜∗ = PS∗, by (5.6), we
have C˜∗ = S˜∗A∗ = PS∗A∗ = PC∗. Based on this, the following theorem implies
that the proposed modified WLR, LHT and BNP tests are invariant to the choice
of the contrast matrices for the same linear hypothesis.
Theorem 5.3. The proposed modified WLR, LHT and BNP tests are invariant
when the coefficient matrix C and the constant matrix C0 in (5.7) are replaced
with
C˜ = PC, and C˜0 = PC0, (5.25)
respectively where P is any nonsingular matrix of size q × q.
Proof of Theorem 5.3. It is sufficient to show that H ,G, fH and fG are in-
variant under (5.25). Under (5.25), we have C˜Mˆ − C˜0 = P (CMˆ − C0), and
(C˜DC˜
T





W . Then the invariance of the SSCP matrices H and G follows from (5.9) and
(5.13) immediately and the invariance of fH and fG follows from the formulas of
fH and fG given in Theorem 5.1 and the fact that every entry of W is invariant
under (5.25). The theorem is then proved.
In practice, one may re-order the levels of the two factors in the two-way
MANOVA model and re-order the cell samples accordingly. The proposed modified
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WLR, LHT, and BNP tests will be invariant in this case as shown by the following
theorem.
Theorem 5.4. The proposed modified WLR, LHT and BNP tests are invariant
under different labeling schemes of the cell mean vectors µij, i = 1, · · · , a; j =
1, · · · , b.
Proof of Theorem 5.4. It is sufficient to show that H ,G, fH and fG are invari-
ant under different labeling schemes of the cell mean vectors. Let i1, i2, · · · , ia and
j1, j2, · · · , jb be any permutations of 1, 2, · · · , a and 1, 2, · · · , b respectively. Write


















v=1wiujv ,iujvΣˆiujv/niujv , showing that the SSCP matrices H and G are
invariant under different labeling schemes of the cell mean vectors.
To show that the approximate degrees of freedom fH and fG are invariant under
different labeling schemes of the cell mean vectors, by Theorem 5.1, it is sufficient
to show that the denominators of fH and fG have such a property. This is actually










w2iujv ,αuβv [tr(V iujv)tr(V αuβv) + tr(V iujvV αuβv)],
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where we have used the fact that V ij = ΣijΩ
−1/nij and Ω is invariant under
different labeling schemes of the cell mean vectors. Similarly, we can show that
the denominator of fG has such a property too. This completes the proof of the
theorem.
5.3 Simulation Studies
In this section, we shall present simulation studies to compare the proposed
modified MANOVA tests with some existing MANOVA testing procedures for two-
way MANOVA in terms of size controlling and power. It is well known (Anderson
2003, chap.8) that for homogeneous data, the classical WLR, LHT, and BNP
tests are asymptotically equivalent and they perform similarly for finite samples
with the LHT test outperforming the other two in many situations. Harrar and
Bathke (2012) showed that their modified WLR, LHT, and BNP tests also perform
similarly for finite samples, with the modified LHT test slightly outperforming
the BNP test. Simulation studies in Chapter 4, Section 4.3 showed that Zhang
and Xiao’s (2012) affine-invariant modified WLR, LHT and BNP tests are overall
comparable. By a pre-simulation study, we also found that the modified WLR,
LHT and BNP tests proposed in Section 5.2 are quite similar in terms of size
controlling and power. In light of these facts, in this section, our simulation studies
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will only compare the proposed modified LHT test (namely LHT3) against the
classical LHT test, the modified LHT test of Harrar and Bathke (2012) (namely
LHT1), the affine-invariant modified LHT test of Zhang and Xiao (2012) (namely
LHT2), and the approximate Hotelling T 2-test (AHT) of Zhang (2011). In all
the simulation studies, the distributions of the LHT1,LHT2 and LHT3 tests are
approximated by the F -approximation method.
The simulations are conducted in a similar way as in Chapter 4, Section 4.3.
Let the two factors be A and B with a and b levels respectively. Let n =
(n11, n12, · · · , nab) denote the vector of cell sizes. For given n and covariance ma-
trices Σij, i = 1, 2, · · · , a; j = 1, 2, · · · , b, we first generate ab multivariate random
samples as
yijk = µij +Σ
1/2
ij ijk, k = 1, 2, · · · , nij, (5.26)
where the cell mean vectors µij = µ11 + ijδh/(ab) with µ11 being the first cell
mean vector, h a constant unit vector specifying the direction of the cell mean
differences, and δ a tuning parameter controlling the amount of the cell mean
differences. We independently generate the p entries of the error terms ijk using
three schemes: (1) from the N(0, 1) distribution; (2) from the t4/
√
2 distribution;
and (3) from the 2Γ(4, 1/4)− 2 distribution. Without loss of generality, we specify
µ11 as 0 and h as h0/‖h0‖ where h0 = (1, 2, · · · , p)T for any given dimension p.
We then apply the LHT,LHT1,LHT2,LHT3 and AHT tests to the generated data,
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Table 5.1 Empirical sizes and powers of four test statistics for interaction-effect
test for two-way MANOVA (p = 2).
a = 2, b = 20, Σ1j = I2, Σ2j = diag(λ), j = 1, 2, · · · , 20.
δ = 0 δ = 3.6 δ = 5.4
Error λ n LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT
N(0, 1) λ1 n1 .0321 .0390 .0390 .0425 .4722 .5045 .5045 .3986 .9281 .9357 .9357 .8616
n2 .0388 .0432 .0432 .0470 .7318 .7469 .7469 .6832 .9950 .9957 .9957 .9891
n3 .0411 .0443 .0448 .0484 .9715 .9729 .9772 .9686 1.000 1.000 1.000 1.000
n4 .0445 .0486 .0463 .0517 .9862 .9874 .9971 .9950 1.000 1.000 1.000 1.000
λ2 n1 .0321 .0505 .0505 .0434 .1373 .1876 .1876 .2407 .3960 .4745 .4745 .6246
n2 .0350 .0514 .0514 .0492 .2329 .2884 .2884 .4357 .6611 .7265 .7265 .8963
n3 .0376 .0496 .0488 .0495 .5720 .6208 .5873 .7813 .9771 .9845 .9751 .9973
n4 .0354 .0519 .0538 .0503 .4892 .5571 .7453 .9652 .9545 .9683 .9980 1.000
λ3 n1 .0271 .0493 .0493 .0429 .0854 .1385 .1385 .2177 .2295 .3253 .3253 .5771
n2 .0304 .0519 .0519 .0496 .1410 .2002 .2002 .4085 .4173 .5199 .5199 .8718
n3 .0361 .0569 .0544 .0501 .3469 .4267 .4021 .7483 .8579 .9052 .8809 .9951
n4 .0321 .0504 .0510 .0501 .3087 .3886 .5320 .9630 .8073 .8625 .9656 1.000
ARE 29.62 6.500 6.933 4.950
t4/
√
2 λ1 n1 .0177 .0267 .0267 .0231 .3793 .4456 .4456 .4579 .8669 .9063 .9063 .9320
n2 .0235 .0312 .0312 .0373 .6543 .6975 .6975 .7660 .9774 .9862 .9862 .9972
n3 .0315 .0373 .0377 .0412 .9496 .9615 .9670 .9849 .9988 .9999 1.000 1.000
n4 .0363 .0426 .0405 .0414 .9723 .9803 .9920 .9980 .9987 .9996 .9997 1.000
λ2 n1 .0183 .0307 .0307 .0262 .1026 .1528 .1528 .2594 .3391 .4372 .4372 .7240
n2 .0201 .0329 .0329 .0321 .2078 .2701 .2701 .5177 .6092 .6935 .6935 .9467
n3 .0321 .0430 .0422 .0396 .5385 .6030 .5645 .8509 .9581 .9731 .9626 .9992
n4 .0268 .0417 .0415 .0391 .4518 .5354 .7254 .9810 .9258 .9550 .9933 1.000
λ3 n1 .0150 .0324 .0324 .0250 .0584 .1002 .1002 .2443 .1844 .2793 .2793 .6728
n2 .0207 .0377 .0377 .0323 .1141 .1744 .1744 .4797 .3612 .4781 .4781 .9254
n3 .0278 .0486 .0468 .0421 .3237 .4152 .3910 .8117 .8189 .8754 .8504 .9987
n4 .0244 .0429 .0481 .0443 .2714 .3642 .5078 .9734 .7625 .8349 .9461 1.000
ARE 50.97 25.38 25.27 29.38
2Γ(4, 1/4)− 2 λ1 n1 .0281 .0340 .0340 .0328 .4424 .4847 .4847 .4139 .9155 .9281 .9281 .8850
n2 .0336 .0400 .0400 .0394 .7040 .7278 .7278 .7041 .9944 .9955 .9955 .9928
n3 .0432 .0462 .0441 .0503 .9676 .9693 .9730 .9711 1.000 1.000 1.000 1.000
n4 .0399 .0427 .0426 .0438 .9870 .9879 .9970 .9963 1.000 1.000 1.000 1.000
λ2 n1 .0213 .0346 .0346 .0320 .1211 .1729 .1729 .2421 .3708 .4617 .4617 .6513
n2 .0306 .0444 .0444 .0396 .2171 .2788 .2788 .4515 .6461 .7152 .7152 .9151
n3 .0367 .0498 .0487 .0485 .5689 .6263 .5904 .8098 .9766 .9847 .9761 .9980
n4 .0339 .0492 .0523 .0480 .4829 .5556 .7463 .9706 .9521 .9674 .9984 1.000
λ3 n1 .0212 .0413 .0413 .0333 .0758 .1267 .1267 .2135 .2154 .3094 .3094 .6076
n2 .0272 .0505 .0505 .0419 .1281 .1957 .1957 .4247 .3979 .5068 .5068 .8872
n3 .0334 .0552 .0528 .0475 .3375 .4220 .3984 .7610 .8418 .8901 .8659 .9948
n4 .0291 .0472 .0519 .0452 .2898 .3720 .5192 .9624 .7978 .8628 .9632 1.000
ARE 36.97 12.72 12.97 16.38
λ1 = (1, 1), λ2 = (1, 5) and λ3 = (1, 10). n1 = (72)20, n2 = (102)20, n3 = (15, 20)20 and n4 = (30, 15)20.
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Table 5.2 Empirical sizes and powers of four test statistics for interaction-effect
test for two-way MANOVA (p = 3).






, j = 1, 2, · · · , 10.
δ = 0 δ = 3.0 δ = 4.5
Error (λ, ρ) n LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT
N(0, 1) (λ1, ρ1) n1 .0250 .0405 .0405 .0345 .1583 .2115 .2115 .1234 .4843 .5621 .5621 .3319
n2 .0329 .0435 .0435 .0434 .3040 .3489 .3489 .2662 .7819 .8172 .8172 .6895
n3 .0357 .0459 .0459 .0632 .5635 .6114 .7554 .6923 .9778 .9838 .9985 .9930
n4 .0421 .0485 .0483 .0498 .7383 .7615 .7914 .7551 .9983 .9986 .9989 .9977
(λ2, ρ2) n1 .0241 .0483 .0483 .0291 .1443 .2328 .2328 .1686 .4606 .5881 .5881 .4664
n2 .0271 .0488 .0488 .0403 .2839 .3735 .3735 .3639 .7673 .8340 .8340 .8355
n3 .0436 .0519 .0543 .0655 .6006 .6390 .7981 .8757 .9819 .9851 .9982 .9997
n4 .0385 .0552 .0572 .0555 .7385 .7883 .8228 .8833 .9973 .9982 .9993 1.000
(λ3, ρ3) n1 .0273 .0461 .0461 .0323 .1685 .2328 .2328 .1586 .5244 .6189 .6189 .4638
n2 .0329 .0468 .0468 .0435 .3308 .3921 .3921 .3689 .8100 .8545 .8545 .8243
n3 .0371 .0442 .0493 .0682 .6157 .6490 .8138 .8693 .9889 .9915 .9993 .9998
n4 .0438 .0544 .0543 .0524 .7649 .7963 .8314 .8814 .9985 .9988 .9994 .9998
ARE 31.65 8.150 8.050 21.98
t4/
√
2 (λ1, ρ1) n1 .0105 .0248 .0248 .0162 .1011 .1748 .1748 .1242 .3727 .5097 .5097 .4139
n2 .0172 .0315 .0315 .0281 .2391 .3178 .3178 .3193 .6965 .7855 .7855 .7951
n3 .0201 .0337 .0337 .0463 .4858 .5894 .7316 .7780 .9456 .9773 .9949 .9984
n4 .0279 .0392 .0385 .0400 .6922 .7489 .7777 .8251 .9871 .9954 .9969 .9989
(λ2, ρ2) n1 .0099 .0275 .0275 .0171 .1021 .1981 .1981 .1768 .3715 .5526 .5526 .5723
n2 .0176 .0368 .0368 .0314 .2336 .3488 .3488 .4497 .6927 .8066 .8066 .9130
n3 .0253 .0378 .0396 .0495 .5341 .6062 .7656 .9256 .9513 .9717 .9928 1.000
n4 .0287 .0463 .0464 .0420 .6937 .7704 .8070 .9320 .9882 .9951 .9974 1.000
(λ3, ρ3) n1 .0116 .0304 .0304 .0156 .1152 .1988 .1988 .1799 .4239 .5759 .5759 .5766
n2 .0166 .0317 .0317 .0253 .2608 .3590 .3590 .4447 .7368 .8283 .8283 .9082
n3 .0268 .0374 .0396 .0515 .5622 .6388 .7978 .9231 .9561 .9778 .9951 .9999
n4 .0288 .0422 .0426 .0415 .7216 .7840 .8186 .9315 .9900 .9963 .9977 .9999
ARE 59.83 30.12 29.48 33.08
2Γ(4, 1/4)− 2 (λ1, ρ1) n1 .0186 .0314 .0314 .0291 .1316 .1961 .1961 .1261 .4587 .5494 .5494 .3696
n2 .0258 .0387 .0387 .0409 .2955 .3509 .3509 .3018 .7573 .8022 .8022 .7298
n3 .0276 .0390 .0403 .0840 .5380 .6037 .7418 .7365 .9744 .9837 .9981 .9946
n4 .0368 .0443 .0455 .0596 .7330 .7608 .7886 .7778 .9962 .9969 .9981 .9970
(λ2, ρ2) n1 .0167 .0379 .0379 .0450 .1231 .2100 .2100 .2367 .4233 .5669 .5669 .5643
n2 .0242 .0462 .0462 .0674 .2637 .3681 .3681 .4641 .7343 .8228 .8228 .8710
n3 .0370 .0473 .0491 .1119 .5917 .6411 .7935 .9093 .9748 .9809 .9988 .9995
n4 .0348 .0513 .0544 .0796 .7292 .7851 .8166 .9115 .9961 .9979 .9991 .9998
(λ3, ρ3) n1 .0199 .0375 .0375 .0482 .1493 .2244 .2244 .2311 .4775 .5902 .5902 .5504
n2 .0287 .0451 .0451 .0678 .3062 .3766 .3766 .4561 .8032 .8558 .8558 .8781
n3 .0335 .0428 .0464 .1037 .6125 .6517 .8084 .9064 .9818 .9864 .9981 .9997
n4 .0367 .0464 .0483 .0737 .7671 .8022 .8411 .9054 .9986 .9991 .9996 .9998
ARE 43.28 15.78 14.67 47.42
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, 0.1, 0.05) and (λ3, ρ3) = (1, 3, 0.1, 0.09). n1 = (73)10, n2 = (103)10, n3 = (10, 20, 40)10 and
n4 = (30, 20, 15)10.
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Table 5.3 Empirical sizes and powers of four test statistics for interaction-effect
test for two-way MANOVA (p = 10).
a = 3, b = 5, Σ1j = I10, Σ2j = diag(λ), Σ3j = diag(η), j = 1, 2, ..., 5.
δ = 0 δ = 4.2 δ = 6.3
Error (λ,η) n LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT
N(0, 1) (λ1,η1) n1 .0301 .0504 .0504 .0452 .6131 .6942 .6942 .5812 .9876 .9931 .9931 .9759
n2 .0410 .0500 .0500 .0507 .9834 .9859 .9859 .9776 1.000 1.000 1.000 1.000
n3 .0337 .0501 .0505 .0532 .8118 .8596 .8971 .8330 .9992 .9998 1.000 .9995
n4 .0330 .0482 .0496 .0533 .8099 .8517 .8627 .8050 .9997 .9999 1.000 .9991
(λ2,η2) n1 .0249 .0584 .0584 .0592 .1312 .2231 .2231 .3194 .3780 .5209 .5209 .7461
n2 .0401 .0622 .0622 .0508 .3908 .4762 .4762 .7381 .8890 .9232 .9232 .9969
n3 .0348 .0605 .0609 .0515 .1948 .2803 .3054 .4598 .5689 .6751 .7247 .9105
n4 .0290 .0598 .0622 .0535 .2122 .3250 .3058 .4946 .6335 .7530 .7247 .9342
(λ3,η3) n1 .0351 .0515 .0515 .0534 .1870 .2373 .2373 .3060 .5353 .6049 .6049 .7203
n2 .0413 .0517 .0517 .0470 .5172 .5628 .5628 .7324 .9683 .9760 .9760 .9963
n3 .0423 .0565 .0571 .0498 .3336 .3865 .3995 .4873 .8306 .8616 .8732 .9329
n4 .0427 .0552 .0567 .0850 .2318 .2754 .3087 .4619 .6627 .7054 .7728 .9109
ARE 28.67 9.683 10.33 11.43
t4/
√
2 (λ1,η1) n1 .0204 .0469 .0469 .0390 .5608 .7038 .7038 .6391 .9744 .9939 .9939 .9880
n2 .0322 .0457 .0457 .0437 .9780 .9866 .9866 .9862 1.000 1.000 1.000 1.000
n3 .0228 .0460 .0454 .0454 .7801 .8600 .8995 .8736 .9967 .9997 1.000 .9998
n4 .0237 .0480 .0464 .0466 .7713 .8598 .8699 .8490 .9950 .9997 .9998 .9997
(λ2,η2) n1 .0180 .0568 .0568 .0476 .0947 .2132 .2132 .3537 .3079 .5237 .5237 .8012
n2 .0330 .0627 .0627 .0495 .3554 .4726 .4726 .7720 .8732 .9312 .9312 .9964
n3 .0280 .0606 .0609 .0474 .1724 .2834 .3074 .5067 .5428 .6952 .7459 .9449
n4 .0204 .0554 .0552 .0460 .1743 .3233 .3062 .5206 .5885 .7602 .7327 .9513
(λ3,η3) n1 .0254 .0470 .0470 .0497 .1549 .2380 .2380 .3253 .4974 .6209 .6209 .7817
n2 .0347 .0499 .0499 .0455 .4929 .5624 .5624 .7709 .9613 .9763 .9763 .9976
n3 .0326 .0528 .0503 .0427 .3065 .3886 .3991 .5292 .8187 .8757 .8838 .9565
n4 .0309 .0509 .0517 .0680 .2120 .2811 .3169 .5076 .6212 .7172 .7763 .9364
ARE 46.32 9.283 9.383 10.82
2Γ(4, 1/4)− 2 (λ1,η1) n1 .0305 .0516 .0516 .0501 .6180 .7029 .7029 .6084 .9876 .9941 .9941 .9796
n2 .0403 .0503 .0503 .0514 .9831 .9870 .9870 .9796 1.000 1.000 1.000 1.000
n3 .0299 .0483 .0484 .0574 .8148 .8638 .9013 .8500 .9995 .9999 .9999 .9996
n4 .0339 .0519 .0509 .0598 .8106 .8604 .8686 .8140 .9997 .9998 .9999 .9993
(λ2,η2) n1 .0274 .0628 .0628 .0900 .1209 .2223 .2223 .4015 .3667 .5228 .5228 .7998
n2 .0440 .0678 .0678 .0710 .3943 .4842 .4842 .7752 .8812 .9222 .9222 .9977
n3 .0367 .0661 .0649 .0798 .1961 .2834 .3056 .5288 .5810 .6918 .7428 .9342
n4 .0322 .0646 .0653 .0827 .2076 .3273 .3076 .5483 .6347 .7589 .7312 .9457
(λ3,η3) n1 .0262 .0496 .0496 .0978 .0419 .0768 .0768 .1473 .0655 .1091 .1091 .2282
n2 .0403 .0539 .0539 .0729 .0833 .1041 .1041 .2108 .1704 .1998 .1998 .4775
n3 .0398 .0560 .0545 .0677 .0689 .0952 .0929 .1492 .1332 .1736 .1659 .3070
n4 .0280 .0504 .0504 .1223 .0425 .0758 .0793 .1994 .0642 .1068 .1186 .3291
ARE 31.80 12.92 12.40 50.48
λ1 = (110)5, η1 = (110)5; λ2 = (123, 13, 243, 1)5, η2 = (13, 0.13, 22, 24, 21)5 and λ3 = (13, 33, 93, 20)5, η3 = (53, 153, 453, 50)5.
n1 = (253)5, n2 = (503)5, n3 = (25, 35, 45)5 and n4 = (45, 35, 25)5.
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Table 5.4 Empirical sizes and powers of four test statistics for main effect of
factor A test for two-way MANOVA (p = 2).
a = 2, b = 20, Σ1j = I2, Σ2j = diag(λ), j = 1, 2, · · · , 20.
δ = 0 δ = 1.2 δ = 1.8
Error λ n LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT
N(0, 1) λ1 n1 .0448 .0453 .0453 .0453 .6542 .6559 .6559 .6559 .9521 .9523 .9523 .9523
n2 .0496 .0499 .0499 .0499 .8131 .8136 .8136 .8136 .9930 .9930 .9930 .9930
n3 .0583 .0583 .0583 .0583 .9699 .9700 .9700 .9700 .9999 .9999 .9999 .9999
n4 .0495 .0495 .0495 .0495 .9836 .9837 .9837 .9837 1.000 1.000 1.000 1.000
λ2 n1 .0461 .0472 .0472 .0472 .3351 .3391 .3391 .3391 .6648 .6694 .6694 .6694
n2 .0486 .0488 .0488 .0488 .4648 .4676 .4676 .4676 .8284 .8294 .8294 .8294
n3 .0531 .0534 .0534 .0534 .7431 .7436 .7436 .7436 .9817 .9820 .9820 .9820
n4 .0483 .0492 .0492 .0492 .7375 .7388 .7388 .7388 .9793 .9796 .9796 .9796
λ3 n1 .0454 .0471 .0471 .0471 .2601 .2651 .2651 .2651 .5307 .5366 .5366 .5366
n2 .0490 .0496 .0496 .0496 .3605 .3637 .3637 .3637 .6949 .6972 .6972 .6972
n3 .0443 .0444 .0444 .0444 .6088 .6097 .6097 .6097 .9266 .9267 .9267 .9267
n4 .0517 .0520 .0520 .0520 .6073 .6094 .6094 .6094 .9299 .9303 .9303 .9303
ARE 6.250 5.450 5.450 5.450
t4/
√
2 λ1 n1 .0467 .0482 .0482 .0482 .6617 .6673 .6673 .6673 .9442 .9464 .9464 .9464
n2 .0454 .0465 .0465 .0465 .8074 .8090 .8090 .8090 .9890 .9894 .9894 .9894
n3 .0470 .0473 .0473 .0473 .9650 .9655 .9655 .9655 1.000 1.000 1.000 1.000
n4 .0516 .0519 .0519 .0519 .9849 .9852 .9852 .9852 .9999 1.000 1.000 1.000
λ2 n1 .0425 .0449 .0449 .0449 .3437 .3506 .3506 .3506 .6704 .6779 .6779 .6779
n2 .0485 .0498 .0498 .0498 .4698 .4744 .4744 .4744 .8266 .8297 .8297 .8297
n3 .0484 .0486 .0486 .0486 .7468 .7477 .7477 .7477 .9814 .9818 .9818 .9818
n4 .0475 .0478 .0478 .0478 .7396 .7420 .7420 .7420 .9788 .9790 .9790 .9790
λ3 n1 .0453 .0479 .0479 .0479 .2495 .2573 .2573 .2573 .5262 .5366 .5366 .5366
n2 .0471 .0487 .0487 .0487 .3652 .3708 .3708 .3708 .7080 .7123 .7123 .7123
n3 .0479 .0485 .0485 .0485 .6219 .6234 .6234 .6234 .9305 .9310 .9310 .9310
n4 .0497 .0507 .0507 .0507 .6163 .6180 .6180 .6180 .9271 .9279 .9279 .9279
ARE 5.933 4.067 4.067 4.067
2Γ(4, 1/4)− 2 λ1 n1 .0413 .0424 .0424 .0424 .6442 .6460 .6460 .6460 .9531 .9539 .9539 .9539
n2 .0496 .0499 .0499 .0499 .8138 .8147 .8147 .8147 .9921 .9923 .9923 .9923
n3 .0525 .0526 .0526 .0526 .9669 .9671 .9671 .9671 .9999 .9999 .9999 .9999
n4 .0462 .0467 .0467 .0467 .9841 .9842 .9842 .9842 1.000 1.000 1.000 1.000
λ2 n1 .0459 .0472 .0472 .0472 .3295 .3336 .3336 .3336 .6665 .6707 .6707 .6707
n2 .0495 .0503 .0503 .0503 .4661 .4693 .4693 .4693 .8230 .8245 .8245 .8245
n3 .0476 .0479 .0479 .0479 .7418 .7425 .7425 .7425 .9805 .9807 .9807 .9807
n4 .0487 .0490 .0490 .0490 .7360 .7373 .7373 .7373 .9791 .9795 .9795 .9795
λ3 n1 .0482 .0507 .0507 .0507 .2528 .2589 .2589 .2589 .5342 .5417 .5417 .5417
n2 .0462 .0474 .0474 .0474 .3568 .3610 .3610 .3610 .7046 .7085 .7085 .7085
n3 .0542 .0545 .0545 .0545 .6074 .6088 .6088 .6088 .9293 .9298 .9298 .9298
n4 .0520 .0526 .0526 .0526 .6031 .6051 .6051 .6051 .9260 .9268 .9268 .9268
ARE 5.917 5.033 5.033 5.033
λ1 = (1, 1), λ2 = (1, 5) and λ3 = (1, 10). n1 = (72)20, n2 = (102)20, n3 = (15, 20)20 and n4 = (30, 15)20.
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Table 5.5 Empirical sizes and powers of four test statistics for main effect of
factor A test for two-way MANOVA (p = 3).






, j = 1, 2, · · · , 10.
δ = 0 δ = 1.05 δ = 1.65
Error (λ, ρ) n LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT
N(0, 1) (λ1, ρ1) n1 .0466 .0498 .0498 .0489 .3271 .3389 .3389 .3260 .7561 .7679 .7679 .7525
n2 .0464 .0481 .0481 .0486 .4905 .4976 .4976 .4879 .9108 .9134 .9134 .9076
n3 .0494 .0517 .0515 .0530 .7493 .7536 .7533 .7425 .9944 .9947 .9944 .9941
n4 .0534 .0543 .0549 .0537 .8436 .8452 .8462 .8405 .9987 .9987 .9987 .9990
(λ2, ρ2) n1 .0440 .0494 .0494 .0491 .3461 .3640 .3640 .3406 .7783 .7966 .7966 .7732
n2 .0445 .0482 .0482 .0462 .5153 .5277 .5277 .5065 .9335 .9371 .9371 .9262
n3 .0515 .0517 .0511 .0500 .7867 .7878 .7869 .7723 .9963 .9964 .9962 .9951
n4 .0444 .0458 .0454 .0462 .8682 .8700 .8708 .8600 .9995 .9995 .9996 .9995
(λ3, ρ3) n1 .0436 .0486 .0486 .0459 .3647 .3801 .3801 .3569 .7946 .8080 .8080 .7844
n2 .0491 .0516 .0516 .0500 .5400 .5487 .5487 .5245 .9404 .9428 .9428 .9323
n3 .0487 .0492 .0501 .0480 .8028 .8044 .8034 .7915 .9980 .9980 .9980 .9973
n4 .0499 .0507 .0511 .0523 .8796 .8816 .8817 .8716 .9994 .9995 .9995 .9993
ARE 6.383 3.483 3.467 4.350
t4/
√
2 (λ1, ρ1) n1 .0367 .0423 .0423 .0401 .3154 .3452 .3452 .3439 .7422 .7653 .7653 .7633
n2 .0404 .0443 .0443 .0433 .4812 .4989 .4989 .5004 .9055 .9138 .9138 .9159
n3 .0435 .0481 .0478 .0462 .7544 .7704 .7680 .7724 .9921 .9936 .9938 .9943
n4 .0451 .0470 .0465 .0456 .8342 .8395 .8386 .8396 .9979 .9983 .9983 .9989
(λ2, ρ2) n1 .0311 .0422 .0422 .0377 .3364 .3735 .3735 .3611 .7639 .7959 .7959 .7872
n2 .0396 .0475 .0475 .0429 .5214 .5443 .5443 .5348 .9235 .9322 .9322 .9314
n3 .0470 .0491 .0489 .0472 .7885 .7964 .7948 .7900 .9939 .9951 .9949 .9953
n4 .0433 .0466 .0469 .0457 .8592 .8652 .8656 .8607 .9977 .9980 .9982 .9985
(λ3, ρ3) n1 .0382 .0446 .0446 .0431 .3530 .3846 .3846 .3696 .7808 .8071 .8071 .8003
n2 .0396 .0444 .0444 .0423 .5323 .5512 .5512 .5441 .9343 .9419 .9419 .9393
n3 .0417 .0440 .0439 .0429 .8011 .8090 .8081 .8062 .9944 .9959 .9956 .9962
n4 .0456 .0481 .0482 .0482 .8724 .8774 .8776 .8724 .9986 .9991 .9991 .9995
ARE 18.03 8.633 8.750 12.47
2Γ(4, 1/4)− 2 (λ1, ρ1) n1 .0439 .0478 .0478 .0480 .3227 .3367 .3367 .3303 .7451 .7574 .7574 .7473
n2 .0463 .0483 .0483 .0497 .4998 .5081 .5081 .5016 .9088 .9119 .9119 .9088
n3 .0448 .0461 .0453 .0491 .7539 .7604 .7589 .7574 .9948 .9950 .9950 .9943
n4 .0492 .0501 .0502 .0508 .8405 .8424 .8420 .8392 .9983 .9983 .9981 .9984
(λ2, ρ2) n1 .0450 .0513 .0513 .0519 .3412 .3674 .3674 .3518 .7762 .7951 .7951 .7748
n2 .0456 .0500 .0500 .0503 .5165 .5335 .5335 .5155 .9313 .9352 .9352 .9273
n3 .0475 .0482 .0479 .0491 .7919 .7935 .7915 .7784 .9959 .9959 .9957 .9955
n4 .0462 .0481 .0473 .0490 .8698 .8725 .8726 .8638 .9994 .9994 .9994 .9991
(λ3, ρ3) n1 .0415 .0455 .0455 .0454 .3515 .3702 .3702 .3513 .7976 .8107 .8107 .7869
n2 .0417 .0448 .0448 .0446 .5383 .5494 .5494 .5298 .9383 .9418 .9418 .9317
n3 .0450 .0463 .0463 .0482 .7983 .8019 .8008 .7919 .9962 .9963 .9961 .9957
n4 .0479 .0490 .0491 .0498 .8787 .8808 .8819 .8712 .9997 .9997 .9997 .9994
ARE 9.233 4.550 4.867 3.350
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, 0.1, 0.05) and (λ3, ρ3) = (1, 3, 0.1, 0.09). n1 = (73)10, n2 = (103)10, n3 = (10, 20, 40)10 and
n4 = (30, 20, 15)10.
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Table 5.6 Empirical sizes and powers of four test statistics for main effect of
factor A test for two-way MANOVA (p = 10).
a = 3, b = 5, Σ1j = I10, Σ2j = diag(λ), Σ3j = diag(η), j = 1, 2, ..., 5.
δ = 0 δ = 1.2 δ = 1.8
Error (λ,η) n LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT LHT1 LHT2 LHT3 AHT
N(0, 1) (λ1,η1) n1 .0433 .0499 .0499 .0505 .5988 .6225 .6225 .6046 .9653 .9698 .9698 .9658
n2 .0492 .0508 .0508 .0524 .9434 .9453 .9453 .9431 .9999 .9999 .9999 .9999
n3 .0419 .0485 .0495 .0501 .7585 .7747 .7784 .7688 .9949 .9955 .9959 .9949
n4 .0427 .0479 .0478 .0474 .7550 .7723 .7759 .7657 .9952 .9961 .9963 .9954
(λ2,η2) n1 .0380 .0497 .0497 .0499 .1759 .2153 .2153 .1990 .4443 .4960 .4960 .4589
n2 .0445 .0493 .0493 .0484 .4312 .4491 .4491 .4281 .8669 .8781 .8781 .8628
n3 .0434 .0517 .0516 .0496 .2484 .2743 .2744 .2582 .6108 .6397 .6421 .6201
n4 .0387 .0508 .0508 .0505 .2724 .3142 .3151 .2872 .6765 .7164 .7174 .6797
(λ3,η3) n1 .0466 .0526 .0526 .0548 .2165 .2338 .2338 .2450 .5463 .5705 .5705 .5854
n2 .0465 .0494 .0494 .0499 .5092 .5196 .5196 .5408 .9324 .9365 .9365 .9432
n3 .0499 .0530 .0534 .0523 .3477 .3595 .3596 .3751 .7800 .7889 .7905 .8018
n4 .0453 .0502 .0494 .0496 .2748 .2881 .2927 .3061 .6644 .6816 .6884 .6995
ARE 11.67 2.400 2.367 2.633
t4/
√
2 (λ1,η1) n1 .0397 .0515 .0515 .0510 .5742 .6226 .6226 .6198 .9596 .9712 .9712 .9705
n2 .0448 .0493 .0493 .0512 .9429 .9474 .9474 .9474 1.000 1.000 1.000 1.000
n3 .0378 .0466 .0467 .0457 .7430 .7763 .7764 .7721 .9941 .9963 .9964 .9961
n4 .0378 .0474 .0478 .0473 .7497 .7796 .7839 .7816 .9939 .9966 .9969 .9963
(λ2,η2) n1 .0303 .0500 .0500 .0486 .1575 .2098 .2098 .2026 .4332 .5204 .5204 .5008
n2 .0412 .0502 .0502 .0501 .4311 .4632 .4632 .4472 .8696 .8861 .8861 .8795
n3 .0379 .0491 .0479 .0484 .2408 .2813 .2830 .2738 .6048 .6488 .6514 .6431
n4 .0323 .0483 .0487 .0489 .2554 .3161 .3183 .2969 .6647 .7315 .7343 .7034
(λ3,η3) n1 .0372 .0484 .0484 .0467 .2121 .2425 .2425 .2515 .5455 .5929 .5929 .6165
n2 .0451 .0498 .0498 .0482 .5106 .5323 .5323 .5628 .9336 .9398 .9398 .9517
n3 .0407 .0469 .0470 .0465 .3456 .3644 .3659 .3880 .7751 .7929 .7943 .8135
n4 .0346 .0430 .0434 .0439 .2687 .2974 .3031 .3167 .6665 .6989 .7059 .7302
ARE 23.43 3.817 3.783 4.683
2Γ(4, 1/4)− 2 (λ1,η1) n1 .0415 .0485 .0485 .0515 .5793 .6070 .6070 .5962 .9628 .9695 .9695 .9632
n2 .0516 .0538 .0538 .0544 .9474 .9496 .9496 .9473 1.000 1.000 1.000 1.000
n3 .0430 .0500 .0498 .0509 .7599 .7779 .7809 .7734 .9944 .9955 .9957 .9950
n4 .0439 .0503 .0501 .0500 .7518 .7699 .7749 .7608 .9939 .9949 .9950 .9938
(λ2,η2) n1 .0361 .0519 .0519 .0506 .1698 .2089 .2089 .1960 .4533 .5078 .5078 .4788
n2 .0464 .0520 .0520 .0514 .4343 .4566 .4566 .4378 .8693 .8812 .8812 .8652
n3 .0385 .0477 .0473 .0491 .2464 .2736 .2734 .2671 .6132 .6464 .6477 .6298
n4 .0408 .0536 .0537 .0559 .2720 .3188 .3218 .2931 .6699 .7162 .7170 .6792
(λ3,η3) n1 .0377 .0472 .0472 .0468 .0609 .0795 .0795 .0790 .0951 .1169 .1169 .1235
n2 .0463 .0505 .0505 .0506 .1048 .1122 .1122 .1180 .2016 .2140 .2140 .2231
n3 .0437 .0485 .0484 .0514 .0885 .0958 .0951 .1018 .1638 .1770 .1759 .1872
n4 .0351 .0451 .0451 .0487 .0571 .0725 .0733 .0782 .0933 .1139 .1171 .1240
ARE 16.43 4.183 4.283 3.683
λ1 = (110)5, η1 = (110)5; λ2 = (123, 13, 243, 1)5, η2 = (13, 0.13, 22, 24, 21)5 and λ3 = (13, 33, 93, 20)5, η3 = (53, 153, 453, 50)5.
n1 = (253)5, n2 = (503)5, n3 = (25, 35, 45)5 and n4 = (45, 35, 25)5.
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Table 5.7 Empirical sizes and powers of five test statistics for interaction-effect
test for two-way MANOVA (p = 2).
a = 2, b = 20, Σ1j = I2, Σ2j = diag(λ), j = 1, 2, · · · , 20.
δ = 0 δ = 3.6 δ = 5.4
Error λ n LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT
N(0, 1) λ1 n1 .0489 .0321 .0382 .0382 .0381 .5433 .4683 .4988 .4988 .3873 .9434 .9240 .9338 .9338 .8573
n2 .0551 .0414 .0472 .0472 .0471 .7622 .7235 .7408 .7408 .6734 .9967 .9954 .9960 .9960 .9879
n3 .0465 .0413 .0438 .0432 .0465 .9788 .9676 .9699 .9767 .9667 1.000 1.000 1.000 1.000 1.000
n4 .0515 .0444 .0477 .0485 .0536 .9971 .9885 .9892 .9969 .9954 1.000 1.000 1.000 1.000 1.000
λ2 n1 .0711 .0287 .0472 .0472 .0442 - .1349 .1842 .1842 .2354 - .3944 .4699 .4699 .6163
n2 .0697 .0329 .0516 .0516 .0477 - .2363 .2932 .2932 .4436 - .6740 .7338 .7338 .8994
n3 .0437 .0407 .0534 .0536 .0513 - .5756 .6299 .5910 .7899 - .9787 .9838 .9749 .9977
n4 .1918 .0390 .0547 .0556 .0516 - .4782 .5406 .7430 .9668 - .9562 .9708 .9981 1.000
λ3 n1 .0763 .0262 .0474 .0474 .0393 - .0835 .1352 .1352 .2246 - .2250 .3150 .3150 .5719
n2 .0730 .0296 .0513 .0513 .0462 - .1404 .2026 .2026 .4089 - .4112 .5107 .5107 .8630
n3 .0407 .0328 .0542 .0493 .0509 - .3487 .4313 .4052 .7387 - .8467 .8962 .8680 .9960
n4 .2473 .0328 .0505 .0523 .0493 - .3111 .3868 .5297 .9587 - .7984 .8547 .9624 1.000
ARE 76.00 29.68 7.367 7.233 8.167
t4/
√
2 λ1 n1 .0490 .0188 .0279 .0279 .0221 .5562 .3883 .4452 .4452 .4661 .9511 .8685 .9061 .9061 .9316
n2 .0523 .0240 .0323 .0323 .0317 .7698 .6524 .6990 .6990 .7667 .9946 .9758 .9873 .9873 .9974
n3 .0471 .0291 .0334 .0354 .0362 .9785 .9453 .9585 .9666 .9836 .9999 .9986 .9995 .9996 1.000
n4 .0508 .0322 .0374 .0394 .0424 .9966 .9713 .9794 .9922 .9974 1.000 .9991 .9995 .9997 1.000
λ2 n1 .0621 .0182 .0305 .0305 .0239 - .1025 .1537 .1537 .2726 - .3290 .4215 .4215 .7187
n2 .0619 .0203 .0328 .0328 .0301 - .2068 .2690 .2690 .5138 - .6034 .6861 .6861 .9502
n3 .0412 .0297 .0428 .0418 .0394 - .5540 .6133 .5783 .8562 - .9610 .9765 .9684 .9994
n4 .1922 .0257 .0396 .0439 .0404 - .4472 .5248 .7221 .9815 - .9297 .9556 .9938 1.000
λ3 n1 .0751 .0177 .0335 .0335 .0218 - .0647 .1131 .1131 .2437 - .1860 .2807 .2807 .6777
n2 .0727 .0210 .0384 .0384 .0339 - .1107 .1707 .1707 .4695 - .3655 .4805 .4805 .9286
n3 .0429 .0270 .0474 .0445 .0429 - .3206 .4103 .3855 .8111 - .8196 .8806 .8549 .9986
n4 .2591 .0280 .0451 .0488 .0417 - .2753 .3666 .5124 .9743 - .7763 .8448 .9524 1.000
ARE 74.33 51.38 26.48 25.13 32.25
2Γ(4, 1/4)− 2 λ1 n1 .0521 .0279 .0377 .0377 .0324 .5398 .4386 .4801 .4801 .4028 .9506 .9167 .9328 .9328 .8835
n2 .0487 .0322 .0381 .0381 .0407 .7598 .7087 .7304 .7304 .6998 .9951 .9930 .9940 .9940 .9909
n3 .0540 .0432 .0466 .0469 .0465 .9770 .9652 .9674 .9742 .9713 1.000 1.000 1.000 1.000 1.000
n4 .0476 .0393 .0426 .0434 .0470 .9975 .9865 .9878 .9970 .9961 1.000 1.000 1.000 1.000 1.000
λ2 n1 .0714 .0272 .0427 .0427 .0335 - .1271 .1805 .1805 .2414 - .3758 .4649 .4649 .6510
n2 .0717 .0339 .0506 .0506 .0420 - .2264 .2866 .2866 .4568 - .6375 .7100 .7100 .9123
n3 .0442 .0394 .0536 .0524 .0488 - .5645 .6173 .5839 .8085 - .9768 .9831 .9754 .9985
n4 .1998 .0310 .0475 .0505 .0462 - .4640 .5394 .7375 .9684 - .9544 .9709 .9984 1.000
λ3 n1 .0762 .0227 .0438 .0438 .0364 - .0752 .1243 .1243 .2208 - .2086 .3020 .3020 .5986
n2 .0742 .0241 .0468 .0468 .0411 - .1307 .1924 .1924 .4281 - .3932 .5058 .5058 .8851
n3 .0421 .0320 .0515 .0505 .0449 - .3441 .4273 .4013 .7612 - .8376 .8894 .8635 .9957
n4 .2430 .0322 .0492 .0513 .0499 - .2957 .3810 .5281 .9636 - .8046 .8627 .9637 1.000
ARE 76.63 35.82 10.12 9.317 15.10
λ1 = (1, 1), λ2 = (1, 5) and λ3 = (1, 10). n1 = (72)20, n2 = (102)20, n3 = (15, 20)20 and n4 = (30, 15)20.
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Table 5.8 Empirical sizes and powers of five test statistics for interaction-effect
test for two-way MANOVA (p = 3).






, j = 1, 2, · · · , 10.
δ = 0 δ = 3 δ = 4.5
Error (λ, ρ) n LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT
N(0, 1) (λ1, ρ1) n1 .0497 .0217 .0353 .0353 .0267 .2514 .1591 .2128 .2128 .1221 .6080 .4799 .5592 .5592 .3332
n2 .0494 .0307 .0423 .0423 .0416 .3897 .3146 .3600 .3600 .2792 .8317 .7806 .8141 .8141 .6955
n3 .0479 .0324 .0436 .0417 .0616 .7894 .5723 .6237 .7596 .7024 .9982 .9762 .9826 .9974 .9920
n4 .0508 .0406 .0483 .0462 .0518 .8042 .7381 .7617 .7924 .7450 .9988 .9969 .9975 .9982 .9967
(λ2, ρ2) n1 .0693 .0244 .0505 .0505 .0328 - .1463 .2307 .2307 .1596 - .4530 .5859 .5859 .4594
n2 .0612 .0273 .0483 .0483 .0454 - .2802 .3711 .3711 .3620 - .7659 .8350 .8350 .8266
n3 .0725 .0385 .0479 .0502 .0634 - .5931 .6304 .7975 .8765 - .9830 .9863 .9986 .9997
n4 .0701 .0411 .0576 .0576 .0536 - .7378 .7920 .8253 .8854 - .9974 .9984 .9992 .9998
(λ3, ρ3) n1 .0609 .0248 .0428 .0428 .0326 - .1669 .2346 .2346 .1601 - .5135 .6160 .6160 .4561
n2 .0598 .0322 .0488 .0488 .0439 - .3389 .4075 .4075 .3707 - .8144 .8573 .8573 .8310
n3 .0618 .0409 .0490 .0512 .0628 - .6245 .6607 .8152 .8687 - .9868 .9904 .9993 .9996
n4 .0645 .0439 .0561 .0562 .0550 - .7707 .8013 .8363 .8832 - .9981 .9986 .9990 .9999
ARE 20.65 33.58 9.650 10.05 20.87
t4/
√
2 (λ1, ρ1) n1 .0465 .0095 .0248 .0248 .0155 .2596 .1015 .1753 .1753 .1216 .6379 .3749 .5135 .5135 .4106
n2 .0513 .0199 .0330 .0330 .0302 .3959 .2323 .3155 .3155 .3201 .8393 .6887 .7804 .7804 .7934
n3 .0563 .0196 .0347 .0330 .0474 .7976 .5001 .6010 .7405 .7817 .9971 .9399 .9723 .9926 .9968
n4 .0504 .0239 .0360 .0376 .0399 .8168 .6822 .7413 .7747 .8229 .9980 .9859 .9948 .9967 .9989
(λ2, ρ2) n1 .0660 .0120 .0330 .0330 .0177 - .0943 .1868 .1868 .1802 - .3734 .5437 .5437 .5798
n2 .0643 .0169 .0365 .0365 .0282 - .2207 .3406 .3406 .4358 - .6883 .8078 .8078 .9078
n3 .0829 .0260 .0407 .0431 .0492 - .5445 .6183 .7720 .9216 - .9508 .9731 .9932 1.000
n4 .0715 .0271 .0472 .0477 .0438 - .6865 .7687 .8070 .9312 - .9865 .9935 .9967 1.000
(λ3, ρ3) n1 .0592 .0130 .0292 .0292 .0186 - .1165 .2025 .2025 .1802 - .4112 .5587 .5587 .5775
n2 .0548 .0183 .0327 .0327 .0278 - .2554 .3555 .3555 .4456 - .7338 .8231 .8231 .9156
n3 .0721 .0250 .0383 .0391 .0535 - .5686 .6432 .7969 .9204 - .9565 .9762 .9941 1.000
n4 .0603 .0278 .0420 .0422 .0400 - .7239 .7820 .8210 .9300 - .9902 .9954 .9973 1.000
ARE 23.77 60.17 28.65 28.02 32.53
2Γ(4, 1/4)− 2 (λ1, ρ1) n1 .0506 .0179 .0330 .0330 .0261 .2503 .1344 .1958 .1958 .1260 .6288 .4605 .5611 .5611 .3764
n2 .0507 .0278 .0389 .0389 .0423 .3820 .2828 .3387 .3387 .2974 .8380 .7644 .8083 .8083 .7360
n3 .0498 .0260 .0399 .0393 .0851 .7816 .5376 .6027 .7421 .7437 .9987 .9754 .9838 .9969 .9950
n4 .0503 .0388 .0465 .0438 .0608 .8110 .7309 .7599 .7895 .7770 .9992 .9975 .9983 .9991 .9979
(λ2, ρ2) n1 .0641 .0191 .0402 .0402 .0522 - .1233 .2207 .2207 .2442 - .4226 .5659 .5659 .5619
n2 .0632 .0218 .0441 .0441 .0663 - .2678 .3684 .3684 .4618 - .7488 .8328 .8328 .8717
n3 .0752 .0385 .0482 .0475 .1046 - .5864 .6321 .7911 .9065 - .9771 .9827 .9984 .9998
n4 .0710 .0363 .0524 .0525 .0756 - .7286 .7814 .8181 .9089 - .9970 .9980 .9988 1.000
(λ3, ρ3) n1 .0623 .0212 .0396 .0396 .0488 - .1455 .2248 .2248 .2323 - .4980 .6100 .6100 .5692
n2 .0563 .0251 .0403 .0403 .0642 - .3120 .3863 .3863 .4544 - .7952 .8491 .8491 .8663
n3 .0623 .0346 .0420 .0437 .1030 - .6119 .6570 .8117 .9079 - .9852 .9886 .9991 .9998
n4 .0598 .0388 .0506 .0515 .0769 - .7679 .8033 .8372 .9112 - .9984 .9990 .9998 .9999
ARE 19.33 42.35 15.05 15.60 45.25
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, 0.1, 0.05) and (λ3, ρ3) = (1, 3, 0.1, 0.09). n1 = (73)10, n2 = (103)10, n3 = (10, 20, 40)10
and n4 = (30, 20, 15)10.
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Table 5.9 Empirical sizes and powers of five test statistics for interaction-effect
test for two-way MANOVA (p = 10).
a = 3, b = 5, Σ1j = I10, Σ2j = diag(λ), Σ3j = diag(η), j = 1, 2, ..., 5.
δ = 0 δ = 4.2 δ = 6.3
Error (λ,η) n LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT
N(0, 1) (λ1,η1) n1 .0521 .0300 .0492 .0492 .0467 .7064 .6220 .6964 .6964 .5882 .9940 .9895 .9935 .9935 .9778
n2 .0518 .0419 .0508 .0508 .0501 .9881 .9852 .9879 .9879 .9759 1.000 1.000 1.000 1.000 1.000
n3 .0513 .0340 .0498 .0498 .0522 .9002 .8114 .8567 .8960 .8271 1.000 .9998 1.000 1.000 .9997
n4 .0488 .0301 .0465 .0465 .0477 .8715 .8112 .8554 .8653 .8039 .9997 .9992 .9996 .9997 .9991
(λ2,η2) n1 .0953 .0288 .0643 .0643 .0586 - .1283 .2159 .2159 .3219 - .3744 .5173 .5173 .7450
n2 .0833 .0404 .0624 .0624 .0534 - .3881 .4727 .4727 .7360 - .8937 .9277 .9277 .9966
n3 .0958 .0374 .0650 .0642 .0543 - .1969 .2818 .3043 .4607 - .5730 .6735 .7221 .9114
n4 .1227 .0337 .0650 .0663 .0525 - .2174 .3219 .3075 .4810 - .6383 .7527 .7253 .9363
(λ3,η3) n1 .0844 .0379 .0537 .0537 .0572 - .1869 .2394 .2394 .3045 - .5461 .6206 .6206 .7258
n2 .0661 .0397 .0485 .0485 .0468 - .5112 .5534 .5534 .7286 - .9657 .9726 .9726 .9961
n3 .0029 .0382 .0524 .0513 .0495 - .3245 .3748 .3870 .4841 - .8338 .8655 .8748 .9333
n4 .4545 .0410 .0540 .0537 .0796 - .2388 .2816 .3122 .4580 - .6608 .7101 .7733 .9063
ARE 117.6 27.82 12.27 12.12 11.20
t4/
√
2 (λ1,η1) n1 .0489 .0198 .0438 .0438 .0411 .7285 .5708 .7088 .7088 .6537 .9948 .9769 .9942 .9942 .9881
n2 .0499 .0326 .0475 .0475 .0470 .9878 .9779 .9869 .9869 .9858 1.000 1.000 1.000 1.000 1.000
n3 .0537 .0228 .0477 .0485 .0471 .9072 .7737 .8628 .8973 .8719 1.000 .9964 .9999 1.000 .9999
n4 .0503 .0229 .0474 .0473 .0479 .8770 .7751 .8600 .8697 .8451 .9999 .9965 .9998 .9998 .9998
(λ2,η2) n1 .0867 .0170 .0534 .0534 .0512 - .0937 .2142 .2142 .3430 - .3240 .5359 .5359 .8029
n2 .0782 .0304 .0561 .0561 .0452 - .3649 .4846 .4846 .7824 - .8717 .9301 .9301 .9979
n3 .0932 .0239 .0571 .0570 .0462 - .1678 .2783 .3042 .4991 - .5404 .6904 .7434 .9406
n4 .1222 .0232 .0641 .0644 .0468 - .1740 .3268 .3106 .5275 - .5879 .7665 .7410 .9553
(λ3,η3) n1 .0741 .0259 .0482 .0482 .0523 - .1556 .2360 .2360 .3276 - .4976 .6228 .6228 .7905
n2 .0690 .0373 .0514 .0514 .0461 - .4901 .5594 .5594 .7763 - .9576 .9731 .9731 .9983
n3 .0028 .0327 .0510 .0525 .0478 - .3027 .3856 .3937 .5184 - .8149 .8728 .8829 .9578
n4 .4462 .0308 .0503 .0501 .0633 - .2056 .2772 .3124 .5062 - .6155 .7129 .7745 .9389
ARE 112.0 46.78 8.133 8.267 8.600
2Γ(4, 1/4)− 2 (λ1,η1) n1 .0511 .0266 .0471 .0471 .0468 .7068 .6099 .6960 .6960 .6135 .9948 .9904 .9945 .9945 .9783
n2 .0502 .0391 .0488 .0488 .0493 .9880 .9850 .9876 .9876 .9799 1.000 1.000 1.000 1.000 1.000
n3 .0502 .0298 .0481 .0480 .0558 .9101 .8218 .8654 .9048 .8558 1.000 .9996 .9999 1.000 .9999
n4 .0507 .0316 .0494 .0483 .0573 .8718 .8073 .8567 .8667 .8178 .9998 .9996 .9997 .9998 .9994
(λ2,η2) n1 .0916 .0255 .0618 .0618 .0871 - .1240 .2255 .2255 .3972 - .3722 .5261 .5261 .7980
n2 .0836 .0388 .0626 .0626 .0719 - .3856 .4764 .4764 .7761 - .8854 .9236 .9236 .9972
n3 .0966 .0354 .0632 .0632 .0776 - .1986 .2895 .3142 .5306 - .5818 .6948 .7457 .9367
n4 .1189 .0283 .0577 .0588 .0773 - .2040 .3195 .3057 .5468 - .6425 .7644 .7359 .9496
(λ3,η3) n1 .1020 .0269 .0497 .0497 .0873 - .0399 .0732 .0732 .1490 - .0604 .1055 .1055 .2374
n2 .0903 .0383 .0516 .0516 .0692 - .0819 .1019 .1019 .2110 - .1681 .2034 .2034 .4810
n3 .0006 .0358 .0505 .0503 .0667 - .0737 .1004 .0982 .1489 - .1356 .1766 .1686 .3103
n4 .7386 .0286 .0532 .0524 .1194 - .0431 .0741 .0764 .1989 - .0666 .1092 .1186 .3348
ARE 170.5 35.88 9.583 9.800 45.58
λ1 = (110)5, η1 = (110)5; λ2 = (123, 13, 243, 1)5, η2 = (13, 0.13, 22, 24, 21)5 and λ3 = (13, 33, 93, 20)5, η3 = (53, 153, 453, 50)5.
n1 = (253)5, n2 = (503)5, n3 = (25, 35, 45)5 and n4 = (45, 35, 25)5.
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Table 5.10 Empirical sizes and powers of five test statistics for main effect of
factor A test for two-way MANOVA (p = 2).
a = 2, b = 20, Σ1j = I2, Σ2j = diag(λ), j = 1, 2, · · · , 20.
δ = 0 δ = 1.2 δ = 1.8
Error λ n LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT
N(0, 1) λ1 n1 .0504 .0489 .0495 .0495 .0495 .6543 .6501 .6519 .6519 .6519 .9532 .9527 .9529 .9529 .9529
n2 .0517 .0513 .0516 .0516 .0516 .8169 .8155 .8164 .8164 .8164 .9935 .9933 .9934 .9934 .9934
n3 .0503 .0520 .0520 .0499 .0499 .9725 .9688 .9689 .9725 .9725 1.000 1.000 1.000 1.000 1.000
n4 .0496 .0495 .0495 .0495 .0495 .9926 .9853 .9853 .9926 .9926 1.000 .9999 .9999 1.000 1.000
λ2 n1 .0525 .0506 .0511 .0511 .0511 - .3376 .3411 .3411 .3411 - .6631 .6668 .6668 .6668
n2 .0503 .0493 .0500 .0500 .0500 - .4731 .4751 .4751 .4751 - .8318 .8335 .8335 .8335
n3 .0492 .0475 .0475 .0496 .0496 - .7474 .7479 .7100 .7100 - .9774 .9774 .9693 .9693
n4 .0525 .0515 .0519 .0508 .0508 - .7312 .7324 .8784 .8784 - .9789 .9790 .9978 .9978
λ3 n1 .0491 .0456 .0475 .0475 .0475 - .2544 .2578 .2578 .2578 - .5313 .5367 .5367 .5367
n2 .0512 .0491 .0500 .0500 .0500 - .3613 .3655 .3655 .3655 - .6951 .6975 .6975 .6975
n3 .0511 .0513 .0515 .0514 .0514 - .5970 .5981 .5645 .5645 - .9311 .9315 .9142 .9142
n4 .0484 .0491 .0495 .0468 .0468 - .6113 .6122 .7622 .7622 - .9255 .9259 .9846 .9846
ARE 2.283 2.950 2.433 2.017 2.017
t4/
√
2 λ1 n1 .0471 .0434 .0453 .0453 .0453 .6618 .6508 .6563 .6563 .6563 .9524 .9481 .9499 .9499 .9499
n2 .0498 .0483 .0489 .0489 .0489 .8090 .8052 .8065 .8065 .8065 .9925 .9921 .9922 .9922 .9922
n3 .0467 .0476 .0478 .0466 .0466 .9725 .9678 .9680 .9723 .9723 .9999 1.000 1.000 .9999 .9999
n4 .0504 .0478 .0481 .0504 .0504 .9914 .9849 .9851 .9914 .9914 1.000 1.000 1.000 1.000 1.000
λ2 n1 .0503 .0458 .0482 .0482 .0482 - .3374 .3445 .3445 .3445 - .6716 .6808 .6808 .6808
n2 .0499 .0470 .0481 .0481 .0481 - .4804 .4853 .4853 .4853 - .8268 .8301 .8301 .8301
n3 .0517 .0528 .0535 .0515 .0515 - .7471 .7483 .7154 .7154 - .9815 .9816 .9737 .9737
n4 .0486 .0488 .0496 .0473 .0473 - .7383 .7401 .8828 .8828 - .9777 .9784 .9979 .9979
λ3 n1 .0503 .0461 .0485 .0485 .0485 - .2608 .2669 .2669 .2669 - .5286 .5375 .5375 .5375
n2 .0480 .0454 .0464 .0464 .0464 - .3645 .3698 .3698 .3698 - .6979 .7041 .7041 .7041
n3 .0501 .0489 .0494 .0496 .0496 - .6083 .6101 .5840 .5840 - .9297 .9304 .9138 .9138
n4 .0536 .0491 .0507 .0515 .0515 - .6028 .6062 .7599 .7599 - .9250 .9261 .9820 .9820
ARE 2.717 5.767 3.983 4.083 4.083
2Γ(4, 1/4)− 2 λ1 n1 .0434 .0413 .0424 .0424 .0424 .6500 .6442 .6460 .6460 .6460 .9543 .9531 .9539 .9539 .9539
n2 .0506 .0496 .0499 .0499 .0499 .8156 .8138 .8147 .8147 .8147 .9923 .9921 .9923 .9923 .9923
n3 .0530 .0525 .0526 .0530 .0530 .9711 .9669 .9671 .9711 .9711 1.000 .9999 .9999 1.000 1.000
n4 .0493 .0462 .0467 .0492 .0492 .9898 .9841 .9842 .9898 .9898 1.000 1.000 1.000 1.000 1.000
λ2 n1 .0486 .0459 .0472 .0472 .0472 - .3295 .3336 .3336 .3336 - .6665 .6707 .6707 .6707
n2 .0514 .0495 .0503 .0503 .0503 - .4661 .4693 .4693 .4693 - .8230 .8245 .8245 .8245
n3 .0474 .0476 .0479 .0476 .0476 - .7418 .7425 .7098 .7098 - .9805 .9807 .9723 .9723
n4 .0504 .0487 .0490 .0496 .0496 - .7360 .7373 .8807 .8807 - .9791 .9795 .9975 .9975
λ3 n1 .0519 .0482 .0507 .0507 .0507 - .2528 .2589 .2589 .2589 - .5342 .5417 .5417 .5417
n2 .0487 .0462 .0474 .0474 .0474 - .3568 .3610 .3610 .3610 - .7046 .7085 .7085 .7085
n3 .0531 .0542 .0545 .0534 .0534 - .6074 .6088 .5791 .5791 - .9293 .9298 .9121 .9121
n4 .0541 .0520 .0526 .0528 .0528 - .6031 .6051 .7646 .7646 - .9260 .9268 .9846 .9846
ARE 4.517 5.917 5.033 4.483 4.483
λ1 = (1, 1), λ2 = (1, 5) and λ3 = (1, 10). n1 = (72)20, n2 = (102)20, n3 = (15, 20)20 and n4 = (30, 15)20.
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Table 5.11 Empirical sizes and powers of five test statistics for main effect of
factor A test for two-way MANOVA (p = 3).






, j = 1, 2, · · · , 10.
δ = 0 δ = 1.05 δ = 1.65
Error (λ, ρ) n LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT
N(0, 1) (λ1, ρ1) n1 .0520 .0466 .0505 .0505 .0477 .3516 .3349 .3449 .3449 .3353 .7585 .7441 .7520 .7520 .7403
n2 .0517 .0491 .0509 .0509 .0510 .4933 .4830 .4899 .4899 .4856 .9154 .9105 .9135 .9135 .9110
n3 .0500 .0486 .0503 .0504 .0495 .7755 .7614 .7666 .7651 .7567 .9954 .9950 .9950 .9952 .9949
n4 .0506 .0489 .0496 .0510 .0506 .8337 .8292 .8311 .8316 .8286 .9985 .9984 .9984 .9984 .9984
(λ2, ρ2) n1 .0491 .0399 .0461 .0461 .0451 - .3510 .3730 .3730 .3504 - .7816 .8020 .8020 .7742
n2 .0516 .0464 .0499 .0499 .0500 - .5098 .5240 .5240 .5004 - .9317 .9363 .9363 .9280
n3 .0516 .0467 .0473 .0484 .0477 - .7930 .7938 .7915 .7758 - .9964 .9964 .9964 .9958
n4 .0533 .0500 .0524 .0518 .0490 - .8649 .8672 .8682 .8595 - .9993 .9993 .9993 .9992
(λ3, ρ3) n1 .0497 .0415 .0470 .0470 .0466 - .3588 .3725 .3725 .3518 - .7990 .8125 .8125 .7875
n2 .0480 .0449 .0471 .0471 .0460 - .5363 .5430 .5430 .5253 - .9375 .9397 .9397 .9335
n3 .0521 .0475 .0481 .0491 .0483 - .7976 .8003 .7983 .7846 - .9973 .9974 .9973 .9967
n4 .0487 .0478 .0486 .0485 .0504 - .8789 .8802 .8803 .8708 - .9997 .9997 .9997 .9995
ARE 2.900 7.017 3.400 3.083 3.683
t4/
√
2 (λ1, ρ1) n1 .0511 .0404 .0462 .0462 .0443 .3622 .3166 .3447 .3447 .3428 .7769 .7366 .7628 .7628 .7599
n2 .0515 .0438 .0484 .0484 .0462 .5016 .4740 .4908 .4908 .4962 .9190 .9061 .9141 .9141 .9171
n3 .0498 .0407 .0445 .0444 .0433 .7787 .7563 .7703 .7688 .7734 .9965 .9932 .9957 .9956 .9957
n4 .0504 .0473 .0497 .0498 .0483 .8485 .8409 .8448 .8457 .8460 .9985 .9980 .9983 .9984 .9982
(λ2, ρ2) n1 .0491 .0337 .0430 .0430 .0410 - .3478 .3849 .3849 .3718 - .7733 .8055 .8055 .7915
n2 .0491 .0405 .0457 .0457 .0436 - .5186 .5435 .5435 .5357 - .9220 .9311 .9311 .9268
n3 .0512 .0434 .0455 .0458 .0439 - .7772 .7857 .7835 .7828 - .9913 .9933 .9932 .9938
n4 .0505 .0456 .0487 .0486 .0481 - .8617 .8681 .8682 .8661 - .9988 .9991 .9990 .9992
(λ3, ρ3) n1 .0493 .0360 .0422 .0422 .0393 - .3573 .3871 .3871 .3773 - .7763 .8047 .8047 .7960
n2 .0482 .0398 .0449 .0449 .0435 - .5353 .5557 .5557 .5472 - .9331 .9398 .9398 .9377
n3 .0553 .0449 .0478 .0474 .0466 - .8055 .8143 .8135 .8092 - .9945 .9956 .9953 .9959
n4 .0512 .0454 .0484 .0478 .0487 - .8807 .8854 .8856 .8832 - .9986 .9988 .9989 .9986
ARE 2.617 16.42 7.500 7.633 10.53
2Γ(4, 1/4)− 2 (λ1, ρ1) n1 .0503 .0439 .0478 .0478 .0482 .3511 .3271 .3416 .3416 .3317 .7688 .7472 .7605 .7605 .7485
n2 .0521 .0473 .0503 .0503 .0493 .4889 .4754 .4838 .4838 .4803 .9161 .9115 .9150 .9150 .9118
n3 .0530 .0491 .0514 .0511 .0531 .7708 .7556 .7621 .7615 .7553 .9956 .9949 .9953 .9955 .9956
n4 .0505 .0476 .0482 .0487 .0502 .8472 .8426 .8445 .8449 .8390 .9992 .9990 .9991 .9991 .9989
(λ2, ρ2) n1 .0508 .0387 .0462 .0462 .0475 - .3508 .3764 .3764 .3589 - .7713 .7914 .7914 .7697
n2 .0513 .0449 .0488 .0488 .0515 - .5168 .5327 .5327 .5154 - .9333 .9375 .9375 .9281
n3 .0534 .0477 .0490 .0489 .0499 - .7857 .7872 .7860 .7741 - .9960 .9960 .9961 .9955
n4 .0505 .0461 .0477 .0483 .0488 - .8625 .8653 .8650 .8524 - .9999 .9999 .9999 .9996
(λ3, ρ3) n1 .0484 .0403 .0447 .0447 .0468 - .3661 .3849 .3849 .3670 - .8032 .8174 .8174 .7952
n2 .0485 .0434 .0459 .0459 .0497 - .5322 .5438 .5438 .5258 - .9377 .9409 .9409 .9340
n3 .0521 .0476 .0488 .0482 .0489 - .7983 .8026 .8003 .7922 - .9965 .9965 .9966 .9963
n4 .0474 .0455 .0467 .0468 .0470 - .8727 .8745 .8749 .8659 - .9996 .9996 .9996 .9996
ARE 3.283 9.6500 4.650 4.517 3.117
(λ1, ρ1) = (13, 0), (λ2, ρ2) = (1, 5, 0.1, 0.05) and (λ3, ρ3) = (1, 3, 0.1, 0.09). n1 = (73)10, n2 = (103)10, n3 = (10, 20, 40)10 and
n4 = (30, 20, 15)10.
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Table 5.12 Empirical sizes and powers of five test statistics for main effect of
factor A test for two-way MANOVA (p = 10).
a = 3, b = 5, Σ1j = I10, Σ2j = diag(λ), Σ3j = diag(η), j = 1, 2, ..., 5.
δ = 0 δ = 1.2 δ = 1.8
Error (λ,η) n LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT LHT LHT1 LHT2 LHT3 AHT
N(0, 1) (λ1,η1) n1 .0509 .0423 .0501 .0501 .0469 .6134 .5836 .6095 .6095 .5946 .9671 .9621 .9665 .9665 .9639
n2 .0522 .0499 .0519 .0519 .0522 .9493 .9466 .9489 .9489 .9454 1.000 1.000 1.000 1.000 1.000
n3 .0536 .0480 .0544 .0545 .0529 .7771 .7550 .7700 .7735 .7630 .9950 .9938 .9949 .9950 .9940
n4 .0538 .0452 .0520 .0519 .0501 .7802 .7521 .7698 .7761 .7625 .9967 .9964 .9971 .9969 .9965
(λ2,η2) n1 .0576 .0373 .0500 .0500 .0503 - .1826 .2197 .2197 .2005 - .4417 .4905 .4905 .4615
n2 .0591 .0484 .0545 .0545 .0534 - .4299 .4518 .4518 .4276 - .8715 .8814 .8814 .8649
n3 .0586 .0449 .0535 .0535 .0500 - .2534 .2800 .2809 .2665 - .6085 .6358 .6401 .6176
n4 .0685 .0379 .0502 .0492 .0496 - .2665 .3063 .3081 .2830 - .6691 .7123 .7131 .6734
(λ3,η3) n1 .0585 .0460 .0524 .0524 .0499 - .2151 .2348 .2348 .2416 - .5420 .5667 .5667 .5799
n2 .0524 .0460 .0490 .0490 .0490 - .5109 .5226 .5226 .5380 - .9313 .9344 .9344 .9438
n3 .0063 .0427 .0451 .0453 .0443 - .3502 .3613 .3622 .3738 - .7762 .7854 .7869 .8039
n4 .2626 .0460 .0495 .0497 .0503 - .2753 .2908 .2952 .3045 - .6660 .6813 .6885 .7034
ARE 53.58 10.90 4.233 4.267 3.250
t4/
√
2 (λ1,η1) n1 .0527 .0378 .0500 .0500 .0466 .6268 .5719 .6222 .6222 .6165 .9710 .9582 .9696 .9696 .9673
n2 .0488 .0450 .0487 .0487 .0488 .9487 .9406 .9482 .9482 .9452 .9999 .9999 .9999 .9999 .9999
n3 .0497 .0384 .0471 .0475 .0474 .7899 .7513 .7834 .7861 .7838 .9967 .9941 .9966 .9965 .9961
n4 .0493 .0371 .0462 .0463 .0451 .7976 .7509 .7879 .7927 .7858 .9960 .9916 .9943 .9948 .9943
(λ2,η2) n1 .0543 .0293 .0461 .0461 .0435 - .1541 .2065 .2065 .1994 - .4340 .5155 .5155 .4968
n2 .0544 .0423 .0502 .0502 .0484 - .4259 .4613 .4613 .4438 - .8707 .8890 .8890 .8782
n3 .0547 .0344 .0465 .0468 .0443 - .2400 .2790 .2804 .2706 - .6054 .6507 .6532 .6449
n4 .0644 .0315 .0466 .0467 .0440 - .2638 .3265 .3260 .3019 - .6652 .7301 .7323 .7049
(λ3,η3) n1 .0545 .0371 .0468 .0468 .0449 - .2101 .2452 .2452 .2591 - .5418 .5856 .5856 .6102
n2 .0527 .0454 .0496 .0496 .0496 - .5098 .5299 .5299 .5589 - .9311 .9387 .9387 .9498
n3 .0069 .0445 .0498 .0503 .0496 - .3429 .3614 .3629 .3866 - .7786 .7957 .7952 .8197
n4 .2574 .0397 .0473 .0474 .0464 - .2665 .2966 .2999 .3194 - .6561 .6917 .7004 .7243
ARE 48.40 22.92 4.250 4.100 6.900
2Γ(4, 1/4)− 2 (λ1,η1) n1 .0473 .0401 .0464 .0464 .0477 .6131 .5824 .6103 .6103 .5990 .9701 .9650 .9694 .9694 .9683
n2 .0486 .0470 .0484 .0484 .0485 .9494 .9465 .9489 .9489 .9455 1.000 1.000 1.000 1.000 1.000
n3 .0485 .0429 .0487 .0490 .0506 .7791 .7548 .7712 .7753 .7655 .9969 .9962 .9969 .9971 .9960
n4 .0533 .0475 .0544 .0540 .0528 .7790 .7521 .7689 .7753 .7634 .9968 .9956 .9962 .9964 .9955
(λ2,η2) n1 .0617 .0374 .0543 .0543 .0524 - .1758 .2158 .2158 .2058 - .4526 .5092 .5092 .4821
n2 .0534 .0437 .0498 .0498 .0518 - .4315 .4533 .4533 .4373 - .8642 .8761 .8761 .8616
n3 .0584 .0393 .0488 .0487 .0518 - .2525 .2783 .2778 .2708 - .6150 .6471 .6502 .6295
n4 .0724 .0379 .0524 .0524 .0533 - .2689 .3125 .3149 .2953 - .6704 .7169 .7208 .6862
(λ3,η3) n1 .0638 .0374 .0483 .0483 .0514 - .0559 .0712 .0712 .0732 - .0899 .1088 .1088 .1119
n2 .0614 .0452 .0506 .0506 .0512 - .1025 .1090 .1090 .1177 - .1949 .2064 .2064 .2188
n3 .0012 .0436 .0496 .0495 .0481 - .0862 .0938 .0926 .0973 - .1603 .1731 .1725 .1808
n4 .4462 .0392 .0514 .0512 .0518 - .0576 .0738 .0750 .0777 - .0940 .1158 .1179 .1236
ARE 87.50 16.47 3.850 3.733 3.800
λ1 = (110)5, η1 = (110)5; λ2 = (123, 13, 243, 1)5, η2 = (13, 0.13, 22, 24, 21)5 and λ3 = (13, 33, 93, 20)5, η3 = (53, 153, 453, 50)5.
n1 = (253)5, n2 = (503)5, n3 = (25, 35, 45)5 and n4 = (45, 35, 25)5.
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and record their P-values. This process is repeated N = 10, 000 times. In all the
simulations conducted, we used α = 5% as the nominal significance level.
To save space, here we just report the simulation results for interaction effect
tests and the main effect of factor A tests. Similar conclusions may be drawn from
the simulation results for main effect of factor B tests. The simulation results are
presented in Tables 5.1–5.12. Among these 12 tables, Tables 5.1–5.6 showed the
simulation results of comparing four test statistics: LHT1,LHT2,LHT3 and AHT
for heteroscedastic two-way MANOVA with side constraints (4.2). Since the size-
adapted-weight method used to specify the side constraints has not been incorpo-
rated in the LHT1 and LHT2 tests, here we in fact applied the equal-weight method
to specify the weights of the LHT3 and AHT tests so that their simulation results
are comparable with those of the LHT1 and LHT2 tests. Tables 5.7–5.12 showed
the simulation results of comparing five test statistics: LHT, LHT1, LHT2, LHT3
and AHT with different methods specifying the side constrains of the MANOVA
models. Specifically, for LHT, LHT3 and AHT tests, we used the size-adapted-
weight method to specify the side constraints, while for LHT1 and LHT2 tests, we
still used side constraints (4.2).
Let us see Tables 5.1–5.6 first. The empirical sizes and powers of the four
tests under side constraints (4.2), together with the associated tuning parameters,
are presented in these six tables, in the columns labeled with LHT1,LHT2,LHT3
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and AHT under “δ = 0” and “δ > 0” respectively. As seen from the six tables,
three sets of the tuning parameters for the cell covariance matrices are examined,
with the first set specifying the homogeneous cases; four sets of the cell sizes are
specified, with the first two sets specifying the balanced cell size cases; and the
three error schemes are considered. The ARE values of the four tests under the
three error schemes are also presented in these six tables. Similarly to Chapter 4,
Section 4.3, the cell covariance matrices and the cell sizes were specified as the
same for the b levels of factor B but they may be different for the a levels of
factor A. Tables 5.1–5.3, Tables 5.4–5.6 show the simulation results of the four test
statistics for interaction effect tests and main effect of factor A tests respectively.
Specifically, Tables 5.1 & 5.4 show the empirical sizes and powers of the four tests
for a bivariate case with a = 2 and b = 20. Tables 5.2 & 5.5 and Tables 5.3 & 5.6
show the empirical sizes and powers of the four tests for a 3-variate case with a = 3
and b = 10, and a 10-variate case with a = 3 and b = 5 respectively.
We first compare the LHT1,LHT2, LHT3 and AHT for interaction effect tests
under the three error schemes. Under the N(0, 1) error scheme, overall speaking,
the LHT1 test is outperformed by the other three tests in terms of size controlling
and power. In terms of size controlling, the LHT1 test is generally too conservative
while the other three tests maintain the nominal size very well as summarized by
the ARE values of the four tests. In terms of power, the LHT1 test generally has
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lower powers than the other three tests. This is probably due to the fact that
the empirical sizes of the LHT1 test are generally smaller than those of the other
three tests. We now compare the last three tests in more details. Although these
three tests are generally comparable in terms of size controlling and power, slight
differences still can be found. We notice that the LHT2 and LHT3 tests perform
quite similarly and they are even identical for homogeneous and balanced cases.
This is not a surprise since both the tests are constructed in a similar way and
use the same approaches to compute the approximate degrees of freedom. We
also notice that in terms of size controlling, the LHT2 and LHT3 tests generally
outperform the AHT test as indicated by the ARE values of the three tests. This is
probably due to the fact that the LHT2 and LHT3 tests use two tuning parameters
while the AHT test uses only one. In terms of power, the LHT2 and LHT3 tests
generally have higher powers than the AHT test for homogeneous cases. This is
probably due to the fact that the LHT2 and LHT3 tests are constructed in a similar
way as the way the classical LHT test is constructed for homogeneous cases. For
heteroscedastic cases, however, the AHT test generally has higher powers than
the LHT2 and LHT3 tests. In addition, we noticed that the AHT test may not
perform very well when the cell sizes are very different from each other or when
the smallest cell size is too small. Under the t4/
√
2 error scheme, we can draw
similar conclusions as mentioned before except that the empirical sizes for the
four tests are now slightly smaller. It is reasonable since all the four tests have
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not taken the data non-normality into account. Under the 2Γ(4, 1/4) − 2 error
scheme, generally speaking, we also can draw similar conclusions except that the
performances of the AHT test are obviously worse than those under the N(0, 1)
error scheme.
Similar conclusions can be drawn from the simulation results for main effect of
factor A tests which are presented in Tables 5.4–5.6.
Now let us move to Tables 5.7–5.12. Remind that here we applied the size-
adapted-weight method to specify the side constraints for LHT, LHT3 and AHT
tests, while for LHT1 and LHT2 tests, we still used side constraints (4.2). First we
compare the LHT against the other four test statistics for interaction effect tests
under the three error schemes. Under the N(0, 1) error scheme, it is seen from
Tables 5.7–5.9 that for the homogeneous cases, the LHT test generally outperforms
the other four tests in terms of maintaining the nominal size and power but the
performances of the other four tests improve with increasing cell size. It is not
surprising since the LHT test correctly takes the homogeneity assumption into
account while the other four tests do not. However, for the heteroscedastic cases,
the LHT test can no longer maintain the nominal size well. Its empirical sizes are
either too conservative or too liberal. In sharp contrast to LHT test, the LHT2,
LHT3 and AHT tests still maintain the nominal size quite well. Though cannot
compete with the LHT2, LHT3 and AHT tests, the LHT1 test also performs better
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than the LHT test. Since the empirical sizes of the LHT and other four tests are
very different, it does not make too much sense to compare their powers for the
heteroscedastic cases. That is why we replaced the power values of the LHT test
with “-” in these cases. Under the t4/
√
2 and 2Γ(4, 1/4)−2 error schemes, generally
we can draw similar conclusions as mentioned before except that the performances
of the LHT test are very similar under three error schemes, while the performances
of the other four tests are affected in different degree by the error schemes. Another
thing should be pointed out that the performances of the LHT3 and AHT tests are
very similar under different weighting schemes used to specify the side constraints.
Similar conclusions can be drawn from the simulation results for main effect of
factor A tests which are presented in Tables 5.9–5.12.
5.4 The Smoking Cessation Data: Revisited
In this section, we shall use the smoking cessation data as described in Chap-
ter 4, Section 4.4 to illustrate and compare the LHT1,LHT2, LHT3, AHT tests and
the classical LHT test as well.
We applied the LHT1,LHT2,LHT3,AHT tests and the classical LHT test as
well to the smoking cessation data for checking the significance of the main and
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interaction effects of the two factors: Chapter and Depression. The test results are
listed in Table 5.13. Both the equal-weight method and the size-adapted-weight
method, as described in Remark 5.1, were considered. The F -values, P -values
and the associated degrees of freedom of all the tests were computed using the
F -approximation method.
We first compare the results of the five tests under the equal-weight method. As
seen from Table 5.13, the five tests all lead to the same conclusion about the effect
of Depression. However, different conclusions about the main-effect of Chapter
Table 5.13 Test results for the smoking cessation data.
Weight method Test Chapter Depression Chapter×Depression
F-value P-value df1 df2 F-value P-value df1 df2 F-value P-value df1 df2
Equal LHT 1.47 0.015 57 911 21.8 0 3 305 1.29 0.075 57 911
LHT1 1.08 0.350 43.0 253 15.7 0 3 85.8 1.01 0.465 43.0 253
LHT2 1.06 0.384 34.4 182 15.6 0 3 62.0 .993 0.487 34.4 182
LHT3 1.15 0.261 39.2 247 15.6 0 3 62.0 1.00 0.476 39.2 247
AHT 1.16 0.257 57 90.5 15.6 0 3 62.0 .896 0.669 57 90.5
Size-adapted LHT 1.23 0.124 57 911 23.0 0 3 305 1.29 0.075 57 911
LHT1 - - - - - - - - - - - -
LHT2 - - - - - - - - - - - -
LHT3 1.17 0.225 41.1 360 16.8 0 3 86.8 1.00 0.476 39.2 247
AHT 1.17 0.232 57 118 16.8 0 3 86.8 .896 0.669 57 90.5
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and the interaction-effect between Chapter and Depression were obtained. The
P -values of the LHTr, r = 1, 2, 3 and AHT tests all suggest that the main-effect
of Chapter and the interaction-effect between Chapter and Depression are not
significant, while the classical LHT test conclude that the main-effect of Chapter
is significant at 5%, and the interaction-effect between Chapter and Depression is
significant at 10%, which is opposite to the ones obtained by the LHTr, r = 1, 2, 3
and AHT tests. As pointed out in Chapter 4, Section 4.4, Harrar and Bathke
(2012) have verified that the cell covariance matrices homogeneity assumption for
the smoking cessation data is unlikely to be satisfied. In light of this fact, the
conclusions made by the LHTr, r = 1, 2, 3 and AHT tests are more trustworthy than
those made by the classical LHT test since all the modified LHT tests and AHT test
take into account the heteroscedasticity of the data. The misleading conclusions
made by applying the classical LHT test in this example is a consequence of the
unreasonable homogeneity assumption. This demonstrates that it is essential and
necessary to take the data heteroscedasticity into account when the problem of
heteroscedasticity is serious. We would also like to point out that compared with
the classical LHT test, there exists a drastic drop in the second degrees of freedom,
df2, of the approximate F -distributions of the LHTr, r = 1, 2, 3 and AHT tests. As
seen from Table 5.13, the df2’s values of the classical LHT test are about 3 ∼ 5 times
of those of its modified versions, and about 10 times of those of the AHT test. This
indicates a serious impact of the heteroscedasticity on the classical LHT test. For
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the comparison among the LHTr, r = 1, 2, 3 and AHT tests, generally speaking,
all these tests made consistent conclusions about the effects of the two factors
although differences in F -values, P -values and approximate degrees of freedom of
these tests can also be seen clearly.
We now examine the test results under the size-adapted-weight method. As
mentioned earlier, the size-adapted-weight method was not incorporated in the
LHT1 and LHT2 tests. It is seen that the test results of the LHT3 and AHT
tests for the main and interaction effects of Chapter and Depression are consistent
under both the weight methods. However for the classical LHT test, it is not the
case. Actually, for testing the main-effect of Chapter, the conclusion made by the
classical LHT test under the equal-weight method is opposite to the one under the
size-adapted-weight method, showing some impact of the cell covariance matrix
heteroscedasticity on the classical LHT test.
142
CHAPTER 6
Conclusion and Future Work
6.1 Conclusion
In this thesis, we studied the heteroscedastic MANOVA models. We proposed
some new or modified some existing tests for the heteroscedastic one-way and two-
way MANOVA in Chapters 3 to 5. All these MANOVA tests are of considerable
importance since they provide some powerful and practical tools for heteroscedastic
MANOVA.
6.1 Conclusion 143
As shown in Chapters 3 & 5, the MANOVA model, no matter one-way or two-
way, can be expressed in the form of the GLHT problem so that all the related
tests under MANOVA model can be unified under a common framework. Based
on the GLHT framework, we proposed the modified WLR, LHT and BNP tests for
the heteroscedastic one-way and two-way MANOVA in Chapter 3 and Chapter 5
respectively. We first defined two SSCP matrices, respectively due to hypothesis
and error, and proposed the associated modified WLR, LHT and BNP tests with
their approximate degrees of freedom estimated from the data. The proposed
modified tests have a very important advantage, that is, the ADF for the modified
test statistics can be uniformly expressed in a very concise form and are easy to
compute. The desired invariant properties of the modified WLR, LHT and BNP
tests were also investigated. It was found that the proposed tests in Chapters 3
& 5 are all invariant under affine-transformations, different choices of the contrast
matrix used to define the same hypothesis, and different labeling schemes of the
mean vectors. Besides these great features, especially for the heteroscedastic two-
way MANOVA, we incorporated a weight scheme into the new modified MANOVA
tests to take the unequal cell sizes into account so that they are able to deal with
different weight schemes used to specify the side constraints. We also conducted
intensive simulation studies to compare the proposed tests with some existing tests.
It was found that our proposed tests, no matter for one-way or two-way MANOVA,
perform very well and generally outperform or are comparable to the existing tests
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in terms of size controlling and power.
In Chapter 4, we made a significant improvement to Harrar and Bathke’s (2012)
modified tests for heteroscedastic two-way MANOVA. We introduced an efficient
and useful formula to approximate the distribution of a quadratic form of a random
matrix by that of a single Wishart random matrix via matching the first moments
and total variations. Based on this formula, the resulting ADF involved in the
modified tests can be expressed uniformly in a very concise form and are easy to
compute. In addition, we made Harrar and Batheke’s (2012) MANOVA tests affine-
invariant. Simulation studies presented in this chapter show that the proposed
methods indeed improve Harrar and Bathke’s (2012) modified MANOVA test a
great deal.
6.2 Future Work
There is much work to be done for the heteroscedastic MANOVA. Some direc-
tions of the future work related to this thesis are as follows:
(1) In this thesis, we focused on one-way and two-way heteroscedastic MANOVA.
We do not touch the details of the three- and higher-way MANOVA. In the
current context, further study to extend the ideas and methodologies for
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two-way MANOVA to three- and higher-way MANOVA is also interesting
and warranted.
(2) Besides heteroscedasticity, another challenge in MANOVA model is high
dimensionality. Usually by default, the MANOVA models, either homoge-
neous or heteroscedastic, are all traditional MANOVA which requires many
observations and a few well-chosen variables. High-dimensional data, how-
ever, with the data dimension being much larger than the number of ob-
servations, cannot meet this requirement any longer. The so-called “large
p, small n” phenomena of high-dimensional data pose great challenges to
classical statistical methodologies. In the future, we will try to find and
investigate some suitable testing procedures for the high-dimensional het-
eroscedastic MANOVA.
(3) In our current study, discussion of the distributions of the modified WLR,
LHT and BNP test statistics were all focused on the approximate distri-
butions. The asymptotic null and non-null distributions were not investi-
gated due to the fact that the asymptotic theories are much more involved
and complicated under heteroscedastic assumption. This, however, is not a
crucial issue since in real data analysis, all the modified tests are actually
conducted with approximate distributions but not asymptotic distributions.
Nevertheless, future research is still needed to establish the asymptotic non-
null distributions of the proposed tests under some specific local alternatives.
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