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Linked data has experienced accelerated growth in recent years due to its interlinking
ability across disparate sources, made possible via machine-processable RDF data. Today,
a large number of organizations, including governments and news providers, publish data in
RDF format, inviting developers to build useful applications through reuse and integration
of structured data. This has led to tremendous increase in the amount of RDF data on the
web. Although the growth of RDF data can be viewed as a positive sign for semantic web
initiatives, it causes performance bottlenecks for RDF data management systems that store
and provide access to data. In addition, a growing number of ontologies and vocabularies
make retrieving data a challenging task.
The aim of this research is to show how alignments in the Linked Data can be exploited
to compress and query the linked datasets. First, we introduce two compression techniques
that compress RDF datasets through identification and removal of semantic and contextual
redundancies in linked data. Logical Linked Data Compression is a lossless compression
technique which compresses a dataset by generating a set of new logical rules from the
dataset and removing triples that can be inferred from these rules. Contextual Linked Data
Compression is a lossy compression technique which compresses datasets by performing
schema alignment and instance matching followed by pruning of alignments based on con-
fidence value and subsequent grouping of equivalent terms. Depending on the structure of
the dataset, the first technique was able to prune more than 50% of the triples. Second, we
propose an Alignment based Linked Open Data Querying System (ALOQUS) that allows
users to write query statements using concepts and properties not present in linked datasets
and show that querying does not require a thorough understanding of the individual datasets
and interconnecting relationships. Finally, we present LinkGen, a multipurpose synthetic
Linked Data generator that generates a large amount of repeatable and reproducible RDF
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The term “Linked Data", coined by Tim Berners-Lee in his Design Issues: Linked Data
note [BL11], refers to a set of rules for publishing and interlinking structured data on the
web. The set of rules, now known as principles of Linked Data, is built upon the idea of
web of data similar to the current web of documents and employs web standards to the task
of sharing data on a global scale. The four rules of linked data are:
1. Use URIs as identifiers for things.
2. Use HTTP URIs so that these identifiers/things can be looked up
3. Provide useful information about the identifier when it’s looked up, using standards
(ex:RDF, SPARQL)
4. Include links to other related URIs so that they can discover more things.
The adoption of the Linked Data principles has led to the extension of web with a
massive growth in structured data, shared and interlinked across diverse domains such as
people, companies, books, films, music, medicine, e-commerce and online communities
[BHBL09]. Prominent data publishers such as The New York Times,1 the US govern-







to interlink their data. Over the last decade, Web of data has grown from less than a dozen
of datasets to more than 9000 datasets6 with more than 140 billions of facts expressed
in RDF (Resource Description Framework) format. Similarly, Linked Open Vocabularies
(LOV)7 dataset now consists of more than 500 vocabularies, 20,000 classes and almost
30,000 properties.
Although the growth of RDF data can be viewed as a positive sign for semantic web
initiatives, it causes performance bottlenecks for RDF data management systems that store
and provide access to data. As such, the need for compressing structured data is becoming
increasingly important. In addition, a growing number of ontologies and vocabularies make
retrieving data a challenging task.
1.1 RDF Compression
The key to RDF compression is to understand the syntax and semantics of the RDF data
model [KC04] and identify redundancies to represent the same information in a compact
manner. The RDF data model represents information as simple directed graphs, designed
to facilitate the exchange of information among diverse applications and multiple sources at
internet scale. In RDF, a description of a resource is represented as a collection of triples,
each consisting of a subject, a predicate and an object. A triple can be represented as a
node-arc-node link with arc pointing towards the object.
Real world RDF statistics8 reveal a continuous increase in RDF data as well as great
diversity in the domain and source of information. [FGMP10a] studied the RDF compress-
ibility capabilities and observed that big real world RDF datasets are highly compress-
ible due to the skewed structure of the graphs, organization of URIs and syntax verbosity.






Various RDF representations and compression techniques have been developed to re-
duce the size of RDF data for storage and transmission. Representation like N3 [BLC98],
Turtle [BBLP08] and RDF/JSON [Ale08] offer compactness while maintaining readability
by reducing the verbosity of the original RDF/XML format [BM04]. Earlier RDF compres-
sion studies [FGMP10a, ACZH10, UMD+13, FMPG+13] focused on dictionary encoding
and compact representation of RDF triples. [FMPG+13] proposed a binary serialization
format called Header-Dictionary-Triples (HDT) that takes advantage of redundancies and
skewed data in large RDF graphs. [IPR05] introduced the notion of a lean graph, which
is obtained by eliminating triples with blank nodes that specify redundant information.
[PPSW10] and [Mei08] studied the problem of redundancy elimination on RDF graphs in
the presence of rules and constraints.
1.2 Query Answering
Concepts (and instances) in a dataset are connected to (and hence can be reached from)
related concepts (and instances) from other datasets through semantic relationships such as
owl:sameAs. Hence, the LOD cloud is becoming the largest currently available structured
knowledge base with data about music, movies, reviews, scientific publications, govern-
ment information, geographical locations, medicine and many more. To take advantage of
the enormously extensive structured data in the LOD cloud, one must be able to effectively
pose queries to and retrieve answers from it. However, a growing number of ontologies and
vocabularies make retrieving data a challenging task.
Querying the LOD cloud requires users to have a thorough understanding of various
concepts and datasets prior to creating a query. For example, consider the query “Identify
films, the nations where they were shot and the populations of these countries.” Answering
this query requires a user to select the relevant datasets, identify the concepts in these
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datasets that the query maps to, and merge the results from each dataset into a complete
answer. These steps are very costly in terms of time and required expertise, which is not
practical given the size (and continued growth) of the LOD cloud. Furthermore, issues such
as schema heterogenity and entity disambiguation identified in [JHY+10] present profound
challenges with respect to querying of the LOD cloud. Each of these data sources can be
queried separately, most often through an end point using the SPARQL query language
[PS+06]. Looking for answers making use of information spanning over different data sets
is a more challenging task as the mechanisms used internally to query datasets (database-
like joins, query planning) cannot be easily generalized to this setting.
1.3 Ontology Alignment
Ontology Alignment [NS05] refers to the task of finding correspondences between ontolo-
gies. It’s a widely explored topic and numerous applications have been developed that per-
form the task of ontology alignment and mapping for schemas and instances. OAEI9 reg-
ularly organizes the evaluation of various ontology matching systems [ES+07, EMS+11b]
and compare them based on formal tests and datasets. Ontology alignment plays an impor-
tant role whenever one attempts to integrate data from multiple sources. It finds a number of
use cases including schema integration, data integration, ontology evolution, agent commu-
nication and query answering on the web [Noy04, JJH+12]. Alignments are not limited to
one-to-one equivalent relationships. They can be of various cardinalities: 1:1 (one-to-one),
1:m (one-to-many), n:1 (many-to-one) or n:m (many-to-many) and of various relationships
e.g., equivalence, disjointness or subsumption [SE13]. Since LOD caters to multiple do-
mains, Ontology Alignment plays a major role in integrating data from multiple datasets
within LOD cloud. This study aims to exploit the alignments in linked data to perform




Research statements for our work are as follows:
1. Lossless compression of RDF datasets can be achieved by mining logical rules present
in the RDF dataset.
2. Contextual lossy compression can be achieved by exploiting schema alignment and
instance matching among linked datasets.
3. Queries can be written in upper level ontologies instead of domain specific ontologies
for querying against linked datasets.
1.5 Contributions
The principle contribution of this study are listed below.
• Algorithm for automatic generation of rules for achieving lossless compression is
developed, implemented and evaluated.
• Algorithm for delta compression, referring to an incremental change in dataset, is
presented.
• Strategy to determine optical frequent pattern to achieve greater compression is pro-
vided.
• Lossy compression of RDF datasets has been introduced and evaluated using OAEI
Conference ontology and reference alignments.
• Challenges in querying LOD have been identified and listed.
• Alignment based querying approach is introduced and necessary steps to perform
such querying are provided along with scenario illustration.
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• To distinguish queries, various Statement and Query types are defined.
• LinkGen, a platform independent synthetic linked data generator, is developed
1.6 Dissertation Overview
The structure of this dissertation is as follows. In Chapter 2, we provide a background
on Linked Data and various key topics related to our research. In Chapter 3, we dive
into details of our Rule based compression (RBC) with comprehensive evaluation per-
formed against state-of-the art compression systems. In Chapter 4, we provide a con-
ceptual overview of our proposed alignment aware compression and highlight the role of
alignments and contexts in RDF compression. In Chapter 5, we discuss the approach for
alignment based querying system and provide end-to-end usage scenario. In Chapter 6,
we discuss the importance of synthetic data generator and present our multipurpose RDF
data generator tool,LinkGen. In Chapter 7, we provide details on prior works related to
our research work. Finally, we conclude with summary of the dissertation study and future
work ideas in Chapter 8.
6
2 Background
2.1 Semantic Web and Linked Data
In today’s information society, the World Wide Web plays a key role for disseminating and
retrieving information. Most of the information available on the web is published in the
form of hypertext documents and has been designed primarily for human consumption. As
such, data used for creating such documents either remain in traditional databases or in
textual form within documents making it difficult for sharing and reuse. Semantic Web
[BLHL+01] is an extension of current web which focuses on data exchange and interop-
erability. Figure 2.11 depicts the latest architecture of semantic web, which contains a set
of open standards arranged in the form of layers referred as Semantic Layer Cake. The
goal of semantic web is to move beyond current "Web of Documents" and create a "Web of
Data" that can be processed by machines to perform more useful tasks, such as intelligently
searching and combining data from heterogeneous dataset. To achieve this, it is important
to have huge amount of structured data represented using standard format. In addition,
these data need to be accessible as well as interlinked using open standards. A collection
of such connected and inter-related datasets can be referred to as Linked Data. Principles
of Linked Data are described in Section 1.
In recent years, there is an increased momentum in publishing datasets using Linked
1 Image copied from https://www.w3.org/2007/03/layerCake.png
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Figure 2.1: Latest Semantic Web Layer Stack
Data principles. Furthermore, there’s a rise in number of open datasets which are published
using linked data principles. Open data refers to data which is freely available and can be
consumed by anyone. Such a collection of open datasets published using Linked Data prin-
ciples is referred to as Linked Open Data (LOD). The recent statistics2 reveals that there
are more than 9000 datasets in LOD cloud publishing more than 140 billion triples. Fig-
ure 2.2 shows connections among various Linked Open Datasets differentiated by dataset
categories such as Geography and Government.
One of the most widely used linked open dataset is DBpedia, a community effort to




Figure 2.2: Linking Open Data cloud diagram 2017, by Andrejs Abele, John P. McCrae,
Paul Buitelaar, Anja Jentzsch and Richard Cyganiak. http://lod-cloud.net/
2.2 Data Interchange: RDF
Resource Description Framework (RDF) [HM04] is a W3C standard for describing re-
sources on the Web. It allows authors to describe any resource that can be uniquely iden-
tified by means of a URI3. The base element of an RDF model is an RDF triple, and a set
of RDF triples is known as an RDF graph.
3http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/#section-Graph-URIref
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Figure 2.3: Example of RDF Graph data
Definition 1. Let U, B, L represent the disjoint sets of RDF URI references, blank nodes
and literals respectively. We call a triple of the form (s, p, o) ∈ (U ∪B)×U × (U ∪B∪L)
an RDF triple, where s represents the subject, p the predicate and o the object.
In an RDF graph, a set of subjects and objects represent a set of nodes while a set
of predicates represents relationships between nodes. An RDF graph is a directed graph
where relationship always points towards the object. The predicate is also known as the
property of the triple. Figure 2.3 shows a sample RDF graph where s1, s2 and s3 denotes
subjects and all the connections are for one single property ’rdf:type’.
Definition 2. Two RDF graphs G and G′ are equivalent if there is a bijection M between
the sets of triple terms of the two graphs, such that:
1. M maps blank nodes to blank nodes.
2. M(lit) = lit for all RDF literals lit which are either nodes or edges of G.
3. M(uri) = uri for all RDF URI references uri which are either nodes or edges of G.
4. The triple( s, p, o ) is in G if and only if the triple ( M(s), M(p), M(o) ) is in G′
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A number of serialization formats exists for representing RDF graphs. However, using
different serialization formats lead to exactly the same triples, and they are thus logically
equivalent. The following sub-sections provide details on most widely used formats for se-
rializing RDF data. RDF graphs can also be embedded in web pages using various formats
such as RDFa4 and microdata5.
2.2.1 RDF/XML
RDF/XML [BM04] is the first standard format for serializing RDF using a widely popular
XML notation. In RDF/XML, RDF triples are specified within an XML element rdf:RDF.
The XML element rdf:Description6 is used to define sets of triples for a subject specified









<dbp:birthPlace xml:lang="en">Hodgenville, Kentucky, U.S.</dbp:birthPlace>
<dbp:birthDate rdf:datatype="http://www.w3.org/2001/XMLSchema#date">1809-02-12
</dbp:birthDate>











N-Triples [BB01] provides a simple line-based text serialization of RDF graphs. Each line
contains one triple with RDF terms separated by white space. Each triple is terminated by
a dot (‘.’). RDF blank nodes in N-Triples are expressed as _: followed by a blank node
label.
<http://example.org/al> <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://dbpedia.org/ontology/Person> .
<http://example.org/al> <http://www.w3.org/2000/01/rdf-schema#label> "Abraham Lincoln"@en .
<http://example.org/al> <http://dbpedia.org/property/deathDate> "1865-04-15"^^<http://www.w3.org/2001/XMLSchema#date> .
<http://example.org/al> <http://dbpedia.org/property/birthPlace> "Hodgenville, Kentucky, U.S."@en .
<http://example.org/al> <http://dbpedia.org/property/children> "Robert, Edward, Willie, and Tad"@en .
<http://example.org/al> <http://dbpedia.org/property/birthDate> "1809-02-12"^^<http://www.w3.org/2001/XMLSchema#date> .
<http://example.org/al> <http://dbpedia.org/property/spouse> <http://dbpedia.org/resource/Mary_Todd_Lincoln> .
2.2.3 Turtle
Turtle [BBLP08] is a compact textual representation of an RDF graph. It is an extension of
N-Triples and supports namespace prefixes, lists and shorthands for datatyped literals.
@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix dbr: <http://dbpedia.org/resource/> .
@prefix dbo: <http://dbpedia.org/ontology/> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix dbp: <http://dbpedia.org/property/> .
dbr:Abraham_Lincoln rdf:type dbo:Person ;
rdfs:label "Abraham Lincoln"@en ;
dbp:birthPlace "Hodgenville, Kentucky, U.S."@en ;
dbp:birthDate "1809-02-12"^^xsd:date ;





N-Quads [Car14] is a simple extension to N-Triples that allows one to add a fourth element
to a line to provide context for a triple. This optional context element can be either a blank
node label or a graph IRI of the triple described on that line.
<http://web.org/s1> <http://web.org/p1> <http://web.org/o1> <http://web.org/g1> .
_:subject1 <http://an.example/predicate1> "object1" <http://example.org/graph1> .
_:subject2 <http://an.example/predicate2> "object2" <http://example.org/graph2> .
<http://example.org/al> <http://example.org/spouse> <http://example.org/Mary_Todd> .
2.2.5 TriG
Turtle syntax supports only the specification of single graphs. TriG [CS14] is an extension
of Turtle and supports the specification of multiple graphs. Simple Triples, Predicate Lists,
and Object Lists can all be used either inside a graph statement, or on their own as in a
Turtle document. Triples written outside a graph statement will be a part of an unnamed
graph i.e. ’default’ graph.
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix dbp: <http://dbpedia.org/property/> .
# default graph - no {} used.
<http://example.org/al> rdfs:label "Abraham Lincoln"@en ;
# GRAPH keyword. Abbreviation of triples using ;
GRAPH <http://example.org/al/>
{
[] rdf:type dbo:Person ;
rdfs:label "Abraham Lincoln"@en ;





JSON-LD [SLK+14] serializes RDF graphs and datasets in JSON7 format. It’s part of
W3C recommendation specification and is primarily targeted for Web applications. Since














2.3 Query Language: SPARQL
SPARQL defines a standard query language and data access protocol for querying and
manipulating RDF data [PS+06]. It uses graph pattern matching technique to return the
matched triple patterns. In addition to the basic graph matching, it also supports optional
pattern matching which provides the flexibility to include the additional patterns if present
(without eliminating the solution). SPARQL can query across federated datasets and sup-
ports various features including join, filter, sub-queries and sorting, similar to SQL for re-
lational databases. Four primary query forms of SPARQL are SELECT, ASK, DESCRIBE














Figure 2.4: SPARQL query to fetch five oldest US president
@prefix res: <http://www.w3.org/2005/sparql-results#> .
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
_:_ a res:ResultSet .
_:_ res:resultVariable "president" , "birthday" .
@prefix dbr: <http://dbpedia.org/resource/> .
@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
_:_ res:solution [
res:binding [ res:variable "president" ; res:value dbr:George_Washington ] ;
res:binding [ res:variable "birthday" ; res:value "1732-02-22"^^xsd:date ] ] .
_:_ res:solution [
res:binding [ res:variable "president" ; res:value dbr:John_Adams ] ;
res:binding [ res:variable "birthday" ; res:value "1735-10-30"^^xsd:date ] ] .
_:_ res:solution [
res:binding [ res:variable "president" ; res:value dbr:Thomas_Jefferson ] ;
res:binding [ res:variable "birthday" ; res:value "1743-04-13"^^xsd:date ] ] .
_:_ res:solution [
res:binding [ res:variable "president" ; res:value dbr:James_Madison ] ;
res:binding [ res:variable "birthday" ; res:value "1751-03-16"^^xsd:date ] ] .
_:_ res:solution [
res:binding [ res:variable "president" ; res:value dbr:James_Monroe ] ;
res:binding [ res:variable "birthday" ; res:value "1758-04-28"^^xsd:date ] ]
Figure 2.5: SPARQL query response in Turtle format for query listed in 2.4.
cluding INSERT, DELETE, LOAD, CLEAR and COPY. It also supports service descrip-
tion8 which provides a mechanism to discover information about SPARQL services such as
available dataset and supported extension functions. A SPARQL endpoint is an URI used
for querying a RDF dataset via the SPARQL language. The results of SPARQL queries can
be obtained in various formats including JSON, RDF, XML and HTML.






[Gru93] defined ontology as "an explicit specification of conceptualization". Ontologies
are used to define the concepts and the relationships that exist in a domain of interest. In
practice, ontologies can range from simpler ones with few terms to a very complex one
consisting of thousands of terms such as SNOMEDCT10. The term Vocabulary is often
used instead of ontology to refer to a collection of identifiers with clearly defined meanings
[HKR11]. RDFS [BG04] and OWL[HKP+09] are used for representing and exchanging
ontologies. RDFS [BG04] is simply another RDF vocabulary that provides language con-
structs in the form of class and property hierarchies and their semantic interdependencies.
RDF and RDFS vocabulary are suitable for modeling only simple ontologies as they have
limited expressivity [HKR11]. In order to model complex knowledge, OWL (Web Ontol-
ogy Language) which is more expressive is used.
Ontology contains information about the schema and instances. Schema, also known
as T-Box, refers to classes, properties and any restrictions on them whereas instance data,
also known as A-Box, refer to the assertions about the individuals made against the schema.
Statements in T-Box are generally static whereas statements in A-Box keep evolving.
In the Figure 2.4, all statements except the last one about Product_Laptop_xyz are
T-Box statements.
2.5 Alignment API Format
In order to facilitate sharing of alignment across various applications, including those con-
suming alignments and generating alignments, a common format called Alignment API






























Figure 2.6: Ontology snippet showing T-Box and A-Box
has been recently developed, we limit our discussion to a general Alignment format, which
is also the format used by OAEI for their reference alignments. The main element of this
format is the ‘map’ element, shown in Figure 2.7, that provides the relation type between
two entities in different ontologies and also provides a measure value denoting the confi-
dence that the relation holds. It allows indicating various relationships namely equivalence,









Figure 2.7: Alignment API format example showing ‘map’ element
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2.6 Upper Ontology
Upper Level Ontology refers to an ontology that provides definitions for general terms that
are common across multiple domains. The primary objective of an upper level ontology is
to establish a link among a large number of domain specific ontologies to increase seman-
tic interoperability. SUMO (Suggested Upper Merged Ontology)11 is one such upper level
ontology that contains definitions for the most general concepts and the relations between
them [NP01]. It has mappings to all of WordNet and is extended with many domain on-
tologies including ontologies of Food, Sports, Music, Hotels and Geography. Figure 2.6
depicts an entity hierarchy example12 in SUMO for a geographic area. PROTON[TKM05]
is another upper ontology which cover most of the upper-level concepts, about 300 classes
and 100 properties, necessary for semantic annotation, indexing, and retrieval. Other up-
per level ontologies include Basic Formal Ontology (BFO)13,Descriptive Ontology for Lin-
guistic and Cognitive Engineering (DOLCE)14, General Formal Ontology (GFO)15 and Cyc
upper ontology16.
2.7 Dictionary Encoding
In general terms, a data dictionary is a centralized repository of information about data such
as meaning, relationships to other data, origin, usage, and format [McD94]. Since the RDF
format is too verbose, the first step performed before manipulating RDF data is dictionary
encoding. This component assigns a unique ID to each subject, predicate and object in








Figure 2.8: Hierarchy example in SUMO
[UMD+13] for fast processing. Once IDs are generated, RDF triples can be encoded by
replacing each element in triples with its corresponding IDs from the dictionary. The list
of triples represented in Turtle format in Section 2.2.3 can be encoded in several ways, one
of which is listed in 2.9, based on the dictionary 2.7. A data structure such as an adjacency















5 "Hodgenville, Kentucky, U.S."@en
6 "1809-02-12"^^xsd:date









Table 2.1: Dictionary encoding for terms appearing in triples listed in Section 2.2
2.8 Data Compression
Data compression refers to the process of minimizing the amount of data needed to store
or transmit. It involves transforming a string of characters in some representation (such
as ASCII) into a new string (of bits, for example) which contains the same information
but whose length is smaller than the original [LH87]. Compression can be either lossy or
lossless. Lossless compression reduces bits by identifying and eliminating redundancy in
such a way that the losslessly compressed data can be decompressed to exactly its original
value. Lossy compression involves removing ’unimportant’ and non-essential data and as
such represents an approximation of the original message. Lossless algorithms are typically
used for text, and lossy for images, audio and video where a little bit of loss in information
is often undetectable, or at least acceptable.
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2.9 Development Tools and Technologies
All the applications developed for this work has been built using JAVA and various open
source libraries. Tools and technologies used during development includes JENA17, RE-









3 Logical Linked Data Compression
In this chapter, we introduce a lossless compression of RDF datasets using automatic gen-
eration of decompression rules. We have devised an algorithm to automatically generate a
set of rules and split the database into two smaller disjoint datasets, viz., an Active dataset
and a Dormant dataset based on those rules. The dormant dataset contains a list of triples
which remain uncompressed and to which no rule can be applied during decompression.
On the other hand, the active dataset contains list of compressed triples, to which rules
are applied for inferring new triples during decompression. Figure 3.1 depicts the general
system architecture of our system.
In order to automatically generate a set of rules for compression, we employ fre-
quent pattern mining techniques [HPYM04, LWZ+08]. We examine two possibilities for
frequent mining - a) within each property (hence, intra-property) and b) among multiple
properties (inter-property). Experiments reveal that RB compression performs better when
inter-property transactions are used instead of intra-property transactions. Specifically, the
contribution of this work is a rule-based compression technique with the following proper-
ties:
• The compression reduces the number of triples, without introducing any new sub-
jects, properties or objects.
• The set of decompression rules, R, can be automatically generated using widely used































Figure 3.1: Rule Based Compression
3.1 Frequent Itemset Mining
The concept of frequent itemset mining [AIS93] (FIM) was first introduced for mining
transaction databases. Over the years, frequent itemset mining has played an important role
in many data mining tasks that aim to find interesting patterns from databases, including
association rules and correlations, or aim to use frequent itemsets to construct classifiers
and clusters [Goe03]. In this study, we exploit frequent itemset mining techniques on RDF
datasets for generating logical rules and subsequent compressing of RDF datasets.
Transaction Database.
Let I = {i1, i2, . . . , in} be a set of distinct items. A set X = {i1, i2, . . . , ik} ⊆ I is
called an itemset, or a k-itemset if it contains k items. Let D be a set of transactions where
each transaction, T = (tid,X), contains a unique transaction identifier, tid, and an itemset
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X. Figure 3.1 shows a list of transactions corresponding to a list of triples containing the
rdf:type1 property. Here, subjects represent identifiers and the set of corresponding objects
represent transactions. In this study, we use the following definitions for intra- and inter-
property transactions.
Intra-property transactions. For a graph G containing a set of triples, an intra-property
transaction corresponding to a property p is a set T = (s,X) such that s is a subject and X
is a set of objects, i.e. (s, p, ox) is a triple in graph G; ox is a member of X .
Inter-property transactions. For a graph G containing a set of triples, an inter-property
transaction is a set T = (s, Z) such that s is a subject and each member of Z is a pair
(pz, oz) of property and object, i.e. (s, pz, oz) is a triple in graph G.
s1 a 125. s4 a 125.
s1 a 22. s4 a 22.
s1 a 225. s4 a 225.
s1 a 60. s4 a 60.
s6 a 90. s6 a 22.
s5 a 125. s5 a 22.
s2 a 225. s2 a 125.









Figure 3.2: List of encoded triples and corresponding transactions
Support and Frequent Itemset.
The support of an itemset X , denoted by σ(X), is the number of transactions in D con-
taining X . Itemset X is said to be frequent if σ(X) ≥ σmin (σmin is a minimum support
threshold).
1rdf:type is represented by a
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Itemset Mining.
A frequent itemset is often referred to as a frequent pattern. Numerous studies have been
done and various algorithms [AIS93, AS94, HPYM04, SON95, SVA97] have been pro-
posed to mine frequent itemsets. In this study, we use the FP-Growth [HPYM04] algorithm
for generating frequent itemsets. We represent the output of FP-Growth as a set of pairs
(k, Fk), where k is an item, and Fk, a set of frequent patterns corresponding to k. Each
frequent pattern is a pair of the form (v, σv). v is an itemset of a frequent pattern and σv is
a support of this frequent pattern.
Definition 3. Let D be a transaction database over a set I of items, and σmin a minimum
support threshold. The set of frequent itemsets in D with respect to σmin is denoted by
F (D, σmin) := {X ⊆ I|σ(X) ≥ σmin}
Table 3.1 shows several frequent patterns for DBpedia Ontology Types dataset con-
taining only the rdf:type property.2 To generate such frequent patterns, we first create a
transaction database as shown in Figure 3.1 and then use parallel FP-Growth to compute
frequent patterns. Please refer to [HPYM04, LWZ+08] for details about the FP-Growth
algorithm and its implementation. Figure 3.3 shows the list of inter-property frequent pat-















Table 3.1: Numerically encoded item and corresponding term
Item (k) Frequent Patterns (Fk)
225 {([22, 225], 525786)}
60 {([22, 225, 60], 525786)}
189 {([22, 227, 83, 189], 60194)}
213 {([22, 227, 83, 189, 213], 60194)}
173 {([22, 103, 26, 304, 173], 57772)}
70 {([22, 70], 56372),
([22, 103, 26, 304, 173, 70], 31084),
([22, 202, 42, 70], 25288)}
13 {([22, 225, 60, 174, 13], 53120)}
235 {([22, 225, 60, 174, 235], 52305),
([22, 225, 60, 202, 42, 174, 235], 480)}
126 {([22, 191, 97, 222, 126], 49252)}
Table 3.2: Sample frequent patterns generated for DBpedia Ontology Types dataset. An
item can be associated with multiple frequent patterns as seen for item 70.
3.1.1 Association Rule Mining
Frequent itemset mining is often associated with association rule mining, which involves
generating association rules from the frequent itemset with constraints of minimal confi-
dence (to determine if a rule is interesting or not). However, in this study, we do not require
mining association rules using confidence values. Instead, we split the given database into
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Item Frequent Patterns
6:114 {([1:101, 5:113, 6:114],748384),





6:109 {([1:101, 5:108, 6:109],2792865),
([1:101, 5:108, 6:109, 11:8912626],166815)}
Table 3.3: Frequent patterns generated for the Geonames dataset. Each item is a pair of
property and object (p : o).
two disjoint databases, say A and B, based on the frequent patterns. Those transactions
which contain one or more of the top N frequent patterns are inserted into dataset A while
the other transactions are inserted into dataset B. Compression can be performed by creat-
ing a set of rules using top N frequent patterns and removing those triples from the dataset
which can be inferred by applying rules to some other triples in the same dataset.
3.1.2 Multi-Dimensional Association Rules
Although association mining was originally studied for mining transactions for only one
attribute (ex:Product), much research has been performed to extend it across multiple at-
tributes [LFW05, LFH00, ZZ07, ZZJT00]. In this study, RDF datasets are viewed as multi-
dimensional transaction databases by treating each property as an attribute and a subject as
an identifier. Similar to intra-transaction and inter-transaction associations [LFH00], we
define intra-property and inter-property associations for RDF datasets. Intra-property as-
sociation refers to an association among different object values for a given property while
inter-property association refers to association between multiple properties.
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3.2 Rule Based Compression
Figure 3.3 depicts the high level overview of Rule Based Compression technique. We
consider an RDF Graph G containing |G| non-duplicate triples. Lossless compression
on graph G can be obtained by splitting the given graph G into an Active Graph, GA,
and a Dormant Graph, GD, such that: G = R(GA) ∪ GD where R represents the set of
decompression rules to be applied to the active graph GA during decompression. R(GA) is
the graph resulting from this application.
Since the compression is lossless, we have |G| = |R(GA)|+ |GD|.
Figure 3.3: Rule Based Compression, G = GD ∪R(GA)
In the following sections, we provide brief introduction two RB compression algo-
rithms - one using intra-property transactions and the other using inter-property transac-
tions. In addition, we provide an algorithm for delta compression to deal with incremental
compression when a set of triples needs to be added to existing compressed graphs. Specif-
ically, we investigate how to
• generate a set of decompression rules, R
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• decompose the graphG toGA andGD, such that the requirements of RB compression
holds true
• maximize the reduction in the number of triples
Definition 4. Let G be an RDF graph containing a set T of triples. An RB compression is a
3-tuple (GA, GD, R), where GD ⊂ G is a dormant graph containing some triples TD ⊂ T ,
GA is an active graph containing TA ⊂ T − TD triples and R is a set of decompression
rules that is applied to GA (denoted by R(GA)) producing a graph containing exactly the
set T − TD of triples.
GD is referred to as dormant since it remains unchanged during decompression (no
rule can be applied to it during decompression).
3.2.1 Intra-property RB Compression
Algorithm 1 follows a divide and conquer approach. For each property in a graph G, we
create a new dataset and mine frequent patterns on this dataset. Transactions are created per
subject within this dataset. Each transaction is a list of objects corresponding to a subject as
shown in Figure 3.1. Using frequent patterns, a set of rules is generated for each property
and later aggregated. Each rule contains a property p, an object item k, and a frequent
pattern itemset v associated with k. This rule will be used to expand compressed data given




triple(x, p, vi) where, v = v1, v2, ..., vn
For illustration, here’s one such decompression rule we obtained during an experiment on
DBpedia dataset:
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∀x.triple(x, rdf:type, foaf:Person)→ triple(x, rdf:type, schema:Person)
∧ triple(x, rdf:type, dbp:Person)
∧ triple(x, rdf:type, owl:Thing)
This triple is attached to the active graph GA so that all triples that can be inferred
from it are removed. Other triples which cannot be inferred, are placed in dormant graph
GD. The process is repeated for all properties, appending results to the already existing
rules R, active graph GA and dormant graph GD.
Algorithm 1 Intra-property RB compression
Require: G
1: R← φ, GD ← φ , GA ← φ
2: for each property, p that occurs in G do
3: create a transaction database D from a set of intra-property transactions. Each transac-
tion (s, t) contains a subject s as identifier and t a set of corresponding objects.
4: generate {(k, Fk)} set of frequent patterns
5: for all (k, Fk) do
6: select vk such that
7: σ(vk) = argmaxv{σ(v)|v occurs in Fk, |v| > 1}
8: R← R ∪ (k → vk) . add a new rule
9: end for
10: for each (s, t) ∈ D do
11: for each (k → vk) ∈ R do
12: if t ∩ vk = vk then
13: GA ← GA ∪ (s, p, k) . add single triple
14: t← t− vk
15: end if
16: end for
17: for each o ∈ t do





3.2.2 Inter-property RB Compression
In Algorithm 2, we mine frequent patterns across different properties. Transactions used in
this algorithm are created by generating a list of all possible pairs of properties and objects
for each subject. Thus, each item of a transaction is a pair (p : o). We follow a similar
approach as before for generating frequent patterns and rules. Each rule contains a key pair
(pk, ok) and a corresponding frequent pattern v as a list of items (p : o).
Algorithm 2 Inter-property RB compression
Require: G
1: R← φ, GD ← φ , GA ← φ
2: create a transaction database D from a set of inter-property transactions. Each transac-
tion, (s, t) contains a subject s as identifier and t a set of (p, o) items.
3: generate {(k, Fk)} set of frequent patterns
4: for all (k, Fk) do
5: select vk such that
6: σ(vk) = {argmaxvσ(v)|v occurs in Fk, |v| > 1}
7: R← R ∪ (k → vk) . add a new rule
8: end for
9: for each (s, t) ∈ D do
10: for each (k → vk) ∈ R do
11: if t ∩ vk = vk then
12: GA ← GA ∪ (s, pk, ok) . add single triple
13: t← t− vk
14: end if
15: end for
16: for each (p, o) ∈ t do
17: GD ← GD ∪ (s, p, o))
18: end for
19: end for






For illustration, here’s one such decompression rule we obtained during an experiment
on the Geonames dataset:
31
∀x.triple(x, geo:featureCode, geo:V.FRST)→ triple(x, rdf:type, geo:Feature)
∧ triple(x, geo:featureClass, geo:V)
3.2.3 Optimal Frequent Patterns
In this section, we describe an optimal rule generation strategy for achieving better com-
pression. In Algorithm 1 and Algorithm 2, we generate frequent patterns and keep only one
frequent pattern v per k. By selecting only one frequent pattern per item, it’s guaranteed
that no circular reference or recursion occurs during decompression. As such, for any given
triple in a compressed graph, only one rule can be applied.
The choice of v for k is determined based on whether v has the maximum support. In
this section, we present our findings for optimal v pattern selection based on both support
value and itemset length. To illustrate this finding, please consider a sample FP-Growth
output obtained by mining one of the datasets as shown in Table 3.1 in section 3.1. If we
look at frequent pattern sets for k = 70, we have:
1. (v1, σ1) = ([22, 70], 56372)
2. (v2, σ2) = ([22, 103, 26, 304, 173, 70], 31084)
3. (v3, σ3) = ([22, 202, 42, 70], 25288)
The following rule can be applied to select the optimal frequent pattern: select the pattern
vi that maximizes (|vi|−1)×σi). We call (|vi|−1)×σi), denoted by ρ(vi), the Redundant
Triple Density, signifying the total number of triples that can be removed by using a rule:
(k → vk). It is apparent that selecting v2 during rule generation leads to higher compression
than selecting v1 or v3.
We call (|vi|) × σi) the Triple Density signifying the total number of triples that are
associated with this rule. Triple Density is also used to determine the top N Rules by sorting
rules in descending order of the Triple Density corresponding to each rule.
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3.2.4 Delta Compression
One of the important properties of RB compression is that incremental compression can be
achieved on the fly without much computation. Let’s say, we consider an RDF graph G,
which has undergone RB-Compression resulting in GA active graph, GD dormant graph
and a set R of decompression rules. If a new set of triples corresponding to a subject s,
denoted by ∆Ts, needs to be added to graphG, delta compression can be achieved by using
the results from the last compression. Each delta compression updates the existing active
and dormant graphs. Hence, there is no need for full RB-Compression every time a set of
triples is added.
Algorithm 3 Delta Compression
Require: GA, GD, R , ∆Ts
1: Extract all triples, TD, corresponding to s subject from GD
2: T ← TD ∪∆Ts
3: for all t ∈ T do
4: if R(t) ⊆ T then
5: GA ← GA ∪ t . insert into active graph
6: T ← T −R(t)
7: end if
8: end for
9: for all t ∈ T do
10: GD ← GD ∪ t . insert into dormant graph
11: end for
Algorithm 3 provides a delta compression algorithm when ∆Ts needs to be added.
The algorithm can be extended to include a set of subjects, S. It should be noted that we
do not create new rules for a new set of triples. As such, the compressed version might not
be optimal. A full compression is recommended if a large number of new triples needs to
be added or if large number of delta compression have already been performed.
If a triple needs to be removed, an extra check needs to be performed to see if the re-
moval violates any existing rules. Such removal might require moving some of the inferred
triples from the active graph to the dormant graph.
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3.3 Decompression
Decompression can be performed either sequentially or in parallel. Sequential decompres-
sion requires applying R decompression rules to triples in GA active graph and merging
these inferred triples with the triples in GD dormant graph. Since each triple in a com-
pressed graph can belong to at most one rule, its complexity is O(|R|.|GA|). The number
of rules is negligible compared to the number of triples in the active graph.
For parallel decompression, an active graph can be split into multiple smaller graphs
so that each small dataset can perform decompression. This allows generation of inferred
triples in parallel. Since rules are not ordered, inferred triples can be added to an uncom-
pressed graph whenever they are generated. Finally, all triples of the dormant graph are
merged into this uncompressed graph.
3.4 Evaluation
This section shows experimental results of the compression performed by our system. Our
experiment is conducted on several linked open datasets as well as synthetic benchmark
datasets of varying sizes. The smallest dataset consists of 130K triples while the largest
dataset consists of 119 million triples.
3.4.1 RB Compression - Triple Reduction
Table 3.4.1 shows a comparison between the outputs of the two algorithms we discussed
in Section 3.2 for nine different linked open datasets. The compression ratio, r is defined
as the ratio of the number of triples in the compressed dataset to that in the uncompressed
dataset. It is evident from the results that compression based on inter-property frequent pat-
terns is far better than compression using intra-property frequent patterns. Details including
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the number of predicates and transactions derived during experiments are also included in
the table. It can be seen that the best RB compression (inter-property) can remove more
than 50% of triples for the CN datasets and DBpedia rdftype dataset.
Dataset triples predicate transaction
compression ratio
(K) (K) intra-property inter-property
Dog Food 130 132 12 0.98 0.82
CN 2012 137 26 14 0.82 0.43
ArchiveHub 431 141 51 0.92 0.71
Jamendo 1047 25 336 0.99 0.82
LinkedMdb 6147 222 694 0.97 0.75
rdftypes 9237 1 9237 0.19 0.19
RDF About 17188 108 3132 0.97 0.84
DBLP 46597 27 2840 0.96 0.86
Geonames 119416 26 7711 0.97 0.71
Table 3.4: Compression ratio for various linked open datasets
In addition to the compression ratio, we also measured: a) time it takes to perform
RB compression and b) time it takes to perform full decompression. Figure 3.4 shows the





















Figure 3.4: Compression and Decompression time for various linked open datasets
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In general, RB compression time increases with the increase in triple size. However,
if the total number of predicates in a dataset is very low, as in the case of DBpedia rdftypes
dataset, compression time could be significantly lower. Decompression is faster by several
order of magnitudes compared to the compression. This can be attributed to the fact that
each triple is associated with a maximum of one rule and the number of rules are very few
compared to the triple size. In addition, we apply rules only to triples in the Active Graph.
3.4.2 Comparison using compressed dataset size
In addition to evaluating our system based on triple count, we examine the compression
based on the storage size of the compressed datasets and compare it against other compres-
sion systems. This is important since none of the existing compression systems has the
ability to compress RDF datasets by removing triples. [FGMP10a] compared different uni-
versal compressors and found that bzip23 is one of the best universal compressors. For this
study, we compress the input dataset (in N-Triples format) and the resulting dataset using
bzip2 and provide a quantitative comparison (see Table 3.4.2). An advantage of seman-
tic compression such as RB Compression is that one can still apply syntactic compression
(e.g. HDT) to the results. HDT [FMPG10a] achieves a greater compression for most of the
datasets we experimented on. Such high performance can be attributed to its ability to take
advantage of the highly skewed RDF data. Since any generic RDF dataset can be converted
to HDT compact form, we ran HDT on the compressed dataset resulting from RB Com-
pression. The experimental results are shown in Table 3.4.2. We see that this integration
does not always lead to a better compression. This is due to the overhead of header and




compressed size using bzip2
HDT inter-property HDT + inter-
DogFood 23.4 MB 1.5 MB 1088 K 1492 K 1106 K
CN 2012 17.9 MB 488 K 164 K 296 K 144 K
Archive Hub 71.8 MB 2.5MB 1.8 MB 1.9 MB 1.7MB
Jamendo 143.9 MB 6 MB 4.4MB 5.6 MB 4.6 MB
LinkedMdb 850.3 MB 22 MB 16 MB 22.6 MB 14.5MB
DBpedia rdftypes 1.2 GB 45 MB 11 MB 17.9 MB 10.1 MB
DBLP 7.5 GB 265 MB 201 MB 239 MB 205 MB
Geonames 13 GB 410 MB 304 MB 380 MB 303 MB
Table 3.5: Comparison of various compression techniques based on dataset size
3.4.3 RB Compression on Benchmark Dataset
In this experiment, we ran RB Compression against one of the mainstream benchmark
datasets, LUBM [GPH05a]. LUBM consists of a university domain ontology and provides
a method for generating synthetic data of varying size.
Table 3.4.3 provides details on various LUBM datasets4 we used for the experiment.
Not surprisingly, these results show that compression time on dataset increases with the
increase in dataset size. However, the compression ratio remained nearly constant for all
the synthetic dataset. Decompression time proved to be far lesser than the time required for
compression as seen in Figure 3.5. It took only 200 seconds for the decompression of the
LUBM 1000 dataset compared to 11029 second for the compression.
3.5 Soundness and Completeness
Although it should already be rather clear from our definitions and algorithms that our
compression is lossless in the sense that we can recover all erased triples by using the
4LUBM datasets created with index and seed set to 0.
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Dataset triples transaction compression Time
(K) (K) ratio sec
LUBM 50 6654 1082 0.763 715
LUBM 100 13405 2179 0.757 1485
LUBM 200 26696 4341 0.757 2513
LUBM 500 66731 10847 0.757 6599
LUBM 1000 133573 21715 0.757 11029




















Figure 3.5: Compression and Decompression time for various LUBM datasets
newly introduced rules—let us dwell on this point for a little while.
First of all, it is worth mentioning that we can recreate all erased triples by exhaustive
forward-application of the rules—a fact that we could reasonably refer to as completeness
of our approach. Our approach is also sound in the sense that only previously erased triples
are created by application of the rules. I.e., our approach does not include an inductive
component, but is rather restricted to detecting patterns which are explicitly and exactly
represented in the dataset. Needless to say, the recreation of erased triples using a forward-
chaining application of rules can be rephrased as using a deductive reasoning system as
decompressor.
It is also worth noting that the rules which we introduce, which are essentially of
the form triple(x, p, k) → triple(x, p, v), can also be expressed in the OWL [HKP+09]
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Web ontology Language. Indeed, a triple such as (x, p, k) can be expressed in OWL, e.g.,
in the form5 k(x) if p is rdf:type, or in the form p(x, k) if p is a newly introduced
property. The rule above then becomes k v v for p being rdf:type, and it becomes
∃p.{k} v ∃p.{v} in the case of the second example.
Because our compression rules are expressible in OWL, our approach to lossless com-
pression amounts to the creation of schema knowledge which is completely faithful (in the
sound and complete sense) to the underlying data. I.e., it amounts to the introduction of
uncontroversial schema knowledge to Linked Data sets. It is rather clear that this line of
thinking opens up a plethora of exciting follow-up work, which we intend to pursue.
5We use description logic notation for convenience, see [HKR09].
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4 Contextual Linked Data Compression
In this chapter, we introduce a novel approach to compress RDF datasets by exploiting
alignments [NS05] present across various datasets at both instance and schema level. The
alignments expressed in Alignment API format contains the confidence value, which is
used as a filter to drop the alignments below certain threshold. The threshold varies and is
supplied by the user depending on the alignment systems and the application context. The
equivalent terms based on alignments are represented with only one term in the compressed
dataset. Hence, our approach results in a lossy compression.
4.1 Ontology Alignments
Ontology alignment refers to the task of identifying semantic similarities in different on-
tologies. The similarities can be between classes, entities or relations.
Given two ontologies Oi and Oj , we can compute multiple mappings between the
ontology terms, ti and tj .
Alignment, µ is defined as µ =< ti, tj, r, s >where r denotes the relationship and s ∈ [0, 1]
is the confidence score that the relationship holds in the mapping.
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4.1.1 Schema Alignment
Datasets in Linked Data cater to different domains and thus contain a large number of do-
main specific ontologies. Different ontologies, whether belonging to the same domain or
not, often share some similarities and can be aligned using classes and/or relations. Schema
alignment can be performed using various approaches such as sense clustering [GdM09],
instance similarity [IVDMSW07, WES08] and structural/lexical similarities[JMSK09]. Based
on the schema alignment, the individual datasets can be rewritten using fewer schema
terms. This leads to increased occurrences of same terms, resulting in a better compression.
4.1.2 Instance Matching
Datasets in Linked Data consists of many triples with similarity properties such as owl:sameAs,
skos:closeMatch and skos:exactMatch. These similarity properties can be used to link en-
tities and instances across multiple datasets. The task of identifying such similarities be-
tween entities is refereed to as Instance Matching. Different techniques are being used for
instance matching such as exploiting the terminological structure, logical deduction and
heuristics [SAS11]. Similar to the schema alignment, individual datasets can be rewritten
using fewer mapped terms leading to a better compression.
It should be noted that alignment results vary greatly among different ontology match-
ing systems (see [GDE+13]) for both schema alignment and instance matching. Some of
these work best for one set of ontologies while performing poorly in a different set of
ontologies. The alignments can differ even when manually performed among a group of
experts for the same set of ontologies. For instance, conference track of OAEI provides the
reference alignments1 with a confidence score of 1 (signifying exact match) for all map-
pings within a collection of ontologies describing the domain of organizing conferences.
On the contrary, [CH14] introduced a new version of the Conference reference alignment
1http://oaei.ontologymatching.org/2014/conference/data/reference-alignment.zip
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for OAEI that includes confidence values reflecting expert disagreement on the matches.
4.2 Approach
In this section, we elaborate on the internals of our compression system. The main task
involves identification of alignments across various datasets. The alignments can be manual
or generated using existing Ontology matching systems2.
Fig 5 represents the high level overview of our system. Given a set of input datasets,
we first identify alignments present across these datasets. For this, we extract terms from
each dataset and check for alignments with other participating datasets either manually or
using automated ontology matching systems. This process can be skipped if the reference
alignment is already generated for participating datasets, as in the case of OAEI Conference
datasets. It should be noted that the alignments can be in both schema and instance level.
The set of alignments are then consolidated by performing mapping to a set of master terms

























Figure 4.1: Conceptual System Overview
2http://www.mkbergman.com/1769/50-ontology-mapping-and-alignment-tools/
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The resulting unique set of mappings, together with the original datasets, go through
a transformation phase where all the datasets are merged and the equivalent terms are
replaced with master terms. Fig.4.2 shows two master items: ekawRegular_Paper and
ekawResearch_Topic and corresponding consolidated alignments. Master items can be
any one in the equivalent term set. Once the transformation is complete, the combined
dataset is then passed to a Rule Based Compression (RBC) process. Details about RBC is
explained in Chapter 3 above and in [JHD13]. The output from RBC can be represented
in compact form using an adjacency list structure. The final compressed output consists of



















Figure 4.2: Grouping equivalent terms for ekaw#Regular_Paper and ekaw#Research_Topic
using OAEI reference alignment.
Algorithm for the consolidation of alignments is listed in Algorithm 4. Given a thresh-
old and a set of alignments, mappings with confidence score less than a threshold are pruned
and a set of master items is generated. Each master item maps to a group of equivalent on-
tology terms. These master items are later used to rewrite the dataset to replace ontology
terms with corresponding master item.
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Algorithm 4 Consolidation of Alignments
Require: A Alignment set and θ threshold for alignments
Pruning mappings with confidence lower than threshold value
1: Valid Mapping M as 〈k, V 〉 ← φ
2: Term Mapping G← φ
3: Set S ← φ
4: MasterItem Mapping I ← φ
5: for each mapping, < e1, e2, r, s > that occurs in A do
6: if r =′ equivalence′ and s >= θ then
7: M ←M ∪ 〈e1, V ∪ e1〉 . add a new valid mapping




11: for all 〈k, V 〉 in M do
12: if k /∈ keys(G) and k /∈ S then
13: G← G ∪ 〈k, Vk〉 . mark this k as master item
14: S ← S ∪ k . mark this k as processed item
15: for each t ∈ Vk do . group all items in Vk under k
16: G← G ∪ 〈k, Vt〉 . k maps to Vk ∪ Vt




One to One mapping with master item
21: for each (k, V ) ∈ G do
22: for each v ∈ V do




For this work, we built a prototype, LinkIt, in JAVA to test the validity of our approach. We
experimented using reference alignments from OAEI.
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4.3.1 OAEI Conference Ontology
OAEI Conference track3 contains 16 ontologies (see Fig. 4.3) that deal with conference
organization. The site also includes a reference alignment (Conference:V1) containing
alignments between seven ontologies. All mappings have a confidence score of 1 (i.e. exact
match). For the same set of ontologies, a new set of reference alignment (Conference:V2)
is available from [CH14]. The alignments are manually created using inputs from group of
experts and have a varying confidence score. In later sections, we show how we can take
advantage of varying confidence score for achieving lossy compression.
Name Classes Datatype Properties Object Properties
Ekaw 74 0 33
Sofsem 60 18 46
Sigkdd 49 11 17
Iasted 140 3 38
Micro 32 9 17
Confious 57 5 52
Pcs 23 14 24
OpenConf 62 21 24
ConfTool 38 23 13
Crs 14 2 15
Cmt 36 10 49
Cocus 55 0 35
Paperdyne 47 21 61
Edas 104 20 30
MyReview 39 17 49
Linklings 37 16 31




Since our primary purpose is to validate that RDF data can be compressed in presence of
alignments, we need a set of ontologies, reference alignment for those ontologies and RDF
data large enough to be tested. For the evaluation, we generated large size of synthetic
RDF data using SyGENiA4 tool and a set of Conference ontologies and the reference on-
tologies available from OAEI5. Given a set of queries and an ontology, SyGENiA tool can
automatically generate a large number of individuals. The set of queries that we use for
generating RDF data is available from6. In order to test the compression against dataset of
varying size, we created multiple queries and generated eight different dataset. The size of
evaluation dataset size is shown in Table 4.4.
Dataset size(MB) created using query
ontology Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
Conference 113 261 257 123 195 213 113 727
confOf 107 152 149 77 137 129 98 546
iasted 84 161 157 74 129 108 84 670
sigkdd 98 158 146 92 137 126 88 390
cmt 67 149 140 79 97 99 56 658
edas 107 192 181 90 137 139 108 769
ekaw 94 181 177 63 146 147 92 704
Total 670 1254 1207 598 978 961 639 4464
Figure 4.4: Dataset size for various set of queries.
4.3.3 Varied Alignments and Compression
We evaluated two versions of Conference reference alignment available from OAEI and
[CH14]. These reference alignments include 16 ontologies related to the conference or-





pages7. The mappings in the Conference:V1 are all set to be exact match.
Figure 4.5 shows the difference in mapping for the same pair of items in the two



















































Figure 4.5: Varying alignment for same pair of items.
Figure 4.6 compares the distribution of valid mappings for various thresholds for both
reference alignments. The number of mappings are generated after the consolidation of
alignments. As expected, the number of mapping decreases with the increase of threshold
in Conference:V2 reference alignment.
Furthermore, for the same set of datasets, various ontology matching systems can pro-
duce different set of alignments. Figure 4.7 shows a comparison of various alignment sys-
tems with varying number of equivalent terms for same threshold, as seen in the results of
OAEI8. The alignments are generated for the same set of ontologies used in Conference:V1




Figure 4.6: Number of mappings at different thresholds for two versions of Conference
reference alignments
Alignment System
threshold AML Xmap RSDLWB OMReasoner MaasMtch LogMap
1 9 134 162 154 219 194
0.9 146 134 162 154 482 204
0.8 170 143 162 154 532 213
0.7 194 145 162 154 532 218
0.6 213 145 162 154 532 225
0.5 220 146 162 154 532 230
0.4 220 148 162 154 532 238
0.3 220 148 162 154 532 239
0.2 220 148 162 154 532 240
0.1 220 148 162 154 532 240
Figure 4.7: Comparison of various automated alignment systems demonstrating varying
number of equivalent terms for same threshold
such as RSDLWB and OMReasoner generate all alignments with a confidence score of 1,
while others like LogMap and XMap generate alignments with varying confidence score.
Since the alignment is not one to one, we cannot recover the original data once com-
pressed and hence the compression is lossy.
The evaluation result for varying alignments is shown in Figure 4.8 for one of the
datasets which has original size of 670MB. The compressed size can be compared against
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the output resulting from HDT alone which is 56MB.









Figure 4.8: Compressed size (in MB) against original size of 670MB
4.4 Discussion
In this work, we have explored lossy RDF compression, the area which has barely been
researched in the semantic web. We limited alignments to only those with equivalence
relationships so that a group of equivalent terms can be replaced by only one identifier.
Although relationships such as subsumes and isSubsumed, can be used to infer additional
triples, the study is limited to compression and reasoning on triples is beyond the scope of
this study.
We observed that for same set of ontology terms, multiple alignment systems can
produce varying confidence scores. Whether the alignments are manually created or au-
tomatically generated, we need to select a threshold that’s large enough to signify that the
relationship holds true.
Given a positive threshold, θ < 1, we can extract all mappings such that s >= θ and
treat them as valid mappings. Since these mappings are not exact matches and the choice of
threshold can vary depending on the chosen alignment system, we refer to our compression
technique as Contextual Lossy Compression.
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5 Alignment based Linked Open Data
Querying System
In this chapter, we present an Alignment based Linked Open Data SPARQL Querying Sys-
tem (ALOQUS) which allows users to effectively pose queries to the LOD cloud without
having to know the representation structures or the links between its many datasets. We
consider ALOQUS as an important step in information retrieval and knowledge discovery
process as it automatically maps the user’s query to the relevant datasets (and concepts)
using state of the art alignment methods; then executes the resulting query by querying
each of the datasets separately; and finally merges the results into a single, complete an-
swer. We perform a qualitative evaluation of ALOQUS on several real-world queries and
demonstrate that ALOQUS allows users to effectively execute queries over the LOD cloud
without a deep understanding of its datasets. We also compare ALOQUS with existing
query systems for the LOD cloud to highlight the pros and cons of each approach.
5.1 Linked Open Data and Data Retrieval
Linked Open Data (LOD) contains a large and growing collection of interlinked public
datasets represented using RDF and OWL. Concepts (and instances) in a each dataset are
connected to (and hence can be reached from) related concepts (and instances) from other
50
datasets through semantic relationships such as owl:sameAs. Hence, the LOD cloud is
becoming the largest currently available structured knowledge base with data about music,
movies, reviews, scientific publications, government information, geographical locations,
medicine and many more. It has a potential for applicability in many AI-related tasks such
as open domain question answering, knowledge discovery and Semantic Web. However, to
take advantage of the enormously extensive structured data in the LOD cloud, one must be
able to effectively pose queries to and retrieve answers from it.
SPARQL [PS+06] has emerged as the de-facto query language for the Semantic Web
community. It provides a mechanism to express constraints and facts to retrieve the in-
formation, and the triples matching those constraints are returned to the user. However,
the syntax of SPARQL requires users to specify the precise details of the structure of the
graph being queried in the triple pattern. To ease querying from an infrastructural perspec-
tive, data contributors have provided public SPARQL endpoints to query the LOD cloud
datasets.
5.2 Challenges
Finding the relevant and specific data in LOD cloud is a challenge as it requires users
to understand various concepts and datasets prior to creating a query and running against
multiple endpoints. For example, consider the query “Identify films, the nations where they
were shot and the populations of these countries.” Answering this query requires a user to
select the relevant datasets, identify the concepts in these datasets that the query maps to,
and merge the results from each dataset into a complete answer. These steps are very costly
in terms of time and required expertise, which is not practical given the size (and continued
growth) of the LOD cloud. Furthermore, issues such as schema heterogenity and entity
disambiguation identified in [JHY+10] present profound challenges with respect to query-
ing of the LOD cloud. Each of these data sources can be queried separately, most often
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through an end point using the SPARQL query language [PS+06]. Looking for answers
making use of information spanning over different data sets is a more challenging task
as the mechanisms used internally to query datasets (database-like joins, query planning)
cannot be easily generalized to this setting.
With respect to a systematic querying of the LOD cloud, we believe that the following
challenges, some of which are identified previously in [JHY+10], make the process difficult
and need to be addressed.
5.2.1 Intimate knowledge of datasets
To formulate a query which spans multiple datasets (such as the one mentioned in the
introduction) the user has to be familiar with multiple datasets. The user also has to express
the precise relationships between concepts in the RDF triple pattern, which even in trivial
scenarios implies browsing at least two to three datasets.
5.2.2 Schema heterogeneity
The LOD cloud datasets cater to different domains, and thus require different modeling
schemes. For example, a user interested in music related information has to skim through
many music related datasets such as Jamendo,1 MusicBrainz,2 and BBC Music. Even
though the datasets belong to the same domain, they have been modeled differently de-
pending on the creator. This is perfectly fine from a knowledge engineering perspective,


















owl:sameAs owl:sameAs owl:sameAs owl:sameAs
NYTimes
Figure 5.1: LinkedMdb connects to DBpedia via NYTimes
5.2.3 Entity Co-reference
The purpose of entity co-reference is to determine if different resources refer to the same
real world entity [SH10]. Often the LOD datasets have overlapping domains and tend to
provide information about the same entity [GJM09]. The similarity is identified by using
similarity properties such as “owl:sameAs” or “skos:exactMatch.” For instance, Linked-
Mdb provides information about the “Romeo &Juliet” movie and provides direct reference
to DBpedia using the owl:sameAs property. However, there are cases where the two in-
stances might not be directly connected but a path exists for such a co-reference as shown
in Figure 5.1. Here, the Geonames resource for China is linked to the CIA Factbook con-
cept and the DBpedia concept for China, using an “owl:sameAs” link from the NYTimes
dataset. Finding results in scenarios which do not have a direct link is thus possible by
traversing some common well-known similarity properties and retrieving information from
multiple datasets.
5.3 Approach
This section introduces the approach used for data discovery, how we use mappings for
constructing sub-queries, and the technique used for processing and integrating the results.
ALOQUS accepts SPARQL queries serialized by the user using concepts from an up-
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per level ontology (the primary ontology for phrasing queries) such as PROTON [TKM05].
ALOQUS identifies the datasets for each concept and federates sub-queries to be executed
on these datasets primarily using mappings between the upper level ontology and the LOD
cloud datasets. ALOQUS consists of several steps to achieve this.
5.3.1 Automatic mapping between upper level Ontology and Ontolo-
gies used in LOD Datasets
To create an automatic mapping between the upper level ontology and ontologies used
in LOD Datasets, we use the BLOOMS ontology alignment system [JHS+10, JYV+11].
The choice of BLOOMS over other ontology alignment systems such as [DGB06, GAP11,
LTLL09] is mainly due to its higher precision and recall on LOD datasets, as shown in
[JHS+10]. The mappings provided by BLOOMS are at the schema level and thus comple-
ment the existing mappings at the instance level provided by the LOD cloud. Thus, reusing
upper level ontologies like PROTON and SUMO [NP01] provides a single point of refer-
ence for querying the LOD cloud and consequently helps in query formulation. Further,
because the mappings are at the schema level, the ontology can be utilized for reasoning
and knowledge discovery over LOD cloud datasets. In addition to the automatically gener-
ated mappings, we use the existing mappings used in [DKSP10] and those already available
on the web.3,4 Our system is designed with pluggable architecture and hence can use out-





5.3.2 Identification and mapping of concepts in user defined queries
to those in LOD Datasets
Using the mappings between an upper level ontology and other ontologies in the LOD
datasets, the concepts specified in the query can be mapped to concepts of the LOD cloud
datasets. Since the output of the alignment system, BLOOMS, is in the Alignment API
format, the number of mappings can be restricted by providing a corresponding confidence
threshold (the confidence value is a number between 0 and 1 that reflects the confidence of
the system in the determined mapping). For instance, the mapping from “proton:school” to
DBpedia for a threshold of 1 results in a mapping to “dbpedia:school” only, but for thresh-
old of 0.9, we get additional mappings, for example to “dbpedia:EducationalInstitution.”
BLOOMS suggest using a confidence value of 0.6 or higher but we found out that the num-
ber of mappings produced is often too many for our purpose so we restricted them to top k
(variable) mappings that meet a threshold of 0.9.
5.3.3 Constructing Sub-queries
The concepts from the upper level ontology in a query are then substituted by mapped
concepts to create multiple sub-queries. Each sub-query is created based on the concepts
present in the corresponding datasets and taking cognizance of the fact, that some vocabu-
laries such as FOAF, RDF and SIOC are reused by other datasets. Each of the sub-queries
uses SPARQL CONSTRUCT (with upper level concepts in the graph template) instead of
the SELECT query form to return an RDF graph containing triples with upper level con-
cepts. The CONSTRUCT query form provides a mechanism to create new sets of triples,
thereby making implicit LOD information explicit.
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5.3.4 Execution of sub-Queries
For each sub-query, a graph is constructed by querying corresponding endpoints. For in-
stance, a sub-query containing a statement with Music Ontology5 concepts is queried to
both BBC Music6 and Jamendo endpoints. Source selection can be done either by specify-
ing a local metadata file [QL08] or by sending a SPARQL ASK query for each triple pattern
to every possible endpoint [SHH+11]. For ALOQUS, we built a metadata file containing a
list of endpoints, each mapped to ontologies used for the mapping. Information about vo-
cabulary and endpoints are obtained from the CKAN directory.7 In addition, we consumed
SPARQL services from Mondeca Labs’ LOV endpoints8 for vocabularies and endpoints. It
should be noted that the returned graph contains triples with upper level concepts and LOD
entities since upper level concepts are included in the CONSTRUCT graph template.
5.3.5 Determining entity co-references
The foundation of the LOD cloud is on the reuse of URIs across datasets, typically to
assert similarity between entities or to link them. In order to search for entities similar to
the variables of the queries created in the previous step, we use a crawling approach that
detects the additional entities through owl:sameAs and skos:exactMatch. The crawling is
required because two entities might not be directly connected but via other similar entities




{ { { dbpedia:Hawaii owl:sameAs ?sameAs }






union { dbpedia:Hawaii skos:exactMatch ?sameAs }
union { ?sameAs skos:exactMatch dbpedia:Hawaii } }
optional { { dbpedia:Hawaii ?property_var ?sameAs }
union { ?sameAs ?property_var dbpedia:Hawaii } } }
A simple crawling approach used in ALOQUS is described below. For each entity retrieved
from a sub-query, a new query is constructed using owl:sameAs and skos:exactMatch (see
above) and then queried to multiple endpoints. Following an iterative approach, it fetches
similar entities and inserts them into a Set. The final result for each entity is a unique list of
similar entities which are then stored in a database under a unique identifier created on the
fly (eg: http://www.knoesis.org/aloqus/uid). The creation of such a unique
identifier greatly helps for querying in subsequent steps when join needs to be performed.
We call them proxy identifiers and a set of similar entities corresponding to each proxy
identifier a Similarity Set. The steps can be summarized as follows.
1. Get list of entities by executing a sub-query.
2. For each entity, construct a new query using owl:sameAs and skos:exactMatch (as
shown above).
3. Query to an endpoint and fetch the similar entities.
4. Store the entities in a Similarity Set.
5. For each entity in a Similarity Set which has not yet been queried, repeat steps 2 to
4. This time, the endpoint will be different.
6. Merge the constructed sets if required.
In addition to our own crawling approach, we consume REST services from the
sameAs.org website9 for getting equivalent URIs. It currently has over 100M URIs and
returns back URIs which are co-referents for a given URI. It uses many predicates (ex:
9http://www.sameas.org/
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skos:exactMatch, cyc:similarTo) besides owl:sameAs to determine co-referent URIs from
a variety of sources including DBpedia, NYTimes, UMBEL, OpenCyc and BBC Music.
Using both of the mentioned approaches provides a larger (and hence more complete) set
of similar entities and helps in identifying similar entities which do not have a direct link.
We have presented a naive way to crawl for similar entities but the system gets better as we
generate more proxy identifiers and add to our database. This step is an important step for
ALOQUS as it enables using common identifiers for join operations, if required in a query.
5.3.6 Transformation and local storage of RDF graphs
The RDF graphs returned by the execution of sub-queries are transformed into new RDF
graphs by replacing the values of variables with the proxy identifiers created during the
process of entity co-reference detection. The transformed graphs are then stored to an RDF
store. In addition, the mappings between each proxy identifier to corresponding similar
LOD entities are also stored. The inclusion of newly created proxy identifiers in a local
RDF store is important because it eventually allows us to treat our RDF store as an inde-
pendent dataset and thus to perform the join operation required for the queries.
5.3.7 Joining and Processing of results
With all the results from sub-queries now stored in the local RDF store, the next step is to
perform an original query on the latter. It should be noted that join operations, if required
in the query, would be automatically done since we have transformed all the triples to
use proxy identifiers for the values of shared variables. The results can be considered
final but the results include the values of variables represented in proxy identifiers. Since
the mappings from proxy identifiers to values of variables returned from sub-queries are
























Figure 5.2: ALOQUS Illustration
5.4 Scenario Illustration
A query submitted by the user using the upper level ontology searching for “Identify films,
the nations where they were shot and the population of these countries” undergoes the
following process:
1. The user looks at the upper level ontology to identify the relevant concepts and seri-
alizes them into a SPARQL query.
SELECT ?film ?nation ?pop
WHERE { ?film protonu:ofCountry10 ?nation.
?film rdf:type protonu:Movie11.
?film rdfs:label ?film_name.
?nation protont:populationCount12 ?pop. }
2. By utilizing the BLOOMS mappings and getting the best alignment (k = 1) for each
of the concepts, a set of sub-queries is generated where LOD cloud dataset specific





(a) SELECT ?film ?nation ?pop
WHERE { ?film lmdb:country ?nation.
?film rdf:type lmdb:film.
?film rdfs:label ?film_name. }
(b) SELECT ?nation ?pop
WHERE { ?nation dbprop:populationCensus ?pop. }
3. The subqueries are then executed in the corresponding end-points. Both the above
sub-queries are transformed to use the SPARQL CONSTRUCT query form so that
we get the graph instead of a table of results. It should be noted that the CON-
STRUCT clause uses concepts from the upper level ontologies. For instance, the
sub-query 2a is converted to
CONSTRUCT { ?film protonu:ofCountry ?nation.
?film rdf:type protonu:Movie.
?film rdfs:label ?film_name. }
WHERE { ?film lmdb:country ?nation.
?film rdf:type lmdb:film.
?film rdfs:label ?film_name. }
4. Some triples from the returned graphs (in Turtle format) are shown below. This














5. By looking at the above partial results, we can find that two results can be merged
(treating dbpedia:India same as lmdb-country:IN). However, the lack of common
identifiers keeps the triples from two results separate. The next step is to crawl and
find out the similar entities. By using the entity co-reference detection process ex-























6. The proxy identifiers and similarity sets are created at the same step resulting, e.g.,
in aloqus:2908ba82 and aloqus:9bc35ca1 identifiers for all the items in the similarity
set of lmdb-country:LK and lmdb-country:IN, respectively.
7. The RDF graphs returned by the execution of sub-queries are transformed to include
only the proxy identifiers for all the values of the variables that are shared among
multiple statements in the original query. The variable film need not have the proxy
identifiers but the nation should, since it is used in more than one statement. In









8. The transformed graphs are stored in a local RDF store and an original query is
executed on it to fetch the results. The intermediate and final results are shown in
Tables 5.1 and 5.2.
Table 5.1: Result containing proxy identifiers
film name nation population
lmdb-film:17091 “Getawarayo” aloqus:2908ba82 21324791
lmdb-film:16973 “Kabeela” aloqus:9bc35ca1 1210193422
lmdb-film:11446 “Run” aloqus:9bc35ca1 1210193422
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Table 5.2: Result containing LOD identifiers
film name nation population
lmdb-film:17091 “Getawarayo” lmdb-country:LK 21324791
lmdb-film:16973 “Kabeela” lmdb-country:IN 1210193422
lmdb-film:11446 “Run” lmdb-country:IN 1210193422
lmdb-film:11446 “Run” nytimes:india_geo 1210193422
5.5 Evaluation
As a proof-of-concept evaluation for our alignment based approach towards querying of
Linked Open Data, an ALOQUS prototype has been implemented using the Jena13 Se-
mantic Web Framework. The system takes a SPARQL query serialized by the user using
concepts from the upper level ontology, and generates the appropriate mappings. For our
purpose, we generated mappings between PROTON and various LOD ontologies including
DBpedia, Music Ontology, LinkedMdb, the BBC Programme Ontology,14 Factbook15 and
Semantic Web Corpus.16 These mappings are generated only once and additional map-
pings can be generated and added at any later time. ALOQUS then generates multiple
sub-queries, executes them and crawls for co-referent URIs before merging the results and
presenting the results to the user. The intermediate results are stored in a local TDB Store.17
A standard measure for assessing the quality of querying systems are precision and
recall. In our case, however, there does not exist any benchmark nor are there any baselines
available for measuring these statistics partly because not much work has been done in
alignment based query processing systems. Furthermore, the sheer size of the LOD cloud
and its continuing growth makes it difficult to identify if all correct answers have been
retrieved and reported. For these reasons, we present a test harness consisting of three







and similar systems that will be developed by researchers in our community in the future.
We will propose a future evolution of this test harness through the Ontology Alignment
Evaluation Initiative(OAEI).18
We also performed a qualitative evaluation of our system by comparing it with DARQ
[QL08] and SQUIN [HBF09]. Systems like Factforge [BKO+11] are not used for compar-
ison because they can be considered as working on a single dataset created by assembling
multiple independent datasets. Our objective is to determine whether our system allows
users to execute and retrieve answers to SPARQL queries over the LOD cloud without inti-
mate knowledge of individual datasets and by using concepts from the upper level ontology.
The lack of specification of LOD datasets in the queries requires good quality mappings to
correctly identify the datasets which can be useful in answering the queries. We show that
our reliance on BLOOMS, a state of the art alignment system,provides adequate answers
to our queries.
5.5.1 Statement and Query Types
In this section, we introduce several terms for classifying queries that any alignment based
querying system can be evaluated on with respect to a collection of datasets. To differentiate
different query types, we introduce three types of query statements viz., Akin Statement,
Alien Statement and Allied Statement.
A statement S occurring in a query Q is classified as an Akin Statement if all the pred-
icates (concepts or properties) mentioned in the statement belong to the reference set of
LOD ontologies. On the other hand, a query statement is an Alien Statement if none of the
concepts and properties mentioned in the statement can be found in ontologies in the ref-
erence set (for instance, a statement containing terms from the upper level ontology only).
An Allied Statement is one which has a combination of predicates, at least one existent
and one non-existent in the reference set of ontologies. This type of query statement is of
18http://oaei.ontologymatching.org
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particular importance since the user has partial knowledge of the expected triples. The no-
tion of Akin Statement generally refers to the connected statements that are already present
in the reference datasets. Based on these statement types, the following query types are
introduced:
• Domestic Query: A query containing only Akin Statements.
• Foreign Query: A query containing only Alien Statements.
• Hybrid Query: A query containing a combination of different statement types.
Each of the query types has a different level of complexity with respect to the required
number of combinations of mappings, detection of equivalent URIs and the query federa-
tion. Domestic Queries do not need mappings and hence require only query federation and
joins. Both Foreign and Hybrid queries involve predicate mappings in addition to federa-
tion and joins to fetch the results. Queries containing Alien statements can lead to a huge
number of mappings and require both crawling and federation to a large number of end-
points. It should be noted that execution of Foreign queries within the reference datasets
will always return an empty result set since the relevant concepts and properties do not
occur in any triples in these datasets.
We further declare a set V of vocabularies, whose appearance in the query statement
should be ignored for classifying statement types. This flexibility is provided taking into
consideration the fact that certain vocabularies such as RDF and FOAF have ubiquitous
presence and are often required even when a user wants to use only upper level ontologies.
5.5.2 Queries and Results
For evaluation purposes, we created queries of different types which require information







Q1 Identify movies, countries where they











Q3 Find all Jamendo artists along with their
image, home page, and the population of







Q4 Software companies founded in the US DBpedia PROTON DBpedia Hybrid
Q5 Find list of movies, director and actors










Q7 Is Mayotte a country? DBpedia PROTON N/A Foreign









Q10 Find list of movies made in countries




Table 5.3: ALOQUS Queries
from the upper level ontology. Table 5.3 presents some of the queries used for evaluat-
ing ALOQUS. The queries, though small in number, require information from different
sections of the LOD cloud and some of them have been adopted from publicly available
sources. Here, we specify reference ontologies to be those which require mapping to be
performed before generating sub-queries.
The queries have been executed successfully by ALOQUS in a manner similar to
Query 1 which was illustrated in Section 5.4. Query 1, of type Foreign, does not involve
any concepts from LOD cloud datasets and the mentioned terms are properties or concepts
from the upper level ontology. This involves the processing of results of queries on LOD
datasets, which do not share a direct link in the LOD cloud. Thus, ALOQUS can unify
answers even when sub-query answers are not directly connected to each other. Query 2,
of type Domestic, has been obtained from the Semantic Web Dog Food website19 and does
not require any mappings to be performed. Query 3 is another example of type Domestic
but requires querying multiple datasets (Jamendo, Geonames) to get the results. Query
19http://data.semanticweb.org/
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4 (adopted from FactForge), of type Hybrid, contains concepts and properties from both
the upper level ontology and from LOD datasets, and hence requires mappings for some
property and concepts from the upper level ontology. Queries Q5 to Q8 are a few more
Hybrid and Foreign queries. As can be seen from Table 5.3, ALOQUS can execute and
process queries involving one or multiple datasets. Queries Q9 and Q10 show the extended
capabilities of ALOQUS and will be discussed in Section 5.6.
Our results demonstrate that we are able to provide a mechanism to execute queries on
the LOD cloud without relevant datasets’ concepts in the query. The ALOQUS approach
also allows queries to retrieve and merge results which involve resources not directly con-
nected to each other in the LOD cloud. Our evaluation shows that the ALOQUS approach
allows effective federation of SPARQL queries over the LOD cloud by using PROTON, a
common upper level ontology. Using this approach we are able to answer queries which
cannot be answered by other state of the art systems for LOD query processing.
5.5.3 Qualitative comparison with other tools
Two of the current systems, DARQ and SQUIN, which can partially answer some of the
queries ALOQUS can, are compared on various metrics including query creation and en-
tity co-reference detection as shown in Table 5.4. The queries were executed for ALOQUS.
For other systems it is based on an understanding of the capabilities of the system. DARQ
[QL08] is a query engine which provides transparent query access to multiple, distributed
SPARQL endpoints as if querying a single RDF graph which relies on ”Service Descrip-
tions” to specify the capabilities of a SPARQL endpoint. One of the limitations of DARQ
is the use of predicates to decide the SPARQL endpoint to which to send triple patterns.
Thus it requires the use of multiple queries to fetch results for queries of type Hybrid and
Foreign. The absence of a direct link between different datasets often makes it impossible
to fetch results for DARQ (queries similar to Q1). SQUIN allows LOD query answering
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Table 5.4: Comparison of LOD SPARQL Query Processing Systems
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by asynchronous traversal of RDF links to discover data that might be relevant for a query
during the query execution itself. Hence, it requires at least one ground concept in the “sub-
ject” or “predicate” position of the triples contained in the query. Due to this requirement
for crawling data, it is not able to answer queries of both the Hybrid and Foreign types
which include predicates not present in the existing datasets. Both DARQ and SQUIN are
expected to fetch results for Domestic queries.
5.6 Discussion
Although many domain specific ontologies have been developed to facilitate the data inte-
gration, we still face challenges in assimilating information from multiple sources, which
is essential for knowledge discovery. Our System, ALOQUS aims to seamlessly integrate
data from multiple sources using upper ontology thereby enhancing the information re-
trieval and knowledge discovery in linked data.
Since ALOQUS is an alignment based querying system, there is no need to limit it
to using only an upper level ontology as the primary ontology for phrasing the queries.
This caters for cases where the user wants to query concepts that are not in the upper level
ontology but exist in some LOD dataset, or if the user wants to use a different primary
ontology such as DBpedia and use ALOQUS to get additional LOD data. A user also may
have a proprietary ontology to be used for phrasing queries.
Since it is impossible to create one unique ontology that can map to every other LOD
dataset, ALOQUS is designed to accommodate such alternative settings. The pluggable
architecture of ALOQUS allows users to use any other upper ontology or LOD ontology
as a primary ontology provided that a mapping can be generated (or provided) between the
chosen primary ontology and other LOD ontologies.
While we presented an implementation that uses our state of the art alignment system,
BLOOMS, it has a flexible architecture and can use any other alignment system that might
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perform better in specific domains. One of the key strengths of ALOQUS architecture
is that it enables automation of all the steps involved in query processing. ALOQUS is
still a working prototype and lots of enhancement can be done with better optimization
techniques. At present, the equivalent URI detection phase takes longer than the rest as a
large number of crawling is performed for generating proxy identifiers and Similarity Sets.
The pluggable architecture, which enables the easy use of other primary ontologies
and of other alignment systems and available mappings, means that ALOQUS can be mod-
ified for different purposes, and will gain in strength as further ontologies, mappings, and
alignment systems become available. ALOQUS thus scales in the sense that it can easily
improve as more data and tools for dealing with LOD datasets become available.
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6 Synthetic Linked Data Generator
In this chapter, we present LinkGen, a synthetic linked data generator that can generate a
large amount of RDF data based on certain statistical distribution. Data generation is plat-
form independent, supports streaming mode and produces output in N-Triples and N-Quad
format. Different sets of output can be generated using various configuration parameters
and the outputs are reproducible. Unlike existing generators, our generator accepts any
vocabulary and can supplement the output with noisy and inconsistent data. The generator
has an option to interlink instances with real ones provided that the user supplies entities
from real datasets. The tool is open source and available at GitHub1 under GNU License2.
6.1 Synthetic Linked Data
LOD datasets use a number of vocabularies to describe the group of related resources and
relationships between them. According to [VAPVV15], Linked Open Vocabularies (LOV)
dataset now consists of more than 500 vocabularies, 20,000 classes and almost 30,000
properties. The vocabularies are modeled using either RDF Schema (RDFS) or richer
ontology languages such as OWL [BG04].
Linking enterprise data is also gaining popularity and industries are perceiving seman-




[SBB+13, Woo10]. One of the major obstacles for building a linked data application is
generating a synthetic dataset to test against specific vocabularies.
Generating synthetic data is not a new concept. It has been widely used in database
field for testing database design and software applications as well as database benchmark-
ing and data masking [AKL11]. In the semantic web field, it has been primarily used for
benchmarking Triplestores. Existing generators [MLANN11, SHLP09, BS08, GPH05b]
are designed for specific use cases and work well with certain vocabularies but cannot be
re-purposed for other vocabularies. LinkGen, on the other hand, can work with widely
available vocabularies and can be used in multiple scenarios including: 1) Testing new
vocabulary 2) Querying datasets 3) Diagnosing data inconsistencies 4) Evaluating perfor-
mance of datasets 5) Testing Linked Data aggregators 6) Evaluating various compression
methods
Creating synthetic datasets that closely resemble real world datasets is very important.
Numerous studies including [FMPG10b, TDO07] found that URIs in real world linked
datasets exhibit a power-law distribution. In order to automatically generate synthetic data
that exhibit such power-law distribution, LinkGen employs random data generation based
on various statistical distributions including Zipf’s Law3.
Real world linked datasets are by no means free of noise and redundancy. Linked Data
quality and noise in Linked Data has been studied extensively in [PB14, WP14, PRMM11,
ZRM+15]. The noise can be in the form of invalid data, syntactic errors, inconsistent
data and wrong statements. LinkGen provides some of these options to add noise in the
synthetic dataset. LinkGen also has the option to specify the number of triples to generate.
It aids in testing existing linked data compression methods such as [FMPG10b, JHD13]
against varying database size and scenarios.
3To review Zipf’s and Pareto’s Law, see [Ada00]
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6.2 Data Generator Features
In this section, we describe different concepts related to the data generator and provide
details on how it works. At the core of data generation is a random data generator used
for generating unique identifiers for each entity. In order to create different sets of output,
LinkGen creates random data based on the seed value supplied by the user.
6.2.1 Entity Distribution
There are different statistical methods to generate and distribute entities in a dataset. LinkGen
provides two statistical distribution techniques namely Gaussian distribution and Zipf’s
power-law distribution. Example of Gaussian distribution includes those in real life phe-
nomena such as heights of people, errors in measurement and marks on a test. Examples of
Power-law distributions include the frequencies of words and frequencies of family names.
[FMPG10b, TDO07] found that subject URIs in real world linked datasets exhibit a power-
law distribution. LinkGen use zipf’s law as a default option for entity distribution. Figure
6.1 taken from [FMPG10b] shows the power-law distribution of subjects in a Wikipedia
dataset.
6.2.2 Noisy Data
Noisy data plays a critical role in applications that aggregate data from multiple sources
and those that deal with semi-structured and unstructured data [PB14]. LinkGen creates
noisy data by:
• Adding inconsistent data, for instance writing two conflicting values for a given
dataType property
• Adding triples with syntactic errors, ex: typos in subjectURI or rdfs:Label
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Figure 6.1: Power-law distribution of subjects in Wikipedia
• Adding wrong statement by assigning invalid domain and range,
ex: ns:PlaceInstance rdf:type ns:Person
• Creating instances with no type information
Users can specify a combination of parameters for generating noisy data. All pa-
rameters related to noise are prefixed with noise.data text in the configuration file ex:
noise.data.total and noise.data.num.notype. If the output is in N-Quads format, the noisy
data are added to a separate named graph.
6.2.3 Inter-linking real world entities
LinkGen allows mapping real world entities with automatically generated entities. For this,
the user has to supply a set of real world entities expressed in RDF format: <ns:entityuri> rdf:type
<ns:class>. LinkGen will then interlink by using owl:sameAs triple, such as: <ns:entityuri>
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owl:sameAs <ns:classInstance>. Alternatively, the user can provide alignment file with various
mappings and confidence score in the Alignment API format. This enables users to create
a mixed dataset by combining synthetic dataset with the real dataset. This is important in
scenarios where you would need to study the effect of adding new triples in current live
dataset. Existing SPARQL queries can be slightly modified to fetch additional results from
test dataset by adding owl:sameAs statement in the query.
6.2.4 Output Data and Streaming mode
LinkGen creates a VoID4 dump once the synthetic data is generated. VoID, the Vocabulary
of Interlinked Datasets, is used to express metadata about RDF dataset and provides a
number of properties for expressing numeric statistical characteristics about a dataset, such
as the number of RDF triples, classes, properties or, the number of entities it describes.
LinkGen supports N-Triples and N-Quads format for output data. By default, the tool
will save output to a file but it can be run in streaming mode, enabling users to pipe the
output of RDF streams to other custom applications.
6.2.5 Config Parameters
There’s an array of configuration parameters available to create unique synthetic datasets.
The output is reproducible so running LinkGen multiple times with same set of input pa-
rameters will yield same output. Most useful configuration parameters include: a) distribu-
tion type which can be gaussian or zipf and b) seed values for creating different datasets
6.2.6 Data Generation Steps
The first step in data generation involves loading ontology and gathering statistics about all
ontology components such as number of classes, datatype properties, object properties and
4https://www.w3.org/TR/void/
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Table 6.1: Properties with no domain or range info in DBpedia ontology





properties for which domain and range are not defined. We also store the connectivity of
each class and order the classes based on the frequency. Most connected class will lead to
generation of larger number of corresponding entities.
The second step involves using statistical distribution to generate large number of
entities and associating the weights for each one of them. Parameters for Zipf and Gaussian
distribution are configurable and can be used to create different sets of output. For Zipf’s
distribution, sample size is equal to the size of maximum number of triples to be generated.
For Gaussian distribution, two parameters viz. mean and standard deviation are required.
Next step involves going through each class and generating synthetic triples for as-
sociated properties using weighted entities. For each entity, at least two triples are added
to denote its type. They are: instance rdf:type Classs and, instance rdf:type owl:Thing. It
should be noted that not all properties have well defined domain and range. For instance,
in DBpedia, more than 600 properties including the ones in Table 6.1 have either missing
domain or range information in the vocabulary. In such cases, RDF Semantics5 permits
using any resources as a domain of the property. Similarly, the range can be any Literal or
resource depending on whether the property is datatypeProperty or objectProperty.
For datatypeProperties which have range of XSD datatypes, we used a simple random




To evaluate our work, we generated varying number of synthetic datasets for two general
purpose vocabularies: DBpedia6 and schema.org7. For schema.org, we used an owl version
available from TopBraid8. We built LinkGen using Apacha Jena9, a widely used free and
open source Java framework for building Semantic Web and Linked Data applications. At
the current state, LinkGen supports only RDFS vocabularies. Although it can generate
synthetic dataset for any vocabulary expressed in RDFS or OWL, it does not implement
all class descriptions and property restrictions specified in the OWL ontology. Also, the
support for blank nodes is not provided.
Table 6.2 shows the general characteristics of the dataset used for the experiment.
For both DBpedia and Schema.org, the most connected classes were Person, Place and
owl:Thing.
Table 6.2: Characteristics of the datasets used for evaluation
DBpedia Schema.org
Number of distinct classes 147 158
Number of distinct properties 2891 1002
Number of distinct object properties 1734 463
Number of distinct data properties 1100 490
distinct properties without domain and/or range specification 685 11
Figure 6.2 is the performance chart depicting the total time taken to create synthetic
datasets of varying size for both vocabularies. There’s a slight increase in time for DBpedia






Figure 6.2: Time taken for generating datasets of various sizes
6.4 Conclusion
In this chapter, we have introduced a multipurpose synthetic linked data generator. The
system can be configured to generate various sets of output to test semantic web appli-
cations under different scenarios. This includes defining a statistical distribution type for
instances, adding inconsistent and noisy data, and integrating real world entities. The sys-




In this chapter, we provide an overview of related work on compression and federated
querying techniques. We also discuss few benchmark datasets and compare with our syn-
thetic linked data generator.
7.1 RDF Compression
[FGMP10b] has explored various compression techniques for RDF datasets and observed
that most RDF datasets are highly compressible due to it’s power-law distribution in term-
frequencies, schema and resources. Work on frequent itemset mining [AIS93, HPYM04,
LWZ+08, ZEHL01, ÖA10, ZPOL97] provides a foundation for our algorithms in Logical
Linked Data Compression. [BC08] explored pattern mining based compression schemes
for web graphs specifically designed to accommodate community queries. [VN11] used
association rule mining techniques for generating ontology based on rdf:type statements.
In this section, we present some RDF serialization formats that take advantage of syn-
tactic verbosity and skewed structure present in RDF datasets. General purpose compres-
sion algorithms such as Run-Length Encoding (RLE), bzip21, DEFLATE2, and Lempel-
Ziv-Welch [ZL77] are excluded from the discussion. Various RDF representation formats





RDF triples can be stored in a compact form by representing graph in adjacency lists.
Turtle (and hence N3) allows such generalized adjacency lists for triples. Figure 7.3, taken
from [FMPG+13], illustrates compact transformation of triples listed in Figure 7.1 using
adjacency list. Figure 7.2 shows the dictionary for the terms present in these triples. Since
dbr:Page2 appears in both subject and object, it has a precedence in dictionary over Page1,
Page4 and Page3 which appears either as subject or object only.
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix dbr: <http://dbpedia.org/resource/> .






















Figure 7.2: Dictionary encoding for terms in 7.1
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Definition 5. An adjacency list L of vertex v ∈ V is a list that contains the vertices adjacent
to v. The adjacency list representation of a graph G consists of the adjacency lists of its
vertices.
For example, the set of triples
{(s, p1, o11), ..., (s, p1, o1n1), ..., (s, p2, o21), ..., (s, p2, o2n2), ..., (s, pk, oknk)}
can be written in adjacency list as
s→ [(p1, ObjList1), ...(pk, ObjListk)]
Figure 7.3: Compact Transformation from ID-based triples using adjacency list
7.1.2 Bitmap
In the Bitmap format, the graph structure is indexed with two bit sequences, Bp and Bo,
for predicates and objects, in which 0-bits mark IDs in the corresponding Sp or So se-
quence, whereas 1-bits are used to mark the end of an adjacency list. This transformation
is shown in Figure 7.4 taken from [FMPG+13]. Here, Predicates=2,3,0,1,2,4,0,3,0 evolves
to the sequence Sp=2,3,1,2,4,3 and the bit sequence Bp=001000101 whereas, Objects=
6,0,2,0,3,0,4,5,0,1,0,2.0 is reorganized in So=6,2,3,4,5,1,2 and Bo=0101010010101.
[ACZH10] introduced BitMat - a compressed bit-matrix structure for storing huge
RDF graphs based on bitmap indexes.
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Figure 7.4: Bitmap Transformation from Compact Streams
7.1.3 HDT
[FMPG+13] introduced a compact representation format by decomposing an RDF dataset
into three main parts: Header, Dictionary and Triples (hence, HDT). The Header is an
optional component containing metadata about the data publication and is kept in plain text
form. Dictionary organizes all the identifiers present in the RDF graph and is compressed
by taking advantage of repeated URI prefixes and specific n-gram distributions in literals.
The Triples component contains the structure of the data comprising the pure structure of
the underlying graph and can be encoded in various formats including plain text, adjacency
list and bitmap. Figure 7.5, taken from [FMPG+13], illustrates triple representation in
various formats for list of triples shown in Figure 7.1.
Figure 7.5: Dictionary and three possible triple representations for triples in 7.1
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7.2 Querying LOD
ALOQUS allows users to write query statements using concepts and properties not present
in the LOD cloud. One area that is closely related to our work is query federation, which
assumes that the user intimately knows concepts and datasets beforehand [QL08, HBF09,
LW08, SHH+11]. [HL10] discusses a database perspective for querying Linked Data on
the web including query federation, while [SHH+11] investigates optimizing techniques
for federated query processing on Linked Data. ALOQUS also uses federation techniques
to query distributed datasets once the sub-queries are generated. Systems like OBSERVER
[MIKS00] have shown that the use of brokering across domain ontologies provides a scal-
able solution for accessing heterogeneous, distributed data repositories.
Work on ontology alignment and mapping [DFSB11, EMS+11a, DPS10, dMSP08]
provides a foundation to our approach. Since ALOQUS uses an alignment system to gen-
erate sub-queries and then perform federation, any future improvement in state of the art
alignment systems will also improve ALOQUS.
Another body of work which is related is work on upper level ontology creation. A
number of well known upper level ontologies such as SUMO [NP01], Cyc [RL02], and
DOLCE [GGM+02] are available [MCR06]. In the past various domain specific ontolo-
gies have been integrated with these upper level ontologies [O+07] driven by application
specific needs. FactForge [BKO+11] uses mappings between the upper level ontology
PROTON and other ontologies to build a compound dataset comprising some of the most
popular datasets of the LOD Cloud, e.g., DBpedia, MusicBrainz, New York Times, Free-
base, Geonames and Wordnet. Systems like PowerAqua [LFMS12] integrate ontology and
natural language processing techniques for query answering.
Some of the existing endeavors on entity co-reference detection and resolution ser-
vices [TD08, SH10, GJM09] are also related to our work as the join operation in ALOQUS
is made possible by the detection of co-referent URIs.
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7.3 Synthetic Linked Data Generator
To the best of our knowledge, LinkGen is the first work that generates synthetic linked
dataset for any vocabulary with features such as statistical distribution, alignments and
noisy data. Quite a few synthetic generators exist that have been developed for benchmark-
ing RDF stores using specific vocabularies.
The Lehigh University Benchmark (LUBM) [GPH05b] consists of a data generator
that produces repeatable and customizable synthetic dataset using Univ-Bench Ontology in
the unit of a university. Different set of data can be generated by specifying the seed for
random number generation, number of universities and the starting index of the universities.
Berlin SPARQL Benchmark (BSBM) [BS08] is built around an e-commerce use-case
in which a set of products is offered by different vendors and consumers have posted re-
views about products. BSBM constitutes a data generator that supports the creation of large
datasets using number of products as the scale factor and can output in an RDF representa-
tion as well as relational representation.
SP2Bench [SHLP09] has a data generator for creating DBLP3-like RDF triples and
mimics correlations between entities using power law distributions and growth curves.
The Social Intelligence Benchmark (SIB) [PBE12] contains an S3G2 (Scalable Structure-
correlated Social Graph Generator) that creates a synthetic social graph with correlations.
Tontogen4 is a protege-plugin that can create synthetic dataset using a uniform distribution
of instances for relationships. WatDiv5 and Sygenia6 are two other tools that can generate
data based on user supplied queries. There has been some work on OWL TBox generators,
e.g. [OVDT+08] and [BHSS11]:






for different vocabularies. They are tied to specific vocabularies and have a little or no
option to configure the output in regards to data distribution, noise and alignments.
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8 Conclusion
In this chapter, we summarize the contributions of this dissertation and provide an outlook
to possible future work.
8.1 Alignments and RDF compression
The success of linked data has resulted in a large amount of data being generated in a stan-
dard RDF format. Various techniques have been explored to generate a compressed version
of RDF datasets for storage, archival and transmission purpose. However, these compres-
sion techniques are designed to compress a given dataset through compact representation
and only removes syntactic and structural redundancies. The work presented here identi-
fied the logical and contextual components of linked data and leveraged them to achieve
both lossless and lossy compression respectively.
In Chapter 3 we showed a lossless compression technique called Rule Based Com-
pression that efficiently compresses RDF datasets using logical rules. The key idea is to
split the original dataset into two disjoint datasets A and B, such that dataset A adheres
to certain logical rules while B does not. Dataset A can be compressed since we can
prune those triples that can be inferred by applying rules on some other triples in the same
dataset. We have provided two algorithms based on frequent pattern mining to demonstrate
the compression capability of our rule based compression. Experimental results show that
in some datasets, RB Compression can remove more than half the triples without losing
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data integrity. The set of logical rules can be considered as an alignment with n:m (many-
to-many) cardinality.
In Chapter 4, we proposed a lossy compression technique that exploits alignments
present across various datasets at schema and instance level. Our experiments on varied
alignments using reference alignments from OAEI reveal that the alignments vary greatly
depending on the alignment systems. For this reason, our system expects the user to pro-
vide a threshold value which is used to filter the alignments. Since the selection of thresh-
old depends on the alignment system and/or the application context, we refer our lossy
compression technique as contextual. To the best of our knowledge, this is the first study
exploring the lossy compression of RDF dataset.
8.2 Alignments and Query Answering
In Chapter 5, we proposed a novel approach that allows querying of Linked Data without
requiring that the user have intimate knowledge of individual datasets and interconnecting
relationships. The basic idea of our approach is to make use of ontology alignment systems
for querying. Our system supports writing queries using just an upper level ontology (e.g.,
PROTON) or cross-domain ontologies (e.g., DBpedia) or any other ontology as the primary
ontology for expressing queries. Our methodology allows automatic retrieval and merging
of results for queries that involve resources indirectly linked in the LOD cloud. Using
this approach, we are able to answer queries which cannot be answered by state of the art
systems for LOD query processing. With our initial test harness and sample queries, we
hope that our community will develop a resource for evaluating future efforts in alignment-
based querying systems.
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8.3 Alignments and Synthetic Data Generation
In Chapter 6, we presented LinkGen, a multipurpose synthetic linked data generator that
can automatically generate synthetic datasets without having to understand the schema.
It tries to mimic the real world dataset by using power-law distribution and infiltrating
the dataset with noisy data. The tool also supports generating a dataset in stream mode,
which enables developers test their tools against streaming RDF data. By generating a
large amount of RDF data that can be repeated and reproduced, it can aid in testing the
performance of various applications that deal with querying, storage, visualization, com-
pression and reporting. By incorporating alignments in the data generation process, we are
able to interlink the real world entities with the randomly generated entities. Furthermore,
multiple sets of test dataset can be generated based on the user supplied alignment file and
the threshold.
8.4 Future Work
There are several directions in which future work can be pursued. The compression tech-
niques presented in Chapter 3 and 4 can be extended to support querying over the com-
pressed dataset. The Delta compression can be improved to measure the impact of ad-
dition and deletion of multiple triples and compare the fully compressed dataset against
the incrementally compressed dataset. Since we have introduced both lossless and lossy
compression, a qualitative study can be performed to determine the scenarios where lossy
compression would make more sense. Logical rules derived during RB compression can
be studied to support the extension of the dataset and/or creation of new schema. It should
be noted that the datasets we used are modeled differently and hence some are highly struc-
tured than the others. For instance, GeoNames, Semantic Dog Food and DBLP are highly
structured where as DBpedia is not. Further analysis is required to understand how com-
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pression is affected by how well the dataset is structure.
While the contributions on alignment based querying system provide a novel query-
ing approach for LOD, there is also a lot of room for improvement. Given the fact that our
method depends on one of the currently available alignment systems, ALOQUS has limita-
tions that stem from the limitations of BLOOMS, our chosen alignment system. Present day
alignment systems try to find direct mappings between two different concepts. However,
there are cases where the two concepts might not align directly but only if there is a chain
of mappings as exemplified in the R2R Framework.1 Such mapping chains are currently
not supported in ALOQUS. We believe that building a better alignment system is important
and that alignment based querying systems like ALOQUS will greatly help users in writing
queries without specifying exact relations and knowing datasets beforehand. Future work
can include using ALOQUS together with entity summarization [CGQ08, GTS15] for ex-
ploring and visualizing entities. ALOQUS can also make use of VoID statistics [AH09] for
source selection.
On generation of synthetic data, there are some ample opportunities for extending
especially using some machine learning technique. This includes learning distributions
from datasets like DBpedia, learning join probability distributions (e.g. if x is entailed to be
a class of city, probability of having one population triple is 0.9) and learning RDF Shapes.
It might also be useful to provide different kinds of distributions for different properties
and classes. The synthetic dataset can be extended to automatically extract the instances
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