Comparison of thematic maps is an important task in a number of disciplines. Map comparison has traditionally been conducted using cell-by-cell agreement indicators. More recently, other methods have been proposed that take into account not only spatially coincident cells in two maps, but also their surroundings or the spatial structure of their differences. The objective of this article is to propose a framework for map comparison that considers (1) the patterns of spatial association in two maps, in other words, the map elements in their surroundings; (2) the equivalence of those patterns; and (3) the independence of patterns between maps. Two new statistics for the spatial analysis of qualitative data are introduced that are based on the symbolic entropy of the maps. As well, all inferential elements to conduct hypothesis testing are developed. The framework is illustrated using real and simulated maps.
Introduction
It is frequently the case when comparing maps that a researcher is interested in determining if two maps are significantly different, and if so, whether observed differences might be systematic. As discussed by (inter alia) Stehman (1999) , Kuhnert et al. (2005) , and Boots and Csillag (2006) , there are numerous reasons why this type of information can be valuable. A researcher may be interested in accuracy assessment, that is, in assessing the degree of (mis)match between a reference map and one or more alternatives. For example, the maps could be of the same region but due to different producers, and end users need to understand the nature of the differences between maps (e.g., Wulder et al. 2004) . Alternatively, maps can be compared as part of a model validation exercise, when the comparison is made between a base map and the output of different modeling techniques or model specifications (e.g., discriminant analysis and neural networks; Foody 2004) . In other situations, the comparison follows an interest to detect change, in order to determine whether the situation depicted in two maps of the same region remains unchanged (e.g., Mas 1999) . A landscape ecology tradition is interested in the differences within or between regions (e.g., Gustafson 1998 , O'Neill et al. 1999 , Turner 2005 , Wagner and Fortin 2005 .
A number of different approaches have been proposed in the literature to compare maps, including the examination of the frequency of classes in each map, the use of coincidence matrices, the kappa measure of agreement, and fuzzy kappa (e.g., Foody 2002 , Hagen 2003 , Remmel 2009 ). Our objective in this article is to propose a novel framework for map comparison that is based on the use of symbolic entropy to detect spatial patterns in thematic maps. The framework follows a number of logically consistent steps. First, the maps are separately tested for spatial association of the qualitative variable in order to determine whether spatial structure is present, or contrariwise, whether the spatial distribution of values of the variable is random. Presence of spatial structure would indicate a systematic process in the generation of the maps. If the maps are not random, then they are assessed to determine whether they are equivalent in their composition. Finally, the maps are tested to determine whether their differences are random, or in other words, whether the maps are independent.
Our procedure uses the Q(m) statistic (Ruiz et al. 2010) for the first stage of the analysis, that is, the analysis of pattern in each of the thematic maps. In this article, we introduce two new statistics needed for our comparison framework. The first of these new statistics is designed for the purpose of assessing the compositional equivalence between maps. In broad terms, this is similar to comparing the number of map elements of each type present in the maps (i.e., their quantity agreement; Pontius et al. 2004) . A difference with existing quantity agreement approaches is that our statistic considers series of spatially embedded map elements (i.e., map segments), as opposed to pairs of individual map elements. If the maps are not compositionally equivalent, the second statistic is used to assess whether the differences between two maps are systematic. This task can clarify the question of whether two maps are potentially related via the application of a systematic rule.
We illustrate the application of the framework and the test statistics using real data collected from the Canada Land Inventory 1 and simulated maps. Various cases that can be found in practice are discussed. In the Conclusion, we identify directions for future research.
Background
Two important criteria to consider when conducting map comparisons are the compositional and configurational characteristics of the maps. The distinction between these two criteria is perhaps best described by Pontius et al. (2004) as (1) the quantity (i.e., composition) agreement and (2) the location (i.e., configuration) agreement between maps. A measure of compositional agreement is given by the total number of elements of class i in a map versus the number of elements of the same class in a second map. A common approach to record the degree of compositional agreement is the use of coincidence (alternatively error or confusion) matrices (Congalton 1991 , Foody 2002 , Remmel 2009 ). Compositional agreement allows quick map comparison: for instance, the composition of the maps would clearly be different if the coverage by class i is 70% in one map and only 50% in the other. Compositional agreement provides at best a partial criterion to compare maps. For instance, even if the proportion of cover by a specific class is relatively constant in the two maps (i.e., the compositional agreement is high), the locational agreement could be quite poor if the coverage is shifted. The kappa statistic, widely used in remote sensing applications, provides a limited measure of location agreement by introducing an elementby-element comparison between coincident cells in the two maps. Other alternatives have been developed in recent years that improve the sensitivity of coincidence matrices and kappa to configuration differences (Pontius et al. 2004 , Remmel 2009 ).
Overall, an increased recognition has been observed over the past few years that the spatial structure of maps is important in many comparative situations. This is reflected in the evolution of the relevant literature. An early example where the spatial structure of maps was identified as an important aspect in map comparison is a paper by Congalton (1988) , whereby an image was generated based on remotely sensed datasets that classified pixels in a pair of maps as identical (=0) or different (=1). The join-count statistic (Dacey 1968, Cliff and Ord 1981) was then applied to the resulting image to detect a nonrandom pattern. This pattern could suggest underlying topographical factors or systematic data processing error. A similar approach was used by Wulder et al. (2004) to detect systematic differences between maps obtained from different producers. Images in this case were obtained based on two simple maps with two land use classes, namely forest and non-forest. Two scenarios considered the differences between forest in the first map and non-forest in the second, and vice versa. The results of this analysis proved helpful to identify spatial clusters with common differences.
The methods used by Congalton (1988) and Wulder et al. (2004) are based on the pair-wise comparison of map elements. Other approaches have been proposed that instead compare map segments by embedding individual map elements as part of a neighborhood. Notable examples of this approach include the fuzzy kappa index (Hagen 2003 , Hagen-Zanker et al. 2005 , Hagen-Zanker 2006 and the use of moving windows (Kuhnert et al. 2005) . The fuzzy kappa compares spatially coincident map segments according to their degree of similarity. The innovation in this case is the use of fuzzy concepts, so that instead of a crisp all-or-nothing decision rule for coding differences, two maps segments can be perfectly, somewhat, or not at all different. A modified version of the fuzzy kappa statistic can account for the effect of spatial autocorrelation on expected agreement (Hagen-Zanker 2009 ). Kuhnert et al. (2005) described a moving windows approach for calculating similarity indicators. According to this approach, a difference image is scanned by means of a moving window that registers the degree of dissimilarity for a map segment -if differences are coded as 1 and agreements as 0 and there is perfect coincidence within the window, the index would be 0. On the other hand, if the map segments are completely different at the location, the index would be 1. The index is aggregated to produce a summary measure for the difference image.
Our approach shares some features with the fuzzy kappa and the moving windows approaches, in particular the way map elements are spatially embedded. In the case of Hagen (2003) the embedding provides the rationale for the use of fuzzy concepts. The moving windows approach has much in common with various local statistics in spatial analysis (Fotheringham and Brunsdon 1999) despite that in the end it is aggregated to produce a unique (global) indicator for a map. In our case, the spatial embedding is dictated by the mathematical framework used to derive the statistics. A difference between our approach and the fuzzy kappa is that the latter is meant to be used as an interactive and exploratory tool to inform subjective interpretation of maps (Hagen-Zanker et al. 2005 , p. 784, Hagen-Zanker 2009 ). This view is articulated in a more general context by Pontius et al. (2004) . Our framework, in contrast, is in line with the view expressed by Foody (2004) and Boots and Csillag (2006) regarding the importance of conducting significance testing. Our approach then is inferential, and we derive all elements needed for conducting hypothesis testing.
A framework for map comparisons
Comparison of maps in our framework is done according to a sequence of logically consistent steps. The technical details of each step will be elaborated in section 4. To understand the basic concepts of the framework, we will generally identify maps in two ways: (1) those displaying spatial structure or association, that is, a spatially coherent distribution of values of the qualitative variable and (2) those where the distribution of values is spatially random.
We will illustrate the procedure in reference to the maps shown in Figures 1 and 2 . Each map is composed of three different colors (classes) in various spatial arrangements. Map [1], our base map, was extracted from the Canada Land Inventory, and depicts land uses in a region in the province of Ontario. The specific land uses are not relevant for our discussion here, and the methods described below can be applied in general to thematic maps comprising spatially regular lattices (as the maps in our example) or maps depicting irregular distribution of cases. For the purposes of our illustration, in addition to Map [1], we also generate a number of simulated maps, as described next. First, we include a set of five nonrandom (i.e., spatially structured) maps: Map [2] is derived from Map [1] using structured transitions, with class 1 having a 30% chance of transitioning to 2, class 2 having a 10% chance of transitioning to 3, and 3 having a 30% chance of transitioning to class 2; Map [3] is the same as Map [1], but rotated 180 • ; Map [4] is the mirror image of Map [1]; and finally Maps [5] and [6] are created based on the standard normal distribution (ε ∼ N(0,1)), on which we impose the following spatial autocorrelation structure:
where I is the identity matrix, W is a matrix that codifies the pattern of contiguities among spatial units, and ρ is a parameter that controls the strength of autocorrelation. Random variable μ is discretized to produce three classes (similar to the process described in Ruiz et al. 2010, pp. 291-292) . For Map [5] we set ρ = 0.70 to give a moderately high level of autocorrelation, and for Map [9] we set ρ = 0.99 to give a very high level of autocorrelation. These last two maps are spatially structured, but the data generating process is unrelated to the other nonrandom maps in the example. In addition to the nonrandom maps, we also use a set of four random maps. Natural and social processes seldom result in random patterns; however, random patterns (or neutral landscape models; see Pearson and Gardner 1997) constitute a useful reference to assess the evidence of process in patterns actually observed (Caswell 1976 ). The first random map we use, Map [7] , is derived from the base map using random transitions, so that a cell can, with equal probability, stay in its current state, or change to one of the other two classes. Next, we generate three random maps with probabilities p 1 = p 2 = p 3 = 1/3 for each of the classes: Map [8] is generated using a random sequence of values drawn from the standard normal distribution and subsequently discretized; Map [9] is derived from Map [8] using a simple rule whereby each map class changes to one other color -specifically, all 1's become 2's, all 2's become 3's, and all 3's turn into 1's -the map is random, but not independent from Map [8]; finally, Map [10] is another completely random distribution of values, unrelated to Maps [8] and [9] . The relationships between all the maps in the example are shown in Figure 3 .
Since maps are in general either spatially structured or random, we can identify the following cases for pair-wise comparison of maps:
Case 1: If one of the maps is spatially associated (i.e., there is spatial structure) and the other is random, it can be concluded that the maps are different and independent, since by definition no organized transition rule can convert one map into the other (i.e., Maps The presence of spatial association in two maps is not by itself indicative of map agreement. When two maps are nonrandom, it helps to assess their compositional equivalence, however, using map segments instead of map elements. If the composition of the maps is significantly different, the maps are of necessity different, and the question then is whether the differences between the maps are random (i.e., the maps are independent) or systematic (i.e., a transition rule could possibly exist between them). If the overall composition of the maps is not significantly different, this would indicate compositional agreement, but not necessarily configurational agreement, and it would be necessary to investigate whether the two maps are independent. This leads to the following cases:
Case 2: If Maps [1] and [2] are each spatially associated, two issues need to be resolved. The first question is whether there is compositional agreement between the two maps. A third case is of considerably less practical interest, but we mention it for completeness. This is when the two maps are spatially random (e.g., Map [7] : Map [8] : Map [9] : Map [10]). The element-wise differences could be random or not. It is straightforward to verify whether the transitions are random by inspecting the frequency distribution of classes.
Test statistics
In this section we introduce the technical tools needed to implement our map comparison framework. We begin by defining some important terms (a number of these concepts are also described in Ruiz et al. 2010) . We begin by defining a thematic map as the representation of a discrete spatial process X , realized over a set of coordinates s ∈ S. The spatial process can take a number of discrete values or classes A = {a 1 , a 2 , . . . , a k } that could be, for example, k different land use classifications in remote sensing, types of forest cover in resource management, choices in activity/travel behavior analysis, or health outcomes in health geography.
Spatial embedding and symbolic entropy
As previously mentioned, our framework is characterized by an explicit consideration of map segments, each composed of a set number of individual map elements, or in other words, a map element embedded in its spatial context. To embed a map element we define a string that contains the class of the variable at a designated location s 0 , and the classes of the variable found in a neighborhood of size m-1. We call this neighborhood an msurrounding. The m-surrounding is similar to the neighborhood vector N used in the fuzzy kappa measure of agreement (Hagen 2003 , Hagen-Zanker et al. 2005 :
The concept of spatially embedding map elements is simple and involves the identification of m-1 neighbors of location s 0 . There is ample flexibility in terms of defining the protocol to identify the neighbors. One possibility (see Appendix 1) is to use distance as the primary criterion to select m-1 neighbors. Accordingly, the closest neighbor to s 0 becomes the second element of the m-surrounding, the second nearest neighbor the third, and so on in sequence, up to m-1 neighbors. In the case of irregular distributions of cases, distance ties are generally rare and the above criterion will typically be sufficient. In the case of a regular distribution of cases (e.g., when analyzing raster data), a secondary criterion to ensure the uniqueness of each element in the m-surrounding must be defined. For instance, direction could be considered in order to break proximity ties (see Appendix 1). Using polar coordinates, this implies selecting the nearest event in a counterclockwise direction.
In the rest of this article we adopt a combined distance and direction (counterclockwise) criteria. Note, however, that these are only two of many different possible ways to identify nearest neighbors, and the analyst can develop appropriate protocols depending on the specific application. For instance, nearest neighbors could be selected using direction as a primary criterion and distance as a second, in order to investigate anisotropic processes. See Figure 4 for some examples. Upon application of the spatial embedding protocol, map segments of size m can be constructed by introducing the corresponding values of the qualitative variable. To illustrate, consider a process with k = 2 possible outcomes (say a 1 = white = 1, and a 2 = black = 0), set on a grid with coordinates (x, y) (see Figure 5 ). If the size of the m-surrounding is selected as m, then the spatial embedding (the m-surrounding) for location s 0 with coordinates (x, y) becomes X (x, y) (m). For s 0 = (4, 4), the m-surrounding contains the realization of the process at s 0 (black) and three nearest neighbors, selected based on inter-centroid distance and then direction (counterclockwise): X (4, 4) (4) = (black, white, black, white) or equivalently X (4, 4) (4) = (0, 1, 0, 1). The spatial embedding for s 0 = (3, 2) leads to msurrounding X (3,2) (4) = (1, 1, 0, 1). The list of values in X s 0 (m) thus represents a map segment with location s 0 as its anchor.
Since in general the number of different classes in a thematic map is k, and each map segment is of size m, this implies that the classes can be permuted to produce k m unique map segments, or types (k m is the number of permutations with replacement). Each of these segment types can appear zero, one, or more times in a specific map. For instance, three locations in Figure 5 , s = (4, 2), s = (6, 3), and s = (4, 6), contain the sequence (white, black, black, white) = (1, 0, 0, 1). In contrast, no locations contain the sequences (black, black, black, black) = (0, 0, 0, 0) or (white, white, white, white) = (1, 1, 1, 1). Continuing with the example in Figure 5 , since k = 2 and m = 4, there are 16 unique combinations of classes or possible map segment types (see Table 1 ). We denote each unique map segment in a compact way by means of a symbol σ i , of which there are k m types. According to Table 1 , location s 0 = (4, 4) is of type 11 (σ 11 ), and location s 0 = (3, 2) is of type 15 (σ 15 ). After embedding the locations in the map, and obtaining their m-surroundings and associated symbols, it becomes possible to tabulate the frequency n and relative frequency p of each symbol in a map. Accordingly
is the number of locations s that are of type σ i . The empirical relative frequency of a symbol is Figure 4 . Examples of protocols to select m -1 neighbors. (a) Irregular distribution of cases, primary criterion is distance, secondary criterion is direction (counterclockwise); (b) regular distribution of cases, primary criterion is distance, secondary criterion is direction (counterclockwise); (c) regular distribution of cases, primary criterion is direction (east), secondary criterion is distance; (d) regular distribution of cases, primary criterion is direction (north), secondary criterion is distance. In each panel the numbers 2, 3, and 4 indicate the second, third, and fourth members, respectively, of a four-surrounding, after s 0 . The protocol illustrated in panel (b) is used in this article.
where by R we denote the number of symbolized locations. This could be the total number of individual map elements or a subset thereby if measures are taken to control the overlap between map segments (more on this below). The degree of spatial organization (i.e., structure) of a map can be summarized by means of a measure of symbolic entropy. This is defined for a map with surroundings of size m ≥ 2 as follows: 
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Equation (5) is the Shannon entropy of the symbolized process. Clearly, the entropy will be lower when there is a higher degree of spatial organization and few symbols dominate. In contrast, the entropy will be higher when the map is less organized (i.e., as it becomes more random) and more symbols appear but each with lower frequencies. The theoretical lower bound for the entropy is 0 when only one symbol appears in the map. The upper limit, denoting a random spatial distribution, depends on the frequency of each map class. For instance if each categorical outcome appears with equal frequency, the upper limit is ln(k m ). In subsections 4.2 to 4.4 we introduce the tests needed to implement our map comparison framework. The statistic used to assess the spatial association of an individual thematic map, Q(m), was originally developed by Ruiz et al. (2010) . Two new statistics, Q E (m) (for compositional equivalence) and Q I (m) (for independence), are developed below. In what follows, we will consider two maps {X s } s∈S and {Y s } s∈S with the same zoning system and denote the symbolic frequencies in each map, and their combination, by
The statistics can be expanded to consider more than two maps simultaneously (see Appendices 1-3).
Spatial association of a single map: the Q(m) statistic
Testing for spatial structure (i.e., spatial association) of a qualitative variable based on symbolic entropy is discussed in Ruiz et al. (2010) . In this section, we briefly introduce the relevant statistic. The reader is directed to the reference for further information. The Q(m) statistic is defined as follows:
where α ij is the number of times that class a j (j = 1, . . . , k) appears in symbol σ i and q j = P(X = a j ). If all map classes appear with equal frequency, the statistic becomes
The latter formulation makes it easy to see that Q(m) is in fact a likelihood ratio test that compares the empirical entropy to the expected entropy under the null hypothesis of randomness. The statistic is χ 2 distributed with k m -1 degrees of freedom. The frequency of the symbols can be explored by means of a histogram and their individual significance (departures from the expectation under the null) assessed by means of intervals of confidence (see Páez et al. 2011) .
Compositional equivalence: the Q E test
After testing the maps for spatial structure, if the two maps are found to be nonrandom, we are interested in testing whether the composition of the maps is equivalent. In traditional approaches, this is done by comparing the frequency of map classes in two maps. In our case, we compare the frequency of map segment types (i.e., symbols) in the two maps. This provides a more comprehensive view of composition. We can formally define the hypothesis for testing as follows:
or alternatively
Hence, the null hypothesis that we want to test is whether the symbolic distributions for both maps are equivalent or their differences 0. The null hypothesis can be tested using the following statistic (the derivation of which can be found in Appendix 1):
where h X (m) and h Y (m) are the symbolic entropy values for maps {X s } s∈S and {Y s } s∈S , respectively, and h (m) = − k m i=1 g σ i ln g σ i is the total symbolic entropy of the two maps.
The statistic is χ 2 distributed with k m -1 degrees of freedom, and the decision rule is to reject the null hypothesis if the estimated value of Q E (m) exceeds the value of the distribution at some designated level of confidence (typically 0.05). Implementation of this statistic follows similar practical considerations regarding the definition of the m-surroundings and the degree of overlap. As an additional exploratory tool, the differences p σ i − q σ i for all i can be plotted using a bar chart and their individual significance assessed using the following formula for the 100(1-α)% confidence interval (see Appendix 2):
where as usual z α/2 is the value of the standard normal distribution evaluated at α/2.
Map independence: the Q I test
Two maps known to have spatial association as determined by Q(m) are organized and therefore in principle interesting. The maps can be compositionally equivalent as determined by the Q E (m) statistic. This does not yet indicate whether the maps are related in a nonrandom fashion. We are therefore interested in assessing whether the maps, namely {X s } s∈S and {Y s } s∈S , are independent. In this case, independence means that a nonrandom transformation rule does not exist that could be used to convert one map into the other. Note that two independent maps can be compositionally equivalent and vice versa. Consider the map overlay {W s = (X s , Y s )} s∈S . The m-surrounding associated with the overlay is defined as W s (m) = (X s (m), Y s (m)), that is, as the combination of spatially coincident map segments in two different maps. If we let = × be the direct product of the set of symbols = {σ 1 , σ 2 , . . . , σ k m }, the elements ω ij in are now the symbols for the overlay of maps. There are in total k 2m unique symbols or symbol types. We say that a location s in the map overlay W is of symbol type ω ij if X s (m) is of type σ i and Y s (m) is of type σ j .
Let us now define the frequency of the symbols in the overlay as
and their relative frequency as
Based on the above, the symbolic entropy of the map overlay is defined as
We can now formalize the null hypothesis that we wish to test as follows:
The null hypothesis states that the probability of observing symbol ω ij is the product of the probabilities of observing symbols σ i and σ j by themselves, which by definition implies that the distribution of symbols in one map is not conditioned on the distribution on the other, and therefore they are independent. The null hypothesis is tested using the following statistic (the derivation of which appears in the Appendix 3):
The test statistic is χ 2 distributed with k m (k m -2) + 1 degrees of freedom, and the decision rule is to reject the null hypothesis if the value of Q I (m) exceeds the value of the distribution at a specific level of significance (typically 0.05).
Practical considerations for implementation of the statistics
Two practical issues must be considered when implementing the tests described above. First, the researcher must decide the size of the m-surrounding. There is a certain degree of flexibility in doing so keeping in mind that selection of the size of the m-surrounding determines the scale at which the maps are analyzed. As noted by Ruiz et al. (2010) , Q(m) can detect spatial association of order less than or equal to m, meaning that if spatial dependence is detected, it is valid for the m-surrounding or part of it (see p. 290). Spatial dependence at orders greater than m would, however, remain indeterminate.
In practical terms, it is strongly advised to work with at least 5k m symbolized observations in order to achieve a sufficient approximation of the χ 2 distribution for testing (Rohatgi 1976, chapter 10) . In other words, it is recommended that the ratio of R to the number of symbols must be at least five. This conditions the size of the m-surrounding. In many cases, when the number of classes k is moderate, data requirements are relatively modest. In the case of a map with k = 5, implementation of Q(m) requires approximately 16,000 symbolized sites to support analysis with m = 5, and only about 3200 for m . A map with k = 7 classes would need more than 84,035 symbolized locations to support analysis using Q with m = 5. Equally challenging would be the interpretation of the results, considering that there are 7 5 = 16,807 symbols. There are several avenues that the researcher may follow in situations such as these. These include the definition of equivalent symbols, as proposed by Páez et al. (2011) . Equivalent symbols trade some spatial information in favor of more concise symbolic representations, for instance by counting the number of occurrence of each class in an m-surrounding, but disregarding their order in the sequence. Use of equivalent symbols can substantially reduce the number of symbols used in the calculation of the statistic and also facilitate interpretation. Since instead of permutations, these symbols are combinations of k classes with replacement, in surroundings of size m, the number of equivalent symbols is k (k + 1) . . . (k + m − 1) /m!. For example, when k = 7 and m = 5, the number of symbols reduces to 462. As an alternative, the researcher can reclassify some of the original outcomes into more general classes to reduce the value of k. Another possibility is to limit the size of the m-surrounding: the results of the analysis would hold at the selected or smaller scale, although the presence of spatial structure at higher scales would of course remain indeterminate. Finally, the analyst can also limit the size of m by judiciously redefining the spatial embedding protocol. For instance, the researcher could adopt a Rook criterion to select four orthogonal cells to create surroundings of size 5 (which should not impose impossible data requirements), and subsequently a Bishop criterion to select four diagonal cells, again to give m = 5. The Rook and Bishop are, along with the Queen criterion (m = 9), well-established protocols in the spatial analysis literature.
A second consideration is important to ensure desirable statistical properties. Underlying the hypothesis testing framework is the assumption that dependencies among indicators (whether a symbol is of a certain type or not) are weak, and that the probability of each indicator is small (Ruiz et al. 2010, pp. 288-289) . The process of embedding map elements into segments implies that some overlap will typically ensue. In order to weaken the dependencies between indicators, the researcher can limit the overlap between map segments. This is done by selecting map segments with a controlled degree of overlap r ≤ m. The degree of overlap is modulated by symbolizing a subset of map elements, in such a way that the maximum overlap between proximate m-surroundings does not exceed r. For instance, when r = 1 each map segment overlaps with contiguous map segments in only one map element. A procedure to control the degree of overlap is discussed in detail in Appendix 1. When the degree of overlap is controlled, R, the number of symbolized locations will be generally less than the total number of elements in a map. Previous experiments concerning the Q(m) statistic (see Ruiz et al. 2010 ) indicate a trade-off between power and size of the statistic when modulating the degree of overlap. Increasing the degree of overlap leads to a smaller size of the statistic, which tends to reduce the risk of false positives (i.e., failure to reject a false null hypothesis) but at the cost of reduced power (i.e., the ability to correctly reject a true null hypothesis). Increasing the degree of overlap allows the analyst to retain more observations, which increases the power of the statistic, but also slightly the risk of false positives due to less strict adherence to underlying assumptions.
Illustration
The framework proposed in sections 3 and 4 is illustrated with reference to the maps in Figures 1 and 2. 2 The first step is to test the maps for spatial association. We calculate the Q(m) statistic for all maps using m-surroundings of 3 and 4 and symbolize the observations using a conservative overlap degree of r = 1. The results of applying the statistic to the maps appear in Table 2 for m = 4; as expected, the results for m = 3 are comparable. The table shows the value of the statistic for each map, the probability value, and the decision (at a 5% level of confidence).
As seen in Table 2 , the null hypothesis of spatial independence is rejected for Map [1] , thus confirming the visual impression of a highly structured spatial distribution of values. As expected, the null hypothesis is rejected also for Maps [2] , [3] , and [4], since these maps (see Figure 3) were derived from Map [1] according to some organized principle (i.e., nonrandom transitions, rotation, and reflection, respectively). As well, the test also rejects the hypothesis of independence for Maps [5] and [6] , which were simulated using autocorrelated spatial processes. In contrast, the null hypothesis is not rejected for Map [7] , which was originally based on Map [1], but where every map element was subjected to a random transition. Likewise, the hypothesis is not rejected for Maps [8] , [9] , and [10], which were random by design.
In addition to the test statistic, the maps can be explored using a histogram of the frequency of symbols. In Figure 6 we show the histograms for Maps [1] and [8] for equivalent symbols. These equivalent symbols are a reduced form of the standard symbols that display only the number of cases of each class in an m-surrounding, instead of all proximity information; this reduction of information facilitates interpretation. The vertical axis in the figure is the relative frequency, and the equivalent symbols appear in the horizontal axis. For example, indicates an m-surrounding of four where all map elements are of class a 3 ;
indicates an m-surrounding of four where two elements are of class a 1 , one is of class a 2 , and one is of class a 3 . The 95% confidence intervals are also shown. Note that in Map [1] there is a marked tendency toward clusters of similarly valued map elements. The combinations of map elements, , , , appear significantly more frequently than expected under the null. In contrast, in random Map [8], the symbols do not tend to appear more or less frequently than expected under the null.
At this point, our interest in the comparison of maps would for practical purposes be limited to pairs of maps that display a significant degree of spatial association. in what follows we calculate the statistics for all pairs of maps, as this serves to demonstrate the appropriateness of the statistics in a wide range of situations.
The next step in our comparison framework is to determine if two maps are compositionally equivalent, or in other words, to evaluate if the symbols appear with similar or significantly different frequency. The results of applying the Q E (m) test to each pair of maps appear in Table 3 (calculation of the statistic is based on the same parameters used before, namely m = 4 and r = 1). First, note that a map is identical to itself, and therefore the statistic always fails to reject the null hypothesis of compositional equivalence when the two maps in the input are the same. When two maps are random, the expectation is that they will be equivalent in their composition, since by definition in a random map all symbols appear with similar frequencies contingent on the frequency of classes. The tests confirm this by failing to reject the null hypothesis for the comparison of Maps [7] : [8] :
[9] : [10] . Next, the expectation is that any spatially associated map will have a different composition when compared with any random map, which would lead to the conclusion that the two maps are different -although the comparison in this case is relatively uninteresting, since one of the two maps is random. This intuition is again confirmed by the results in the In other words, any two paired maps taken from these two groups are significantly different from each other.
The more interesting cases are when the two maps in a comparison display significant spatial association. The results are again in full agreement with the setup of the example. First, we fail to reject the null hypothesis when spatially structured processes that were not constrained to generate the same composition as any of the preceding maps.
The practical significance of the differences in composition (i.e., p σ i − q σ i ) can be assessed by means of a bar chart and the confidence intervals defined in Equation (12). As an example, the bar charts for Maps [1] and [8] (one structured and one random map) and Maps [1] and [6] (two structured maps) are shown in Figure 7 . Note that positive bars indicate symbols that appear more frequently in Map [1] and negative bars symbols that appear more frequently in Maps [8] and [6] . In the case of Maps [1] and [8] the clearest difference is between the existence of clusters of equally valued map elements in Map [1] (i.e., , , ), which as expected do not appear with such high frequency in the random map. More interesting are the differences between Maps [1] and [6] . These two maps are structured according to the test using Q(m). The maps furthermore are not compositionally equivalent according to Q E (m). The most important differences are in map segments of the types and , which appear more frequently in Map [1] . Clusters of the type appear with significantly higher frequency in Map [6] , as well as mixed clusters of types , , , , and . Overall, the results suggest that the structure of Map [6] displays more variety than that of Map [1] .
The final step in our comparison framework is to test the hypothesis of map independence. The objective is to determine whether two maps could be linked by a rule other than random transitions. The results are reported in Table 4 , with the Q I (m) statistic calculated using m = 2 and overlap degree r = 2 (the results for m = 1 and r = 1 are qualitatively comparable). The test correctly rejects the null hypothesis when the two maps compared are the same: a map is not independent from itself. We begin our discussion of these results with Map [1] . In this case, we observe that the null hypothesis is correctly rejected when comparing Maps [1]: [2] , [3] , [4] . Since an underlying rule exists that can be used to transform the maps (e.g., from [1] to [2] and vice versa if the rule is inverted), the maps are not , which was generated using a moderately strong, but separate spatially structured process, the null hypothesis is not rejected, indicating that the maps are independent. Likewise, the null hypothesis is not rejected when the map used in the comparison is random (i.e., Maps [7] , [8] , [9] , and [10]); as expected, an organized rule does not exist that could transform one map into the other, and the maps are independent.
An intriguing case is Map [6] . As previously explained, this map was generated using a separate spatially autocorrelated process, and Map [6] is therefore not directly derived from any other map in the example. The statistic rejects the hypothesis of independence when the comparison is made with respect to Maps [1], [2], [3], and [4] , all of which are very strongly structured. In contrast, the null is not rejected when comparing Maps [5] and [6] . Considering the high degree of spatial association in Map [6] , it is perfectly plausible that some set of nonrandom transformations could exist to link Maps [1], [2], [3], [4] : [6] . These results offer a cautionary counterexample in the application of the statistic: quite simply, lack of independence does not necessarily imply causality. This point should be clear to anyone familiar with elementary statistics and the basic tenet that correlation is not causation. While the statistic appears to do a reasonable job of identifying the lack of independence due to causal processes, the temptation should be avoided to infer causality based on this test.
Turning our attention to the set of random maps, when comparisons are made between Maps [7] : [8] and [9] : [10] , the test fails to reject the null hypothesis. This is precisely as expected, since each map is random and therefore independent from the other cases. The statistic correctly rejects the hypothesis of independence when the comparison is of Map [8] with respect to Map [9] . As seen in Figure 3 , the two maps are random; however, Map [9] was derived from Map [8] using a set of systematic transitions rules. This result indicates that the statistic is able to detect patterns of dependency between maps, even if the two maps are random.
Conclusions
In this article we have introduced a new approach for the comparison of thematic maps. Our approach sequentially tries to identify differences between maps by assessing the degree of spatial association of each map and the compositional equivalence between maps based on map segments (as opposed to individual map elements), and by testing for independence between the two maps. The framework covers a wide range of cases of practical interest and provides a complete inferential framework with clearly defined null hypotheses at each step of the sequence. While the issue of significance testing in map comparison appears to be somewhat controversial, we would argue that testing for well-defined hypotheses, such as introduced in this article, can enhance exploratory analysis by clarifying the relationships between maps.
In order to implement our map comparison framework, we have introduced two new statistics for the spatial analysis of qualitative data. The statistics are essential to our approach, but will likely be of interest in a broader variety of settings: for instance, Q E can be applied to maps in different regions and/or with different zoning systems to assess similarities in composition. One limitation of our approach is that maps can be tested for differences at a given level of confidence. However, unlike the method of Wulder et al. (2004) that can detect clusters of differences between maps, when differences are detected in our framework, the statistics do not directly indicate where they happen. Therefore, our approach is still lacking tools for the identification of clusters of coincidences or differences. This is a matter for future research.
Also, in terms of additional research, in this article we introduced two new statistics that were shown to perform well in the example. The finite sample properties of Q(m) were already investigated in Ruiz et al. (2010) . The next step is to investigate, using carefully designed simulation experiments, the small sample properties of Q E and Q I , in order to ascertain their size and power under different sample sizes, size of m-surrounding, degree of overlap r, and level of spatial association in each map. This is the subject of ongoing research.
A procedure to obtain a good approximation to a binomial distribution is described in Ruiz et al. (2010) . Briefly, we can consider as a set of locations the subset S formed by those coordinates in S such that for any two coordinates s, s ∈ S the sets of nearest neighbors of s and s have a small (or even empty) intersection, that is,
for a small enough positive integer r. We will call the integer r as the overlapping degree. Now we propose a construction of the set S. First, chose a location S 0 ∈ S at random and fix an integer r with 0 ≤ r ≤ m. Let N S 0 = {s 0 1 , s 0 2 , . . . , s 0 m−1 } be the set of nearest neighbors to S 0 , where the s 0 i 's are ordered by distance to S 0 . Let us call S 1 = s 0 m−r−1 and define A 0 = { S 0 , s 0 1 , . . . , s 0 m−r−2 }. Take the set of nearest neighbors to S 1 , namely N S 1 = {s 1 1 , s 1 2 , . . . , s 1 m−1 }, in the set of locations S \ A 0 and define S 2 = s 1 m−r−1 . Now for i > 1 we define S i = s i−1 m−r−1 where s i−1 m−r−1 is in the set of nearest neighbors to S i−1 ,
Continue this process while there are locations to be symbolized. Therefore, we have constructed a set of locations:
such that the variables
based on S can be approximated to a binomial distribution for a suitable choice of r (r small enough) for all i = 1, 2, . . . , k m . Moreover, when r = 0 (i.e., no overlap is allowed) we exactly have binomial random variables. Note that the maximum number of locations that can be symbolized with an overlapping degree r is R = |S|−m m−r + 1, where [x] denotes the integer part of a real number x, and |S| the cardinality of the set S. Therefore, reducing the degree of overlap also implies that the number of symbolized locations will be smaller than the number of observations in the sample. Now, the distribution of the 2k m random variables
is a multinomial distribution and its likelihood function L(p σ 1 , . . . , p σ k m , q σ 1 , . . . , q σ k m ) is given by
In order to obtain the maximum likelihood estimatorsp σ i andq σ i of p σ i and q σ i , respectively, and taking into account that
we solve the following system of equations:
∂ln(L(p σ 1 , . . . , p σ k m , q σ 1 , . . . , q σ k m )) ∂p σ i = 0 ∂ln(L(p σ 1 , . . . , p σ k m , q σ 1 , . . . , q σ k m )) ∂q σ i = 0 (A10) for all i = 1, . . . , k m − 1 to obtain 
Now, under the null, we have that p σ i = q σ i and hence p σ i = 1 2 g σ i for all i = 1, 2, . . . , k m . Therefore,
We define the structural equivalence test as Q E (m) = −2ln (λ(T)), which is known to asymptotically follow a χ 2 distribution with k m -1 degrees of freedom (Lehmann 1986 ). Hence, the estimatorQ E (m) of Q E (m) can be shown to bê
where h(m) = − k m i=1 g σ i ln(g σ i ) is the total symbolic entropy, which finishes the proof of the theorem.
Corollary 1: Let {X is } s∈ S i = 1, 2 . . . , N be N maps. Let R be the number of symbolized locations. Let = {σ 1 , σ 2 , . . . , σ k m } be the set of k m symbols as defined in Equation (2). If {X is } s∈ S are structural equivalent for all i = 1, 2, . . . , N then
is asymptotically χ 2 (N−1)(k m −1) distributed.
{σ 1 , σ 2 , . . . , σ k m } be the set of k m symbols as defined in Equation (2) is asymptotically χ 2 k m (k m −2)+1 distributed.
Proof 2: Define the indicator function:
Hence we have that I ijs = B(p ij ) is a Bernoulli random variable with probability of 'success' p ij . As in the previous section we can define a subset of locations S such that s∈ S I ijs can be approximated to a binomial distribution for a suitable choice of r (r small enough) for all i, j = 1, 2, . . . , k m . Therefore, F ij = s∈ S I ijs = B(R, p ij ) is a binomial random variable where R denotes the cardinality of the set S. Then F = (F 12 , F 13 , . . . , F kk−1 ) ( C 3 )
is a multinomial distribution. Now we are interested in testing for the following null: This null hypothesis can be restated in terms of symbols as
Following the same steps as in Theorem 1 we get that under the null the likelihood ratio statistic remains as
We then define Q I (m) = −2ln (λ (F)), which asymptotically follows a χ 2 distribution with k m (k m − 2) + 1 degrees of freedom (see Lehmann 1986) . Hence, and taking into account 
which finishes the proof of the theorem. The Q I (m)-test can be generalized to the case of N maps, {X 1s } s∈ S , {X 2s } s∈ S , . . . , {X Ns } s∈ S as it can be seen in the next corollary. The proof is straightforward following the steps of the proof of Theorem 2.
Corollary 2:
Let {X is } s∈ S i = 1, 2, . . . , N be N maps and let {W s = (X 1s , X 2s , . . . , X Ns )} s∈ S be an N-dimensional. Let R be the number of symbolized locations. Let = {σ 1 , σ 2 , . . . , σ k m } be the set of k m symbols as defined in Equation (2). If {X is } s∈ S are independent for all i = 1, 2, . . . , N then
is asymptotically χ 2 k Nm −N(k m −1)−1 distributed.
