Gamma-point lattice free energy estimates from O(1) force calculations by Voss, Johannes & Vegge, Tejs
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Dec 17, 2017
Gamma-point lattice free energy estimates from O(1) force calculations
Voss, Johannes; Vegge, Tejs
Published in:
Journal of Chemical Physics
Link to article, DOI:
10.1063/1.2919122
Publication date:
2008
Document Version
Publisher's PDF, also known as Version of record
Link back to DTU Orbit
Citation (APA):
Voss, J., & Vegge, T. (2008). Gamma-point lattice free energy estimates from O(1) force calculations. Journal of
Chemical Physics, 128(18), 184708. DOI: 10.1063/1.2919122
-point lattice free energy estimates from O„1… force calculations
Johannes Voss1,2,a and Tejs Vegge1
1Materials Research Department, Risø National Laboratory for Sustainable Energy, Technical University of
Denmark, 4000 Roskilde, Denmark
2Center for Atomic-scale Materials Design, Department of Physics, Technical University of Denmark,
2800 Kongens Lyngby, Denmark
Received 13 February 2008; accepted 11 April 2008; published online 13 May 2008
We present a new method for estimating the vibrational free energy of crystal and molecular
structures employing only a single force calculation, for a particularly displaced configuration, in
addition to the calculation of the ground state configuration. This displacement vector is the sum of
the phonon eigenvectors obtained from a fast—relative to, e.g., density-functional theory DFT—
Hessian calculation using interatomic potentials. These potentials are based here on effective
charges obtained from a DFT calculation of the ground state electronic charge density but could also
be based on other, e.g., empiric approaches. © 2008 American Institute of Physics.
DOI: 10.1063/1.2919122
I. INTRODUCTION
At finite temperatures, the stability of a crystalline sys-
tem is not only determined by the ground state energy but by
the free energy. For a perfect crystal, the phononic contribu-
tions to the entropy are most important. In addition to mini-
mizing the potential energy to locate the ground state con-
figuration, the calculation of free energies is important to
estimate phase stabilities of the system. The ability to
quickly assess the free energy of a given crystal structure is
particularly important in the investigation of phase stabilities
or decomposition temperatures of theoretically predicted ma-
terials or structures. The approach to approximate free en-
ergy calculation presented here will be of particular value to
predictive screening studies, where quick free energy esti-
mates are essential to cover wide ranges of possible
structural input parameters for exploring trends in thermody-
namic properties.
According to the Hellmann–Feynman theorem,1,2 the
forces acting on the ionic cores, i.e., first order energy de-
rivatives, can be calculated within classical electrostatics
from the ground state charge density, since the electronic
eigenenergies only change in second order with first order
wave function variations. For the calculation of the Hessian
matrix of the energy, i.e., second order derivatives, charge
density changes have to be evaluated. These can be obtained
within density functional perturbation theory3 or from finite
force differences of displaced configurations. By the former
approach, the phonon frequencies can be calculated at a
given k-point in the Brillouin zone with the computational
complexity of an iterative ground state charge density calcu-
lation using density-functional theory4 DFT. For nonzero
k-points, the latter approach requires enlarged supercells to
resolve interatomic couplings between the periodic images.
Furthermore, charge densities for ON displaced configura-
tions have to be calculated, where N is the number of atoms
in the unit cell. The computational effort can be significantly
reduced for both approaches by taking crystal symmetries
into account.
We present a method that obtains phonon frequencies
using finite force differences, where the frequencies are ex-
trapolated from the forces due to a single displacement, in-
dependent of the number of atoms. A decoupling of dis-
placed planes of atoms due to the periodic boundary
conditions is not possible within this approach. Therefore,
only the -point contribution to the free energy can be cal-
culated, which is a good approximation for sufficiently large
systems. Within linear response or density functional pertur-
bation theory, the computational effort for the calculation of
the -point frequencies scales as the effort for a single
ground state charge density calculation. The displacement
approach presented here can be of interest, since no pertur-
bations according to the single degrees of freedom are nec-
essary but all degrees of freedom are taken into account by
one displacement, irrespective of the system size. Moreover,
the method presented here only employs the classical ionic
degrees of freedom and the corresponding forces, making
this approach generally applicable when linear response cal-
culations are unavailable.
II. -POINT PHONON FREQUENCIES
In a harmonic approximation, the phononic contribution
to the free energy is given as
FvibT = rkBT
0

d gln2 sinh 2kBT	 , 1
where g is the normalized phonon density of states, r is
the number of degrees of freedom in the unit cell, and kB is
Boltzmann’s constant. The contribution of the -point to Eq.
1 isaElectronic mail: johannes.voss@risoe.dk
THE JOURNAL OF CHEMICAL PHYSICS 128, 184708 2008
0021-9606/2008/12818/184708/6/$23.00 © 2008 American Institute of Physics128, 184708-1
Downloaded 21 Jun 2010 to 192.38.67.112. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
Fvib
 T = kBT

i=1
3N
 ln2 sinh i2kBT	 , 2
where N is the number of atoms in the unit cell and i are the
phonon frequencies. The prime denotes that the three zero
frequencies corresponding to translational invariance are left
out. In the zero temperature limit, Eq. 2 becomes a sum
over the phonon frequencies, while for high temperatures
kBTmaxi, Eq. 2 approaches the logarithm of the
product of the phonon frequencies:
Fvib
 Tmaxi/kB→ kBT ln iikBT3N−3 , 3
where the prime again denotes that the zero frequencies due
to the translational invariance are left out.
The frequencies of a system of coupled oscillators are
the square roots of the eigenvalues of the generalized eigen-
value problem
H= v = 2M= v , 4
where H= is the Hessian matrix and v is an eigenvector.
Mi,j =mi/3i,j is a mass matrix, with the atomic masses mk.
Equation 4 can be easily converted to the eigenvalue prob-
lem
H=˜ v˜ = 2v˜ , 5
yielding the same eigenvalues 2 as Eq. 4. H˜= is a mass-
scaled Hessian matrix:
H=˜ = L=H= L= , 6
with
Li,j =
1
mi/3
i,j . 7
In the following, we will use Eq. 5 to calculate the vibra-
tional eigenfrequencies of the system.
III. METHOD
The main idea of this method is that the eigenvalues of
the Hessian matrix can be estimated from O1 force calcu-
lations, if rather rough approximations to the eigenvectors
are available. For a given configuration optimized within,
e.g., DFT, a model Hamiltonian is constructed, such that it
yields an energetic minimum for the given atomic coordi-
nates. With this computationally inexpensive representation
of the system, the Hessian matrix is approximated. From the
sum of the eigenvectors u i of this approximate Hessian, a
displacement vector w is constructed:
w ª 

i
u i. 8
The Hessian H= of the more accurate Hamiltonian here,
DFT is projected onto this displacement vector to extract the
Hessian eigenvalues hi:
hi  u i
TH= w . 9
The Hessian-vector product is approximated by the forces
acting on a displaced configuration:
H= w  −1 Er0 + w  −  Er0 , 10
where r0 are the ground state coordinates and  is used to
scale the displacement for the finite difference. The gradient
of the ground state configuration  Er0 might be neglected,
if the configuration is well relaxed.
For the calculation of the vibrational eigenfrequencies,
the Hessian matrix has to be mass scaled according to Eq.
6. This can either be performed for a Hessian matrix con-
structed from the approximate eigenpairs hi ,u i or by mass
scaling the displacement and the calculated forces by a mul-
tiplication of both vectors with the matrix L= Eq. 7. For the
latter way of obtaining the mass-scaled Hessian, the eigen-
values are obtained using approximate eigenvectors of Eq.
5. We have found the former approach of the mass scaling
of the constructed Hessian to generally give more accurate
results. Especially for systems with large mass differences,
the accuracy of the finite force difference obtained from the
mass-scaled displacement can be reduced.
We construct the approximate set of Hessian eigenvec-
tors using interatomic potentials. We construct these poten-
tials from the ground state charge density. We assume the
energy of the system to be locally described by the Coulomb
interaction of effective point charges at the atomic positions.
The forces on the point charges are calculated using Ewald
summation.5 We use a Bader charge density analysis6 as
implemented in Refs. 7 and 8 to attribute valence electron
charge density to the ionic cores. We assume the attributed
charges to be effective point charges at the corresponding
atomic coordinates. We optimize the effective charges by
using nonlinear least squares fitting9 to minimize the forces
on the ground state configuration only modifying the effec-
tive charges but not the atomic coordinates. We constrain
the sum of negative and positive charges to be constant, re-
spectively, to avoid the trivial solution of zero charges. For
systems containing coordinates that are completely fixed by
symmetry, the corresponding forces are always zero and
therefore no fitting is necessary. Using these interatomic po-
tentials, we calculate approximate Hessian eigenpairs.
Whereas these eigenvalues are generally not useful, the
eigenvectors u i reflect symmetries and coordination, and a
projection of an accurate Hessian onto these vectors can give
frequencies in reasonable ranges. Generally, the interatomic
potential representation of the system might be unstable, i.e.,
there are negative curvatures due to these potentials. How-
ever, we still find the geometric information contained in the
eigenvectors to be useful by considering the absolute value
of the right-hand side of Eq. 9 when extracting the eigen-
values. Since the vectors u i are only approximate eigenvec-
tors, which are linear combinations of the eigenvectors of an
accurate Hessian matrix, the phonon frequencies are mixed
and degeneracies are generally not resolved. In the special
case of complex compounds with a broad range of phonon
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frequencies, it is possible to reduce the frequency mixing for
the lowest eigenfrequencies by linear extrapolation see Sec.
V A for an example.
For low temperatures, compared to the lowest -point
phonon energies, the free energy calculated from the Hessian
matrix constructed from the forces due to the displacement
as outlined above is generally a good estimate, because the
free energy is basically a sum of the phonon energies, and
thus less sensitive to errors in the eigenmode vectors than
single phonon energies.
For temperatures higher than the highest phonon ener-
gies, the free energy calculated from the approximate fre-
quencies generally will not be a good estimate, since the free
energy converges to the logarithm of the product of eigen-
frequencies see Eq. 3. Based on the single displacement
8, we estimate the change of a 3N-dimensional volume
after the linear transformation given by the Hessian matrix.
This provides an estimate of the determinant of the Hessian
matrix, which equals the product of its eigenvalues hi. We
estimate this product by

i
hi 
j
x j
TH= w  
k x jTu k , 11
again using Eq. 10 to approximate H= w . The x j are the basis
vectors of the canonical real space basis of the atomic coor-
dinates. Equation 11 is exact for vibrationally decoupled
atomic coordinates and can generally be interpreted as an
estimate of how the volume spanned by the canonical basis
vectors x j is scaled by the Hessian matrix. To obtain the
product of eigenfrequencies, Eq. 11 has to be mass scaled.
Since the determinant of a product of matrices equals the
product of the determinants of the matrices, the scaling can
simply be performed by a division with the product of the
atomic masses.
In the following, we provide examples of the application
of the method to the calculation of free energies.
IV. ELECTRONIC STRUCTURE CALCULATION
The energy gradients were calculated within DFT Ref.
4 using two different programs to test the general applica-
bility and implementation of the approach. The software
package DACAPO Ref. 10 was used for the K2NaAlH6 and
GaAs examples and VASP Ref. 11 for the remaining crystal
structures, using plane wave basis sets with cutoff energies
of 350–400 eV and the Perdew–Wang-91 exchange-
correlation functional12,13 for all calculations. DACAPO uses
ultrasoft pseudopotentials14 for a description of the ionic
cores, while for VASP projector-augmented wave15
potentials16 were used. The electronic Brillouin zones were
sampled with k-point spacings of 0.1 Å−1.
To assess the accuracy of the free energy estimates, we
perform reference calculations using 3N displacements for
diagonalization of the full Hessian matrices.
V. EXAMPLES
In this section, representative results for the free energy
calculation method are presented for different classes
of materials, covering both the low and high phonon
frequency ranges.
A. Na3AlH6 and K2NaAlH6
As a first example, we consider two complex metal alu-
minum hexahydrides17–19 of interest as reversible hydrogen
storage materials,20–25 where cation alloying is possible, ren-
dering them interesting for screening studies.
The phonon spectrum of the complex metal hydride
Na3AlH6 space group P21 /n Ref. 26 contains relatively
high energetic librational and bond-stretching in this case
Al–H bonds modes, which are typical for the phonon spec-
trum of this kind of material. A distinct feature is the high
frequency band of bond-stretching modes around 170 meV
see Fig. 1a. While degeneracies are not resolved in the
single-displacement frequencies, the correct range of phonon
energies is covered, interpolating the “exact” spectrum. Only
a small fraction of the spectrum lies below typical values of
kBT, and therefore the approximated free energy is in good
agreement with the result based on 3N displacements see
Fig. 1b, since the free energy approaches the arithmetic
average of the phonon energies for temperatures low com-
pared to the high phonon energies.
One of the important thermodynamic properties that can
be calculated based on the lattice free energies is the decom-
position temperature of a compound by comparing to the
FIG. 1. Comparison of -point phonon frequency spectra a and lattice free
energies b calculated for Na3AlH6 both from 3N displacements and the
O1 method presented here, respectively. To improve the quality of the
lowest approximate phonon frequencies, the five lowest nonzero frequencies
were generated from a linear extrapolation of the ten next
higher frequencies.
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energies of the constituents. For known materials, these en-
ergies can either often be obtained from tabulated data or be
calculated. As an example, we estimate the decomposition
temperature of Na3AlH6. Figure 2 shows the Gibbs free en-
ergies pV terms for solid phases have been neglected for
Na3AlH6 and its decomposition products in the reaction
Na3AlH6→ 3NaH + Al + 32H2. 12
The Gibbs free energy for Al has been generated from data in
Ref. 27; data for H2 have been taken from Ref. 28. The free
energies of Na3AlH6 and NaH have been calculated both
using 1 and 3N displacements. The agreement between the
two approaches is good, yielding a decomposition tempera-
ture of 350 K. Ke and Tanaka28 have previously calculated
a decomposition temperature of 390 K for Na3AlH6.
Considering that the latter value is based on a quasiharmonic
approximation and that the phonon dispersion has been taken
into account, our quick estimate of the decomposition
temperature yields a satisfactory result. Experimentally,29 a
value of 423 K has been obtained for the decomposition
temperature.
A stable binary cation alloy is K2NaAlH6 space group
Fm3¯m,30 with larger atomic mass differences than Na3AlH6.
As a test case for alloyed systems, we have estimated the free
energy of this compound using the O1 method presented
here. For this compound, the bond-stretching band lies at
160 meV see Fig. 3a. The corresponding degeneracy is
not resolved at all in the extrapolated spectrum. Since low
temperature free energies basically depend on the average
phonon frequency, the lattice free energy approximation still
is quite good see Fig. 3b.
B. GaAs
We continue with tests for systems that do not show high
frequency modes due to the molecular bonding in the crystal.
As a model semiconductor, we have considered GaAs, which
crystallizes in the zinc blende structure space group
F4¯3m.31 The optical -point frequencies are separated by
18 meV from the acoustic frequencies see Fig. 4a. The
frequencies obtained from the O1 method do not show this
gap; optical and acoustic modes are mixed. The average error
in the six lowest optical frequencies is about 15% with a
corresponding error of 40% in the eigenvectors. The error
in the higher frequencies is smaller: 3%. The maximal
phonon frequencies are relatively low, only about 30 meV,
which is of the same magnitude as kBT at room temperature.
Therefore, the free energy calculated using the approximate
frequencies obtained from the O1 method is not a good
approximation for temperatures T0 see Fig. 4b. Alter-
FIG. 2. Gibbs free energies for Na3AlH6 and its decomposition products
calculated both by diagonalization of the full Hessian and the O1 method.
FIG. 3. Comparison of -point phonon frequency spectra a and lattice
free energies b calculated for K2NaAlH6 both with 1 and 3N displace-
ments, respectively.
FIG. 4. Comparison of -point phonon frequency spectra a and
lattice free energies b calculated for GaAs both with 1 and 3N displace-
ments, respectively.
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natively, the product of the phonon frequencies is directly
approximated using Eq. 11 from the forces due to the single
displacement, instead of projecting the forces onto the ap-
proximate eigenvectors to extract the frequencies. The high
temperature free energy approximation according to Eq. 3
using this product yields relatively good results even for
temperatures below kBT=30 meV.
C. MgZn2
Finally, we apply our method to a simple metallic alloy.
We have considered the hexagonal 	-phase of MgZn2 space
group P63 /mmc,32 which is the reference C14 Laves phase
material. Similar to the case of GaAs, the highest phonon
energies are around 30 meV due to the absence of “molecu-
larlike” modes see Fig. 5a. Also here, the free energy
calculated from the approximated phonon frequencies is only
a good approximation for T→0. Using the direct approxima-
tion of the product of the phonon frequencies Eq. 11 to-
gether with the high temperature approximation, Eq. 3,
which basically depends on the geometric mean value of the
frequencies, the corresponding approximated free energy is
in good agreement with the “exactly” calculated free energy
for temperatures higher than about 50 K see Fig. 5b.
The average error in the frequencies obtained using the
O1 method for the four example cases considered here is
about 10% with a corresponding error of 30% in the eigen-
vectors. The errors in the modes could be reduced using
better potentials for the Hessian eigenvector approximation.
An advantage of the simple point charge model used here is
that it can be optimized to yield an energetic minimum for
given atomic coordinates, i.e., the ground state configuration
obtained using, e.g., DFT. A possibility to improve the
interatomic potentials could be the inclusion of the forces
due to the special displacement calculated using DFT as ad-
ditional constraints into a reoptimization or extension of the
model potentials.
VI. CONCLUSION
We have developed a method for a fast approximation of
lattice free energies. This approach can be very useful for
quick estimates of decomposition temperatures of new or
theoretically proposed compounds. These fast, rough esti-
mates are very important for screening studies of, e.g., alloy
stability at finite temperatures. It is, however, in general, not
expected to be accurate enough for a reliable determination
of phase transition temperatures based on an energetic com-
parison of different phases lying very close in energy, since
degeneracies in the phonon spectrum, determining the peak
heights in the phonon density of states, are not resolved
within this approach.
Free energies can be extrapolated from the forces due to
a single atomic displacement for low and high temperatures
compared to the phonon energies, rendering this approach
suitable both for complexes with molecular bonds and high
phonon energies and semiconductors and metals.
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