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Abstract
Automated crowd counting allows excessive crowd-
ing to be detected immediately, without the need for
constant human surveillance. Current crowd count-
ing systems are location specific, and for these systems
to function properly they must be trained on a large
amount of data specific to the target location. As such,
configuring multiple systems to use is a tedious and
time consuming exercise.
We propose a scene invariant crowd counting sys-
tem which can easily be deployed at a different location
to where it was trained. This is achieved using a global
scaling factor to relate crowd sizes from one scene to
another. We demonstrate that a crowd counting system
trained at one viewpoint can achieve a correct classifi-
cation rate of 90% at a different viewpoint.
1 Introduction
There are a wide range of applications for automated
crowd monitoring. These include surveillance at air-
ports, railway stations, shopping centres and public ar-
eas. In large facilities, it is expensive to conduct human
surveillance in all areas. Human operators monitoring
multiple cameras might miss crucial information or be
distracted by other duties. Due to the prospect of in-
creased security and lower overheads, crowd monitor-
ing is an active field of research.
One important measure of crowd stability is size, as
excessive crowding is both abnormal and potentially
dangerous. It can also be indicative of abnormal events,
such as a fight, riot or emergency. In crowded scenes
it becomes difficult or impossible to track all pedestri-
ans. In such cases, when crowding may or may not be
excessive, size estimation is crucial.
Current systems [1][2][3][4][5] for counting crowds
are location specific, in that a large set of training data
is required from the target site in which the system will
be deployed. While the technique may be applicable to
multiple locations, the system will need to be re-trained
at each new site, and possibly even for small alterations
in viewpoint at the same site. For large installations
requiring several cameras, configuring multiple crowd
counters using existing techniques would be a time con-
suming exercise.
We propose a crowd counting system which can eas-
ily be deployed at any location with minimal configura-
tion. A ‘global scaling factor’ is used to compensate for
camera angle and distance, based on a reference per-
son in each scene. Local weights are used to account
for perspective within a scene.
A combination of adaptive background modeling
and edge detection is used to extract sixteen features
from each frame, which serves as input to a neural net-
work. Results show that the system, trained at one
viewpoint, can achieve correct classification 90% of the
time when tested at another viewpoint.
The remainder of this paper is structured as follows:
Section 2 presents an overview of related work in the
area; Section 3 outlines the details of the proposed al-
gorithm; Section 4 assesses the experimental results;
and Section 5 discusses future research.
2 Related Work
There have been a number of approaches to crowd
density estimation. These usually involve textural
methods or explicit counting of features (such as pixels,
blobs, and edges).
The texture in an image is altered by the intro-
duction of foreground objects. Using the Gray Level
Cooccurrence Matrix [6], textural features such as Con-
trast, Homogeneity, Energy and Entropy are calcu-
lated. These features are used to classify a scene into
a category (‘very low’ through to ‘very high’ density).
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A correct classification rate of 81.88% was obtained in
[1].
Minkowski fractal dimension is used in [2], with
75% correct classification. It is outperformed by other
textural methods such as the Gray Level Cooccur-
rence Matrix and Invariant Orthonormal Chebyshev
Moments [2][4]. The latter has achieved successful clas-
sification rates of 70-90% [4].
Generally these textural methods are unable to com-
pensate for perspective. Wu divides the image into
multi-resolution density cells in order to compensate
for this [5].
Counting methods tally specific image features in or-
der to classify the crowd density. For example, pixels
in the foreground may be counted after a simple back-
ground subtraction [7]. Pixels are weighted in [3] to ac-
count for perspective, and it is shown that we need not
apply a constant weight across each foreground blob:
If the scale found for the ground plane is ap-
plied blindly to foreground pixels from human
bodies, the difference between this and the
correct size is a constant, regardless of the lo-
cation of the human bodies in the image. [3]
Kong has proposed the use of feature histograms
rather than explicit counts [8]. Foreground blobs are
identified using a background subtraction algorithm,
and a blob size histogram is created. Canny edge detec-
tion is also used to find edges – and their corresponding
angles – from which an angle histogram is created.
Other features, such as head and shoulder patterns,
have been used to estimate the number of people in
crowds [9].
3 Scene Invariant Crowd Counting
A scene invariant crowd counting algorithm is pro-
posed. This algrotihm is an extension of the system
proposed by Kong [8].
In order to achieve scene invariance, a global scaling
factor is calculated for each scene and used to relate the
size of a person on one view to the size of a person in a
second, such that the same training set can be used to
perform crowd counting in each. Before the algorithm
can be applied to a scene, the scene must be calibrated
using the following paramaters.
1. Four points corresponding to a rectangle on the
ground plane, as in Figure 1(a). This is used to
weight each pixel in the image to account for per-
spective (local scaling).
(a)
(b)
(c)
(d)
Figure 1. (a) Selection of ground plane. (b)
Selection of reference person. (c) Selection
of region of interest. (d) Local weights are
calculated to compensate for perspective.
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Figure 2. A pedestrian, as modeled by a rect-
angle, viewed from two different angles.
2. Four points corresponding to a bounding box
around a ‘reference person’ standing on the ground
plane, as in Figure 1(b). This is used to scale be-
tween scenes (global scaling).
We define the ‘reference point’ as the pixel midway
beneath the reference person, on the lower edge of the
bounding box, as this point lies on the ground plane.
The global scaling factor, SG, is applied to all pixels
in an image, while the local scaling specifies a weight
for each individual pixel, SL(i, j). Therefore the overall
weight applied to pixel (i, j) is given by:
W (i, j) = SG × SL(i, j) (1)
The calculation of SG and SL(i, j) are described be-
low in Sections 3.1 and 3.2.
3.1 Global Scaling
The dimensions of a hypothetical standard person,
when viewed from the angle θ = 0◦, is modeled as w×h
pixels (Figure 2).
A specific reference person (standing at the reference
point) is selected during configuration. This person is
bounded by a rectangle of dimensions w′ × h′ pixels.
Kong [8] defines the height-to-width ratios k = h/w
and k′ = h′/w′, and utilises the scaling factor:
SG =
k
k′
=
h/w
h′/w′
=
h
h′
· w
′
w
Using a pin hole camera model, this is shown in [8]
to be equal to:
SG =
1
cos(θ)
While this scaling factor captures the effect of cam-
era orientation, as depicted in Figure 2, it is only suit-
able when the camera is at a fixed distance z from the
Figure 3. Four corner points are mapped to a
rectangle on the ground plane.
person under consideration. In this case, w′ = w and
h′ = h cos θ, therefore the area A′ of the person (when
viewed from angle θ) is:
A′ = w′ × h′ = wh cos θ = A cos θ (2)
Thus, the scaling factor SG = kk′ =
1
cos(θ) accounts
for the cos θ term in (2).
In order to generalise the system for wider deploy-
ment, we must also consider the effect of camera dis-
tance. For example, a person’s area on the image plane
will be greater when the camera is positioned nearer to
the scene. Therefore we propose the global scaling fac-
tor:
SG =
w
w′
· h
h′
(3)
This is equivalent to SG = A/A′; we are simply nor-
malizing the area of the ‘reference person’ with respect
to some standard. Let us arbitrarily set the standard
as: w = 25px and h = 100px. Then SG = A/A′ =
wh
w′h′ =
2500
w′h′ .
3.2 Local Scaling
The local scale is set to 1.0 at the reference point.
All other pixels in the image are locally weighted with
respect to the reference point. A pixel’s weighting is
a proportionate measure of the area it denotes on the
ground plane.
Four points are mapped from the image plane to
the ground plane, as depicted in Figure 3. These map-
pings are used to obtain the homography matrix, as in
[8], enabling any point to be mapped between the two
planes.
For each pixel (i, j) in the region of interest, we
map (i± 0.5, j ± 0.5) to the ground plane. These four
points form a quadrilateral, the area, Ai,j , of which is
a measure of the area denoted by the pixel (i, j) on the
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Figure 4. Homography is used to weight each
pixel in the ROI by mapping its surrounding
area onto the ground plane.
ground plane. (A general example is shown in Figure
4).
We start at the reference point (iR, jR) and compute
the area, AiR,jR , in the manner described above. All
weights in the image are scaled by 1AiR,jR
, such that
the weight at the reference point is 1.0.
Because the weights are scaled by a constant, the
rectangle used to denote the ground plane in Figure 3
need not reflect the real world measurements. A 500×
500 square was used here, although any rectangle will
yield the same weight map. The weight map is shown
in Figure 1(d).
3.3 Features
An adaptive background model [10] is used to ex-
tract a foreground mask. The area of each 4-connected
foreground blob is calculated as the sum of its pixels’
weights.
Bsize =
∑
W (i, j) =
∑
SG × SL(i, j)
where (i, j) ∈ B, and Bsize is the calculated area of
blob B.
Once the area is calculated for each blob in the
image, a blob size histogram is computed using the
bins listed in Table 1. Each blob contributes exactly
1 to a histogram bin, excepting those blobs for which
Bsize < 500.
Canny edge detection is applied to each frame and
the foreground mask is used to select only those edges
in the foreground. Each edge pixel has a correspond-
ing angle which is obtained from the Canny algorithm.
Therefore each edge pixel contributes to one of the his-
togram bins listed in Table 2. The contribution is:√
W (i, j) =
√
SG × SL(i, j)
Table 1. Blob Size Histogram Bins
Histogram Bin Blob Size
Ignored 0 – 499
Bin 1 500 – 2999
Bin 2 3000 – 5499
Bin 3 5500 – 7999
Bin 4 8000 – 10499
Bin 5 10500 – 12999
Bin 6 13000 – 15499
Bin 7 15500 – 17999
Bin 8 18000+
Table 2. Edge Angle Histogram Bins
Histogram Bin Edge Angle
Bin 9 0◦ – 22.5◦
Bin 10 22.5◦ – 45◦
Bin 11 45◦ – 67.5◦
Bin 12 67.5◦ – 90◦
Bin 13 90◦ – 112.5◦
Bin 14 112.5◦ – 135◦
Bin 15 135◦ – 157.5◦
Bin 16 157.5◦ – 180◦
A square root is used because edges are only one-
dimensional in nature, and the calculation of W (i, j) is
based on area, which is two-dimensional.
The foreground mask and edge pixels are shown in
Figure 5.
3.4 Crowd Counting
Sixteen features are supplied from the histogram bin
counts in Tables 1 and 2. These serve as inputs to a
neural network. Ground truth is counted manually and
the network trained using MATLAB’s Neural Network
toolbox. (Levenberg-Marquardt backpropagation, one
hidden layer, 20 neurons.)
When the network is tested on a real scene, a one-
dimensional median filter is applied to the output. This
is because the crowd size rarely changes from frame to
frame, and the statistical nature of the median filter
disregards irregularities. This provides greater stability
and reliability to the output.
4 Experimental Results
4.1 Data Collection and Ground Truth
The algorithm was tested using image sequences se-
lected from the PETS 2006 database [11]. This is a
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(a) (b) (c)
Figure 5. (a) A single frame. (b) Foreground mask. (c) Foreground edge pixels.
four camera database captured at a train station for
the purpose of detecting abandoned objects such as
luggage. The image sequences feature many people
moving about the train station, however the database is
limited in that there are no excessively crowded scenes.
Camera angles 3 and 4 were used.
Using the technique outlined in Section 3, sixteen
features were obtained from every second frame.
When manually counting the crowd size, it is not
easy to identify precisely when a person enters or exits
a frame. The transition typically occurs over 5 to 40
frames. We define the ‘transition point’ as the frame in
which 50% of the pedestrian’s body (by area) is visible
in the frame. However, it is difficult for a human to
judge exactly when this occurs, and almost impossible
to be consistent over several hundred frames.
The manual counts were only recorded at transition
points, and taken as constant between each. We ignore
the 10 frames either side of a transition point, as these
intermediate frames may yield contradicting data due
to human inconsistency. These frames are not used in
training, verifying or testing the neural network. This
is because we are less interested in the exact moment
a person enters or exits a scene, than we are in the
accuracy of the count before and after.
Not all of the images from the database were used.
Some extended periods of inactivity, or people lingering
on the border of the ROI, were disregarded.
4.2 Results
4.2.1 Same Viewpoint
The data collected from camera angle 3 was divided
into two sets: the first 405 frames for training (Fig-
ure 6), and the next 428 frames for testing (Figure 7).
These two sets are distinct rather than mixed, so as
to test the neural network’s ability to generalise rather
than to memorise.
Figure 6. Training Data from Camera Angle 3
When the raw output from the neural network is
rounded, the accuracy of the system is 81.3%. A me-
dian filter is applied to the raw output followed by
rounding, as in Figure 7, for which the accuracy is
86.4%.
4.2.2 Different Viewpoint
The test set from camera angle 4 consisted of 545 im-
ages. A comparison of camera angles 3 and 4 is shown
in Figure 9. It is evident that pedestrians are in closer
proximity to the camera in angle 3, while perspective
plays a larger role in camera angle 4. Both camera
distance z and orientation angle θ have been altered.
The full data set from camera angle 3 (833 frames)
was used to train the system. This training set is twice
as large as in Section 4.2.1, enabling more accurate
generalisation.
When the system is tested on camera angle 4, an
accuracy of 86.8% is obtained after rounding. The raw
output data is shown in Figure 8(a). The accuracy
is 90.1% after median filtering and rounding (Figure
8(b)).
These results show that the proposed system can
successfully count crowds from multiple viewpoints and
distances, based on a single set of training data.
The slightly erratic nature of the neural network’s
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(a)
(b)
Figure 7. Testing Data from Camera Angle 3:
(a) Neural Network output. (b) Median filtered
output.
output suggests the need for a larger training set.
While several hundred frames were used here, they
were spaced 2 frames apart in the video. Wider spac-
ing over longer video sequences should yield a better
generalisation.
5 Conclusion
In this paper we have proposed an extension to the
crowd counting algorithm in [8]. The use of a global
scaling factor allows the system to be used in multi-
ple scenes without re-training the neural network. A
median filter is applied to the network’s output, which
increases stability and accuracy of the estimate.
Applications for this system include surveillance sys-
tems at airports and railways to detect when over-
crowding occurs. It may also be used by other im-
age processing operations, such as tracking systems, to
verify or improve their performance.
Future testing of the system will involve a variety
of different scenes featuring larger crowds than those
found in PETS 2006 [11]. This will introduce a nonlin-
ear relationship between blob size and number of peo-
ple, due to occlusions. Given larger foreground blobs,
edge angles may begin to provide more useful informa-
(a)
(b)
Figure 8. Testing Data from Camera Angle 4:
(a) Neural Network output. (b) Median filtered
output.
tion. For example, the presence of many vertical edges
will indicate a larger group of people within a blob,
while fewer vertical edges within an equally sized blob
suggests fewer people, spaced further apart.
Alternate classifiers will be investigated to ensure
that these image features are interpreted correctly. Ad-
ditional features (such as foreground textures) may be
incorporated into the system. Future work will inves-
tigate the viability of these features in the context of
scene invariant real-time crowd monitoring.
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