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ABSTRAK. Artikel ini membahas mengenai program visual basic untuk mengenali dan menganalisis pola huruf hiraganaMa
Mi Mu Me dan Mo Pengenalan pola huruf hiragana tersebut memiliki tujuan untuk pengembangan pengenalan pola huruf
hiragana yang dimana dalam pendidikan bahasa jepang sudah banyak masuk ke dalam susunan mata pelajaran muatan lokal
dalam tingkat sekolah menengah atas sehingga dapat membantu siswa dalam pengenalan pola-pola huruf hiragana. Selain itu
tujuan penelitian ini adalah membandingkan keakuratan perhitunga excel dengan hasil program. Metode yang digunakan
dalam penelitian ini adalah model jaringan perceptron. Analisis dilakukan dengan berdasarkan nilai alpha dan threshold dari
tiap-tiap pola yang dilakukan menggunakan excel dan implementasinya dalam program visual basicHasil dari penelitian ini
adalah keakuratan nilai dari excel dan juga program.
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1. PENDAHULUAN
Kecerdasan Buatan/Artificial Intelegence (AI) merupakan salah satu bagian ilmu komputer yang
membuat agar mesin (komputer) dapat melakukan pekerjaan seperti dan sebaik yang dilakukan oleh manusia,
misalnya saat dokter atau pakar penyakit tidak dapat berkomunikasi langsung dengan pasien maka mesin-mesin
cerdas yang dikelola oleh komputer mampu mengatasi permasalahan seperti dengan sang pakar (Asri, 2011)
Jaringan Saraf Tiruan (JST) atau Artificial Neural Network merupakan suatu pendekatan yang berbeda
dari metode AI lainnya . JST merupakan suatu model kecerdasan yang diilhami dari struktur otak manusia dan
kemudian diimplementasikan menggunakan program komputer yang mampu menyelesaikan sejumlah proses
perhitungan selama proses pembelajaran berlangsung (Septiarini, 2012).
Ada beberapa metode yang dapat digunakan untuk melakukan analisa dengan jaringan syaraf tiruanyaitu:
metode Hebb, Perceptron, dan Backpropagation. Perceptron merupakan bentuk jaringan syaraf yang sederhana,
biasanya digunakan untuk mengklasifikasikan suatu tipe pola tertentu yang sering dikenal dengan pemisahan
secara linear, sehingga perceptron berguna sebagai pengklasifi-kasian objek yang salah satunya adalah pola
huruf hiragana Ma (ま), Mi (み), Mu (む), Me (め) dan Mo (も). Pada umumnya, siswa-siswa SMA
merasakesulitan mempelajari bahasa asing, contohnya bahasa Jepang.Dalam mempelajaribahasa Jepang,
kesulitan yang sering dialami siswa meliputi menulis, membaca, dan menghafal kosakata (Kurinawan, 2015).
Pengembangan pengenalan pola huruf hiragana dengan menggunakan metode perceptron ini memiliki
tujuan untuk memecahkan permasalahan yang dialami oleh siswa sekolah menengah atas dalam belajar bahasa
jepang. Perceptron dilatih dengan menggunakan huruf hiragana Ma (ま), Mi (み), Mu (む), Me (め) dan Mo (も)
yang diberikan secara berulang ulang selama latihan. Setiap pola yang diberikan merupakan pasangan pola
masukan dan pola yang diinginkan sebagai target. Demikian dilakukan berulang ulang sampai dihasilkan
keluaran yang sesuai dengan hasil yang diinginkan. Selain itu tujuan dari penelitian ini untuk membuktikan
keakuratan hasil perhitungan excel dan juga perhitungan menggunakan program.
2. METODE
Metode yang digunakan dalam pengembangan ini adalah jaringan syaraf tiruan dengan menggunakan
perceptron. Model ini merupakan model yang memiliki aplikasi danpelatihan yang lebih baik pada era tersebut.
Perceptron merupakan salah satu bentukjaringan syaraf tiruan yang sederhana. Perceptron biasanya digunakan
untukmengklasifikasikan suatu tipe pola tertentu yang sering dikenal dengan pemisahansecara linear. Pada
dasarnya, jaringan syaraf perceptron dengan satu lapisan memilikibobot yang dapat diatur dan suatu nilai
ambang atau threshold (David, 2011).Tujuan dari perceptron ini adalah mengklasifikasikan setiap pola input
kedalam kelas tertentu. Apabila outputnya +1, maka input yang diberikantermasuk kelas tertentu, sebaliknya jika
outputnya -1, maka input yangdiberikan tidak masuk dalam kelas tertentu (Pujiyanta, 2009).Algoritma
perceptron memiliki enam langkah yang digunakan untuk menemukan sebuah pola (Afriyanti, 2010) yaitu :
Langkah pertama: Lakukan Inisialisasi bobot (wi) dan bias (b), wi = b = 0.  Lalu Tentukan laju
pemahaman (α). Untuk nilai α=1.
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Langkah kedua: Lakukan pengecekan untuk semua vektor yang misclassification.
Langkah ketiga: Jika hasilnya terjadi misclassification dihitung dengan langkah aktivasi.
Langkah keempat: Jika hasilnya bernilai negatif, maka terjadi miss classification dan kalikan hasilnya
dengan negatif learning rate. Kemudiah hasilnya disimpan dalam bentuk matriks
untuk seluruh inputan yang miss clasification.
Langkah kelima: Kemudian lakukan perubahan bobot yang baru dengan menggunakan rumus :
Wi (baru) = Wi (lama) + ∆w (i=1, …,n) dengan ∆w = α t xi
b (baru) = b (lama) + ∆b dengan ∆b = α t
Langkah keenam: Lakukan pengulangan dari langkah kedua hingga tidak ada lagi vector yang
misclassification.
Algoritma di atas dapat digunakan baik untuk input bipolar maupun biner, dengan bipolar target, nilai
ambang tetap, dan bias yang bisa diatur. Nilai ambang disini tidak memainkan peranan seperti dalam fungsi
undak. Sehingga keduanya (bias dan nilai ambang) di perlukan. Algoritma ini tidak terlalu sensitive terhadap
nilai inisialisasi bobot (nilai awal bobot) maupun terhadap laju pelatihan (Hartantri dan Pujiyanta, 2014).
A. Penentuan Nilai Inputan(x)
Pada pengenalan pola huruf hiragana memiliki lima inputan yaitu ma,mi,mu,me dan mo. Selanjutnya
pada pola inputan masing-masing memiliki target (t) yang berbeda sesuai pola yang ditetapkan. Setiap pola
diatur dengan bobot (w) awal = 0 serta bias (b) awal = 0. Setiap vektor masukan (pola 1 sampai 5)
mempunyai matrik (14×14) = 196 matriks.Untuk urutan pembacaan pola pada gambar dibawah dibaca dari
urutan kolom nomor 1 kiri ke kanan sampai dengan kolom paling bawah. Pola huruf Hiragama bisa dilihat
pada Gambar 1.
Gambar 2. Pola Huruf Mi
Gambar 3. Pola Huruf Mu
Gambar 1. Pola Huruf Hiragana Ma, Mi, Mu, Me, dan Mo
B. Penentuan Nilai Target (t)
Penentuan Nilai target (t) pada ke-lima pola huruf hiragana ma,mi,mu,me dan mo ditunjukkan pada Tabel
1.













Ma 1 -1 -1 -1 -1
Mi -1 1 -1 -1 -1
Mu -1 -1 1 -1 -1
Me -1 -1 -1 1 -1
Mo -1 -1 -1 -1 1
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Selanjutnya, pemodelan jaringan perceptron dibentuk dan keluaran dari jaringan perceptron (f(net) atau y)
yang dibuat pun harus dihitung. Guna mendapatkan bobot (w) dan bias (b) yang diinginkan, program
perceptron harus dilatih. Setelah mendapatkan bobot (w) dan bias (b) yang diinginkan, output yang
diperoleh dari pemrograman perceptron (f(net) atau y) dibandingkan dengan target (t) yang telah
ditentukan.
C. Penentuan Nilai Target (t)
Perhitungan untuk nilai aktivasi unit masukan xi = si (i = 1, ..., n). Dihitung respon unit keluaran: net = +
b.
3. HASIL DAN PEMBAHASAN
Perhitungan manual kelima huruf hiragana ma, mi, mu, me dan mo menggunakan program excel untuk
mencari iterasi atau pengulangan dalam pengenalan pola huruf hiragana yang disesuaikan dengan metode
perceptron. Perhitungan pengenalan pola huruf hiragana dengan data input, yakni: nilai bobot (w) = 0, nilai
alpha (α) = 1, nilai threshold (θ) = 0, nilai bias (b) = 0. Perhitungan manual ini memiliki tujuan untuk mencari
iterasi atau pengulangan dalam mengenali pola huruf hiragana ma, mi, mu, me dan mo yang disesuaikan dengan
target (t) yang ditunjukkan oleh nilai f(net) atau y.
A. Pola Huruf Hiragana Ma dalam Excel
Gambar 2. Epoch Pertama dan Kedua Huruf Ma
Pengenalan pola pertama huruf hiragana ma pada epoch pertama didapatkan  nilai f(net) atau y belum
sesuai nilai target (t) sehingga dilanjutkan pada iterasi berikutnya yaitu epoch kedua. Pada epoch kedua
didapatkan nilai f(net) atau y  sudah sesuai nilai target (t) sehingga pola pertama yaitu huruf hiragana ma
sudah dapat dikenali.
B. Pola Huruf Hiragana Mi dalam Excel
Gambar 3. Epoch Pertama dan Kedua Huruf Mi
Pengenalan pola kedua huruf hiragana Mi pada epoch pertama didapatkan nilai f(net) atau y belum
sesuai nilai target (t) sehingga dilanjutkan pada epoch kedua. Pada epoch kedua didapatkan nilai f(net) atau y
sudah sesuai dengan nilai target (t) sehingga sehingga untuk pola huruf hiragana Mi sudah dapat ditemukan.
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C. Pola Huruf Hiragana Mu dalam Excel
Gambar 4. Epoch Pertama dan Kedua Huruf Mu
Pengenalan pola ketiga huruf hiragana Mu pada epoch pertama didapatkan nilai f(net) atau y belum
sesuai nilai target (t) sehingga dilanjutkan pada epoch kedua. Pada epoch kedua didapatkan nilai f(net) atau y
sudah sesuai dengan nilai target (t) sehingga sehingga untuk pola huruf hiragana Mu sudah dapat ditemukan.
D. Pola Huruf Hiragana Me dalam Excel
Gambar 7. Epoch Kedua Huruf Me
Gambar 5. Epoch Pertama, Kedua dan Ketiga Huruf Me
Pengenalan pola keempat huruf hiragana Me pada epoch pertama didapatkan nilai f(net) atau y belum
sesuai nilai target (t) sehingga dilanjutkan pada epoch kedua. Pada epoch kedua didapatkan nilai f(net) atau y
belum sesuai dengan nilai target (t) sehingga harus lanjut pada epoch ketiga. Pada epoch ketiga didapatkan




E. Pola Huruf Hiragana Mo dalam Excel
Gambar 6. Epoch Pertama, Kedua dan Ketiga Huruf Mo
Pengenalan pola kelima huruf hiragana Mo pada epoch pertama didapatkan nilai f(net) atau y belum
sesuai nilai target (t) sehingga dilanjutkan pada epoch kedua. Pada epoch kedua didapatkan nilai f(net) atau y
belum sesuai dengan nilai target (t) sehingga harus lanjut pada epoch ketiga. Pada epoch ketiga didapatkan
nilai f(net) atau y sesuai dengan nilai target (t) sehingga untuk pola huruf hiragana Mo sudah dapat
ditemukan.
F. Implementasi Pola Huruf Ma dalam Program
Gambar 7. Pola Huruf Ma Ditemukan
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Gambar 8. Jumlah Epoch Huruf Ma dalam Program
Pada pengenalan pola pertama yakni pola huruf hiragana ma dengan memasukkan pola yang telah
ditentukan. Selanjutnya, pada program ini ditentukan nilai alfa (α) sebesar 0,2 , 0,4 , 0,6 , 0,8 dan 1 untuk
mencari apakah ada perbedaan ketika nilai alfa tersebut dirubah, selain itu untuk nilai threshold = 0, dan
eksekusi pengenalan pola untuk mencapai target sesuai dengan nilai f(net) atau y. Pada pola huruf hiragana
ma ini eksekusi pengenalan pola pertama ini berhenti pada epoch kedua di mana target (1, -1, -1, -1, -1) telah
sesuai dengan f(net) adalah 1, -1, -1, -1, -1 meskipun jika nilai pada alfa telah dirubah dari 0,2 sampai dengan
1. Namun nilai net akan berubah ketika nilai masukan alfa dirubah dari 0,2 sampai dengan 1.
G. Implementasi Pola Huruf Mi dalam Program
Pada pengenalan pola kedua yakni pola huruf hiragana mi dengan memasukkan pola yang telah
ditentukan. Selanjutnya, pada program ini ditentukan nilai alfa (α) sebesar 0,2 , 0,4 , 0,6 , 0,8 dan 1 untuk
mencari apakah ada perbedaan ketika nilai alfa tersebut dirubah, selain itu untuk nilai threshold = 0, dan
eksekusi pengenalan pola untuk mencapai target sesuai dengan nilai f(net) atau y. Pada pola huruf hiragana
ma ini eksekusi pengenalan pola pertama ini berhenti pada epoch kedua di mana target (1, -1, -1, -1, -1) telah
sesuai dengan f(net) adalah 1, -1, -1, -1, -1 meskipun jika nilai pada alfa telah dirubah dari 0,2 sampai dengan
1. Namun nilai net akan berubah ketika nilai masukan alfa dirubah dari 0,2 sampai dengan 1. Untuk hasil
program bias dilihat pada gambar 9 dan 10.
Gambar 9. Pola Huruf Mi Ditemukan
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Gambar 10. Jumlah Epoch Huruf Mi dalam Program
H. Implementasi Pola Huruf Mu dalam Program
Pada pengenalan pola ketiga yakni pola huruf hiragana mu dengan memasukkan pola yang telah
ditentukan. Selanjutnya, pada program ini ditentukan nilai alfa (α) sebesar 0,2 , 0,4 , 0,6 , 0,8 dan 1 untuk
mencari apakah ada perbedaan ketika nilai alfa tersebut dirubah, selain itu untuk nilai threshold = 0, dan
eksekusi pengenalan pola untuk mencapai target sesuai dengan nilai f(net) atau y. Pada pola huruf hiragana
ma ini eksekusi pengenalan pola pertama ini berhenti pada epoch kedua di mana target (-1, -1, 1, -1, -1) telah
sesuai dengan f(net) adalah -1, -1, 1, -1, -1 meskipun jika nilai pada alfa telah dirubah dari 0,2 sampai dengan
1. Namun nilai net akan berubah ketika nilai masukan alfa dirubah dari 0,2 sampai dengan 1. Untuk hasil
program bias dilihat pada gambar 11 dan gambar 12.
Gambar 11. Pola Huruf Mu Ditemukan
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Gambar 12. Jumlah Epoch Huruf Mu dalam Program
I. Implementasi Pola Huruf Me dalam Program
Pada pengenalan pola keempat yakni pola huruf hiragana me dengan memasukkan pola yang telah
ditentukan. Selanjutnya, pada program ini ditentukan nilai alfa (α) sebesar 0,2 , 0,4 , 0,6 , 0,8 dan 1 untuk
mencari apakah ada perbedaan ketika nilai alfa tersebut dirubah, selain itu untuk nilai threshold = 0, dan
eksekusi pengenalan pola untuk mencapai target sesuai dengan nilai f(net) atau y. Pada pola huruf hiragana
ma ini eksekusi pengenalan pola pertama ini berhenti pada epoch kedua di mana target (-1, -1, -1, 1, -1) telah
sesuai dengan f(net) adalah -1, -1, -1, 1, -1 meskipun jika nilai pada alfa telah dirubah dari 0,2 sampai dengan
1. Namun nilai net akan berubah ketika nilai masukan alfa dirubah dari 0,2 sampai dengan 1. Untuk hasil
program bias dilihat pada gambar 13 dan 14.
Gambar 13. Pola Huruf Me Ditemukan
Gambar 14. Jumlah Epoch Huruf Me dalam Program
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J. Implementasi Pola Huruf Mo dalam Program
Pada pengenalan pola kelima yakni pola huruf hiragana me dengan memasukkan pola yang telah
ditentukan. Selanjutnya, pada program ini ditentukan nilai alfa (α) sebesar 0,2 , 0,4 , 0,6 , 0,8 dan 1 untuk
mencari apakah ada perbedaan ketika nilai alfa tersebut dirubah, selain itu untuk nilai threshold = 0, dan
eksekusi pengenalan pola untuk mencapai target sesuai dengan nilai f(net) atau y. Pada pola huruf hiragana
ma ini eksekusi pengenalan pola pertama ini berhenti pada epoch ketiga di mana target (-1, -1, -1, -1, 1) telah
sesuai dengan f(net) adalah -1, -1, -1, -1, 1 meskipun jika nilai pada alfa telah dirubah dari 0,2 sampai dengan
1. Namun nilai net akan berubah ketika nilai masukan alfa dirubah dari 0,2 sampai dengan 1. Untuk hasil
program bias dilihat pada gambar 15 dan 16.
Gambar 15. Pola Huruf Me Ditemukan
Gambar 16. Jumlah Epoch Huruf Mo dalam Program
K. Analisis Excel dan Program
Hasil pengenalan pola pulau-pulau besar di Indonesia, berdasarkan perhitungan baik secara manual
menggunakan program excel ataupun implementasi pada program VB dalam Jaringan Saraf Tiruan (JST)
model jaringan perceptron, didapatkan hasil yang sama dalam pengenalan pola, tabulasi data hasil
ditunjukkan pada Tabel 2 dan Tabel 3 berikut.







Huruf Ma Nilai (w) = 0
Nilai (α) = 1
Nilai (θ) = 0
Nilai (w) = 0
Nilai (α) = 1
Nilai (θ) = 0
Huruf Mi Nilai (w) = 0
Nilai (α) = 1
Nilai (w) = 0
Nilai (α) = 1
JITIKA ISSN: 0852-730X
54
Nilai (θ) = 0 Nilai (θ) = 0
Huruf Mu Nilai (w) = 0
Nilai (α) = 1
Nilai (θ) = 0
Nilai (w) = 0
Nilai (α) = 1
Nilai (θ) = 0
Huruf Me Nilai (w) = 0
Nilai (α) = 1
Nilai (θ) = 0
Nilai (w) = 0
Nilai (α) = 1
Nilai (θ) = 0
Huruf Mo Nilai (w) = 0
Nilai (α) = 1
Nilai (θ) = 0
Nilai (w) = 0
Nilai (α) = 1
Nilai (θ) = 0












Huruf Ma 2 2 0
Huruf Mi 2 2 0
Huruf Mu 2 2 0
Huruf Me 3 3 0
Huruf Mo 3 3 0
Berdasarkan Tabel 2 dan Tabel 3 dapat dijelaskan bahwa pada pengenalan pola huruf hiragana ma, mi,
mu, me dan mo didapatkan hasil yang sama antara perhitungan manual menggunakan excel dan implementasi
pada program VB dengan selisih 0, sehingga dapat disimpulkan bahwa terjadi keakurasian antara keduanya.









































































0,5 -90,5 0,5 88,5
JITIKA ISSN: 0852-730X
55
Berdasarkan Tabel 4 dapat dijelaskan bahwa pada pengenalan pola huruf hiragana ma, mi, mu, me dan
mo didapatkan hasil yang sama antara net yang berbeda-beda ketika nilai alfa dirubah. Namun untuk jumlah
epochnya memiliki selisih 0 yang berarti ketika nilai alfa dirubah tidak akan mempengaruhi jumlah epoch
untuk tiap-tiap pola huruf.
4. KESIMPULAN DAN SARAN
Penggunaan Jaringan Saraf Tiruan (JST) dengan model jaringan perceptron dapat digunakan untuk
penentuan pengenalan pola karakter, simbol dan lain sebagainya, termasuk pola pulau-pulau besar di Indonesia.
Penentuan pengenalan pola tersebut berdasarkan 5 inputan yang harus dimasukkan yaitu nilai bobot (w) = 0,
nilai alpha (α) = 1, dan nilai threshold (θ) = 0 untuk analisis pertama. Sedangkan untuk analisis kedua
menggunakan  nilai nilai bobot (w) = 0,  nilai alpha (α) = 0,25, 0,5, 0,75, dan 1, dan nilai threshold (θ) = 0
Kesimpulan dari hasil pengenalan pola huruf hiragana dari kedua tipe analisis yaitu yang pertama
menggunakan program dan excel mendapatkan hasil yang sama untuk jumlah epochnya. Sedangkan untuk
analisis kedua yaitu dengan mengganti nilai alfa juga mendapatkan hasil epoch yang sama, Saran untuk
penelitian atau pengembangan selanjutnya yaitu mengembangkan program dengan fungsi lebih banyak dengan
menggunakan metode perceptron.
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