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In this paper we study the problem
⎧⎨
⎩
−u = |x|αupα− in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(0.1)
where pα = N+2+2αN−2 , Ω is a smooth bounded domain of RN ,
0 ∈ Ω , N  3 and α ∈ (0,1]. We show that, for  small enough,
there exists at least one solution concentrating at x = 0.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
A classical problem in nonlinear analysis concerns the study of positive solutions of the problem
{−u = f (x,u) in Ω,
u = 0 on ∂Ω (1.1)
where Ω is a bounded smooth domain of RN , N  3 and f (x, s) is a smooth nonlinearity which is
superlinear at inﬁnity, i.e.
lim
s→+∞
f (x, s)
sp
= +∞ uniformly with respect to x ∈ Ω, for some p > 1.
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classical results claim that if 1 < p < N+2N−2 (the subcritical case) then a solution to (1.1) always exists.
On the other hand, if p  N+2N−2 (the supercritical case) and the domain Ω is starshaped with respect to
some point, the Pohozaev identity [11] implies that there is no solution to (1.1).
The literature on these topics is very wide and is almost impossible to provide a complete list
of references. As an example, for the supercritical case, we recall the papers [2–4,6,9,1,12] and the
references therein.
In this paper we want to study the effect of the x variable in f (x,u) on the existence of solution
to (1.1) in the supercritical case. We will exhibit our results just as f (x, s) = |x|αsp with α > 0 and
p > 1, but analogous results can be obtained for more general functions with the same behavior.
If Ω = B1 is the unit ball of RN , the problem{−u = |x|αup in Ω,
u = 0 on ∂Ω (1.2)
is known as Henon’s problem, which received a lot of interest in recent years. A fundamental existence
result of solutions to (1.2) is the following
Theorem 1.1. (See W.M. Ni [10].) The elliptic boundary value problem (1.2) possesses a positive radial solution
provided p ∈ (1, N+2+2αN−2 ).
The previous theorem is based on a compactness lemma for radial function proved in [10].
Of course, if Ω has no spherical symmetries, no compactness result is available and the existence
of a solution for p in the full range (1, N+2+2αN−2 ) is an open problem.
On the other hand, using the Pohozaev identity [11], we have that for p  N+2+2αN−2 there is no
solution to (1.2) in star-shaped domains with respect to the origin.
Denote pα = N+2+2αN−2 . Then, if p = pα , problem (1.2) is scaling invariant. This allows us to associate
with (1.2) the following limit problem{−u = |x|αupα in RN ,
u > 0 on RN .
(1.3)
Smooth radial solutions of (1.3) are completely classiﬁed [5] and are given by
U (x) = Uλ
(|x|)= λ N−22
(1+ λ2+αD|x|2+α) N−22+α
, (1.4)
for some positive constant D = D(α,N).
According to the notations introduced in problems involving the classical Sobolev exponent, we
call the function U in (1.4) the bubble of order α.
The previous remarks and Ni’s result stress some analogies between the problem (1.2) with α > 0
and the “classical” one with α = 0. For these reasons we speak about the second critical Sobolev expo-
nent related to (1.2) as the number
pα = N + 2+ 2α
N − 2 .
Our project is to investigate the problem (1.2) in the subcritical range (1, pα). In this paper we start
by considering the “perturbed critical problem” (1.2) given by⎧⎨
⎩
−u = C(α)|x|αupα− in Ω,
u > 0 in Ω, (1.5)u = 0 on ∂Ω,
2618 F. Gladiali, M. Grossi / J. Differential Equations 253 (2012) 2616–2645with 0 ∈ Ω and C(α) = (N + α)(N − 2). When α = 0 this problem was studied by Han and Rey (see
[8] and [13]) by looking for solutions “close” to a suitable scaling of the classical bubble U . Our main
result is the following
Theorem 1.2. Let 0 < α  1. Then, for  small enough, there exists a solution u to (1.5) satisfying
∥∥u − PΩUλ (|x|)∥∥∗ → 0 (1.6)
where PΩUλ and ‖ ‖∗ are deﬁned in (3.1) and (4.4) respectively, and λ ∼ −
1
N−2 .
From the proof of Theorem 1.2 we derive the more precise estimate
∥∥u − PΩUλ (|x|)∥∥∗ = O ( +  pα2 ).
The condition 0< α  1 is technical and can be surely improved, as we explain below.
A crucial step in the proof of Theorem 1.2 is the study of the bounded solutions of the linearized
problem associated to the bubble of order α, i.e.
−V = C(α)pα |x|αU pα−11 V in RN . (1.7)
If α = 0 all the solutions of (1.7) are known. The case α > 0 was not studied and it seems to be more
complicated. Actually, we derived a complete characterization of the solutions to (1.7) under the addi-
tional assumption α  1. We think that this assumption is not necessary but related to the technique
of the proof (see Remark 2.5). Throughout the rest of the paper we do not use this assumption and,
for this reason, we conjecture that Theorem 1.2 holds for any positive α.
In view of the results obtained in the study of the linearized operator (see Section 2), we con-
jecture that the Morse index of the solution u that we get in Theorem 1.2 is exactly N + 1. This
contrasts with the case α = 0, where the Robin function plays a key role in the computation of the
Morse index, see [7].
The proof of Theorem 1.2 is based on the Liapounov–Schmidt ﬁnite dimensional reduction. More
precisely, we look for solutions to (1.5) as
PΩUλ
(|x|)+ Φ (1.8)
where PUλ is the projection of the bubble of order α on the space H10(Ω), λ is a “large” parameter
and Φ is a lower order term which is “small” in a suitable weighted space.
The choice of the space is an important point in the proof of our result. Indeed, since the exponent
pα is greater than N+2N−2 for α > 0 and  small enough, the standard Sobolev space H
1
0(Ω) does not
seem to be a good choice. For this reason we use some L∞-weighted spaces introduced by Wang and
Wei in [17] (see also [18] or [2]).
Theorem 1.2 provides the asymptotic behavior of the solution u as  → 0. In particular, it shows
that the point where u achieves its maximum converges at the origin.
The choice of x = 0 as concentration point is in some way necessary. Indeed, in Proposition 6.1 we
prove that, under suitable assumption, solutions concentrating far away from the origin do not exist.
Finally, we observe that, in parallel to the result of O. Rey in [14], the same existence result should
be true for Brezis–Nirenberg type problems.
The outline of the paper is as follows. In Section 2 we study the limiting problem and under
the assumption α  1 we solve the linearized equation. In Section 3 we collect and prove some
preliminary estimates. In Section 4 we perform the ﬁnite dimensional reduction of problem (1.5)
while in Section 5 we prove Theorem 1.2. Finally in Section 6 we prove Proposition 6.1.
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In this section we deal with the problem
⎧⎪⎨
⎪⎩
−U = C(α)|x|αU pα in RN ,
U  0 in RN ,
U ∈ D1,2(RN)
(2.1)
where N  3, α > 0, pα = N+2+2αN−2 , C(α) = (N + α)(N − 2) and D1,2(RN ) = {u ∈ L2
∗
(RN ) such that
|∇u| ∈ L2(RN )} and 2∗ = 2NN−2 .
Let us recall the following result
Theorem 2.1. (See B. Gidas, J. Spruck [5].) All radial solutions of the problem (2.1) are given by
Uλ(x) = λ
N−2
2
(1+ λ2+α|x|2+α) N−22+α
(2.2)
with λ > 0.
Let us denote
U = U1(x) = 1
(1+ |x|2+α) N−22+α
. (2.3)
We are interested in solving the linearized equation at U , i.e.
{−V = C(α)pα |x|αU pα−1V in RN ,
V ∈ D1,2(RN). (2.4)
We will prove the following
Theorem 2.2. Let 0 < α  1. Then the function
Z(x) = 1− |x|
2+α
(1+ |x|2+α) N+α2+α
(2.5)
is the unique, up to a constant, solution of (2.4).
Instead of dealing directly with Eq. (2.4) we consider the associated eigenvalues problem⎧⎪⎨
⎪⎩
−V = ΛC(α)pα |x|
α
(1+ |x|2+α)2 V in R
N ,
V ∈ D1,2(RN) (2.6)
where Λ is a real number. Set H(x) = C(α)pα |x|α(1+|x|2+α)2 and L2H (RN ) = {v such that∫
RN
H(x)v2(x)dx < +∞}. Since the embedding D1,2(RN ) ↪→ L2H (RN ) is compact the spectrum of
the operator −H(x) is a sequence of eigenvalues Λn , n ∈ N, which accumulate at +∞. The proof of
Theorem 2.2 follows directly from the following
2620 F. Gladiali, M. Grossi / J. Differential Equations 253 (2012) 2616–2645Lemma 2.3. Let 0 < α  1 and Λi , i  1, denote the eigenvalues of (2.6) given in increasing order and let
α  1. Then,
i) Λ1 = 1pα < 1 is simple with eigenfunction U .
ii) The second eigenvalue is Λ2 < 1 and the corresponding eigenspace has dimension N.
iii) Λ3 = 1 is simple with eigenfunction Z as deﬁned in (2.5).
Proof. Since the problem (2.6) has radial symmetry, we look for solutions of the type
V (r, θ) =
∑
k
ψk(r)Yk(θ)
where
ψk(r) =
∫
SN−1
V (r, θ)Yk(θ)dθ
and Yk(θ) denotes the k-th spherical harmonic function, i.e. it satisﬁes
−SN−1Yk(θ) = μkYk(θ) (2.7)
where SN−1 is the Laplace–Beltrami operator on the (N − 1)-dimensional sphere SN−1, and μk is
the k-th eigenvalue of −SN−1 , so that μk = k(N + k − 2).
It is standard that μ0 = 0 and the corresponding eigenfunction of (2.7) is the constant function.
The second eigenvalue μ1 = N − 1 and the corresponding eigenfunctions are xi|x| , i = 1, . . . ,N .
The function V is a solution of (2.6) if and only if ψk(r) satisﬁes
⎧⎨
⎩−ψ
′′
k (r) −
N − 1
r
ψ ′k(r) +
μk
r2
ψk(r) = ΛC(α)pα r
α
(1+ r2+α)2 ψk(r) in [0,+∞),
ψ ′k(0) = 0, ψk(r) ∈ E
(2.8)
where E = {ψ ∈ C1[0,+∞) such that ∫ +∞0 rN−1|ψ ′(r)|2 dr < +∞}. Indeed if ψk is a solution of (2.8)
corresponding to some Λk , for some k  0, then the function ψk(r) Yk(θ) is a solution of (2.6) corre-
sponding to the same Λk and vice-versa. Problem (2.8) is a Sturm–Liouville eigenvalues problem and
so, for any k  0, it has a sequence of eigenvalues Λi,k , i ∈N, which are simple. Moreover the eigen-
function corresponding to Λi,k has exactly i zeros (see for example [16]). In the sequel we will write
Λi,k and ψi,k to denote the eigenvalues and eigenfunctions respectively of (2.8) related to some k.
We consider ﬁrst the radial mode k = 0, namely μk = 0. The ﬁrst eigenvalue of (2.8) corresponding
to this case is Λ1,0 = 1pα < 1 and U (r) = U (|x|) is the ﬁrst eigenfunction. This proves i).
The second eigenvalue of (2.8), related to k = 0, is Λ2,0 = 0 and the second eigenfunction is given
by
Z˜(r) := r ∂U
∂r
+ N − 2
2
U = N − 2
2
1− r2+α
(1+ r2+α) N+α2+α
.
Now we consider the case k = 1 and μ1 = N − 1. Let
Λ1,1 = inf
ψ∈E
∫ +∞
0 r
N−1(ψ ′)2 dr + (N − 1)∫ +∞0 rN−3ψ2 dr
C(α)pα
∫ +∞
0
rα
2+α 2 ψ2 dr
. (2.9)
(1+r )
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∂r . The function W (r) satisﬁes
−W ′′ − N − 1
r
W ′ + N − 1
r2
W = C(α)pα r
α
(1+ r2+α)2 W + C(α)αr
α−1U pα (2.10)
in (0,+∞). Inserting the function W into (2.9) and using (2.10) we get
Λ1,1 
∫ +∞
0 r
N−1(W ′)2 dr + (N − 1)∫ +∞0 rN−3W 2 dr
C(α)pα
∫ +∞
0
rN+α−1
(1+r2+α)2 W
2 dr
=
pα
∫ +∞
0
rN+α−1
(1+r2+α)2 W
2 dr + α ∫ +∞0 rN+α−2U pαW dr
pα
∫ +∞
0
rN+α−1
(1+r2+α)2 W
2 dr
= 1+ α
∫ +∞
0 r
N+α−2U pαW dr
pα
∫ +∞
0
rN+α−1
(1+r2+α)2 W
2 dr
< 1
since
W = −(N − 2) r
1+α
(1+ r2+α) N+α2+α
< 0
in (0,+∞). This implies that the ﬁrst eigenvalue Λ1,1 of (2.8) corresponding to k = 1 is less than 1
and then that Λ2 < 1, where Λ2 is the second eigenvalue of (2.6). Indeed if ψ1,1 is the ﬁrst eigen-
function related to Λ1,1 then ψ1,1(|x|) xi|x| is an eigenfunction of (2.6) related to the eigenvalue Λ1,1
orthogonal to V1 = U . This proves ii).
For what concerns the second eigenvalue Λ2,1 corresponding to k = 1, we have that the eigenfunc-
tion ψ2,1 changes sign once in (0,+∞) so that ψ2,1(|x|) xi|x| changes sign at least four times in RN .
We want to use Courant’s Nodal Theorem to show that the third eigenvalue of (2.6) cannot
be related to an eigenvalue Λi,k with k 
= 0. This implies that Λ3 = Λ2,0 = 1 and the lemma is
proved.
We restrict ourselves to study problem (2.6) in the space X of functions which are O (N − 1)-
invariant. By a result of Smoller and Wasserman, see [15], we have that, for any k, the eigenspace of
−SN−1 related to μk , in X , is one dimensional.
In this way the ﬁrst eigenvalue Λ1,1 of (2.8) related to k = 1 gives the second eigenvalue Λ2
of (2.6) and the corresponding eigenspace is one-dimensional in X .
Now we look at the third eigenvalue and the third eigenfunction of (2.6). As said before it is related
to an eigenvalue and to an eigenfunction of (2.8). It cannot be related to the second eigenvalue Λ2,1,
because the eigenfunction ψ2,1(|x|)Y1(θ) has four nodal domains and this contradicts Courant’s Nodal
Theorem.
We will show that Λ3 cannot be related to an eigenvalue Λi,k , with k 2. Indeed the ﬁrst eigen-
value Λ1,k of (2.8) related to some k is increasing in k, so showing that Λ1,2 > 1 implies Λi,k > 1 for
any i  1 and for any k 2.
Let Λ1,2 be the ﬁrst eigenvalue of (2.8) related to k = 2 and let ψ1,2 be an associated ﬁrst eigen-
function, so that
⎧⎪⎨
⎪⎩
−(rN−1(ψ1,2)′)′ + 2NrN−3ψ1,2 = Λ1,2C(α)pα rN+α−1
(1+ r2+α)2 ψ1,2 in (0,+∞),
(ψ1,2)
′(0) = 0, ψ1,2 ∈ E .
(2.11)
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∂r ,⎧⎨
⎩−
(
rN−1W ′
)′ + (N − 1)rN−3W = C(α)pα rN+α−1
(1+ r2+α)2 W − α(N + α)
rN−3
(1+ r2+α)W ,
W (0) = 0.
(2.12)
Since limr→+∞ rN−1W (r) = 2 − N and limr→+∞ rN−1W ′(r) = 0, multiplying (2.11) by W and inte-
grating on (0,+∞) we have
+∞∫
0
rN−1W ′ψ ′1,2 dr + 2N
+∞∫
0
rN−3Wψ1,2 dr = Λ1,2C(α)pα
+∞∫
0
rN+α−1
(1+ r2+α)2 Wψ1,2 dr.
(2.13)
Multiplying (2.12) by ψ1,2 and integrating on (0,+∞) then we get
+∞∫
0
rN−1W ′ψ ′1,2 dr + (N − 1)
+∞∫
0
rN−3Wψ1,2 dr
= Λ1,2C(α)pα
+∞∫
0
rN+α−1
(1+ r2+α)2 Wψ1,2 dr − α(N + α)
+∞∫
0
rN−3
1+ r2+α Wψ1,2 dr. (2.14)
Subtracting (2.14) from (2.13) then we obtain
(Λ1,2 − 1)C(α)pα
+∞∫
0
rN+α−1
(1+ r2+α)2 (−W )ψ1,2 dr
=
+∞∫
0
rN−3(−W )ψ1,2
(
N + 1− α(N + α) 1
1+ r2+α
)
dr
(
using that
α(N + α)
1+ r2+α 
N + 1
1+ r2+α < N + 1
)
>
+∞∫
0
rN−3(−W )ψ1,2
(
N + 1− (N + 1))dr = 0 (2.15)
so that Λ1,2 > 1. This implies that Λ3 = 1 and this proves iii). 
Corollary 2.4. Let 0 < α  1. The Morse index of U is N + 1.
The proof follows from the previous lemma.
Remark 2.5. The condition α  1 is technical and comes from the proof of the nondegeneracy of
the linearized operator. It is used to prove (2.15). Numerical evidence shows that the nondegeneracy
should hold without this hypothesis.
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Some of the estimates of this section can be proved using the same argument as in [13], we refer
to this paper for details.
Let Uλ be a bubble of order α as in (2.2) and PΩUλ the projection of Uλ on H10(Ω) which satisﬁes{−PΩUλ = C(α)|x|αU pαλ in Ω,
PΩUλ = 0 on ∂Ω.
(3.1)
Denote by G(x, y) the Green function of − in Ω and by H(x, y) its regular part, so that
H(x, y) := 1
ωN(N − 2)|x− y|N−2 − G(x, y) (3.2)
where ωN is the area of the unit sphere in RN . Then we have
Proposition 3.1. Let Ω be a bounded smooth domain of RN , N  3, such that 0 ∈ Ω . Let Rλ = PΩUλ − Uλ .
Then
a) − Uλ  Rλ  0, 0 < PΩUλ  Uλ, (3.3)
b) Rλ(x) = −ωN(N − 2)
λ
N−2
2
H(x,0) + fλ(x) (3.4)
where fλ satisﬁes fλ = O (λ− N+2+2α2 ) and ∂ fλ∂λ = O (λ−
N+4+2α
2 ).
Proof. The proof follows as in [14], Proposition 1. 
Lemma 3.2. Let z˜λ(x) = λ− N−22 PΩUλ( xλ ). Then z˜λ → U (x) uniformly on the compact sets of RN .
Proof. The proof is standard. 
Let Vλ be the projection of
∂Uλ
∂λ
into H10(Ω), i.e.,⎧⎨
⎩−Vλ = pαC(α)|x|
αU pα−1λ
∂Uλ
∂λ
in Ω,
Vλ = 0 on ∂Ω
(3.5)
where
∂Uλ
∂λ
= N − 2
2
λ
N−4
2
1− λ2+α|x|2+α
(1+ λ2+α|x|2+α) N+α2+α
. (3.6)
We have the following
Lemma 3.3. Let Ω be a bounded smooth domain of RN , N  3, and let Vλ be as deﬁned before. Then
Vλ(x) = ∂Uλ
∂λ
+ (N − 2)
2
2
ωN
1
N H(x,0) + Nλ(x) in Ω (3.7)λ 2
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|Vλ| c
λ
PΩUλ in Ω (3.8)
with c = N + 2+ 2α.
Proof. The proof of (3.7) follows from Proposition 3.1, since Vλ = PΩ( ∂Uλ∂λ ) = ∂ PΩUλ∂λ . To prove (3.8)
we use the Maximum Principle applied to the functions Vλ and PΩUλ that satisfy (3.5) and (3.1).
Then we have
−
(
Vλ − c1
λ
PΩUλ
)
= C(α)|x|αU pα−1λ
(
pα
∂Uλ
∂λ
− c1
λ
Uλ
)
= C(α)|x|
αλ
N−4
2
(1+ λ2+α|x|2+α) N+α2+α
(
N + 2+ 2α
2
− c1
−
(
N + 2+ 2α
2
+ c1
)
λ2+α|x|2+α
)
< 0
in Ω , if N+2+2α2 < c1.
Since Vλ − c1λ PΩUλ = 0 on ∂Ω we get Vλ − c1λ PΩUλ  0 in Ω if N+2+2α2 < c1.
In the same way one can prove that
−
(
Vλ + c2
λ
PΩUλ
)
= C(α)|x|αU pα−1λ
(
pα
∂Uλ
∂λ
− c2
λ
Uλ
)
= C(α)|x|
αλ
N−4
2
(1+ λ2+α|x|2+α) N+α2+α
(
N + 2+ 2α
2
+ c2
+
(
c2 − N + 2+ 2α
2
)
λ2+α|x|2+α
)
> 0
in Ω , if N+2+2α2 < c2. Again the Maximum Principle implies that Vλ + c2λ PΩUλ  0 in Ω if c2 >
N+2+2α
2 . The claim follows. 
Remark 3.4. From (3.8) we also have that
|Vλ| c
λ
Uλ in Ω. (3.9)
Lemma 3.5.We have, for any t ∈R and q > 1,
∣∣[(1+ t)+]q − 1− qt∣∣ {C min{|t|q, |t|2} if 1 < q 2,
C(|t|2 + |t|q) if q > 2 (3.10)
where (1+ t)+ = max{1+ t,0}. Moreover, we have for any t ∈R and 1 < q 2
∣∣[(1+ t)+]q−1 − 1∣∣ C |t|q−1. (3.11)
Proof. The proof is elementary. 
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∣∣(PΩUλ)pα− − (PΩUλ)pα ∣∣ CU pα−θxλ | logλ|, (3.12)∣∣(pα − )(PΩUλ)pα−−1 − pα(PΩUλ)pα−1∣∣ CU pα−1−θxλ | logλ|, (3.13)∣∣(Uλ + Rλ)pα − U pαλ ∣∣ CU pα−1λ |Rλ| (3.14)
for some θx ∈ [0,1].
Proof. The proof easily follows using the Mean Value Theorem and estimate (3.3). 
Lemma 3.7. Let U be as in (2.3) and Z be as in (2.5). It holds
∫
RN
|z|αU pα Z dx = 0, (3.15)
∫
RN
|z|α(1− |z|2+α)
(1+ |z|2+α) 2N+2+3α2+α
log
(
1+ |z|2+α)dz = A(α) < 0, (3.16)
∫
RN
|z|α(1− |z|2+α)
(1+ |z|2+α) N+4+3α2+α
dz = B(α) < 0. (3.17)
Proof. We have
∫
RN
|z|α(1− |z|2+α)
(1+ |z|2+α) 2N+2+3α2+α
dz (in polar coordinates)
= ωN
[ 1∫
0
ρN+α−1(1− ρ2+α)
(1+ ρ2+α) 2N+2+3α2+α
dρ +
+∞∫
1
ρN+α−1(1− ρ2+α)
(1+ ρ2+α) 2N+2+3α2+α
dρ
]
(
setting ρ = 1
t
in the second integral
)
= ωN
[ 1∫
0
ρN+α−1(1− ρ2+α)
(1+ ρ2+α) 2N+2+3α2+α
dρ +
1∫
0
tN+α−1 (t
2+α − 1)
(1+ t2+α) 2N+2+3α2+α
dt
]
= 0
and (3.15) follows. Now
∫
RN
|z|α(1− |z|2+α)
(1+ |z|2+α) 2N+2+3α2+α
log
(
1+ |z|2+α)dz (arguing as before)
= ωN(2+ α)
1∫
tN+α−1 (1− t
2+α)
(1+ t2+α) 2N+2+3α2+α
log t dt = A(α) < 0.
0
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∫
RN
|z|α(1− |z|2+α)
(1+ |z|2+α) N+4+3α2+α
dz = ωN
1∫
0
tα+1 (1− t
2+α)
(1+ t2+α) N+4+3α2+α
(
tN−2 − 1)dt = B(α) < 0. 
We end this section reporting a decay result part of which is exactly Lemma B.2 in [18]. We state
it in the way which is more useful to our computation and we report a proof for completeness.
Lemma 3.8. For any α > 0 and η > 1 we have
∫
RN
|y|α
|x− y|N−2
1
(1+ |y|2+α)η dy 
⎧⎪⎪⎨
⎪⎪⎩
C
(1+|x|)(2+α)(η−1) if N + α − η(2+ α) > 0,
C
(1+|x|)N−2 log |x| if N + α − η(2+ α) = 0,
C
(1+|x|)N−2 if N + α − η(2+ α) < 0.
(3.18)
Proof. Let W (x) be the integral function deﬁned in the left-hand side of (3.18). Since the function
y → |y|α|x−y|N−2 1(1+|y|2+α)η is integrable then W (x) is the unique solution of −W = |y|
α
(1+|y|2+α)η in R
N .
In radial coordinates we have −(rN−1W ′)′ = rN−1+α
(1+r2+α)η , so that W
′(r) < 0 for any r > 0. Integrating we
get
−rN−1W ′(r) =
r∫
0
sN−1+α
(1+ s2+α)η ds
⎧⎨
⎩
CrN+α−η(2+α) if N + α − η(2+ α) > 0,
C log r + C if N + α − η(2+ α) = 0,
C if N + α − η(2+ α) < 0.
(3.19)
The last case follows since N +α −η(2+α) < 0 implies sN−1+α
(1+s2+α)η < C
1
(1+s)β where β = η(2+α)−
N + 1− α > 1, and then ∫ r0 sN−1+α(1+s2+α)η ds C(1+ r)1−β − C . From (3.19) the claim follows easily. 
Reasoning in the same way we get
Corollary 3.9. For any α > 0 and η > 1 we have
∫
RN
1
|x− y|N−2
1
(1+ |y|2+α)η dy 
⎧⎪⎪⎨
⎪⎪⎩
C
(1+|x|)(2+α)η−2 if N − η(2+ α) > 0,
C
(1+|x|)N−2 log |x| if N − η(2+ α) = 0,
C
(1+|x|)N−2 if N − η(2+ α) < 0.
(3.20)
4. The ﬁnite-dimensional reduction
We are looking for solutions of (1.5) of the type
u,λ = PΩUλ + Φ,λ (4.1)
where PΩUλ was deﬁned in (3.1) and Φ,λ is a lower order term. The function u,λ is a solution
of (1.5) if and only if Φ,λ solves
PΩUλ + Φ,λ =
(−−1)[C(α)|x|α[(PΩUλ + Φ,λ)+]pα−] in Ω. (4.2)
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actually a solution of (1.5). The ﬁrst step is to show that the linearized operator Lλ : H10(Ω) → L2(Ω),
Lλ := − − pαC(α)|x|α(PΩUλ)pα−1 I (4.3)
is invertible in a suitable space if λ is large enough. To this end let, as in [18],
‖Φ‖∗ = sup
y∈Ω
(
1+ λ2+α|y|2+α) N−22(2+α) λ− N−22 ∣∣Φ(y)∣∣ (4.4)
and
‖ξ‖∗∗ = sup
y∈Ω
(
1+ λ2+α|y|2+α) N+22(2+α) λ− N+22 ∣∣ξ(y)∣∣. (4.5)
Consider the problem,
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
LλΦ = ξ in Ω,
Φ = 0 on ∂Ω,∫
Ω
∇Φ · ∇Vλ dx = 0
(4.6)
where Vλ was deﬁned in (3.5).
In the rest of the section, we use Theorem 2.2 and then we need 0 < α  1. We stress that the
assumption α  1 will not be used anymore.
We can prove the following
Lemma 4.1. Let λn be a sequence such that λn → +∞ as n → +∞ and let Φn be a solution of (4.6) for ξ = ξn
and λ = λn. If ‖ξn‖∗∗ → 0 then ‖Φn‖∗ → 0.
Proof. Suppose, by contradiction, that there exist sequences λn → +∞, ξn such that ‖ξn‖∗∗ → 0 and
Φn solutions of (4.6) corresponding to ξ = ξn and λ = λn such that ‖Φn‖∗  c > 0 as n → +∞. We
can assume ‖Φn‖∗ = 1. We divide the proof in two steps.
Step 1. We will prove that there exist R > 0 and a > 0, independent on n, such that
∥∥λ− N−22n ∣∣Φn(x)∣∣∥∥L∞(B R
λn
(0))  a > 0. (4.7)
Using (4.6) and the Green formula we have
∣∣Φn(x)∣∣ C
∫
Ω
G(x, y)|y|αU pα−1n
∣∣Φn(y)∣∣dy + C2
∫
Ω
G(x, y)
∣∣ξn(y)∣∣dy = A1 + A2 (4.8)
where Un = Uλn . Then, letting Ωn := λnΩ , we have
A1  C
∫ |y|α
|x− y|N−2
λ2+αn
(1+ λ2+αn |y|2+α)2
∣∣Φn(y)∣∣dyΩ
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∫
Ω
|y|α
|x− y|N−2
λ
N+2+2α
2
n
(1+ λ2+αn |y|2+α)
N+6+4α
2(2+α)
dy
 C‖Φn‖∗λ
N−2
2
n
∫
Ωn
|z|α
|λnx− z|N−2
1
(1+ |z|2+α) N+6+4α2(2+α)
dz.
Using Lemma 3.8 we have
A1  C‖Φn‖∗λ
N−2
2
n
1
(1+ λn|x|)β1 (4.9)
where β1 = min{ N+2+2α2 ,N − 2} (this is the case N+2+2α2 
= N − 2, but the same proof holds if
N+2+2α
2 = N − 2). Reasoning in the same way, and using Corollary 3.9 we have
A2  C
∫
Ω
|ξn(y)|
|x− y|N−2 dy
 C‖ξn‖∗∗
∫
Ω
1
|x− y|N−2
λ
N+2
2
n
(1+ λ2+αn |y|2+α)
N+2
2(2+α)
dy
 C‖ξn‖∗∗λ
N−2
2
n
∫
Ωn
1
|λnx− z|N−2
1
(1+ |z|2+α) N+22(2+α)
dz
 C‖ξn‖∗∗λ
N−2
2
n
1
(1+ λn|x|) N−22
. (4.10)
Using (4.8), (4.9) and (4.10) then we get
λ
− N−22
n
(
1+ λ2+αn |x|2+α
) N−2
2(2+α) ∣∣Φn(x)∣∣
 C‖Φn‖∗ (1+ λ
2+α
n |x|2+α)
N−2
2(2+α)
(1+ λn|x|)β1 + C‖ξn‖∗∗
(1+ λ2+αn |x|2+α)
N−2
2(2+α)
(1+ λn|x|) N−22
 C
( ‖Φn‖∗
(1+ λn|x|)β1− N−22
+ ‖ξn‖∗∗
)
(4.11)
and β1 − N−22 > 0. Since ‖Φn‖∗ = 1, let us denote by yn ∈ Ω the points where
1 = (1+ λ2+α|yn|2+α) N−22(2+α) λ− N−22 ∣∣Φ(yn)∣∣.
By (4.11) we get
1 C
(
1
(1+ λn|yn|)β1− N−22
+ ‖ξn‖∗∗
)
(4.12)
and since ‖ξn‖∗∗ → 0 we get that λn|yn| is uniformly bounded. Then, for some positive R , we have
that yn ∈ B R (0) and by deﬁnition of ‖Φn‖∗ we deduceλn
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y∈B R
λn
(0)
(
1+ λ2+α|y|2+α) N−22(2+α) λ− N−22 ∣∣Φ(y)∣∣

(
1+ R2+α) N−22(2+α) ∥∥λ− N−22n ∣∣Φn(x)∣∣∥∥L∞(B R
λn
(0)) (4.13)
which gives the claim.
Step 2. Here we prove that a contradiction arises.
Let Φ˜n(y) = λ−
N−2
2
n Φn(
y
λn
) and z˜n := z˜λn with z˜λ as deﬁned in Lemma 3.2. So we get
−Φ˜n = C(α)pα |y|α z˜pα−1n Φ˜n + λ−
N+2
2
n ξn
(
y
λn
)
in Ωn. (4.14)
Since ‖Φn‖∗ = 1 and ‖ξn‖∗ = o(1), it follows that
∣∣Φ˜n(y)∣∣=
∣∣∣∣λ− N−22n Φn
(
y
λn
)∣∣∣∣ 1
(1+ |y|2+α) N−22(2+α)
 1 (4.15)
and
∣∣∣∣λ− N+22n ξn
(
y
λn
)∣∣∣∣= o(1)
(1+ |y|2+α) N+22(2+α)
= o(1).
Then the last term in (4.14) converges uniformly at zero on compact sets of RN . The elliptic theory
implies that Φ˜n is equicontinuous on every compact subset of RN , hence, by Ascoli–Arzela theorem,
there exists a subsequence such that Φ˜n → Φ˜ uniformly on every compact set. We can pass into the
limit into Eq. (4.14) so that Φ˜ satisﬁes
−Φ˜ = C(α)pα |y|αU pα−1Φ˜ in RN (4.16)
and (4.7) implies that
‖Φ˜n‖L∞(BR (0))  a > 0
so that Φ˜ 
= 0. Moreover (4.15) implies that also Φ˜ is bounded in all RN . Using Green’s representation
formula we have
Φ˜(x) = C(α)pα
∫
RN
|y|α
|x− y|N−2
1
(1+ |y|2+α)2 Φ˜(y)dy. (4.17)
Then (4.15) and Lemma 3.8 imply
∣∣Φ˜(x)∣∣ C ∫
RN
|y|α
|x− y|N−2
1
(1+ |y|2+α)2 dy

{ C
(1+|x|)γ1 if 2+ α 
= N − 2,
C
N−2 log |x| if 2+ α = N − 2
(4.18)(1+|x|)
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= N − 2. We observe
that the case 2+ α = N − 2 can be handled exactly in the same way and it provides the same decay
for Φ˜ (see (4.20)).
If γ1 = N − 2 we are done, otherwise from (4.17) and (4.18) we have, using Lemma 3.8 again,
∣∣Φ˜(x)∣∣ C ∫
RN
|y|α
|x− y|N−2
1
(1+ |y|2+α)3 dy

{ C
(1+|x|)γ2 if 2(2+ α) 
= N − 2,
C
(1+|x|)N−2 log |x| if 2(2+ α) = N − 2
(4.19)
where γ2 = min{2(2+α),N −2}. Again, we can consider only the case 2(2+α) 
= N −2. If γ2 = N −2
we are done, otherwise we repeat again the procedure and after a ﬁnite number of steps we get
∣∣Φ˜(x)∣∣ C
(1+ |x|)N−2 . (4.20)
From (4.17) we have
∣∣∇Φ˜(x)∣∣ C ∫
RN
|y|α
|x− y|N−1
1
(1+ |y|2+α) N+2+2αN−2
dy  C
(1+ |x|)N−1 . (4.21)
Finally (4.21) implies that Φ˜ ∈ D1,2(RN ) so that it is a solution of (2.4). From (4.6) we have that Φn
is orthogonal to Vn := Vλn in H10(Ω). Then, from (3.6) we have
0 =
∫
Ω
∇Φn · ∇Vn dx = C(α)pα
∫
Ω
|x|αU pα−1n ∂Un
∂λn
Φn dx
= C(α)pα N − 2
2
λ−1n
∫
Ωn
|y|α 1− |y|
2+α
(1+ |y|2+α) N+α2+α +2
Φ˜n(y)dy.
Since, from (4.15), |Φ˜n| 1, in Ωn , we can pass to the limit and we get
0 =
∫
RN
|y|αU pα−1 Z(y)Φ˜(y)dy.
This gives a contradiction since Z(x) is the only solution to (2.4) in D1,2(RN ) (see Theorem 2.2). 
Proposition 4.2. There exist λ0 > 0 and C > 0, not depending on λ, such that, for any λ  λ0 and for any
ξ ∈ L∞(Ω) problem (4.6) has a unique solution
Φ = L−1λ (ξ)
where Lλ is as deﬁned in (4.3). Moreover
∥∥L−1λ (ξ)∥∥∗  C‖ξ‖∗∗. (4.22)
F. Gladiali, M. Grossi / J. Differential Equations 253 (2012) 2616–2645 2631Proof. The proof follows using the same argument as in the proof of Proposition 4.1 in [2]. 
From now on we choose λ ∈R in such a way that
λ <
C0

1
N−2
(4.23)
for a suitable constant C0 which will be ﬁxed later. Now we can prove the following
Proposition 4.3. Let k = N+2+2α2 . Then there exist λ0 > 0 and 0 > 0 such that ∀ ∈ (0, 0) and ∀λ > λ0
there exists a unique Φ,λ ∈ L∞(Ω) ∩ H10(Ω) such that
‖Φ,λ‖∗  c∗
(
 + λ−k), (4.24)
for some constant c∗ ﬁxed, and Φ,λ is a solution of (4.2) such that∫
Ω
∇Φ,λ · ∇Vλ dx = 0 (4.25)
where Vλ is as deﬁned in (3.5).
Proof. Let Φ := Φ,λ . We ﬁrst observe that Φ is a solution of (4.2) if and only if Φ is a ﬁxed point
for the operator
T,λ : X∗ −→ X∗
deﬁned by
T,λ(Φ) = L−1λ
[
C(α)|x|α([(PΩUλ + Φ)+]pα− − U pαλ − pα(PΩUλ)pα−1Φ)], (4.26)
where X∗ := {v ∈ L∞(Ω) with ‖v‖∗  C, for some positive C}.
Step 1. Let k = N+2+2α2 and denote B∗ = {x ∈ X∗ such that ‖x‖∗  c∗( + λ−k)}. We will prove that
T,λ : B∗ → B∗ (4.27)
for  suﬃciently small and λ large enough.
From (4.2) we have that
−Lλ(Φ) = N1(Φ) + N2(Φ) + N3 + N4 (4.28)
where
N1(Φ) = C(α)|x|α
[[
(PΩUλ + Φ)+
]pα− − (PΩUλ)pα− − (pα − )(PΩUλ)pα−−1Φ],
(4.29)
N2(Φ) = C(α)|x|α
[
(pα − )(PΩUλ)pα−−1Φ − pα(PΩUλ)pα−1Φ
]
, (4.30)
N3 = C(α)|x|α
[
(PΩUλ)
pα− − (PΩUλ)pα
]
, (4.31)
N4 = C(α)|x|α
[
(PΩUλ)
pα − U pαλ
]
. (4.32)
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In order to estimate N1 we use (3.10) with t = ΦPΩUλ and q = pα −  .
If pα  2 we get
∣∣N1(Φ)∣∣ C |x|α∣∣Φ(x)∣∣pα−
 C λ
N−2
2 (pα−)|x|α
(1+ λ2+α|x|2+α) N−22(2+α) (pα−)
[
λ−
N−2
2
∣∣Φ(x)∣∣(1+ λ2+α|x|2+α) N−22(2+α) ]pα−
so that
λ−
N+2
2
∣∣N1(Φ)∣∣(1+ λ2+α|x|2+α) N+22(2+α)  C‖Φ‖pα−∗ λα−
N−2
2 |x|α
(1+ λ2+α|x|2+α) α(2+α) − N−22(2+α)
 C‖Φ‖pα−∗
for λ large enough and  small enough.
On the other hand if pα > 2, then (3.10) implies that
∣∣N1(Φ)∣∣ C |x|α∣∣Φ(x)∣∣pα− + C |x|α |PΩUλ|pα−2−∣∣Φ(x)∣∣2
 C‖Φ‖pα−∗ λ N+22 1
(1+ λ2+α|x|2+α) N+22(2+α)
+ C λ
N−2
2 (pα−2−)+(N−2)|x|α
(1+ λ2+α|x|2+α) N−22+α (pα−2−)+ N−22+α
[
λ−
N−2
2
∣∣Φ(x)∣∣(1+ λ2+α |x|2+α) N−22(2+α) ]2
so that
λ−
N+2
2
∣∣N1(Φ)∣∣(1+ λ2+α|x|2+α) N+22(2+α)  C‖Φ‖pα−∗ + C‖Φ‖2∗ λα−
N−2
2 |x|α
(1+ λ2+α|x|2+α) 6+4α−N2(2+α) − N−22+α
 C‖Φ‖pα−∗ + C‖Φ‖2∗ (since pα > 2).
This proves that
∥∥N1(Φ)∥∥∗∗ 
{
C‖Φ‖pα−∗ if pα  2,
C‖Φ‖pα−∗ + C‖Φ‖2∗ if pα > 2.
(4.34)
Using estimate (3.13) it follows that
∣∣N2(Φ)∣∣ C |x|α∣∣Φ(x)∣∣|Uλ|pα−1−θx logλ
 C λ
2+α− N−22 θx logλ|x|α
(1+ λ2+α|x|2+α)2− N−22+α θx
∣∣Φ(x)∣∣
so that
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N+2
2
∣∣N2(Φ)∣∣(1+ λ2+α|x|2+α) N+22(2+α)
 C
(
λ−
N−2
2
∣∣Φ(x)∣∣(1+ λ2+α|x|2+α) N−22(2+α) ) λα− N−22 θx logλ|x|α
(1+ λ2+α|x|2+α)2− N−22+α θx− 2(2+α)
 C‖Φ‖∗ sup
x∈Ω,λλ0
λα− N−22 θx logλ|x|α
(1+ λ2+α|x|2+α) 2+2α2+α − N−22+α θx
.
This implies that
∥∥N2(Φ)∥∥∗∗  C‖Φ‖∗. (4.35)
Using (3.12) we have
|N3| C |x|α|Uλ|pα−θx logλ
so that
λ−
N+2
2 |N3|
(
1+ λ2+α|x|2+α) N+22(2+α)
 C sup
x∈Ω,λλ0
λα− N−22 θx logλ|x|α
(1+ λ2+α|x|2+α) N+2+4α2(2+α) − N+22+α θx
.
This implies that
‖N3‖∗∗  C1 (4.36)
if  is suﬃciently small. Finally using (3.14) we have
|N4| C |x|αU pα−1λ |Rλ|.
Then, from (3.4), we have
λ−
N+2
2 |N4|
(
1+ λ2+α|x|2+α) N+22(2+α)
 Cλ2+α− N+22 − N−22 |x|α(1+ λ2+α|x|2+α) N+22(2+α) −2
 C2λ−k. (4.37)
Letting c∗ = 2max{C1,C2} and putting together (4.33), (4.34), (4.35), (4.36) and (4.37) we ﬁnally get
∥∥T,λ(Φ)∥∥∗  (C‖Φ‖pα−∗ + C‖Φ‖2∗ + C‖Φ‖∗ + C1 + C2λ−k)
 c∗
(
 + λ−k)(C(c∗( + λ−k))pα−−1 + C(c∗( + λ−k))2 + C + 1
2
)
 c∗
(
 + λ−k) (4.38)
if  is small enough and λ is large enough. So T,λ maps B∗ into itself.
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T,λ : B∗ → B∗
is a contraction map.
From the deﬁnition of T,λ we have that
T,λ(φ1) − T,λ(φ2) = L−1λ
[
C(α)|x|α([(PΩUλ + Φ1)+]pα−
− [(PΩUλ + Φ2)+]pα− − pα(PΩUλ)pα−1(Φ1 − Φ2))].
Setting
N1(Φ1,Φ2) = C(α)|x|α
[[
(PΩUλ + Φ1)+
]pα− − [(PΩUλ + Φ2)+]pα−
− (pα − )
[
(PΩUλ + Φ2)+
]pα−−1
(Φ1 − Φ2)
]
,
N2(Φ1,Φ2) = C(α)|x|α(pα − )
[[
(PΩUλ + Φ2)+
]pα−−1 − (PΩUλ)pα−−1](Φ1 − Φ2),
N3(Φ1,Φ2) = C(α)|x|α
[
(pα − )(PΩUλ)pα−−1 − pα(PΩUλ)pα−1
]
(Φ1 − Φ2)
and using (4.22), we have
∥∥T,λ(φ1) − T,λ(φ2)∥∥∗  C(∥∥N1(Φ1,Φ2)∥∥∗∗ + ∥∥N2(Φ1,Φ2)∥∥∗∗ + ∥∥N3(Φ1,Φ2)∥∥∗∗).
(4.39)
If PΩUλ + Φ2 > 0 we can argue as in the previous step and, using (3.10) with t = Φ1−Φ2PΩUλ+Φ2 and
q = pα −  , we get, for pα  2,
λ−
N+2
2
∣∣N1(Φ1,Φ2)∣∣(1+ λ2+α|x|2+α) N+22(2+α)  Cλ− N+22 (1+ λ2+α|x|2+α) N+22(2+α) |x|α |Φ1 − Φ2|pα−
 C λ
α− N−22 |x|α
(1+ λ2+α|x|2+α) α2+α −γ N−22(2+α)
‖Φ1 − Φ2‖pα−∗
 C‖Φ1 − Φ2‖pα−∗ (4.40)
if λ is large enough, while, if pα > 2, we get
λ−
N+2
2
∣∣N1(Φ1,Φ2)∣∣(1+ λ2+α|x|2+α) N+22(2+α)
 C‖Φ1 − Φ2‖pα−∗ + C |PΩUλ + Φ2|pα−2− λ
N−2− N+22 |x|α
(1+ λ2+α|x|2+α) N−22+α − N+22(2+α)
‖Φ1 − Φ2‖2∗
 C‖Φ1 − Φ2‖pα−∗ + λ
α− N−22 |x|α
(1+ λ2+α|x|2+α) α2+α − N+22(2+α)
‖Φ1 − Φ2‖2∗
 C‖Φ1 − Φ2‖pα−∗ + C‖Φ1 − Φ2‖2∗. (4.41)
If, else, PΩUλ + Φ2  0, then 0 < PΩUλ −Φ2 and (PΩUλ + Φ1)+  |Φ1 − Φ2|, so that∣∣N1(Φ1,Φ2)∣∣ C |x|α∣∣(PΩUλ + Φ1)+∣∣pα−  C |x|α |Φ1 − Φ2|pα−
and estimates (4.40) and (4.41) follow again.
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get
λ−
N+2
2
∣∣N2(Φ1,Φ2)∣∣(1+ λ2+α|x|2+α) N+22(2+α)
 Cλ−2|x|α(1+ λ2+α|x|2+α) 22+α ∣∣Φ2(x)∣∣pα−−1‖Φ1 − Φ2‖∗
 C‖Φ2‖pα−−1∗ ‖Φ1 − Φ2‖∗ λ
α− N−22 |x|α
(1+ λ2+α|x|2+α) 2+2α2+α − N−22(2+α)
 C‖Φ2‖pα−−1∗ ‖Φ1 − Φ2‖∗.
If else pα > 2 we need more care. In the case PΩUλ + Φ2  0 then 0 < PΩUλ −Φ2 and∣∣N2(Φ1,Φ2)∣∣ C |x|α |PΩUλ|pα−−1|Φ1 − Φ2| C |x|α |Φ2|pα−−1|Φ1 − Φ2|
and the estimate ∥∥N2(Φ1,Φ2)∥∥∗∗  C‖Φ2‖pα−−1∗ ‖Φ1 − Φ2‖∗
follows as before.
Finally in the case PΩUλ + Φ2 > 0 the Mean Value Theorem implies that
∣∣N2(Φ1,Φ2)∣∣ C |x|α |Φ1 − Φ2||PΩUλ|pα−−1|ηλ|pα−−2 |Φ2|
PΩUλ
where ηλ is a point between 1 and 1+ Φ2PΩUλ so that |ηλ| 1+
|Φ2|
PΩUλ
. Then
∣∣N2(Φ1,Φ2)∣∣ C |x|α |Φ1 − Φ2||PΩUλ|pα−−1
(
1+ |Φ2|
pα−−2
(PΩUλ)pα−−2
) |Φ2|
PΩUλ
so that
∣∣N2(Φ1,Φ2)∣∣ C |x|α |PΩUλ|pα−−2|Φ2||Φ1 − Φ2|
+ C |x|α |Φ2|pα−−1|Φ1 − Φ2| = B1 + B2.
The term B2 can be treated as in the previous case, so we consider only the term B1. We have
λ−
N+2
2 B1
(
1+ λ2+α|x|2+α) N+22(2+α)
 C |x|αλ− N+22 (1+ λ2+α|x|2+α) N+22(2+α) λ N−22 (1+ λ2+α|x|2+α)− N−22(2+α) ‖Φ1 − Φ2‖∗
· ‖Φ2‖∗λ N−22
(
1+ λ2+α|x|2+α)− N−22(2+α) |Uλ|pα−−2
 C |x|α‖Φ1 − Φ2‖∗‖Φ2‖∗ λ
N−6
2
(1+ λ2+α|x|2+α) N−62(2+α)
λ
6−N+2α
2 − N−22
(1+ λ2+α|x|2+α) 6−N+2α2+α −′
 C
λ
N−2
2
‖Φ1 − Φ2‖∗‖Φ2‖∗ f
(
λ, |x|) C‖Φ1 − Φ2‖∗‖Φ2‖∗
where ′ =  N−22+α and f (λ, |x|) = λ
α |x|α
2+α 2+α 6−N+4α2(2+α) −′
 C since pα > 2 implies 6− N + 2α > 0.(1+λ |x| )
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Reasoning exactly as in the previous section, from (4.28) we get∥∥N3(Φ1,Φ2)∥∥∗∗  C‖Φ2‖∗
so that
∥∥T,λ(φ1) − T,λ(φ2)∥∥∗  C{‖Φ1 − Φ2‖pα−∗ + ‖Φ1 − Φ2‖2∗ + ‖Φ2‖pα−−1∗ ‖Φ1 − Φ2‖∗
+ ‖Φ2‖∗‖Φ1 − Φ2‖∗ + ‖Φ1 − Φ2‖∗
}
(choosing  small and λ large enough)
 C0‖Φ1 − Φ2‖∗
for some constant C0 < 1. This shows that T,λ is a contraction mapping from B∗ into itself and the
claim of the proposition follows. 
5. Existence of the solution
In the previous section we proved the existence of Φ,λ ∈ L∞(Ω) ∩ H10(Ω) such that ‖Φ,λ‖∗ 
c∗( + λ−k) where k = N+2+2α2 , and such that PΩUλ + Φ,λ is a solution of (4.2) (for  small enough
and any λ suﬃciently large) orthogonal to Vλ in H10(Ω), where Vλ is as deﬁned in (3.5). From this
we deduce the existence of a real number c(, λ) such that u,λ = PΩUλ + Φ,λ is a solution of
u,λ −
(−−1)[C(α)|x|α((u,λ)+)pα−]= c(,λ)Vλ in Ω. (5.1)
In order to ﬁnd a solution of (1.5) we need to ﬁnd ,λ such that c(, λ) = 0 for any  ∈ (0, 0), for
some eventually smaller 0 > 0. For this aim let
λ := (d) 12−N with d ∈R, |d | C . (5.2)
With this choice we need to ﬁnd d such that c(,d) := c(, λ) = 0 in (5.1) for any  < 0.
We start by showing the following
Lemma 5.1.We have
c(,d)‖V‖21,2 = 
N−1
N−2 d
1
N−2
 (−C1 + C2d)
(
1+ o(1)) (5.3)
where V := Vλ and where C1 = C(α) (N−2)
2
2(2+α) A(α) and C2 = C(α)pα (N−2)
2
2 ωN H(0,0)B(α) (see (3.16) and
(3.17) for the deﬁnition of A(α) and B(α)).
Proof. Taking the scalar product of (5.1) with V we have∫
Ω
∇u,λ · ∇V dx− C(α)
∫
Ω
|x|α((u,λ )+)pα−V dx
= c(,d)
∫
|∇V |2 dx = c(,d)‖V‖21,2Ω
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and Φ := Φ,λ ,
c(,d)‖V‖21,2 =
∫
Ω
∇ PΩU · ∇V dx− C(α)
∫
Ω
|x|α((PΩU + Φ)+)pα−V dx
= C(α)
∫
Ω
|x|α[U pα − U pα− ]V dx+ C(α)
∫
Ω
|x|α[U pα− − (PΩU)pα−]V dx
+ C(α)
∫
Ω
|x|α[(PΩU)pα− − ((PΩU + Φ)+)pα−]V dx
= I1() + I2() + I3(). (5.4)
In the next steps we compute separately the three quantities.
Step 1. We will show that
I1() =  N−1N−2
(
−C(α) (N − 2)
2
2(2+ α)d
1
N−2
 A(α) + o(1)
)
(5.5)
where A(α) < 0 is as deﬁned in (3.16). Let us rewrite I1() in the following way
I1() = C(α)
∫
Ω
|x|α[U pα − U pα− − U pα logU]V dx
+ C(α)
∫
Ω
|x|αU pα logUV dx = I11 + I12. (5.6)
By the Mean Value Theorem
U pα − U pα− − U pα logU = −
2
2
(logU)
2U pα−θx
for some θx ∈ [0,1]. Then, using estimate (3.9), we have
|I11| C 
2
2
∫
Ω
|x|α(logU)2U pα−θx |V |dx
 C2λN−1+α
∫
Ω
[ |x|α
(1+ λ2+α |x|2+α) N+2+2α2+α −θx N−22+α
·
(
N − 2
2
logλ − N − 2
2+ α log
(
1+ λ2+α |x|2+α
))2 1
(1+ λ2+α |x|2+α) N−22+α
]
dx
 C2(logλ)2λ−1
∫
RN
|z|α
(1+ |z|2+α) 2N+2α2+α −θx N−22+α
dz
 C2(log)2λ−1 = O
(

2N−3
N−2 (log)2
)= o( N−1N−2 ). (5.7)
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I12 = C(α)
∫
Ω
|x|αU pα logUV dx
= C(α)λ
N+2+2α
2

∫
Ω
|x|α
(1+ λ2+α |x|2+α) N+2+2α2+α
log
(
λ
N−2
2

(1+ λ2+α |x|2+α) N−22+α
)
V dx
= C(α)λ
N+2+2α
2

N − 2
2
logλ
∫
Ω
|x|α
(1+ λ2+α |x|2+α) N+2+2α2+α
V dx
− C(α)λ
N+2+2α
2

N − 2
2+ α
∫
Ω
|x|α
(1+ λ2+α |x|2+α) N+2+2α2+α
log
(
1+ λ2+α |x|2+α
)
V dx
= C(α)N − 2
2
λ
N+2+2α
2
 logλ
∫
Ω
|x|α
(1+ λ2+α |x|2+α) N+2+2α2+α
∂U
∂λ
dx
− C(α)N − 2
2+ α λ
N+2+2α
2

∫
Ω
|x|α
(1+ λ2+α |x|2+α) N+2+2α2+α
log
(
1+ λ2+α |x|2+α
)∂U
∂λ
dx
+ C(α)N − 2
2
λ
N+2+2α
2
 logλ
∫
Ω
|x|α
(1+ λ2+α |x|2+α) N+2+2α2+α
[
V − ∂U
∂λ
]
dx
− C(α)N − 2
2+ α λ
N+2+2α
2

∫
Ω
|x|α
(1+ λ2+α |x|2+α) N+2+2α2+α
log
(
1+ λ2+α |x|2+α
)[
V − ∂U
∂λ
]
dx
= A1 + A2 + A3 + A4. (5.8)
We have, using (3.6) and (3.15) and letting Ω := Ωλ
A1 = C(α)
(
N − 2
2
)2
λN−1+α logλ
∫
Ω
|x|α(1− λ2+α |x|2+α)
(1+ λ2+α |x|2+α) 2N+2+3α2+α
dx
= C(α)
(
N − 2
2
)2
λ−1 logλ
∫
Ω
|z|α(1− |z|2+α)
(1+ |z|2+α) 2N+2+3α2+α
dz
= −C(α)
(
N − 2
2
)2
λ−1 logλ
∫
RN\Ω
|z|α(1− |z|2+α)
(1+ |z|2+α) 2N+2+3α2+α
dz.
Since 0 ∈ Ω there exists δ > 0 such that Bδ(0) ⊂ Ω . Then
|A1| Cλ−1 logλ
∫
RN\Bλ δ(0)
|z|α
(1+ |z|2+α) 2N+2α2+α
dz
 Cλ−1 logλ
∫
|z|>λ δ
|z|−2N−α = O ( 2N−1+2αN−2 log)= o( N−1N−2 ). (5.9)
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A2 = −C(α) (N − 2)
2
2(2+ α)λ
N+α−1

∫
Ω
|x|α(1− λ2+α |x|2+α)
(1+ λ2+α |x|2+α) 2N+2+3α2+α
log
(
1+ λ2+α |x|2+α
)
dx
= −C(α) (N − 2)
2
2(2+ α)λ
−1

∫
Ω
|z|α(1− |z|2+α)
(1+ |z|2+α) 2N+2+3α2+α
log
(
1+ |z|2+α)dz
= −C(α) (N − 2)
2
2(2+ α)λ
−1

[ ∫
RN
|z|α(1− |z|2+α)
(1+ |z|2+α) 2N+2+3α2+α
log
(
1+ |z|2+α)dz
−
∫
RN\Ω
|z|α(1− |z|2+α)
(1+ |z|2+α) 2N+2+3α2+α
log
(
1+ |z|2+α)dz]
= −C(α) (N − 2)
2
2(2+ α)λ
−1
 A(α) + O
(
λ−N−α
)
= − N−1N−2 C(α) (N − 2)
2
2(2+ α)d
1
N−2
 A(α) + O
(

2N+α−2
N−2
)= o( N−1N−2 ) (5.10)
with A(α) as deﬁned in (3.16). Finally observing that |V − ∂U∂λ | Cλ
− N2
 we have
|A3| Cλ1−N logλ
∫
RN
|z|α
(1+ |z|2+α) N+2+2α2+α
dz
= O ( 2N−3N−2 log)= o( N−1N−2 ) (5.11)
and
|A4| Cλ
N+2+2α
2
 λ
− N2 −N−α

∫
RN
|z|α
(1+ |z|2+α) N+2+2α2+α
log
(
1+ |z|2+α)dz
= O ( 2N−3N−2 )= o( N−1N−2 ). (5.12)
Collecting (5.6)–(5.12) we get (5.5).
Step 2. We will show that
I2() =  N−1N−2 C(α)pα (N − 2)
2
2
ωN H(0,0)d
N−1
N−2
 B(α)
(
1+ o(1)) (5.13)
where B(α) < 0 is as deﬁned in (3.17).
Let us rewrite I2() in the following way
I2() = C(α)
∫
Ω
|x|α[U pα− − (U + R)pα− + (pα − )U pα−−1 R]V dx
− C(α)(pα − )
∫
|x|αU pα−1− RV dx = I21 + I22 (5.14)Ω
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|I21|
{∫
Ω
|x|α |R |pα− |V | if pα  2,∫
Ω
|x|α(|R |pα− + U pα−2− |R |2)|V | if pα > 2.
(5.15)
If pα  2 we get, using (3.4) and (3.9)
|I21| C
λ
N−2
2 (pα−)+1

∫
Ω
|x|αU dx C
λ
N−2
2 (pα+1−)+1

∫
Ω
|x|α
(1+ λ2+α |x|2+α) N−22+α
dx
(
and since
∫
Ω
|x|α
(1+ λ2+α |x|2+α) N−22+α
dx = O
(
1
λN−2
))
= O
(
1
λ
N+α+1− N−22

)
= O ( N+α+1N−2 )= o( N−1N−2 ). (5.16)
If pα > 2 we have to estimate the following integral,∫
Ω
|x|αU pα−2− |R |2|V |dx C
λN−1
∫
Ω
|x|αU pα−1− dx (5.17)
 1
λ
N−α−3+ N−22

∫
Ω
|x|α
(1+ λ2+α |x|2+α)2− N−22+α
dx. (5.18)
Since
∫
Ω
|x|α
(1+ λ2+α |x|2+α)2− N−22
dx =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
O ( 1
λ
4+2α−(N−2)

) if N > α + 4,
O ( logλ
λ
4+2α−(N−2)

) if N = α + 4,
O ( 1
λα+N
) if N < α + 4,
(5.19)
we have that (5.17) becomes (recalling (5.2))
|I21| = o
(

N−1
N−2
)
for any N  3. (5.20)
Finally, from (3.4) and (3.7), we have
I22 = −C(α)(pα − )λ2+α−
N−2
2

∫
Ω
|x|α
(1+ λ2+α |x|2+α)2− N−22+α
· (−ωN(N − 2)λ− N−22 H(x,0) + fλ (x))
(
∂U
∂λ
+ (N − 2)
2
2
ωNλ
− N2
 H(x,0) + Nλ (x)
)
dx
= C(α)pα(N − 2)ωNλα−
N−6
2

(
1+ o(1)) ∫
Ω
|x|α
(1+ λ2+α |x|2+α)2− N−22+α
H(x,0)
∂U
∂λ
dx
= C(α)pα (N − 2)
2
2
ωNλ
1+α

(
1+ o(1)) ∫ |x|α(1− λ2+α |x|2+α)
(1+ λ2+α |x|2+α)2− N−22+α + N+α2+α
H(x,0)dxΩ
F. Gladiali, M. Grossi / J. Differential Equations 253 (2012) 2616–2645 2641= C(α)pα (N − 2)
2
2
ωNλ
1−N

(
1+ o(1))H(0,0) ∫
RN
|z|α(1− |z|2+α)
(1+ |z|2+α) N+3α+42+α
dz
=  N−1N−2 C(α)pα (N − 2)
2
2
ωN H(0,0)d
N−1
N−2
 B(α)
(
1+ o(1)) (5.21)
where B(α) < 0 as before. Collecting (5.14), (5.20), and (5.21) we get (5.13).
Step 3. We will show that
I3() =
{
O (
1
N−2 ‖Φ‖2∗) + O (
N−1
N−2 log‖Φ‖∗) if pα  2,
O (
1
N−2 (‖Φ‖pα−∗ + ‖Φ‖2∗)) + O (
N−1
N−2 log‖Φ‖∗) if pα > 2.
(5.22)
Let us rewrite I3() in the following way
I3() = C(α)
∫
Ω
|x|α[(PΩU)pα− − ((PΩU + Φ)+)pα− + (pα − )(PΩU)pα−1−Φ]V dx
− C(α)
∫
Ω
|x|α[(pα − )(PΩU)pα−1− − pα(PΩU)pα−1]ΦV dx
− C(α)pα
∫
Ω
|x|α(PΩU)pα−1ΦV dx = I31 + I32 (5.23)
since the last integral is zero due to the orthogonality condition between Φ and V .
In order to estimate I31, we consider the cases pα  2 and pα > 2.
Case 1, pα  2.
Using (3.10) we have that
∣∣(PΩU)pα− − ((PΩU + Φ)+)pα− + (pα − )(PΩU)pα−1−Φ ∣∣ C(PΩU)pα−2− |Φ |2,
and by (3.8) we get
|I31| Cλ−1
∫
Ω
|x|α |PΩU |pα−1− |Φ |2 dx Cλ−1
∫
Ω
|x|α |U |pα−1− |Φ |2 dx,
so that
|I31| CλN+α−1−
N−2
2
 ‖Φ‖2∗
∫
Ω
|x|α
(1+ λ2+α |x|2+α) N−22+α (pα−)
dx
 Cλ−1 ‖Φ‖2∗ = O
(

1
N−2 ‖Φ‖2∗
)
. (5.24)
Case 2, pα > 2.
Again by (3.10) we get
|I31| C
∫
|x|α |Φ |pα− |V |dx+
∫
|x|α(PΩU)pα−2− |Φ |2|V |dx.
Ω Ω
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|I31| CλN−1+α−
N−2
2
 ‖Φ‖pα−∗
∫
Ω
|x|α
(1+ λ2+α |x|2+α)
N−2
2(2+α) (pα−)+ N−22+α
dx
+ Cλ−1
∫
Ω
|x|α |U |pα−1− |Φ |2 dx
 λ−1 ‖Φ‖pα−∗
∫
RN
|z|α
(1+ |z|2+α) N−22(2+α) (pα−)+ N−22+α
dz
+ Cλ−1 ‖Φ‖2∗
∫
RN
|z|α
(1+ |z|2+α) N−22+α (pα−)
dz
= O ( 1N−2 ‖Φ‖pα−∗ )+ O ( 1N−2 ‖Φ‖2∗). (5.25)
This ends the estimate of |I31|. Concerning |I32|, using (3.13) and (3.9) we get, for any pα > 1,
|I32| C
∫
Ω
|x|α |U |pα−1−θx | logλ ||Φ ||V |dx
 CλN−1+α logλ‖Φ‖∗
∫
Ω
|x|α
(1+ λ2+α |x|2+α)2+
N−2
2+α −θx N−22+α + N−22(2+α)
dx
 Cλ−1 | log|‖Φ‖∗ = O
(

N−1
N−2 log‖Φ‖∗
)
. (5.26)
Using (5.23)–(5.26), we get (5.22).
Step 4. From (5.5), (5.13) and (5.22) we get that (5.4) becomes
c(,d)‖V‖21,2 = 
N−1
N−2 d
1
N−2
 (−C1 + C2d)
(
1+ o(1))
+
{
O (
1
N−2 ‖Φ‖2∗) + O (
N−1
N−2 log‖Φ‖∗) if pα  2,
O (
1
N−2 (‖Φ‖pα−∗ + ‖Φ‖2∗)) + O (
N−1
N−2 log‖Φ‖∗) if pα > 2.
(5.27)
Let us recall that, by (4.24), ‖Φ,λ‖∗  c∗( + λ−k) with k = N+2+2α2 . Hence, using (5.2), we get
‖Φ,λ‖∗ = O
(
 +  pα2 ). (5.28)
Again we consider the cases pα  2 and pα > 2.
Case 1, pα  2.
From (5.28) we derive that,
O
(

1
N−2 ‖Φ‖2∗
)= O ( 1N−2 (2 + pα ))= o( N−1N−2 ) (5.29)
and
O
(

N−1
N−2 log‖Φ‖∗
)= O ( N−1N−2 log( +  pα2 ))= o( N−1N−2 ). (5.30)
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c(,d)‖V‖21,2 = 
N−1
N−2 d
1
N−2
 (−C1 + C2d)
(
1+ o(1)). (5.31)
Case 2, pα > 2.
In this case we have to estimate the additional term 
1
N−2 (‖Φ‖pα−∗ ). We have

1
N−2
(‖Φ‖pα−∗ )= O ( 1N−2 (pα− +  pα(pα−)2 )) (since pα > 2)
= O ( 1N−2+pα−)= o( N−1N−2 ). (5.32)
Arguing as in the previous step we again get (5.31). 
Remark 5.2. By (5.2) and the proof of the previous lemma, we get that the remainder term Φ
satisﬁes
‖Φ‖∗ = O
(
 +  pα2 ). (5.33)
Lemma 5.3. For any  ∈ (0, 0) there exists a d ∈R, d > 0 such that
c(,d) = 0.
Proof. Recalling that, by the deﬁnition of H(x, y) in (3.2) and of A(α) and B(α) in (3.16) and (3.17),
the constants C1 and C2 in (5.3) are both negative, then it follows the existence of numbers d > 0
close to C1C2 such that c(,d) = 0 for every  ∈ (0, 0). 
Proof of Theorem 1.2. The theorem follows from Lemma 5.1 and Lemma 5.3. 
6. Locating the peak of solution
In the previous sections we show the existence of a solution u which satisﬁes∥∥u − PΩUλ (|x|)∥∥∗ → 0. (6.1)
Denoting by x the point where ‖u‖L∞(Ω) = u(x), from (6.1) we derive that x → 0 as  → 0. In
other words this means that u is “close” to the bubble Uλ (x) (which is centered at the origin).
In this section we want to show that no solution exists “close” to a bubble centered at a point
different from the origin.
We have the following
Proposition 6.1. If u is a solution to (1.5) such that
u(x) = PΩUλ
(|x− y |)+ Φ(x) (6.2)
with ‖Φ‖∗ = O ( +  pα2 ), λ ∼ − 1N−2 , then we have that y → 0.
Proof. Multiplying (1.5) by ∂u
∂xi
, i = 1, . . . ,N , and integrating by parts we get
1
2
∫ (
∂u
∂ν
)2
νi = αC(α)
pα + 1− 
∫
xi |x|α−2upα+1− . (6.3)
∂Ω Ω
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1
λ
N−2
2

u
(
y + x
λ
)
 C
(1+ |x|2) N−22
. (6.4)
To prove (6.4), we ﬁrst observe that
0 <
1
λ
N−2
2

PΩUλ
(
y + x
λ
)
 1
λ
N−2
2

Uλ
(
x
λ
)
 C
(1+ |x|2+α) N−22+α
(6.5)
and secondly, for any x ∈ Ωλ ,
1
λ
N−2
2

∣∣∣∣Φ
(
y + x
λ
)∣∣∣∣ ‖Φ‖∗
(1+ |x|2+α) N−22(2+α)
 C  + 
pα
2
(1+ |x|2+α) N−22(2+α)
. (6.6)
Since x ∈ Ωλ , we have that |x| Cλ and since λ ∼ −
1
N−2 , we derive that
 +  pα2  C
(
1
(1+ |x|2) N−22
+ 1
(1+ |x|2) N+2+2α4
)
.
Hence (6.6) becomes
1
λ
N−2
2

∣∣∣∣Φ
(
y + x
λ
)∣∣∣∣ C
(
1
(1+ |x|2) 34 (N−2)
+ 1
(1+ |x|2) N+α2
)
. (6.7)
From (6.5) and (6.7) we get (6.4).
Using (6.4) we can compute the leading term of RHS in (6.3). Indeed we have that,
RHS =
(
αC(α)
pα + 1 + o(1)
)∫
Ω
xi |x|α−2upα+1−
=
(
αC(α)
pα + 1 + o(1)
)
λ
α− N−22

(
yi|y|α−2 + o(1)
) ∫
y+λΩ
[
1
λ
N−2
2

u
(
y + x
λ
)]pα+1−
(
using (6.4) and since λ ∼ − 1N−2
)
=
(
αC(α)
pα + 1 + o(1)
)
−
α
N−2
(
yi|y|α−2 + o(1)
) ∫
RN
U (x)pα+1. (6.8)
Now we compute the leading term of LHS in (6.3). Note that from (6.2) and ‖Φ‖∗ → 0, we immedi-
ately get that
u(x)
N−2
2
→ G(x, y) in C(∂Ω). (6.9)
λ
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u(x)
λ
N−2
2

→ G(x, y) in C1(∂Ω). (6.10)
Hence, the LHS in (6.3) becomes,
LHS = 1
2
∫
∂Ω
(
∂u
∂ν
)2
νi = C
2λN−2
( ∫
∂Ω
(
∂G(x, y)
∂ν
)2
νi + o(1)
)
,
C
2λN−2
(
∂R(y)
∂xi
+ o(1)
)
= C
(
∂R(y)
∂xi
+ o(1)
)
(6.11)
where R(x) is the Robin function. If y 
= 0, from (6.8) and (6.11) we get a contradiction. This gives the
claim. 
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