Who is the most preferred and deemed the most helpful reviewer in improving student writing? This study exercised a blended teaching method which consists of three currently prevailing reviewers: the automated grading system (AGS, a web-based method), the peer review (a process-oriented approach), and the teacher grading technique (the product-oriented approach) in a Writing (IV) class involving 22 technological sophomore students of Modern Languages Department. The questionnaire results indicated the participants preferred the teacher as the reviewer to their peers followed by the automated grading system and considered the teacher the most effective in helping their writing. Three L2 teachers including one native speaker of English reviewed an essay which was the only and the most inconsistent case between a human rater and a machine rater in the study (2.3 vs. 3.6). This case surfaced an essential problem that the automated grading system couldn't detect and correct expressions transferred from L1. Data also revealed that teachers without training, their grammatical error identification rates are respectively 82.9%, 31.4% and 74.3%. After training, student reviewers could detect and correct from 70.2 to 79.3 percent of grammar errors on average.
Introduction
Second language (L2) teaching and research often lag behind first language at least ten years (Susser, 1994) . From the very beginning, L2 research centered on Contrast Analysis. When scholars discovered L2 errors couldn't be all attributed to L1 transfer, L2 research focus turned to error analysis. Analyzing L2 learners' errors which didn't help L2 learning made the error analysis enterprise almost came to the end. Thanks to the advance of technology. The computer-aided tools such as knowledge-based parsers, grammar checkers, discourse processing analyzers, automated grading systems, and L2 corpus brought L2 research back to life.
Automated grading system and peer review are two current ways that might reduce writing teachers' loading in grading students' work and giving corrective feedback. Nevertheless, they are not thoroughly trusted. Consequently, reducing the number of students in a class seems to be the only way to resolve the problem temporarily. However, peerScholar developed by the University of Toronto Scarborough, Canada (Pare & Joordens, 2008 ) integrated and employed the web 2.0 concept to develop an online peer review tool for assessing critical thinking and written text, and thus claimed this technique could make the writing classes return to a quite large class size possible. Lai (2010) compared the effectiveness of AGS with peer evaluation (peer review) and found that "EFL learners in Taiwan generally opted for peer review over AGS." The finding inspired the researcher to conduct a research to find out who the most preferred reviewer would be if the teacher joined the force for comparison.
The researcher taught a writing (IV) class of 22 technological sophomore students of Applied Modern languages Department. The instruction blended three assessing methods together: the automated grading system (web-based computer-aided evaluation method), the peer review (a process-oriented approach), and the teacher grading technique (the product-oriented approach). Even though this is a case study of writing instruction and pretty much action-research-like, substantial findings follow.
Tons of research studies reported students hold positive attitude toward peer review activity (Berg, 1999a; Berg, 1999b Teaching writing in L1 and L2 is totally different. Young (1978) stated that "the idea that writing in the L2 was mainly a mechanical tool to be acquired through exercises in spelling and grammar." Coit (2010) continued Young's statement: "it would continue long after changes in the theories of writing in the L1 had become well established" and "Research about teaching writing in the L2 generally lagged behind the developments which were taking place in the teaching of writing in the L1" (p. 59). Thus, even though the process approach dominated much of the research on writing in L1 during the 1970s, it did not have the same effect on research carried out on the teaching of writing in L2 classrooms (Coit, 2010, p. 59 ). However, with the promotion by ESL textbooks and publications, "by the late 1980s [in the United States] process writing pedagogies had reached the mainstream of ESL writing instruction" (Susser, 1994 cited by Coit 2010, p.60).
On the contrary, Applebee (1986) carried out a study to look at actual teaching practice for process oriented writing in L1 classrooms and found few papers went beyond the first draft, and even on the first draft, 60 percent showed no revisions of any kind. Thus, he concluded the process-oriented writing was failing and there had been no widespread movement toward process-oriented assignments in American schools and colleges (Applebee, 1986 , cited by Coit, 2010, p. 58 ).
Researchers such as Mendonca & Johnson (1994) and Yang (2011) pointed out that even though peer review method was deemed helpful in enhancing students' writing, doubt of pupils' ability in evaluating their peers' writing arose. Nelson & Murphy (1993) reported neither the reviewers nor the receivers of peer review took it seriously enough. Besides, Nelson & Carson (1998) indicated that students clearly preferred teacher feedback to interim peer review. Coit (2010) wrote in her dissertation that more than 88% of the students in her experiment agreed with the corrections made by their teachers. In contrast, 75% of the participants who received peer feedback said they didn't always agree with the corrections their peers had made (p.194). However, Coit (2010) proposed the use of Student Empowered Peer Review (SEPR) to develop dialogical academic writing and claimed extra writing practices were as beneficial as teachers' correction feedback; students who exercised more writing practices gained more average scores than those who did not; and empowering students to score the final drafts significantly improved their average grades on the structure part but not on the language mechanics part. Berg (1999b) and Min (2006) emphasized the importance of trained peer response for success in student revision types and writing quality and demonstrated the training process.
Instrument
The reviewers employed in the study for assessing students' essays include a web-based automated grading system, the students (peer reviewer), and the teacher. The instrument consists of: a. Statistica, the statistic software, was used to analyze the correlation between the human rater's and the e-rater's holistic scores; b. A questionnaire was conducted to discover the participants' preference of certain reviewers; c. three Peer Editing Sheets adopted from Folse et al (2010) for peer review activity in class; and d. three L2 English teachers exercised error tagging technique which is generally practiced in corpus studies.
Procedure
This study exercised a blended writing instruction that incorporated a computer-aided grading system, peer review activity, and the traditional teacher scoring technique. The textbook used for the class was Great Writing 4: Great Essays (Folse et al, 2010, third edition), and the students were required to write six essays which were categorized into five types of essays: In the two-period (100 minutes) class meeting time every week, a total of 36 hours a semester, the researcher as the teacher taught the first hour by introducing the textbook content and pinpointing the focuses and requirements of a specific essay to write in the second hour. For the first three essays, the researcher didn't require timed writing. Instead, students were allowed to write in the whole period of time which is 50 minutes in class, and they were permitted to bring in all kinds of dictionaries or references deemed useful for their writing. For the last two essay practices, students were required to write at least 300 words in 30 minutes. The specific number of words was requested to provide at the end of their essay for reference.
Most of the topics or prompts for writing were suggested by the textbook but elected by the students in the class. Once the most students agreed on a topic, all of the students wrote with the same prompt, except the third composition which was assigned by the teacher because the third writing was planned to submit to a web-based automated grading system. Therefore, the prompt must be chosen from a suggested list of the grading system. All of the 5 essays were teacher graded, but the second, the fourth, and the fifth essays were also peer reviewed (Figure 1 ). For the fifth writing practice, the students asked to grant them more freedom in selecting a topic to write with. Therefore, three prompts were left for them to choose from after they had elected 3 prompts from 5 original ones. The participants actually wrote six essays. Nevertheless, the sixth composition was a revision of the fifth essay.
The students were instructed to type in their third essay which is the comparison essay: Internet Classroom vs. Traditional Classroom after the midterm due to time consideration and the account setup reason. Thus, at the time students entered their essays into the computer, they had received the corrective feedback from the teacher and they were allowed to type with the best revision they had done.
Peer review activities were managed right after the students had finished writing their essays each time in class. At the end of the semester, a questionnaire was given to them for responses. ISSN 1925 -0746 E-ISSN 1925 Blended Writing Instruction 
Research Questions
This study blended three teaching approaches together in writing instruction. Data were collected to explore four research questions. In order to answer the first research question, two methods of examination are employed which are correlation and agreement/consistency rate.
Correlation
The students were asked to type their third essays: Traditional Classrooms vs. Internet Classrooms, into the grading system, and the teacher used the management function on the system to get the results as follows: Twenty-three articles were typed in the grading system by the participants. Two students entered their essays more than once, thus, only the last copies of the individuals stayed. Four students didn't type their essays into the grading system. Therefore, the total valid essays being retrieved from the system were 18 pieces. The overall average (holistic score) was 3.26 points on a 6-point scale, and the average score of the Language and Style among the five skills measured by the system was the best (3.27), whereas the average score of the Organization, 2.82, was the worst. All in all, the five measured skills were quite evenly developed. The researcher's scores averaged 3.30 which were pretty close to the machine grades.
One essay was first "unscoreable" to the system because of a repeated paragraph mistakenly made by the student author but was graded 4.0 by a human rater from the system later. The system correctly detected the problematic essay but generated a false message regarding the unscoreable reason just as Chen et al (2009) mentioned that MyAccess gave a considerable number of false alarms. In order to find out the actual score, the researcher deleted the repeated paragraph and re-submitted to the system, thus obtained the results: holistic score 3.3.
In order to make the machine rater's scores comparable with human rater's, the researcher re-assign the scores based on the new version of essays that the students keyed in the grading system. The results showed that the correlation ranged from 0. LG parsing system agreed 67% of the time with human raters (p.65).
The consistency rate could be due to the difference between experienced and inexperienced human raters. Pare & Joordens' study (2008) is one of the cases. In Pare & Joordens' study (2008), students got online to assess each other's written abstracts and critical thinking with a 10 point scale and the "agreement level" computed with Pearson correlation coefficient between the expert markers' and the peer markers' average marks was found to be r(131) = 0.27 at the significant level (p＜0.003). Throughout the study, Pare & Joordens were very upset about the low "agreement level" and blamed the students for inexperience. They conducted the second experiment by asking experienced graduate student TAs to be the expert markers and warned the students who participated in the online peer review activity that their marking behavior might be monitored for inconsistencies and lack of variation. Eventually, their "mark the marker" intervening that requested students to mark on their peers' marks and comments by selecting a label of Not Useful, Useful, or Very Useful from a drop down menu worked to increase the Pearson correlation coefficient by r(115) = 0.45 at the significant level (p＜0.001). In contrast, take the researcher as an example. The researcher has used MyAccess several times and is completely aware that it doesn't give 6 or even 5 points often. As a result, the researcher's rating creates a high agreement rate.
Moreover, a human rater especially in the instructor's position might be more concerned about whether the trained objectives being fulfilled or not, such as the use of the block method or the point-to-point method for comparison essay, the hook, the topic sentence, the supporting information, the conclusion, the connectors, etc. All these could influence the correlation value.
Agreement Rate
Burstein & Chodorow's (1999) study: Automated Essay Scoring for Nonnative English Speakers created a new term, agreement percentage, by calculating the percentage of the exact and adjacent scores assigned by e-rater and human rater. Burstein et al. (1998, p.206 ) defined the agreement rate by stating that "in accordance with human interrater 'agreement' standards, human and e-rater scores also 'agree' if there is an exact match or if the scores differ by no more than one point (adjacent agreement)." In the present study, only Essay No. 9 had the rating difference more than one point (2.3 vs. 3.6). By definition the agreement rate was 94.4 percent (17 cases out of the 18 within one-point difference). Again, this high agreement rate could be possibly due to the researcher's awareness of the "custom" of the grading system that MyAccess seldom gives scores 5 or 6 to sophomores. Nevertheless, if the adjacent agreement definition is taken to decimal because MyAccess assign scores with decimals in this case, Essay No. 5, 7, 8, 11 and 13 are the cases in the study. Then, the agreement rate is 27.8 percent (5 cases out of the 18 within zero-point-one difference) which is much lower than the 94.4 percent of agreement rate.
Research Question 2: How Competent Are Students in Reviewing Their Counterpart's Written Work?
Peer review approach has been practiced for quite a few decades in both L1 and L2 teaching. Many report the positive effect on improving student writing and students' welcoming attitude toward the class activity. On the other hand, educators looked into students' capability in detecting and correcting their counterparts' lexical, syntactic, and semantic errors as well as giving proper suggestions for organization, development, and creation.
In determining how competent the students are in reviewing their counterpart's written work, two sets of collected data were looked into: a. Students' midterm and final grades are used to measure their competence of detecting errors and correcting them; b. the content of Peer Editing Sheets was analyzed to assess their reviewing quality.
The Midterm and Final Exam Results
In this teaching practice, the researcher collected all the errors students made on their written work and turned them into the midterm and final exams by asking students to detect the errors and correct them (Appendix 1 & 2). More specifically, errors selected from writing practice (I), (II) and (III) were used for the midterm test, while errors chosen from writing practice (IV) and (V) were tested on the final exam. The total was 50 errors for the midterm and 100 errors for the final test assigned with a 100 point scoring scale. The number attached at the end of each sentence indicates how many errors the sentence has. The results shown on Table 3 accounted for students' capability/competence of correcting writing errors. It can range from 38 percent to 95 percent. The average scores of the midterm and the final exam are 70.2 and 79.3.
Actually, in the beginning the researcher planned to use students' midterm and final exam scores as evidences of students' competence in reviewing their peers' work and didn't mean to release and teach the error items collected from all the essays. However, a student pleaded the teacher to release and teach all the error items in class before the midterm and another requested before the final exam. Therefore, in considering students' right to know and prepare for the tests, the researcher released all the error items online and taught them. This episode shows that grammar training before adopting the peer review approach is really essential. 
Peer Editing Sheets
Each participant in the study was supposed to complete three Peer Editing Sheets. However, respectively, 14 valid Peer Editing sheets for the narrative essay (Table 4) , 18 sheets for the cause-effect essay (Table 5 ) and 19 pieces for the argumentative essay (Table 6 ) were handed in. The student editors' comments are collected and displayed on Table 4 , 5, and 6. The researcher also comments on them. ▲Writer should write more in the concluding paragraph.
2: Left blank:
▲You can tell readers how you feel in this movie.
It seems that the story still goes on without ending. ▲Writer should talk to readers why she thinks that the story has educational meaning and how interesting she thinks.
▲Your essay isn't related to your topic. Maybe you should change your topic or rewrite your essay.
▲Why does meteor come up?
1: Left blank ▲You can describe more movie details. Tell readers how terrible it is.
1: More will fine:
▲How about write more sentences make the whole article become complete. ▲The content in this paragraph is not so specific.
▲indicates the comment made by the student editor was deemed proper. ★indicates the comment made by the student editor was deemed improper due to not answering the question, not constructive, or not pointing out a way to make a change. The square brackets [ ] indicate they are the researcher's notes. The student editors' comments sometimes include grammatical errors. The researcher sometimes tries not to correct them and let them stand real.
The researcher's comment on the Peer Editing Sheet for Narrative essay:
1. The students are all able to identify the number of paragraphs, the action or event written in certain paragraph, and the best part of their peer's essay (Question 2, 3, and 7).
2. Six out of fourteen couldn't identify the ending type because on the day of instruction eight students claimed for an official leave for an important school event (Question 5).
3. The students' comments were generally true, proper and constructive enough to their peers (Question 4, 6, and 8).
4. For Question 1, most of the students seemed not competent enough in judging whether the hook is good or bad. This is also possible that they didn't know how to help their peer construct a better hook in response to the continuous question in Question 1, thus they had to say the hook was good. The textbook exemplified good hooks, and the researcher emphasized them and thought they weren't hard to understand. This is probably one of the very few items on the peer editing sheets that the researcher didn't agree with most of the students' comments. Some examples of hooks done by the student writers are listed in the follows to show the difference between the students' comments and the teachers' expectation. Those are deemed good hooks by the student reviewers, but the researcher didn't agree with them totally:
There are more and more different kinds of dramas playing on TV nowadays.
There are many kinds of movies. Which type of that do you like?
Seeing movies is not only common but also popular entertainment in this world.
Nowadays, there are a lot of different kinds of movies that we can see, such as…
The following are examples of good hooks written by the other students in the class:
If you were the only one person who was alive in this world, how do you feel?
Can you imagine that one day when you wake up and suddenly you find that you can not move your hands, your fingers, your head, your neck, your body, and your feet?
In view of this Peer Editing Sheet, most descriptive comments made by the student editors were proper and constructive, even though a small portion of them was not answering the question, constructive or providing a way to make a change. On the contrary, attention should be given to those who easily check "yes," while they shouldn't. One last note is regarding the design of the Peer Editing Sheet which is advised to ask more open-ended questions. A well-designed Peer Editing Sheet is really thought-provoking and worth of spending 20 to 30 minutes on it. ★I think time is not enough so the writer cannot talk more details. ★I can't know what she will tell me next. ▲indicates the comment made by the student editor was deemed proper. ★indicates the comment made by the student editor was deemed improper due to not answering the question, not constructive, or not pointing out a way to make a change.
By analyzing the Peer Editing Sheets, Question 1, it may be questionable whether the students who wrote "Yes," had a reason to do so beyond not wanting to explain further. On the other hand, when they say "No," most of the time they have a good reason, especially those who provided comments. After assessing all of the three Peer Editing Sheets, a conclusion was made that the students' comments were generally true, proper and constructive enough to their peers. However, they are weak in identifying good hooks as well as counterargument and help their peers to re-write them. Concerning the Peer Editing Sheets, they are provided by a commercial textbook. Instructors might want to design on they own because those sheets as mentioned above do not ask about grammatical items at all which are very concerned by student writers. Besides, critiques questioning about students' competence in reviewing their peers' writing always look for evidences from student reviewers' grammatical error identification rate. Future Peer Editing Sheets are suggested to include a few questions of grammatical errors and of which should be able to finish in 30 minutes on the task. In contrast, other parents will say day care is much more convenient than home care because they can concentrate on their work, and the baby sitter can take care of their children well.
In the end, no matter many advantages or disadvantages about the day care and home care, it depends on you.]
[The researcher's note: These topic sentences stay closely and support the writer's thesis. If anything should be blamed about, it is the conclusion that does not take sides. Even though the writer had spent most of the volume saying home care is better than day care, she held back to the middle for retaining objectivity. This happens quite commonly in Chinese students' comparison essays. The researcher had eased them to take sides before writing by saying it wouldn't be judged or graded on which side they took.] ★indicates the comment made by the student editor was deemed improper due to not answering the question, not constructive, or not pointing out a way to make a change. The square brackets [ ] indicate they are the researcher's notes. The student editors' comments sometimes include grammatical errors. The researcher sometimes tries not to correct them and let them stand real.
Research Question 3: What Are the Error Identification Rates of Teacher Grading?

The Product-Oriented Approach: Teacher Grading
This writing class was primarily organized with a traditional teacher-center method or the product-oriented approach but infused with the peer review (process-oriented method) and the machine rating (also process-oriented method) methods. Take the essay No. 9 on Table 4 as an example because this is the only essay that the researcher's rating doesn't reach an agreement with the automated grading system or differ by more than one point (2.3 vs. 3.6). At the first glance, the researcher thought the assigned score 2.3 couldn't have been wrong because the student writer wrote very little about what it is in the Internet classroom in the third paragraph but stating what's not any more in the traditional classroom. Besides, the grammatical errors were not changed very much based on the instructor's suggestion, and the hook and the topic sentences were not attractive enough as the instructor emphasized several times in the class that they would be the focuses to look at. Also, the instructor look into if the trained objectives such as the hook, the topic sentence, the supporting information, the conclusion, the comparison method, the connectors, and the exercise of first, second, third…etc. are added to his text. In addition, the student author used quite a few Chinese expressions such as "Eight o'clock was the first class in a day" and "Present students are well-being" that a machine rater couldn't possibly detect. All these caused the low points from a human rater, and therefore "inconsistency or disagreement" existed between two reviewers.
Even though teachers traditionally bear the extreme authority for grading student work, Kuo (2008) challenged it by examining the quality of non-native English speaking teachers' error correction and found the teachers participating in the experiment identified and corrected 78 percent of errors on student composition, while the accuracy rate in correcting the de-contextualized short essays was as low as 48%. After an experimental treatment, the accuracy rates increased by 8 percent in both contextualized and de-contextualized content. The causes of teachers' unnecessary corrections included false or partial understanding of English grammar and usage, focusing on style, content and correcting from readers' perspective.
Error Types
In the present study, three English teachers from two private universities of science and technology and one from a public university of science and technology (one native speaker and two non-native speakers) exercised a corpus-study method by tagging error types to the Essay No. 9. The results showed (Table 7 , 8, 9 and 10) the total error types identified by the three teachers were 18 and the error counts in the writing example were respectively 29, 11 and 26. The average errors being recognized were 22. Counting the total identified errors but excluding the overlaps, there are 35 errors in the essay according to the reviewers' assessment. The identification rates were respectively 82.9%, 31.4% and 74.3%. The average identification rate (62.9%) is much lower than that in Kuo's study (78%) in 2008 probably because the teachers in the study were not made aware that the experiment was ongoing. The error counts of the top identified frequencies were word choice, tense, L1 transfer, the third person singular, and the plural. The results mostly resembled Tan's report (2008) that the top four commonly made errors in her study of Taiwanese college EFL students were word choice, verb form, missing subject, and verb tense.
In view of the results on Table 7 , the count of error types can't be said absolutely exact due to reasons such as a. insufficient definition, b. grammar training, and c. various correction ways. The example of insufficient definition being provided to the teacher is the tag [ing] which refers to the present continuous -ing form. Teacher 3 correctly identified the second error in the fourth paragraph but tagged it with [ing], while Teacher 1 sorted it into the [word choice]. An example of grammar training is the "skill cram school" in the third paragraph. A native speaker of English may not know it's a transfer from L1 but feel odd and tag it [word choice]. Sentences such as "Eight o'clock was the first class in a day" and "Present students are well-being" are also difficult for native speakers of English to categorize the sentences into [L1 transfer]. Various correction ways could influence the error types being sorted into, for instance, the sentence "Some went to school by walk." Teacher 1 may want to change the "by walk" to "on foot," therefore, tags it with [expression]; while Teacher 2 may intend to correct the verb form with the gerund walking, thus tags it with [word choice]. The third teacher considers this is an error of verb form, as a result, she tags it with [tense -ing]. However, all of them correctly identified the error but tagged it differently. One additional note is the spelling error does not appear in this study because the students in the study have ways and tools to correct them while they are typing. But spelling error is ranked high among the top error types in some researchers' studies. More importantly, this case surfaced a problem that an essay full of Chinese expression could be rated high in the automated grading system but low in human rating. This is also the reason that causes the grading system and the human rater inconsistent in rating. In the past, we need [tense] to go to school for class everyday. Some people needed to get up early because they lived far away from school. Some went to school by walk [word choice]. Eight o'clock was the first class in a day. Teachers used the blackboard and chalks to start teaching. It was a very rare chance to go to school for former people, so everyone who could go to school to study was hard-working. Teachers taught some basic subjects like Chinese and Math. Students finished their final class at four o'clock. After class, they can play some interesting games in the field. 
Questionnaire Results
A questionnaire was conducted for students to respond a week before the final exam. The results shown on Appendix 3 indicated that the majority of the subjects participating in the study agreed upon that four-semester writing classes for an English major student and six composition practices per writing class were just right. Interestingly, 9 students out of 16 (56.25%) said 6 composition practices in a writing class were just right (Question 5), whereas, when they were reconfirmed with regard to how many were enough, seven students (the mode in a statistic sense) indicated four would be enough (Question 6 on the questionnaire). Thus, this is fair enough to say that six practices are within the range of their toleration. In the results of Question 7, 8 and 9, respectively ten, ten, and nine out of sixteen participants (62.50%, 62.50% and 56.25%) agreed the Department should offer accesses to writing-aid software such as grammar checkers, vocabulary and sentence pattern practices, and automated grading system, Criterion or MyAccess for instance. Responding to the evaluation of reviewers' usefulness to the respondents' writing, nine considered the automatic grading system's assistance was limited and should be used occasionally (56.25%), while eight of the sixteen participants deemed peer review was innovative and should be used more often (50.00%).
When asked to rank the order of preference and effectiveness among the three reviewers-the automated grading system (MyAccess in this case), the peer and the teacher, a high portion of respondents (to be precise, 56.25% and 62.50% for Questionnaire Question 12 and 13 respectively) preferred teacher to peer followed by the automated grading system.
Concluding from an empirical study, Tsao (2006) found the product-oriented method for teaching English writing class was more effective than the process-oriented approach in improving students' grammar and diction, particularly effective in enhancing the grammar skills of less proficient writers. This study therefore attested Tsao's (2006) study mostly.
Conclusion and Suggestion
This study is somewhat Action-Research-oriented because this study not only asks questions to seek answers, but also discovers more problems and observes the differences. In answering the first question: What is the consistency rate or agreement rate between a human rater and a machine rater? The study examined the Pearson correlation coefficient and the agreement rate defined by the exact-plus-adjacent ratio, and suggested the correlation rate is 0.780593 and the agreement rate is 94.4% in this case.
Regarding the second question: How competent are students in reviewing their counterpart's writing work, the researcher went through the students' midterm and final exam which were a collection of errors from their essays and looked into the quality of the Peer Editing Sheets and found students generally do a great job on the written comments but have trouble distinguishing the good hooks from the bad ones. While organizing the peer review activity, instructors are advised to design their own Peer Editing Sheets by adding a few items of grammatical questions, if possible.
With the advancing technology, traditional peer review method has launched integrating and employing the web 2.0 concept to develop an online peer review tool for assessing written text. PeerScholar developed by the University of Toronto Scarborough, Canada (Pare & Joordens, 2008) was originally designed to address the need for writing and critical thinking assessment in the Introductory Psychology course which enrolled over 2000 students every year at the university. Classroom peer review activity has expanded its social interaction to the web via the aid of technology, and makes the writing class return to a much larger size possible just as Pare & Joordens claimed in 2008. However, the correlation rate is relatively low as the evidences provided by Pare & Joordens themselves. The approach seems not to be prevailing yet.
From the results of the questionnaire, the preference and effectiveness orders for student writing were found to be the teacher prior to the peer and the automated grading system. Even though teachers and researchers have tried to use the automated grading system and the peer review method for reducing teachers' loading, the methods have been concluded not being able to completely replace the human teachers in terms of preference and effectiveness. Leki's (1991) pointed out that error analysis focused on grammar errors but didn't help improve learners' writing, while students considered surface errors were important to be corrected by teachers (Leki, 1991) . Besides, error analysis retained too often "a static, product-oriented type of research, whereas L2 learning processes required a dynamic approach focusing on the actual course of the process. The static and fixed environment seems to have been claimed to be changed by the Genre writing approach which is described as a moving and dynamic environment (stabilized-for-now) and leads researchers to look closely at the social motives for writing influenced by different 
