Abstract. Fixing n general points p i in the plane, what is the dimension of the space of plane curves of degree d having multiplicity m i at p i for each i? In this article we propose an approach to attack this problem, and demonstrate it by successfully computing this dimension for all n and for m i constant, at most 3. Our approach is based on an analysis of the corresponding linear system on a degeneration of the plane itself, which leads to a simple recursion for these dimensions. We also obtain results in the "quasi-homogeneous" case when all the multiplicities are equal except one; this is the natural family to consider in the recursion.
(that is, divisors in |dH|) with multiplicity m 0 at p 0 and multiplicity m at p i for i ≥ 1. We will denote this system by L = L(d, m 0 , n, m). Define its virtual dimension v = v(d, m 0 , n, m) = d(d + 3)/2 − m 0 (m 0 + 1)/2 − nm(m + 1)/2); the linear system of all plane curves of degree d has dimension d(d + 3)/2 and a point of multiplicity k imposes k(k + 1)/2 conditions. Of course the actual dimension of the linear system cannot be less than −1 (projectively, dimension −1 means an empty system); hence we define the expected dimension to be E(d, m 0 , n, m) = max{−1, v(d, m 0 , n, m)} As the points p i vary on P 2 , the dimension of this linear system is upper semi-continuous; therefore on a Zariski open set in the parameter space of (n + 1)-tuples of points, the dimension achieves its minimum value, which we (abusing notation slightly) call the dimension of L, and denote by ℓ = ℓ(d, m 0 , n, m). We always have that ℓ(d, m 0 , n, m) ≥ E(d, m 0 , n, m); equality implies (when the numbers are at least −1) that the conditions imposed by the multiple points are independent.
We will say that the generic system L is regular if equality holds, i.e., that either the system is empty or that the conditions imposed by the multiple points are independent. If L is not regular, we say it is irregular.
In this article we discuss the regularity of such linear systems of plane curves, and classify the regular linear systems with low multiplicity m.
There is a long history for this problem; we will not make an attempt here to discuss it. The "homogeneous" cases with m 0 = 0, and m ≤ 2, are discussed in [AC] , and in [Hi1] ; this last reference also has results on the homogeneous m = 3 case. In [GGP] , [GGP] , [Ha1] , [Ha2] , [Ha3] , [Hi2] , and [S] one may also find related conjectures and results on the general case. The reader may consult [G] for a recent survey.
In Section 2 we lay out some basic notation and elementary observations. In Sections 3 and 4 we describe in detail our approach, which is based on a degeneration of the plane and the corresponding linear system. This leads to a a recursion for the sought-after dimension, which relies on a transversality theorem for the pair of linear systems to which the recursion is reduced; these are described in Sections 5, 6, and 7. The failure of systems to be irregular is always due (in our examples) to the presence of multiple (−1)-curves in the base locus; we formalize this in Section 8 (calling such systems "obviously irregular") and give a classification of quasi-homogeneous (−1)-curves in Sections 9, 10, and 11. Using this, we present a list of the obviously irregular systems in Section 12, for m ≤ 3. We then prove in Sections 13 and 14 that all quasi-homogeneous irregular systems are obviously irregular, for m ≤ 3. In the final sections we turn our attention to the homogeneous case, and prove that all irregular systems are obviously irregular for m = 4. The general m case is discussed in Section 17 where we present a partial result.
The authors would like to thank L. Caporaso, A. Geramita, B. Harbourne, J. Harris, and A. Tjurin for some useful discussions.
Basic Facts
We keep the notation of the Introduction. If there is no danger of confusion, we will omit in what follows the indication of the data (d, m 0 , n, m). Also, if n = 0, we omit n and m from the notation and speak of the linear system L(d, m 0 ).
We note that the regularity of L is equivalent to a statement about linear systems on the blowup F 1 of P 2 at the point p 0 . If H denotes the class of the pullback of a line and E denotes the class of the exceptional divisor, then the linear system on P 2 transforms to the linear subsystem of |dH − m 0 E| consisting of those curves having multiplicity m at each of the n transformed points p i , i ≥ 1 (none of which lie on E). If we further blow up the points p i to E i , obtaining the rational surface P ′ , then the original system L is regular if and only if
We can speak of the self-intersection L 2 and the genus g L of the curves of the system L(d, m 0 , n, m), which will be the self-intersection and the arithmetic genus of the proper transforms of these curves on the blowup P ′ ; We have: Q.E.D.
Also, the case of large m 0 is easy to understand.
Proof: Statement (a) is obvious. To see (c), note that m + m 0 ≥ d + 1 implies that each line T i through p 0 and p i must be a component of any divisor in the linear system; therefore factoring out these n lines implies that
The Degeneration of the Plane
In this section we describe the degeneration of the plane which we use in the analysis. It is related to that used by Ran [R] in several enumerative applications.
Let ∆ be a complex disc around the origin. We consider V := P 2 × ∆, with the two projections p 1 : V → ∆ and p 2 : V → P 2 . We let V t := P 2 × {t}. Consider a line L in the plane V 0 and blow it up to obtain a new three-fold X with maps f : X → V , π 1 = p 1 • f : X → ∆, and π 2 = p 2 • f : X → P 2 . The map π 1 : X → ∆ is a flat family of surfaces over ∆. We denote by X t the fibre of π 1 over t ∈ ∆. If t = 0, then X t = V t is a plane P 2 . By contrast X 0 is the union of the proper transform P of V 0 and of the exceptional divisor F of the blow-up. It is clear that P is a plane P 2 and F is a surface F 1 . They are joined transversally along a curve R which is a line L in P and is the exceptional divisor E on F.
Notice that the Picard group of X 0 is the fibred product of Pic(P) and of Pic(F). In other words, to give a line bundle X on X 0 is equivalent to give a line bundle X P on P and a line bundle X F on F whose restrictions to R agree. Hence one must have X P ∼ = O P (d) and X F ∼ = O F (cH − dE) for some c. We will denote this line bundle on X 0 by X (c, c − d).
The normal bundle of P in the 3-fold X is −L; the normal bundle of F in X is −E. Hence for example the bundle O X (P) restricts to P as O P (−1) and restricts to F as O F (E).
Let O X (d) be the line bundle π *
is isomorphic to O P 2 (d) whereas the restriction of O X (d) to X 0 is the bundle X (d, 0), (whose restriction to P is the bundle O P (d) and whose restriction to F is the bundle O F (dH − dE)).
Let us denote by
, is still the same, i.e. it is isomorphic to O P 2 (d), but the restriction to X 0 is now different: it is isomorphic to X (d, k) (whose restriction to P is the bundle O P (d − k) and whose restriction to F is the bundle O F (dH − (d − k)E)).
The Linear System on X 0
Consider now a positive integer n and another non-negative integer b ≤ n. Let us consider n − b + 1 general points p 0 , p 1 , . . . , p n−b in P and b general points p n−b+1 , ..., p n in F. We can consider these points as limits of n general points p 0,t , p 1,t , . . . , p n,t in X t . Consider then the linear system L t (d, m 0 , n, m) which is the system L(d, m 0 , n, m) in X t ∼ = P 2 based at the points x t , p 1,t , ..., p n,t .
We now also consider the linear system L 0 := L 0 (d, k, m 0 , n, b, m) on X 0 which is formed by the divisors in |X (d, k)| having a point of multiplicity m 0 at p 0 and points of multiplicity m at p 1 , ..., p n . According to the above considerations, any one of the systems L 0 (d, k, m 0 , n, b, m) can be considered as a flat limit on X 0 of the system
We note that the system L 0 restricts to P as a system L P of the form
Indeed, at the level of vector spaces, the system L 0 is the fibered product of L P and L F . Specifically, if L P is the projectivization of the vector space W P , and L F is the projectivization of the vector space W F , then by restriction to the double curve R we have maps
, and the fibered product
Since the linear system L 0 is a linear system on a reducible scheme, its elements come in three types. The first type of element of L 0 consists of a divisor C P on P in the system |(d − k)H| and a divisor C F on F in the system |dH − (d − k)E| (both of which satisfying the multiple point conditions) which restrict to the same divisor on the double curve R. We will then say that C P and C F match to give a divisor in L 0 .
The second type is a divisor corresponding to a section of the bundle which is identically zero on P, and gives a general divisor in the system L(d, d − k, b, m) on F which contains the double curve E as a component; that is, an element of the system
The third type is the opposite, corresponding to a section of the bundle which is identically zero on F, and gives a general divisor in the system L(d−k, m 0 , n−b, m) on P which contains the double curve L as a component; that is, an element of the system
We denote by ℓ 0 the dimension of the linear system L 0 on X 0 . By semicontinuity, this dimension ℓ 0 is at least that of the linear system on the general fiber, i.e.,
Therefore we have the following:
The basis of our method is to compute ℓ 0 by a recursion. The easy case is to compute this dimension when all divisors in the linear system are of the second or third type, that is, come from sections which are identically zero on one of the components P or F. In this case one simply obtains the dimension of the linear system on the other component, which gives us the following.
We will definel 0 to be the dimension of the linear systemL 0 of divisors in L 0 which have the double curve R as a component.
The Recursion
We want to generalize Lemma 4.2, and for this it is convenient to introduce some notation. Fix d, k, m 0 , n, b, and m. We will refer to the system
The double curve R is denoted by L when considered as a curve in P and by E when considered as a curve in F. The system on P restricts to a system R P on the double curve R = L, and the kernel is, at the level of linear systems, the systemL P = L(d−k−1, m 0 , a, m). Similarly, the system on F restricts to a system R F on the double curve R = E, and the kernel is, at the level of linear systems, the systemL
the virtual dimension of the system on
the virtual dimension of the kernel system on F ℓ = ℓ(d, m 0 , n, m) the dimension of the general system
the dimension of the system on
the dimension of the kernel system on F r P = ℓ P −l P − 1 the dimension of the restricted system
Let us denote by T 1 , . . . , T n−b the lines joining p 0 with p 1 , ..., p n−b in P and by F n−b+1 , ..., F n the fibres of F on which the points p n−b+1 , ..., p n lie.
We notice that if k ≤ m − 1, then F n−b+1 , ..., F n split off as fixed parts of the system L(d, d − k, b, m) on F with multiplicity at least m − k. For various reasons which will hopefully become clear later, it is not useful in the recursion if this multiplicity is greater than 2. Hence we will consider only the case k ≥ m − 1.
If k = m − 1 the system L F on F has the fixed fibres F n−b+1 , ..., F n and the residual system is of the type 
One has the following lemma, whose immediate proof can be left to the reader:
Lemma 5.1. The following identities hold:
The restricted systems R P and R F on the double curve may intersect in various dimensions a priori. The dimension ℓ 0 of the linear system L 0 on X 0 depends on the dimension of this intersection, since L 0 is obtained as a fibered product. Returning to the notation above, we have that L 0 = P(W ) where W is the fibered product
Hence at the level of vector spaces
Let W R be the vector space corresponding to the intersection of the restricted systems R P ∩ R F , so that R P ∩ R F = P(W R ). Then an element of W is determined by first choosing an element γ ∈ W R , then choosing pre-images α ∈ W P and β ∈ W F of γ. Using vector space dimensions, the choice of γ depends on 1 + dim(R P ∩ R F ) parameters, and then once γ is chosen the choice of α depends on the vector space dimension of the kernel system, which is 1 +l P , and similarly the choice of β depends on 1 +l F parameters. Therefore dim(W ) = 1 + dim(R P ∩ R F ) + 1 +l P + 1 +l F . Projectivizing gives the dimension of the linear system L 0 , and we have proved the following:
Lemma 5.2. With the above notation,
Notice that this lemma generalizes Lemma 4.2: if ℓ P < 0 then both systemsL P and R P are empty, so thatl P = dim(R P ∩ R F ) = −1, and ℓ 0 =l F ; and if ℓ F < 0 then both systemŝ L F and R F are empty, so thatl F = dim(R P ∩ R F ) = −1, and ℓ 0 =l P .
The Transversality of the Restricted Systems
It is clear from the previous Lemma that the computation of ℓ 0 depends on the knowledge of the dimension of the intersection R P ∩ R F of the restricted linear systems. The easiest case to handle would be if these two systems were transverse (as linear subspaces of the projective space of divisors of degree d − k on the double curve R); then a formula for the dimension of the intersection is immediate. It turns out that this is always the case, which is a consequence of the following proposition.
Proposition 6.1. Let G = P GL(2, C) be the automorphism group of P 1 . Let X be the linear system of divisors of degree d on P 1 . Note that G acts naturally on X, and on linear subspaces of X of any dimension. Then for any two nontrivial linear subspaces V and W of X, there is an element g ∈ G such that V meets gW properly.
Proof: It suffices to prove the assertion when V and W have complementary dimensions k and d − k − 1 respectively. We argue in this case by contradiction: suppose that for every g ∈ G, the intersection V ∩ gW is nonempty. 
Let A be the (k +1)×(d+1) matrix of the a ij coefficients, and let B t be the (d−k)×(d+1) matrix of the t 2j−d b ij coefficients. Notice that B := B 1 is the matrix of coefficients for the original subspace W . Let C t be the square matrix whose with A as its first k + 1 rows and B t as its last d − k rows.
Since the subspaces V and g t W intersect nontrivially, they cannot span the whole space X; hence the matrix of coefficients C t must have trivial determinant. Note that this determinant is a Laurent polynomial in t, and hence each coefficient of t in this polynomial must vanish.
By expressing this determinant in the Laplace expansion using the minors of the first k + 1 rows against the minors of the last d − k rows, we see that the top coefficient of the determinant is the product of the minor of A using the first k + 1 columns with the minor of B using the last d − k columns. Since this coefficient is zero, we have that either the first minor of A is zero or the last minor of B is zero.
If the first minor of A is zero, then there exists in V a polynomial whose first k + 1 coefficients are zero, and hence vanishes at [0 : 1] to order at least k + 1. Hence [0 : 1] would be an inflection point for the system V .
Similarly, if the last minor of B is zero, we conclude in the same way that the point [1 : 0] is an inflection point for the system W .
Since the coordinate system was chosen to be general, we see that there are infinitely many inflection points for at least one of the two systems. This is a contradiction, finishing the proof.
Q.E.D.
Note that the given any automorphism g of a line in the plane, there is a lift of g to an automorphism of the plane fixing the line. By using this and the previous Proposition, one immediately deduces the following.
Corollary 6.2. The restricted systems R P and R F on the double line intersect properly.
The Formula for ℓ 0
Using the previous Corollary we now have the following formula for ℓ 0 :
Proof: If r P + r F ≤ d − k − 1, then the transversality of R P and R F implies that R P ∩ R F is empty, of dimension −1. This gives (a), using Lemma 5.
using the transversality) and by Lemma 5.2, we have
In any case our method for proving that the system L is regular is to find appropriate integers k, a, and b with n = a + b such that ℓ 0 = E(d, m 0 , a + b, m), and invoking Lemma 4.1. The computation of ℓ 0 is done by recursively by using Proposition 7.1.
The dimension computed in part (b) of the Proposition is, miraculously, the virtual dimension of the system on the general fiber, if each of the systems involved in (b) has the virtual dimension, using Lemma 5.1(a). Therefore (b) is useful for proving that L has the correct minimal dimension and is therefore regular. Statement (a) is more useful for proving that L is empty.
We collect what we need below.
Proof: In case (a), we have thatl P =l F = −1, with ℓ P = v P and ℓ F = v F . Hence
and L is empty, and therefore regular. For (b), the assumptions imply that the dimension equals the virtual dimension for all the terms, and a computation shows that r P + r F = 2d − 2k in this case. Then as noted above the result follows from Lemma 5.1(a).
Standard Irregular Systems
A linear system L(d, m 0 , n, m) with L 2 = −1 and g L = 0 will be called a quasi-homogeneous (−1)-class. By (2.1), we see that v = 0, so that every quasi-homogeneous (−1)-class is effective.
Suppose that A is an irreducible rational curve and is a member of a linear system L(d, m 0 , n, m), and suppose that on the blowup P ′ of the plane the proper transform of A is smooth, of self-intersection −1. We say then that A is a (−1)-curve. In this case L is a quasi-homogeneous (−1)-class. Indeed, if this happens, then L = {A}: if D ∈ L, then D · A < 0 on P ′ , so that D must contain A as a component, and then be equal to A since they have the same divisor class. Therefore such a linear system L is regular, of dimension 0. A quasi-homogeneous (−1)-class containing a (−1) curve will be called an irreducible (−1)-class.
Let A be a (−1)-curve and suppose that 2A is a member of a linear system L(d, m 0 , n, m). Then L 2 = −4 and g L = −2 so by (2.1) v = −1 and the system is expected to be empty; however it clearly contains the divisor 2A (and is equal in fact to {2A}). Therefore such a linear system is irregular.
The fact that L contains a (−1)-curve with multiplicity two is the source of the irregularity.
Lemma 8.1. Let L be a nonempty linear system, A a (−1)-curve, and suppose that L · A = −N for some N ≥ 2. Then L contains NA as a fixed divisor and is irregular.
Proof: We work on the blowup P ′ , and we note that since
proving the irregularity of L.
Q.E.D.
A linear system L will be called standard irregular if it is nonempty and there is a ( The assumption that M is effective is not a priori numerical; we may make a numerical version of this construction which, though weaker, is still useful. We say that a system L is obviously irregular if L = M + NA, N ≥ 2, for some (−1)-curve A and some linear system M with M · A = 0 and v(M) ≥ 0. The virtual dimension of M being non-negative of course implies that M ≥ 0 and hence L is non-empty.
Quasi-homogeneous (−1)-classes
It is clear from the previous section that a classification of (−1)-classes is important in understanding regularity of linear systems. Fortunately it is not hard to classify all quasihomogeneous (−1)-classes, as we now do.
Suppose that L(d, m 0 , n, m) is a quasi-homogeneous (−1)-class. Then
(which is equivalent to the genus condition, and is specifically the condition that L · K = −1 on the blowup surface). Solving (9.2) for m 0 gives m 0 = 3d − nm − 1 and plugging this into (9.1) yields 8d 2 − 6dnm + n 2 m 2 − 6d + 2nm + nm 2 = 0 which can be rewritten as
This suggests the change of variables
Reversing this change of coordinates gives
Hence we seek integral solutions (u, v) to the equation (9.4) with u ≡ v mod 2 (so that d and m 0 are integers) and m|(u − 2v) (so that n is an integer), and all quantities u − v, u − 2v, and u + v positive.
If m = 1, the curve (9.4) is uv − 3v = 0, so either u = 3 or v = 0. If u = 3 then the positivity conditions are that 3 − v > 0, 3 − 2v > 0, and 3 + v > 0, so v ∈ (−3, 3/2) and must be odd; only v = ±1 are possibilities. The solution (3, −1) gives (d, m 0 , n, m) = (2, 0, 5, 1), and the solution (3, 1) gives (d, m 0 , n, m) = (1, 1, 1, 1). If v = 0 we only must have u > 0 and even, say u = 2e. This gives (d, m 0 , n, m) = (e, e − 1, 2e, 1), for any e ≥ 1. These are all the solutions with m = 1.
From now on we assume that m ≥ 2. In this case the hyperbola (9.4) in the (u, v) plane has the horizontal asymptote v = 1 − m, the vertical asymptote u = 2m + 1, and passes through the origin with slope (m − 1)/(2m + 1) < 1/2. This slope condition implies that in the third quadrant the hyperbola lies entirely above the line v = u/2.
These two inequalities imply that the only integral points of interest lie on the branch of the hyperbola in the fourth quadrant, with v < 1 − m and u > 2m + 1. Hence we may assume that u ≥ 2m + 2 and v ≤ −m. (9.6) Finally make the change of coordinates
which transforms the hyperbola (9.4) into xy = (m − 1)(2m + 1). (9.8)
The branch of (9.8) corresponding to the branch of (9.4) in the fourth quadrant is the one in the first quadrant, with x ≥ 1 and y ≥ 1. Clearly the integral points on (9.8) come simply from the possible factorizations of (m − 1)(2m + 1).
This gives the following classification. 
In part (c), condition (ii) is the non-negativity of m 0 , while conditions (iii) and (iv) are needed to insure that d, m 0 , and n are integral.
A linear system L(d, 0, n, m) will be called homogeneous. It is easy to classify all homogeneous (−1)-classes from the above Proposition. 
Proof:
Clearly these are the only ones with m = 1. For m ≥ 2, we must have the factors x and y satisfying y = x + m, and so x(x + m) = (m − 1)(2m + 1). If x ≤ m − 1 then the other factor x + m must be at least 2m + 1, a contradiction. If x ≥ m + 1 then x(x + m) ≥ (m + 1)(2m + 1), which is too big. Hence only x = m is a possibility, which in fact does not work.
Example 9.11. For any m ≥ 2, set x = (m − 1)(2m + 1) and y = 1. Conditions (i), (ii), and (iii) clearly hold, and x + 2y − 1 = (2m 2 − m − 1) + 2 − 1 = m(2m − 1) so that also (iv) holds. This gives
Example 9.12. Fix z ≥ 1, let m = 4z 2 + 3z, x = 8z 2 + 2z − 1 and y = 4z 2 + 5z + 1. This gives the solution
Example 9.13. Fix z ≥ 1, let m = 4z 2 + 5z + 1, x = 8z 2 + 14z + 5 and y = 4z 2 + 3z. This gives the solution
It is an exercise to check that the previous two examples produce all of the quasihomogeneous (−1)-classes with n = 8, other than (d, m 0 , n, m) = (4, 3, 8, 1).
Example 9.14. The following is a complete list of all quasi-homogeneous (−1)-classes with m ≤ 10: 
Cremona Transformations
If p 0 , p 1 , . . . , p n are general points in the plane, and C is a curve of degree d having multiplicity m i at p i for each i ≥ 0, then the effect of performing a quadratic Cremona transformation based at three of the points p i , p j , and p k is to transform C to a curve of degree 2d
If we consider the entire linear system of such curves, then it is clear that the dimension of the linear system does not change upon performing the Cremona transformation. Moreover, if the linear system contains irreducible curves before applying the Cremona transformation, it will contain irreducible curves after applying the Cremona transformation. In addition, the virtual dimension does not change upon applying the Cremona transformation, if all of the numbers involved are nonnegative. Therefore Cremona transformation are a useful tool for analysing the regularity of systems in certain situations.
Let us first consider quasi-homogeneous systems of the form (and therefore regular) , so that ℓ = −1.
Proof:
Statements (a) and (b), where we have either no base points or simple base points, are trivial. Statements (c), (d), (e), and (f), where we have 3 or fewer multiple points, are handled easily by putting the 3 points at the coordinate points of the plane and counting homogeneous monomials. Statement (g) is obtained by making a quadratic Cremona transformation at the point p 0 of multiplicity d − m and two of the n points of multiplicity m; we note that the resulting linear system is of the same form, namely that it is quasi-homogeneous with m 0 = d − m.
Finally we turn to statement (h). If n ≥ 3, d < 2m and L is nonempty then the line L ij through any two of the n points p i and p j must split off the linear system, since L · L(1, 0, 2, 1) = d − 2m. If in fact n ≥ 4, then the two lines L 12 and L 34 become (−1)-curves on the blowup of the plane, which meet at one point; hence the sum L 12 + L 34 moves in a pencil, and so cannot be part of the fixed part of the system L. This contradiction shows that L must be empty.
To finish we may therefore assume that n = 3. Again the three lines through the three points split off the system, (in fact each splits off 2m − d times) leaving the residual system L(4d − 6m, d − m, 3, 2d − 3m). Therefore L is clearly empty if 2d < 3m. If 2d ≥ 3m, then the 3 lines through p 0 and the 3 points p i split off the residual system, since the intersection number
Indeed, we see that these three lines each must split off 2m−d times, leaving as the further residual system L(7d − 12m, 4d − 7m, 3, 3d − 5m) if all of these numbers are non-negative. If 7d < 12m we see then that the residual system, and hence L, is empty, and we are done. Note that if 7d ≥ 12m then 3d ≥ 5m (since 5/3 < 12/7).
If 4d ≤ 7m then the residual system is L(7d − 12m, 0, 3, 3d − 5m); again the 3 lines through the 3 points split off this system, each 2m − d times, leaving the system L(10d − 18m, 0, 3, 5d − 9m); but if 4d ≤ 7m then (since 7/4 < 9/5) we have that 5d < 9m, so that this further residual system is empty, and we are done.
If on the other hand 4d > 7m then the residual system is actually L(7d − 12m, 4d − 7m, 3, 3d − 5m), and all these numbers are strictly positive. Define the ratio r = d/m. We have shown that if r ≤ 7/4 then L(d, d − m, 3, m) is empty, while if r > 7/4 then ℓ(d, d − m, 3, m) = ℓ(7d − 12m, 4d − 7m, 3, 3d − 5m). This residual system is of the same form (m 0 = d − m) and has as its ratio s = (7d − 12m)/(3d − 5m) = (7r − 12)/(3r − 5). Therefore if s < 7/4, which happens for r < 13/7, the system is again empty.
We claim that by iterating this procedure enough times we will be done, i.e., for any r < 2 there is an iterate s (n) (r) which is less than 7/4. The function s(r) maps the interval r ∈ (7/4, 2) onto the interval s ∈ (1, 2), and moreover s(r) < r for each such r. Hence the iterates s (n) (r) form a decreasing sequence, and if they never go below 7/4, they must converge to a fixed point of the function s(r). This is impossible, since the only fixed point is at r = 2.
The above Lemma allows the construction of an algorithm to compute ℓ(d, d − m, n, m). If n ≥ 2 and d ≥ 2m one uses (g) to reduce the numbers, and hence one may assume that either d < 2m or n < 2. Each of these cases is covered by the Lemma. One can turn this algorithm into a formula, and a criterion for regularity, without too much difficulty. Proof: If q ≥ h + 1, we may apply quadratic Cremona transformations h times, arriving at the system L(d − hm, d − (h + 1)m, ǫ, m), which is nonempty and regular. If q ≤ h, we may apply quadratic Cremona transformations q − 1 times, arriving at the system L(µ + m, µ, 2(h − q) + ǫ + 2, m). If either q < h, or ǫ = 1, then we apply Lemma 10.1(h) and conclude that L is empty, and therefore regular.
We are left with the case q = h and ǫ = 0, for which we have the system L(µ + m, µ, 2, m); we then apply Lemma 10.1(e) to conclude the proof.
This analysis of the m 0 = d −m case applies immediately when m 0 > d −m also. Consider the system L(d, d − m + k, n, m) with k ≥ 1. We note that the n lines through p 0 and p i split off, each k times, leaving as the residual system the system L(d−kn, d−kn−m+k, n, m−k) (which is of the type discussed above). The irregularity of L is then deduced from this residual system: We now analyze the case with q = h + 1 and µ ≤ 1. If m = 2 the system is easily seen to be empty, and therefore regular; hence we assume that m ≥ 3. We perform h − 1 transformations, leading to the subsystem of L(d−(h−1)(m−1), d−h(m−1)−2, 2+ǫ, m) = L(2m − 2 + µ, m − 3 + µ, 2 + ǫ, m) with 2h − 2 general base points. We note that each line joining 2 of the 2 + ǫ points of multiplicity m in this system splits off, with multiplicity 2 − µ; hence if µ = 0 and the system is not empty, it is certainly irregular.
If µ = 0 and ǫ = 1, when m = 3 the original system is L(4, 0, 3, 3), which is empty; if m ≥ 4 the residual system is L(2m − 8, m − 3, 3, m − 4). Performing a Cremona transformation on this gives the obviously empty system L(m − 4, m − 3).
If µ = 1 and ǫ = 0 the residual system is L(2m − 2, m − 2, 2, m − 1) which transforms to the regular system L(m, 0, 2, 1); hence L is regular in this case.
If µ = ǫ = 1, then the residual system is L(2m − 4, m − 2, 3, m − 2) which transforms to L(m − 2, 0, 1, m − 2) which is again regular.
If µ = ǫ = 0, then the residual system is L(2m − 4, m − 3, 2, m − 2) which transforms to L(m − 1, 0, 2, 1) and is therefore regular. The original system is therefore nonempty if and only if (m − 1)(m + 2) ≥ 4h, and this is the only irregular case.
If q ≤ h, we perform q −1 transformations, arriving at the system L(µ + m−1, µ −2, 2(h− q) + ǫ + 2, m), with in addition 2q − 2 simple base points. (If µ = 0 the system is empty, and therefore regular; if µ = 1, the system is also empty unless q = h = 1 and ǫ = 0, but this implies d = m which is impossible.)
If µ ≥ 2, and h > q, then we argue as in the proof of Lemma 10.1(h) and conclude that the system is empty.
We are left to analyze the case µ ≥ 2 and h = q. If ǫ = 1, then the three lines through the three points split off, each with multiplicity m − µ + 1; therefore if 2m ≥ 4µ − 3, the system is empty (the residual has negative degree). Otherwise the residual system is L(4µ − 2m − 4, µ − 2, 3, 2µ − m − 2) and which transforms to L(2µ − m − 2, µ − 2). Since µ ≤ m − 2, this system is empty.
Finally we take up the case where µ ≥ 2, h = q and ǫ = 0, in which case the line through the two remaining points splits off m + 1 − µ times, leaving the residual system L(2µ−2, µ−2, 2, µ−1) (with 2q−2 simple base points). We perform one more transformation, giving the system of plane curves of degree µ with 2q simple base points, leading to the last exception.
Compound Quasi-homogeneous (−1)-classes
We note that Cremona transformations may be used to give a numerical criterion for deciding when a quasi-homogeneous (−1)-class is an irreducible class: if it can be transformed, by a series of quadratic Cremona transformations, to the class of a line through two points L(1, 0, 2, 1). Proof: It is obvious that L(1, 1, 1, 1) and L(2, 0, 5, 1), corresponding to a line through two points and a conic through 5, are irreducible. To see that L(e, e − 1, 2e, 1) is irreducible, note that it is irreducible for e = 1: again this is a line through 2 points. For e ≥ 2, applying a Cremona transformation to L(e, e − 1, 2e, 1) at the points p 0 , p 1 , p 2 transforms the system to L(e − 1, e − 2, 2e − 2, 1), and so by induction all these systems are irreducible. This proves (a).
To prove (b), apply the quadratic Cremona transformation to L(m 2 +m, m 2 −1, 2m+3, m) exactly m + 1 times, at p 0 , p 2i−1 , p 2i , for i = 1, . . . m + 1. It is easy to see that this transforms the system to L(m + 1, m, 2m + 2, 1), which is irreducible by (a).
Part (c) now is a consequence of (a) and (b), given the list of Example 9.14.
To prove (d), note that L(12, 8, 9, 3) is irreducible, and L(27, 17, 9, 7) · L(12, 8, 9, 3) = 12 · 27 − 8 · 17 − 9 · 3 · 7 = −1, so that if A is the (−1)-curve in L(12, 8, 9, 3), then A is a fixed curve of L(27, 17, 9, 7). The residual system is L(15, 9, 9, 4), which has virtual dimension 0 and is therefore non-empty.
Recall that we are interested in (−1)-curves because they are useful in constructing irregular linear systems. Suppose a quasi-homogeneous system L(d, m 0 , n, m) meets negatively a (−1)-curve A of degree δ, having multiplicities µ 0 , µ 1 , . . . , µ n at the points p 0 , . . . , p n . Since the points are general, an easy monodromy argument implies that for any permutation σ ∈ Σ n , L also meets negatively the (−1)-curve A σ of degree δ, having multiplicity µ 0 at p 0 , and having multiplicities µ σ(i) at p i for each i ≥ 1. There may of course be repetitions among the A σ 's.
If this happens, no two of the (−1)-curves A σ can meet, because if two (−1)-curves on a rational surface meet, their union moves in a linear system, and so the union cannot be part of the fixed divisor of any linear system L. Hence, since the Picard group of the blowup surface P ′ has rank n + 2, there can be at most n + 1 of these disjoint (−1)-curves. The sum of all of these A σ 's must also be quasi-homogeneous, and if there are k of them, is therefore of the form L(kδ, kµ 0 , n, µ ′ ) for some µ ′ . An elementary counting argument shows that if the µ i 's (for i ≥ 1) occur in subsets of size
The only way this can be less than or equal to n + 1 is if s = 1 (and A is then quasihomogeneous) or if s = 2 and k 1 = 1, k 2 = n − 1. The classification in case s = 1 we have discussed above. In the case s = 2, there are exactly n A σ 's, and the sum of the A σ 's is quasi-homogeneous, and is of the form L(nδ, nµ 0 , n, µ 1 + (n − 1)µ 2 ) if µ i = µ 2 for i ≥ 2. The condition that A and A σ do not meet is that
while that fact that A is a (−1)-curve implies that
Subtracting these two equations gives
so that µ 1 = µ 2 ± 1. We call such a system a compound quasi-homogeneous (−1)-class. It is not hard to completely classify these classes for low m:
Example 11.2. The following is a complete list of all compound quasi-homogeneous (−1)-classes L(d, m 0 , n, m) with m ≤ 10: (3, 0, 3, 2) compound with δ = 1, n = 3, (12, 0, 6, 5) compound with δ = 2, n = 6, (21, 0, 7, 8) compound with δ = 3, n = 7, µ 1 = 2, µ 2 = 1 L (48, 0, 8, 17) compound with δ = 6, n = 8, µ 1 = 3, µ 2 = 2.
Proof: The non-compound classes L(1, 0, 2, 1) and L(2, 0, 5, 1) we have seen before. If A is a (−1)-curve producing a compound homogeneous (−1)-class, then, with the notation above, A has degree δ, one point of multiplicity µ 1 , and n−1 points of multiplicity µ 2 = ±µ 1 . Therefore, shifting the indices of the points, we see that A is quasi-homogeneous, in the class L(δ, µ 1 , n − 1, µ 2 ). Hence we may appeal to Proposition 9.9. If µ 2 = 1, then either µ 1 = 0 (giving the two possibilities δ = 1, n − 1 = 2, and the compound class L(3, 0, 3, 2), or δ = 2, n − 1 = 5, and the compound class L(12, 0, 6, 5)) or µ 1 = 2 (giving δ = 3, n − 1 = 6, and the compound class L(21, 0, 7, 8)).
If µ 2 ≥ 2, then the class A comes from a factorization xy = (µ 2 − 1)(2µ 2 + 1), and then µ 1 = (x − y + µ 2 )/2. This is µ 2 ± 1 if and only if x − y = µ 2 ± 2. Now x = 2µ 2 + 1, y = µ 2 − 1 is a factorization with x − y = µ 2 + 2, but now we look at the requirement that µ 2 divides x + 2y − 1 = 4µ 2 − 2. This forces µ 2 = 2, giving x = 5, y = 1, and δ = 6, n − 1 = 7, leading to the compound class L (48, 0, 8, 17) . This is the only solution with x − y = µ 2 + 2. Hence what is left is to discuss the possible cases with x − y = µ 2 − 2. To obtain such a factorization x, y, we must have x < 2µ 2 + 1 and y > µ 2 − 1. Neither x = 2µ 2 nor y = µ 2 are possible factors, so in fact we must have x ≤ 2µ 2 − 1 and y ≥ µ 2 + 1. However the difference x − y being µ 2 − 2 then forces x = 2µ 2 − 1 and y = µ 2 + 1, whose product never equals (µ 2 − 1)(2µ 2 + 1). Thus there are no more compound homogeneous (−1)-classes.
We may now extend the definition of an obviously irregular system to include systems L which are of the form L = M + NC, where C is a compound quasihomogeneous (−1)-class, M · C = 0, N ≥ 2, and v(M) ≥ 0. 
Let's next analyze the case m = 3, in which case N may be either 2 or 3. We first discuss when N = 2. If
This gives the system L(3e + 1, 3e − 2, 2e, 3), which has v = 1 but after splitting off A twice leaves the system M = L(e + 1, e, 2e, 1), which has ℓ = 2.
If 
Since we have discussed in some detail the regularity of systems L(d, m 0 , n, m) with m 0 ≥ d − m − 1 in Section 10, we take the opportunity to make the following observation: 13. The classification of regular systems with m = 2
) is irregular if and only if it is an obviously irregular system.
Proof: We may and will assume that either m 0 = 0 or m 0 ≥ 3. We will prove the proposition by induction on n, since in the cases n ≤ 2 the assertion holds. (To prove it, put p 0 at the origin and the remaining n ≤ 2 points at the points at infinity of the axes, and then compute; we leave the details to the reader.) So we will assume n ≥ 3. We can also assume d ≥ 4 because the theorem holds for d ≤ 3, as one sees by a direct analysis. Furthermore the cases d < m 0 are trivial, inasmuch as L(d, m 0 , n, 2) is then empty and the expected dimension is −1. So we may assume d ≥ m 0 . By the results of Section 10, the theorem holds explicitly for m 0 ≥ d − 3. Our basic approach is to assume that L = L(d, m 0 , n, 2) is not obviously irregular, and then show that it has the expected dimension.
We now treat the case d ≥ m 0 +4. We proceed by using a (1, b)-degeneration and induction and we assume the theorem holds for lower values of n.
We start with the case v ≤ −1; we need to prove that if L is not obviously irregular, then it is empty. We perform a (1, b)-degeneration, for which the relevant linear systems are
We further fix b to be the minimum integer with 2b > d.
With this choice of b, it is clear thatL F is empty. We claim that alsoL P is empty. For this we note that since 2b + 2 ≤ d we certainly have 3b ≤ (3/2)(d − 2) ≤ 2d + 1; since v −v P = 2d + 1 − 3b is then non-negative, we have thatv P < 0 since v < 0. We will then have thatL P is empty unless it is obviously irregular, using induction. By Lemma 12.1, since m 0 ≤ d − 4, we see that we need only deal with the cases (i) d = m 0 + 4 even and
Suppose we have case (i), so that d = m 0 + 4 is even and
which forces h = 2 since we are assuming v < 0. This gives the system L = L(4, 0, 5, 2), one of the obviously irregular ones, a contradiction.
In case (ii), one has b = 4, so that n = 9; however then v = v(6, 0, 9, 2) = 0, a contradiction. This completes the proof of the claim that both systemsL P andL F are empty in this degeneration. Hence we havel P =l F = −1, so that r P = ℓ P and r F = ℓ F . Therefore r P + r F = ℓ P + ℓ F , and if we can show that ℓ P + ℓ F ≤ d − 2, then we can apply Proposition 7.1(a) and conclude that ℓ 0 = −1, so that L 0 is empty and by semicontinuity L will be empty. (The Proposition applies since the system L F has general restrictions, by Proposition 6.1.)
Note that since the restricted systems have degree d − 1, they have dimension at most d − 1; hence if either system L P or L F is empty, so that ℓ P = −1 or ℓ F = −1, then we are done since ℓ P + ℓ F will be at most d − 2. So we may assume that both systems L P and L F are not empty.
Note that the system L F contains as fixed part the b fibers through the b general points on the ruled surface F; hence the restricted system R F contains as fixed part a general divisor of degree b. In particular r F has dimension at most d − 1 − b.
First we examine the possibility that L P is irregular. Then by induction it is obviously irregular, and so by Lemma 12.1, since m 0 ≤ d − 4, L P is either L(4, 0, 5, 2) or L(2e, 2e − 2, 2e, 2) and hence has dimension 0, consisting of a unique curve D 1 , which is the double of a (−1)-curve. Hence r P = 0, so that r P + r F = d − 1 − b ≤ d − 2 as desired and we are done.
Assume now that L P is non-empty and regular, so that so that 2d − 3b ≥ −1. Then we have:
proving the theorem in this case where v ≤ −1.
Finally we consider the case v ≥ 0, still assuming that d ≥ 4 and m 0 ≤ d − 3. We notice we can also assume n ≥ d; otherwise, as we proved already, L(d, d−2, n, 2) is regular and not empty, and therefore also L(d, m 0 , n, 2) is regular for all m 0 ≤ d − 3 by Lemma (0.1)2.2(c).
Again we perfom a (1, b)-degeneration, and we take b to be the maximum such that 2b ≤ d + 1. We note that with this choice we have 3b ≥ d + 2.
Since 2b
Moreover the system L F again contains the b fibers as fixed part, and the residual system is L(d − b, d − b − 1, b, 1) which has dimension ℓ F = 2d − 3b. Therefore the system L F is regular, and moreover has general restrictions, so we may apply Proposition 7.1.
Note that r F = ℓ F −l F −1 = (2d−3b)−(d−2b)−1 = d−b−1, and so the restricted system, which is of degree d − 1, consists of the (general) fixed divisor of degree b and a moving part which is complete, of degree d − b − 1. Moreover again L F has general restrictions, so we may apply Proposition 7.1.
We now claim that L P is regular and non-empty. Since v P − v = 3b − d − 1 ≥ 1, and since by assumption v ≥ 0, we see that v P ≥ 1, so that certainly ℓ P ≥ 1 and In this case b = 3 so n = 8; hence v = v(5, 0, 8, 2) = −4, again a contradiction. This finishes the proof of the claim that L P is regular and non-empty. Since we already know that L F is regular and non-empty, we will be done if we show that r P + r F ≥ d − 2, by applying Proposition 7.1(b), and noting that in this case
Since we have seen above that r F = d − b − 1, we need only to show that r P ≥ b − 1 to finish the proof.
Suppose now thatL P is regular withv P ≥ −1. Then
since b ≤ d we are done in this case. Next suppose thatL P is empty. Then r P = ℓ P = v P , and since 2b ≥ d we have 3b In case (i) we have b = 3 so that n = 8 and the system under discussion is the system L = L(6, 0, 8, 2), while L P = L(5, 0, 5, 2) andL P = L(4, 0, 5, 2). By induction L P is regular, of dimension ℓ P = 5, so that r P = 4 > 2 = b − 1 anyway, and we are done.
In case (ii), if d = 2h, then b = h, m 0 = 2h − 4, and n = 3h − 2, and the system under discussion is L = L(2h, 2h − 4, 3h − 2, 2), while L P = L(2h − 1, 2h − 4, 2h − 2, 2). Again by induction L P is regular, of dimension v P = 2h − 1, so that r P = 2h − 2 ≥ h − 1 = b − 1 again, and we are done in this case.
This finishes the proof of the theorem. Q.E.D.
14. The classification of regular systems with m = 3 Proof: We will assume that m 0 = 1, 3. We may also assume L is not empty, otherwise it is certainly regular. We will prove the proposition by induction on n; the assertion is true for n ≤ 2; we leave the details to the reader. So we may assume n ≥ 3. The proposition is easily seen to be true for d ≤ 5. So we will assume d ≥ 6. The general approach is to assume L is not obviously irregular and prove that it is regular. We proceed by induction and we assume the theorem holds for lower values of n.
Again we start with the case v ≤ −1. We perform a (2, b)-degeneration and we require that both kernel linear systemsL P ,L F are empty. The requirement thatL
is empty translates into the inequality 5b > 2d. As for requirement thatL P = L(d − 3, m 0 , n − b, 3) is empty, we can use induction and impose that its virtual dimensionv P is negative, unlessL P is an obviously irregular system. This might only happen (when we see that we can choose a suitable b as soon as d ≥ 11, but in fact one sees that for d between 6 and 10 and unequal to 8, the maximum b such that 2b ≤ d works. On the other hand one proves directly the theorem for d = 8, so we can dispense with this case. With this choice, only the obviously irregular systems with negative virtual dimension could occur, i.e. (i), (ii) with d = 3e + 3, (iii). We also remark that, with this choice of b, one has
Suppose we are in case (i). Then d = 4e+ 3 and if d ≥ 19, then we may choose b in at least two ways, and avoid the exception. We are left with the cases d = 7, 11, 15. Then b = 3, 5, 7 respectively, and, ifL P is an obviously irregular system, then n = 5, 9, 13 respectively. But in each one of these cases the virtual dimension of L is 2, contrary to the hypothesis.
Suppose we are in case (ii), with d = 3e + 3. Again we can choose b in at least two ways, and avoid the exceptions, as soon as d ≥ 18. So we have to discuss the cases d = 6, 9, 12, 15, in which the values of b are b = 3, 4, 5, 7 respectively and therefore n = 5, 8, 11, 15. Therefore the cases d = 9, 12, 15 are ruled out because the virtual dimension of L turns out to be non-negative. The case d = 6 is an obviously irregular system.
Suppose we are in case (iii). Here b = 4 and therefore n = 9, in which case L has virtual dimension 0, a contradiction.
We have therefore arranged to choose a b in such a way that both kernel linear systemŝ L F andL P are empty, unless L is obviously irregular. Now we claim that, with the choices we made, L 0 is empty, which implies that also L is empty, hence regular. The assertion is clear if either one of the two systems L P , L F is empty.
So we may assume that both systems L P and In case (ii) L is the obviously irregular system L(6, 0, 5, 3). In cases (i) with d = 3e + 2, then r P = ℓ P = 0; since b > 0, the linear series R F contains b general fixed points, and hence R F ∩ R P is empty. Therefore by Lemma 5.2 L 0 = −1. Similarly in case (i), if d = 3e + 3, then ℓ P = 2 but b > 2, which again forces R F ∩ R P to be empty.
Hence we may now assume that also L P is regular. Now we conclude that L is empty by Corollary 7.2(a).
Now we consider the case v ≥ 0. Again we may assume m 0 ≤ d − 5. We observe that we may assume n >
We propose to perform a (3, h)-degeneration, where we write 
Suppose first that L P is regular, andL P is empty. Then we have r P = v P = v + 3ǫ, and so r F + r P = d − 3 − η + v ≥ d − 4. Hence we apply Proposition 7.1(b) and finish.
Suppose next that L P is regular, andL P is nonempty and regular. Then r P = v P −v P −1 = d − 3 so that Proposition 7.1(b) applies and we finish.
Next we suppose that L P is regular butL P is nonempty and irregular. In all the possibilities for irregularL P with d ≥ 9, except one, we havel P ≤ 2; hence r P ≥ d − 6, which forces r P + r F ≥ d − 4 easily, and we again finish using Proposition 7.1(b). The one exception to this is when m 0 = d − 5 and 2d − 8 ≥ 5(n − h). However in this casel P = 2(d − 4) − 5(n − h), and since v ≥ 0, we see easily that r P + r F ≥ d − 4 again.
Finally we must discuss the case that L P is obviously irregular. Since we have already shown that v P ≥ 0, this can only be the case (given that d ≥ 9) when: (i) d = 9, m 0 = 2, h = 5, n = 9; (ii) d = 3e + 4, m 0 = 3e − 2, n = h + 2e.
In the first case we see that v = v(9, 2, 9, 3) = −3, a contradiction. As to the second case, we suggest instead a (3, h + 1)-degeneration. In this caseL F , which had dimension at most 0 before, is now empty. Moreover L F = L(d, d − 3, h + 1, 3) = L(3e + 4, 3e+1, (3e+6+ǫ)/2, 3) is again never obviously irregular. Hence r F = ℓ F = v F = 3e−5−3ǫ.
NowL P = L(3e, 3e − 2, 2e − 1, 3) which is never obviously irregular; sincev P = 5 − 3e < 0, we see thatL P is empty.
The system L P = L(3e + 1, 3e − 2, 2e − 1, 3) is also never obviously irregular; moreover v P = 7, so that L P is not empty and also rP = 7.
Therefore r F + r P = 3e + 2 − 3ǫ = d − 2 − 3ǫ; hence if ǫ = 0, we conclude the proof using Proposition 7.1(b).
However if ǫ = 1, then e is odd, and h = (3e + 5)/2, so that n = (7e + 5)/2; computing the virtual dimension of the system L we find v = −2, a contradiction.
Obviously Irregular Homogeneous Systems
Let L(d, 0, , n, m) be an obviously irregular homogeneous system. Then L = M + NA, where A is a homogeneous (−1)-curve (possibly compound), and M is a homogeneous system with v(M) ≥ 0 and M · A = 0. We have exactly six possibilities for A, and hence for n, given Proposition 11.3. We take these up in turn, seeking the homogeneous system M. ; this has virtual dimension 4d − 10b − 3, which we require to be at most −1. This is the inequality 5b ≥ 2d − 1. If this inequality is satisfied, then by examining the irregular systems of this type we see that the systemL F will indeed by empty unless d = 5e and b = 2e for some e ≥ 1. Therefore if d is divisible by 5, equal to 5e, (in which the minimum b which satisfies the inequality is b = 2e), we require in fact b ≥ 2e + 1. With this choice of b we have that L F is empty in all cases. Now we turn toL P , which we also need to be empty. We will go by induction, and require thatv P ≤ v; this is the inequality 2b We note in addition that with this range of b's, we also have easily that b ≤ n, using the inequality that v ≤ −1.
We now have thatL F is empty, andL P at least has negative virtual dimension. We consider the cases thatL P could be irregular. By induction, this only happens if it is obviously irregular, in which case there are only 3 possibilities: (i) d − 5 = 4, n − b = 2; (ii) d − 5 = 6, n − b = 3; (iii) d − 5 = 8, n − b = 5.
All of these have d < 15; these cases we leave to the reader to check independently. Hence we may assume that bothL F andL P are empty. We turn to the system L F = L(d, d − 4, b, 4). Since we have chosen b odd, this is never irregular, using Proposition 10.2. Therefore r F = ℓ F = v F = 5d − 6 − 10b.
The system L P = L(d − 4, 0, n − b, 4) is not obviously irregular since d ≥ 15; hence by induction it is regular and we have r P = ℓ P = v P . By Lemma 5.1, v P = v −1 −v F ≤ −2 −v F = 10b + 1 − 4d.
Therefore r P + r F ≤ d − 5, which is what is required to apply Proposition 7.1(a) and conclude that L is empty.
Let us turn our attention to the v ≥ 0 case. We again will handle the d < 16 cases separately, and so assume d ≥ 16. Moreover we may assume that 10n ≥ 6d − 9, since otherwise the system L(d, d − 5, n, 4) is nonempty and regular by Proposition 10.4 when d ≥ 16, and therefore so is L.
We choose b so that v P ≥ v, which means b ≥ (2d − 1)/5, and moreover we take b odd. We can do this and still have b ≤ n, since otherwise d + 1 ≥ 2b ≥ 2n ≥ (6d − 9)/5, which is a contradiction for d this large.
In this case L P andL P are regular by induction. The condition that v F ≥ −1 is that b ≤ (d − 1)/2, which we also impose; we have seen above that this is possible for d ≥ 15. Since b is odd, neither L F norL F can be irregular with this choice.
We have v F = 5d − 6 − 10b; moreover we saw above that for b odd in this range,L F is empty. Therefore r F = v F = 5d − 6 − 10b.
Ifv P ≥ −1, then r P = v P −v P − 1 = d − 4, and we are done by Proposition 7.1(b). Ifv P ≤ −2, thenl P = −1 and r P = v P ; in this case r F + r P = v F + v P = v + d − 4 ≥ d − 4, and again we apply Proposition 7.1(b) and finish.
The homogeneous case
We take up the homogeneous case of L(d, 0, n, m). Here we do not have a definitive result; however the inductive approach given above seems to work as stated as long as the theorem is known for low degrees. Our result is the following. ; this has virtual dimension dm − 1 − bm(m + 1)/2 − m(m − 3)/2, which we require to be at most −1. This is the inequality b ≥ (2d − m + 3)/(m + 1). If b is odd then this system is regular, by Proposition 10.2 and therefore empty. Now we turn toL P , which we also need to be empty. We will go by induction, and require thatv P ≤ v; this is the inequality b ≤ (2d + 2 − m)/m. If d > m + 1 + (17m − 2)/6, then we are outside the range of the obviously irregular systems for both L P andL P , and therefore by induction these are regular. HenceL P is empty.
We see that we want to choose b in the interval [(2d − m + 3)/(m + 1), (2d + 2 − m)/m]; the length of this interval is 2(d + 1 − m)/m(m + 1), and so this contains an odd integer as soon as d ≥ m(m + 1) − 1 (which is the condition that the length be at least 2).
