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THE MODULAR GROMOV-HAUSDORFF PROPINQUITY
FRÉDÉRIC LATRÉMOLIÈRE
Abstract. Motivated by the quest for an analytic framework to study classes
of C*-algebras and associated structures as geometric objects, we introduce a
metric on Hilbert modules equipped with a generalized form of a differential
structure, thus extending Gromov-Hausdorff convergence theory to vector bun-
dles and quantum vector bundles — not convergence as total space but indeed
as quantum vector bundle. Our metric is new even in the classical picture, and
creates a framework for the study of the moduli spaces of modules over C*-
algebras from a metric perspective. We apply our construction, in particular,
to the continuity of Heisenberg modules over quantum 2-tori.
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1. Introduction
Noncommutative metric geometry, as pioneered by Connes [4, 6] and advanced
by Rieffel [36, 37, 44], enables the construction of new topologies over classes of
quantum metric spaces, namely, of noncommutative algebras seen as generalizations
of the algebras of Lipschitz functions over metric spaces. These new topologies, in
turn, permit the discussion of such problems as finite dimensional approximations
of quantum spaces [39, 16, 19, 29, 1] as motivated by problems from mathematical
physics, as well as quantitative analysis of quantum metric perturbations [22, 20],
continuity of families of C*-algebras in a topological sense [16, 30, 19, 20, 25], and
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topological properties of classes of quantum spaces — in particular, generalization
of the Gromov compactness theorem [23]. The topologies defined on quantum
metric spaces are induced by various noncommutative analogues of the Gromov-
Hausdorff distance [8, 9], and open new avenues in the study of noncommutative
geometry by means of topological and geometric methods applied to entire classes
of C*-algebras.
We propose in this paper to construct a topology on classes of metrized Hilbert
modules over quantum metric spaces, addressing a long standing question about the
behavior of modules under metric convergence [40, 41, 42, 43]. As modules over C*-
algebras are a core ingredient to much of the study of C*-algebras, from K-theory
to KK-theory, from Morita equivalence to the noncommutative generalizations of
vector bundles, our new metric opens an important new field of investigation on the
geometry of quantum spaces. A core motivation of our construction is to provide a
framework for the analysis of approximations of modules in mathematical physics.
Our construction starts with our understanding of Gromov-Hausdorff conver-
gence generalized to quantum compact metric spaces, as developed in [26, 21, 28]
with the introduction of the Gromov-Hausdorff propinquity. The propinquity de-
fines a metric on the class of quasi-Leibniz quantum compact metric spaces and
induces the same topology as the Gromov-Hausdorff distance on classical compact
metric spaces, yet its construction is functional in nature, and thus provides a new
perspective on convergence of spaces. In this paper, We construct a far-reaching
extension of the quantum Gromov-Hausdorff propinquity to Hilbert modules [33]
over quantum metric spaces, equipped with a metric generalization of a connec-
tion, called a D-norm. We prove that our new metric, called the modular Gromov-
Hausdorff propinquity, is indeed a distance on our class of metrized quantum vector
bundles up to a strong notion of isomorphism, which preserves the module struc-
ture, the inner product — hence the C∗-Hilbert norm — and the D-norm. We check
that our new distance extends the topology of the quantum propinquity, since C*-
algebras are canonically Hilbert modules over themselves. There are no analogues of
the Gromov-Hausdorff distance on vector bundles even classically, hence the modu-
lar propinquity introduces new possibilities even in the classical picture. However,
our first main application for our metric is given in [27] and concerns Heisenberg
modules [4, 35] over quantum tori.
Our research program began with the observation by A. Connes in [5] that an
noncommutative analogue of the Monge-Kantorovichmetric could be defined on the
state space of a C*-algebra by means of a spectral triple. Rieffel laid the foundation
for the study of quantum metric spaces [36], recognizing that a quantum metric is
encoded in a type of seminorm whose dual seminorm induces a noncommutative
Monge-Kantorovich metric which, crucially, Rieffel requires to induce the weak*
topology on the state space, just as its classical counter part. Such seminorms
are called Lip-norms. This observation laid the groundwork for the construction
of noncommutative analogues of the Gromov-Hausdorff distance — a task fraught
with unexpected challenges, and which gave rise to a succession of candidates. The
first construction is also due to Rieffel who defined the quantum Gromov-Hausdorff
distance [44].
We introduce the Gromov-Hausdorff propinquity in [26, 21, 28] as our answer
to the challenge of devising an analogue of the Gromov-Hausdorff distance which
was well-behaved with respect to the C*-algebraic structure: the propinquity only
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involves C*-algebras and encode the connection between the quantum topology
— encoded in the algebraic structure — and the quantum metric — encoded in
a Lip-norm — in some form of the Leibniz inequality; quantum compact metric
spaces which satisfy this additional requirement are called quasi-Leibniz quantum
compact metric spaces [23]. This idea actually raises some serious difficulties when
attempting to construct an analogue of the Gromov-Hausdorff distance, as seen
with the early work of Kerr [15] or, later on, with the quantum proximity of Rieffel
[41], where in each case, working exclusively with Leibniz Lip-norms, or even their
generalizations, lead to analogues of the Gromov-Hausdorff distance which are not
satisfying, as far as we know, the triangle inequality.
We thus assume given a sequence of quasi-Leibniz quantum compact metric
spaces converging for the quantum propinquity — the quantum propinquity is a
relatively strong version of the Gromov-Hausdorff propinquity, which is actually a
family of metrics. There are many interesting such sequences already known: quan-
tum tori [19], fuzzy tori converging to quantum tori [19], matrix algebras converging
to the sphere [39, 41], certain sequences of AF-algebras [1], finite dimensional quasi-
Leibniz quantum compact metric spaces converging to any nuclear quasi-diagonal
quasi-Leibniz quantum compact metric space [23], conformal deformations of Lei-
bniz quantum compact metric spaces constructed from spectral triples [22], curved
quantum tori [20], noncommutative solenoids [29], to name but a few. Given such
a sequence, we wish to make sense of the statement: each quasi-Leibniz quan-
tum compact metric spaces in the sequence carries a module, presumably equipped
with additional metric data, such that the resulting sequence of modules converge
in some sense to a module over the limit quasi-Leibniz quantum compact metric
spaces.
Our approach is best presented by first discussing it informally in the context
of manifolds and their vector bundles, where our work is already new. A vector
bundle V over a compact, connected Riemannian manifold M , may be equipped
with a metric — which in this context, means a smooth section of the bundle of
inner products over each fiber of V . In other words, we pick an inner product on
the C(M)-module Γ of continuous sections of V , where C(M) is the C*-algebra of
C-valued continuous functions over M . This is a particular example of a Hilbert
module over a C*-algebra, and thus we will work in this paper with left Hilbert
modules. Yet, there is one more essential tool of differential geometry when work-
ing with modules: namely, the notion of a connection. Indeed, given a metric on a
bundle, one may always find a so-called metric connection, and under stronger as-
sumption, this connection is in fact unique. In other words, to a metric corresponds
a natural notion of parallel transport.
In noncommutative geometry, there still exists metric connections, appropriately
defined, on left Hilbert modules, under rather generous conditions. The matter of
uniqueness issue is less clear. In any event, we adopt the perspective that the
metric information needed to work with vector bundles include not only an inner
product on its module of sections, but also a choice of a connection, or rather an
additional norm on the space of smooth functions which encode some aspects of
the connection which are of use to define our metric. We do not need the full
strength of a connection in this work, and we will address the issue of convergence
for differential structures in a forthcoming paper.
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For our purpose, therefore, the metric data which we will consider to define a
metrized quantum vector bundle includes a Hilbert module equipped with an addi-
tional, densely defined norm called a D-norm with a natural topological condition
inspired by the commutative picture above. There is a clear relation between our
notion of a metrized quantum vector bundle and the notion of a quasi-Leibniz quan-
tum compact metric space which we take as a sign that our approach is sensible.
Moreover, a metrized quantum vector bundle will of course be defined over a par-
ticular quasi-Leibniz quantum compact metric space, its base space. Just as is the
case with proving that certain semi-norms are Lip-norms, establishing that a given
norm is a D-norm may be challenging.
The modular Gromov-Hausdorff propinquity is thus defined on the class of all
metrized quantum vector bundles. Our idea begins with the concept of a bridge
between metrized quantum vector bundles, as an extension of the idea of bridges
used in the construction of the quantum propinquity. A bridge between quasi-
Leibniz quantum compact metric spaces is a particular type of embedding of the
C*-algebras underlying the quantummetric spaces, which allows to quantify how far
two quantum metric spaces may be. The idea is that, if we start from a convergent
sequence of spaces for the quantum propinquity, then we already have access to
bridges between spaces. We then augment these bridges by adding some families of
elements from modules over these spaces, resulting what we call modular bridges.
We associate a quantity to these bridges, in we then prove that our idea indeed
leads to a metric on metrized quantum vector bundles. Naturally, there are many
new challenges raised by working with modules.
In summary, we present in this paper the class of metrized quantum vector
bundles, on which we then define a metric akin to a Gromov-Hausdorff distance for
(noncommutative) vector bundles. We prove that our metric, the modular Gromov-
Hausdorff propinquity, is indeed a metric up to full quantum isometry of metrized
quantum vector bundles — i.e. an appropriate notion of morphism between left
Hilbert modules over possibly different C*-algebras which also preserves all the met-
ric data. We then prove that we apply our metric to the subclass of the metrized
quantum vector bundles canonically constructed from quasi-Leibniz quantum com-
pact metric spaces — extending the observation that any C*-algebra is a left Hilbert
module over itself — we recover the topology of the quantum Gromov-Hausdorff
topology. We also show that, reassuringly, the modular propinquity between free
modules over quasi-Leibniz quantum compact metric spaces behave as expected —
close base spaces in the quantum propinquity and same rank of free modules imply
close in the modular propinquity. We discuss a sufficient condition for the direct
sum of metrized quantum vector bundles to be continuous on certain classes called
iso-pivotal.
We include as a last section the main result of [27], which is our main application
of the metric presented in this paper: a result concerning the continuity of the family
of Heisenberg modules over quantum 2-tori. This result involves much technicalities
— including proving that Heisenberg modules, when equipped with their natural
connection [4], actually fit within our framework. Nonetheless, the last section
contains the principal conclusion of [27], as a non-trivial application of the modular
Gromov-Hausdorff distance.
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2. Quantum Compact Metric Spaces
A quantum compact metric space is a noncommutative generalization of the
algebras of Lipschitz functions over a metric space. Our work on the Gromov-
Hausdorff propinquity [26, 21, 28, 23, 20] emphasizes the role of a relation between
the generalized Lipschitz seminorms and the multiplicative structure of the under-
lying algebra, though this relation can be quite general. We will thus work in the
category of quasi-Leibniz quantum compact metric spaces, defined as follows.
Notation 2.1. The norm of a normed vector space E will be denoted by ‖ · ‖E by
default.
Notation 2.2. Let A be a unital C*-algebra. The space of self-adjoint elements of
A is denoted by sa (A), while the state space of A is denoted by S (A). The unit
of A is denoted by 1A.
Definition 2.3 ([23]). A function F : [0,∞)4 → [0,∞) is admissible when for all:
(x1, x2, x3, x4), (y1, y2, y3, y4) ∈ [0,∞)4
such that xj 6 yj for all j ∈ {1, 2, 3, 4}, we have:
F (x1, x2, x3, x4) 6 F (y1, y2, y3, y4)
and x1x3 + x2x4 6 F (x1, x2, x3, x4).
Definition 2.4 ([36, 37, 26, 23]). An F–quasi-Leibniz quantum compact metric
space (A, L), for some admissible function F , is a unital C*-algebra A and a semi-
norm L defined on a dense Jordan-Lie subalgebra dom (L) of sa (A), such that:
(1) {a ∈ dom (L) : L(a) = 0} = R1A,
(2) the Monge-Kantorovich metric mkL, defined on the state space S (A) by
setting for all ϕ, ψ ∈ S (A):
mkL(ϕ, ψ) = sup {|ϕ(a) − ψ(a)| : a ∈ sa (A), L(a) 6 1} ,
metrizes the weak* topology on S (A),
(3) L is lower semi-continuous, i.e. {a ∈ sa (A) : L(a) 6 1} is norm closed,
(4) for all a, b ∈ dom(L), we have:
max {L (a ◦ b) , L ({a, b})} 6 F (‖a‖A, ‖b‖A, L(a), L(b)) .
The seminorm L of a F–quasi-Leibniz quantum compact metric space (A, L) is
called an L-seminorm of type F . If F : x, y, lx, ly 7→ xly+ ylx, then (A, L) is simply
called an Leibniz quantum compact metric space and L is said to be of Leibniz type.
We adopt the following convention in our exposition to keep our notations simple:
Convention 2.5. If L is a seminorm defined on a subspace dom (L) of a vector
space E then, for all x ∈ E \ dom(L), we set L(x) = ∞. Thus dom(L) = {x ∈ E :
L(x) < ∞} with this convention. With the additional convention that 0 · ∞ = 0
and ∞+ r = r +∞ =∞ for all r ∈ [0,∞] when working with seminorms, we can
see L as a seminorm on E taking the value ∞.
The classical prototype of a Leibniz quantum compact metric space is given
by the ordered pair (C(X),Lip) of the C*-algebra C(X) of C-valued continuous
functions over a compact metric space (X, d) and the Lipschitz seminorm induced
on sa (C(X)) — the Banach algebra of R-continuous functions — by the metric d.
In this case, the metric mkL is indeed the Monge-Kantorovich metric on the space
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of regular Borel probability measures over X , a fundamental object introduced by
Kantorovich [13] in the study of Monge’s transportation problem. The form of the
Monge-Kantorovich metric which we generalize in Definition (2.4) was discovered
by Kantorovich and Rubinstein [14].
Important examples of quasi-Leibniz quantum compact metric spaces include
the quantum tori [36, 38], Connes-Landi sphere [31], full C*-algebras of Hyperbolic
groups [32], AF-algebras with a faithful tracial state [1], curved quantum tori [20],
conformal perturbations of quantum metric spaces obtained from Dirac operators
[22], C*-algebras of nilpotent groups [3], noncommutative solenoids [29], among
many other. Moreover, finite dimensional C*-algebras can be endowed with many
quantum metric structures which play an important role when approximating C*-
algebras of continuous functions over coadjoint orbits of semisimple Lie groups [39],
quantum tori [16, 19], AF-algebras [1], and arbitrary nuclear quasi-diagonal quasi-
Leibniz quantum compact metric spaces [23].
The first occurrence of a noncommutative version of the Monge-Kantorovich
metric is due to Connes in [5], where it was observed that a spectral triple give
rise to a metric on the state space of a C*-algebra. Rieffel initiated the study of
compact quantum metric spaces in [36] by requiring that the Monge-Kantorovich
metric in noncommutative geometry should metrize the weak* topology on the
state space, and can be built without appealing to the theory of spectral triple,
but rather using a generalized Lipschitz seminorm. As a matter of terminology, a
seminorm L satisfying properties (1) and (2) is called a Lip-norm. We choose our
new terminology to avoid writing the rather long expression “quasi-Leibniz lower
semi-continuous Lip-norm” too often. A pair (A, L) where L is a Lip-norm is called
a compact quantum metric space.
Quantum locally compact metric spaces were introduced in [18], building on our
work in [17], and provide a far-reaching generalization of Definition (2.4).
Definition (2.4) evolved with the role of the algebraic structure of a compact
quantum metric spaces. In [36], Rieffel’s original notion of Lip-norm was defined
over normed vector spaces (and the notion of state was replaced with a more gen-
eral notion). In [37], the focus was on order-unit spaces, and this was the setting
for the construction of the quantum Gromov-Hausdorff distance [44], and the first
examples of continuity for that metric [39, 16, 31]. As research in noncommuta-
tive metric geometry became focused on the relationship between convergence for
analogues of the Gromov-Hausdorff distance and C*-algebraic structures — in par-
ticular modules [40, 41] — it became apparent that Lip-norms should be connected
to the underlying C*-algebraic structure. We proposed Definition (2.4) by adapting
the idea of F -Leibniz seminorms of Kerr’s [15], with two differences.
L-seminorms are defined on a dense *-subspace of the self-adjoint part of C*-
algebras, and in general sa (A) is not a *-subalgebra of A for non-Abelian C*-
algebras. It is a Jordan-Lie algebra, and thus we use the Jordan and Lie product
in the definition of the quasi-Leibniz property. Our insistence on working with
L-seminorms defined only on self-adjoint elements will be justified when discussing
quantum isometries later on. Second, we require that the quasi-Leibniz property
be no sharper than the Leibniz property, which actually ensures that for any given
choice of an admissible function F , the quantum propinquity can be restricted to
the class of F–quasi-Leibniz quantum compact metric spaces and never involve any
space outside of this class. We refer to [26, 21, 28, 22, 20] for details.
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The class of quantum compact metric spaces form a category when morphisms
are defined using a natural Lipschitz condition. In fact, there are at least three
ideas one may consider when defining a notion of a Lipschitz morphism between
compact quantum spaces, and these notions will not agree in general. However,
as we impose that L-seminorms are lower-semicontinuous, all three ideas agree for
quasi-Leibniz quantum compact metric spaces.
We choose the following definition for morphisms of quasi-Leibniz quantum com-
pact metric spaces.
Definition 2.6. A k-Lipschitz morphism π : (A, LA) → (B, LB) between two
quasi-Leibniz quantum compact metric spaces (A, LA) and (B, LB) is a *-morphism
π : A→ B such that for all a ∈ dom(LA):
LB ◦ π(a) 6 kLA(a).
We then show that other natural ideas for morphisms of quasi-Leibniz quantum
compact metric spaces agree with Definition (2.6).
Theorem 2.7 ([37, 24]). Let (A, LA) and (B, LB) be two quasi-Leibniz quantum
compact metric spaces and π : A → B be a *-morphism. The following assertions
are equivalent for any k > 0:
(1) π is a k-Lipschitz morphism,
(2) π∗ : ϕ ∈ S (B) 7→ ϕ ◦ π ∈ S (A) is a k-Lipschitz map from (S (B),mkLB)
to (S (A),mkLA),
(3) π(dom (LA)) ⊆ dom(LB).
Assertion (2) in Theorem (2.7) was the initial definition of a Lipschitz morphism
in [37, 44]. The equivalence between Assertion (1) and Assertion (3) was the subject
of [24] while Rieffel proved the equivalence between Assertion (1) and (2) in [37],
where the importance of lower semicontinuity for Lip-norms was discovered.
It is straightforward to check that, taking for objects our quasi-Leibniz quantum
compact metric spaces and for morphisms our Lipschitz morphisms give rise to a
category.
The stronger notion of isometry between quasi-Leibniz quantum compact metric
spaces must be well-understood in our context, since the Gromov-Hausdorff propin-
quity is a metric up to isometry, properly defined. The original notion of isometry
for compact quantum metric space [44] did not involve *-morphisms, since two Ri-
effel’s distance could be null between compact quantum metric spaces which were
not *-isomorphic.
Rieffel’s insight into the proper notion of an isometric embedding rests on Bla-
schke’s theorem [2, Theorem 7.3.8], which states that a real valued k-Lipschitz
function on some nonempty subset of a metric space can be extended to a k-
Lipschitz function on the whole space. For our purpose, the main consequence
of Blaschke’s theorem is that, if π : (X, d) →֒ (Z,m) is an injection between two
compact metric spaces, then π is an isometry if and only if the Lipschitz seminorm
on C(X) induced by d is the quotient seminorm of the Lipschitz seminorm on C(Z)
induced by m. This is the origin of the definition of a quantum isometry.
Blaschke’s theorem is not valid as stated for C-valued Lipschitz functions: in
general, the best statement for C-value Lipschitz functions is that a k-Lipschitz
function over a subset can be extended to the whole space as a 4k
π
-Lipschitz function
[40]. It means that the relationship between Lipschitz seminorms provided, on the
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R-valued functions, by isometries, does not hold for C-valued function, rendering
the generalization of these ideas to the noncommutative realm less obvious, and
thus justifying in large part the choice to work with L-seminorms defined only for
self-adjoint elements in general.
The construction of the propinquity was in large part motivated by ensuring that
*-isomorphism is necessary for distance zero, and thus we arrive at the notion of
quantum isometries which we have used since our work in [26]:
Definition 2.8 ([44, 26]). Let (A, LA) and (B, LB) be two quasi-Leibniz quan-
tum compact metric spaces. A quantum isometry π : (A, LA) ։ (B, LB) is a
*-epimorphism such that for all b ∈ B we have:
LB(b) = inf{LA(a) : π(a) = b}.
A full quantum isometry π is a quantum isometry and a *-isomorphism such that
π−1 is also a quantum isometry.
If π : (A, LA) ։ (B, LB) is a quantum isometry, then in particular LB ◦ π(a) 6
LA(a) for all a ∈ sa (A) and thus π is a 1-Lipschitz morphism.
If π is a full quantum isometry and a ∈ sa (A) then LB ◦ π(a) = LA(a), since:
LB(π(a)) 6 LA(a) = LA(π
−1(π(a))) 6 LB(π(a)).
One may therefore define a subcategory of quasi-Leibniz quantum compact met-
ric spaces whose morphisms are quantum isometries, as quantum isometries com-
pose to quantum isometries by [44, Proposition 3.7]. In this category, full quantum
isometries are the isomorphisms. The Gromov-Hausdorff propinquity is null be-
tween two quasi-Leibniz quantum compact metric spaces if and only if they are
fully quantum isometric [26, 21, 23].
We now turn to the following question: what metric structure may we equip
modules over quasi-Leibniz quantum compact metric spaces, so that we then might
develop a generalized notion of convergence for such metrized modules?
3. D-norms
Our work in this article is concerned with the construction of a metric on mod-
ules over quasi-Leibniz quantum compact metric spaces, appropriately defined. For
the current research, a module over a quasi-Leibniz quantum compact metric space
is a left Hilbert A-module over the underlying C*-algebra, equipped with an addi-
tional norm defined on some dense subspace (which is not in general a submodule)
satisfying a particular topological requirement, and with various basic inequalities
connecting all the ingredients of such a structure. These inequalities generalize the
Leibniz inequality for L-seminorms.
As a matter of fixing our notations, we recall the definition of left Hilbert mod-
ules:
Definition 3.1 ([33]). A left pre-Hilbert module (M , 〈·, ·〉
M
) over a C*-algebra A
is a left module M over A equipped with a sesquilinear map 〈·, ·〉
M
: M ×M → A
such that for all ω, η ∈ M and a ∈ A we have:
(1) 〈aω, η〉
M
= a〈ω, η〉
M
,
(2) (〈ω, η〉
M
)∗ = 〈η, ω〉
M
,
(3) 〈ω, ω〉
M
> 0.
(4) 〈ω, ω〉
M
= 0 if and only if ω = 0.
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Let (M , 〈·, ·〉
M
) be a left pre-Hilbert module over a C*-algebra A. We note
that Conditions (1) and (2) together prove that 〈·, ·〉
M
possesses a modular form
of sesquilinearity, i.e. 〈ω, aη〉
M
= 〈ω, η〉
M
a∗ for all a ∈ A and ω, η ∈ M .
A version of the Cauchy-Schwarz inequality is valid for left pre-Hilbert modules,
so that for all ω, η ∈ M we have:
〈ω, η〉
M
〈η, ω〉
M
6 ‖〈ω, ω〉
M
‖
A
〈η, η〉
M
and thus, together with the rest of the properties of the inner product, we may
define a module norm on M from the inner product 〈·, ·〉
M
:
Proposition 3.2 ([33]). If (M , 〈·, ·〉
M
) is a left pre-Hilbert module over a C*-
algebra A, and if, for all ω ∈ M , we set:
‖ω‖M =
√
‖〈ω, ω〉
M
‖
A
then ‖ · ‖M is a module norm on M . i.e. a norm such that for all a ∈ A and
ω ∈ M , the following holds:
‖aω‖M 6 ‖a‖A‖ω‖M .
Moreover, for any ω, η ∈ M , we also have:
|〈ω, η〉
M
| 6 ‖ω‖M‖η‖M .
Notation 3.3. For a left pre-Hilbert module (M , 〈·, ·〉
M
), we adopt the convention
that ‖ · ‖M always refer to the norm defined in Proposition (3.2) and we call this
norm the Hilbert morm of (M , 〈·, ·〉
M
).
We thus may require completeness of a left pre-Hilbert module for its C∗-Hilbert
norm, leading to the following definition.
Definition 3.4 ([33]). A left Hilbert module (M , 〈·, ·〉
M
) over a C*-algebra A is a
left pre-Hilbert module over A which is complete for its C∗-Hilbert norm ‖ · ‖M .
We define our notion of a morphism between left Hilbert modules. Our mor-
phisms can be defined between left Hilbert modules over different base algebras,
and this concept will be folded in our notion of a morphism for a metrized quantum
vector bundle.
Definition 3.5. Let (M , 〈·, ·〉
M
) and (N , 〈·, ·〉
N
) be two left Hilbert modules over,
respectively, two C*-algebras A and B. A module morphism (Θ, θ) is given by a a
*-morphism θ : A → B, and a C-linear map Θ : M → N , such that for all a ∈ A
and ω, η ∈ M , we have:
(1) Θ(aω) = θ(a)Θ(ω),
(2) 〈Θ(ω),Θ(η)〉
N
= 〈ω, η〉
M
.
The module morphism (Θ, θ) is unital when θ is a unital *-morphism.
We note that if (Θ, θ) is a module morphism, Θ is continuous of norm 1 by
definition.
In continuing with the tradition in noncommutative geometry to name structures
after their commutative analogues, we shall thus define a metrized quantum vector
bundle as follows. We first extend the notion of an admissible function to a triple of
functions, as we shall have three versions of the Leibniz inequality in our definition
of metrized quantum vector bundles.
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Definition 3.6. A triple (F,G,H) is admissible when:
(1) F : [0,∞)4 → [0,∞) is admissible,
(2) G : [0,∞)3 → [0,∞) satisfies G(x, y, z) 6 G(x′, y′, z′) if x, y, z, x′, y′, z′ ∈
[0,∞) and x 6 x′, y 6 y′, z 6 z′, while:
(x+ y)z 6 G(x, y, z).
(3) H : [0,∞)2 → [0,∞) satisfies H(x, y) 6 H(x′, y′) if x, y, x′, y′ ∈ [0,∞) and
x 6 x′ and y 6 y′ while 2xy 6 H(x, y).
The structure of a metrized quantum vector bundle is thus given by the following
definition.
Notation 3.7. Let a ∈ A where A is a C*-algebra. We denote a+a∗2 by ℜa and a−a
∗
2i
by ℑa. Note that ℜa,ℑa ∈ sa (A).
Definition 3.8. A (F,G,H)–metrized quantum vector bundle (M , 〈·, ·〉
M
,DM ,A, LA),
for some admissible triplet (F,G,H), is given by a F–quasi-Leibniz quantum com-
pact metric space (A, LA), as well as a left Hilbert module (M , 〈·, ·〉M ) over A and
a norm DM defined on a dense C-subspace dom(DM ) of M such that:
(1) we have ‖ · ‖M 6 DM ,
(2) the set:
{ω ∈ M : DM (ω) 6 1}
is compact for ‖ · ‖M .
(3) for all a ∈ sa (A) and for all ω ∈ M , we have:
DM (aω) 6 G (‖a‖A, LA(a),DM (ω)) ,
which we call the inner quasi-Leibniz inequality for DM ,
(4) for all ω, η ∈ M , we have:
max {LA (ℜ〈ω, η〉M ) , LA (ℑ〈ω, η〉M )} 6 H (DM (ω),DM (η)) ,
which we call the modular quasi-Leibniz inequality for DM .
The F–quasi-Leibniz quantum compact metric space (A, LA) is called the base quan-
tum space of Ω and is denoted by bqs (Ω). The norm DM will be called the D-norm
of Ω.
If Ω is a (F,G,H)–metrized quantum vector bundle then its D-norm is said to
be of type (G,H). In general, we say that Ω is a metrized quantum vector bundle
when it is a (F,G,H)–metrized quantum vector bundle for some admissible triple
(F,G,H). We make a simple observation which also applies, in a simpler form, to
our work in [23] as we shall discuss after the proof of Theorem (6.11).
Notation 3.9. Let (F1, G1, H1) and (F2, G2, H2) be two admissible triple. If F =
max{F1, F2}, G = max{G1, G2} and H = max{H1, H2}, then (F,G,H) is also
an admissible triple, denoted by (F1, G1, H1) ∨ (F2, G2, H2). In particular, F is
admissible. Therefore, given any pair of quasi-Leibniz quantum compact metric
spaces or metrized quantum vector bundles, one may always assume that they
share the same quasi-Leibniz properties.
The classical picture which inspired our Definition (3.8) of a metrized quantum
vector bundle is provided by Riemannian geometry and locally trivial complex
vector bundles. Our idea is that the choice of a metric connection for a hermitian
metric on a complex vector bundle is in fact a part of the metric data of the
associated module — and gives rise to a prototypical D-norm.
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Example 3.10. Let M be a compact connected differentiable manifold of dimen-
sion n. As a matter of convention, we assume in this example that vector bundle is
meant for locally trivial vector bundle, and that all our vector bundles have com-
plex vector spaces as fibers; in particular, the tangent and cotangent bundles are
complexified (by taking their tensor product with the trivial bundle M × C).
A natural derivation, namely the exterior differential, acts on the dense *-sub-
algebra C1(M) of C1, C-valued functions over M , inside the C*-algebra C(M) of
C-valued continuous functions over M . This derivation is valued in the C(M)-
C(M)-bimodule Ω1 of continuous sections of the cotangent bundle T
∗
C
M of M . We
recall that for all pair f, g of C1 functions on M , we have d(fg) = f ∧dg+ df ∧ g =
fdg + df · g.
We are interested in metric structures, and thus we naturally endow M with
some Riemannian metric g. Formally, a metric gV on a vector bundle V is a
smooth section of the vector bundle over M of sesquilinear functionals over each
fiber of V such that for all x ∈M, the map gVx over the fiber Vx of V at x is in fact
a hermitian inner product. In particular, a Riemannian metric is given as a metric
over the cotangent bundle T ∗
C
M (or equivalently over the tangent bundle TCM of
M).
Now, if ΓV is the C(M)-left module of continuous sections of a vector bundle V
over M , then setting, for all ω, η ∈ ΓV :
x ∈M 7→ gVx (ωx, ηx)
defines a C(X)-valued inner product on ΓV , which we still denote by slight abuse
of notation by gV . Thus, (Γ, gV ) is a left Hilbert module with norm, for all ω ∈ ΓV :
‖ω‖ΓV = sup
x∈M
√
gVx (ωx, ωx).
Notably, ‖·‖ΓV is a module norm, i.e. for all f ∈ C(X) and ω ∈ ΓV we can trivially
check that ‖fω‖ΓV 6 ‖f‖C(X)‖ω‖ΓV .
We note that we will simply write gVx (ω, η) for g
V
x (ωx, ηx) in the rest of this
example, whenever x ∈M , and ω and η are in ΓV .
Let us focus for a moment on the case where V is the cotangent bundle T ∗
C
M
of M , and g some Riemannian metric for M . We note that the right action of
C(M) on Ω1 is by so-called adjoinable operators, and in fact (Ω1, g) is a Hilbert
C*-bimodule over C(M). Consequently, if we define:
L : f ∈ C1(M) 7→ ‖df‖Ω1
then L is a seminorm defined on a dense subalgebra of C(M), taking the value 0
exactly on the constant functions over M since M is connected, and satisfying the
Leibniz inequality:
L(fg) 6 ‖f‖C(X)L(g) + L(f)‖g‖C(X).
Thanks to the Arzéla-Ascoli theorem and since M is compact, we note that:
BL1 =
{
f ∈ C(M) : L(f) 6 1, ‖f‖C(X) 6 1
}
is totally bounded in C(X). Moreover, the closure ofBL1 consists of the 1-Lipschitz
functions with respect to the Riemannian path distance induced by g on M , and
the Lipschitz seminorm for this distance is the Minkowsky gauge functional of the
closure of BL1. As it agrees with L on C
1(M), we denote the Lipschitz seminorm
simply by L as well. Its closed unit ball is now compact (as it is closed since
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L is lower semicontinuous), and it is trivial to check that is satisfies the Leibniz
inequality. Thus (C(X), L) is a Leibniz quantum compact metric space.
Our purpose is to introduce data on modules which will allow us to define a
Gromov-Hausdorff distance between them, and thus we now return to our discussion
of the metric structure of a generic vector bundle V over M . Given a metric gV
on V , a very important fact of Riemannian geometry is the existence of a metric
connection, i.e. a connection ∇ on V with the property that for all tangent vector
fields X of M , and for all ω, η ∈ ΓV , we have:
dXg
V (ω, η) = gV (∇Xω, η) + gV (ω,∇Xη).
If we require the connection to be torsion free when V = T ∗
C
M , then the connec-
tion ∇ is unique and called the Lévi-Civita connection; we will however work on
general vector bundles and not require any condition on the torsion of our metric
connections. Instead, we look at the connection as part of the metric information
of our vector bundle V .
Thus, let us fix a complex bundle V over M with a metric gV and let ∇ be a
gV -metric connection on V . Let ΓV be the C(M)-module of continuous sections of
V over M and Γ1V the C1(M)-module of differentiable sections over M .
We already have endowed T ∗M with a Riemannian metric g, and thus we also
have a metric on the tangent bundle TM by (fiber-wise) duality; we denote this
metric by g∗. The connection ∇ defined, for all differentiable section ω of V , the
linear map:
∇ω : X ∈ TM 7→ ∇Xω ∈ ΓV .
We define for all differentiable section ω the norm:
|||∇ω||| = sup
x∈M
sup
{√
gVx (∇Xω,∇Xω) : X ∈ TM, g∗x(X,X) = 1
}
,
i.e. the operator norm of ∇ω for the underlying inner products valued in C(M) on
the module of vector fields and the module of sections of V .
For all differentiable ω ∈ ΓV , we set:
D(ω) = max {‖ω‖ΓV , |||∇ω|||} .
We now explicit some formulas which we will need. Since M is compact and V
is locally trivial, there exists a finite atlas U such that for any chart (U,ψ) ∈ U ,
we also have a local frame for V over U , i.e. k functions {eU1 , . . . , eUk } such that for
all x ∈ U , the set {eU1 (X), . . . , eUk (x)} is a basis for the fiber Vx.
We moreover let V be an open cover of M with the property that for all O ∈ V ,
there exists (U,ψ) ∈ U such that the closure cl(O) ⊆ U . This can always be
achieved since M is compact.
Let us fix (U,ψ) ∈ U . Let {∂1, . . . , ∂n} be some set of tangent vector fields on
U such that for all x ∈ U , the set {∂1(x), . . . , ∂n(x)} is a basis for TxM .
We also note that ∇ restricts to a metric connection for (V, gV ) restricted to U ,
as a vector bundle over U . We shall tacitly identify ∇ with its restriction.
For any ω ∈ ΓV , we now write ω =
∑n
j=1 ωje
U
j for ω1, . . . , ωk ∈ C1(M). Now, if
we write, for all p, r in {1, . . . , k} and q ∈ {1, . . . , n}:
∇∂qep =
k∑
r=1
Γrpqer
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noting that e1, . . . , ek are smooth so that the above expression makes sense, then,
for all smooth ω:
∇∂qω =
k∑
r=1
(
∂qωr +
k∑
p=1
Γrpqωp
)
er.
In particular, for any x ∈ U , q ∈ {1, . . . , n} and j ∈ {1, . . . , k}, we thus have:
∣∣∣(∂qω)j (x)∣∣∣ 6
∣∣∣∣∣(∇∂qω(x))j −
k∑
p=1
Γrpqωp
∣∣∣∣∣ .
We now need a few estimates. We first note that by construction, if for all x ∈ U
we set:
Gx =


gVx (e
U
1 , e
U
1 ) . . . g
V
x (e
U
k , e
U
1 )
...
...
gVx (e
U
1 , e
U
k ) . . . g
U
x (e
U
k , e
U
k )


then G : x ∈ U 7→ Gx is a continuous function valued in the k × k (positive
symmetric invertible) matrices. We endow the algebra of k × k matrices with the
norm |||·|||k induced by the usual inner product on Cd.
Moreover by construction, if we set:〈
k∑
j=1
ωjej,
k∑
r=1
ηkek
〉
x
=
k∑
j=1
ωj(x)ηj(x)
then we have gVx (ω, η) = 〈Gω, η〉x. Now, for all x ∈ U , we have:
max {|ωj(x)| : j ∈ {1, . . . , k}} 6
√
〈ω, ω〉x
6
√∣∣∣∣∣∣G−1x ∣∣∣∣∣∣k〈Gω, ω〉x
=
√∣∣∣∣∣∣G−1x ∣∣∣∣∣∣k
√
gVx (ω, ω).
We now pick any O ⊆ V such that the closure cl(O) lies inside our chosen U .
In this case, G, and therefore G−1, are continuous on the compact cl(O) and thus,
x ∈ O 7→ ∣∣∣∣∣∣G−1x ∣∣∣∣∣∣k is bounded below and above; since the bounds are reached and
Gx is never null, we conclude that there exists w > 0 such that for all x ∈ cl(O) we
have:
max {|ωj(x)| : j ∈ {1, . . . , k}} 6 w
√
〈Gω, η〉x = w
√
gVx (ω, ω).
In particular, we note that if D(ω) 6 1 and p ∈ {1, . . . , k} then:
(3.0.1) ‖ωp‖C(cl(O)) 6 w.
We also note that the functions x ∈ cl(O) 7→ √g∗x(∂q, ∂q) are continuous on a
compact as well for all q ∈ {1, . . . , d}, and thus we can choose K > 0 such that:
sup
{√
g∗x(∂q, ∂q) : x ∈ cl(O), q ∈ {1, . . . , n}
}
6 K.
Last, we note that since the Christoffel symbols of our connection in our local
frame are continuous as well, there exists K2 > 0 such that:
sup
{∣∣Γrpq∣∣ : p, r ∈ {1, . . . , k}, q ∈ {1, . . . , n}, x ∈ cl(O)} 6 K2.
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We have thus for all ω ∈ ΓV with D(ω) 6 1, x ∈ cl(O) and q ∈ {1, . . . , k}:
|∇∂qωj(x)| 6 max
{|∇∂qωj(x)| : j ∈ {1, . . . , k}}
6 w
√
gVx (∇∂qω,∇∂qω)
6 w|||∇ω|||
√
g∗x(∂q, ∂q)
6 wK.
Therefore for all q ∈ {1, . . . , n} and j ∈ {1, . . . , k}, and for all ω ∈ ΓV with
D(ω) 6 1, we estimate:
‖(∂qω)j‖C(cl(O)) = sup
x∈cl(O)
|∂qω(x)|
6 sup
x∈cl(O)
∣∣∣(∇∂qω)j (x)
∣∣∣
+ k sup
{∣∣Γrpq(x)∣∣ : p, r ∈ {1, . . . , k}, q ∈ {1, . . . , n}, x ∈ cl(O)}
× kmax
p=1
‖ωp‖C(cl(O))
6 wK + wkK2.
(3.0.2)
Let:
D1 (D, O) = {the restriction of ωj to cl(O) : D(ω) 6 1, j ∈ {1, . . . , k}} .
We deduce from Equations (3.0.2) and (3.0.1) that D1 (D, O) is an equicontinuous
family (in fact, a collection of (Kw + wkK2)-Lipschitz functions).
We may now apply Arzéla-Ascoli theorem to the set D1 (D, O), viewed as an
equicontinuous set of functions on the compact O and valued in a fixed compact in
C. Thus, D1 (D, O) is totally bounded for the uniform norm ‖ · ‖cl(O).
Now, we also observe that since G is bounded above as well, there exists w2 > 0
such that for all ω ∈ ΓV and x ∈ cl(O):
gVx (ω, ω) 6 |||Gx|||k〈ω, ω〉x 6 k|||Gx|||kmax{|ω1(x)|, . . . , |ωk(x)|}.
Therefore, we conclude that D1 (D) is totally bounded for the seminorm:
‖ω‖ΓV,O = ω ∈ ΓV 7→ sup
x∈cl(O)
√
gVx (ω, ω).
Last, we note that:
‖ω‖ΓV = sup
x∈M
√
gVx (ω, ω) = max
O∈V
‖ω‖ΓV,O
from which it is easy to deduce that D1 (D) is totally bounded for ‖ · ‖ΓV .
Our reasoning proves that for all O ∈ V , the set of all the restrictions of elements
ω ∈ ΓV with D(ω) 6 1 is equicontinuous and obviously bounded. Since V is a finite
cover of M , we then conclude that {ω ∈ ΓV : D(ω) 6 1} is equicontinuous on the
compactM and valued in the common compact thus by Arzéla-Ascoli, we conclude
that {ω ∈ ΓV : D(ω) 6 1} is compact for the supremum norm.
Furthermore, since ∇ is a connection, we check that:
D(fω) 6 L(f)‖ω‖ΓV + ‖f‖C(M)D(ω)
THE MODULAR GROMOV-HAUSDORFF PROPINQUITY 15
for all f ∈ C1(X) and smooth ω ∈ ΓV (and using the fact that ‖ · ‖ΓV is a module
norm), while since ∇ is a metric connection, we also check that:
L(gV (ω, η)) 6 D(ω)‖η‖ΓV + ‖ω‖ΓVD(η)
for all smooth ω, η ∈ ΓV .
As we did with L, we extend D by defining DV as the Minkowsky functional
of the norm closure of D1 (D), which is compact. Thus (ΓV, g
V ,DV , C(M), L) is a
metrized quantum vector bundle.
We note that it is not clear in general what ker∇ = {ω ∈ Γ1V : ∇ω = 0}
might be; it is a key reason why we actually define our D-norms to dominate the
underlying norm: by taking the maximum of the module norm and the norm of a
connection, we remove the question of what the kernel should be and we can make
a clear requirement of compactness for the closed unit ball of our D-norm.
Example (3.10) justifies the following terminology:
Definition 3.11. A (F,G,H)–metrized quantum vector bundle is Leibniz when:
(1) F = (x, y, lx, ly) ∈ [0,∞)4 7→ xly + ylx,
(2) G = (x, l, d) ∈ [0,∞)3 7→ (x + l)d,
(3) H = (x, y) ∈ [0,∞)2 7→ 2xy.
We note that a the admissible triple for a Leibniz metrized quantum vector
bundle is chosen to be the lower allowed bounds in Definition (3.6).
We now turn to examples of metrized quantum vector bundles over general
quasi-Leibniz quantum compact metric spaces. We begin with the observation that
Definition (3.8) contains, in the statement of the inner quasi-Leibniz inequality, a
canonical extension of the L-seminorm to a dense *-subalgebra of the entire base
quantum space. This extension possess properties which will prove helpful for our
next few examples.
Lemma 3.12. Let (A, L) be a F–quasi-Leibniz quantum compact metric space for
some admissible function F . The seminorm:
M : a ∈ A 7→ max{L(ℜa), L(ℑa)}
satisfies:
M(ab) 6 8F (‖a‖A, ‖b‖A,M(a),M(b)).
Moreover the domain of M is a dense *-subalgebra of A, while M satisfies M(a∗) =
M(a) for all a ∈ A and {a ∈ A : M(a) = 0} = C1A.
Proof. We first observe that M is a seminorm (which may assume the value ∞,
though it is finite on dom (L)+ idom (L); moreover it is easy to check that M(a) = 0
if and only if a ∈ C1A). Moreover, M restricted to sa (A) is of course L. It is
similarly straightforward to note that M(a∗) = M(a) for all a ∈ A.
Let a, b ∈ A. We note, since ab = a ◦ b+ i{a, b} and M is a norm:
(3.0.3) M(ab) 6 M(a ◦ b) +M({a, b}).
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We then have:
M(a ◦ b) 6 M(ℜ(a) ◦ ℜ(b)) +M(ℜ(a) ◦ ℑ(b))
+M(ℑ(a) ◦ ℜ(b)) +M(ℑ(a) ◦ ℑ(b))
= L(ℜ(a) ◦ ℜ(b)) + L(ℜ(a) ◦ ℑ(b))
+ L(ℑ(a) ◦ ℜ(b)) + L(ℑ(a) ◦ ℑ(b))
6 F (‖ℜ(a)‖A, ‖ℜ(b)‖A, L(ℜ(a)), L(ℜ(b)))
+ F (‖ℜ(a)‖A, ‖ℑ(b)‖A, L(ℜ(a)), L(ℑ(b)))
+ F (‖ℑ(a)‖A, ‖ℜ(b)‖A, L(ℑ(a)), L(ℜ(b)))
+ F (‖ℑ(a)‖A, ‖ℑ(b)‖A, L(ℑ(a)), L(ℑ(b)))
6 4F (‖a‖A, ‖b‖A,M(a),M(b)).
A similar computation allows us to conclude:
M({a, b}) 6 4F (‖a‖A, ‖b‖A,M(a),M(b))
and thus, using Inequality (3.0.3), our lemma is proven. 
Remark 3.13. Let (X, d) be a compact metric space and L be the seminorm induced
on C(X) by d. While L is the Lipschitz seminorm for functions from X valued in C
with its usual hermitian norm, we note that M = max{L ◦ℜ, L ◦ℑ} is the Lipschitz
seminorm of functions form X to C endowed with the norm ‖x+iy‖ = max{|x|, |y|}
for all x, y ∈ R2.
This observation is interesting because Blaschke theorem is valid for the semi-
norm M: when C is endowed with ‖ · ‖ rather than its standard hermitian norm, a
k-Lipschitz function on some subset of X to C can be extended a k-Lipschitz func-
tion over X . Indeed, it is easy to check that for any two quasi-Leibniz quantum
compact metric spaces (A, LA) and (B, LB), a *-morphism π : A→ B is a quantum
isometry if and only if max{LB ◦ ℜ, LB ◦ ℑ} is the quotient of max{LA ◦ ℜ, LA ◦ ℑ}
and the notion of full quantum isometry extends similarly. Thus Lemma (3.12)
provides a rather canonical way to extend L-seminorms while keeping all notions
of isometries unchallenged.
We first note that every quasi-Leibniz quantum compact metric space defines
a canonical metrized quantum vector bundle over itself. This observation implies
that the modular propinquity will provide another metric on quasi-Leibniz quantum
compact metric spaces, though we will prove that it is equivalent to the quantum
Gromov-Hausdorff propinquity.
Example 3.14. Let (A, L) be a F–quasi-Leibniz quantum compact metric space.
The C*-algebra A is of course a left module over itself, using the multiplication of
A on the left. The C*-algebra A is naturally a left A-Hilbert module by setting for
all a, b ∈ A:
〈a, b〉
A
= ab∗.
Note that for every state ϕ of A, the completion of the pre-Hilbert space A endowed
with ϕ ◦ 〈·, ·〉
A
provides the Gel’fand-Naimark-Segal representation associated with
ϕ
The norm of a ∈ A is: √
‖aa∗‖A = ‖a‖A,
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and thus the C*-norm ‖ · ‖A and the C∗-Hilbert norm ‖ · ‖A agree. In particular,
(A, 〈·, ·〉
A
) is complete for its norm.
We can now set DA(a) = max{L(ℜa), L(ℑa), ‖a‖A} for all a ∈ A. It is easy to
check, using Lemma (3.12), that:
Ω(A) = (A, 〈·, ·〉
A
,DA,A, L)
is a (F, 8F , 8F )–metrized quantum vector bundle.
We extend Example (3.14) to free modules. Free modules are of course basic
examples, but they are also important since every finitely generated projective
modules lies inside a free module; thus the construction in the next example would
provide D-norms to many finitely generated projective modules under appropriate
conditions. This being said, our main example [27] of non free, finitely generated
projective modules in this paper — Heisenberg modules over quantum 2-tori — will
come with a D-norm from a connection, akin to Example (3.10) though involving
very different techniques. The following example is thus a natural default source of
D-norms, while our work may accommodate different D-norms if the context calls
for it.
Example 3.15. Let (A, LA) be a F–quasi-Leibniz quantum compact metric space
for some admissible function F . Let d ∈ N \ {0}. Let M = Ad. The map:
〈
a1
...
ad

,


b1
...
bd


〉
M
=
d∑
j=1
ajb
∗
j ,
for all


a1
...
ad

 ,


b1
...
bd

 ∈ Ad, is an A-inner product, for which M is complete.
We set MA(a) = max{LA(ℜa), LA(ℑa)} for all a ∈ A, and then::
L
d
A


a1
...
ad

 = max {M(aj) : j ∈ {1, . . . , d}}
for all a1, . . . , ad ∈ A. LM is a form of L-seminorm for modules. We note that
L
d
A
(x) = 0 if and only if x ∈ Cd.
We now define Dd
A
= max
{‖ · ‖M , LdA}.
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To begin with, we note that for all a, b1, . . . , bd ∈ A:
L
d
A

a


b1
...
bd



 = max {M(abj) : j ∈ {1, . . . , d}}
= max {8F (‖a‖A, ‖bj‖A,MA(a),M(bj)) : j ∈ {1, . . . , d}}
6 8F

‖a‖A,
∥∥∥∥∥∥∥


b1
...
bd


∥∥∥∥∥∥∥
M
,M(a), LdA


b1
...
bd




6 G

‖a‖A,M(a), LdA


b1
...
bd



 ,
where G(x, y, z) = 8F (x, y, z, y) for all x, y, z > 0.
Since ‖ · ‖M is a C∗-Hilbert norm and M(a) = LA(a) if a = a∗, we conclude that
if a ∈ sa (A) then:
D
d
A

a


b1
...
bd



 6 G

‖a‖A, LA(a),DdA


b1
...
bd



 .
Moreover, again using Lemma (3.12), we also have, for all a1, . . . , ad, b1, . . . , bd ∈
M , that:
LA

ℜ
〈
a1
...
ad

,


b1
...
bd


〉
M

 = LA

ℜ

 d∑
j=1
ajbj




6M

 d∑
j=1
ajbj


6 8
d∑
j=1
F (‖aj‖A, ‖bj‖A,M(aj),M(bj))
6 8dF


∥∥∥∥∥∥∥


a1
...
ad


∥∥∥∥∥∥∥
M
,
∥∥∥∥∥∥∥


b1
...
bd


∥∥∥∥∥∥∥
M
, LdA


a1
...
ad

 , LdA


b1
...
bd




6 dF

DdA


a1
...
ad

 ,DdA


b1
...
bd

 ,DdA


a1
...
ad

 ,DdA


b1
...
bd




= H

DdA


b1
...
bd

 ,DdA


b1
...
bd



 ,
where H(x, y) = 8dF (x, y, x, y) for all x, y > 0.
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If is immediate that (F,G,H) is an admissible triplet. Thus Conditions (1), (3)
and (4) of Definition (3.8) are met.
Last, let (an1 , . . . , a
n
d ) ∈ MN be a sequence such DdA


an1
...
and

 6 1 for all n ∈ N.
Thus (ℜan1 )n∈N lies in the compact {a ∈ dom (LA) : LA(a) 6 1, ‖a‖A 6 1}; we
thus may extract a ‖·‖A-convergent subsequence (ℜaf1(n)1 )n∈N with limit a1 ∈ sa (A)
such that LA(a1) 6 1 and ‖a1‖A 6 1 (we used the fact that LA is lower semicon-
tinuous with respect to ‖ · ‖A). For the same reason, we can then extract con-
vergent subsequences (ℜaf1◦f2(n)2 )n∈N of (ℜaf1(n)2 )n∈N with limit ℜa2 ∈ sa (A), . . . ,
(ℜaf1◦f2◦···◦fd(n)d )n∈N from (ℜaf1◦f2◦···◦fd−1(n)d )n∈N with limit ad ∈ sa (A); moreover
max{LA(aj), ‖aj‖A : j ∈ {1, . . . , n}} 6 1.
If g : n ∈ N 7→ f1◦f2◦· · ·◦fd(n), then


ℜag(n)1
...
ℜag(n)d


n∈N
converges to


a1
...
ad

, where
by construction Dd
A


a1
...
ad

 6 1.
Just as easily, we can prove that there exists b1, . . . , bd ∈ sa (A) and a function
h : N→ N strictly increasing such that:
lim
n→∞


ℑag(h(n))1
...
ℑag(h(n))d

 =


b1
...
bd


and therefore:
lim
n→∞


a
g(h(n))
1
...
a
g(h(n))
d

 =


a1 + ib1
...
ad + ibd

 .
By construction, D


a1 + ib1
...
ad + ibd

 6 1.
Thus (M , 〈·, ·〉
M
,Dd
A
,A, LA) is a (F,G,H)–metrized quantum vector bundle.
We make a few additional comments on our Definition (3.8). Condition (3) will
be used to prove that distance zero for the modular propinquity will in particular
give rise to a module morphism. Condition (4) connects the metric structures of
the D-norm and the L-seminorms. Condition (1) is just a normalization condition:
indeed, the unit sphere for a D-norm is compact for the C∗-Hilbert norm and thus
the norm attains a maximum on it; thus the C∗-Hilbert norm is always less than
some constant multiple of the D-norm, thanks to Condition (2). Last, Condition
(2) provides us with the compact set we will use to start the construction of a
Gromov-Hausdorff distance for modules.
A consequence of Condition (4) is an additional implicit structure in metrized
quantum vector bundles:
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Remark 3.16. Definition (3.8) implies that, given a metrized quantum vector bundle
(M , 〈·, ·〉
M
,DM ,A, LA), the space dom(DM ) is a left module over the Jordan-Lie
algebra dom(LA), and that the inner product 〈·, ·〉M restricts to an dom (LA)-valued
inner product on dom(DM ).
Condition (1) (as well as Condition (2)) implies that a D-norm is lower semi-
continuous with respect to the C∗-Hilbert norm, which implies:
Remark 3.17. Let (M , 〈·, ·〉
M
,DM ,A, LA) be a metrized quantum vector bundle.
The C-vector space (dom (DM ),DM ) is a Banach space. Indeed, DM is lower semi-
continuous with respect to ‖ · ‖M since its unit ball is compact, hence closed, for
‖ · ‖M ; moreover DM dominates ‖ · ‖M .
The proof that the lower semi-continuity of DM implies that (M ,DM ) is a
Banach space is identical to the proof that (dom (LA),max{‖ · ‖A, LA}) is a Banach
space, as found in [24].
The category of metrized quantum vector bundles, whose objects are introduced
in Definition (3.8), is constructed using the following natural notion of morphism.
Definition 3.18. Let:
ΩA = (M , 〈·, ·〉M ,DM ,A, LA) and ΩB = (N , 〈·, ·〉N ,DN ,B, LB)
be two metrized quantum vector bundles. A morphism (Θ, θ) from ΩA to ΩB is a
unital module morphism (Θ, θ) such that:
(1) θ is continuous from (dom (LA), LA) to (dom(LB), LB), i.e. there exists
C > 0 such that LB ◦ θ 6 CLA on dom(LA),
(2) Θ is continuous from (dom (DM ),DM ) to (dom (DN ),DN ), i.e. there exists
M > 0 such that for all ω ∈ M we have DN (Θ(ω)) 6MDM (ω).
Such a morphisms is an epimorphism when both θ and Θ are surjective, and a
monomorphism when both θ and Θ are both monomorphisms.
A isomorphism is thus given by a morphism (Θ, θ) where θ is a *-isomorphism,
Θ is a bijection and (Θ−1, θ−1) is a morphism from ΩB onto ΩA.
As is customary with categories of metric spaces, there are several appropriate
of isomorphisms. Inside the general category described via Definitions (3.8) and
(3.18), an isomorphism would be a generalization of a bi-Lipschitz map. For our
purpose, a stronger notion of isomorphism will be employed, akin to a notion of
isometry. We first define the notion of a full quantum isometry, which is rather
self-evident:
Definition 3.19. Let:
ΩA = (M , 〈·, ·〉M ,DM ,A, LA) and ΩB = (N , 〈·, ·〉N ,DN ,B, LB)
be two metrized quantum vector bundles. A full quantum isometry (Θ, θ) from ΩA
to ΩB is a metrized quantum vector bundle isomorphism from ΩA to ΩB such that:
(1) LB ◦ θ = LA on dom (LA),
(2) DN ◦Θ = DM on dom (DM ).
It is easy to check that the category of metrized quantum vector bundles with
quantum isometries as morphisms is a subcategory of the category whose morphisms
are given by Definition (3.18).
The more delicate question for us regards the notion of a quantum isometry
for metrized quantum vector bundles. As we discussed when introducing quantum
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isometries for quasi-Leibniz quantum compact metric spaces, isometries between L-
seminorms rely on working with self-adjoint elements only. We did note in Remark
(3.13) that we can extend L-seminorms to bypass this issue, though the situation
for module requires some idea.
We propose to circumvent this issue by bringing the problem down to the
base quantum spaces. Indeed, we take advantage of the observation that the in-
ner quasi-Leibniz inequality implies that for any metrized quantum vector bundle
(M , 〈·, ·〉
M
,D,A, L) and any ω, η ∈ M , the elements ℜ〈ω, η〉
M
and ℑ〈ω, η〉
M
lies
in the domain dom (L) of the L-seminorm L. Thus, the tools developed for the
Gromov-Hausdorff propinquity can be brought to bare to the study of metrized
quantum vector bundles.
Now, while the Cauchy-Schwarz inequality for the C∗-Hilbert norm of a left
pre-Hilbert module (M , 〈·, ·〉
M
) implies that:
(3.0.4) ‖ω‖M = sup{|〈ω, η〉M | : η ∈ M , ‖η‖M 6 1},
we want to work only with elements bounded for the D-norms. We now study the
metric on the domain of D-norm resulting from working with Expression (3.0.4),
with the closed unit ball for the C∗-Hilbert norm replaced by the closed unit ball
for the D-norm. We begin with a notation we shall use throughout this paper.
Notation 3.20. Let Ω = (M , 〈·, ·〉
M
,DM ,A, LA) be a (F,G,H)–metrized quantum
vector bundle for some admissible (F,G,H). The closed ball of center 0 and radius
r > 0 in (dom (DM ),DM ) is denoted by:
Dr (Ω) = {ω ∈ dom(DM ) : DM (ω) 6 r} .
By Definition (3.8), the set Dr (Ω) is norm compact.
We call the initial topology for a set F of functions defined on a given set E and
valued in a topological space, the smallest topology on E for which all the members
of F are continuous.
Definition 3.21. Let (M , 〈·, ·〉
M
) be a left Hilbert A-module. The A-weak topology
on M is the initial topology for the set of maps:
{〈·, ω〉
M
: ω ∈ M } .
Thus, a net (ωj)j∈J converges to some ω in a left Hilbert A-module (M , 〈·, ·〉M )
when for all η ∈ M , the net (〈ωj , η〉M )j∈J converges to 〈ω, η〉M in A.
Thus, in particular, for any metrized quantum vector bundle Ω, the set D1 (Ω)
is now endowed with three topologies: the norm topology from the D-norm, the
norm topology from the C∗-Hilbert norm inherited from the inner product, and the
A-weak topology where A is the base space of Ω. Definition (3.8) assures us that
the latter two agree on D1 (Ω).
Lemma 3.22. Let Ω = (M , 〈·, ·〉
M
,DM ,A, L) be a metrized quantum vector bun-
dle. The A-weak topology and the norm topology, induced by 〈·, ·〉
M
, agree on Dr (Ω)
for all r > 0.
Proof. The A-weak topology is weaker than the topology induced by ‖ · ‖M , yet
Hausdorff. On the other hand, Dr (Ω) is compact for ‖ ·‖M . Therefore, the A-weak
topology and the topology from ‖ · ‖M agree on Dr (Ω). 
Our reason to introduce the A-weak topology is that it is naturally metrized by
a metric defined from D1 (Ω).
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Definition 3.23. Let Ω = (M , 〈·, ·〉
M
,D,A, LA) be a metrized quantum vector
bundle. The modular Monge-Kantorovich metric kΩ associated with Ω is the metric
kΩ, defined for ω, η ∈ M by:
kΩ(ω, η) = sup {‖〈ω, ξ〉M − 〈η, ξ〉M‖A : ξ ∈ M ,D(ξ) 6 1} .
We note that the Monge-Kantorovich metric on the module of a metrized quan-
tum vector bundle is indeed a metric since the C-linear span of the closed unit ball
for the D-norm is dense in the module itself by assumption. We now prove the
main property of this metric for us:
Proposition 3.24. Let Ω = (M , 〈·, ·〉
M
,D,A, LA) be a metrized quantum vector
bundle. For all r > 0, the Monge-Kantorovich metric kΩ associated with Ω metrizes
the A-weak* topology on Dr (Ω), and therefore it metrizes the norm topology on
Dr (Ω).
Proof. Let (ωj)j∈J be a net in Dr (Ω), indexed by (J,≻) and converging to ω in the
A-weak topology. Let ε > 0. Since D1 (Ω) is compact by assumption, there exists
a finite subset F ⊆ D1 (Ω) which is ε3 -dense in Dr (Ω).
There exists j0 ∈ J such that for all j ≻ j0 we have ‖〈ωj , ξ〉M−〈ω, ξ〉M‖A 6 ε3 for
all ξ ∈ F since F is finite and J is directed. It follows that ‖〈ωj , ξ〉M −〈ω, ξ〉M ‖A 6
ε. Thus kΩ(ωj , ω) 6 ε.
Conversely, if (ωn)n∈N is a sequence in Dr (Ω) converging to some ω ∈ M for kΩ,
then since D1 (Ω) is total, we conclude that (〈ωn, ξ〉M )n∈N converges to 〈ω, ξ〉M
for all ξ ∈ M . Thus ω is the A-weak limit of (ωn)n∈N.
Now, since the A-weak topology and the norm topology agree on Dr (Ω), and
Dr (Ω) is compact in norm by assumption, we conclude that ω ∈ Dr (Ω) as well.
This concludes our proof. 
We conclude this section with an observation. Let Ω = (M , 〈·, ·〉
M
,D,A, L) be a
metrized quantum vector bundle. Let B = {a+ ib : a, b ∈ dom(L)} endowed with
the norm ‖ · ‖B = max{‖ · ‖A, L◦ℜ, L◦ℑ}. The norm ‖ · ‖B is lower semicontinuous
with respect to ‖ · ‖A and thus one can prove that (B, ‖ · ‖B) is a Banach algebra
(the fact that it is a subalgebra of A follows from the fact dom (L) is a Jordan-Lie
subalgebra of sa (A)). We note that dom (D) is aB-left module thanks to Definition
(3.8).
We also noted that (dom (D),D) is a Banach space as well. Let us call a current
of Ω a continuousB-module map from (dom (D),D) to (B, ‖·‖B). Let C (Ω) be the
space of all currents of Ω and let Cr(Ω) be the closed ball of radius r > 0 centered
at 0 for the operator norm on C (Ω).
Let us call the locally convex topology induced by the seminorms:
T ∈ C (Ω) 7→ ‖T (ω)‖A
on C (Ω) for all ω ∈ dom (D) the A-weak* topology.
Let L = {a ∈ B : ‖a‖B 6 1}. By assumption on the L-seminorm L, the set L is
compact in (A, ‖ · ‖A). If we let Ξ =
∏
ω∈dom(D) rD(ω)L, then Ξ is compact in the
product topology by the Tychonoff theorem.
By construction, if T ∈ Cr(Ω) then Θ(T ) = (T (ω))ω∈dom(D) ∈ Ξ. It is straight-
forward to check that Θ is a continuous injection from the A-weak* topology to the
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product topology, whose range is given by:
Ξr =
⋂
b∈B,ω,η∈dom(D)
(πbω+η − bπω − πη)−1 ({0}),
where πω : (bη)η∈dom(D) ∈ Ξ 7→ bω for all ω ∈ dom (D). Of course, by definition of
the product topology on Ξ, the maps πω are continuous for all ω ∈ dom (D) and
thus Ξr is closed in Ξ, hence compact. It is easy to see that Θ is an homeomorphism
and thus Cr(Ω) is actually compact for the A-weak* topology. These facts did not
involve the fact that D1 (Ω) is compact for ‖ · ‖M .
Suppose now that S is a seminorm on M satisfying the inner quasi-Leibniz
inequality:
L(〈ω, η〉
M
) 6 H(S(ω), S(η))
and S > ‖ · ‖M . The latter equation implies that the closed unit ball for S is also
closed in the norm ‖ · ‖M .
The inner quasi-Leibniz inequality implies in turn that if S(ω) 6 1 for ω ∈ M
then 〈·, ω〉
M
is a H(1, 1) current, and thus belongs to some compact set for the
A-weak* topology. It is easy to check that the map ω ∈ M 7→ 〈·, ω〉
M
is an
homeomorphism from M with the A-weak topology to its range, with the A-weak*
topology. Thus we conclude that {ω ∈ M : S(ω) 6 1} is totally bounded for the
A-weak topology.
This does not however make S a D-norm, even if it satisfies some form of modular
quasi-Leibniz inequality. Indeed, while norm closed, it is unclear whether the closed
unit ball of S is also A-weak closed. Moreover, even it is was, we could not deduce
that the closed unit ball for S is norm compact, rather than weakly compact. Thus,
it does not appear to be sufficient to assume the inner and modular quasi-Leibniz
inequalities and the dominance over the C∗-Hilbert norm to construct a D-norm,
and the compactness of the closed ball of a D-norm requires some additional work.
We now turn to the construction of the modular propinquity. The basic ingredi-
ent is a notion of a modular bridge which extends the notion of a bridge used as a
noncommutative encoding of the idea of an isometric embedding in the construction
of the quantum Gromov-Hausdorff propinquity.
4. Modular Bridges
Bridges between C*-algebras provide a mean to define a particular type of iso-
metric embedding for a any pair of quasi-Leibniz quantum compact metric spaces,
from which the quantum Gromov-Hausdorff propinquity is built in [26]. An advan-
tage of bridges is that the quantum propinquity is defined directly from numerical
quantities defined using a bridge rather than through the associated isometric em-
beddings, and thus they are natural to use a foundation for our modular propinquity
— bypassing the need for a notion of isometric embeddings of metrized quantum
vector bundles. We present our idea on how to extend the notion of bridges to
metrized quantum vector bundles in this section. While our presentation will at
times refer to [26], we will strive to make it reasonably self-contained.
Bridges involve an element of a unital C*-algebra called a pivot, which allows us
to select a particular set of states. We require that this set is not empty. The fol-
lowing definition extends the notion of a state defined on some self-adjoint element
[11, Exercise 4.6.16],[12] to general elements.
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Definition 4.1 ([26, Definition 3.1]). The 1-level set S1(D|x) of an element x ∈
sa (D) of a unital C*-algebra D is:
S1(D|x) =
{
ϕ ∈ S (D)
∣∣∣∣ ϕ ((1− x)∗(1− x)) = 0ϕ ((1− x)(1 − x)∗) = 0
}
.
We make the following remark:
Remark 4.2. If x ∈ D for some unital C*-algebra D, and if S1(D|x) 6= ∅, then
‖x‖D > 1. Indeed, if ϕ ∈ S (D|x) then ϕ(x) = ϕ(x∗) = 1. Thus ‖ℜ(x)‖D > 1 and
thus ‖x‖D > ‖ℜx‖D > 1.
In particular, if ‖x‖D 6 1 and S (D|x) 6= ∅ then ‖x‖D = 1.
We will use Definition (4.1) via the following lemma:
Lemma 4.3 ([26, Lemma 3.4]). If D is a unital C*-algebra and x ∈ D, then:
S (D|x) = {ϕ ∈ S (D) : ∀d ∈ D ϕ(dx) = ϕ(xd) = ϕ(d)}
= {ϕ ∈ S (D) : ∀d ∈ D ϕ(dx∗) = ϕ(x∗d) = ϕ(d)} .
Proof. This follows from the Cauchy-Schwarz inequality. 
We first extend the notion of a bridge between quasi-Leibniz quantum compact
metric spaces to a modular bridge between metrized quantum vector bundles. While
a bridge between to quasi-Leibniz quantum compact metric spaces does not involve
any metric information in its definition — the quantum metric information is used
to associate numerical quantities to the bridge — a modular bridge between two
metrized quantum vector bundles involve the D-norms. Nonetheless, a modular
bridge retains the simplicity of a bridge, as it only adds two families of elements
from modules.
Definition 4.4. Let:
ΩA = (M , 〈·, ·〉M ,DM ,A, LA) and ΩB = (N , 〈·, ·〉N ,DN ,B, LB)
be two metrized quantum vector bundles.
An modular bridge:
γ = (ΩA,ΩB,D, x, πA, πB, (ωj)j∈J , (ηj)j∈J )
from ΩA to ΩB is given:
(1) a unital C*-algebra D,
(2) an element x ∈ D with S1(D|x) 6= ∅ and ‖x‖D = 1,
(3) πA : A →֒ D and πB : B →֒ D are two unital *-monomorphisms,
(4) J is some nonempty set,
(5) (ωj)j∈J is a family of elements in D1 (ΩA), i.e. max{DM (ωj) : j ∈ J} 6 1,
(6) (ηj)j∈J is a family of elements in D1 (ΩB), i.e. max{DN (ηj) : j ∈ J} 6 1.
Notation 4.5. Let γ = (ΩA,ΩB,D, x, π, ρ, (ωj)j∈J , (ηj)j∈J ) be a modular bridge.
We will use the following notations and terminology throughout this paper.
(1) The domain dom (γ) of γ is ΩA.
(2) The co-domain codom (γ) of γ is ΩB.
(3) The element x is called the pivot of γ and is denoted by pivot (γ).
(4) The family (ωj)j∈J is the family of anchors of γ, denoted by anchors (γ).
(5) The family (ηj)j∈J is the family of co-anchors of γ, denoted by coanchors (γ).
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Notation 4.6. Let ΩA and ΩB be two metrized quantum vector bundles. The set
of all modular bridges from a ΩA to ΩB is denoted by Bridges [ΩA −→ ΩB].
We note that since modular bridges are defined as tuples, the order of their
component matter and thus they have a domain and a codomain, though in fact they
are quite a symmetric concept. We will remark later that all the quantities defined
from modular bridges are in fact symmetric in the domain and the codomain.
We also remark that we include the domain and the codomain of a modular
bridge in its very definition. This choice will in fact simplify our notations later
on, by removing the need to explicit the quantum metric data as in [26] for various
quantities associated to modular bridges.
Last, we note that unlike [26, Definition 3.6], we require the pivot of modular
bridges are of norm (at most) 1. This requirement will be essential in the proof
of Proposition (4.17), which in turn underlies the construction of the modular
propinquity.
The basic ingredients to compute the modular propinquity between modules
require a lot of notations. We clarify our exposition by grouping some of these
notations into a single set of hypothesis which we will use repeatedly in the following
definitions and theorems.
Hypothesis 4.7. Let:
ΩA = (M , 〈·, ·〉M ,DM ,A, LA) and ΩB = (N , 〈·, ·〉N ,DN ,B, LB)
be two (F,G,H)–metrized quantum vector bundles.
Let J be some nonempty set and let:
γ = (ΩA,ΩB,D, x, π, ρ, (ωj)j∈J , (ηj)j∈J )
be a modular bridge from ΩA to ΩB.
The modular propinquity is computed from natural numerical quantities ob-
tained from modular bridges and the quantum metric information encoded in
metrized quantum vector bundles. The first quantities we will use are in fact the
numerical values introduced in [26] for the canonical bridge from bqs (dom (γ)) to
bqs (codom(γ)) associated to any modular bridge γ:
Definition 4.8. Let Hypothesis (4.7) be given. The basic bridge γ♭ from A to B
is given by:
γ♭ = (D, x, πA, πB).
It is straightforward that Definition (4.8) gives a bridge in the sense of [26,
Definition 3.6]. Thus, we can compute the reach and height of a basic bridge. We
adjust our terminology to fit the setting of this paper in the following definitions of
the height and basic reach of a modular bridge.
We start by recalling from [26, Definition 3.10] that a bridge defines an important
seminorm:
Definition 4.9 ([26, Definition 3.10]). Let Hypothesis (4.7) be given. The bridge
seminorm bnγ (·, ·) of the modular bridge γ is the bridge seminorm of the basic
bridge γ♭, i.e. the seminorm on A⊕B defined for all a ∈ A and b ∈ B by:
bnγ (a, b) = ‖πA (a)x− xπB (b)‖D .
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The bridge seminorm allows us to quantify how far apart two quasi-Leibniz
quantum compact metric spaces are from the perspective of a given bridge.
Definition 4.10 ([26, Definition 3.14]). Let Hypothesis (4.7) be given. The basic
reach ̺♭ (γ) of the modular bridge γ is the reach of the basic bridge γ♭ with respect
to (LA, LB), i.e.
max
{
supa∈sa(A),LA(a)61 infb∈sa(B),LB(b)61 bnγ (a, b)
supb∈sa(B),LB(b)61 infa∈sa(A),LA(a)61 bnγ (a, b)
}
.
We provide an alternative expression for the basic reach of a modular bridge.
Indeed, the basic reach is where we actually take the Hausdorff distance between
quasi-Leibniz quantum compact metric spaces in an appropriate sense. We shall
use the following notation for the Hausdorff distance on a pseudo-metric space.
Notation 4.11. Let X be a set and d be a pseudo-metric on X . For any nonempty
subset A ⊆ X and for any x ∈ X , we set:
d(x,A) = inf{d(x, y) : y ∈ A}.
For any two nonempty sets A,B ⊆ X , we then define, following [10]:
Hausd(A,B) = sup {d(x,B), d(y,A) : x ∈ A, y ∈ B} .
We thus observe, using the notations of Hypothesis (4.7) and of Definition (4.8),
that:
(4.0.1) ̺♭ (γ) = Hausbnγ(·,·) ({(a, 0) ∈ A⊕B : a ∈ sa (A), LA(a) 6 1} ,
{(0, b) : b ∈ sa (B), LB(b) 6 1}) .
The motivation to use the bridge seminorm, i.e. to involve the pivot, in Equation
(4.0.1), in place of the norm ‖ · ‖D of D, is that the pivot allows us to “cut-off”
elements and thus may be used as a noncommutative substitute for truncation.
This fact is explained and illustrated in [19].
The cost of replacing the norm of D by the bridge seminorm in Equation (4.0.1)
is measured by the next quantity associated with a modular bridge.
Definition 4.12 ([26, Definition 3.16]). Let Hypothesis (4.7) be given. The height
ς (γ) of the modular bridge γ is the height of the basic bridge γ♭ with respect to
(LA, LB), i.e.:
max
{
HausmkLA
(S (A), π∗A (S (D|x))) ,HausmkLB (S (B), π∗B (S (D|x)))
}
.
The height of a bridge involves computation in each of the domain and co-domain
of the bridge, but not in between them. Its definition is what justifies that pivot
must have nonempty 1-level set.
We now turn to the new quantities which we define for modular bridges, which
naturally relate to the module structure. The first of these numerical values, called
the reach of a modular bridge, is derived from a new natural seminorm defined by
a modular bridge. We continue to choose our terminology from the lexical field of
bridges.
Definition 4.13. Let Hypothesis (4.7) be given. The deck seminorm dnγ (·, ·) is
the seminorm on M ⊕N defined for all ω ∈ M and η ∈ N by:
dnγ (ω, η) = max {bnγ (〈ω, ωk〉M , 〈η, ηk〉N ),
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bnγ (〈ωk, ω〉M , 〈ηk, η〉N ) : k ∈ J} .
We continue using the notations of Definition (4.13). We emphasize that when
working with dnγ (·, ·), we only require the structure of vector space on M ⊕N .
We also record the deck seminorm does not involve any explicit need to embed M
and N is some left Hilbert module. We rely instead on the well understood idea
behind noncommutative isometric embeddings of quantum metric spaces and avoid
the need to introduce a similar, non-obvious notion for modules.
Furthermore, the deck seminorm is defined with a symmetry in mind, which
will prove useful in the notion of the inverse of a bridge defined at the end of this
section.
The reach of a modular bridge requires the definition of two additional quantities
besides the basic reach. The first quantity, the modular reach, regards the pairing
of anchors and co-anchors. We underscore that, in the construction of the deck
seminorm, we match anchors and co-anchors with the same index in the modu-
lar bridge. Therefore, when constructing of a modular bridge, we must make an
astute choice, with the idea that each pair of anchor and co-anchor are expected
to be “close” in a sense quantified, ultimately, by the modular reach, via the deck
seminorm.
Definition 4.14. Let Hypothesis (4.7) be given. The modular reach ̺♯ (γ) is the
nonnegative number:
max {dnγ (ωj , ηj) : j ∈ J} .
The last quantity needed to define the reach of a modular bridge is the imprint.
The modular bridge only involves anchors and co-anchors, and the cost of this
choice, rather than taking some Hausdorff distance between unit balls for D-norms,
is measured by the following quantity:
Definition 4.15. Let Hypothesis (4.7) be given. The imprint ̟ (γ) of the modular
bridge γ is:
max
{
HauskDM
({ωj : j ∈ J} ,D1 (ΩA)) ,HauskDN ({ηj : j ∈ J} ,D1 (ΩB))
}
.
We now define the reach of a modular bridge as a synthetic valued which ade-
quately combines the basic reach, the modular reach, and the imprint. Our defi-
nition is immediately followed with a proposition which, we hope, will clarify the
meaning of the reach of a modular bridge — and which will prove crucial for our
work in allowing for the definition of target sets for modular bridges, to come
shortly.
Definition 4.16. Let Hypothesis (4.7) be given. The reach ̺ (γ) of the modular
bridge γ is the nonnegative value:
̺ (γ) = max
{
̺♭ (γ), ̺
♯ (γ) +̟ (γ)
}
.
Proposition 4.17. Let Hypothesis (4.7) be given. If ω ∈ M with DM (ω) 6 1 and
if j ∈ J is chosen so that kΩA(ω, ωj) 6 ̟ (γ), then dnγ (ω, ηj) 6 ̺ (γ). The result
also holds if ΩA and ΩB are switched.
We then have:
(4.0.2) max


supa∈sa(A),LA(a)61 infb∈sa(B),LB(b)61 bnγ (a, b)
supb∈sa(B),LB(b)61 infa∈sa(A),LA(a)61 bnγ (a, b)
supω∈M ,DM(ω)61 infη∈N ,DN (η)61 dnγ (ω, η)
supη∈N ,DN (η)61 infω∈M ,DM(ω)61 dnγ (ω, η)

 6 ̺ (γ).
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Proof. By Definition (4.10) and Definition (4.16), it is sufficient to prove that:
max
{
supω∈M ,DM(ω)61 infη∈N ,DN (η)61 dnγ (ω, η)
supη∈N ,DN (η)61 infω∈M ,DM(ω)61 dnγ (ω, η)
}
6 ̺ (γ).
Let ω ∈ DM with DM (ω) 6 1. By Definition (4.15), there exists j ∈ J such
that:
kΩA(ω, ωj) 6 ̟ (γ).
Now, by Definition (4.14), we have dnγ (ωj , ηj) 6 ̺
♯ (γ). Thus, for any k ∈ J , we
compute:∥∥πA (〈ω, ωk〉M )x− xπB (〈ηj , ηk〉N )∥∥D
6
∥∥πA (〈ω, ωk〉M − 〈ωj , ωk〉M )x∥∥D
+
∥∥πA (〈ωj , ωk〉M )x− xπB (〈ηj , ηk〉N )∥∥D
6 ‖x‖DkΩA(ω, ωj) + dnγ (ωj , ηj)
6 ̟ (γ) + ̺♯ (γ) 6 ̺ (γ).
We now observe that since the involution of D is isometric and k ∈ J :∥∥πA (〈ωk, ω〉M )x− xπB (〈ηk, ηj〉N )∥∥D
=
∥∥x∗πA (〈ω, ωj〉M )− πB (〈ηj , ηk〉N )x∗∥∥D .
Since ‖x∗‖D 6 1, a similar computation then proves that for all k ∈ J :∥∥πA (〈ωk, ωj〉M )x− xπB (〈ηk, ηj〉N )∥∥D 6 ̺ (γ).
Thus, as desired dnγ (ω, ηj) 6 ̺ (γ). In particular, we have shown:
supω∈D1(ΩA) infη∈D1(ΩB) dnγ (ω, η) 6 ̺ (γ).
A similar computation shows that:
supη∈D1(ΩB) infω∈D1(ΩA) dnγ (ω, η) 6 ̺ (γ).
This concludes our proof. 
We now pause for a few remarks regarding our Definition (4.16) of a reach for
the modular bridge. First, unlike in [26], we required in Definition (4.4) that pivots
have norm at most one. The result in Proposition (4.17) is where this additional
assumption is needed.
Proposition (4.17) suggests a competing candidate for the notion of a bridge,
given by the left-hand side of Inequality (4.0.2). This alternate candidate is given as
the maximum of Expression (4.0.1) and the following similar expression for modules:
(4.0.3) Hausdnγ(·,·) ({(ω, 0) ∈ M ⊕N : DM (ω) 6 1} ,
{(0, η) ∈ M ⊕N : DN (η) 6 1}) .
This formulation would more closely resemble the definition of the basic reach.
Our preference for Definition (4.16) rather than the maximum of Expressions (4.0.1)
and (4.0.3) is at the core of our idea for the construction of the modular propinquity.
Indeed, Definition (4.10) employs the match between anchors and co-anchors. This
pairing is essential, because it also appears in the Definition (4.13) of the deck
seminorm and actually, it is the approach we use to construct a seminorm from a
couple of sesquilinear maps.
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Indeed, we also could have introduced anchors and co-anchors in the construction
of the quantum propinquity. Namely, an “anchored” bridge from (A, LA) to (B, LB)
could be of the form γ = (D, x, πA, πB, (aj)j∈J , (bj)j∈J ) with aj ∈ L1 (LA) and bj ∈
L1 (LB) for all j ∈ J . We then could define the “anchored” reach as we just did for
modular bridge, i.e. as the maximum of max{bnγ (aj , bj) : j ∈ J} and of a kind of
imprint, i.e. max{Haus‖·‖A({aj : j ∈ J},L1 (LA)),Haus‖·‖A({aj : j ∈ J},L1 (LA))}.
The length of an anchored bridge would then be the maximum of its anchored reach
and its height, defined in the usual manner.
Yet such a definition of a bridge reach would not change our construction of the
quantum propinquity. Indeed, Proposition (4.17) could be adapted to prove that
the reach of the bridge (D, x, πA, πB) is lesser or equal than the anchored reach
of γ. It is also easy to check that given a bridge (D, x, πA, πB) in the sense of
[26, Definition 3.6], there always is a mean to construct an anchor bridge with the
same length. We refer briefly to [26] for various notions which we will extend in a
moment to modular bridges, and the reader may skip the following few details as
they are just a side observation. Using the notion of target sets introduced in [26,
Definition 5.1], we can, for all a ∈ L1 (LA), choose some ba ∈ tγ (a|1), and similarly
by symmetry, for all b ∈ L1 (LB), choose ab ∈ tγ−1 (b|1). With these notations, if
J = L1 (LA)
∐
L1 (LB), and if we set aa = a and bb = b for all a ∈ L1 (LA) and
b ∈ L1 (LB), then:
(D, x, πA, πB, (aj)j∈J , (bj)j∈J )
is an anchored bridge with the same length than the bridge (D, x, πA, πB). Thus
there is no need for anchors and co-anchors in the construction of the quantum
propinquity.
If such is the case, then why did we introduce anchors in our current work? The
reason lies with the fact that the bridge seminorm is indeed a seminorm because
the maps πA and πB are linear. However the inner products 〈·, ·〉M and 〈·, ·〉N
are sesquilinear, and thus, to construct our deck seminorm as indeed a seminorm,
we discovered the idea of employing pairs of anchors-co-anchors. While this idea
would not change anything for the quantum propinquity, it becomes essential for
the modular propinquity.
The length of a modular bridge is the synthetic numerical value which summa-
rizes all the information contained in the basic reach, modular reach, height and
imprint of the modular bridge, and from which the modular propinquity will be
computed.
Definition 4.18. Let Hypothesis (4.7) be given. The length λ (γ) of the modular
bridge γ is the maximum of its reach, its height and its imprint:
λ (γ) = max {ς (γ), ̺ (γ)} .
We note that a modular bridge always has a finite length.
Lemma 4.19. If γ is a modular bridge then λ (γ) <∞.
Proof. The imprint and the height of a modular bridge are both defined as the
Hausdorff distance between two compact sets and thus are finite.
Now, if ω ∈ D1 (ΩA) and η ∈ D1 (ΩB) then since ‖x‖D 6 1, we have:
dnγ (ω, η) = max
j∈J
‖πA (〈ω, ωk〉M )x− xπA (〈ω, ωk〉M )‖D 6 2.
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Thus ̺♯ (γ) 6 2. The reach of γ is thus the maximum of the (finite) basic bridge
reach and the sum of the (finite) imprint and the (finite) modular reach. Thus
̺ (γ) <∞ and thus our proposition is proven. 
Modular bridges are a type of morphism between metrized quantum vector bun-
dles — though we shall address the question of composition for modular bridges
in our next section with the introduction of modular treks. In the rest of this sec-
tion, we formalize the idea that bridges posses some properties akin to some form
of multi-valued morphism. These properties are the essential reason behind the
fact that, if the modular propinquity is null between two metrized quantum vector
bundles, then they are fully quantum isometric.
A modular bridge from ΩA to ΩB, with ΩA and ΩB two metrized quantum vector
bundles, defines maps from the domain of the L-seminorm of ΩA to the power set
of domain of the L-seminorm of ΩB.
Definition 4.20. Let Hypothesis (4.7) be given. For any a ∈ dom(LA) and l >
LA(a), we define the l-target set tγ (a|l) of a for γ as:
tγ (a|l) =
{
b ∈ dom (LB)
∣∣∣∣ LB(b) 6 lbnγ (a, b) 6 l̺ (γ♭).
}
.
Definition (4.20) ensures that tγ (a|l) = tγ♭ (a|l), where the right hand side is
defined in [26, Definition 5.1]. It actually would not matter in our subsequent work
if instead, we had used ̺ (γ) in place of ̺ (γ♭) in Definition (4.20). On the other
hand, thanks to our choice, we can invoke our work in [26] to immediately conclude:
Proposition 4.21. Let Hypothesis (4.7) be given. For all a, a′ ∈ dom (LA) and
l > max{LA(a), LA(a′)}, if b ∈ tγ (a|l) and b′ ∈ tγ (a′|l) then:
(1) tγ (a|l) is a nonempty compact subset of sa (B),
(2) ‖b‖B 6 ‖a‖A + 2lλ (γ),
(3) for all t ∈ R we have b + tb′ ∈ tγ (a+ ta′|(1 + |t|)l),
(4) ‖b− b′‖B 6 ‖a− a′‖A + 4lλ (γ),
(5) We have:
b ◦ b′ ∈ tγ (a ◦ a′|F (‖a‖A + 2lλ (γ), ‖a′‖A + 2lλ (γ), l, l))
and
{b, b′} ∈ tγ ({b, b′}|F (‖a‖A + 2lλ (γ), ‖a′‖A + 2lλ (γ), l, l)).
In particular, for all a ∈ dom(LA) and l > LA(a), we have:
diam (tγ (a|l), ) 6 4lλ (γ).
Proof. Assertion (1) is [26, Lemma 5.2] and since it is a closed subset of the norm
compact Ll (LB). Assertion (2) follows from [26, Proposition 5.3]. Assertion (3)
follows from [26, Proposition 5.4]. Assertion (4) follows from Assertion (2) and
Assertion (3). Assertion (5) is established by noting:
LB(b ◦ b′) 6 F (‖b‖B, ‖b′‖B, l, l) 6 F (‖a‖A + 2λ (γ), ‖a′‖A + 2lλ (γ), l, l),
and similarly for the Lie product. Setting a = a′ gives us the given estimate on the
diameter of tγ (a|l). 
We now define the target set for elements in the domain of a D-norm.
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Definition 4.22. Let Hypothesis (4.7) be given. For any ω ∈ M and l > DM (ω),
we define the l-modular target set of ω for γ as:
tγ (ω|l) =
{
η ∈ N
∣∣∣∣ DN (η) 6 ldnγ (ω, η) 6 l̺ (γ)
}
.
We begin by observing that modular target sets are compact and non-empty.
Proposition 4.23. Let Hypothesis (4.7) be given. For any ω ∈ dom (DM ) and
l > DM (ω), the set tγ (ω|l) is a nonempty compact for ‖ · ‖N (or equivalently for
kΩB).
Proof. By Proposition (4.17), for all ω ∈ D1 (ΩA) there exists η ∈ D1 (ΩB) such
that dnγ (ω, η) 6 ̺ (γ). Thus, if DM (ω) 6 l for some ω ∈ M , it follows from
homogeneity that there exists η ∈ Dl (ΩB) such that dnγ (ω, η) 6 l̺ (γ) since
dnγ (·) is a seminorm. Therefore, tγ (ω|l) 6= ∅.
By construction tγ (ω|l) is a subset of the compact set Dl (ΩB) (for ‖ · ‖N or
for kΩB , as both give the same topology on Dl (ΩB)). Thus it is sufficient to prove
that tγ (ω|l) is closed.
Let (ηn)n∈N be a sequence in tγ (ω|l), converging to some η for ‖ · ‖N . Since
DN is lower semi-continuous with respect to ‖ · ‖N , we have DN (η) 6 l.
Moreover, by continuity, dnγ (ω, η) 6 l̺ (γ) since dnγ (ω, η) 6 l̺ (γ). This proves
that η ∈ tγ (ω|l) as desired. 
The fundamental property of modular target sets for a modular bridge γ is that
their diameter in the modular Monge-Kantorovichmetric is controlled by the length
of γ — and, in contrast with target sets for basic bridges, not their diameter in the
C∗-Hilbert norm. We begin with a well-known lemma included for convenience.
Lemma 4.24. If A is a C*-algebra, a ∈ A, and there exists M > 0 such that for
all ϕ ∈ S (A) we have:
max {|ϕ(ℜ(a))|, |ϕ(ℑ(a))|} 6M ,
then:
‖a‖A 6
√
2M .
Proof. Let b ∈ sa (A) then the functional calculus implies that ‖b‖A = sup{|ϕ(b)| :
ϕ ∈ S (A)}. Thus for all a ∈ A, we compute:
‖a‖2A = ‖aa∗‖A
= ‖(ℜ(a) + iℑ(a))(ℜ(a) + iℑ(a))∗‖A
= ‖ℜ(a)2 + ℑ(a)2‖A
6 ‖ℜ(a)‖2 + ‖ℑ(a)‖2
= (sup{|ϕ(ℜ(a)) : ϕ ∈ S (A)})2 + (sup{|ϕ(ℑ(a)) : ϕ ∈ S (A)})2
6 2M2.
This concludes our lemma. 
Proposition 4.25. Let Hypothesis (4.7) be given.
If ω, ω′ ∈ M , l > max {DM (ω),DM (ω′)}, η ∈ tγ (ω|l) and η′ ∈ tγ (ω′|l), then:
kDN (η, η
′) 6
√
2 (kDM (ω, ω
′) + (4l +H(2l, 1))λ (γ)) .
32 FRÉDÉRIC LATRÉMOLIÈRE
In particular:
diam (tγ (ω|l), kLN ) 6
√
2(4l +H(2l, 1))λ (γ).
Proof. Let θ = η − η′ and ζ = ω − ω′. Note that:
max {DN (θ),DM (ζ)} 6 2l.
Let ϕ ∈ S (B) and let ν ∈ D1 (ΩA).
There exists j ∈ J such that kDN (ν, ηj) 6 ̟ (γ) by Definition (4.15).
By Definition (4.12), there exists ψ ∈ S (D|x) with mkLB(ϕ, ψ ◦ πB) 6 ς (γ).
Note that DN (ηj) 6 1, and therefore, using the inner quasi-Leibniz inequality,
we have:
max
{
LB
(ℜ〈θ, ηj〉N ) , L (ℑ〈θ, ηj〉N )} 6 H(2l, 1).
We also note that since ψ is a state, we have:
|ψ(ℜ(d))| = |ℜ(ψ(d))| 6 |ψ(d)| and, similarly: |ψ(ℑ(d))| 6 |ψ(d)|
for all d ∈ D.
Now, letting m = H(2l, 1):
|ϕ (ℜ〈θ, ν〉
N
)| 6 2lλ (γ) + ∣∣ϕ (ℜ〈θ, ηj〉N )∣∣ by Def. (4.15),
6 (2l+m)λ (γ) +
∣∣ψ ◦ πB (ℜ〈θ, ηj〉N )∣∣ by choice of ψ,
6 (2l+m)λ (γ) +
∣∣ψ ◦ πB (〈θ, ηj〉N )∣∣
6 (2l+m)λ (γ) +
∣∣ψ (πB(〈θ, ηj〉N )x)∣∣ by Def. (4.1),
6 (4l+m)λ (γ) +
∣∣ψ (xπA(〈ζ, ωj〉M ))∣∣ by Prop. (4.17),
6 (4l+m)λ (γ) +
∣∣ψ ◦ πA (〈ζ, ωj〉M )∣∣ by Def. (4.1),
6 (4l+m)λ (γ) +
∥∥〈ζ, ωj〉M∥∥A
6 (4l+m)λ (γ) +
∥∥〈ω, ωj〉M − 〈ω′, ωj〉M∥∥A
6 (4l+m)λ (γ) + kLω(ω, ω
′).
The same computation holds for ℜ replaced with ℑ, and thus we record:
|ϕ (ℑ〈θ, ν〉
N
)| 6 (4l +m)λ (γ) + kLω(ω, ω′),
and therefore by Lemma (4.24), we conclude:
‖〈θ, ν〉
N
‖
B
6
√
2 ((4l+m)λ (γ) + kD(ω, ω
′)) .
Thus:
kDN (η, η
′) = sup
{‖〈θ, ν〉
N
‖
B
: ν ∈ D1 (ΩB)
}
6
√
2 ((4l+m)λ (γ) + kD(ω, ω
′)) .
Our proof is thus complete. The assertion on the diameter is obtained simply by
letting ω = ω′. 
Our first relation between target sets on modules and the module algebraic struc-
ture concerns linearity, as expressed in the following proposition.
Proposition 4.26. Let Hypothesis (4.7) be given. If:
(1) ω, ω′ ∈ M ,
(2) l > DM (ω) and l
′ > DM (ω′),
(3) η ∈ tγ (l|ω) and η′ ∈ tγ (ω′|l′),
(4) t ∈ R,
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then:
η + tη′ ∈ tγ (ω + tω′|l + |t|l′).
Proof. Since DN (η) 6 l and DN (η
′) 6 l′, we have DN (η + tη′) 6 l+ |t|l′.
On the other hand, we note that since dnγ (·) is a seminorm M⊕N , we conclude
that:
dnγ (ω + tω
′, η + tη′) 6 dnγ (ω, η) + |t|dnγ (ω′, η′)
6 (l + |t|l′)̺ (γ).
This completes our proof. 
We now prove that target sets also behave predictably with respect to the left ac-
tion on the module. This proposition is where the modular quasi-Leibniz inequality
plays its role.
Proposition 4.27. Let Hypothesis (4.7) be given. Let a ∈ dom (LA), ω ∈ dom (DM ),
and l > DM (ω) and l
′ > LA(a). Let b ∈ tγ (a|l′) and η ∈ tγ (ω|l). Then:
bη ∈ tγ (aω|G(‖a‖A + 2λ (γ), l, l′)).
Proof. We begin with the observation that:
DN (bη) 6 G (‖b‖B, LB(b),DM (η))
6 G(‖a‖A + 2lλ (γ), l′, l),
using Proposition (4.21).
We also note that for any j ∈ J :∥∥πA (〈aω, ωj〉M )x− xπB (〈bη, ηj〉N )∥∥D
=
∥∥πA(a)πA (〈ω, ωj〉M )x− xπB(b)πB (〈η, ηj〉N )∥∥D
6
∥∥πA(a)πA (〈ω, ωj〉M )x− πA(a)xπB (〈η, ηj〉M )∥∥D
+
∥∥πA(a)xπB (〈η, ηj〉M )− xπB(b)πB (〈η, ηj〉N )∥∥D
6 ‖a‖A
∥∥πA (〈ω, ωj〉M )x− xπB (〈η, ηj〉M )∥∥D
+ ‖πA(a)x− xπB(b)‖D
∥∥πB (〈η, ηj〉N )∥∥D
6 ‖a‖Adnγ (ω, η) + bnγ (a, b)‖η‖N
6 ‖a‖Al̺ (γ) + l′̺ (γ)DN (η)
6 λ (γ) (‖a‖Al + l′l)
6 λ (γ)G(‖a‖A, l, l′) by Def. (3.6),
6 λ (γ)G(‖a‖A + 2lλ (γ), l, l′).
A similar computation proves that:∥∥πB (〈ωj , aω〉M )x− xπA (〈ηj , bη〉N )∥∥D
=
∥∥πB (〈bη, ηj〉N )x∗ − x∗πA (〈aω, ωj〉M )∥∥D
6 λ (γ)G(‖a‖A + 2lλ (γ), l, l′).
Therefore, dnγ (aω, bη) 6 λ (γ)G(‖a‖A + 2lλ (γ), l, l′) since j ∈ J is arbitrary.
Thus bη ∈ tγ (ω|G(‖a‖A + 2lλ (γ), l, l′)). 
We now relate modular bridges and the inner products on modules, which illus-
trate the role of the inner quasi-Leibniz inner inequality.
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Proposition 4.28. Let Hypothesis (4.7) be given. Let ω ∈ M and l > DM (ω). If
η ∈ tγ (ω|l) and b ∈ tγ (〈ω, ω〉M |H(l, l)) then:
‖b− 〈η, η〉
N
‖
B
6 (8l
√
2 +H(2l, 2l) + 2H(l, l) + 2
√
2H(2l, 1))λ (γ).
Proof. If l = 0 then ω = 0, η = 0 and b = 0 thus the proposition is trivial. Let us
assume l > 0.
Let ω ∈ dom (DM ) and l > DM (ω). Let η ∈ tΓ (ω|l). We note that:
max
{
LA
(〈ω, ω〉ΩA) , LB (〈η, η〉ΩB)} 6 H(l, l),
noting 〈ω, ω〉ΩA and 〈η, η〉ΩB are self-adjoint.
Let b ∈ tγ (〈ω, ω〉M |H(l, l)).
By Definition (4.15) of ̟ (γ), there exists j ∈ J such that:
kΩA(ω, lωj) 6 l̟ (γ).
It follows that 〈ω, ω − lωj〉M = l
〈
l−1ω, ω − lωj
〉
M
6 lkΩA(ω, lωj) 6 l
2̟ (γ).
Moreover, by Proposition (4.17), we have:
dnγ (ω, lηj) 6 l̺ (γ) 6 lλ (γ).
We then have, since ‖x‖D 6 1:
∥∥πA (〈ω, ω〉M )x− xπB (〈lηj, lηj〉N )∥∥D
6 l2̟ (γ) +
∥∥πA (〈ω, lωj〉M )x− xπB (〈lηj , lηj〉N )∥∥D
6 l2̟ (γ) + l
∥∥πA (〈ω, ωj〉M )x− xπB (〈lηj, ηj〉N )∥∥D
6 l2λ (γ) + ldnγ (ω, lηj)
6 2l2λ (γ).
Now, since lηj ∈ tγ (ω|l) (again Proposition (4.17)), we have by Proposition
(4.25):
kΩB(η, lηj) 6
√
2 (4l +H(2l, 1))λ (γ).
Let ϕ ∈ S (B). By Definition (4.12), there exists ψ ∈ S (D) such that kΩB(ϕ, ψ◦
πB) 6 ς (γ). We then have:
|ϕ(b− 〈η, η〉
M
)|
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6 H(2l, 2l)ς (γ) + |ψ ◦ πB(b − 〈η, η〉N )|
6 H(2l, 2l)ς (γ) +
∣∣ψ ◦ πB(b− 〈lηj , lηj〉N )∣∣+ ∣∣ψ ◦ πB(〈lηj, lηj〉N − 〈η, η〉N )∣∣
6 H(2l, 2l)ς (γ) +
∣∣ψ (xπB (b− 〈lηj , lηj〉M ))∣∣+ ∥∥〈lηj , lηj〉N − 〈η, η〉N ∥∥B
6 H(2l, 2l)ς (γ) +
∣∣ψ (xπB (b− 〈lηj , lηj〉M ))∣∣+
+
∥∥〈η, η − lηj〉N + 〈η − lηj , lηj〉N ∥∥B
6 H(2l, 2l)ς (γ) +
∣∣ψ (xπB (b− 〈lηj , lηj〉M ))∣∣+
+ lkΩB(η, lηj) + lkΩB(η, lηj)
6 H(2l, 2l)ς (γ) +
∣∣ψ (xπB (b− 〈lηj , lηj〉M ))
−ψ(πA (〈ω, ω〉M )x) + ψ(πA (〈ω, ω〉M )x)|
+ 2l
√
2 (4l +H(2l, 1))λ (γ)
6 H(2l, 2l)ς (γ) + |ψ (xπB(b)− πA (〈ω, ω〉M )x)|
+
∣∣ψ (xπB (〈lηj , lηj〉M ))− ψ (πA (〈ω, ω〉M )x)∣∣
+ 2l
√
2 (4l +H(2l, 1))λ (γ)
6 H(2l, 2l)λ (γ) +H(l, l)λ (γ) +H(l, l)λ (γ) + 2
√
2l (4l+H(2l, 1))λ (γ)
6 (8l
√
2 +H(2l, 2l) + 2H(l, l) + 2
√
2H(2l, 1))λ (γ).
This concludes our proposition since b− 〈η, η〉
N
is self-adjoint in B. 
We now check that modular bridges are essentially symmetric objects. We shall
avoid the term inverse as we shall see that for modular bridges, in contrast to
bridges, the following notion is not quite an inverse in the sense of morphisms.
Definition 4.29. The reverse bridge of a bridge deck γ = (D, x, π, ρ, (ω)j∈J , (ηj)j∈J )
is γ∗ = (D, x∗, ρ, π, (ηj)j∈J , (ωj)j∈J ).
Lemma 4.30. If γ ∈ Bridges [ΩA −→ ΩB] for any two metrized quantum vector
bundles ΩA and ΩB, then γ
∗ ∈Bridges [ΩB −→ ΩA] and λ (γ∗) = λ (γ).
Proof. We use the notations of Hypothesis (4.7). We note that for all ω ∈ M and
η ∈ N we have:
dnγ∗ (η, ω) = dnγ (ω, η)
by construction. This observation justifies the particular symmetry in Definition
(4.13).
Moreover for all a ∈ sa (A) and b ∈ sa (B), we have:
bnγ∗ (b, a) = ‖πB(b)x∗ − x∗πA(a)‖D
= ‖(πA(a)x− xπB(b))∗‖D = bnγ (a, b).
Thus ̺ (γ) = ̺ (γ∗). The other claims of our lemma are self-evident. 
We remark that for any modular bridge γ we have γ−1
♭
= (γ∗)♭, by [26, Propo-
sition 4.7].
We will observe in the next section that we do not need the full generality afforded
to us by Definition (4.4), as we could limit ourselves to working only with finite
families of anchors (and hence of co-anchors). The reason for this observation is
the following lemma.
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Lemma 4.31. Let Hypothesis (4.7) be given. For any ε > 0, there exists a modular
bridge γε from ΩA to ΩB such that:
(1) λ (γε) 6 λ (γ) + ε,
(2) anchors (γ) and coanchors (γ) are finite families.
Proof. Let ε > 0. Since:
D1 (ΩA) =
⋃
ω∈D1(ΩA)
M (ω, ε)
by Definition (4.15), and since D1 (ΩA) is compact, there exists a finite set J1 ⊆
D1 (ΩA) such that:
D1 (ΩA) =
⋃
ω∈J1
M (ω, ε).
Similarly, there exists a finite subset J2 of D1 (ΩB) such that:
D1 (ΩB) =
⋃
η∈J1
N (η, ε).
Let J3 = J1
∐
J2 be the disjoint union of J1 and J2, itself a finite set.
If j ∈ J1 then we write ωj = j and we choose ηj ∈ tγ (j|1). If j ∈ J2 then
we write ηj = j and we choose ωj ∈ tγ∗ (j|1). These choices are possible since by
Proposition (4.23), the target sets involved are all nonempty (and as customary in
functional analysis, we work within ZFC).
Let γε = (ΩA,ΩB,D, x, πA, πB, (ωj)j∈J3 , (ηj)j∈J3).
We now make a few simple observations. We have dnγ (ωj , ηj) 6 ̺ (γ) for all
j ∈ J3, and thus ̺♯ (γε) 6 ̺ (γ). On the other hand, by construction, ̟ (γε) 6 ε.
Last, we obviously have γ◦ = (γε)◦ by construction.
Therefore, ̺ (γε) 6 ̺ (γ) + ε. This concludes our proof since ς (γ) = ς (γε). 
The generality of Definition (4.4) is however useful to describe modular bridges
as morphisms in a category, as we shall do now. Indeed, the we are now ready
to introduce the category of metrized quantum vector bundles with modular treks,
which generalize modular bridges and which carry a notion of length, from which
the modular propinquity is computed.
5. The modular propinquity
The modular propinquity is constructed using certain morphisms for metrized
quantum vector bundles, called modular treks, which extend the notion of modular
bridges to allow for the definition of composition. A modular trek, informally,
is a finite path made of modular bridges whose codomains match the domain of
the next modular bridge in the trek. It is immediate to define the length of a
modular trek as the sum of the lengths of its constituent modular bridges. The
length of a modular bridge, and by extension of a modular trek, replaces the notion
of distortion for a correspondence sometimes used to define the Gromov-Hausdorff
distance [2]. The modular propinquity between any two metrized quantum vector
bundles ΩA and ΩB is the infimum of the lengths of any modular trek between ΩA
and ΩB. Concatenation of treks provide a notion of composition which translates
to the fact that the modular propinquity satisfies the triangle inequality. Symmetry
of the modular propinquity follow from the fact that treks are always reversible, in
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a sense to be made precise below. We will handle the more complicated coincidence
axiom in the next section.
Since modular treks involve choices of modular bridges, just as with treks in the
construction of the dual Gromov-Hausdorff propinquity [21], we have much freedom
in defining the modular propinquity to best suits a given context. Indeed, we may
reduce the class of allowed modular bridges which may appear in a given modular
trek by imposing additional constraints, such as asking the L-seminorms involved to
be defined on a dense domain in the entire C*-algebra, additional Leibniz conditions
such as the strong Leibniz property, or other additional requirements on D-norms,
pivots, anchors or co-anchors (requirements on anchors and co-anchors should be
symmetric to ensure that we obtain a metric). This flexibility proved helpful with
the dual propinquity and will likely be as well for the modular propinquity.
Let us thus define modular treks formally:
Definition 5.1. Let B be a nonempty class of modular bridges. A modular B-trek
Γ =
(
γj
)
j∈{1,...,n} is given by n ∈ N \ {0} modular bridges γ0, . . . , γn such that:
dom
(
γj+1
)
= codom
(
γj
)
for all j ∈ {1, . . . , n− 1}.
The domain dom (Γ) of Γ is dom
(
γ1
)
and the codomain codom(Γ) of Γ is codom(γn).
A modular trek is a modular B-trek for some nonempty class B of modular
bridges.
We associate the following natural notion of length to modular treks:
Definition 5.2. The length of a modular trek Γ = (γj)j∈{1,...,n} is:
λ (Γ) =
n∑
j=1
λ (γ).
Before introducing the modular propinquity, we first assemble the conditions
needed on a class of modular bridges to allow for the construction of an actual
metric in the following definition, which extends on [21, Definition 3.10].
Definition 5.3. Let (F,G,H) be an admissible triple. Let C be a nonempty class
of (F,G,H)–metrized quantum vector bundles. A class B of modular bridges is
compatible with C when:
(1) for all γ ∈ T , we have dom (γ), codom(γ) ∈ C,
(2) for all ΩA,ΩB ∈ C, there exists a modular B-trek from ΩA to ΩB,
(3) for all γ ∈ T , we have γ∗ ∈ T ,
(4) for all ΩA and ΩB in C, if there exists a full quantum isometryΘ : ΩA → ΩA
then for all ε > 0, there exists a modular B-trek Γε from ΩA to ΩB with
λ (Γε) < ε.
Example 5.4. Let (F,G,H) be an admissible triple. Let C be the class of all
(F,G,H)–metrized quantum vector bundles and let B be the class of all bridges
between elements of C. Note that a modular B-trek consists of modular bridges
which only involve (F,G,H)–metrized quantum vector bundles. We check that B
is compatible with C.
Assertions (1) and (3) of Definition (5.3) are trivial in this case.
Assertion (2) gives us a chance to observe that a bridge gives rise to a modular
bridge. Let us use the notations of Hypothesis (4.7), with the additional assumption
that ΩA,ΩB ∈ C.
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Let (D, x, πA, πB) be a bridge from A to B with ‖x‖D 6 1. If we pick any
ω ∈ D1 (ΩA) and η ∈ D1 (ΩB), then (ΩA,ΩB,D, x, πA, πB, ω, η) is a modular bridge
in B from ΩA to ΩB (identifying family of a single element with the element itself).
Now by [26, Proposition 4.6], there does exist a bridge from A to B with a
(self-adjoint) pivot of norm 1. Thus, Assertion (2) holds as well.
Last, keeping the same notations, assume that (Θ, θ) is a full quantum isometry
from ΩA to ΩB. We simply define the following one-bridge trek:(
ΩA,ΩB,B, 1B, θ, idB, (a)a∈D1(ΩA), (Θ(a))a∈D1(ΩA)
)
where idB is the identity ofB. A straightforward computation shows that λ (γ) = 0.
We will find the following notation helpful.
Notation 5.5. Let C be nonempty class of metrized quantum vector bundles and let
B be a compatible class of modular bridges. Let ΩA and ΩB be chosen in C. The
class of all modular B-treks from ΩA to ΩB is denoted by:
Treks
[
ΩA
B−→ ΩB
]
.
We are now ready to introduce the main definition of this work.
Definition 5.6. Let C be a nonempty class of (F,G,H)–metrized quantum vector
bundles for some admissible triple (F,G,H) and let B be a class of modular bridges
compatible with C. The modular Gromov-Hausdorff B-propinquity between two
metrized quantum vector bundles ΩA and ΩB in C is:
Λ
mod
B (ΩA,ΩB) = inf
{
λ (Γ) : Γ ∈ Treks
[
ΩA
B−→ ΩB
]}
.
Notation 5.7. If C is the class of all Leibniz metrized quantum vector bundles and
B is the class of all modular bridges, then ΛmodB is simply denoted Λmod.
We now proceed to prove that the modular propinquity is a metric up to full
quantum isometry, for any compatible class of modular bridges. In the process, we
will show that modular treks are morphisms in some category of metrized quantum
vector bundles. The coincidence axiom is by far the most involved property to
establish, and will be the subject of the next section.
We begin by observing that the modular propinquity is always finite, and it
dominates the quantum Gromov-Hausdorff propinquity. We begin with the natural
definition of a basic trek.
Definition 5.8. If Γ = (γj)j∈{1,...,n} is a modular trek, then:
Γ♭ =
(
bqs
(
dom
(
γj
))
, γ
j
♭ , bqs
(
codom
(
γj
))
: j ∈ {1, . . . , n}
)
is a trek from bqs (dom(Γ)) to bqs (codom (Γ)).
Remark 5.9. In [26, Definition 3.20], treks explicitly included domains and codomains
of bridges while bridges did not in [26, Definition 3.6]. We have made a different
choice of notation, and thus our treks need not include the domain and codomain
information already contained in modular bridges.
Proposition 5.10. Let C be a nonempty class of (F,G,H)–metrized quantum vec-
tor bundles for some admissible triple (F,G,H) and let B be a class of modular
bridges compatible with C. If:
ΩA = (MA, 〈·, ·〉A,DA,A, LA) and ΩB = (MB, 〈·, ·〉B,DB,B, LB)
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are two metrized quantum vector bundles in C, and if Γ ∈ Treks
[
ΩA
B−→ ΩB
]
, then:
λ (Γ♭) 6 λ (Γ),
and thus:
ΛC((A, LA), (B, LB)) 6 ΛmodB T (ΩA,ΩB) <∞.
Proof. By Definition (4.8), if γ ∈ B then γ♭ ∈Bridges [A −→ B]. Moreover λ (γ♭) 6
λ (γ) since ς (γ♭) = ς (γ) by Definition (4.12) while ̺ (γ♭) = ̺♭ (γ) 6 ̺ (γ) by
Definition (4.10).
Now, if Γ = (γj)j∈{1,...,n} ∈ Treks
[
ΩA
B−→ ΩB
]
then γ♭ = (γ
j
♭
)j∈{1,...,n} is a trek
from (A, LA) to (B, LB) and:
λ (γ♭) =
n∑
j=1
λ
(
γj◦
)
6
n∑
j=1
λ
(
γj
)
= λ (Γ).
This proves that by definition:
Λ((A, LA), (B, LB)) 6 Λ
mod
B (ΩA,ΩB).
The modular propinquity is finite since there exists at least one modular trek
from ΩA to ΩB in B by Definition (5.3). Now, a modular trek always has finite
length, since modular bridges always have finite length by Lemma (4.19). 
We now prove that the modular propinquity is symmetric in its arguments and
satisfies the triangle inequality. These facts rely on the fact that treks can be
reversed and composed.
Definition 5.11. The reverse of a modular trek Γ = (γj)j∈{1,...,n} is the modular
trek Γ∗ =
(
γ∗n+1−j
)
j∈{1,...,n}.
Lemma 5.12. Let C be a nonempty class of (F,G,H)–metrized quantum vector
bundles, where (F,G,H) is an admissible triple, and let B be a class of modular
bridges compatible with C. If Γ is a modular B-trek then Γ∗ is a modular B-trek
from codom(Γ) to dom (Γ); moreover λ (Γ) = λ (Γ∗).
Proof. This statement is immediate since a compatible class of modular bridges is
closed by inversion of modular bridges by Definition (5.3), and by Lemma (4.30).

We do not have a direct mean to compose modular bridges — similarly as the
situation with bridges in [26]. However, we can easily compose modular treks.
Definition 5.13. Let Γ1 =
(
γ1j
)
j∈{1,...,n} and Γ2 =
(
γ2j
)
j∈{1,...,m} be two modular
treks. The composed modular trek Γ1 ⋆ Γ2 is the trek from dom (Γ1) to codom (Γ2)
given by
(
γ11 , . . . , γ
1
n, γ
2
1 , . . . , γ
2
m
)
.
Lemma 5.14. Let C be a nonempty class of (F,G,H)–metrized quantum vector
bundles, with (F,G,H) is an admissible triple, and let B be a class of modular
bridges compatible with C. If Γ1 and Γ2 are two modular B-treks, then Γ1 ⋆ Γ2 is a
modular B-trek and:
λ (Γ1 ⋆ Γ2) = λ (Γ1) + λ (Γ2).
Proof. The result follows immediately from the Definition (5.2) of the length of a
modular trek and Definition (5.13). 
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Proposition 5.15. Let C be a nonempty class of (F,G,H)–metrized quantum vec-
tor bundles, with (F,G,H) an admissible triple, and let B be a class of modular
bridges compatible with C. If ΩA, ΩB, and ΩD are three metrized quantum vector
bundles in C, then:
Λ
mod
B (ΩA,ΩB) 6 Λ
mod
B (ΩA,ΩD) + Λ
mod
B (ΩD,ΩB) ,
and
Λ
mod
B (ΩA,ΩB) = Λ
mod
B (ΩB,ΩA) .
Proof. Let ε > 0. There exists modular treks Γ1 and Γ2, respectively from ΩA to
ΩB and ΩB to ΩD, such that:
λ (Γ1) 6 Λ
mod
B (ΩA,ΩB) +
ε
2
and λ (Γ2) 6 Λ
mod
B (ΩB,ΩD) +
ε
2
.
Let Γ = Γ1 ⋆ Γ2. Then:
Λ
mod
B (ΩA,ΩD) 6 λ (Γ)
= λ (Γ1) + λ (Γ2)
6 Λ
mod
B (ΩA,ΩB) + Λ
mod
B (ΩB,ΩD) + ε.
As ε > 0 is arbitrary, we conclude that:
Λ
mod
B (ΩA,ΩB) 6 Λ
mod
B (ΩA,ΩD) + Λ
mod
B (ΩD,ΩB) ,
as desired.
Symmetry follows from Lemma (5.12). 
We conclude by observing that the modular propinquity is a pseudo-metric, i.e.
in addition to being finite, symmetric and satisfy the triangle inequality, it is null
whenever two metrized quantum vector bundles are full quantum isometric.
Proposition 5.16. Let C be a nonempty class of (F,G,H)–metrized quantum vec-
tor bundles, with (F,G,H) an admissible triple, and let B be a class of modular
bridges compatible with C. Let:
ΩA = (MA, 〈·, ·〉A,DA,A, LA) and ΩB = (MB, 〈·, ·〉B,DB,B, LB)
be two metrized quantum vector bundles in C.
If there exists a full quantum isometry (θ,Θ) from ΩA to ΩB, then Λ
mod
B (ΩA,ΩB) =
0.
Proof. By Definition (5.3), for all ε > 0, there exists a modular B-trek Γε from ΩA
to ΩB such that λ (Γε) < ε. Thus Λ
mod
B (ΩA,ΩB) < ε. This proves our result. 
We pause for an observation which formalizes the intuition we have followed
when working with treks. If Ω = (M , 〈·, ·〉
M
,D,A, LA) is a metrized quantum
vector bundle then we may define a canonical modular bridge idbridgeΩ from ΩA
to ΩB by setting:
idbridgeΩ =
(
A, 1A, idA, idA, (ω)ω∈D1(Ω), (ω)ω∈D1(Ω)
) ∈Bridges [Ω −→ Ω],
where idA is the identity *-automorphism of A. We immediately that λ (idbridge) =
0, and it is natural to think of idbridge as the identity bridge of Ω.
Identifying modular bridges with modular treks reduced to a single bridge, we
thus seem to have gathered many key ingredients for a category: modular treks
compose, and we have an identity modular trek for any metrized quantum vector
bundles. Moreover, we will extend in the next section the various properties of
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target sets for modular bridges to modular treks; while not a part of the requirement
to define a category, these morphism-like properties certainly push forth the idea
that modular treks ought to be considered a type of morphisms of metrized quantum
vector bundles.
There are two small issues to deal with to complete this picture. First of all, we
must work with modular treks up to a notion of reduction. Indeed, even composition
a trek with the identity trek of its domain or co-domain does not lead to the same
modular trek with our definitions. It is however easy to define a notion of a reduced
modular trek, which is a trek with no loop. Formally, if Γ = (γj)j∈{1,...,n} is a
modular trek, then we shall say that Γ is reduced there exists no j < k ∈ {1, . . . , n}
such that dom(γj) = codom(γk) and anchors (γj) = coanchors (γk). It is trivial to
prove that any modular trek can be reduced, i.e. it admits a subfamily which is a
reduced trek with the same domain and codomain. We note that a modular trek
with a single bridge is by definition reduced.
Now, we can compose two reduced modular treks to a reduced modular trek
simply by reducing their composition as defined in Definition (5.13). It is a simple
exercise to check that composition of reduced treks thus defined is associative and
that the identity treks act as units for the composition.
The second small issue is that our morphism sets for our prospective category
are not sets. There are simply too many possible modular treks between any two
metrized quantum vector bundles. However, this is a very minor issue. The simplest
and often sufficient mean to fix this is to restrict which class of metrized quantum
vector bundles we work with in a given context, making sure this class is a set, and
then use modular treks formed only with metrized quantum vector bundles in this
set.
When working with treks, rather than modular treks, a similar construction in
[26] led to a category with reduced treks as morphisms over the class of quasi-
Leibniz quantum compact metric spaces, and all reduced treks were isomorphisms
— i.e. invertible. We note that in our current modular version, modular treks may
not be invertible, as being invertible requires that the sets of anchors and co-anchors
be the entire closed unit balls of the D-norms of their domain and codomain. In
particular, there are many single-bridge modular treks which are not an identity
bridge.
Now, the length of a modular trek is larger than the length of its reduction, and
thus we could define the modular propinquity with reduced treks only if desired
without changing its value. This would introduce unneeded complications, but it is
worth noting that we can bring our construction within this framework. Indeed, it
really shows that the modular propinquity is constructed via a sort of generalized
correspondences in the metric sense.
We now turn to proving that the modular propinquity is indeed a metric up to
full quantum isometry.
6. Distance Zero
We continue our study of the morphism-like properties of modular treks. We
extend the notion of a target set from modular bridges to modular treks, using
the notion of an itinerary. There are two kind of target sets for treks: one defined
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for elements in modules and one defined for elements in quasi-Leibniz quantum
compact metric spaces. The latter follows the same ideas as in [26].
Once more, we will group certain common notations and hypothesis for multiple
use in this section.
Hypothesis 6.1. Let C be a nonempty class of (F,G,H)–metrized quantum vector
bundles, with (F,G,H) be an admissible triple, and let B be a class of modular
bridges compatible with C. Let:
ΩA = (M , 〈·, ·〉M ,DM ,A, LA) and ΩB = (N , 〈·, ·〉N ,DN ,B, LB)
be two metrized quantum vector bundles in C. Let l > 0.
Let Γ = (γj)j∈{1,...,n} be a modular trek from ΩA to ΩB.
We begin by recalling [26, Definition 5.7], adjusted to our context.
Definition 6.2. Let Hypothesis (6.1) be given. Let l > 0. An l-itinerary from
a ∈ dom (LA) to b ∈ dom (LB) along the modular trek Γ is an l-itinerary from a to
b along the basic trek Γ♭, i.e. a family (dj)j∈{0,...,n} such that:
(1) d0 = a,
(2) dn = b,
(3) dj+1 ∈ tγj+1 (dj |l) for all j ∈ {0, . . . , n− 1}.
The set of all l-itineraries along Γ starting at a and ending at b is denoted by:
Itineraries
(
a
Γ−→ b
∣∣∣l).
We now generalize the notion of itinerary to modules.
Definition 6.3. Let Hypothesis (6.1) be given and l > 0. An l-itinerary from
ω ∈ dom(DM ) to η ∈ dom (DN ) along the modular trek Γ is a family (ξj)j∈{0,...,n}
such that:
(1) ξ0 = ω,
(2) ξn = η,
(3) ξj+1 ∈ tγj+1 (ξj |l) for all j ∈ {0, . . . , n− 1}.
The set of all itineraries along Γ starting at ω and ending at η is denoted by:
Itineraries
(
ω
Γ−→ η
∣∣∣l).
Itineraries allow us to extend the notion of a target set from modular bridges to
modular treks.
Definition 6.4. Let Hypothesis (6.1) be given. The target set for some a ∈
dom(LA) and l > LA(a) along the modular trek Γ is:
TΓ (ω|l) =
{
b : Itineraries
(
a
Γ−→ b
∣∣∣l) 6= ∅} .
Definition 6.5. Let Hypothesis (6.1) be given. The target set for some ω ∈
dom(DM ) and l > DM along the modular trek Γ is:
TΓ (ω|l) =
{
η : Itineraries
(
ω
Γ−→ η
∣∣∣l) 6= ∅} .
Definition (4.20) was chosen to ensure that, given a modular trek Γ, for all
a ∈ bqs (dom(Γ)), we have TΓ (a|l) = TΓ♭ (a|l), thus allowing us to directly invoke
[26] to conclude:
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Proposition 6.6 ([26, Propositions 5.11 and 5.12]). Let us assume Hypothesis
(6.1). Let a, a′ ∈ dom(LA) and let l > max{LA(a), LA(a′)}. If b ∈ TΓ (a|l) and
b′ ∈ TΓ (a′|l) then the following assertions hold:
1. ‖b− b′‖B 6 ‖a− a′‖A + 4lλ (Γ).
2. diam (Tγ♭ (a|l), ‖ · ‖B) 6 4lλ (Γ♭).
3. for all t ∈ R, we have:
ηtη′ ∈ TΓ (a+ ta′|l(1 + |t|))
4. we have:
b ◦ b′ ∈ TΓ (a ◦ a′|F (‖a‖A + 2lλ (Γ), ‖a′‖A + 2lλ (Γ), l, l))
and:
{b, b′} ∈ TΓ ({a, a′}|F (‖a‖A + 2lλ (Γ), ‖a′‖A + 2lλ (γ♭), l, l)).
5. TΓ (a|l) is a nonempty subset of Ll (LB).
Proof. Note that γ♭ =
(
γ
j
◦
)
j∈{1,...,n}
is a trek from (A, LA) to (B, LB), and TΓ (a|l) =
Tγ♭ (a|l), while λ (Γ♭) 6 λ (Γ). Thus we may apply our work in [26].
Alternatively, all the statements in this proposition follow from similar techniques
to Proposition (6.7) applied to Proposition (4.21) and Proposition (6.8). 
With our notion of target sets in hand, we now can generalize Propositions (4.23),
(4.25), (4.26) and (4.27) from modular bridges to modular treks.
Proposition 6.7. Let us assume Hypothesis (6.1), and let us assume that ΩA
and ΩB are (F,G,H)–metrized quantum vector bundle for some admissible triple
(F,G,H).
Let ω, ω′ ∈ dom (DM ) and let l > max{DM (ω),DM (ω′)}. If η ∈ TΓ (ω|l) and
η′ ∈ TΓ (ω′|l) then the following assertions hold:
1. kΩB(η, η
′) 6
√
2 (kΩA(ω, ω
′) + (4l+H(2l, 1))λ (Γ)) .
2. diam (TΓ (ω|l),mkΩB) 6
√
2(4l +H(2l, 1))λ (Γ).
3. for all t ∈ C, we have:
η + tη′ ∈ TΓ (ω + tω′|l(1 + |t|))
4. for all a ∈ dom(LA) and for all l′ > LA(a), if b ∈ TΓ (a|l′), then we have:
bη ∈ TΓ (aω|G(‖a‖A + 2l′λ (Γ), l′, l)).
5. If b ∈ TΓ (〈ω, ω〉M |H(l, l)) then:
‖b− 〈η, η〉
N
‖
B
6
(
8l
√
2 +H(2l, 2l) + 6H(l, l) + 2
√
2H(2l, 1)
)
λ (Γ).
Proof. We write Ωj = codom
(
γj
)
for all j ∈ {1, . . . , n} and Ω0 = ΩA.
Let (ξ0, . . . , ξn) ∈ Itineraries
(
ω
Γ−→ η
∣∣∣l) and (ξ′0, . . . , ξ′n) ∈ Itineraries(ω′ Γ−→ η′∣∣∣l).
Since ξj+1 ∈ tγj+1 (ξj |l), Proposition (4.25) gives us:
kΩj+1(ξj+1, ξ
′
j+1) 6
√
2
(
kΩj (ξj , ξ
′
j) + (4l +H(2l, 1))λ (γj+1)
)
.
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Thus by induction, we get:
kΩB(η, η
′) 6
√
2

mkΩA(ω, ω′) + (4l+H(2l, 1)) n∑
j=1
λ (γj)


=
√
2 (mkΩA(ω, ω
′) + (4l +H(2l, 1))λ (Γ)) .
If ω = ω′, then we obtain that diam (TΓ (ω|l),mkΩB) 6
√
2(4l +H(2l, 1))λ (Γ).
We also have ηj+1 + tη
′
j+1 ∈ tγj
(
ηj + tη
′
j
∣∣l + |t|l) by Proposition (4.26). Thus,
by induction, we get that:
η + tη′ ∈ TΓ (ω + tω′|l + |t|l′).
Let now:
(bj)
n
j=0 ∈ Itineraries
(
a
Γ−→ b
∣∣∣l).
For each j we have bj+1ηj+1 ∈ tγj (bjηj |G(‖bj‖+ lλ (γj), r, l)) by Proposition (4.27).
Now, as before, we have ‖bj‖ 6 ‖a‖A + l
∑j
k=0 λ (γk) 6 ‖a‖A + lλ (Γ), and since
λ (γj) 6 λ (Γ), we have:
dj+1ηj+1 ∈ tγj (djηj |G(‖a‖A + 2lλ (Γ), r, l))
since G(·, r, l) is weakly increasing. This proves in turn that:
bη ∈ TΓ (aω|G(‖a‖A + 2lλ (Γ), r, l)).
Last, we address the property of target sets for treks and inner products. To
ease notations, we set:
C =
(
8l
√
2 +H(2l, 2l) + 2H(l, l) + 2
√
2H(2l, 1)
)
,
which is the constant in Proposition (4.28). Moreover, we setΩj = (Mj , 〈·, ·〉j ,Dj ,Aj , Lj)
for all j ∈ {0, . . . , n}. Moreover, we write γj = (Dj , xj , πj , ρj, anchors (γj), coanchors (γj)).
Let b ∈ TΓ (〈ω, ω〉M |H(l, l)) and (bj)nj=0 ∈ Itineraries
(
〈ω, ω〉
M
Γ−→ b
∣∣∣H(l, l)).
Let us assume that for some j ∈ {1, . . . , n− 1}, we have:
(6.0.1)
∥∥∥bj − 〈ξj , ξj〉N∥∥∥
Aj
6 (C + 4H(l, l))
j∑
k=1
λ (γj).
By Definition (6.2), we have bj+1 ∈ tγj+1 (bj |H(l, l)) and ξj+1 ∈ tγj+1 (ξj |l).
There is no expectation that bj+1 ∈ tγj+1
(
〈ξj , ξj〉Mj
∣∣∣H(l, l)). So we introduce
b′j+1 ∈ tγj+1
(
〈ξj , ξj〉Mj
∣∣∣H(l, l)). By Proposition (4.25), we have:∥∥bj+1 − b′j+1∥∥Aj+1 6 ‖bj − 〈ξj , ξj〉Mj‖Aj + 4H(l, l)λ (γj+1).
On the other hand, by Proposition (4.28), we have:∥∥∥b′j+1 − 〈ξj+1, ξj+1〉M+
∥∥∥
Aj+1
6 Cλ (γj+1).
Therefore:∥∥∥bj+1 − 〈ξj+1, ξj+1〉Mj+1
∥∥∥
Aj+1
6 (C + 4H(l, l))λ (γj+1),
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and thus using our induction hypothesis (6.0.1), we get:
∥∥∥bj+1 − 〈ξj+1, ξj+1〉Mj+1
∥∥∥
Aj+1
6 (C + 4H(l, l))
j+1∑
k=1
λ (γk),
which is our induction hypothesis (6.0.1) for j + 1.
Now, by Proposition (4.28), we have:∥∥b1 − 〈ξ1, ξ1〉M1∥∥A1 6 Cλ (γ1)
6 (C + 4H(l, l))λ (γ1).
Therefore, by induction, we have proven that:
‖b− 〈η, η〉
N
‖
B
6 (C + 4H(l, l))λ (Γ).
This concludes our proof. 
We also prove that target sets of modular treks are compact.
Proposition 6.8. Let us assume Hypothesis (6.1). If ω ∈ dom (DM ) and l >
DM (ω) then TΓ (ω|l) is a nonempty and compact subset of Dr (ΩB) for ‖ · ‖N
(equivalently for kΩB).
Proof. We write Ωj = codom
(
γj
)
and Ωj = (Mj , 〈·, ·〉Mj ,DMj ,Aj , Lj) for all j ∈
{1, . . . , n}.
We first note that a trivial induction prove that TΓ (ω|l) is not empty using
Proposition (4.23).
By construction, TΓ (ω|l) is a subset of the ‖ · ‖N –compact set Dl (ΩB). Thus
it is sufficient to prove that it is closed for ‖ · ‖N .
Let (ηk)k∈N be a sequence in TΓ (ω|l), converging to some η ∈ N for ‖ · ‖N .
Now, for each k ∈ N, let (ω, η1k, . . . , ηnk ) be an l-itinerary from ω to ηk. By Defi-
nition (3.8), each sequence (ηjk)k∈N lies in the compact set
{
ξ ∈ Mj : DNj (ξ) 6 l
}
for all j ∈ {1, . . . , n}. Thus by a trivial induction, there exists strictly increasing
functions fj : N → N for j ∈ {1, . . . , n} such that (ηjf1◦···◦fj(k))k∈N converges to
some ηj ∈ Mj for ‖ ·‖Mj , for all j ∈ {1, . . . , n}. Let g : k ∈ N 7→ f1 ◦f2 ◦ · · ·◦fn(k),
so that (ηjg(k))k∈N converges to η
j for all j ∈ {1, . . . , n}.
Our goal is to prove that (ω, η1, . . . , ηn−1, η = ηn) is an l-itinerary along Γ.
To begin with, DMj (η
j) 6 l since DMj is lower semi-continuous for all j ∈
{1, . . . , n}.
Second of all, by continuity, we also have for all j ∈ {1, . . . , n}:
dnγj
(
ηj , ηj+1
)
= lim
k→∞
dnγj
(
η
j
k, η
j+1
k
)
6 l̺ (γj).
This concludes our proof. 
Proposition (6.8) shows that modular trek target sets are in the hyperspace of
a compact metric space, namely a closed unit ball for some D-norm: the norm
topology and the modular Monge-Kantorovich metric topology on these balls are
indeed the same and compact. The proof of our main Theorem (6.11) relies on
an important property of the topology induced by the Hausdorff distance over the
hyperspace of all nonempty closed subsets of a compact space: it only depends on
the topological equivalence class of the chosen metric. We recall this well-known
fact and include a proof for the convenience of the reader.
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Lemma 6.9. Let X be a compact space with topology τ and let F = {U c : U ∈
τ, U 6= X} be the set of all nonempty closed subsets of X. The Vietoris topology is
the smallest topology on F generated from the topological basis:
O(U, V1, . . . , Vn) = {F ∈ F : F ⊆ U and ∀j ∈ {1, . . . , n} F ∩ Vj 6= ∅}
for all n ∈ N and U, V1, . . . , Vn ∈ τ .
If d is a metric on X which induced τ , then the topology induced by Hausd is the
Vietoris topology.
Consequently, if d1 and d2 are two metrics which induce the same topology on
X then Hausd1 and Hausd2 induce the same topology on F .
Proof. Let F ∈ F and r > 0. Since F is compact, there exists x1, . . . , xn ∈ F
for some n ∈ N such that F ⊆ ⋃nj=1X (xj , r2) where the open ball in (X, d) of
center any y ∈ X and radius r is denoted by X(y, r). For all j ∈ {1, . . . , n}, we set
Vj = X
(
xj ,
r
2
)
.
Let U =
⋃n
j=1 Vj . Note that by construction, F ∈ O(U, V1, . . . , Vn). Now let
G ∈ O(U, V1, . . . , Vn). If x ∈ G, then x ∈ U and thus x ∈ Vj for some j ∈ {1, . . . , n},
implying that d(x, F ) < r2 . If x ∈ F , then x ∈ Vj for some j ∈ {1, . . . , n}. Since
G∩Vj 6= ∅, there exists y ∈ G∩Vj and by definition of Vj , we conclude d(x, y) < r.
Hence Hausd(F,G) < r. Thus O(U, V1, . . . , Vn) ⊆ F(F, r).
Let now U, V1, . . . , Vn ∈ τ be given with F ∈ O(U, V1, . . . , Vn). Since X \ U is
closed and disjoint from F , we conclude that there exists ε0 > 0 such that, for all
x ∈ F and y ∈ X \ U , we have d(x, y) > ε0.
Now, for each j ∈ {1, . . . , n}, there exists xj ∈ F ∩ Vj and there exists εj > 0
such that X(xj , εj) ⊆ Vj . Let ε = min{εj : j ∈ {0, . . . , n}}.
Let G ∈ F(F, ε). Let x ∈ G. There exists y ∈ F such that d(x, y) < ε. Thus
x ∈ U since d(x, y) < ε0. Thus G ⊆ U .
Let j ∈ {1, . . . , n}. There exists y ∈ G such that d(xj , y) < ε 6 εj , and thus by
construction, y ∈ X(xj , εj) ⊆ Vj and thus G ∩ Vj 6= ∅. We thus have shown that
G ∈ O(U, V1, . . . , Vn). Thus F(F, ε) ⊆ O(U, V1, . . . , Vn).
This proves our lemma. 
We conclude our preliminary statements with a simple, useful lemma which we
will use a few times in our proof of our main theorem.
Lemma 6.10. Let (E, dist) be a compact metric space. Let (An)n∈N be a sequence
of closed subsets of E converging to some singleton {a} for Hausdist.
If (xn)n∈N is a sequence in E such that xn ∈ An for all n ∈ N, then (xn)n∈N
converges to a.
Proof. Let ε > 0. There exists N ∈ N such that for all n > N , we have:
Hausdist(An, {a}) < ε.
Thus dist(xn, a) < ε for all n > N . 
We are now ready to prove our main theorem.
Theorem 6.11. Let C be a nonempty class of (F,G,H)–metrized quantum vector
bundles, with (F,G,H) an admissible triple, and let B be a class of modular bridges
compatible with C. Let ΩA = (M , 〈·, ·〉M ,A, LA) and ΩB = (N , 〈·, ·〉N ,B, LB)
be two metrized quantum vector bundles in C. The following two assertions are
equivalent:
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I. ΛmodB (ΩA,ΩB) = 0,
II. ΩA and ΩB are fully quantum isometric, i.e. there exists a *-isomorphism
θ : A→ B and a linear continuous isomorphism Θ : M → N such that:
1. LB ◦ θ = LA,
2. Θ(aω) = θ(a)Θ(ω) for all a ∈ sa (A), ω ∈ M ,
3. DN ◦Θ = DM ,
4. 〈Θ(·),Θ(·)〉
N
= θ ◦ 〈·, ·〉
M
.
Proof. For all n ∈ N, let Γn ∈ Treks
[
ΩA
T−→ ΩB
]
be given such that λ (Γn) 6
1
n+1 .
We prove our theorem in a series of claim.
Claim 6.12. If ω ∈ dom (DM ) and l > DM (ω), and if f : N → N is a strictly
increasing function, then there exists a strictly increasing function g : N→ N such
that the sequence: (
TΓf◦g(n) (ω|l)
)
n∈N
converges to a singleton for the Hausdorff distance Haus‖·‖M .
The sequence
(
TΓf(n) (ω|l)
)
n∈N is a sequence of closed subsets of the compact
Dl (ΩB) by Proposition (6.8). The hyperspace of all closed nonempty subsets of
the compact set (Dl (ΩB), kΩB) is compact for the Hausdorff distance HauskΩB .
Thus,
(
TΓf(n) (ω|l)
)
n∈N admits a convergent subsequence
(
TΓf◦g(n) (ω|l)
)
n∈N
converging for HauskΩB ; let L be its limit.
By Assertion (2) of Proposition (6.7), we have diam(L, kΩB) = 0, i.e. it is a
singleton.
Now, on the compact set Dr (ΩB), both kΩB and ‖ ·‖N are topologically equiva-
lent by Proposition (3.24). Hence,
(
TΓf◦g(n) (ω|l)
)
n∈N converges to L for Haus‖·‖N
by Lemma (6.9).
Claim 6.13. Let us simplify our notations for this claim. Let (An)n∈N and
(Bn)n∈N be two sequences of nonempty closed subsets in DK (ΩB) for some K > 0
such that, for all n ∈ N, we have An ⊆ Bn, and moreover:
lim
n→∞
diam(Bn, kΩB) = lim
n→∞}
diam (An, kΩA) = 0.
Then (An)n∈N converges for HauskΩB if and only if (Bn)n∈N converges for
HauskΩB
(noting the limit must be a singleton and it must be the same for both
sequences).
Assume first that (An)n∈N converges for HauskΩB — the limit being necessarily
a singleton {η}, since the diameter of An converges to 0 as n goes to infinity.
Let ε > 0. There existsN ∈ N such that for all n > N we haveHauskΩB (An, {η}) <
ε
2 . There exists N
′ ∈ N such that for all n > N ′, we have diam (Bn, kΩB) < ε2 .
Let n > max{N,N ′}. If ω ∈ Bn then there exists ξ ∈ An such that kΩB(ω, ξ) < ε2 ,
and then we have kΩB(ξ, η) <
ε
2 . Thus kΩB(ω, η) < ε. It then follows that
HauskΩB
(Bn, {η}) < ε. This proves that (Bn)n∈N converges to {η}.
Assume second that (Bn)n∈N converges for HauskΩB , again necessarily to a sin-
gleton {η}. It is then immediate that kΩB(ω, η) 6 HauskΩB (Bn, {η}) for all ω ∈ An
and thus in particular, (An)n∈N converges to {η} as well.
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Claim 6.14. If ω ∈ dom (DM ) and l > DM (ω), and if f : N → N is a strictly
increasing function such that (
TΓf(n) (ω|l)
)
n∈N
converges to {η} for the Hausdorff distance HauskΩB , then for all l′ > DM (ω), the
sequence: (
TΓf(n) (ω|l′)
)
n∈N
converges to {η} for the Hausdorff distance HauskΩB .
We note that for all l > l′ > DM (ω), we have:
TΓf(n) (ω|l′) ⊆ TΓf(n) (ω|l)
for all n ∈ N. Moreover, TΓf(n) (ω|l′),TΓf(n) (ω|l) ⊆ Dl (ΩB) for all n ∈ N. Last:
lim
n→∞
diam
(
TΓf(n) (ω|l′), kΩB
)
= lim
n→∞
diam
(
TΓf(n) (ω|l), kΩB
)
= 0
by Assertion (2) of Proposition (6.7). This allows us to conclude our claim using
Claim (6.13).
Claim 6.15. There exists f : N → N strictly increasing such that for all ω ∈
dom(DM ) and for all l > DM (ω), the sequence:(
TΓf(n) (ω|l)
)
n∈N
converges to a singleton θ(ω) for the Hausdorff distance HauskΩB (or equivalently
for Haus‖·‖N ).
We use a diagonal argument and Claim (6.12). As a compact metric space, the
closed unit ball of dom(DM ) is separable; however we can be a bit more precise in
our case. For each n ∈ N, let:
(6.0.2) Γn =
(
γnj : j ∈ {1, . . . ,Kn}
)
for some Kn ∈ N \ {0}.
Since the imprint of γn1 is less than λ (Γn), we note that anchors (γ
n
1 ) is a finite,
1
n+1 -dense subset of (D1 (ΩA), kΩA).
Let:
S1 =
⋃
n∈N
anchors (γn1 ).
By construction, the set S is dense in D1 (ΩA) — as well as countable.
For each N ∈ N, the set SN = N · S1 is dense in DN (ΩA), since we note
that the modular Monge-Kantorovich metric is homogeneous, namely kΩA(ω, η) =
NkΩA(N
−1ω,N−1η) for all ω, η ∈ M .
Thus, S =
⋃
N∈NSN is countable and dense in dom(DM ). Let us write S as
{ωn : n ∈ N}.
By Claim (6.12), there exists g0 : N → N strictly increasing, such that the
sequence: (
TΓg0(n)
(ω0|DM (ω0))
)
n∈N
converges to a singleton {Θ(ω0)}.
Assume now that for some k ∈ N, we have built g0 : N → N, . . . , gk : N → N
strictly increasing functions such that for all j ∈ {0, . . . , k}, the sequence:(
TΓg0◦...◦gj(n)
(ωj |DM (ωj))
)
n∈N
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converges to a singleton {Θ(ωj)}.
Applying our Claim (6.12) again, there exists gk+1 strictly increasing, such that(
TΓg0◦...◦gk+1(n)
(ωk+1|DM (ωk+1))
)
n∈N
converges. Thus by induction, there exists
strictly increasing functions gk for all k ∈ N such that:(
TΓg0◦...◦gj(n)
(ωj |DM (ωj))
)
n∈N
converges to a singleton denoted by {Θ(ωj)} for all j ∈ N.
Since subsequences of converging sequences have the same limit as the original
sequence, we conclude that, if we set f : n ∈ N→ f(n) = g0 ◦ · · · ◦ gn(n) ∈ N, then
f is strictly increasing and for all ω ∈ S , the sequence:(
TΓf(m) (ω|DM (ω))
)
m∈N
converges to a singleton {Θ(ω)}.
By Claim (6.14), we note that for any ω ∈ S and l > DM (ω), we also have:
lim
n→∞
HauskΩB
(
TΓf(m) (ω|l), {Θ(ω)}
)
= 0.
We nowmove to prove that Θ can be extended to dom (DM ). Let ω ∈ dom (DM ).
There exists N ∈ N such that ω ∈ DN (ΩA). We may as well assume that N > 0.
Let ε > 0. There exists ωε ∈ SN such that kΩA(ω, ωε) < ε
√
2
12 . Then by
Proposition (6.7), we have, for all n ∈ N:
HauskΩB
(TΓn (ω|N),TΓn (ωε|N)) 6
√
2
(√
2ε
12
+ (4N +H(2N, 1))
1
n+ 1
)
.
Let N ′ ∈ N be chosen so that 1n+1 6
√
2ε
12(4N+H(2N,1)) for all n > N
′.
Therefore, for all n > N ′, we have:
HauskΩB
(TΓn (ω|N),TΓn (ωε|N)) 6
ε
3
.
Since TΓf(n) (ωε|N) converges for HauskΩB , it is Cauchy, and thus there exists
N ′′ ∈ N such that for all p, q > N ′′ we have:
HauskΩB
(
TΓf(p) (ωε|N),TΓf(q) (ωε|N)
)
6
ε
3
.
Thus if p, q > max{N ′, N ′′}, we have:
HauskΩB
(
TΓf(p) (ω|N),TΓf(q) (ω|N)
)
6 HauskΩB
(
TΓf(p) (ω|N),TΓf(p) (ωε|N)
)
+ HauskΩB
(
TΓf(p) (ωε|N),TΓf(q) (ωε|N)
)
+ HauskΩB
(
TΓf(q) (ωε|N),TΓf(q) (ω|N)
)
6
ε
3
+
ε
3
+
ε
3
= ε.
Thus the sequence
(
TΓf(m) (ω|N)
)
m∈N is Cauchy for kΩB inside the hyperspace
of closed subsets of the compact DN (ΩB). and thus converges by completeness.
Again by Proposition (6.7), the limit of
(
TΓf(m) (ω|N)
)
m∈N for HauskΩB is a
singleton which we denote by {Θ(ω)}. Moreover, by Claim (6.14), the sequence(
TΓf(m) (ω|l)
)
m∈N converges in HauskΩB to {Θ(ω)} for any l > DM (ω). Last,
since kΩB and ‖ · ‖N are topologically equivalent on DK (ΩB) for any K > 0,
the Hausdorff distances HauskΩB and Haus‖·‖N are also topologically equivalent by
Lemma (6.9), which concludes the proof of our claim.
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Claim 6.16. For all ω ∈ dom (DM ) we have DN (Θ(ω)) 6 DM (ω).
Let ω ∈ dom (DM ) and let l = DM (ω). By Claim (6.15) and Lemma (6.10), if
we pick ηn ∈ TΓf(n) (ω|l) for all n ∈ N, then limn→∞ ‖ηn − Θ(ω)‖N = 0. Since
DN is lower semi-continuous (as D1 (ΩB) is compact, hence closed, for the norm
‖ · ‖N ), we conclude that DN (Θ(ω)) 6 l = DM (ω).
Claim 6.17. There exists a unital *-morphism θ : A → B such that LB ◦ θ = LA
and a strictly increasing function g : N→ N such that:
i. for all a ∈ dom (LA) and for all l > LA(a), the sequence:(
TΓg(n) (a|l)
)
n∈N
converges to {θ(a)} for Haus‖·‖B ;
ii. for all ω ∈ dom (DM ) and any l > DM (ω), the sequence:(
TΓg(n) (ω|l)
)
n∈N
converges to {Θ(ω)} for Haus‖·‖N .
Moreover LB ◦ θ 6 LA.
For all n ∈ N, let Υn = (Γf(n))♭. We note that λ (Υn) 6 1n+1 by construction.
The construction of θ follows the same techniques as used in [26, Theorem 5.13],
which provides us with a *-isomorphism θ and some strictly increasing function
f1 : N→ N such that, for all ω ∈ dom (LA), the sequence(
TΥf1(n)
(a|l)
)
n∈N
converges to {θ(a)} for Haus‖·‖B .
The rest of the claim follows if we set g = f ◦ f1.
Claim 6.18. For all ω, ω′ ∈ dom(DM ) we have:
θ ◦ 〈ω, ω′〉
M
= 〈Θ(ω),Θ(ω′)〉
N
.
In particular, ‖Θ(ω)‖N = ‖ω‖M .
Let ω ∈ dom (DM ) and l = DM (ω). For each n ∈ N we pick ηn ∈ TΓg(n) (ω|l)
and bn ∈ TΓg(n) (〈ω, ω〉moduleM |H(l, l)).
By Lemma (6.10) and Claim (6.17), we conclude that limn→∞ bn = θ(〈ω, ω〉M )
and limn→∞ ηn = Θ(ω).
By Proposition (6.7), for all n ∈ N, we have:
‖bn − 〈ηn, ηn〉N ‖B
6 λ
(
Γg(n)
) (
8l
√
2 +H(2l, 2l) + 6H(l, l) + 2
√
2H(2l, 1)
)
n→∞−−−−→ 0.
Therefore:
〈Θ(ω),Θ(ω)〉
N
= 〈η, η〉
N
= lim
n→∞
〈ηn, ηn〉N
= lim
n→∞
bn = θ(〈ω, ω〉M ).
(6.0.3)
Let now ω′ ∈ dom (DM ). We note that:
〈ω, ω′〉
M
=
1
4
3∑
k=0
ik
〈
ω + ikω′, ω + ik
〉
M
.
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The same polarizing identities hold in N . Thus, Equality (6.0.3) coupled with
the above polarizing identities proves our claim.
Claim 6.19. For all ω, ω′ ∈ M , t ∈ R and a ∈ A:
Θ(ω + tω′) = Θ(ω) + tΘ(ω′)
and
Θ(aω) = θ(a)Θ(ω).
Consequently, Θ is uniformly continuous with from (dom (DM ), ‖·‖M ) to (dom (DN ), ‖·
‖N ) and thus has a unique extension as a continuous module morphism, denoted
in the same manner, from (M , ‖ · ‖M ) to (N , ‖ · ‖N ).
Let a ∈ dom(LA), ω ∈ dom(DM ) and l > max{LA(a),DM (ω)}. Let bn ∈
TΓg(n) (a|l) and ηn ∈ TΓg(n) (ω|l)
By Proposition (6.7), we have:
bnηn ∈ TΓn
(
aω
∣∣G(‖a‖A + 2lλ (Γg(n)), l, l)).
Thus (bnηn)n∈N converges to Θ(aω) by Claim (6.15) and Lemma (6.10). For the
same reasons, (bn)n∈N converges to θ(a) and (ηn)n∈N converges to Θ(ω). By con-
tinuity of the left module action in N and uniqueness of the limit:
θ(a)Θ(ω) = Θ(aω).
A similar reasoning applies to prove the linearity of Θ. Let ω, ω′ ∈ dom (DM )
and t ∈ C. Let l > max{DM (ω),DM (ω′). For all n ∈ N, we let ηn ∈ TΓg(n) (ω|l)
and η′ ∈ TΓg(n) (ω′|l). By Proposition (6.7) again, we have:
ηn + tη
′
n ∈ TΓg(n) (ω + tω|l + |t|l).
By Lemma (6.10) and Claim (6.15), we conclude that:
Θ(ω + tω′) = lim
n→∞
(ηn + tη
′
n)
= lim
n→∞
ηn + t lim
n→∞
η′n
= Θ(ω) + tΘ(ω).
Now, 〈Θ(·),Θ(·)〉
N
= θ ◦ 〈·, ·〉
M
so ‖Θ(·)‖N = ‖ · ‖M . Thus Θ, being linear, is
continuous and of norm 1. It thus can be extended to M by continuity as a linear
map.
By continuity, we have that Θ(aω) = θ(a)Θ(ω) for all a ∈ sa (A) and ω ∈ M . By
linearity, it follows that (Θ, θ) is a module morphism, as desired. This completes
our claim.
Claim 6.20. The map Θ is a continuous module isomorphism of norm 1.
Let Ξn = Γ
∗
g(n) for all n ∈ N. By construction, λ (Ξn) 6 1n+1 . We therefore
apply all the work we have done up to now with Ξn in place of Γn for all n ∈ N. We
thus obtain maps h : N → N, ϑ : B → A and Φ : N → M such that h is strictly
increasing function, (ϑ,Φ) is a module morphism of norm 1 with the additional
property that DM (Φ(η)) 6 DN (η), and such that:
lim
n→∞
Haus‖·‖M
(
TΓ∗
g(h(n))
(η|DN (η)), {Φ(η)}
)
= 0
and:
lim
n→∞Haus‖·‖B
(
TΓ∗
g(h(n))
(b|LB(b)), {ϑ(b)}
)
= 0
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for all η ∈ dom(DN ) and b ∈ sa (B).
Now, let ω ∈ dom (DM ) and l > DM (ω). We begin with a simple observation,
owing to the symmetry in Definition (4.13) of the deck seminorm of a bridge, which
in turns implies symmetry in the notion of itinerary:
η ∈ TΓg(h(n)) (ω|l) ⇐⇒ ω ∈ TΓ∗g(h(n)) (η|l)
for all n ∈ N.
Let ε > 0. There exists N ∈ N such that for all n > N we have:
(1) 1
n+1 6
ε
8l so that max
{
λ
(
Γg(h(n))
)
, λ
(
Γ∗g(h(n))
)}
6 ε8l ,
(2) Haus‖·‖N
(
TΓg(h(n)) (ω|l), {Θ(ω)}
)
6 ε2 .
Let ζ ∈ TΓg(h(n)) (ω|l), so that in particular ‖ζ − Θ(ω)‖ 6 ε2 . By symmetry,
ω ∈ TΓ∗
g(h(n))
(ζ|l).
Now, let ξ ∈ TΓ∗
g(h(n))
(Θ(ω)|l). We then compute, using Proposition (6.7):
‖ω − Φ ◦Θ(ω)‖
M
6 ‖ω − ξ‖
M
+ ‖ξ − Φ ◦Θ(ω)‖
M
6 4l
ε
8l
+
ε
2
= ε.
Since ε > 0 is arbitrary, we conclude that ω = Φ(Θ(ω)). The same computation
would establish that Φ ◦ Ω is the identity on dom (DN ) as well. By continuity,
Φ = Θ−1. For similar reasons, ϑ = θ−1.
We last note that DM = DM ◦Θ ◦Θ−1 6 DN ◦Θ 6 DM . Thus DN ◦Θ = DM .
This concludes our proof. 
We now turn to our first examples of convergence of metrized quantum vec-
tor bundles. We begin with free modules, which gives us a chance to compare
the modular Gromov-Hausdorff propinquity with the quantum Gromov-Hausdorff
propinquity when working with quasi-Leibniz quantum compact metric spaces and
their associated metrized quantum vector bundles via Example (3.14).
7. Convergence of Free modules
We wish to answer the following natural question: if a sequence of quasi-Leibniz
quantum compact metric spaces converge in the quantum propinquity, then, do free
modules over them, seen as metrized quantum vector bundles via Example (3.15),
converge for the modular propinquity? One would certainly hope that the answer
is positive, and we now prove it. An important side-product of this section is that
the quantum propinquity and the modular propinquity restricted to the class of
quasi-Leibniz quantum compact metric spaces — using Example (3.14) — are in
fact equivalent.
The key step in our work is to lift a bridge between quasi-Leibniz quantum
compact metric spaces to a bridge between a pair of free modules, in the manner
given by the next lemma. In this section, we will employ the notations of Examples
(3.14) and (3.15).
Lemma 7.1. If (A, LA) and (B, LB) are two F–quasi-Leibniz quantum compact
metric spaces, n ∈ N \ {0} and γ is some bridge from A to B, then there exists
a modular bridge γmod from (A
n, 〈·, ·〉
A
,Dn
A
,A, LA) to (B
n, 〈·, ·〉
B
,Dn
B
,B, LB) such
that:
λ 6 λ (γmod) 6 2n
(
λ+
√
1 + 4nλ (K(λ) + 2 + 2λ)− 1
)
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where K(λ) = F (1 + 2λ, 1 + 2λ, 1, 1).
Proof. Let γ = (D, x, πA, πB) be a bridge from A to B of length λ.
Let JA = {ω ∈ An : DnA(ω) 6 1} and JB = {η ∈ Bn : DnB(η) 6 1}. Let J =
JA
∐
JB be the disjoint union of JA and JB. From now on, JA and JB are seen as
their copies in J .
Let j ∈ JA ⊆ J , so that j =


a1
...
an

 with a1, . . . , an ∈ A satisfying, by definition
of Dn
A
: ∥∥∥∥∥
n∑
k=1
aka
∗
k
∥∥∥∥∥
A
6 1 and ∀k ∈ {1, . . . , n} max{LA(ℜak), LA(ℑak)} 6 1
where ℜc = c+c∗2 and ℑc = c−c
∗
2i for any c ∈ A.
In particular, for any k ∈ {1, . . . , n}, we have:
‖ak‖2A = ‖aka∗k‖A 6 ‖〈j, j〉A‖A 6 1,
and thus max{‖ℜa‖A, ‖ℑa‖A} 6 1.
For each k ∈ {1, . . . , n}, we choose ek ∈ tτ (ℜak|1) and fk ∈ tτ (ℑak|1) and we
let ck = ek + ifk.
We record that:
max {LA(ek), LA(fk) : k ∈ {1, . . . , n}} 6 1
and:
max {‖ek‖A, ‖fk‖A : k ∈ {1, . . . , n}} 6 1 + 2λ.
A technical hurdle is that L-seminorms are only defined on Jordan-Lie subalgebra
of self-adjoint elements, and yet we wish to estimate the Hilbert module norm of

c1
...
cn

. Using the norm estimates for c1,. . . ,cn is too rough, and we must employ a
more subtle computation. This will now occupy our next efforts.
Noting that since ℜc and ℑc are self-adjoint for any c ∈ B, so their multiplicative
squares are also their Jordan product squares:
∀k ∈ {1, . . . , n} max{LB((ℜck)2), LB((ℑck)2), LB({ℜck,ℑck})} 6 F (1+2λ, 1+2λ, 1, 1).
With this in mind, we set K = F (1 + 2λ, 1 + 2λ, 1, 1).
Moreover, we observe that for any c ∈ B, we have:
cc∗ = (ℜc+ iℑc)(ℜc− iℑc) = (ℜc)2 + (ℑc)2 + 2{ℜc,ℑc}.
For any c ∈ A, let θ0(c) = (ℜc)2, θ1(c) = 2{ℜc,ℑc} and θ2(c) = (ℑc)2, so that:
cc∗ = θ0(c) + θ1(c) + θ2(c).
The point of this decomposition is that for k ∈ {1, . . . , n}:
θ0(ck) = ek ◦ ek, θ1(ck) = 2{ek, fk} and θ2(ck) = fk ◦ fk,
so we relate ckc
∗
k to the bridge γ and its length.
Let ϕ ∈ S (B). By Definition (4.12) of the height of γ, there exists ψ ∈ S1(D|x)
such that mkLA(ϕ, ψ ◦ πB) 6 λ.
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We then compute:
0 6 ϕ
(
n∑
k=1
ckc
∗
k
)
=
n∑
k=1
ϕ(ckc
∗
k)
=
∣∣∣∣∣
n∑
k=1
2∑
l=0
ϕ(θl(ck))
∣∣∣∣∣
6
∣∣∣∣∣
n∑
k=1
2∑
l=0
(ϕ(θl(ck))− ψ ◦ πB(θl(ck)))
∣∣∣∣∣+
∣∣∣∣∣
n∑
k=1
2∑
l=0
ψ ◦ πB(θl(ck))
∣∣∣∣∣
6 4nλK +
∣∣∣∣∣
n∑
k=1
2∑
l=0
ψ ◦ πB(θl(ck))
∣∣∣∣∣
6 4Knλ+
∣∣∣∣∣
n∑
k=1
2∑
l=0
ψ(xπB(θl(ck)))
∣∣∣∣∣
6 4Knλ+
∣∣∣∣∣
n∑
k=1
2∑
l=0
ψ(xπB(θl(ck))− πA(θl(ak))x)
∣∣∣∣∣ +
∣∣∣∣∣
n∑
k=1
2∑
l=0
ψ(xπA(θl(ak)))
∣∣∣∣∣
6 4Knλ+
n∑
k=1
2∑
l=0
bnγ (θl(ak), θl(ck)) +
∣∣∣∣∣
n∑
k=1
2∑
l=0
ψ ◦ πA(θl(ak))
∣∣∣∣∣
6 4Knλ+
n∑
k=1
2∑
l=0
bnγ (θl(ak), θl(ck)) +
∣∣∣∣∣ψ ◦ πA
(
n∑
k=1
aka
∗
k
)∣∣∣∣∣
6 4Knλ+
n∑
k=1
2∑
l=0
bnγ (θl(ak), θl(ck)) +
∥∥∥∥∥
n∑
k=1
aka
∗
k
∥∥∥∥∥
A
6 4Knλ+
n∑
k=1
2∑
l=0
bnγ (θl(ak), θl(ck)) + 1.
Using the Leibniz inequality for the bridge norm bnγ (·, ·), we then estimate for all
k ∈ {1, . . . , n}:
bnγ (θ0(ak), θ0(ck)) = bnγ
(
(ℜak)2, (ℜck)2
)
6 (‖ℜak‖A + ‖ℜck‖B) bnγ (ℜak,ℜck)
6 2(1 + λ)λ,
and similarly:
bnγ (θ1(ak), θ1(ck)) 6 4(1 + λ)λ and bnγ (θ2(ak), θ2(ck)) 6 2(1 + λ)λ.
Consequently: ∥∥∥∥∥
n∑
k=1
ckc
∗
k
∥∥∥∥∥
B
6 1 + 4nλ(K + 2 + 2λ).
Set Q = 4n (K + 2 + 2λ).
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Set bk =
1√
1+Qλ
ck for all k ∈ {1, . . . , n}. We now set ωj = j and ηj =


b1
...
bn

.
We note that by construction, ‖〈ηj , ηj〉B‖B 6 1, and moreover DnB(ηj) 6 1. In
particular, we note that ‖bk‖B 6 1 for all k ∈ {1, . . . , n}.
We set tj = 1 and sj =
√
1 +Qλ as well for later bookkeeping.
We proceed symmetrically when j ∈ JB, where we set ηj = j and ωj constructed
as above by rescaling elements from appropriate target sets for γ−1; we record
tj =
√
1 +Qλ and sj = 1.
We now set:
γmod = (D, x, πA, πB, (ωj)j∈J , (ηj)j∈J ) .
By construction:
(1) ̟ (γmod) = 0,
(2) ̺♭ (γmod) = ̺ (γ),
(3) ς (γmod) = ς (γ).
We are left to compute the modular reach of γmod.
Let j, k ∈ J . We write:
ωj =


a1
...
an

 , ωk =


c1
...
cn

 and ηj =


b1
...
bn

 , ηk =


d1
...
dn

 .
We then have:
‖πB(a∗l cl)x− xπB(b∗l dl)‖D 6 ‖πB(a∗l )πB(cl)x− πB(a∗l )xπB(dl)‖D
+ ‖πB(a∗l )xπB(dl)− xπB(bl)πB(dl)‖D
6 ‖al‖A‖πB(cl)x− xπB(dl)‖D
+ ‖πB(al)x− xπB(bl)‖D‖dl‖B
6 ‖al‖A‖πB(tkcl)x− xπB(skdl)‖D
+ ‖πB(tjal)x− xπB(sjbl)‖D‖dl‖B
+ ‖(1− tj)al‖A + ‖(1− tk)cl‖A + ‖(1− sj)bl‖B + ‖(1− sk)dl‖B
6 ‖πB(tkcl)x− xπB(skdl)‖D
+ ‖πB(tjal)x− xπB(sjbl)‖D
+ 2
(√
1 +Qλ− 1
)
= bnγ (tkcl, skdl) + bnγ (tjal, sjbl) + 2
(√
1 +Qλ− 1
)
6 2λ+ 2
(√
1 +Qλ− 1
)
.
Thus:∥∥∥∥∥∥∥πA


〈
a1
...
an

,


c1
...
cn


〉
A

 x− xπB


〈
b1
...
bn

,


d1
...
dn


〉
B


∥∥∥∥∥∥∥
D
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=
∥∥∥∥∥∥
n∑
j=1
(πA(ajcj)x − πB(bjdj))
∥∥∥∥∥∥
D
6 2
n∑
j=1
(
λ+
√
1 +Qλ− 1
)
= 2n
(
λ+
√
1 +Qλ− 1
)
.
Thus the modular reach of γmod is no more than 2n
(
λ+
√
1 +Qλ− 1).
Therefore, the reach of γmod is no more than 2n
(
λ+
√
1 +Qλ− 1) and thus so
is its length. 
Theorem 7.2. If (A, LA) and (B, LB) are F–quasi-Leibniz quantum compact met-
ric spaces for some admissible function F , and if n ∈ N \ {0}, then:
Λ((A, LA), (B, LB))
6 Λmod ((An, 〈·, ·〉
A
,DnA,A, LA) , (B
n, 〈·, ·〉
B
,DnB,A, LB))
6 Q(Λ((A, LA), (B, LB))),
where for all λ > 0:
Q(λ) = 2nλ (1 + 4nF (1 + 2λ, 1 + 2λ, 1, 1) + 2 + 2λ)
and where, for any quasi-Leibniz quantum compact metric space (D, LD), we set:
(1)
〈
d1
...
dn

,


e1
...
en


〉
A
=
∑n
j=1 dje
∗
j for all


d1
...
dn

,


e1
...
en

 in Dn,
(2) Dd
D


d1
...
dn

 = max


∥∥∥∥∥∥∥


d1
...
dn


∥∥∥∥∥∥∥
An
, LD(ℜdj), LD(ℑdj) : j ∈ {1, . . . n}

 for all

d1
...
dn

 ∈ Dn.
In particular, the map (A, LA) 7→ (An, 〈·, ·〉A,DnA,A, LA) is a continuous injec-
tion from the topology of the quantum propinquity to the topology of the modular
propinquity.
Proof. Let Γ be a trek from (A, LA) to (B, LB). Write:
Γ = (Aj , Lj , γ
j,Aj+1, Lj+1)j∈{1,...,k}
for some bridges γj (j ∈ {1, . . . , k}) and some k ∈ N. Let λj be the length of γj
for all j ∈ {1, . . . , k}.
Now, for each j ∈ {1, . . . , k}, let γjmod be the modular bridge given by Lemma
(7.1) applied to γj . It is then straightforward to check that Γmod = (γ
j
mod)j∈{1,...,k}
is a modular trek from (An, 〈·, ·〉
A
,Dn
A
,A, LA) to (B
n, 〈·, ·〉
B
,Dn
B
,A, LB) whose length
satisfies:
λ (Γ) 6 λ (Γmod)
6
k∑
j=1
2n
(
λj +
√
1 + 4nλj(F (1 + 2λj, 1 + 2λj , 1, 1) + 2 + 2λj)− 1
)
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6
k∑
j=1
2n (λj + 1 + 4nλj(F (1 + 2λj , 1 + 2λj , 1, 1) + 2 + 2λj)− 1)
6
k∑
j=1
2n (λj + 4nλj(F (1 + 2λj , 1 + 2λj , 1, 1) + 2 + 2λj))
6
k∑
j=1
2nλj (1 + 4n(F (1 + 2λ (Γ), 1 + 2λ (Γ), 1, 1) + 2 + 2λ (Γ)))
6 2nλ (Γ) (1 + 4n(F (1 + 2λ (Γ), 1 + 2λ (Γ), 1, 1) + 2 + 2λ (Γ))) .
We thus conclude, by definition, that:
Λ((A, LA), (B, LB))
6 Λmod((An, 〈·, ·〉
A
,DnA,A, LA) , (B
n, 〈·, ·〉
B
,DnB,A, LB))
6 Q(Λ((A, LA), (B, LB)).
This concludes our estimate. Now, we note that Q is continuous at 0 with
Q(0) = 0 (note that F is not assumed continuous, only increasing in the product
order, but this is sufficient). Thus we get the continuity of the map (A, LA) 7→
(An, 〈·, ·〉
A
,Dn
A
,A, LA).
This concludes our proof. 
A simple yet reassuring consequence of Theorem (7.2) is that we have not in-
troduced any new topology on the class of quasi-Leibniz quantum compact metric
spaces with the modular propinquity, via the canonical Hilbert module structure
carried on by any C*-algebra.
Corollary 7.3. The space of F–quasi-Leibniz quantum compact metric spaces with
the topology of the quantum propinquity is homeomorphic to its image by the map
(A, LA) 7→ (A, 〈·, ·〉A,D1A,A, LA).
Proof. This is the case n = 1 of Theorem (7.2). 
Free modules are the direct sums, in the sense of Hilbert modules, of the canonical
module associated with a C*-algebra. The next section discuss the matter of the
continuity of the direct sum between general metrized quantum vector bundles on
certain well-behaved classes of quasi-Leibniz quantum compact metric spaces. We
note that the D-norms constructed in this section, and the ones in the later section,
differ in general: in this section, we constructed the D-norms from the underlying
Lip-norms, while in the next section, we will be given D-norms on some modules
and construct a new one on their direct sum.
8. Iso-pivotal families and Direct sum of convergent modules
Let (M , 〈·, ·〉
M
) and (N , 〈·, ·〉
N
) be two left Hilbert A-module. The direct sum
M ⊕N is a left A-module in an obvious manner, and a canonical A-inner product
on this direct sum is given by:
〈(ω, η), (ω′, η′)〉
A
= 〈ω, ω′〉
M
+ 〈η, η′〉
N
for all ω, ω′ ∈ M and η, η′ ∈ N .
58 FRÉDÉRIC LATRÉMOLIÈRE
Let us now assume we are given two metrized quantum vector bundles Ω =
(M , 〈·, ·〉
M
,DM ,A, LA) and Ω
′ = (N , 〈·, ·〉
N
,DN ,A, LA). For all ω ∈ M and
η ∈ N , we set:
D(ω, η) =
√
DM (ω)2 + DN (η)2.
It is easy to check that (M ⊕N , 〈·, ·〉
A
,D,A, LA) is a metrized quantum vector
bundle as well. We will simply denote it by Ω⊕ Ω′.
We shall now prove a continuity result for direct sums of metrized quantum
vector bundles, under a uniformity assumption. In general, the construction of the
inner product on the direct sum of two modules mixes up, in the base algebra, the
contributions of each module to the reach of a given bridge. This complication is,
however, not expected to often occur in practice. When working with modules over
quasi-Leibniz quantum compact metric spaces, we envisage that modular bridges
will be constructed out of bridges between the base quantum metric spaces —
indeed, this is what motivated our definition of the modular propinquity. Thus
one may expect that the same bridge between the base quantum spaces may be
reused for multiple modular bridges between different modules. This expectation is
formalized in the following notion, which will serve as an hypothesis for our direct
sum continuity result.
Definition 8.1. Let Ωj,k = (Mj,k, 〈·, ·〉j,k,Dj,k,Ak, Lk) be metrized quantum vec-
tor bundles for j, k ∈ {1, 2}. The family ((Ω1,1,Ω1,2), (Ω2,1,Ω2,2)) is iso-pivotal
when for all ε > 0, there exist two modular treks Γ1, from Ω1,1 to Ω1,2, and Γ
2,
from Ω2,1 to Ω2,2, such that:
1. λ
(
Γ1
)
6 Λmod(Ω1,1,Ω1,2) + ε,
2. λ
(
Γ2
)
6 Λmod(Ω2,1,Ω2,2) + ε,
3. the basic treks Γ1♭ and Γ
2
♭ from (A1, L1) to (A2, L2) obtained from Γ
1 and Γ2 are
identical.
Informally, in an iso-pivotal family, one may find modular treks whose length is
arbitrary close to the modular propinquity between each pair, and which differ only
in the choice of the anchors and co-anchors. This notion can be extended in an
obvious manner to classes of pairs of metrized quantum vector bundles over various
base spaces.
With this concept, we have the following result:
Theorem 8.2. Let (A, LA) and (B, LB) be two quasi-Leibniz quantum compact
metric spaces. If Ω1,A,Ω2,A are metrized quantum vector bundles over (A, LA) and
Ω1,B,Ω2,B are metrized quantum vector bundles over (B, LB) such that ((Ω1,A,Ω1,B), (Ω2,A,Ω2,B))
is iso-pivotal, then:
Λ
mod((Ω1,A ⊕ Ω2,A), (Ω1,B ⊕ Ω2,B)) 6 Λmod(Ω1,A,Ω1,B) + Λmod(Ω2,A,Ω2,B)).
Proof. We begin by setting our notations: let Ωj,k = (Mj,k, 〈·, ·〉j,k,Dj,k, k) for
j ∈ {1, 2} and k ∈ {(A, LA), (B, LB)}.
Let γ1 be a modular bridge from Ω1,A to Ω1,B and γ2 be a modular bridge from
Ω2,A to Ω2,B. We assume that γ1 and γ2 are given as:
γ1 = (D, x, πA, πB, (ωj)j∈J1 , (ηj)j∈J1)
and
γ2 = (D, x, πA, πB, (ω
′
j)j∈J2 , (η
′
j)j∈J2).
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Of course, modular bridges between Ω1,A and Ω1,B, and between Ω2,A and Ω2,B,
may not share basic bridge; however, we will conclude this theorem using the iso-
pivotal hypothesis, and thus this choice of bridge will always be possible, and suf-
ficient for our purpose.
We first show that we may as well assume J1 = J2. Pick j∗ ∈ J1 and k∗ ∈ J2.
Set J = J1
∐
J2. If j ∈ J1 \ J2, we set ω′j = ωk∗ and η′j = ηk∗ . If j ∈ J2 \J1, we set
ωj = ωj∗ and ηj = ηj∗ .
With this procedure, we note that, for instance, (D, x, πA, πB, (ωj)j∈J , (ηj)j∈J )
has the same length and the same basic bridge as γ1. The same holds for γ2. Thus,
without loss of generality, we let J = J1 = J2.
Now, set:
ΞA =
{
(ωj , ω
′
k)j,k∈J : ‖〈ωj , ω′k〉A‖A 6 1
}
and
ΞB =
{
(ηj , η
′
k)j,k∈J : ‖〈ηj , η′k〉B‖B 6 1
}
.
Let now:
γ1 ∨ γ2 = (D, x, πA, πB,ΞA,ΞB).
Note that γ1 ∨ γ2 has, once again, the same basic bridge as γ1 and γ2. It is thus
straightforward that:
ς (γ1 ∨ γ2) = ς (γ1) = ς (γ2),
and:
̺♭ (γ1 ∨ γ2) = ̺♭ (γ1) = ̺♭ (γ2).
Let ω ∈ D1 (Ω1,A) and ω′ ∈ D1 (Ω2,A). By Definition (4.15) of the imprint of a
bridge, there exist j, k ∈ {1, . . . , n} such that kΩA(ω, ωj) 6 ̟ (γ1) and kΩA(ω′, ω′k) 6
̟ (γ2). Therefore for all (ω, ω
′) ∈ ΞA, noting that max{‖ω‖Ω1,A , ‖ω‖Ω2,A} 6 1, we
then have:
kΩ1,A⊕Ω2,A((ω, ω
′), (ωj , ω′k))
= sup
{‖〈(ω, ω′)− (ωj , ωk), (η, η′)〉A‖A : D(η, η′) 6 1}
6 sup
{
‖〈ω − ωj , η〉M1,A + 〈ω′ − ωk, η′〉M2,A‖A : D(η, η′) 6 1
}
6 sup
{
‖〈ω, η〉
M1,A
− 〈ωj , η〉M1,A‖A : D1,A(η) 6 1
}
+ sup
{
‖〈ω′, η′〉
M2,A
− 〈ω′k, η′〉M2,A‖A : D2,A(η′) 6 1
}
6 kΩ1,A(ω, ωj) + kΩ2,A(ω
′, ω′k))
6 ̟ (γ) +̟ (γ′).
The same argument can be made in Ω2,B ⊕ Ω2,B. Thus:
̟ (γ1 ∨ γ2) 6 ̟ (γ1) +̟ (γ2).
Last, let j, k ∈ J . By Definition (4.14) of the modular reach, we have:∥∥∥〈ω, ωj〉M1,Ax− x〈η, ηj〉M1,B
∥∥∥
D
6 ̺♯ (γ1)
and ∥∥∥〈ω′, ωk〉M2,Ax− x〈η, ηk〉M2.B
∥∥∥
D
6 ̺♯ (γ2).
We thus compute:
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dnγ1∨γ2 ((ωj , ω
′
k), (ηj , η
′
k))
= max
n,m∈J
∥∥πA (〈(ωj , ω′k), (ωn, ω′m)〉A)x− xπB (〈(ηj , η′k), (ηn, η′m)〉B)∥∥D
= max
n∈J
∥∥∥πA (〈ωj , ωn〉M1,A
)
x− xπB
(
〈ηj , ηn〉M1,B
)∥∥∥
D
+max
m∈J
∥∥∥πA (〈ω′k, ω′m〉M2,A
)
x− xπB
(
〈η′k, η′m〉M2,B
)∥∥∥
D
6 dnγ1 (ωj , ηj) + dnγ2 (ωk, ηk)
6 ̺♯ (γ1) + ̺
♯ (γ2).
We have therefore proven:
λ (γ1 ∨ γ2) 6 λ (γ1) + λ (γ2).
Now, let ε > 0. As we work with an iso-pivotal family, there exist two treks Γ1,
from Ω1,A to Ω2,B, and Γ
2, from Ω2,A to Ω2,B, such that at once:
(1) λ
(
Γ1
)
6 Λmod(Ω1,A,Ω1,B) +
ε
2 ,
(2) λ
(
Γ2
)
6 Λmod(Ω2,A,Ω2,B) +
ε
2 ,
(3) Γ1♭ = Γ
2
♭ .
We set Γ ∨ Γ′ = (γj1 ∨ γj2); using our work in the first part of this proof and a
trivial induction, we conclude that Γ1 ∨ Γ2 is a modular trek from Ω1,A ⊕ Ω2,A to
Ω1,B ⊕ Ω2,B such that:
λ (Γ1 ∨ Γ2) 6 λ (Γ1) + λ (Γ2)ε 6 Λmod(Ω1,A,Ω1,B) + Λmod(Ω2,A,Ω2,B)) + ε.
By Definition (5.6) of the modular propinquity, we thus conclude that for all ε > 0,
the following holds:
Λ
mod(Ω1,A ⊕ Ω2,A,Ω1,B ⊕ Ω2,B) 6 Λmod(Ω1,A,Ω1,B) + Λmod(Ω2,A,Ω2,B)) + ε.
Our theorem is now proven. 
We provide an extension of the concept of iso-pivotal class to classes of metrized
quantum vector bundles, by slight abuse of terminology.
Definition 8.3. Let L be a class of F–quasi-Leibniz quantum compact metric
spaces. A class M of (F,G,H)–metrized quantum vector bundles over elements
of L is iso-pivotal when, for any two (A, LA) and (B, LB) in L, for every ε > 0,
for any two ΩA,Ω
′
A
∈ M over (A, LA) and ΩB,Ω′B ∈ M over (B, LB), the family
((ΩA,ΩB), (Ω
′
A
,Ω′
B
)) is iso-pivotal.
We thus can state:
Corollary 8.4. The direct sum is continuous on any iso-pivotal class of metrized
quantum vector bundles.
Proof. This follows immediately from Theorem (8.2). 
To fully reflect the potential of the modular propinquity, we now move toward
a much more involved example of convergence for modules. The next section deals
with non-free, finitely generated projective modules over quantum 2-tori.
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9. Heisenberg Modules
We conclude this paper with our main example of convergence for modules over
quantum 2-tori. The following theorem requires an extensive proof, which is con-
tained in the companion paper [27]. We just lay out some notation first and we
refer to [27] for a much more extensive description of this fundamental example.
For any θ ∈ R, the quantum 2-torus Aθ is the universal C*-algebra generated by
two unitaries U , V such that UV = exp(2iπθ)V U . The C*-algebra Aθ carries an
action of the 2-torus T2 denoted by βθ and such that for all (z1, z2) ∈ T2, we have
β
z1,z2
θ (U) = z1U and β
z1,z2
θ V = z2V . This action is known as the dual action of T
2
on Aθ. We refer to [34] for an overview of this important family of C*-algebras.
Connes proposed in [4] the following construction of non-free, finitely gener-
ated modules over Aθ. Let p ∈ N, q ∈ N \ {0} and d ∈ qN \ {0}. Denote
θ − p
q
by ð. The space L2(R) carries actions of the Heisenberg group H3 =


1 x z0 1 y
0 0 1

 : x, y, z ∈ R3

 — in fact, it carries all non-trivial irreducible unitary
representations of this group. Let αð,1 be the representation given by:
(9.0.1) αx,y,z
ð,1 ω : s ∈ R 7−→ exp (2iπ (ðz + sx))ω(s+ ðy),
for all ω ∈ L2(R) and where we identify H3 with R3 as a set, for notational conve-
nience. The map σð,1 : (x, y) ∈ R2 7−→ σx,yð,1 = α
x,y, xy2
1,ð is a projective representation
of R2, and in fact all irreducible projective representation of R2 which are not reg-
ular representation are unitarily equivalent to σð,1 for some ð.
The Heisenberg module H p,q,dθ is the module over Aθ defined as follows. Let
ρp,q,d be a projective action of Z
2
q on C
d associated with the multiplier:
(([n], [m]), ([n′], [m′])) ∈ Z2q ×Z2q 7−→ exp
(
iπp
nm′ − n′m
q
)
,
where Z
/
qZ = Zq, and for n ∈ Z, we denote the class of n in Zq by [n] and [m]
(we easily check that the multiplier is indeed well-defined).
For all n,m ∈ Z2, we then set:
̟
n,m
p,q,ð,d = α
n,m,0
ð,1 ⊗ ρ[n],[m]p,q .
For all n,m ∈ Z, the map ̟n,mp,q,ð,d is a unitary of L2(R) ⊗ Cd, and moreover
̟p,q,ð,d is a projective representation of Z
2 for the multiplier:
((n,m), (n′,m′)) ∈ Z2 ×Z2 7−→ exp (iπθ(nm′ − n′m)) .
By universality, the Hilbert space L2(R) ⊗ Cd is a module over Aθ, with, in
particular, for all f ∈ ℓ1(Z2) and ξ ∈ L2(R,Cd) = L2(R)⊗ Cd:
fξ =
∑
n,m∈Z
f(n,m)̟n,mp,q,ð,dξ.
Let S p,q,dθ ⊆ L2(R) ⊗ Cd be the space of Cd-valued Schwarz functions over R.
For all ξ, ω ∈ S p,q,dθ , define 〈ξ, ω〉H p,q,dθ as the function in ℓ
1(Z2) given by:
〈ξ, ω〉
H
p,q,d
θ
: (n,m) ∈ Z2 7−→
〈
̟
n,m
p,q,ð,dξ, ω
〉
L2(R)⊗E
.
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The Heisenberg module H p,q,dθ is the completion of S
p,q,d
θ for the norm associ-
ated with the Aθ-inner product 〈·, ·〉H p,q,dθ .
Connes constructed these modules in [4], and Rieffel proved in [35] that all finitely
generated modules over the quantum 2-tori are the direct sum of an Heisenberg
module and a free module. In [7], the action αð,d of H3 on H
p,q,d
θ is used to
construct a connection ∇ on H p,q,dθ as follows. The Heisenberg Lie algebra is
generated by three vectors X =

0 1 00 0 0
0 0 0

, Y =

0 0 00 0 1
0 0 0

 and Z =

0 0 10 0 0
0 0 0


such that Z is central and [X,Y ] = Z. For all x, y ∈ R, and for any ω ∈ S p,q,dθ ⊆
H
p,q,d
θ , we set:
∇xX+yY ω = lim
t→0
α
exp(txX+tyY )
ð,1 ω − ω
t
.
Notably, ∇ is a metric connection for 〈·, ·〉
H
p,q,d
θ
and it plays a central role in the
Yang-Mills problem over the quantum 2-torus.
Now, if we endow R2 with any norm, we may regard for all ω ∈ H p,q,dθ the
operator (x, y) ∈ R2 7→ ∇xX+yY ω as a linear map between normed vector spaces.
As such, it too has an operator norm |||∇ω|||. The natural candidate for our D-
norm on H p,q,dθ is thus a lower semicontinuous norm on H
p,q,d
θ which agrees, for
all ω ∈ S p,q,dθ , with max
{
‖ω‖
H
p,q,d
θ
, |||∇ω|||
}
. With these notations, we indeed
prove in [27] that:
Theorem 9.1 ([27]). Let ‖ · ‖ be a norm on R2. For all θ ∈ R, we equip the
quantum torus Aθ with the L-seminorm:
Lθ : a ∈ sa (A) 7→ sup


∥∥∥βexp(ix),exp(iy)θ a− a∥∥∥Aθ
‖(x, y)‖ : (x, y) ∈ R
2 \ {0}

 .
For all p ∈ Z, q ∈ N \ {0} and d ∈ qN \ {0} and for all θ ∈ R \
{
p
q
}
, setting
ð = θ − pq , we endow the Heisenberg module H p,q,dθ with norm:
D
p,q,d
θ : ξ ∈ H p,q,dθ 7→
sup

‖ξ‖H p,q,dθ ,
∥∥∥exp (iπðxy)αx,y, xy2ð,d ξ − ξ∥∥∥
H
p,q,d
θ
2πð‖(x, y)‖ : (x, y) ∈ R
2 \ {0}

 .
The norm Dp,q,dθ is a D-norm on H
p,q,d
θ , i.e.
(
H
p,q,d
ϑ , 〈·, ·〉H p,q,dϑ
)
is a Leibniz
metrized quantum vector bundle. Moreover, this D-norm agrees with max
{
‖ω‖
H
p,q,d
θ
, |||∇ω|||
}
on the domain of the Heisenberg connection ∇.
Let p ∈ Z and q ∈ N \ {0}. Let d ∈ qN \ {0}. For any θ ∈ R \
{
p
q
}
, we have:
lim
ϑ→θ
Λ
mod
((
H
p,q,d
ϑ , 〈·, ·〉H p,q,dϑ ,D
p,q,d
ϑ ,Aϑ, Lϑ
)
,(
H
p,q,d
θ , 〈·, ·〉H p,q,dθ ,D
p,q,d
θ ,Aθ, Lθ
))
= 0.
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