Abstract: Stochastic networks with time varying arrival and service rates and routing structure are studied. Time variations are governed, in addition to the state of the system, by two independent finite state Markov processes X and Y . Transition times of X are significantly smaller than typical inter-arrival and processing times whereas the reverse is true for the Markov process Y . By introducing a suitable scaling parameter one can model such a system using a hierarchy of time scales. Diffusion approximations for such multiscale systems are established under a suitable heavy traffic condition. In particular, it is shown that, under certain conditions, properly normalized buffer content processes converge weakly to a reflected diffusion with drift and diffusion coefficients that are a function of the state process, the invariant distribution of X, and a finite state Markov process which is independent of the driving Brownian motion.
Introduction
We study stochastic networks in which arrival and service rates, as well as the routing structure change over time. More precisely, we consider a setting in which two independent finite state continuous time Markov processes {X(t) : t ≥ 0} and {Y (t) : t ≥ 0} govern the variations in the parameters of the system. These processes can be interpreted as a random environment in which the system is operating. The process X changes states at a much higher rate than typical inter-arrival and service times in the system, while the reverse is true for Y . The variations in the routing mechanism of the network are governed by X, whereas the arrival and service rates at various stations depend on the state process (i.e. queue length) and both X and Y . It is shown that, under appropriate heavy traffic conditions, properly normalized sequence of queue length processes converges weakly to a reflected Markov modulated diffusion process. More precisely, the limit process is a reflected diffusion with drift and diffusion coefficients that are a function of the state process, invariant distribution of X and a finite state Markov process which is independent of the driving Brownian motion.
Queueing systems studied here can be regarded as generalizations of Jackson networks. The first general result in the study of diffusion approximations for such networks is due to Reiman [14] , who considered the case where the arrival and service processes associated with the K processing stations in the network are mutually independent renewal processes, and the routing mechanism is governed by a fixed K × K substochastic routing matrix P. The main result in [14] shows that, under a suitable heavy traffic condition, properly scaled queue length processes converge weakly to a certain reflected Brownian motion. Yamada [16] (also see Mandelbaum and Pats [12] and Kushner [11] ) extended Reiman's work to queueing networks with state dependent rates, i.e., a setting where the rates of arrival and service processes depend on the current state of network. In this case the scaling limits are reflected diffusion processes with state dependent drift and diffusion coefficients. In [13] , Mandelbaum and Pats consider open queueing networks with state dependent routing structure. The diffusion limit involves a Skorohod problem with directions of reflection that vary as a function of the state process. Queues in random environment have been considered by Choudhury, Mandelbaum et al [2] . The authors consider a G/G/s queue with s > 1, where the traffic intensity changes according to the state of the environment. The environment process is taken to be a finite state right continuous process (with finitely many jumps over any finite interval), whose states change at rates slower than typical arrival and service rates.
In the model considered in this paper, the queueing network consists of K service stations each of which has an infinite capacity buffer. We denote the i th station by P i , i ∈ IK . = {1, 2, . . . , K}. Arrivals of jobs can be from outside the system and/or from internal routing. Upon completion of service at station P i a customer is routed to another service station or exits the system. The arrival and service rates depend on the state of the system and two Markov processes X and Y . Transition times of X are fast, while Y changes states slowly relative to typical arrival and service rates. The routing mechanism is modulated by X whose state x, at any given instant, determines a K × K substochastic matrix P x . Roughly speaking, the conditional probability that a job completed at time instant t at station P i is routed to station P j , given X(t) = x, equals the (i, j) th entry of the matrix P x .
In order to give a precise mathematical formulation, we introduce a scaling parameter n ≥ 1 and consider a sequence of queueing networks of the type described above, indexed by n. Let Q n denote the K-dimensional queue length process in the n th network. Roughly speaking, the arrival and service rates in the n th network are O(n). Markov process governing the routing and arrival and service rates in the n th network is denoted as X n . Transition times of this process are of the order O(n −(1+r 0 ) ), where r 0 ∈ (1/2, 1) (see (3.1) ). In addition, we are given another Markov process Y n with transition times O(1) that modulates the arrival and service rates in the n th network. More precisely, Y n is a finite state continuous time Markov process whose infinitesimal generator Q n converges to some matrix Q. The goal of this work is to establish limit theorems for networks with such a hierarchy of time scales under appropriate heavy traffic conditions. The heavy traffic condition used in this work (see Assumption 3.1) differs from the usual formulation, in that we do not require (near) traffic balance for each fixed state of the system and background processes, in fact the traffic intensity can change values according to the state of the Markov process X and take values both smaller and larger than 1. Instead we impose a weaker form of traffic balance condition which is formulated in terms of the equilibrium measure of X. In a similar spirit, our assumptions allow for the routing structure to oscillate between that of an open and a closed network (see the example below Assumption 3.1), however we require the network to be open "on the average", where the average is taken with respect to the equilibrium measure of X.
The main result, Theorem 3.2, considers the pair Markov process ( Q n , Y n ), where Q n is the appropriately normalized queue length process, and shows that ( Q n , Y n ) converges weakly to a Markov process (Z, Y ). In fact we will see that the process Y is Markov by itself with a finite state space and generator Q, and Z can be characterized as the solution of a reflected stochastic differential equation whose coefficients depend on both Z and Y and with a driving Brownian motion that is independent of Y . One of the main steps in the proof of Theorem 3.2 is Theorem 3.3 which proves the tightness of ( Q n , Y n ) and characterizes weak limit points in terms of a suitable martingale problem (cf. [10] ). Proof of Theorem 3.3 is given in Section 4. The key ingredient in this proof is Lemma 4.1 which makes precise the intuitive property that, as n → ∞, the dynamics of Q n depend on X n only through its equilibrium distribution.
Multiscale models considered in this work are natural for many network settings (cf. [2] ). Consider, for example, a large computer network where one is interested in modeling the traffic behavior of files of moderate size over a long period of time within a small subset of nodes in the system. Denote by E the collection of all nodes in the network and let E 0 ⊂ E be the subset of nodes of interest. One is interested in building a model for traffic between nodes in E 0 without taking a very precise account of the interactions of such nodes with those in E \ E 0 . Alternatively, E 0 may be the entire network (i.e. E 0 = E ) but one will like to consider a reduced model where one does not take an explicit and detailed account of small file traffic. One approach to such problems is to model the effect of nodes in E \ E 0 (or alternatively of small size files) at a node e ∈ E 0 by a rapidly varying channel capacity (at e), with variations governed by an extraneous Markov process. If a large number of nodes in E \ E 0 are connected to e (or the small file traffic exhibits temporal variations at rates significantly higher than those of the large file traffic), one expects that the rate at which the channel capacity changes is much higher than the transmission rate of a typical file through e. Rapid changes in channel capacity lead to variations in processing rates and available routing options for moderate sized files processed at nodes in E 0 . In addition to such rapid changes, one may have changes in input flows, and processor failure and repair patterns that occur infrequently but need to be accounted for in a treatment of such systems over long periods of time. One is thus led to a traffic model for nodes in E 0 in terms of a Jackson type network where the arrival/service rates and routing probability matrices vary randomly over time according to finite state Markov processes of the form considered in this work.
The paper is organized as follows. In Section 2, we describe the precise network model. Section 3 introduces the diffusion scaling considered in this work and formulates the main assumptions that are used. In this section we also present the main result (Theorem 3.2) and its proof. The key ingredients for the proof are given through Theorem 3.3, Theorem 3.1 and Proposition 3.2. The first result is proved in Section 4 while the last two are relegated to the appendix.
The following notation will be used. For a metric space U , let B(U ) be the Borel σ-field on U and P(U ) the collection of all probability measures on U . For a matrix M denote by M its transpose, M i (or M(i)) the i th row of M, and M ij (or M(i, j)) the (i, j) th entry of M. Let I = I K×K denote the K-dimensional identity matrix. When clear from the context, we will omit the subscript. Vectors are understood to be column vectors. For a vector x, diag(x) will denote the diagonal matrix whose diagonal entries are given by the components of x. Denote the set of positive integers by IN , the set of real numbers by IR and nonnegative real numbers by
be the collection of continuous functions from S to IR, C k 0 (S) be the collection of functions which are k-times continuously differentiable and vanish at infinity, C ∞ 0 (S) the collection of functions which are infinitely differentiable and vanish at infinity, and C b (S) the collection of bounded continuous functions. A countable set will always be endowed with the discrete topology. A collection of random variables with values in some Polish space V is said to be tight if the corresponding family of probability laws (a subset of P(V )) is tight. Convergence in distribution of random variables (with values in Polish space V ) X n to X will be denoted as X n ⇒ X. With an abuse of notation weak convergence of probability measures (on a Polish space V ) µ n to µ will also be denoted as µ n ⇒ µ. 
Network model
Let {X(t) : t ≥ 0} and {Y (t) : t ≥ 0} be two continuous time finite state {F t }-Markov processes defined on a filtered probability space (Ω, F, P, {F t } t≥0 ) satisfying the usual conditions. Let IL . = {1, 2, . . . , L} be the state space of X. We will make the following assumption. 
The state space of Y is denoted as IH . = {1, 2, . . . , H}.
The queueing network consists of K service stations, denoted as P 1 , · · · P K , each of which has an infinite capacity buffer. All customers at a station are homogeneous in terms of service requirement and routing decisions (in a sense to be made precise). Arrivals of jobs can be from outside the system and/or from internal routing. Upon completion of service at station P i a customer is routed to another service station or exits the system. Let Q i (t) denote the number of customers at station P i at time t. Then
where A i (t) is the number of arrivals from outside at station P i by time t, D i (t) is the number of service completions by time t at station P i , and D ji (t) is the number of jobs that are routed to P i immediately upon completion at station P j by time t. We write
The processes A i and D i , i ∈ IK, are counting processes defined on (Ω, F, P, {F t }) such that {A i , D j : i, j ∈ IK} have no common jumps. It is also assumed that, for certain measurable functions λ i ,α i :
are locally square integrable {F t } martingales. Finally, we assume that processes A, D, X, and Y are mutually independent. The functions λ i andα i , i ∈ IK, represent the arrival and service rates. We denote by IK 0 (IK 0 ⊆ IK) the set of indices of stations which receive arrivals from outside. In particular, λ i (z, y, x) = 0 for all (z, y, x) ∈ IR K + × IH × IL whenever i ∈ IK\IK 0 . Reflecting the fact that no service occurs when the buffer is empty,α i (z, y, x) = 0 if z i = 0. Let λ = (λ 1 , . . . , λ K ) andα = (α 1 , . . . ,α K ) . Additional conditions on λ andα will be introduced in Assumption 3.1.
To formulate D ji precisely, we introduce a collection of routing matrices. For each x ∈ IL, we are given a nonnegative K × K substochastic matrix P x with zero diagonal entries. We denote the (i, j) th entry of P x by p x ij and 1 − K j=1 p x ij by p x i,K+1 . Roughly speaking, upon completion of service at time t at station P i , given {X(t) = x}, a customer is routed to station P j with probability p x ij , j ∈ IK, or exits the system with probability p x i,K+1 .
In order to make this precise, we proceed as follows. Let E be the space of K × K matrices with entries that are either 0 or 1, zeroes on the diagonal, and at most one 1 in each row. Let
Note that for v ∈ G and x ∈ IL, v x is a K × K matrix in E with µ{v : v x ij = 1} = p x ij , where v x ij is the (i, j) th entry of v x . Consequently the measure µ captures the routing probabilities in the network for all possible states of the background Markov process X. More precisely, upon completion of service at station P i at time t, a customer is routed to station P j if v X(t) ij = 1.
Otherwise, if v X(t) ij = 0 for every j ∈ IK, the customer exits the network . Abusing notation, we write v x as v(x), and denote the (i, j) th entry of v(x) by v ij (x).
We next introduce a collection of point processes. Let {Z k } k≥1 be an i.i.d. sequence of Gvalued random variables with law µ. We assume that {Z k } k≥1 are independent of {A, D, X, Y }.
be the transition times of D i . Define a point process
The process defines a random measure, denoted with an abuse of notation as
defines the routing vector, corresponding to state x in IL, upon completion of the k th job at station i. Namely, if this job completion occurs at time instant t, then it is routed to state j if and only if the (i, j) th entry of Z k (X(t)) is 1.
For i, j ∈ IK, the process D ji can now be written as follows.
Combining (2.1) and (2.5), the evolution of the system state is described by the following equation. i ∈ IK,
Diffusion scaling and main results
In this section we present a diffusion limit theorem for a suitably scaled version of the queue length process Q. Consider a sequence of queueing networks of the type described in Section 2, indexed by n ≥ 1. We assume that all networks have the same topology and set of routing matrices {P x : x ∈ IL}. All the notation introduced in Section 2 is carried forward except that we append an n in an appropriate place to denote quantities which depend on n. In particular, on the filtered probability space (Ω n , F n , P n , {F n t } t≥0 ), for i ∈ IK, A n i and D n i are counting processes with rates λ n i andα n i respectively, and Q n i denotes the queue length process at station P i in the n th network. S n i is defined by (2.4) with {T i k } denoting the transition times of D n i . Denote by X n the {F n t }-Markov process governing the routing in the n th network. Let l n ∈ (0, ∞) be such that for some r 0 ∈ (1/2, 1), l n n −(r 0 +1) → ∞ as n → ∞. We assume that
whereX n has the same probability law as the process X introduced in Section 2 (in particular X satisfies Assumption 2.1). This condition, along with Assumption 3.1(ii) and (v) introduced below, makes mathematically precise the property that the transition times of X n are significantly smaller than typical inter-arrival and service times. The slow process Y n in the n th network is assumed to be a {F n t }-Markov process with state space IH and infinitesimal generator Q n , such that Q n converges to some matrix Q as n → ∞. With this notation, (2.6) holds
we will denote by Z n the process defined as
The main result of this work shows that the scaled queue length process Q n converges weakly to a certain constrained diffusion process. We now introduce the coefficients in this limit diffusion model. We assume that, for each i ∈ IK,α n i restricted to
where n i : IR K + × IH → IR + and θ i : IL → IR + \{0} are measurable maps. We write θ = (θ 1 , . . . , θ K ) and n = ( n 1 , . . . , n K ) . Then for (z, y,
Additional conditions on n and θ are specified in Assumption 3.
. In order to define the drift and diffusion coefficients of the limit model, defineλ
Assumption 3.1.
(i) The spectral radius of P is strictly less than 1.
(ii) For all n ≥ 1 and (z, y, x) ∈ IR K + × IH × IL, there exists some κ 1 ∈ (0, ∞) such that
Part (i) of the assumption says that the network under a suitable averaging is open. This averaging is given in terms of the stationary distribution p * of the fast Markov process X n . In particular, the assumption allows for the routing structure to oscillate between that of closed and open networks. For example, consider the setting of a single server queue where IL = {1, 2}, P 1 = 1, P 2 = 1/2, θ(x) ≡ 1, and λ, α are constants(see Figure 1 ). Clearly whenever both p * represent the heavy traffic condition for this model. Once more note that the traffic balance condition is formulated in terms of the parameters averaged w.r.t. the stationary distribution of X n . For example, consider the setting of a single server queue where
Then although for any given state of the background process X n , the system is either underloaded or overloaded, we have that the traffic balance condition in the sense of (3.5) is satisfied. Parts (vi) and (vii) are nondegeneracy conditions which ensure that the diffusion coefficients in the reflected diffusion limit model are uniformly nondegenerate (cf. (3.7) ). We note that condition (vii) can be assumed without loss of generality since if it fails for some i ∈ IK\IK 0 , one can consider a reduced model that is obtained by omitting station P i .
Assumptions introduced in this section will be made throughout this work and will not be noted explicitly in the statement of the results.
where A and B i , i ∈ IK, are K × K and K × (K + 1) matrices given as follows. For (z, y)
where
. Here 1 i is a K-dimensional vector with 1 at the i th coordinate and 0 elsewhere, and 1 ij is a K-dimensional vector with −1 at the i th , 1 at the j th coordinates, and 0 elsewhere. Finally,
It is easy to see that due to Assumption (vi) and (vii), Σ(z, y)Σ(z, y) is uniformly nondegenerate (see [1, Appendix] ). More precisely, there exists a κ ∈ (0, ∞) such that, for all ζ ∈ IR K and (z, y)
One can then find a Lipschitz function σ :
. We next recall the definition of a Skorohod map associated with the reflection matrix [I − P ]. For i ∈ IK, define F i = {z ∈ IR K + : z i = 0}. We will call F i the i th face of S .
solves the Skorohod problem (SP ) for ψ with respect to S and [I − P ] if and only if the following hold:
and (c) η i can increase only when φ is on 
As an immediate corollary of the above proposition we have the following.
Corollary 3.1. Let ψ n be a sequence of processes with sample paths in D, φ n = Γ(ψ n ), and
is any weak limit of (ψ n , φ n , η n ), then (φ, η) is the unique solution of the SP for ψ, that is, φ = Γ(ψ) and
We now introduce the diffusion limit model.
be a filtered probability space on which are given RCLL adapted processes (Z, Y, W ) such that
The following stochastic integral equation holds. For all t ≥ 0, a.s.,
We denote (Ω,F,P , {F t }, Z, Y, W ) satisfying the above properties by Ψ ν and refer to it as a system with initial condition ν.
The following result, proved in the appendix, is a consequence of Lipschitz properties of σ, c and the Skorohod map.
The following is the main result of this paper.
Theorem 3.2. Let Ψ ν = (Ω,F,P , {F t }, Z, Y, W ) be a system with initial condition ν. If the sequence of measures
In order to prove Theorem 3.2, we will characterize the processes (Z, Y ) in terms of a suitable martingale problem. We begin by introducing the generator of this Markov process.
where d i is the i th column of [I − P ], Λ(z, y) = σ(z, y)σ(z, y) , ∇f denotes the gradient vector of f , and ∇ 2 f is the Hessian matrix of f . For f 2 ∈ BM (IH), let Qf 2 ∈ BM (IH) be defined as
We denote the class of all such functions f by
Proof of Theorem 3.2 is based on the following characterization result in terms of a martingale problem, the proof of which is given in the appendix.
on some filtered probability space (Ω,F,P , {F t }), such thatP • (Z(0), Y (0)) −1 = ν, and for any f ∈ G,
is a {F t } martingale. Then there is a K-dimensional (standard) Brownian motion W defined on this filtered space such that (Ω,F,P , {F t }, Z, Y, W ) is a system with initial condition ν.
The following theorem, proved in Section 4, will be the key step in the proof of Theorem 3.2. Theorem 3.3. Assume that the sequence of measures P n • ( Q n (0), Y n (0)) −1 converges weakly to some ν ∈ P(IR K + × IH). Then
du.
Furthermore, ( Q n , η n ) is C-tight. (ii) Let (Z, Y, η) be any weak limit given on a probability space (Ω, F, P ). Then, for f ∈ G, expression (3.10) is a {F t } martingale with
Combining the above theorem with Proposition 3.2 and Theorem 3.1, the proof of Theorem 3.2 is completed as follows.
Proof of Theorem 3.2. Since P n •( Q n (0), Y n (0)) converges to ν, by Theorem 3.3, ( Q n , Y n , η n ) is tight. Let (Z, Y, η) be any (weak) limit point of ( Q n , Y n , η n ) on a probability space (Ω,F,P ). DefineF t = σ (Z(u), Y (u), η(u) : u ≤ t). From Theorem 3.3 (ii) and Proposition 3.2, there is a K-dimensional (standard) Brownian motion W on this probability space such that (Ω,F, P, {F t }, Z, Y, W ) is a system with initial distribution ν. Finally, weak uniqueness from Theorem 3.1 yields that
Proof of Theorem 3.3
This section is devoted to the proof of Theorem 3.3. In Proposition 4.1, we prove Theorem 3.3 (i), i.e., the property that ( Q n , Y n , η n ) is tight. Proposition 4.2 gives the proof of Theorem 3.3 (ii), characterizing the limit points of ( Q n , Y n , η n ) in terms of a martingale problem. We begin with a lemma which is a key ingredient in the proofs of both propositions.
Lemma 4.1. Let g n be a sequence of measurable functions from IR K + × IH × IL to IR such that for some κ 0 ∈ (0, ∞), |g n (z, y, x)| < κ 0 for all n ∈ IN and (z, y,
Then h n converges to 0 in probability in C([0, ∞), IR), as n → ∞.
Proof: For (z, y, x) ∈ IR K + × IH × IL, let g c n (z, y, x) = g n (z, y, x) −ḡ n (z, y). Recall the parameter r 0 ∈ (1/2, 1), introduced above (3.1). Fix r ∈ (1/2, r 0 ). Then
Let, for t ∈ (0, ∞),
Then h n = h n 1 + h n 2 . Since g n are uniformly bounded, E sup 0≤t≤N |h n 2 (t)| converges to 0 for each N ∈ IN . Consider now h n 1 . Define, for t ∈ (0, ∞),
Thus h n 1 = h n 11 + h n 12 . Let's first consider h n 12 . Note that the term
can be bounded by the sum of
By Assumption 3.1(ii), sup n,z,y,x (|λ n (z, y, x)| + |α n (z, y, x)|)/n < ∞, and so we have, for some c 1 ∈ (0, ∞), the expression in (4.1) is bounded by c 1 /n r . Furthermore, since Q n → Q, the expression in (4.2) is bounded by c 2 /n r+1 for some c 2 ∈ (0, ∞). Combining these estimates, we have for a suitable c 3 ∈ (0, ∞),
Since r > 1/2, the last expression converges to 0.
We now consider h n 11 . For f ∈ BM (IL), t ∈ (0, ∞) and x ∈ IL,
we will write E[φ(z, y, X(t))|X(0) = x] as P t φ(z, y, x).
For each n, letĝ n (z, y, ·) be a solution of the Poisson equation for g c n (z, y, ·) corresponding to the Markov semigroup {P t } t≥0 . I.e., for x ∈ IL and t ∈ (0, ∞),
(cf. [5] ). We can assume without loss that sup n,z,y,x |ĝ n (z, y, x)| < ∞.
Recall from (3.1) the relation between X n andX n . Define, for n ∈ IN, (z,
We can rewrite h n 11 (t) as
With this notation,
S n 0 (k) is a martingale with respect to {F n tn 1+r /n 1+r }. Here we use the facts that X n is a {F n t } Markov process, and that, for (z, y) ∈ IR K + × IH,
is a {F n t } martingale.
By Doob's inequality,
Since l n /n r+1 → ∞, the last expression converges to 0. Recalling thatX n and X have the same law, we have by Assumption 2.1,
Similarly, we have E |S n 2 (k, k − 1)| ≤ c 7 e −a 2 ln/n r+1 . Therefore
Since l n /n r+1 = n r 0 −r l n /n r 0 +1 , r 0 > r and l n /n r 0 +1 → ∞, the last expression converges to 0 as n → ∞. Combining the above estimates we now have E sup 0≤t≤N |h n 11 (t)| converges to 0. The result follows. 2 Define IR K valued processes A n , F n , C n , R n as follows. For i ∈ IK and t ≥ 0,
Noting thatα n i (z, y, x) = α n i (z, y, x)1 {z i >0} for all (z, y, x) ∈ IR K + × IH × IL, and recalling the definition of η n from Theorem 3.3, we have that
η n i (du) = 0 for any t ≥ 0 and i ∈ IK, we have, from Definition 3.1 that Q n = Γ(Z n ). Thus by Corollary 3.1, it suffices to show that
Recalling Assumption 3.1 (ii) and applying Lemma 4.1 to g n i (z, y, x), we get R n i converge to 0 in probability in C([0, ∞), IR K ). Here we have also made use of the relation:
Next note that C n (t) = t 0 c n (
, where c n is as introduced above Assumption 3.1 and thus using Assumption 3.1 (iii)
In particular, C n is C-tight. We now show that A n and F n are C-tight. Recall from (2.2) that A n and F n are {F n t } martingales. Since {A n i , D n j : i, j ∈ IK} have no common jumps and v ii (x) = 0 for any v ∈ G, we have
Noting that |v ji (x)| ≤ 1, and recalling Assumption 3.1 (ii), we see that
are C-tight, which yields the tightness of A n and F n (cf. [8, Theorem VI.4.13]). C-tightness of A n and F n is now immediate on noting that | A n (t)| ≤ 1/ √ n and | F n (t)| ≤ 1/ √ n, a.s., for any t ≥ 0.
Since Q n converges to Q, it follows that (cf. [4, Theorem 4.2.5]), if along some subsequence {n k } k≥1 , Y n k (0) converges in distribution to some probability measure ν on IH then Y n k converges in distribution, in D([0, ∞) : IH) to an IH valued Markov process with initial distribution ν and infinitesimal generator Q. In particular, Y n is tight. The result follows. 2
From (2.6), and recalling that {A n i , D n j : i, j ∈ IK} have no common jumps, we have, P n a.e., for all t ≥ 0,
is a {F n t } martingale, where, for y ∈ IH, Q n f 2 (y) = H j=1 Q n yj f 2 (j). Equivalently, in terms of the normalized vectors Q n (t) = Q n (t)/ √ n, we have
Then the following is an immediate consequence of the above definitions.
Recall that Λ(z, y) = σ(z, y)σ(z, y) for (z, y) ∈ IR K + × IH and d i is the i th column of [I − P ]. Define a K × K matrix Λ n (z, y) in the same way as Λ(z, y) but with (λ(z, y),ᾱ(z, y)) replaced by (λ n ( √ nz, y),ᾱ n ( √ nz, y)).
Lemma 4.3. For each f ∈ G there are measurable maps ξ n i :
and j ∈ IK. Applying Taylor series expansion for f 1 at z, we have
where, for some c 1 ∈ (0, ∞),
Then for f ∈ G and (z, y)
where sup (z,y)∈IR K + ×IH (|ξ n 1 (z, y)| + |ξ n 2 (z, y)|) ≤ c 2 / √ n for some c 2 ∈ (0, ∞). In the above display, for v ∈ G and x ∈ IL, Λ n v (x) is a K × K matrix defined in the same way as Λ, with (λ(z, y),ᾱ(z, y),
The lemma follows. 2
The following elementary lemma (cf. [3, Lemma 2.4]) will be needed in our proof.
as n → ∞. Further, suppose that ϕ n is nonnegative and nondecreasing for each n. Then as n → ∞,
uniformly for all t in any compact subset of [0, ∞).
Proposition 4.2.
Assume that the sequence of measures P n • ( Q n (0), Y n (0)) −1 converges weakly to some ν ∈ P(IR K + × IH). Let (Z, Y, η) be any weak limit of ( Q n , Y n , η n ) given on a probability space (Ω, F, P ). Then, for all f ∈ G,
In view of Assumption 3.1 (ii) and (4.6), f n 1 and f n 2 are uniformly bounded sequences of measurable functions from IR K + × IH × IL to IR. Applying Lemma 4.1 with g n replaced by f n 1 and f n 2 , we have,
in probability, in C([0, ∞), IR). Using (4.5), the definitions of L n and D n i , i ∈ IK, and (4.7), we have that 
weakly in C([0, ∞), IR). In fact, we have the joint convergence,
where the first equality is a consequence of the above joint convergence and (4.8), while the second equality is a consequence of Lemma 4.2. The result follows. 2
Appendix
In this section we prove Theorem 3.1 and Proposition 3.2. Although the proofs are simple modifications of classical arguments, we provide details for sake of completeness. We begin with the following useful lemma.
Lemma 5.1. Let (Ω, F, P, {F t }) be a filtered probability space on which are given RCLL adapted processes (W, Y ) such that W is a K-dimensional standard {F t } Brownian motion, and Y is a IH valued {F t } Markov process with infinitesimal generator Q. Then W and Y are independent.
Proof: For g 1 ∈ C 2 0 (IR K ) and g 2 ∈ BM (IH), define A 1 g 1 ∈ BM (IR K ) and A 2 g 2 ∈ BM (IH) as
Let, for t ≥ 0,
Then M 1 and M 2 are {F t } martingales. In particular, M 1 is a continuous martingale, while M 2 is a martingale with sample paths of finite variation on each compact set of [0, ∞). Therefore,
is a {F t } martingale. Applying Theorem 10.1 of [10] we now have that W and Y are independent. 2
Proof of Theorem 3.1: Fix ν ∈ P(IR K + × IH) and let (Ω,F,P , {F t }) be a filtered probability space on which are given RCLL adapted processes (W, Y ) such that W is a K-dimensional standard {F t } Brownian motion and Y is a IH valued {F t } Markov process with infinitesimal generator Q. Also let Z(0) be aF 0 measurable IR K + valued random variable such that (Z(0), Y (0)) has probability law ν. Using Lipschitz property of c and σ, we have (cf. Theorem 2.1 of Chapter III in [7] ) that there is a unique continuous {F t } adapted process Z satisfying the integral equation (3.8) . Clearly Ψ ν = (Ω,F,P , {F t }, Z, Y, W ) is a system with initial condition ν which proves the first part of the theorem. To prove weak uniqueness, we follow an argument similar to [17] (also see [9, Section 5.3 
.D.]). Consider two systems Ψ
Denote by θ = (r, w, v) a generic element of Θ. The marginal of ρ i on the w-coordinate is the standard Wiener measure which we denoted by γ 1 . Also, using the Markov property of Y (1) and Y (2) , we see that R (1) and R (2) have the same probability law. Define
. Then the marginal of ρ i on the rcoordinate of θ is γ 2 . From Lemma 5.1 W (i) is independent of R (i) , i = 1, 2, and so (R (1) , W (1) ) and (R (2) , W (2) ) have the same probability law. Denoting this common law by γ, we have that γ = γ 2 ⊗ γ 1 . Disintegrate the probability measure ρ i as ρ i (drdwdv) = ν i (r, w, dv)γ(drdw). Here ν i is the regular conditional probability kernel given as Thus for i = 1, 2, the distribution induced by ξ → (r 1 + v i , r 2 , w) under ν is the same as that of (Z (i) , Y (i) , W (i) ) under P i , where (r 1 , r 2 (t)) = r(t), t ≥ 0. Consequently we have constructed, on the space (Ξ, J ), two strong solutions of the integral equation (3.8) . By pathwise uniqueness of (3. Define τ n = inf {t ≥ 0 : |Z(t)| ≥ n} for each n ∈ IN . For j ∈ IK, let f ∈ G be such that f (z, y) = z j on S n . = {(z, y) ∈ IR K + × IH : |z| ≤ n}. On S n Lf (z, y) = c j (z, y), D i f (z, y) = d ji , i ∈ IK, where d ji is the (j, i) th entry of [I − P ]. Thus, for n ≥ 1,
is a {F t } martingale. Since τ n → ∞ as n → ∞, U (t) is a {F t } continuous local martingale. Next, for i, j ∈ IK, let f ∈ G be such that f (z, y) = z i z j on S n . Then, on S n , Lf (z, y) = c i (z, y)z j + c j (z, y)z i + Λ ij (z, y), D l f (z, y) = d il z j + d jl z i , l ∈ IK.
Thus the following is a {F t } martingale. is a {F t } local martingale as well. Combining the above two observations, we have
is a {F t } local martingale. Since V ij has continuous sample paths of finite variations, V ij (t) = V ij (0) = 0. Therefore, we have
Consider the process
Clearly W is a continuous local martingale and noting that σ is invertible it is easily checked that W i , W j (t) = δ ij t, 1 ≤ i ≤ j ≤ K. Therefore, W is a standard K-dimensional Brownian motion. Also, clearly 
