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Abstract
This manuscript deals with a new set of suﬃcient conditions for the existence of
solutions for a class of impulsive fractional neutral stochastic integro-diﬀerential
systems (IFNSIDS) with nonlocal conditions (NLCs) and state-dependent delay (SDD)
in Hilbert spaces. An example is provided to illustrate the obtained theory.
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1 Introduction
In this paper, we establish the existence ofmild solutions for IFNSIDSwith SDD inHilbert
spaces through the utilization of the ﬁxed point theorem of Krasnoselskii [], Lemma ..
We discuss the impulsive neutral stochastic integro-diﬀerential equations of fractional
order with NLCs and SDD of the model
CDαt
[























, k = , , . . . ,n, (.)
u() + h(u) = ϕ ∈ B, (.)
where CDαt is theCaputo fractional derivative of order α ∈ (, ), t ∈ I = [,T] is an opera-
tional interval, the state variable u takes values in a Hilbert spaceH,u(tk) = u(t+k )–u(t–k ),
k = , , . . . ,n, are jumps of the solution at impulsive points tk ( < t < t < · · · < tn < T ),
A :D(A )⊂H →H is the inﬁnitesimal generator of a strongly continuous semigroup of
bounded linear operators {T(t) : t ≥ }, that is, ‖T(t)‖ ≤M for some constantM≥  and
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all t ≥ . The time history ut : (–∞, ] → H, ut(θ ) = u(t + θ ) belongs to some abstract
phase space B described axiomatically in Section , and  :I ×B → (–∞,T] is a contin-
uous function. Let K be another Hilbert space and suppose that {W (t)}t≥ is a K-valued
Brownian motion (orWiener process) with ﬁnite trace nuclear covariance operatorQ≥ 
deﬁned on a complete probability space (,F ,P). We denote by PC(I ,L(,F ,P ;H))
the Banach space of piecewise continuous functions from I into L(,F ,P ;H) with
norm ‖u‖PC = supt∈I |u(t)| < ∞ (by piecewise continuous functions we mean the func-
tions that are continuous everywhere except for some tk at which u(t–k ) and u(t+k ) exist
and u(t–k ) = u(tk)); PC(I ,L) is the closed subspace of PC(I ,L(,F ,P ;H)) consisting
of measurable Ft-adaptedH-valued processes u with norm ‖u‖ = sup{E‖u(t)‖, t ∈ I }.
The functions G , F , , ei, i = , , Ik , and h are apposite functions to be speciﬁed later.
The concept of semigroups of bounded linear operators is precisely relevant to dealing
with diﬀerential and integro-diﬀerential equations in Banach spaces. Lately, this strategy
has been utilized to a substantial type of nonlinear diﬀerential equations in Banach spaces.
Formore points of interest on this concept, we refer to Pazy []. In themidst of the past two
decades, fractional diﬀerential equations (FDEs) have picked up extensive vitality because
of their use in numerous sciences, including physical science, mechanics, and engineering
[, ]. There has been a lot of enthusiasm toward the solutions of fractional diﬀerential
equations in systematic and mathematical thoughts. For fundamental certainties about
fractional systems, we refer to the books [–], papers [–], and the references therein.
FDEs with delay features happen in several areas such as medical and physical with SDD
or nonconstant delay. Nowadays, the existence and controllability of mild solutions for
such problems became very attractive. As of late, a few papers have been published on the
fractional-order problems with SDD (see [–] and references therein). Particularly, in
[], the authors studied the existence of solutions for fractional integro-diﬀerential equa-
tions, whereas Benchohra et al. [, ] established the existence of mild solutions for frac-
tional integro-diﬀerential equations in Banach spaces. In [–], the authors investigate
the existence and approximate controllability results for neutral fractional diﬀerential (or
integro-diﬀerential) equations (or inclusions) in Banach spaces.
On the one hand, various evolutionary processes from ﬁelds in physics, population dy-
namics, aeronautics, economics, and engineering are characterized by the fact that they
undergo abrupt changes of state at certain moments of time between intervals of contin-
uous evolution. Because the duration of these changes is often negligible compared to the
total duration of the process, such changes can be reasonably well approximated as be-
ing instantaneous changes of state or in the form of impulses. These processes tend to be
more suitablymodeled by impulsive diﬀerential equations, which allow for discontinuities
in the evolution of the state. For more details on this theory and its applications, we refer
to the monographs of Lakshmikantham et al. [], Stamova [], Graef et al. [], Bainov
et al. [], Benchohra et al. [], the papers [, –], and the references therein.
On the other hand, the study of diﬀerential equations withNLCs is of signiﬁcance due to
its applications in problems in physics and other areas of applied mathematics. Byszewski
[] proved the existence of mild, strong, and classical solutions for the nonlocal Cauchy
problem. As commended by Byszewski and Lakshmikantham [], the NLCs can bemore
helpful than the standard initial condition to depict some physical marvels. There are nu-
merous papers involved with the NLCs; see [, ] and the references therein for illus-
trations.
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Anatural extension of a deterministic diﬀerential equationmodel is a system of stochas-
tic diﬀerential equations, where relevant parameters are modeled as suitable stochastic
processes. This is due to the fact that most problems in real-life situations are basically
modeled by stochastic equations rather than deterministic. Furthermore, it should be
mentioned that noise or stochastic perturbation is unavoidable in nature and man-made
systems. Thus, stochastic diﬀerential equations have attracted great interest due to their
extensive applications in describingmany sophisticated dynamical systems in physical, bi-
ological, medical, and social sciences; see [, –] and the references therein for details.
The existence, controllability, and other qualitative and quantitative attributes of
stochastic FDEs are the most advancing area of interest; for instance, see [, , –,
–]. In particular, Sakthivel et al. [, ] analyzed the existence and approximate con-
trollability of fractional stochastic integro-diﬀerential equations with inﬁnite delay by uti-
lizing the Krasnoselskii ﬁxed point theorem. Zang and Li [] discussed a new set of suﬃ-
cient conditions for approximate controllability of fractional impulsive neutral stochastic
diﬀerential equations with nonlocal conditions in Hilbert spaces under the Krasnoselskii-
Schaefer ﬁxed point theorem and stochastic analysis concept. Recently, Guendouzi et al.
[, , ] studied the existence and approximate controllability of diﬀerent types of frac-
tional stochastic diﬀerential and integro-diﬀerential systems with state-dependent delay
in Hilbert spaces under diﬀerent suitable ﬁxed point theorems, whereas Yan et al. [,
, , ] examined the existence and approximate controllability of fractional stochas-
tic diﬀerential systems with inﬁnite or state-dependent delay in Hilbert spaces with the
help of suitable ﬁxed point theorems. Very recently, Balasubramaniam and Tamilalagan
[] analyzed a new set of suﬃcient conditions for the approximate controllability of a
class of fractional neutral stochastic integro-diﬀerential inclusions with inﬁnite delay in
Hilbert spaces by utilizing the Bohnenblust-Karlin ﬁxed point theorem, Mainardi’s func-
tion, operator semigroups, and fractional calculus. Lately, Zhang et al. [] investigate the
approximate controllability of impulsive fractional stochastic diﬀerential equations with
state-dependent delay in Hilbert spaces with the help of fractional calculus and stochastic
analysis.
Rather than the present results, this paper has some positive aspects, namely: We in-
clude the integral term in F and  and present an appropriate notion of mild solution
of model (.)-(.) with the help of the Laplace transform and probability density func-
tions. Further, in Lemma ., we prove that our deﬁnition of mild solution satisﬁes the
given system. Then, we analyze the existence of mild solutions for IFNSIDS with NLCs
and SDD of problem (.)-(.) under the Krasnoselskii ﬁxed point theorem in B phase
spaces, and the results in [, ] might be observed as particular circumstances. By us-
ing the concept introduced in this paper, we can analyze the approximate controllability,
stability, and so on with necessary modiﬁcations. The further developments are clearly
given in the conclusion section.
Since impulsive eﬀects also widely exist in fractional stochastic diﬀerential systems, it
is important and necessary to discuss the qualitative properties for impulsive stochastic
fractional integro-diﬀerential equationswith nonlocal conditions and state-dependent de-
lay. However, to the authors’ knowledge, little is concerned with the existence results for
IFNSIDS with NLCs and SDD in Hilbert spaces. The purpose of this paper is to analyze
this fascinating model (.)-(.).
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The rest of the paper is organized as follows. In Section , we give some preliminaries,
basic deﬁnitions, lemmas, and results. In Section , we present and prove existence results
for problem (.)-(.) under the Krasnoselskii ﬁxed point theorem. In Section , as a last
point, an example is given to illustrate our theoretical results.
2 Preliminaries
Let (H,‖ · ‖H) and (K,‖ · ‖K) be two real separable Hilbert spaces.We utilize the same no-
tations ‖ · ‖ and (·, ·) to represent the norms and inner products inH andK. Let (,F ,P)
be a complete probability space furnished with a normal ﬁltration Ft , t ∈ I , satisfying
the usual conditions, and E(·) means the expectation with respect to the measure P . An
H-valued random variable is an F -measurable function u(t) :  → H, and a collection
of random variables W = {u(t,ω) :  → H|t∈T } is called a stochastic process. We sup-
press the dependence on ω ∈  and write u(t) instead of u(t,ω) and u(t) :I →H instead
of W . Let {βn}n≥ be a sequence of real-valued independent Brownian motions. We de-




λnβn(t)χn, t ≥ , where {χn}n≥ is a complete orthonormal system
inK, and λn ≥  (n = , , . . . ) are nonnegative real numbers. LetQ ∈L(K,K) be an opera-
tor satisfying Qχn = λnχn with tr(Q) =
∑∞
n= λn <∞. Then, the aboveK-valued stochastic
process W (t) becomes a Q-Wiener process. We assume that Ft = σ (W (s) :  ≤ s ≤ t) is
the σ -algebra generated byW and FT = F .
Let L(K,H) denote the space of all bounded linear operators fromK intoH possessing









If ‖ϕ‖Q < ∞, then ϕ is called a Q-Hilbert-Schmidt operator. Let LQ(K,H) be the space
of all Q-Hilbert-Schmidt operators ϕ. The completion LQ(K,H) of L(K,H) with respect
to the topology induced by the norm ‖ · ‖Q such that ‖ϕ‖Q = 〈ϕ,ϕ〉 is a Hilbert space with
this norm topology.
Without loss of generality, we assume that  ∈ ℘(A ), the resolvent set of A . Then for
 < η ≤ , it is possible to deﬁne the fractional power A η as a closed linear operator on
its domain D(A η), which is dense inH, and we denote byHη the Banach space of D(A η)
endowed with the norm ‖u‖η = ‖A ηu‖, which is equivalent to the graph norm of A η .
Lemma . [] Suppose that the preceding conditions are satisﬁed.
(i) If  < η ≤ , thenHη is a Banach space.
(ii) If  < ν ≤ η, then the embeddingHν ⊂Hη is compact whenever the resolvent
operator of A is compact.
(iii) For every η ∈ (, ], there exists a positive constant Cη such that
∥∥A ηT(t)
∥∥ ≤ Cηtη , t > .
It needs to be outlined that, once the delay is inﬁnite, we should talk about the theoretical
phase space B in a beneﬁcial way.
We assume that the phase space (B,‖ · ‖B) is a seminormed linear space of F-
measurable functions mapping (–∞, ] into H and fulﬁlling the subsequent elementary
axioms as a result of Hale and Kato (see [, , ]).
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If u : (–∞,T] → H, T > , is continuous on I and u ∈ B, then, for every t ∈ I , the
accompanying conditions hold:
(P) ut is in B;
(P) ‖u(t)‖ ≤H‖ut‖B ;
(P) ‖ut‖B ≤ E(t) sup{‖u(s)‖ :  ≤ s ≤ t} + E(t)‖u‖B , where H >  is a constant, E(·) :
[, +∞) → [, +∞) is continuous, E(·) : [, +∞) → [, +∞) is locally bounded, and
E, E are independent of u(·).
(P) The function t → ϕt is well described and continuous from the set
R(–) = {(s,ψ) : (s,ψ) ∈ I ×B},
into B, and there is a continuous and bounded function Jϕ :R(–)→ (,∞) such that
E‖ϕt‖B ≤ Jϕ(t)E‖ϕ‖B for every t ∈R(–).
(P) For the function u(·) in (P), ut is a B-valued continuous function on [,T).
(P) The space B is complete.
Let u : (–∞,T] → H be an Ft-adapted measurable process such that u = ϕ(t) ∈
L(,B) is an F-adapted process. Then







∥} + E ∗ E‖ϕ‖B ,
where E ∗ = sups∈I E(s) and E ∗ = sups∈I E(s).
Lemma . [] Let u : (–∞,T]→H be a function such that u = ϕ, u ∈PC(I ,L), and
(P) holds. Then










E ∗ + Jϕ
)
E‖u‖B , s ∈R
(
–
) ∪ I ,




u : (–∞,T]→H such that u ∈ B and u|I ∈PC
(
I ,L)}.
The function ‖ · ‖BT deﬁned as






 : s ∈ [,T]}, u ∈ BT ,
is a seminorm in BT .
Now, we provide some additional fundamental deﬁnitions and outcomes of the frac-
tional calculus theory.
Deﬁnition . [] The fractional integral of order γ with the lower limit zero for a func-
tion f is deﬁned by






(t – s)–γ ds, t > ,γ > ,
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provided that the right part is pointwise deﬁned on [,+∞), where  is the gamma func-
tion.
Deﬁnition . [] The Riemann-Liouville derivative of order γ with the lower limit zero
for a function f ∈L(I ,H) is deﬁned by
Dγt f (t) =







(t – s)–n+γ ds, t > ,n –  < γ < n.
Deﬁnition . [, ] The Caputo derivative of order γ for a function f ∈ L(I ,H) is
deﬁned by
CDγt f (t) =Dγt
(
f (t) – f ()
)
, t > , < γ < .












λα – z dλ, α,β > , z ∈ C˜,
where ϒ is a contour which starts and ends at –∞ and encircles the disc |λ| ≤ |z| α
counter-clockwise, and C˜ denotes the complex plane. For short, set Eα(z) = Eα,(z).











(n – )!(nα) sin(nπα),  < α < , z ∈ C˜.
Presently, we are in a position to characterize themild solution for system (.)-(.). For
this, we ﬁrst consider the system
CDαt x(t) =A x(t) +F (t)
dw(t)
dt , (.)
x() = x, (.)
where CDαt andA are deﬁned in (.)-(.). Now, we ﬁrst consider the classical solutions to
problem (.)-(.). Then, based on the expression of such solutions, we deﬁne the mild
solutions of problem (.)-(.). Finally, we obtain relations between the analytic semi-
group {T(t)}t≥ and some solution operators.
Lemma. ([], Lemma ) LetA be the inﬁnitesimal generator of an analytic semigroup
{T(t)}t≥. Then, if F satisﬁes the uniform Hölder condition with exponent β ∈ (, ], then
the solutions of the Cauchy system (.)-(.) are ﬁxed points of the operator equation
x(t) = Tα(t)x +
∫ t

Sα(t – s)F (s)dw(s), (.)
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where















Here C is a suitable path satisfying λα /∈ μ + Sθ for some λ ∈ C.
Proof According to the Deﬁnitions . and ., we rewrite the Cauchy system (.)-(.)
as the equivalent integral equation












(t – s)–α dw(s). (.)











































































(L x)(λ) – 
λα






























Since λα(λα –A )– = I +A (λα –A )–, taking the inverse Laplace transform of the above
equation, we obtain
x(t) = Tα(t)x +
∫ t

Sα(t – s)F (s)dw(s).
Note that F satisﬁes the uniform Hölder condition with exponent β ∈ (, ). Hence, the
classical solutions of Cauchy system (.)-(.) are ﬁxed points of the operator equation
(.). 
In view of Lemma ., we determine the mild solutions of system (.)-(.).
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Deﬁnition . A function x :I →H is said to be a mild solution of problem (.)-(.)
if x ∈ C(I ,H) fulﬁlls the accompanying integral equation
x(t) = Tα(t)x +
∫ t

Sα(t – s)F (s)dw(s), t ∈ I .
Remark . It is straightforward to conﬁrm that the classical solution of system (.)-(.)
is a mild solution of the same system. Thus, Deﬁnition . is correct (see [, ]).
Lemma. ([], Lemma ) LetA be the inﬁnitesimal generator of an analytic semigroup



























φα(r)dr =  and
∫ ∞

rηφα(r)dr ≤ , ≤ η ≤ .
Proof For all x ∈D(A )⊂H, we have









where α ∈ (, ), ψα(r) = π
∑
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α ) is the probability density function on (,∞) such that
∫ ∞

φα(r)dr =  and
∫ ∞

rηφα(r)dr ≤ , ≤ η ≤ .
By Lemma . and Eq. (.), we have
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Thus,


















































 φα(r)dr = . 























, k = , , . . . ,n, (.)
x() + h(x) = ϕ(), (.)
where CDαt and A are as deﬁned in (.)-(.), and F , , G are appropriate functions.
By Deﬁnitions . and ., the general integral equation of system (.)-(.) can be
expressed as





























































































By the same calculations as in [] and by the properties of the Laplace transform we
obtain a mild solution of system (.)-(.),
x(t) = Tα(t)
[







































where Tα and Sα are deﬁned in (.).
Next, we shall show that, indeed, this mild solution satisﬁes system (.)-(.). To prove
this, we ﬁrst prove the following crucial lemma.
Lemma . ([], Lemma .) Let A be the inﬁnitesimal generator of an analytic semi-






























































where Tα(t) and Sα(t) are deﬁned in (.).




























































































































































































































































































































































































































































From the previous discussion we observe that our deﬁnition of a mild solution satisﬁes
the given system (.)-(.). In accordance with discussion, we deﬁne a mild solution of
the model (.)-(.).
Deﬁnition . ([], Deﬁnition .) A stochastic process u : (–∞,T]→H is called amild
solution of system (.)-(.) if
(i) u(t) is measurable and Ft-adapted for each t ∈ I ;
(ii) u(tk) = u(t+k ) – u(t–k ) = Ik(x(t–k )), k = , , . . . ,n;
(iii) u() + h(u) = ϕ;
(iv) u(t) is continuous on I , the function A Sα(t – s)G (s,u(s,us)) is integrable, and the
following stochastic integral equation is satisﬁed:
u(t) =Tα(t)
[
ϕ() – h(u) – G (,ϕ)
]





































(v) u(·) = ϕ ∈ B on (–∞, ], and ‖ϕ‖B <∞.
3 Existence results
In this section, we show the existence of solutions for model (.)-(.) under the Kras-
noselskii ﬁxed point theorem [] using the operator semigroup theory and fractional cal-
culus.
We introduce the following hypotheses:
(H) The function G :I ×B →H is continuous, and there exist constants β ∈ (, )
andMG >  such that G isHβ -valued and satisﬁes the following conditions:
E
∥
∥A βG (t,x) –A βG (t, y)
∥









, t ∈ I ,x ∈ B.
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(H) The function F :I ×B ×H →H satisﬁes the following properties:
(i) For each t ∈ I , the function F (t, ·, ·) : B ×H →H is continuous.
(ii) For each (x,φ) ∈ B ×H, the function F (·,x,φ) :I →H is strongly
measurable.
(iii) There exists a positive integrable function mF ∈L(I ) and a continuous
nondecreasing function F : [,∞)→ (,∞) such that for all











(H) The function ei :D×B →H, whereD = {(t, s) ∈ I ×I ; ≤ s≤ t ≤ T}, satisﬁes:
(i) For each (t, s) ∈D, the function ei(t, s, ·) : B →H is continuous, and for each
x ∈ B, the function ei(·, ·,x) :D →H is strongly measurable.









for i = ,  and j = , .
(H) The function  :I ×B ×H→L(K,H) satisﬁes the following properties:
(i) For each t ∈ I , the function (t, ·, ·) : B ×H→L(K,H) is continuous.
(ii) For each (x,φ) ∈ B ×H, the function (·,x,φ) :I →L(K,H) is strongly
measurable.
(iii) There exists a positive integrable function m ∈L(I ) and a continuous
non-decreasing function  : [,∞)→ (,∞) such that, for all












r = ˜ <∞.
(H) The functions Ik : B →H,k = , , . . . ,n, are continuous, and there exist











r = γk <∞.
(H) The function h : B →H is continuous, and there exists a constantMh >  such






Now, we are in a position to derive the existence results for model (.)-(.).
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Theorem . Let assumptions (H)-(H) hold. Then system (.)-(.) has a mild solution




























whereN = ‖A –β‖.
Proof Let us transformmodel (.)-(.) into a ﬁxed-point problem. Consider the operator





ϕ(t), t ∈ (–∞, ],
Tα(t)[ϕ() – h(u) – G (,ϕ)] + G (t,u(t,ut ))
+
∫ t
 A Sα(t – s)G (s,u(s,us))ds
+
∫ t
 Sα(t – s)F (s,u(s,us),
∫ s
 e(s, τ ,u(τ ,uτ ))dτ )ds
+
∫ t
 Sα(t – s)(s,u(s,us),
∫ s
 e(s, τ ,u(τ ,uτ ))dτ )dw(s)
+
∑
<tk<t Tα(t – tk)Ik(u(t–k )), t ∈ I .
By Lemma ., for any u ∈H and β ∈ (, ), we have





































(+q) for all q ∈ [, ] (see [],









( + αβ) . (.)
Then, by (.) and (.) it is easy to see that
∥












It is obvious that the function s → A Sα(t – s)G (s,u(s,us)) is integrable on [, t) for every
t > .
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It is evident that the ﬁxed points of the operatorϒ aremild solutions ofmodel (.)-(.).





ϕ(t), t ≤ ,
Tα(t)ϕ(), t ∈ I .





, t ≤ ,
z(t), t ∈ I .
If u fulﬁlls (.), then we are able to split it as u(t) = z(t) + x(t), t ∈ I , which suggests to
take ut = zt + xt for t ∈ I , and the function z satisﬁes
z(t) = Tα(t)
[
–h(zt + xt) – G (,ϕ)
]










s, z(s,zs+xs) + x(s,zs+xs),
∫ s









s, z(s,zs+xs) + x(s,zs+xs),
∫ s







Tα(t – tk)Ik(z(t–k ) + x(t–k )), t ∈ I .
















 , z ∈ BT .
As a result, (BT ,‖ · ‖BT ) is a Banach space. Set Br = {z ∈ B

T : ‖z‖ ≤ r} for some r ≥ ;
then, for each r,Br ⊂ BT clearly is a bounded closed convex set. For z ∈ Br , by Lemma .
and by the above discussion we get
E‖z(t,zt+xt ) + x(t,zt+xt )‖B













E ∗ + Jϕ
)
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E ∗ + Jϕ
)
E‖ϕ‖B
≤ E ∗ r + cn = r∗, (.)
where cn = [E ∗ ME‖ϕ()‖H + (E ∗ + Jϕ)E‖ϕ‖B], and


















































+ E ∗ E‖ϕ‖B
)
≤ E ∗ r + c˜n = r˜, (.)
where c˜n = [E ∗ ME‖ϕ()‖H + E ∗ E‖ϕ‖B]. We deﬁne the operator ϒ :BT → BT by
(ϒz)(t) = Tα(t)
[
–h(zt + xt) – G (,ϕ)
]











s, z(s,zs+xs) + x(s,zs+xs),
∫ s










s, z(s,zs+xs) + x(s,zs+xs),
∫ s









z(t–k ) + x(t–k )
)
, t ∈ I .
We see that the operator ϒ has a ﬁxed point if and only if ϒ has a ﬁxed point. Thus, let
us demonstrate that ϒ has a ﬁxed point.
Now, for t ∈ I , we split ϒ as ϒ  +ϒ, where




A Sα(t – s)G (s, z(s,zs+xs) + x(s,zs+xs))ds, t ∈ I ,
and
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× F (s, z(s,zs+xs) + x(s,zs+xs),
∫ s






× (s, z(s,zs+xs) + x(s,zs+xs),
∫ s





Tα(t – tk)Ik(z(t–k ) + x(t–k )), t ∈ I .
The proof of the theorem is lengthy and technical. Therefore, it is practical to split it
into several steps.
Step : ϒ(Br)⊂ Br for some r > .
We assume that there exists a positive integer r such that ϒ(Br) ⊂ Br . If this were not
true, then for each positive number r, we could ﬁnd a function zr(·) ∈ Br such that ϒ(zr) /∈














































s, τ , zr























s, τ , zr























































































≤ MMhE ∗ r +C,
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≤ N MG E ∗ r +C,


































































 + E ∗ r + cn
)





























s, τ , zr







































s, τ , zr
(τ ,zrτ+xτ ) + x(τ ,zrτ+xτ )
)∥∥ dτ
)




























s, τ , zr

























s, τ , zr





























s, τ , zr






































s, τ , zr

































































































E ∗ r + c˜n
]




where C = MH ˜cnn
∑n
k=MIk . Combining the estimates (J)-(J) together with (.),
we obtain
r ≤ E∥∥ϒ(zr)(t)∥∥
≤ MMhE ∗ r +C + N MG E ∗ r +C






























































which is a contradiction to (.). For this reason, for some positive number r, we have
ϒ(Br)⊂ Br .
Step : ϒ  is contraction.











∥G (t, z(t,zt+xt ) + x(t,zt+xt )) – G
(









A Sα(t – s)G
(






≤ E∥∥G (t, z(t,zt+xt ) + x(t,zt+xt )) – G
(








A Sα(t – s)
[
G (s, z(s,zs+xs) + x(s,zs+xs)) – G
(







= J + J. (.)
From (.), Lemma ., and (H) we get
J = E
∥∥G (t, z(t,zt+xt ) + x(t,zt+xt )) – G
(
t, z∗(t,z∗t +xt ) + x(t,z∗t +xt )
)∥∥
≤ ∥∥A –β∥∥E∥∥A βG (t, z(t,zt+xt ) + x(t,zt+xt )) –A βG
(
t, z∗(t,z∗t +xt ) + x(t,z∗t +xt )
)∥∥
≤ N MGE
















A Sα(t – s)
[
G (s, z(s,zs+xs) + x(s,zs+xs)) – G
(
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whereN = MG E ∗ [N  + (C–β(+β)(+αβ) T
αβ
β
)] < . Hence, ϒ  is a contraction.
Step : ϒ maps bounded sets into bounded sets in Br .
It is suﬃcient to show that there exists a positive constant such that, for each z ∈ Br =

















s, z(s,zs+xs) + x(s,zs+xs),
∫ s
















s, z(s,zs+xs) + x(s,zs+xs),
∫ s












































































s, z(s,zs+xs) + x(s,zs+xs),
∫ s















(t – s)α–mF (s)F
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×
(


































s, z(s,zs+xs) + x(s,zs+xs),
∫ s























































































































Then, for all z ∈ Br , we have ‖ϒz‖ ≤ . Hence, ϒ maps bounded sets to bounded sets
in Br .
Step : ϒ maps bounded sets into equicontinuous sets of Br . Let  <  < t < T and δ > 
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× F
(
s, z(s,zs+xs) + x(s,zs+xs),
∫ s

























s, z(s,zs+xs) + x(s,zs+xs),
∫ s





















s, z(s,zs+xs) + x(s,zs+xs),
∫ s



























s, z(s,zs+xs) + x(s,zs+xs),
∫ s

























s, z(s,zs+xs) + x(s,zs+xs),
∫ s






















s, z(s,zs+xs) + x(s,zs+xs),
∫ s





















































































































s, z(s,zs+xs) + x(s,zs+xs),
∫ s

































s, z(s,zs+xs) + x(s,zs+xs),
∫ s








































s, z(s,zs+xs) + x(s,zs+xs),
∫ s
































s, z(s,zs+xs) + x(s,zs+xs),
∫ s












































s, z(s,zs+xs) + x(s,zs+xs),
∫ s
























s, z(s,zs+xs) + x(s,zs+xs),
∫ s











































s, z(s,zs+xs) + x(s,zs+xs),
∫ s































s, z(s,zs+xs) + x(s,zs+xs),
∫ s










































s, z(s,zs+xs) + x(s,zs+xs),
∫ s


































s, z(s,zs+xs) + x(s,zs+xs),
∫ s













































s, z(s,zs+xs) + x(s,zs+xs),
∫ s

























s, z(s,zs+xs) + x(s,zs+xs),
∫ s











































































































































































































































































































Therefore, for  suﬃciently small, the right-hand side of the above inequality tends to zero
as t → t. By [], Lemma ., the compactness of Tα(t) signiﬁes the continuity in the uni-
form operator topology on I . As a result, the set V(t) = {ϒz : z ∈ Br} is equicontinuous.
Step : ϒ maps Br into a precompact set inH.
Now, we shall prove that V(t) = {(ϒz)(t) : z ∈ Br} is relatively compact inH. Obviously,
V(t) is relatively compact inBT for t = . Let  < t ≤ T be ﬁxed, and let  be a real number














–h(zt + xt) – G (,ϕ)
]
dr












s, z(s,zs+xs) + x(s,zs+xs),
∫ s















s, z(s,zs+xs) + x(s,zs+xs),
∫ s
















































s, z(s,zs+xs) + x(s,zs+xs),
∫ s



















s, z(s,zs+xs) + x(s,zs+xs),
∫ s



























Then from the compactness of T(αδ) (αδ > ) it follows that the set V,δ(t) = {(ϒ,δ z)(t) :








































s, z(s,zs+xs) + x(s,zs+xs),
∫ s





















s, z(s,zs+xs) + x(s,zs+xs),
∫ s






















s, z(s,zs+xs) + x(s,zs+xs),
∫ s


















Kalamani et al. Advances in Diﬀerence Equations  (2016) 2016:163 Page 29 of 36
× 
(
s, z(s,zs+xs) + x(s,zs+xs),
∫ s





















































































s, z(s,zs+xs) + x(s,zs+xs),
∫ s






































s, z(s,zs+xs) + x(s,zs+xs),
∫ s




































s, z(s,zs+xs) + x(s,zs+xs),
∫ s






































s, z(s,zs+xs) + x(s,zs+xs),
∫ s















































Kalamani et al. Advances in Diﬀerence Equations  (2016) 2016:163 Page 30 of 36










































































































This implies that there are relatively compact sets arbitrarily close to the set V(t), t > .
As a result, V(t) = {(ϒz)(t) : z ∈ Br} is also relatively compact inH.
Therefore, by the Arzelà-Ascoli theorem the operator ϒ is completely continuous.
Consequently, by the Krasnoselskii ﬁxed point theorem [], Lemma ., we get that ϒ
has at least one ﬁxed point z∗ ∈ BT . Let u(t) = z∗ (t) + x(t) on (–∞,T]. Along these lines,
u is a ﬁxed point of the operator ϒ , which is a mild solution of problem (.)-(.). The
proof is now ﬁnished. 
4 Application









































































x ∈ [,π ], ≤ t ≤ T , (.)
u(t, ) =  = u(t,π ), t ≥ , (.)








ηk(s – tk)u(s,x)ds, k = , , . . . ,n, (.)
where β(t) is a standard cylindrical Wiener process in H deﬁned on a stochastic space
(,F , {Ft},P),Dαt is Caputo’s fractional derivative of order  < α < , ϕ is continuous, and
 < t < t < · · · < tn < T are preﬁxed numbers. We consider H = K = L[,π ] with norm
‖ · ‖L and deﬁne the operator A :D(A )⊂H→H by A w = w′′ with the domain
D(A ) =
{










sin(ns), n = , , . . . , is an orthogonal set of eigenvectors of A . It is well





e–nt〈w,wn〉wn for all w ∈H and t > .
If we ﬁx β =  , then the operator (A )

 is given by








where (D(A )  ) = {ω(·) ∈ H : ∑∞n= n〈ω,wn〉wn ∈ H} and ‖(A )–





ϕ ∈ C((–∞, ],H) : lim
θ→–∞ e
γ θϕ(θ ) exists inH
}
,
and let ‖ϕ‖B = supθ∈(–∞,]{eγ θ‖ϕ(θ )‖L}. Then (B,‖ · ‖B) is a Banach space satisfying (P)-
(P) with H = , E(t) = max{, e–γ t}, E(t) = e–γ t . Therefore, for (t,ϕ) ∈ [,T]× B, where
ϕ(θ )(x) = ϕ(θ ,x), (θ ,x) ∈ (–∞, ]× [,π ], setting








μ(θ )ϕ(θ )(x)dθ ,











































Then using these conﬁgurations, system (.)-(.) is usually written in the theoretical
form of problem (.)-(.).
Suppose further that:
(i) the functions i : [,∞)→ [,∞), i = , , are continuous;
(ii) the function μ(θ )≥  is continuous in (–∞, ] and satisﬁes
∫ 
–∞























































with mF (t) =m(t) +
√
πm(t) and m(t) =m(t) +
√
πm(t).




















r = ˜ <∞,
where F , : [,∞)→ (,∞) are continuous and nondecreasing functions;
(vi) the functions ηk ∈ C(R+,R+),k = , , . . . ,n, are ﬁnite.
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≤MG ‖ϕ – ϕ‖B .
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Since F : [,∞) → (,∞) is a continuous and nondecreasing function, we can take
F (r) =F (r) in (H).


















































































































































Since  : [,∞) → (,∞) is a continuous and nondecreasing function, we can take
(r) = (r) in (H). Therefore, hypotheses (H)-(H) are satisﬁed. Furthermore, if
(H), (H), and the bounds in (.) are satisﬁed, then system (.)-(.) has amild solution
on I .
5 Conclusion
In this paper, we have studied the existence results for impulsive stochastic fractional neu-
tral integro-diﬀerential systems with nonlocal and state-dependent delay conditions in a
Hilbert space.More precisely, by utilizing the stochastic analysis theory, fractional powers
of operators, and the Krasnoselskii ﬁxed point theorem, we investigate the IFNSIDS with
NLCs and SDD in a Hilbert space. To validate the obtained theoretical results, we ana-
lyze one example. The FDEs are very eﬃcient to describe the real-life phenomena; thus, it
is essential to extend the present study to establish the other qualitative and quantitative
properties such as stability and controllability.
There are two direct issues that require further study. First, we will investigate the ap-
proximate controllability of fractional neutral stochastic integro-diﬀerential systems with
state-dependent delay in the cases of a noncompact operator and a normal topological
space. Second, we will study the approximate controllability of a new class of impulsive
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fractional stochastic diﬀerential equations with state-dependent delay and noninstanta-
neous impulses as discussed in [].
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