A multi-type continuous state and continuous time branching process with immigration satisfying some moment conditions is identified as a pathwise unique strong solution of certain stochastic differential equation with jumps.
Introduction
Continuous state and continuous time branching processes with immigration (CBI processes) arise as high density limits of Galton-Watson branching processes with immigration, see, e.g., Li [12, Theorem 3.43 ] without immigration and Li [11] with immigration. A single-type continuous state and continuous time branching process (CB process) is a non-negative Markov process with a branching property. This class of processes has been first introduced by Jiřina [8] both in discrete and continuous times. As a generalization of CB processes, Kawazu and Watanabe [10] introduced the more general class of CBI processes, where immigrants may come from outer sources. They defined a single-type CBI process as an [0, ∞]-valued Markov process with ∞ as a trap in terms of Laplace transforms, see [10, Definition 1.1] . An analytic characterization of CBI processes was also presented by giving the explicit form of the corresponding non-negative strongly continuous contraction semigroup, see [10, Theorem 1.1']. Further, limit theorems for Galton-Watson branching processes with immigration towards CBI processes were also investigated, see [ 2 -valued Markov processes satisfying a branching property. He characterized them in an analytic way by giving the explicit form of the infinitesimal generator of the corresponding non-negative strongly continuous contraction semigroup, see Watanabe [15, Theorem 1] . It was also shown that a two-type diffusion CB process can be obtained as a pathwise unique strong solution of an SDE (without jumps), see Watanabe [15, Theorem 3] . Recently, for a special two-type (not necessarily diffusion) CBI process (with a special immigration mechanism), an SDE with jumps (a special case of the SDE (3.2) given later on) has already been presented by Ma [13, Theorem 2.1] together with the existence of a pathwise unique [0, ∞)
2 -valued strong solution of this SDE (where a Yamada-Watanabe type result for SDEs with jumps has been implicitly used without proving or referring to it).
The aim of the present paper is to derive and study an SDE with jumps for a general multi-type CBI process. Next, we give an overview of the structure of the paper.
In Section 2 we recall some facts about CBI processes (e.g., set of admissible parameters, infinitesimal generator) with special emphasis on their identification (under some moment conditions) as special immigration superprocesses.
In Section 3 we formulate an SDE and, under the same moment conditions, we prove that this SDE admits an [0, ∞) d -valued weak solution which is unique in the sense of probability law among [0, ∞) d -valued weak solutions. Moreover, it turns out that any [0, ∞) d -valued weak solution of this SDE is a CBI process, see Theorem 3.7. For the proof of Theorem 3.7, we need a formula for the first moment of a CBI process, see Lemma 3.4.
In Section 4 we prove that, under the same moment conditions, there is a pathwise unique [0, ∞) d -valued strong solution to the SDE (3.2) and the solution is a CBI process, see Theorem 4.6. For the proof, we need a comparison theorem for the SDE (3.2) (see, Lemma 4.2), which, in particular, yields that pathwise uniqueness holds for the SDE (3.2) among [0, ∞) d -valued weak solutions.
In Section 5 we specialize our SDE (3.2) to dimension 1 and 2, respectively, which enables us to compare our results with those of Dawson and Li [2, Theorems 5.1 and 5.2] (single-type) and Ma [13, Theorem 2.1] (two-type), respectively. Moreover, we discuss a special case of the SDE (3.2) with ν = 0, µ i = 0, i ∈ {1, . . . , d}, i.e., without integrals with respect to (compensated) Poisson random measures (corresponding to the so-called multi-factor CoxIngersoll-Ross process if B is diagonal, see, e.g., Jagannathan et al. [7] ), and another special case with c = 0, i.e., without integral with respect to a Wiener process.
In Appendix A we present some facts about extensions of probability spaces.
Multi-type CBI processes
Let Z + , N, R, R + and R ++ denote the set of non-negative integers, positive integers, real numbers, non-negative real numbers and positive real numbers, respectively. For x, y ∈ R, we will use the notations x ∧ y := min{x, y} and x + := max{0, x}. By x and A , we denote the Euclidean norm of a vector x ∈ R d and the induced matrix norm of a matrix A ∈ R d×d , respectively. The natural basis in R d and the Borel σ-algebras on R d and on R d + will be denoted by e 1 , . . . , e d , and by B(R d ) and B(R d + ), respectively. The d-dimensional unit matrix is denoted by I d . For x = (x i ) i∈{1,...,d} ∈ R d and y = (y i ) i∈{1,...,d} ∈ R d , we will use the notation x y indicating that x i y i for all i ∈ {1, . . . , d}. By C 
Definition. A matrix
d×d is called essentially non-negative if a i,j ∈ R + whenever i, j ∈ {1, . . . , d} with i = j, i.e., if A has non-negative off-diagonal entries. The set of essentially non-negative d × d matrices will be denoted by R d×d (+) .
Definition.
A tuple (d, c, β, B, ν, µ) is called a set of admissible parameters if
2.3 Remark. Our Definition 2.2 of the set of admissible parameters is a special case of Definition 2.6 in Duffie et al. [4] , which is suitable for all affine processes. Namely, one should take m = d, n = 0 and zero killing rate in Definition 2.6 in Duffie et al. [4] noting also that part (v) of our Definition 2.2 is equivalent to the corresponding one U d 2.4 Theorem. Let (d, c, β, B, ν, µ) be a set of admissible parameters in the sense of Definition 2.2. Then there exists a unique transition semigroup (P t ) t∈R + acting on the Banach space (endowed with the supremum norm) of real-valued bounded Borel-measurable functions on the state space R d + such that its infinitesimal generator is
. . , d}, denote the first and second order partial derivatives of f with respect to its i-th variable, respectively, and
Moreover, the Laplace transform of the transition semigroup (P t ) t∈R + has a representation
where, for any
+ is the unique locally bounded solution to the system of differential equations
+ and i ∈ {1, . . . , d}, and
2.5 Remark. This theorem is a special case of Theorem 2.7 of Duffie et al. [4] with m = d, n = 0 and zero killing rate. In what follows, we will identify a multi-type CBI process (X t ) t∈R + with parameters (d, c, β, B, ν, µ) under some moment conditions as a special immigration superprocess. First we parametrize the family of immigration superprocesses for which Theorem 9.18 in Li [12] is valid. We will use some notations of the book of Li [12] . For a locally compact separable metric space E, let us introduce the following function spaces:
• B(E) is the space of bounded real-valued Borel functions on E,
+ is the space of bounded non-negative real-valued Borel functions on E,
• C(E) is the space of bounded continuous real-valued functions on E,
• C(E) + is the space of bounded continuous non-negative real-valued functions on E,
• C 0 (E) is the space of continuous real functions on E vanishing at infinity.
Let M(E) denote the space of finite Borel measures on E. We write µ(f ) := E f (x) µ(dx) for the integral of a function f : E → R with respect to a measure µ ∈ M(E) if the integral exists.
A tuple E, (R t ) t∈R + , c, β, b, B, H 1 , H 2 is called a set of admissible parameters if (i) E is a locally compact separable metric space,
(ii) (R t ) t∈R + is the transition semigroup of a Hunt process
with values in E (see, e.g., Li [12, page 314]) such that (R t ) t∈R + preserves C 0 (E), and R + ∋ t → R t f ∈ C 0 (E) is continuous in the supremum norm for every f ∈ C 0 (E),
is continuous with respect to the topology of weak convergence in M(E)
• , and the operators
where κ x (dy) denotes the restriction of κ(dy) to E \ {x}, and by γ(·, f ) we mean the function E ∋ x → γ(x, f ) := E f (y) γ(x, dy).
2.8 Remark. Note that Condition (2.25) in Li [12] readily follows from (vii) of Definition 2.7, since a function in C 0 (E) is bounded, hence
where we used that B(x, 1) ∈ R + for all x ∈ E. ✷ 2.9 Theorem. Let E, (R t ) t∈R + , c, β, b, B, H 1 , H 2 be a set of admissible parameters in the sense of Definition 2.7. Then there exists a unique transition semigroup (Q t ) t∈R + acting on the Banach space (endowed with the supremum norm) of real-valued bounded Borel-measurable functions on the state space M(E) such that its infinitesimal generator is
3)
, where A denotes the strong generator of (R t ) t∈R + defined by
where the limit is taken in the supremum norm, and the domain D 0 (A) of A is the totality of functions f ∈ C 0 (E) for which the above limit exists,
and F ′′ (µ; x) is defined by the limit with F (·) replaced by F ′ (·; x).
Moreover, the Laplace transform of the transition semigroup (Q t ) t∈R + has a representation
where, for any x ∈ E and f ∈ B(E) + , the continuously differentiable function R + ∋ t → V t f (x) ∈ R + is the unique locally bounded solution to the integral evolution equation
for x ∈ E and f ∈ B(E) + , and
Proof. Formula (2.4), which is, in fact, formula (9.18) in Li [12] , defines a transition semigroup of an immigration superprocess corresponding to the skew convolution semigroup given by (9.7) in Li [12] . Theorem 9.18 in Li [12] In what follows, we identify a multi-type CBI process (X t ) t∈R + with parameters (d, c, β, B, ν, µ) under the moment conditions (2.5)
as a special immigration superprocess.
First we introduce the modified parameters β := ( β i ) i∈{1,...,d} , B := ( b i,j ) i,j∈{1,...,d} and D := (d i,j ) i,j∈{1,...,d} given by 
(vi) B(x, dy) is the kernel on E given by B(i, {i}) := 0 for i ∈ {1, . . . , d} and B(i, {j}) := b j,i for i, j ∈ {1, . . . , d} with i = j,
• is identified with the measure µ i on U d for each i ∈ {1, . . . , d}.
If (Ω, F , (F t ) t∈R + , P) is a filtered probability space satisfying the usual hypotheses and (Y t ) t∈R + is a càdlàg immigration superprocess with parameters E,
, is a multi-type CBI process with parameters (d, c, β, B, ν, µ) satisfying E( X 0 ) < ∞. The infinitesimal generator (2.1) of (X t ) t∈R + can also be written in the form
Proof. The discrete metric space {1, . . . , d} is trivially a locally compact separable metric space. Clearly, R t f := f , f ∈ B(E), t ∈ R + , is the transition semigroup of the Hunt process
Moreover, (R t ) t∈R + trivially satisfies (ii) of Definition 2.7, and (iii), (iv) and (v) of Definition 2.7 trivially hold. Further (vi) of Definition 2.7 also holds, since
dκ) is continuous with respect to the topology of weak convergence in M(E)
• . In order to show that the operator
preserve C 0 (E) + , it suffices to observe that for each λ ∈ R d + and i ∈ {1, . . . , d}, we have
which follows from the estimate for µ ∈ M(E), f ∈ B(E) + and t ∈ R + , hence we obtain
where, for any i ∈ {1, . . . , d} and
) is the unique locally bounded solution to the integral evolution equation
We have (2.13)
since, by (2.10),
Moreover, we can write the functions ϕ i , i ∈ {1, . . . , d}, in the form
+ and i ∈ {1, . . . , d}. Indeed, by (2.9) and (2.10),
Finally, (2.12) follows from
using (2.8), (2.9) and (2.10). ✷ 3 Multi-type CBI process as a weak solution of an SDE
and
where
(Recall that U 1 = R ++ .) Let m be the uniquely defined measure on
such that m(V \ R) = 0 and its restrictions on R j , j ∈ {0, 1, . . . , d}, are
where we identify R 0 with U d and R 1 , . . . , R d with U d × U 1 in a natural way. Using again this identification, let h :
otherwise.
Consider the decomposition R = V 0 ∪ V 1 , where
. . , d}, k ∈ {0, 1}, and
Then the sets V 0 and V 1 are disjoint, and the function h can be decomposed in the form h = f + g with
Let (d, c, β, B, ν, µ) be a set of admissible parameters in the sense of Definition 2.2 such that the moment conditions (2.5) hold. Let us consider the d-dimensional SDE (3.2)
where the functions b :
is a Poisson random measure on R ++ × V with intensity measure ds m(dr), and N(ds, dr) := N(ds, dr) − ds m(dr). For a short review on point measures and point processes needed for this paper, see, e.g., Barczy et al. [1, Section 2].
3.1 Definition. Let n be a probability measure on
+ -valued weak solution of the SDE (3.2) with initial distribution n is a tuple Ω, F , (F t ) t∈R + , P, W , p, X , where (D1) (Ω, F , (F t ) t∈R + , P) is a filtered probability space satisfying the usual hypotheses; Moreover, if E t 0 X s ds < ∞ for all t ∈ R + , and the moment conditions (2.5) hold, then conditions (D4)(b)-(d) are satisfied, and the mappings 
by (2.11), and
by (2.8) and (2.5). Note that if (X t ) t∈R + is a CBI process with E( X 0 ) < ∞ satisfying the moment conditions (2.5), then E t 0 X s ds < ∞ for all t ∈ R + , see Lemma 3.4. ✷ 3.3 Remark. Note that if conditions (D1)-(D3) are satisfied, then W and p are automatically independent according to Theorem 6.3 in Chapter II of Ikeda and Watanabe [6] , since the intensity measure ds m(dr) of p is deterministic. Moreover, if Ω,
2), then F 0 , W and p are mutually independent, and hence X 0 , W and p are mutually independent as well, see, e.g., Barczy et al. [1, Remark 3.4] . ✷ 3.4 Lemma. Let (X t ) t∈R + be a CBI process with parameters (d, c, β, B, ν, µ) and with initial distribution n satisfying R d
Proof. By the tower rule for conditional expectations, it suffices to show
where the conditional expectation E(
is meant in the generalized sense, see, e.g., Stroock [14, Theorem 5.1.6] . In order to show (3.3), it is enough to check that for a CBI process (X t ) t∈R + with initial value X 0 = x ∈ R d + , we have
Indeed, let φ n : R 
hence we conclude (3.3).
In order to show (3.4), we are going to apply Proposition 9.11 of Li [12] for the immigration superprocess given in Lemma 2.11. For each f ∈ B(E) and i ∈ E, the function R + ∋ t → π t f (i) is the unique locally bounded solution to the linear evolution equation (2.35) in Li [12] taking the form
where we used R t f = f for f ∈ B(E) and t ∈ R + , b(i) = − b i,i and γ(i, {i}) = B(i, {i}) = 0 for i ∈ {1, . . . , d}, and
for i, j ∈ {1, . . . , d} with i = j. The functions R + ∋ t → π t f (i), f ∈ B(E), i ∈ {1, . . . , d}, can be identified with the functions R + ∋ t → π i (t, λ), λ ∈ R d , i ∈ {1, . . . , d}, which are the unique locally bounded solution to the linear evolution equations
Consequently, the functions
and hence [12, formula (9.20) ] can be identified with the functional 
. ✷ 3.6 Definition. We say that uniqueness in the sense of probability law holds for the SDE
3.7 Theorem. Let (d, c, β, B, ν, µ) be a set of admissible parameters in the sense of Definition 2.2 such that the moment conditions (2.5) hold. Then for any probability measure n on (R Proof. Suppose that (X t ) t∈R + is a càdlàg realization of a CBI process with parameters (d, c, β, B, ν, µ) on a probability space (Ω, F , P) having initial distribution n, i.e., (X t ) t∈R + is a time homogeneous Markov process having càdlàg trajectories and the same finite dimensional distributions as a CBI process with parameters (d, c, β, B, ν, µ) having initial distribution n (such a realization exists due to Theorem 9.15 in Li [12] ). Let
where N denotes the collection of null sets under the probability measure P, and (F X t ) t∈R + stands for the natural filtration generated by the process (X t ) t∈R + , hence the filtered probability space (Ω, F , (F t ) t∈R + , P) satisfies the usual hypotheses.
By the equivalence of parts (3) and (4) of Theorem 9.18 of Li [12] applied to the immigration superprocess given in Lemma 2.11, we conclude that the process (X t ) t∈R + has no negative jumps, the (not necessarily Poisson) random measure
X s−,j ds µ j (dz) + ds ν(dz), and
is a continuous locally square integrable martingale starting from 0 ∈ R d with quadratic variation process
where N 0 (ds, dz) := N 0 (ds, dz) − N 0 (ds, dz). Indeed, first, note that R t f = f , t ∈ R + , f ∈ B(E), yields that the strong generator of (R t ) t∈R + is identically 0, i.e., A = 0, see Li [12, (7 
⊤ β (see, the end of the proof of Lemma 3.4), Theorem 9.18 of Li [12] yields that for each w = (w 1 , . . . , w d ) ⊤ ∈ R d , the process (w ⊤ X t ) t∈R + has no negative jumps, and
is a continuous locally square integrable martingale strating from 0 ∈ R with quadratic variation process
Further, by polarization identity, for all w, w ∈ R d , the cross quadratic variation process of (w ⊤ X t ) t∈R + and ( w ⊤ X t ) t∈R + takes the form
We note that the integral
, respectively, where p 0 denotes the point process on U d with counting measure N 0 (ds, dz), i.e., p 0 (u) := X u − X u− for u ∈ D(p 0 ) with D(p 0 ) := {u ∈ R ++ : X u = X u− }. Indeed,
by Lemma 3.4 and the inequalities (2.8) and (2.11), and
by Lemma 3.4 and the inequalities (2.8) and (2.5).
Using that P t 0 X s,i ds < ∞ = 1, i ∈ {1, . . . , d} (since X has càdlàg trajectories almost surely), by choosing w = e j , j ∈ {1, . . . , d}, a representation theorem for continuous locally square integrable martingales (see, e.g., Ikeda and Watanabe [6, Chapter II, Theorem 7.1']) yields
for all t ∈ R + , P-almost surely on an extension Ω, F, ( F t ) t∈R + , P of the filtered probability space (Ω, F , (F t ) t∈R + , P) (see Definition A.1), and (W t,1 , . . . , W t,d ) t∈R + is a d-dimensional ( F t ) t∈R + -Brownian motion. We note that, with a little abuse of notation, the extended random variables on the extension Ω, F, ( F t ) t∈R + , P are denoted in the same way as the original ones. Let
where N denotes the collection of null sets under the probability measure P. Then the filtered probability space ( Ω, F, ( G t ) t∈R + , P) satisfies the usual hypotheses, and by Lemma A.4, (W t,1 , . . . ,
The aim of the following discussion is to show, by the representation theorem of Ikeda and Watanabe [6, Chapter II, Theorem 7.4] , that the SDE (3.2) holds on an extension of the original probability space. The predictable compensator of the random measure N 0 (ds, dz) can be written in the form N 0 (ds, dz) = ds q(s, dz), where
(Note, that ∆ = 0 in the notation of Ikeda and Watanabe [6, Chapter II, Theorem 7.4].) Then condition (7.26) on page 93 in Ikeda and Watanabe [6] holds, since for all s ∈ R + , ω ∈ Ω, and B ∈ B(U d ), we have
where ℓ denotes the Lebesgue measure on R ++ , and we used that 0 / ∈ B. By Theorem II.7.4 in Ikeda and Watanabe [6] , on an extension Ω, F, (
there is a stationary ( F t ) t∈R + -Poisson point process p on V with characteristic measure m such that
for all B ∈ B(U d ), where N(ds, dr) denotes the counting measure of p, and D(p) is the domain of p being a countable subset of R ++ such that {s ∈ D(p) : s ∈ (0, t], p(s) ∈ B} is finite for all t ∈ R + and compact subsets B ∈ B(U d ). Then, by Lemma A.3,
where N denotes the collection of null sets under the probability measure P. Then the filtered probability space ( Ω, F, ( G t ) t∈R + , P) satisfies the usual hypotheses. By Lemma A.4, 
for all B ∈ B(U d ). Using this representation, we will calculate
Since the function
, by Ikeda and Watanabe [6, Chapter II, (3.8)], we obtain
Applying (3.7), we obtain
Here we used that the function
r) also belongs to the class
Let M 2 denote the complete metric space of square integrable right continuous d-dimensional martingales on ( Ω, F, P) with respect to ( F t ) t∈R + starting from 0, see, e.g., Ikeda and N 0 (ds, dz) is the limit of the sequence
Similarly as above,
Taking the limit in M 2 as n → ∞, we conclude
Summarizing, we conclude
This proves that the SDE (3.2) holds P-almost surely, since
The aim of the following discussion is to show that Ω, F, ( G t ) t∈R + , P, W , p, X is an R d + -valued weak solution to the SDE (3.2). Recall that the filtered probability space ( Ω, F, ( G t ) t∈R + , P) satisfies the usual hypotheses, and by Lemma A.4, (W t,1 , . . . , W t,d ) t∈R + is a d-dimensional ( G t ) t∈R + -Brownian motion, and p is a stationary ( G t ) t∈R + -Poisson point process on V with characteristic measure m. Since (X t ) t∈R + is R d + -valued and has càdlàg trajectories on the original probability space (Ω, F , P), by the definition of an extension of a probability space (see Definition A.1), the extended process (which is denoted by X as well) on the extended probability space is R d + -valued and admits càdlàg trajectories as well. By Remark A.2, the process (X t ) t∈R + is ( G t ) t∈R + -adapted, and clearly, the distribution of X 0 is n. Since (X t ) t∈R + has càdlàg trajectories, (D4)(b) holds. Since the process
by Ikeda and Watanabe [6, Chapter II, (3.9)], which yields (D4)(c). We have already checked that (D4)(d) and (D4)(e) are satisfied.
Now we turn to prove the uniqueness in the sense of probability law for the SDE (3.
The last integral can be written as I 6 (t) = I 6,1 (t) + I 6,2 (t), where
due to that G ′ is bounded, Lemma 3.4 and (2.11). Hence (I 4 (t)) t∈R + is a martingale. Further, by (3.8) and page 62 in Ikeda and Watanabe [6] , we get (I 6,1 (t)) t∈R + is a martingale. Consequently, by Theorem 9.18 of Li [12] , (X t ) t∈R + is a CBI process with parameters (d, c, β, B, ν, µ) . This yields the uniqueness in the sense of probability law for the SDE (3.2) among R and Ω, F , (F t ) t∈R + , P, W , p, X are R d + -valued weak solutions of the SDE (3.2) such that P(X 0 = X 0 ) = 1, then P(X t = X t for all t ∈ R + ) = 1.
Next we prove a comparison theorem for the SDE (3.2) in β.
4.2 Lemma. Let (d, c, β, B, ν, µ) be a set of admissible parameters in the sense of Definition 2.2 such that the moment conditions (2.5) hold. Suppose that
+ -valued weak solutions of the SDE (3.2) with β and β ′ , respectively. Then P(X 0 X ′ 0 ) = 1 implies P(X t X ′ t for all t ∈ R + ) = 1. Particularly, pathwise uniqueness holds for the SDE (3.2) among R d + -valued weak solutions.
Proof. We follow the ideas of the proof of Theorem 3.1 of Ma [13] , which is an adaptation of that of Theorem 5.5 of Fu and Li [5] . There is a sequence φ k : R → R + , k ∈ N, of twice continuously differentiable functions such that
2/k for all x, y ∈ R + and k ∈ N.
For a construction of such functions, see, e.g., the proof of Theorem 3.1 of Ma [13] . Let Y t := X t − X ′ t for all t ∈ R + . By (3.2), and using that
we have
for all t ∈ R + and i ∈ {1, . . . , d}. For each m ∈ N, put
By Itô's formula (which can be used since X and X ′ are adapted to the same filtration
for all t ∈ R + , i ∈ {1, . . . , d} and k, m ∈ N, where
where we used that
Using formula (3.8) in Chapter II in Ikeda and Watanabe [6] , the last integral can be written as I i,m,k,6 (t) = I i,m,k,6,1 (t) + I i,m,k,6,2 (t), where
since, for each j ∈ {1, . . . , d},
In the same way one can get the finiteness of the other expectation. Finally, we show
for all j ∈ {1, . . . , d}, which yield that the functions
belong to the class F 1 p , and then (I i,m,k,6,1 (t)) t∈R + is a martingale, again by Ikeda and Watanabe [6, page 62] . By (2.5) and (4.2),
and the finiteness of the other expectation can be shown in the same way.
Using the assumption β β ′ , the property that the matrix D has non-negative offdiagonal entries and the properties (ii) and (iii), we obtain
By (iv),
. . , d}, thus applying (4.2), we obtain
Summarizing, we have
By (iii), we obtain P(φ k (Y 0,i ) 0) = 1, i ∈ {1, . . . , d}. By (i), the non-negativeness of φ k and monotone convergence theorem yield E(φ k (Y t∧τm,i )) → E(Y + t∧τm,i ) as k → ∞ for all t ∈ R + , m ∈ N, and i ∈ {1, . . . , d}. We have 
for all t ∈ R + and m ∈ N. Hence P(X t∧τm,i X ′ t∧τm,i ) = 1 for all t ∈ R + , m ∈ N and i ∈ {1, . . . , d}, and then P(X t∧τm,i X ′ t∧τm,i for all m ∈ N) = 1 for all t ∈ R + and i ∈ {1, . . . , d}. Since X and X ′ have càdlàg trajectories, these trajectories are bounded almost surely on [0, T ] for all T ∈ R + , hence τ m a.s.
−→ ∞ as m → ∞. This yields P(X t X ′ t ) = 1 for all t ∈ R + . Since the set of non-negative rational numbers Q + is countable, we obtain P(X t X ′ t for all t ∈ Q + ) = 1. Using again that X and X ′ have càdlàg trajectories almost surely, we get P(X t X ′ t for all t ∈ R + ) = 1. ✷ ) t∈R + -adapted càdlàg process (X t ) t∈R + with P(X 0 = ξ) = 1 satisfying (3.2) P-almost surely, where N(ds, dr) is the counting measure of p on R ++ ×V , and N (ds, dr) := N(ds, dr)−ds m(dr).
Clearly, if (X t ) t∈R + is an R 
Special cases
In this section we specialize our results to dimension 1 and 2. Moreover, we consider a special case of the SDE (3.2) with ν = 0, µ i = 0, i ∈ {1, . . . , d}, i.e., without integrals with respect to (compensated) Poisson random measures, and another special case with c = 0, i.e., without integral with respect to a Wiener process.
First we rewrite the SDE (3.2) in a form which is more comparable with the results of Li [12, Theorem 9 .31] (one-dimensional case) and Ma [13, Theorem 3.2] (two-dimensional case).
For each j ∈ {0, 1, . . . , d}, the thinning p j of p onto R j is again a stationary (F t ) t∈R + -Poisson point process on R j , and its characteristic measure is the restriction m| R j of m onto R j (this can be checked calculating its conditional Laplace transform, see Ikeda and Watanabe [6, page 44] ). Using these Poisson point processes, we obtain the useful decomposition Remark that for any R d + -valued weak solution of the SDE (3.2), the Brownian motion W and the stationary Poisson point processes p j , j ∈ {0, 1, . . . , d} are mutually independent according again to Theorem 6.3 in Chapter II of Ikeda and Watanabe [6] . Indeed, the intensity measures of p j , j ∈ {0, 1, . . . , d}, are deterministic, and condition (6.11) of this theorem is satisfied, because p j , j ∈ {0, 1, . . . , d}, live on disjoint subsets of R.
for t ∈ R + , where β ∈ R 2 + , D is given in (2.6), (c 1 , c 2 ) ⊤ ∈ R and P-almost surely, since we have ξ(ω) = c P-almost surely with ξ := E(exp{i u, W t −W s } | F s ) and c := e −(t−s) u 2 /2 , which implies ξ(π( ω)) = c P-almost surely, because P({ ω ∈ Ω : ξ(π( ω)) = c}) = P(π −1 (ξ −1 ({c}))) = P(ξ −1 ({c})) = 1. ✷ A.4 Lemma. Let (Ω, F , (F t ) t∈R + , P) be a filtered probability space, let (W t ) t∈R + be a ddimensional (F t ) t∈R + -Brownian motion, and let p be a stationary (F t ) t∈R + -Poisson point process on V = R where N denotes the collection of null sets under the probability measure P. Then (W t ) t∈R + is a d-dimensional (G t ) t∈R + -Brownian motion, and p is a stationary (G t ) t∈R + -Poisson point process on V with characteristic measure m.
Proof. The proof is essentially the same as the proof of Lemma A.5 in Barczy et al. [1] . ✷
