We investigate the possibility of probing dark energy by measuring the isotropy of the galaxy cluster autocorrelation function (an Alcock-Paczyński test). The correlation function is distorted in redshift space because of the cluster peculiar velocities, but if these are known and can be subtracted, the correlation function measurement becomes in principle a pure test of cosmic geometry. Galaxy cluster peculiar velocities can be measured using the kinetic Sunyaev Zel'dovich (kSZ) effect. Upcoming CMB surveys, e.g., ACT, SPT, Planck, are expected to do this with varying levels of accuracy, dependent on systematic errors due to cluster temperature measurements, radio point sources, and the primary CMB anisotropy. We use the Hubble volume N -body simulation and the hydrodynamic simulation results of Nagai et. al (2003) to simulate various kSZ surveys. We find by model fitting that a measurement of the correlation function distortion can be used to recover the cosmological parameters that have been used to generate the simulation. However, the low space density of galaxy clusters requires larger surveys than are taking place at present to place tight constraints on cosmology. For example, with the SPT and ACT surveys, Ω Λ could be measured to within 0.1 and 0.2 respectively at one sigma, but only upper limits on the equation of state parameter w will be possible. Nevertheless, with accurate measurements of the kSZ effect, this test can eventually be used to probe the dark energy equation of state and its evolution with redshift, with different systematic errors than other methods.
INTRODUCTION
The Alcock-Paczyński (1979, hereafter AP) test is a conceptually simple probe of cosmic geometry and hence dark energy. It is based on the fact that an intrinsically isotropic object will appear distorted when we translate it from observed space (angles and redshifts) into real space (units of length) if we use the wrong cosmology (to relate angles and redshift to sizes). The strength of the distortion will depend on cosmic geometry, for example the value of the cosmological constant Λ. The test is a way to measure dark energy which requires only that we find and measure known perfectly symmetric objects in the Universe. In the present work we use the autocorrelation function of galaxy clusters as the "isotropic" object. In addition to the possible geometric distortions, the correlation function will have a distortion of different kind, which is due to peculiar velocities of clusters. This affects the line of sight component of cluster pair separations (e.g., as applied to galaxies by Davis and Peebles 1983, Kaiser 1987 , and clusters by the Padilla & Baugh ⋆ E-mail: yr@cmu.edu 2002). There is a way to remove this distortion however, by making use of the kinetic Sunyaev-Zeldovich (kSZ) effect (Sunyaev & Zeldovich 1972) . The kSZ effect is the Doppler shift of CMB photons due to a hot intracluster medium. The CMB photons interact with free electrons and become Doppler shifted when the cluster is moving with respect to the CMB rest frame. This causes temperature fluctuations that depend on the bulk velocity of cluster. There are currently on-going and future surveys that plan to measure this effect (see e.g., Vale and White 2005 for strategies) . At the time of writing, the kSZ effect has not yet been detected for single clusters, although upper limits on have been estimated on the bulk velocity averaged over several clusters (e.g., 1420 km s −1 at 95 % confidence by Benson et al. 2003) . In the present paper we investigate the correction of redshift distortions from peculiar velocities using kSZ measurements, and how this can leave the pure geometric distortions from which we can find cosmological parameters.
Similar methods have been put forward for constraining cosmology with the clustering of different objects. Phillipps (1994) suggested using quasar clustering for the Alcock Paczyński test (averaging over many close pairs of quasars).
Several other studies have adopted the quasar correlation function as the isotropic object (e.g., Popowski et al. 1998 , Hoyle et al. 2002 , daÂngela et al. 2005 . The difficulty of this method is that we only observe the positions of quasars in redshift space, where the correlation function is distorted by peculiar velocities (e.g., Kaiser 1987 , Hamilton 1992 and by other source of noise, such redshift errors.
Many studies have suggested using the kinetic SunyaevZel'dovich effect (e.g., Haehnelt & Tegmark 1996 , Lange et al. 1998 , Kashilinsky & Atrio-Barandela 2000 , Aghanim et al. 2001 , Atrio-Barandela et al. 2004 to measure peculiar velocities of galaxy clusters. There are several upcoming sky surveys that aim to do this, such as ACT 1 , SPT 2 and Planck 3 In principle, these types of measurements can be used to eliminate the distortion due to peculiar velocities and therefore we can recover the isotropic correlation function. The bulk cluster peculiar velocity is not the sole factor in the distortion and there are sources of noise in kSZ measurements. These include microwave background fluctuations, cluster internal velocities, and point source contamination (see simulations by Haehnelt & Tegmark 1996 In the present work, we use large N-body simulations (the Hubble volume, Evrard et al. 2002) , and the hydrodynamic simulation results of Nagai et al. (2003) to test how well the peculiar velocity-corrected galaxy cluster AP test can be carried out. Our plan for the paper is as follows: In §2 we discuss the theoretical cluster correlation function we use as a model as well as that measured from the Hubble volume simulation. In §3.1, we explain the model fitting procedure and predict the effect of kSZ measurements. We describe and measure the geometric distortions as a function of redshift. Using the recovered values we constrain cosmological parameters from the simulation data, discussing the results in the same section. We show results from simulations of particular surveys (SPT and ACT) in §4.1- §4.2. We summarize our results and conclude in §5.
CLUSTER CORRELATION FUNCTION
The cluster autocorrelation function ξ(r) is a measure of the probability of finding a cluster at a distance r from another cluster; typically it is computed as the ratio of the number of clusters at a distance r from another cluster [DD(r)], divided by the number expected in the absence of clustering [DR(r)] minus 1, i.e. ξ(r) = DD(r) DR(r) − 1, where DD represent cluster-cluster pairs and DR cluster-random pairs. ξ(σ, π) carries the same definition but the distance between two clusters is represented in terms of the component directions perpendicular (σ) and parallel to the line of sight (π). Many groups have studied clustering of galaxies, clusters and QSOs or the cross-correlation of one with another using simulations and observations (e.g., , Borgani et al. 1997 , Croft et al. 1999 , Colberg et al. 2000 , Moscardini et al. , 2000 , Zehavi et al. 2002 , Hawkins et al. 2003 , Croom et al. , 2005 . Springel et al. (2005) compare the galaxy 2 point correlation function from their high-resolution simulation with that of galaxies in the 2dF, SDSS and APM surveys and show that the correlation functions follow power laws for r <∼ 20 h −1 Mpc and that observation and simulation agree very well.
In the most recent Sloan Digital Sky Survey (SDSS) analysis, Zehavi et al. (2005) studied the luminosity and color dependence of the galaxy correlation function. It was found that clustering of blue galaxies increases continuously with luminosity, whereas bright red galaxies show strong clustering at large scales and faint ones mainly cluster at small scales. Many of the studies described fit the correlation function with a single power-law although this simple form was found be some not to be good enough to use (e.g., in analysis of the 2dF data by Hawkins et al. 2003 , Croom et al. , 2005 , daÂngela et al. 2005 . These considerations will affect our choice of model correlation function, described below. Alcock & Paczyński (1979) showed that the ratio of angular and redshift sizes of a spherical comoving object evolve differently in time for different cosmologies. Detailed discussions of how the components evolve in redshift are presented in Ballinger et al. (1996) and Matsubara and Suto (1996) . DaÂngela et al. (2005) argued that the correlation function (of high-z galaxies) cannot be described adequately with a single power law, and use a double power law when they fit it. We adopt this general idea when we build our model correlation function but instead of using two power laws, we use a single power-law for r r0 and use a correlation function computed using cold dark matter linear theory (the transfer function from Bardeen et al. 1986 ) for r > r0. We test this idea using the ΛCDM Hubble volume simulation (see §2.2 for more detailed description.) Figure 1 shows the best-fit power law and the best-fit composite power-law and CDM correlation functions. It demonstrates that the latter describes the correlation function better, especially for large r where the ξ(r) decreases faster than a power law.
Theory
A power law correlation function is given by:
r can be rewritten in terms of line of sight and transverse components,
where f and g are given by
and
In order to incorporate the equation of state of dark energy, we use (Seo & Eisenstein 2003 )
In our study, we assume a flat universe such that Ωm + ΩX = 1 and allow a redshift dependent equation of state with the simple form. w = w0 + w1z (e.g., Seo & Eisenstein 2003) . We introduce a distortion parameter h (Popowski et al. 1998) 
With respect to a particular reference cosmology, this becomes
To compute f0 and g0 we use as a reference cosmology the same cosmology used in the Hubble volume simulation (Ωm = 0.3, ΩΛ = 0.7). Throughout the paper we use this h as the distortion parameter unless noted otherwise. Note that
because ∆θ and ∆z represent the observed quantities and are invariant with cosmology. Therefore, h is defined in such a way that when h is greater (less) than 1, the correlation function is stretched in the transverse (line of sight) direction.
For a given power-law correlation function used for r r0, we adjust the amplitude of the CDM correlation function so that it joins the power law exactly at r = r0. An alternative would be to keep the amplitude of the CDM correlation function fixed but rescale r so that it joins the power law. This is equivalent to assuming a different value of Ωh. We briefly describe an analysis in §3 where this was done in order to test whether a better fit to the non-linear correlation function could be achieved. In our fiducial analysis, however we restrict ourselves to only changing the amplitude of the CDM ξ. We note that as r0 determines the change in the amplitude, using the CDM shape does not increase the number of free parameters in the fit.
In redshift space, we observe a correlation function that is distorted because of peculiar velocities and other noise sources such as redshift errors. We assume that the distortion due to peculiar velocities can be removed using a measured kSZ velocity (we return to the validity of this assumption in §3.1) and we use a Gaussian function of width σv to model the remaining distortion. The distortions only occur in the line of sight direction so the effect can incorporated into the correlation function using a convolution in π. Using the notation of Dalton et al. (1992) , the distorted correlation function for r r0, can be written as:
When r > r0, the CDM part of correlation function is convolved in the same way:
where
Our aim is to vary h, γ, r0 and σv and compare our model correlation function with that measured from a simulation. This is to see if we can measure the distortion parameter h. Since h is calculated with respect to the Ωm = 0.3, ΩΛ = 0.7 cosmology (Equation 8), we hope to recover h = 1, thus showing that we can recover the cosmology that was used to generate the ΛCDM Hubble volume simulation.
Simulations
We use a light-cone output of the ΛCDM Hubble Volume Nbody simulation made publically available by the Virgo Consortium (Frenk et al. 2000) . The output is of a model with Ωm = 0.3, ΩΛ = 0.7, h = 0.7 and amplitude of mass fluctuations σ8 = 0.9. The light cone data is an octant of the simulation volume in shape (and therefore covers π/2 steradian), with radius 3000 h −1 Mpc. The redshift extends to z = 1.46. We use the Virgo consortium cluster catalogue generated by using the spherical overdensity (SO) algorithm (Lacey & Cole 1994) with density threshold of 200, and a minimum particle count per cluster of 12 (Evrard et al. 2002) . The mass of each particle is 2.2×10 12 h −1 M⊙ and there are total of 802461 clusters with mass > 2.6 × 10 13 h −1 M⊙ in the catalogue. We take this data set to be our fiducial "simulated survey" i.e. a survey that covers a quarter of the sky, down to this mass limit.
We calculate the cluster correlation function using the following estimator:
where Ncc is the number of cluster-cluster pairs and Ncr is the number of cluster-random pairs. C is the ratio of the number of clusters in a random catalogue to the number of clusters in the cluster catalogue. Our random catalogue has C = 20. The random catalogues are made to have the same overall number density with redshift trends as the simulation data and the same survey boundaries. In order to do this, we bin the simulated clusters in redshift and use this to generate a number density profile as a function of redshift. We then randomly sample from this number density profile until we reach the correct total number of random points. In order to measure the geometric distortion as a function of redshift, we divide the simulated universe into 11 redshift bins from z = 0.2 to z = 1.3. The space density of clusters declines at higher redshifts. For example, we have space densities of 3.5 × 10 −5 , 6.0 × 10 −6 , 3.9 × 10 −6 clusters per comoving unit volume ( h −3 Mpc 3 ) for z = 0.2 − 0.3, 0.7 − 0.8, and 1.2 − 1.3 respectively (24723, 83441 and 58767 clusters in the bins.)
For each redshift bin, we compute ξ(σ, π), in 2 h −1 Mpc intervals. In our fitting, we keep the 494 bins in ξ(σ, π) which have r < 50 h −1 Mpc. For χ 2 fitting, we build a covariance matrix using the jack-knife method with 9 subvolumes of equal size. We only use the diagonal elements in the covariance matrix for our analysis. This approach is intermediate between using Poisson errors and a full covariance matrix. We do not do the latter because with a small number of subsamples the matrix becomes singular. Because galaxy clusters form a sparse sample, this simplification of the error bar calculation is reasonable (see e.g. Popowski and Weinberg 1998) . We check on this by computing the χ 2 per bin and comparing it to unity.
Distortion in Redshift Space
Observing clusters in redshift space means that cluster peculiar motions cause distortion in the correlation function. Matsubara & Suto (1996) modeled the redshift distortion of parallel and transverse components of the correlation function, and Padilla & Baugh (2002) studied the redshift distortions in the cluster correlation function using the Hubble volume simulation.
Peculiar velocities reflect large-scale cluster infall into overdense regions and result in the correlation function being squashed in the line of sight direction. In the linear regime, the flattening effect is typically described in terms of β = Ω 0.6 m /b where b is the bias parameter. The geometric distortion and the peculiar velocity distortion both have roughly similar aspects, although they can be distinguished given large enough datasets or through their differing evolution with redshift (see e.g., Ballinger et al. 1996) .
In Figure 2 we plot the correlation function as a function of r in both real (ξr) and redshift space (ξs). We see the suppression of correlation function on small scales and the boost on linear scales as predicted by Kaiser (1987) . The linear theory prediction is ξs/ξr = 1 + 2/3 β + 1/5 β 2 , where
m /b, with b being the bias factor for clusters. Colberg et al. (2000) reported that b for these clusters is b = 2.25, so that the linear boost correction factor due to Kaiser effect for ΛCDM is 1.150. We average over the points in the linear regime with r > 10 h −1 Mpc and find an average boost of 1.146, close to the linear theory prediction.
Although we assume that the peculiar velocites can be removed via kSZ surveys, we still have to deal with systematic or measurement errors that can not be eliminated entirely. Unlike peculiar velocities, measurement errors will tend to stretch the correlation function along the line of sight. Padilla and Baugh (2002) showed that the cluster correlation function is not as subject as the galaxy corre- lation function to small scale virialized motions ("the finger of God" effect), due to the fact that superclusters are not virialized systems.
In Figure 3 we examine ξ(σ, π) measured from the simulation. We show how the correlation function is distorted in redshift space when there are random errors (two right panels) and when there are peculiar velocities (two bottom panels). For the random errors, we add Gaussian redshift errors with σ = 400km/s randomly to each cluster. The top left panel shows the case when there is no redshift distortion at all. The correlation function is isotropic, as expected. With random errors only, it is stretched along the line of sight (top right), and undergoes further distortion when peculiar velocities are added (bottom right). The overall squashing along the line of sight is better seen in the bottom left panel where peculiar velocities are only source of distortion (no random errors added). This agrees well with the results of Padilla & Baugh (2002) who find that there is no stretching of the correlation function due to random peculiar velocities in redshift space, but that coherent motions of clusters flatten the correlation function along the line of sight. Nagai et al. (2003) studied the real and estimated peculiar velocities and their discrepancies with a hydrodynamical simulation. We describe their work in more detail in §2.5 below. We take their results to be representative of the minimum noise level which can be achieved in measurements of the cluster velocity.
SZ effect
The SZ effect comprises the thermal and kinetic effects. The thermal SZ effect is a distortion of the CMB photon energy spectrum due to inverse Compton scattering in the cluster. When the CMB photons are scattered by free electrons in the hot intracluster gas, they exchange energy and the tempature decreases (increases) at low (high) frequencies, resulting in a spectral distortion skewed toward higher frequencies. The distortion due to the thermal effect (non-relativistic) is described by:
In addition, when the cluster is moving with respect to the CMB rest frame, the signal will be Doppler shifted, with an amplitude proportional to the peculiar velocity of the cluster. This is the kinetic SZ effect. The magnitude of the effect is given by
where τe is the optical depth and vpec is the peculiar velocity component along the line of sight. The clusters moving toward (away from) the observer have a negative (positive) sign for the temperature decrement. For detailed reviews of the SZ effects, see e.g., Sunyaev & Zel'dovich (1980) , Rephaeli (1995) , Birkinshaw (1999) , Carlstrom et al. (2002) .
As Holder (2004) emphasized, only 1 % of CMB photons interact with free electrons in the hot cluster gas and the energy exchange per scattering is another 1 %, which makes the total thermal effect on the order of 10 −4 . The kinetic effect is one magnitude smaller than this (10 −5 ). Although both effects are very small, they have different spectral signatures. For the thermal SZ, the intensity decreases (increases) at low (high) frequencies, vanishing at ∼ 220 GHz, whereas at the same frequency the kinetic effect is at its peak and it has constant sign (positive/negative) throughout all frequencies. With a multiwavelength SZ survey, we expect to be able to measure both the thermal and kinetic effects, from which we can determine three physical properties of each cluster (τ , vpec and Te).
The cluster temperature can be obtained from X-ray observations or from thermal SZ measurements when the relativistic corrections are included (Pointecouteau et al. 1998 , Hansen et al. 2002 . Sehgal et al. (2005) pointed out however that the SZ measurements are not sufficient to break the degeneracy between the 3 cluster parameters (τ , vpec and Te) and showed that an independent measurement of cluster temperature would greatly help. However, X-ray observations may not guarantee accurate information on the cluster temperature either. One difficulty stems from the fact the X-ray emission signal decreases with distance due to the inverse square law, making measurements at higher z much harder (unlike the SZ effects). An additional problem arises because in inhomogeous cluster gas, the temperature inferred from X-ray emission is affected by the clumpiness of the intra cluster gas while it is irrelevant in thermal SZ measurements (e.g., Hansen 2004) .
A recent study of systematic effects was carried out by by Diaferio etal (2005) , who used hydrodynamic cosmological simulations to create large samples of simulated clusters. It was found that it is crucial to use the electron weighted cluster temperature, Te to recover the peculiar velocity from the kSZ effect. Using the X-ray emission-weighted temperature, TX can overestimate the peculiar velocity by 20 − 50%. Spatially resolved nearby clusters can be used to measure Te in the center where it is comparable to TX. However, spatial modelling of the X-ray emission is still needed to seperate the SZ effects, resulting in potential overestimate of the peculiar velocity by 10 − 20%.
The accuracy of vpec measurements depends on how well one can reduce the systematic errors. Many studies (e.g. Knox et al. 2004 ) have been carried out testing how well one can hope to extract vpec via the kSZ effect, including the effects of known systematic errors and noise sources, e.g., interstellar dust emission, infra-red (IR) galaxies, radio sources, imperfect bulk velocity, etc. The primary CMB fluctuations which also impede accurate measurement of the kSZ because they have the same spectral behavior (see Haehnelt & Tegmark 1996 , Aghanim et al. 2001 , Forgi & Aghanim 2004 . Some studies have estimated the potential measurement error on vpec to be as low as ∼ 100kms (Nagai et al. 2004 , Holder 2004 , Sehgal et al. 2005 , while Benson et al. (2003) have set an observational upper limit on cluster velocities with errors of the order of ∼ 1500kms. Our study is based on the former estimates, however we have also tried ∼ 2000kms as a measurement error. In this case we found that the error bars were too large to be useful for constraining cosmological parameters and we could not recover the distortion parameter (h) sensible enough to continue for further study. If the measurement errors are too big, we can not tell wheather the distortion is due to λ or vpec. This may be the most common but challengin problem in AP test along with the fact that we need so many accurate measurements of the clusters velocities.
kSZ Errors from Hydrodynamic Simulations
The measurement of peculiar velocity from the kSZ effect in observational data will be affected by many sources of noise. In our model fitting, we use a Gaussian function to parametrize the statistical scatter on measurement results. In creating the simulated surveys from the Hubble volume simulation we will include the option of using a more realistic noise distribution. In this section, we use the error distributions from the hydrodynamic simulation work of Nagai et al. (2003) .
These authors use a high-resolution simulation of a galaxy cluster by Kravtsov (2002) to generate detailed kSZ maps in a ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7, h = 0.7. This is an N -body+gasdynamics simulations, but does not include the effects of magnetic fields, gas cooling, stellar feedback or thermal conduction. Nagai et al. use their simulation to create simulated kSZ maps of the cluster. They then analyse these simulated maps in the same way one would with real observational data, and use this to compute an kSZ-inferred cluster peculiar velocity. This value is then compared to the known peculiar velocity of the cluster in the simulation taken from the particle data. The idea behind the paper is to see how well the two values match up, what the scatter and systematic differences between the two are, and how the measurement can be optimized, For example, for the simulated kSZ maps, Nagai et al. try calculating the density-weighted velocities within certain radii. They find that different aperture sizes do lead to different results for the scatter between the true and inferred velocity. This is because clusters are not perfectly spherical and have internal structures and motions. If the aperture size is too small it may not reflect the bulk motion of entire cluster properly. We use the data calculated using the virial radius, which they find is the most optimal case.
A set of estimated and observed values of kSZ velocities was kindly provided by Daisuke Nagai. The simulated observations were generated for three orthogonal projection angles and at nine different epochs (a = 0.60, 0.65, ..., 0.95, 1.0 where a = 1/(1 + z).) We will assume that these orthogonal projections represent independent measurements. The peculiar velocity measurement errors are the difference between the estimated and observed radial velocities. The distribution of v est r − v obs r that we use is shown in Figure 6 of Nagai et al. . The standard deviation of these measurement errors is σ = 50 km s −1 .
For each of the clusters in our Hubble volume simulation catalogue, we randomly pick a value from this set of adopted measurement errors, at the closest appropriate redshift. We then add it to the cluster's line of sight Hubble velocity and compute the new redshift. We next convert the cluster coordinates into comoving coordinates assuming an LCDM cosmology and compute the correlation function as normal. As a result, we have a cluster correlation function distorted by measurement errors, one that would be seen from a survey if the only source of error was due to differences between the projected and actual cluster velocity. This represents the best case that could be obtained from a survey. In §4, however, we will use larger and more realistic Gaussian errors when we simulate ACT or SPT-like surveys.
As mentioned above in reference to the work of Diaferio et al. 2005 and others, systematic biases in measured veloc- ities, such as over or underestimates are also expected to occur in real measurements. Although in our fiducial modelling, we use the errors from bulk flow modelling, we will also estimate the effects of systematic biases on cosmic geometry.
METHOD
In order to constrain cosmic geometry from the simulated cluster catalogue, we fit our model correlation function ( §2.1) to it, varying four free parameters, h, r0, γ, and σv. The parameter r0 determines the overall amplitude of the correlation function, and γ its slope. The line of sight velocity distribution added to model measurement errors is given by σv. The geometric distortion, stretch in the transverse direction is quantified by h. Our purpose is to measure the distortion parameter h and its uncertainty as a function of redshift by marginalizing over the other three parameters.
We then use h(z) to find the corresponding cosmology. The detailed procedure is explained in the next section.
Model fitting
The model correlation function will be isotropic when there is no redshift distortion due to peculiar velocities or measurement errors. However, the measured correlation function will not be. The two more parameters in addition to r0, γ which we have introduced will parametrize the isotropy of ξ(σ, π). This is done by fitting the measured correlation function with the distortion parameter h. In principle, this should yield h = 1. However, sampling variations will yield a measured correlation that is not perfectly isotropic. The statistical uncertainty on h measured from a particular catalogue will depend largely on these sampling variations. The fitting is done for z = 0.2 ∼ 1.4 and r = 1 ∼ 50 h −1 Mpc and the procedure is as follows:
(i) Add measurement errors to the cluster redshifts in the simulated catalog.
(ii) Convert angular positions and redshifts of clusters to comoving coordinates assuming an LCDM cosmology. Since we calculate χ 2 with 4 parameters, we need to marginalize it for each parameter. For example, to marginalize χ 2 in h we rewrite χ 2 in terms of the likelihood,
then
with this, calculate the average likelihood over r0, γ and σv
where ∆r=0.02 h −1 Mpc, ∆γ=0.005 and ∆σv=2.5 km s −1 . Now we calculate χ 2 for h fromL
In order to demonstrate our fitting procedure, we have applied it to one redshift bin in a simulated survey. This survey is the fiducial one, including all the clusters in the Hubble volume octant. The particular redshift interval we choose is z = 0.8 − 0.9 and includes ∼ 80000 clusters. In this example, we have applied the hydrodynamic simulation velocity errors only to the cluster redshifts, so that we expect to recover a low value of the velocity dispersion parameter σ. Figure 4 shows the resulting ∆χ 2 (∆χ 2 = χ 2 − χ in two-parameter space, with separate plots for each pair of parameters. In each of the panels, the curves represent the ∆χ 2 values after marginalization over the other two parameters. The one dimensional distributions, from ∆χ 2 values marginalized over the 3 other parameters (equation 17)are shown in Fig. 5 . We find 1σ statistical errors on h, r0 and γ of 0.5%, 0.4%, and 0.3% respectively. The important parameter for our purposes is h, for which we find a best fit value of 0.987, which is 1.3% (∼ 2.5σ) from the expected h = 1. We attribute this percent level bias to the fact that the model correlation function we fit with is not a perfect match to the simulation correlation function. This type of systematic bias is likely to be difficult to circumvent. We return to this in the discussion ( §5.2). The chi squared value for the best fit in this case is 578, for 494 bins, so while the fit is good, there is room for slight improvement.
We examine the ξ(σ, π) plots from the simulation in Fig. 6 , alongside the best fitting model ξ. In the top panel of Fig. 6 we have included only the measurement errors from hydrodynamic simulations, but assumed that the peculiar velocities have been subtracted. Although the velocity error distribtion is not Gaussian, we have fitted it in our convolution using a Gaussian function (equations 9 & 10), which has a best fitting σ ∼ 50km/s (see fig 4) . By eye, it is difficult to see effect of these velocity errors making the ξ(σ, π) anisotropic, although this effect sucessfully recovered in the fitting.
In order to judge the effect of peculiar velocities on a straight fit to the cosmic geometry, we have also tried fitting our 4 parameters without subtracting the peculiar velocities.
By doing this, we will get an idea of how the peculiar velocities can mimic the effect of geometric distortions. This was addressed in the context of linear theory by Ballinger et al. (1996) , who found the relationship governing the effective value of h is h ∼ 1 + 2β. Here β = Ω 0.6 m /b, with b being the bias parameter. In the present case, b (the ratio of the cluster ξ to the matter ξ) is ∼ 2.5, so that β ∼ 0.2 − 0.4 over redshifts from z = 0 − 1. Based on this, we expect h to be ∼ 1.4 − 1.8 when peculiar velocities are not removed.
This simulation test was carried out, and ξ(σ, π) is shown in the bottom panels of Fig. 6 , alongside the best fitting model which includes geometric distortions only. We can see that the peculiar velocities cause a very strong distortion, and that the form of the distortion is not obviously different to the eye when compared to the geometric one, a point which has been made by many authors including Ballinger et al. (1996) and Matsubara and Suto (1996) . When we fit the h(z) that results (Fig. 7) we find values ∼ 1.6 − 1.8, as expected. The χ 2 per bin is 3.2 (1616 for 494 bins), which is substantially worse than the fit to true geometric distortions. This difference in the fit could be useful if accurate estimates of the peculiar velocities are not removed.
For example, a systematic overestimate of the velocity will cause the distortion h(z) to be underestimated. In the worst case scenario detailed by Diaferio et al. 2005 , using a naive measurement based on clusters unresolved in X-rays would result in an overestimate of the peculiar velocity of 20 − 50%. Subtracting these cluster velocities to recover an estimate of the real space correlation function would yield h(z) values ∼ 0.1 − 0.35 too low. This is at the level which would make an Einstein De Sitter model look like a concordance Λ model, and so this would not result in an acceptable test of cosmic geometry. Even with a spatially resolved measurement of the temperature, from Diaferio et al. 2005 we would expect a bias in h(z) of ∼ 5 − 10%, which would affect a measurement of ΩΛ at the ∼ 0.1 − 0.2 level. We note that Seghal et al. (2005) find somewhat more optimistic conclusions from a simulation study of constraining cluster parameters from SZ observations, finding that velocity errors could be biased by as low as 15 − 40 km s −1 if X-ray weighted temperature measurements are used. This said, there are also some improvements which could be made to reduce the bias, such as using the integrated SZ flux together with scaling relations (Benson et al. 2004) , and/or making use of the z dependence of the distortion more efficiently. As we have seen above, it is also possible that the relatively poor goodness of fit when peculiar velocity distortions remain will help diagnose this without a theoretical model for the peculiar velocities being necessary.
With presently planned surveys such as ACT and SPT, these biases will be comparable to or smaller than the statistical errors, however they will represent an severe obstacle to any attempt to use the cluster real space AP test as a precise probe of cosmology.
In Fig. 7 we also show h vs. z from our fitting to the simulation after subtracting peculiar velocities, but with the errors from hydrodynamic simulations. We can see that the expected result for LCDM, h = 1 is recovered well, with error bars of ∼ 1%. The trend of h(z) expected in some other example cosmologies is also shown as lines. The differences in h(z) between an Ωm = 1 model and LCDM are of the order of 10s of percent. Models with slightly different dark Figure 7 . Distortion parameter h vs. z for different cosmologies with repect to an Ωm = 0.3, Ω Λ = 0.7 cosmology. We show theoretical results for a few example cosmologies as lines (Ωm = 0.3 unless noted otherwise). For the simulations, we show results as circles (with 1 σ error bars) for the case with peculiar velocities corrected when random errors from hydrodynamic simulation are added. We also plot as triangles results for the simulations where much larger velocity errors were added (a Gaussian σ of 400 km s −1 ) Finally, we also show results for the case where the peculiar velocities have been left in, as crosses, which yields an extremely distorted correlation function (h very different from 1.) energy equations of state from LCDM fall even closer. We explore these below.
We have also carried out simulation tests using much larger peculiar velocity errors. For example, we have assigned random Gaussian distributed errors of 400 km s −1 to the clusters before carrying out our fitting procedure (Figure 3) . In this case, we find values of h(z) which are approximately 3% too high, when averaged over the 10 redshift bins. This corresponds to a quite large bias, and means that it seems to be difficult to recover the correct cosmic geometry with such large velocity errors. With errors ∼ 200 km s −1 , we find that the fitting technique works much better. Errors of this magnitude are to be expected given good observational data (see e.g., Diaferio et al. 2005 , Seghal et al. 2005 ). We have not so far mentioned the errors on the cluster redshifts, but of course an additional complication is that they must also be measured to a comparably high level of precision.
Varying the dark energy equation of state
We adopt a simple equation of state, w = w0 + w1z, where the pressure, p = wρ. In order to find the best fit values for w0 and w1, we vary w0, w1 and ΩM on a grid, and compute the expected h(z) for each set of parameters. We then calculate ∆χ 2 by fitting to the simulation results in each redshift bin. χ 2 is given by: where hi represents the best-fit distortion parameter h in redshift bin i, h ′ i is the distortion parameter with given w0, w1 and ΩM , and the sum is over n bins in redshift. In Eqn 19, the σ's have been obtained from the 1D marginalized results for h(z) from the simulations (e.g. Figure 5 ). In the few cases where in the higher dimensional space before marginalization, the 1σ contour for h is out of the range, we are conservative and set the χ 2 to a very large number so that during the marginalization the contribution to the likelihood from that point is negligible.
Once we have a 3d grid of ∆χ 2 values for w0, w1 and ΩM we marginalize over Ωm. We do this either with no external prior, or else after imposing a Gaussian prior on Ωm (
). We expect to recover w0 = −1, w1 = 0, as this is the cosmology used in the Hubble volume simulation.
From our fitting procedure we find w0 = −1.09 show the ∆χ 2 contours for these two cases. Although we have seen from Figure 8 that the distortion parameter h can be recovered at the percent level, this still translates into relatively loose constraints on w1, regardless of the prior on Ωm.
In Figure 9 we show the shape of the theoretical h(z) curve for this best fitting cosmology, compared to the measured values from the simulation. We can see that the best fit curve follows the dip in h(z) values at high z, which account for the difference from the true cosmology.
In Figure 10 we set w1 = 0, in order to assess the type of constraints possible in this case. We find a minimum χ 2 at Ωm = 0.31 
Test on the τ CDM simulation
We now test our method on a different simulated universe. In the previous case, have taken data sets from ΛCDM simulations, and then assumed the ΛCDM geometry when analyzing them. Because of this, we expected to recover a distortion parameter h(z)=1. Now instead, we use a different simulation, but still assume the ΛCDM geometry to analyze it. In this case, we expect to find h(z) = 1.
For the simulated universe, we use the Hubble volume simulation of the τ CDM model (see Frenk et al 2000) . This is a cosmology with Ωm = 1, ΩΛ = 0. The linear matter power spectrum has a similar shape to that of LCDM. We use all the clusters in an octant as before, except this time the maximum cluster redshift is zmax = 1.25.
We first compute the angular positions and redshifts of the clusters, as they would be seen by an observer. We then use the ΛCDM relations (Equations 5 and 6) to convert these into comoving coordinates, assuming an observer at the origin. We compute the correlation function from the simulation as before, and fit the distortion parameter h(z).
This test is is analogous to the real situation, where we would have observational data from an unknown cosmology and use an assumed cosmology during the fitting procedure. The unknown cosmology here is an Einstein-de Sitter universe with Ωm = 1, and we find the distortion parameter with respect to a cosmology with Ωm = 0.3, ΩΛ = 0.7.
Using Equation 8 we compute the distortion parameter which we expect to recover in this case. This is shown as a dotted line in Figure 11 . When we carry out the test, we find results which are intermediate between this line and the h(z) = 1 LCDM line at all redshifts. This is an indication that in a realistic situation such as our test, the distortion parameter cannot be inferred simply when the assumed model (here LCDM) is very different from the actual Universe (in this case τ CDM). Instead, if the distortion parameter is found to be very different from h = 1, an iterative ap- proach should be used. In this case, the assumed cosmology on the second try would be one intermediate between LCDM and τ CDM. By using this method, we would approach the true cosmology, albeit more slowly. In Figure 11 we show the recovery of the Einstein-de Sitter geometry as points with error bars, using the EDS model as an assumed cosmology. This is representative of what should occur with the full iterative procedure, although this has not been fully tested in this case. We have rescaled the result for h(z) by the ratio of the analytical predictions for ΛCDM and τ CDM so that we can show the results on the same plot as the ΛCDM results. Although the fit is not quite as good as with the ΛCDM test, the results show that by moving towards an estimate of an assumed cosmology we can expect good results.
RESULTS FROM SIMULATED
OBSERVATIONAL CATALOGUES
The South Pole Telescope
The SPT survey will cover 4000 square degrees in 5 frequency bands and is expected to observe ∼20,000 clusters with masses greater than 2×10 14 M⊙. For our SPT (and ACT, see below) simulations, we use a Gaussian measurement error of 100 km/s, based on published estimates of the best likely error on the kSZ velocity measurements (Nagai et al. 2004 , Holder 2004 , Sehgal et al. 2005 . The standard deviation of errors from the hydrodynamic simulation which we used before in the Hubble volume case was ∼ 50km/s, so the present value gives slightly bigger velocity distortions.
The simulation output we use to make our mock catalogue is an octant shape and covers almost the same area (we again use the ΛCDM simulation), so to simulate the SPT survey we set a mass threshold so that the number of clusters that we observe is around 20,000. This means that the total number of clusters in the mock survey is only 1/40 of that in the underlying simulation. Since we have fewer clusters, we increase the size of each redshift bin and include clusters up to z = 1 only. Our covariance matrix is constructed in the same way as in §3.1. When building the covariance matrix, we make sure that σ, π bins are large enough that there are cluster pairs in each bin, to avoid singular error bars.
The results are shown in Figure 12 . As expected, we have large error bars because of the of the smaller number of clusters than in the fully sampled simulation. The points also lie somewhat above the h(z) = 1 curve, but the results still give a reasonable estimate of cosmic geometry without a large bias. Due to the large error bars, it is not possible to constrain w0-w1 within reasonable error bounds. However, by assuming that the dark energy density does not change with redshift, we can still find useful constraints on ΩΛ, and w0, for example. In Figure 14 we show the constraints on ΩΛ which result when a flat cosmology is assumed and w1 = 0. We find 1 sigma errors on ΩΛ of +0.14 −0.09 , and a central value within 1 σ of the correct one. The constraints on w0 ( Figure  15 ) are weaker, with w0 < −0.76 at 1 σ.
The Atacama Cosmology Telescope
The ACT will cover only 200 square degree of the sky, but at higher sensitivity than the SPT. It is expected to observe ∼ 1000 clusters with masses greater than 2 × 10 14 M⊙. With this mass threshold we find fewer cluster in the Hubble Volume simulation in a comparable area, so we use 10 14 M⊙ as our threshold. The χ 2 analysis has been done in the same way as before with a Gaussian measurement error of 100 kms, except that the covariance matrix has been built using 6 separate volumes of 200 square degrees taken from the Hubble Volume octant. We then take one subvolume as our simulated survey and carry out our χ 2 analysis using that. Since we now have even fewer clusters than in the mock SPT survey, the error bars are substantially larger ( Figure  13) . It is not possible to put any useful constraints in the w0-w1 plane without other priors. Again we we try to see if it is feasible to constrain ΩΛ setting w1 = 0 (Figure 14) and w0 (Figure 15 ). We find 1 σ errors on ΩΛ ∼ 2 times as large as for the mock SPT survey and a 1σ limit on w0 < −0.45.
From the analysis of ACT mock surveys we can see that the relatively small cluster sample and the need to split it up into redshift bins will make it difficult to measure the correlation function accurately enough to make this type of measurement. Nevertheless, some constraints will be possible, and the error bars of e.g. ∼ 0.2 − 0.3 on ΩΛ are still useful.
SUMMARY AND DISCUSSION

Summary
Using a combination of the Hubble Volume simulation (Frenk et al. 1999 ) and the hydrodynamic simulation results of Nagai et al. (2003) , we have tested using the peculiar velocity corrected galaxy cluster correlation function to measure cosmic geometry. Our findings can be summarised as follows: (1) The galaxy cluster correlation function, corrected using kSZ velocities can act as an intrinsically isotropic object for the AP test.
(2) The geometric distortion of the correlation function needs to be measured to % level accuracy in several redshift bins to constrain the equation of state parameter w0 to better than 10%. (3) Our simulation tests assuming errors from hydrodynamic modelling show that this can be done with a survey covering 1/8th of the sky, with clusters out to z ∼ 1. (4) The distortion from peculiar velocities will be very difficult to correct. Systematic over or underestimates of the peculiar velocities from kSZ measurements will be more problematic than statistical errors. (5) Of surveys currently underway or planned, the SPT seems to be the most promising, and could yield constraints on ΩΛ accurate to 10 − 20%.
Discussion
Of the many recent papers which have been written on using the AP test (e.g. Mc Donald et al. 2003) , all take the approach of modelling the peculiar velocity component of the correlation function distortion. The fact that for galaxy clusters the peculiar velocity can be instead measured and subtracted offers the potential of a useful complementary method. For example, in order to model peculiar velocities well, the relationship between the clustering of the objects and the underlying mass field needs to be known to high precision. This is not necessary in the case where the velocities are subtracted. The latter method does however bring with it several new difficulties, including the necessarily sparse nature of galaxy cluster samples and the extremely challenging problem of measuring the peculiar velocities of thousands of clusters to high accuracy, when to date this has not yet been done for a single cluster.
One of the ingredients in our measurement of the distortion is our model for the correlation function as a function of separation r. We have found that using a fitting function which does not model the correlation function well can lead to biases in the measured distortion. For example, before adopting our fiducial fitting function, a power law combined with a CDM linear theory ξ, we tried a using single power law as the fitting function. This resulted in a systematic 10% bias in the value of h(z). We also tried using a single power law to fit ξ to regions r = 1 ∼ 40 h −1 Mpc (following dâ Angela et al. 2005) . In this case the fitted h in each redshift bin changes slightly but the overall fitting of cosmological parameters does not improve very much. Using a more sophisticated fitting function than a power law therefore seems to be crucial.
The spectral distortion in the SZ effects is determined by τ , vpec and Te. These three parameters could be disentangled using multiwavelength observations. Sehgal et al. (2005) have shown how this will be possible in light of current survey sensitivities and suggest an independent temperature measurement from X-ray observations in order to break degeneracies. However, as mentioned in §2.5, the temperature obtained by X-ray spectroscopy for unresolved clusters is not the electron-weighted temperature which is required to separate three parameters (τ , vpec, Te). Mathiesen & Evrard (2001) estimated that the discrepancy can be as much as 1keV. However, Sehgal et al. found that this temperature discrepancy will lead to a velocity bias of 15-40 km/s. They also claim that for an ACT-like survey, a 2 keV temperature error can still only lead to peculiar velocities with errors less than 100 km/s. We have found that the statistical measurement errors of this size can be modelled well, but that any systematic bias in the velocities will give biased results for cosmic geometry. This issue will need to be explored in more detail once large samples of clusters with kSZ measurements are available. Indeed, if the bias is too large, then it is possible that by assuming a model for cosmic geometry the distortion can be used instead to calibrate the peculiar velocities.
There many other planned surveys than ACT and SPT that are designed to be sensitive to SZ signals from clusters. For example, AMiBA 4 , AMI 5 ( ∼ 100 clusters), APEX 6 (∼ 1000 clusters) and Planck 7 (∼ 10000 clusters). The Planck mission promises the largest survey area (the whole sky), compared to SPT for example which will observe 20,000 clusters over 4000 square degrees (about 1/8 of the sky). Planck will however have much larger CMB temperature measurement uncertainties, and so will only observe a similar number of clusters. They will therefore be distributed even more scarcely, making correlation function measurements difficult. We have tried sampling our simulation down to the space density of Planck clusters, but find that the Poisson errors on ξ make it unfeasible to extract useful constraints on the geometric distortion.
In conclusion, we have shown that by subtracting kSZ measured velocities, it is possible to carry out a test of cosmic geometry with an intrinsically isotropic object, as envisaged in the original paper by Alock and Paczynski (1979) . Using simulations we have seen that given small enough systematic and statistical errors, the correct geometry can be recovered. However, huge samples of galaxy clusters are required with precisely measured velocities. For example, to measure w0 with 3% statistical errors we have seen that 800,000 clusters are necessary. As the kSZ signals are so small, observing the kSZ effects from this many clusters is not possible with currently planned surveys. However more advanced surveys are planned to detect more clusters in the future and the test we have proposed here will offer an additional way to use such data to constrain dark energy.
