The purpose of this paper is to study the equilibrium real exchange rate (ERER) in 5 CEE transition economies, namely the Czech Republic, Hungary, Poland, Slovakia and Slovenia. In so doing, we combine the fundamental equilibrium exchange rate (FEER) approach developed by Williamson (1994) with the behavioural equilibrium exchange rate (BEER) approach advocated by Clark and MacDonald (1998) . Our analysis is based on the theoretical model proposed by Montiel (1999) which defines internal balance in terms of the relative price of nontradables and determines external balance in terms of net foreign assets. The empirical part of the paper consists in estimating a VAR-based 3-equation cointegration system. Long-term equilibrium values for relative prices are determined by using relative productivity and private consumption, while the current account, representing external balance, is linked to terms of trade and openness ([X+M]/GDP). In order to derive the ERER and then to compute total misalignment, we finally substitute the long-run values for external and internal balances in the simultaneously estimated cointegration relationship connecting the RER with relative prices and the current account. Results show that the gap between observed real exchange rate developments and the path of the equilibrium real exchange rate differs substantially among the 5 transition countries. 
Non-technical summary
The goal of this paper is to investigate the equilibrium real exchange rate (ERER) in 5 CEE transition economies, namely the Czech Republic, Hungary, Poland, Slovakia and Slovenia. In so doing, the paper combines two approaches, namely that of the fundamental equilibrium exchange rate (FEER) developed by Williamson (1994) and that of the behavioural equilibrium exchange rate (BEER) proposed by Clark and MacDonald (1998) . As a first step, we investigate real exchange rate developments in the aforementioned transition economies. Then, a brief overview of the existing literature is provided. With this as a background, we present a theoretical model of a small economy where internal balance is defined in terms of the relative price of nontradables and external balance is determined in terms of net foreign assets. The empirical part of the paper then tries to use these to definitions to estimate the equilibrium real exchange rate in a Johansentype cointegration framework. Long-term equilibrium values for relative prices are determined by using relative productivity and private consumption, while the current account, representing external balance, is linked to terms of trade and openness ([X+M]/GDP). In order to derive the ERER and then to compute total misalignment, we finally substitute the long-run values for external and internal balances in the simultaneously estimated cointegration relationship connecting the RER with relative prices and the current account. Results show that the gap between observed real exchange rate developments and the path of the equilibrium real exchange rate differs substantially among the 5 transition countries. The Czech Republic, Poland and Slovakia may have experienced an excessive appreciation of their real effective exchange rate whereas Hungary and Slovenia show little sign of overvaluation during the period under study. These results suggest the role flexible exchange rate regimes may play in exchange rate misalignments.
I. Introduction
According to the extensive body of the literature dealing with the question of the equilibrium real exchange rate (ERER) in developed countries, the ERER is defined as the level of the real exchange rate when internal and external balances are achieved. Internal balance is usually determined in terms of the NAIRU while external balance refers to the sustainability of long-term capital flows. In practice, there are basically two approaches to estimate the ERER. On the one hand, Williamson (1994) and Bayoumi et al.(1994) employ large macroeconometric models in order to derive the fundamental and desired equilibrium exchange rates (FEER and DEER) 2 respectively. On the other hand, using a relatively small theoretical model, Stein (1994) estimates the ERER what he calls the NATREX, by regressing a number of macroeconomic variables on the real exchange rate. Similarly, Clark and MacDonald employ time series cointegration techniques to connect the real exchange rate to fundamentals. In fact, they introduce the notion of the behavioural and the permanent equilibrium exchange rate (BEER and PEER): the ERER is obtained by substituting the long-term values of the fundamentals into the estimated cointegration vector 3 .
When it comes to estimating the ERER for developing and emerging economies, it is common practice to use the single-equation approach for time series 4 and for panel data including a large number of countries 5 . The same applies for studies investigating the equilibrium real exchange rate in Central and Eastern European transition countries. To our knowledge, the only paper, which uses the FEER approach, is that of Smĭdkova (1998) . This is actually the main reason why we propose to estimate the ERER for 5 transition economies, namely for the Czech Republic, Hungary, Poland, Slovakia and Slovenia by taking directly account of internal and external balances. The remainder of the paper is as follows: in Section II., we shortly discuss real exchange rate developments in the 5 transition countries under consideration. Subsequently, Section III gives an overview of the empirical literature and Section IV presents the theoretical framework. Section V deals with the empirically estimated system derived from the theoretical model. Section VI then describes the data we use for the estimation and Section VII overviews the econometrics employed. Section VIII analyses the results and attempt to assess the extent of a possible overvaluation of the 5 countries' effective real exchange rate over the period of 1991-2001. Finally, Section IX presents the concluding remarks.
II. Real exchange rate developments in CEECs
In this section, we briefly discuss macroeconomic developments in the 5 transition economies under investigation, keeping one eye on the real exchange rate. According to professional wisdom, Hungary experienced an excessive real effective appreciation of its national currency in the early stage of transition. Responsibility for this goes to the pegged exchange rate regime with discretionary adjustments against a currency basket composed of German mark and US dollar. As 2 For recent studies employing the FEER approach to OECD countries, see e.g. Borowski et al (1998a, b) , Borowski -Couharde (2000a, b) , Joly et al. (1999) and Couharde -Mazier (2000) , IMF(2000) . 3 See e.g. Feyzioglu (1997) , Alberola et al. (1999) , Maurin (2000) , Clostermann -Schnatz (2000) , Maeso-Fernandez et al (2001) . 4 Cf. Edwards (1994) , Elbadawi (1994) , Baffes et al. (1999) , Mongardini (1998) , Sundarajan et al. (1999) and Lim (2000) . An exception is Paiva (2001) who estimates the FEER for Costa Rica. 5 Cf. Coudert (1999) . a matter of fact, as price stabilisation was a key concern for policy-makers in the early 1990s, pegging the Hungarian forint was intended to provide a nominal anchor for inflationary expectations. As high as 35% per annum in 1991, inflation was brought down to about 20% as soon as in 1993 and 1994, which remained stuck at that level. At the same time, a substantial real appreciation was brought about by annual devaluations well below the annual CPI differential vis-à-vis the currency basket. This appreciation might have been inappropriate for several reasons. One big reason is that it negatively affected export performance going in tandem with skyrocketing imports, which paved the way for a first-generation type balance of payments crisis. This was accompanied by a loosening stance of monetary and fiscal policy reflected in very low real interest rates and an ever-widening deficit of the general government. In this context, an infamous austerity package including among others a range of structural reforms was announced in March 1995. Among others, the Hungarian currency was devalued by 9% and a pre-announced crawling peg system has been introduced. Efforts have been made to restore the internal and external balance. Since 1995, the monetary policy' main goal has been sustainable disinflation, which has aimed at reducing inflation by controlling for internal and external balances. Thus, the intermediate goal has long been the nominal and real exchange rate. As a result, till May 2001 with a fluctuation band of ±2.25% around the central parity appreciation of the real effective exchange rate has ranged somewhere between 1.5% and 3%, which could be considered by many as sustainable (C.f. Halpern-Wyplosz (2001) , Kovács-Simon (1998) ). The rate of crawl being close to zero and inflation stuck at 10%, the margins have been enlarged to ±15% and inflation targeting introduced. The crawling peg has been definitely abandoned in October 2001. Due to good overall economic performance, the nominal exchange rate quickly appreciated within the bands and inflation started to decrease rapidly (partly because of favourable food and oil price developments). At the same time, the current account position proved to be quite stable as did the stance of fiscal policy, although loosening with general elections ahead in April 2002.
Like Hungary, Slovenia also experienced real exchange rate appreciation in the first four-five years of its transition process. As announced to the IMF, the country had a floating exchange rate regime. In practice, however, the Bank of Slovenia has been heavily managing the nominal exchange rate against the deutsche mark so as to avoid excessive real appreciation by taking the home -foreign inflation differential into account, which could jeopardise external competitiveness. This was actually a non pre-announced but de facto crawling peg system. Real exchange rate targeting was indeed not officially announced as the central bank was officially targeting tight money. However, there have been conflicts between the two targets since tight monetary conditions have been aiming at achieving lower inflation and thus put pressure on the tolar to appreciate. At the same time, exchange rate interventions tended to slow disinflation. In 1995, the real effective exchange may be overvalued according some analysts. Hence, in the face of concerns about competitiveness, the Bank of Slovenia depreciated the currency by 11% through actively intervening in the foreign exchange market. Too slow restructuring in the enterprise sector, reflected in the slowdown in exports, and a unit labour cost by far outpacing productivity advances, the trade balance has started to deteriorate since late-1994. Simultaneously, the large current account surplus disappeared and turned into slight deficit in 1995. It is worth emphasising that fiscal policy has been very rigorous, in balance till 1999. Since January 1996, there has been a return to the unannounced narrow band. In May 1997, a new monetary framework was introduced by identifying M3 as an intermediate target. Nevertheless, the exchange rate targeting was not dropped and continued to be at work till 1998. Pressure on the exchange rate is now building due to public finances in the red from 1999 onward and the ongoing liberalisation of capital flows according to the Association Agreement between Slovenia and the EU. However, nominal exchange rate volatility is far lower than in other CEECs.
When it comes to assessing real exchange rate movements in Slovakia, three major periods can basically be distinguished. 1993-1996 was a period with strong real appreciation accompanied by good macroeconomic performance, 1997-1998 is the aftermath of the real appreciation with severe external imbalances and 1998-2001 can be characterised by a depreciated and more volatile real effective exchange rate due to free floating. To begin with, after a 10% devaluation in January 1993, the Slovak currency was pegged to a currency basket. The Slovak coruna was never devaluated until October 1, 1998 6 . As a result, inflation was brought under control very rapidly and fell under 10% in 1995. The other part of the story is the substantial real appreciation of the Slovak currency. Nevertheless, during this period the economy recovered driven by strong export performance. For a while, the external current account registered convenient surpluses in 1994 and 1995. In addition, the frightening 7% to GDP deficit of general government in 1993 was corrected to as low as 1.3% relative to GDP in 1994 and turned to surplus in 1995. But 1996, the beginning of the second period, has been something of a nightmare for Slovakia: the external current account deteriorated quickly and there was new red ink in public finances. For the external position to worsen, one major reason was the substantial real appreciation of the home currency. In addition, real wages increased by far faster than productivity. Consequently, in spite of import surcharges ranging from 7% to 10% in 1995-1996, import grew sharply during the period, triggered by consumers hungry for foreign goods and by need for machinery for investment 7 . The stance of monetary policy expansionary till mid-1996, it began to be tightening in the face of the booming domestic demand. Even if domestic credit and money supply was brought under control, foreign borrowing continued to rise and so domestic pressure was not affected. However, interest rates skyrocketed both in nominal and real terms, financing the budget deficit turned out to be tough. As a result, with gross external debt nearly doubled in 3 years, major rating agencies downgraded Slovakia's sovereign debt. Bearing the deterioration of the fundamentals in mind, it was no surprise that in May 1997, the Slovak coruna came under speculative attack triggered by the turmoil on the Czech foreign exchange market. Since late-1998, the coruna is floating and slightly appreciating in nominal terms.
As part of the former Czechoslovakia, the Czech Republic started the transition process with a fixed exchange rate regime, with the national currency pegged to a basket of 65% German mark and 35% dollar US. Like in the case of Slovakia, the fixed nominal exchange rate, adjusted a couple of times till 1993 helped bring down inflation brought about by price liberalisation. From 1993 onward, date of the separation of the Czech Republic and Slovakia, the nominal exchange rate was maintained fixed against the basket till the coruna crisis in 1997. It is true to say, that economic transformation was rather slow and privatisation was meant to be accomplished by the 6 However, in July 15 1995, the basket has been modified in that it contains but 40% USD and 60% DEM. In addition, while existing, the exchange rate system has undergone changes on several occasions with respect to the fluctuation band around the official rate (from January 1996 till July 1996: ±3%, between July 1996 and December 1996 : ±5%, and from January 1997 onward: ±7%). It should be also noted that the Slovak currency became fully convertible according to Article VIII of the IMF in October 1, 1995. 7 The structure of foreign trade is essentially composed of products with low value-added such as steel, basic chemicals, fuels etc. which are very sensitive to price changes in row materials and EU business cycles. Moreover, Slovakian exports are heavily concentrated not only regarding sectors but also with respect to the number of companies.
way of the voucher method. Unemployment stabilised at an astonishing low level of 3-4% by Eastern European standards. At the same time, the position of public finances proved to be balanced as budgetary transfers were stopped towards Slovakia. Despite the successful stabilisation of the price inflation, like in Slovakia, the rate of growth of the price level remained too high. Keeping in mind the fixed exchange rate regime, it led to a considerable appreciation of the Czech currency in real terms. The signs of slow restructuring appeared first in late 1995, as the current account started to deteriorate and public finances dived into red. This phenomenon was just aggravated by the substantial real appreciation. In addition, the Czech Republic moved quickly towards current account convertibility and from 1996 on towards liberalisation of capital movements. As a result, the Czech currency had a lively exchange rate market in London. As in the case of Mexico in 1995, a kind of self-fulfilling speculation against the Czech currency began in London accompanied with the withdrawal of capital invested in short-term government papers as investors became aware of difficulties in economic reforms. Widening the narrow band of ±0.5% to ±7% in 1996 could not avoid the abandon of the pegged exchange rate regime in May 1997. The financial crisis quickly affected the real sphere. Under fixed exchange rate regime, Czech companies heavily indebted in foreign currencies, largely in the short term. Not only the sudden nominal depreciation increased the burden of servicing the short-term credit, but the renewal of credits proved to be very difficult if not impossible both abroad and at home. The banking system, already in bad shape, had to face sky-high nominal and real interest rates, reinforcing sensibility against risks. The consequence of the credit crunch and the bad loan load was a two-year long economic recession. Policy-makers learnt the lesson and the method of privatisation shifted towards direct sales mainly to foreign multinational firms. This and a large amount of FDI begin to appreciate the nominal exchange rate against the euro a substantial way from 1998 onward. As a results, the real exchange rate has been on a sharp appreciating path since.
As far as Poland goes, a pre-announced crawling peg was introduced in March 1991. This system had the merit to bring down inflation with a reasonable appreciation of the effective real exchange rate. That is the main reason why Poland did not have to struggle with overvalued currency till about 1996-97. During 1992-1996, there was no major problem as to the external and internal balances. However, as soon as the debt relief obtained from foreign creditors in 1994 and the deep rooted economic restructuring -briefly, confidence was back again -started to feel its effects, foreign capital in form of portfolio investment and FDI started to pour into Poland, which put tremendous pressure on the zloty. With gradual capital liberalisation as a background, the fluctuation band had to have been gradually widened to ±7% in 1995 and then to ±15% in 1999 and finally abandoned in spring 2000. Recently, free floating is producing erratic nominal and thus real exchange rate movements. It is noteworthy that from 1999-2000 onward, the Polish currency could be referred to as an overvalued currency. The main problem has been inflation due to domestic credit expansion, that the national bank tries to combat with high real interest rates. As all this tends to attract large speculative capital inflows, the zloty is on an appreciating path both in nominal and real terms. A strong domestic currency and high real interest rates hit hard exports, which coupled with budgetary problems provoked high current account deficits close to 8-9% to GDP in recent years. 
III. An overview of the literature
When it comes to estimating the equilibrium real exchange rate for the accession countries, one can distinguish between three types of estimations as regards the theoretical background: It is common practice to test an extended Balassa-Samuelson model. When the dual productivity growth differential is not available, it is often proxied by other variables such as GDP per capita, variables connected to education and demographic factors. Short-term demand-side variables such as private and public consumption as a share of GDP is employed. A second strand of papers employs the reduced form equation derived from a general equilibrium model. Finally, the estimation of large macro-econometric models should be mentioned.
Apart from the different theoretical models used as a background, it is also possible to distinguish between studies regarding the econometric techniques employed: studies based on time series and on panel data. Using time series techniques allows to identify country-specific factors. However, the lack of data on a quarterly or monthly basis required by the short time span (roughly 10 years of transition) may force to switch to annual data and thus employ panel techniques (as it is impossible to conduct time series analysis on 10 observations).
III.A. Time series studies
Using time series, one can rely either on the estimation of a structural macroeconometric model or upon the single-equation approach. The only attempt that has been so far made to evaluate ERER in accession countries using macromodels is that of Smĭdkova (1998) . Using the FEER approach, the first step of the analysis is to estimate the elasticity of the current account (CA) to domestic (Y) and foreign (Y*) income and to the real effective exchange rate (CA=CA(Y,Y*,REER). Subsequently, a value for the REER should be determined so that CA, Y and Y* converge towards their equilibrium values. However, this would imply that the REER should affect three variables at the same time. For this reason, it is supposed in practice that internal balance is achieved independently of the REER. So, the current account compatible with internal balance is determined. Finally, the REER is derived which would move the current account modified for internal balance to its target value. Smĭdkova uses the Czech module of the NIGEM model of the NIESR estimated upon quarterly data over the period of 1992 to 1996. She establishes two scenarios and determines two bands of overvaluation. These results suggest, the Czech koruna be overvalued compared to its estimated level by somewhere between 0.4% to 6.8% and -1.4% to 5.4% in 1996.
The alternative and more often employed way to estimate the ERER is the single-equation approach to the Behavioural Equilibrium Exchange Rate (BEER, cf. Clark-MacDonald (1998) ). Actually, the BEER approach consists of the following five steps:
1.) The relationship between the ERER and a number of fundamentals and transitory factors is first estimated, mainly using the cointegration technique as the series usually turn out to be I(1) processes. 2.) The transitory effects are set to zero and the actual values of the fundamentals are simply substituted into the estimated relationship. The actual misalignment from equilibrium is then obtained by comparing the actual RER to the estimated one. 3.) The long-term or sustainable value of the fundamentals is then estimated either decomposing the series in question into permanent and transitory components (e.g. Hodrick-Prescott filter, Beveridge-Nelson decomposition) or evaluating subjectively the long-run value (cf. Baffes et al. (1999) ). 4.) The estimated long-term values are substituted into the estimated (cointegration) relationship connecting ERER and fundamentals. At the same time, the variables playing a short-term role in the ERER determination are set to zero. 5.) To derive the extent of the total misalignment from equilibrium, the difference of the actual and the estimated equilibrium real exchange rate as in step 4.) is calculated. Thus, the total misalignment depends on the short-term transitory factors and the departure of the fundamentals from their long-term value. Alternatively, Clark and MacDonald (2000) show that it is also possible to obtain the total misalignment decomposing the cointegration vector itself into a permanent and a transitory component (Permanent Equilibrium Exchange Rate -PEER) via the Gonzalo-Granger method. Thus, after estimating the long-run relationship, there is no need to evaluate long-term values for the fundamentals.
The number of studies using the BEER approach is somewhat higher compared to that employing the FEER approach. For example, a study by the IMF (1998) examines the case of Slovakia. Given the stationary nature of the variables, an OLS-type regression of real exchange rates is run using both fundamental and monetary factors to explain real exchange rate developments for monthly data between 1990:1 and 1997:2-6. The short-run monetary variables then are set to zero and the equilibrium path of the real exchange rate is computed. Finally, the estimated equilibrium and the actual real exchange rate are compared in order to determine the actual misalignment from equilibrium. The macroeconomic variables used are public consumption, investment, the openness ratio measured as (exports+imports)/GDP and real wages as a proxy for productivity. According to estimates, each variable seems to be significant. The openness, real wages and a proxy for monetary conditions all bear a positive relationship to the CPI, PPI and the unit labour cost-deflated real exchange rate. As to public consumption and investment they have a negative sign. The Slovak koruna is found not to be overvalued in 1996. This finding is at odds with the general perception that overvaluation was one big reason for the large external current account deficit.
In another paper, Avallone and Lahrèche-Révil (1998) study the equilibrium real exchange rate in Hungary during 1985 and 1997. Employing the Johansen cointegration technique to quarterly data, they proceed to the estimation of a cointegration vector including the CPI-based real effective exchange rate, public and private consumption, terms of trade defined as export prices/import prices, and GDP per capita as a proxy for productivity. They then measure the actual misalignment from equilibrium as the difference between the actual real effective exchange rate and the fitted values of the cointegration vector and conclude that the Hungarian currency was not overvalued in real terms during the period under consideration.
Two economists of the Czech National Bank, Frait and Komarek (1999) investigate the case of the Czech Republic. The Johansen cointegration technique is used for a dataset running from 1992:Q3 to 1998:Q4. The cointegrating vector links the real effective exchange rate to the terms of trade, a "world" interest rate, savings and GDP per capita. Substituting the long-run value of the fundamentals into the estimated equation, they compute the total departure of the real exchange rate from the equilibrium real exchange rate and conclude that the Czech koruna was close to equilibrium till 1996, slightly overvalued prior the koruna currency crisis, thereafter a bit undervalued and finally was overvalued compared to its estimated equilibrium value till 1998.
In a working paper of the National Bank of Estonia, Filipozzi (2000) investigates a possible departure of the ERER of the Estonian kroon against its equilibrium value. Once again, the cointegration technique is employed over the period from 1993:Q2 to 1999:Q2. The presence of a well specified cointegrating vector is detected containing the real effective exchange rate, the labour productivity differential between the open and sheltered sectors, investment, the trade balance and the nominal effective exchange rate. Several scenarios are dressed as to the long-term value of the fundamentals. While results suggest a total overvaluation of 25-30% at the beginning of the period, the overvaluation seems to drop to as low as about 5% in early 1999.
III.A. Studies based on panel data
The philosophy behind the use of panel data is somewhat different compared to the time series analysis. Estimating the relationship between the real effective exchange rate and the fundamentals enables us to obtain some kind of "average" coefficients for a set of countries. The idea is that these "average" coefficients obtained from the panel could describe well the longterm behaviour of the individual countries' real exchange rate. To put it simply, in the long run, the real exchange rate is supposed to react to changes in fundamentals similarly in each country. The substitution of the observed fundamental time series into the estimated equation would yield the equilibrium real exchange rate for each country. As in the time series case, the misalignment from equilibrium can then be computed as the differential of the observed REER and the estimated equilibrium real exchange rate.
We can distinguish between two types of panel studies: those relying on "in-the-sample" estimation of the equilibrium real exchange rate and those performing "out-of-sample" evaluation of the equilibrium real exchange rate. "In-the-sample" means in fact that the equilibrium real exchange rate is examined for the countries included in the panel and for the time span covered by panel data. On the contrary, the "out-of-sample" estimation means that the equilibrium real exchange rate is estimated for countries and for periods not included "in the sample". E.g., it is possible to estimate an equation linking real exchange rate and fundamentals for a given number of countries covering a given period. Then, the estimated equation is used to asses the equilibrium real exchange rate for a country not included in the panel.
Among the few panel studies Coudert (1999) regresses the US dollar-based and CPI-deflated real exchange rate on the productivity differential and on the foreign indebtedness ratio. The relative price of non-tradables and GDP per capita are used as a proxy for the productivity growth differential across countries. The panel is based on annual data for the period between 1977 and 1997 concerning a set of 16 emerging market economies of Asia, Latin American and Europe including Hungary as the only accession country. According to different panel estimation methods, the coefficients are all significant and range from -0.93 to -1.29 and from -0.32 to -0.45 respectively for the relative price differential and the indebtedness ratio and thus provide strong evidence in favour of the fact that the stock of dept compared to GDP has a large impact on real exchange rate movements in those countries. Results suggests the absence of sustained under-or overvaluation periods for Hungary during the whole period in general and for the period covering the 1990s in particular.
In their seminal paper, Halpern and Wyplosz (1997) analyse a score of transition countries. Their theoretical assumption is that in the early years of transition, real exchange rates are well beneath their equilibrium value. It is mostly because of this "undershooting" that the real exchange rate will experience an appreciation till equilibrium level is reached. Moreover, even if real exchange rates are close to their equilibrium value, there is still room for appreciation since the equilibrium rate is expected to undergo to appreciation mainly due to higher inflation rates. Higher overall inflation can be explained by the Balassa-Samuelson effect, improvement in traded goods' quality and relative wage adjustments. So as to measure the misalignment from the equilibrium real exchange rate, they first estimate a real dollar wage equation including variables such as GDP per capita as a proxy for productivity, school enrolment, the share of agriculture in GDP, government consumption. This estimate is based on pooled time series for 80 countries of approximately the same level of development. 5 observations are included for each country (1970, 1975, 1980, 1985, 1990) . Results suggest that GDP per capita, school enrolment and government consumption are positively related to dollar wage, while the agriculture/industry ratio and inflation have negative signs. They then determine the equilibrium dollar wage by substituting the corresponding time series (1990) (1991) (1992) (1993) (1994) (1995) (1996) for the transition countries into the estimated equation and compare it with actual dollar wages. Results support the theoretical assumptions as all countries but Hungary and Slovenia had undervalued real exchange rates at the beginning of transition. They draw the conclusion that by 1996, the real exchange rate is near to its equilibrium level for Croatia, the Czech Republic, Poland, Slovenia and Hungary.
Begg, Halpern and Wyplosz (1999) update the data base used in Halpern and Wyplosz (1997) : the number of countries is extended to 85 and the period is augmented with the observation for 1995. Additional variables such as the dependence ratio, the openness ratio, net foreign assets of the banking sector and of the economy, credit to private sector and a number of regional dummies for OECD countries, countries of the former soviet bloc and of the Commonwealth of Independent States (CEI) are added. They estimate the equilibrium dollar wage for 12 transition countries for the period 1990-1997: the equilibrium dollar wage seems not to appreciate any more in 1996 and 1997 for some countries. On the one hand, the currency of the Baltic states and the Czech and Slovak Republics were substantially undervalued in real terms in the early 1990 but converged rapidly to their equilibrium value. On the other hand, the case of Hungary, Poland and Slovenia is close to overvaluation from 1996 on.
The study of Krajnyák and Zettelmeyer (1997) is somewhat similar to Halpern and Wyplosz (1997) in that they estimate the equilibrium dollar wage using a large panel including 85 countries, 15 transition economies among others. The data base contains 6 annual observations for each country between 1990 and 1995. The variables which are expected to capture real exchange rate movements are GDP per capita, school enrolment and the share of agriculture in GDP. In addition, a score of other variables are used aiming at describing the institution settings such as an indicator for central interventions, for fiscal regime, property right and economic freedom. According to the results, in the early 1990s, the equilibrium dollar wage appreciated in Bulgaria, the Czech Republic, Estonia, Hungary, Poland, Romania and Slovakia. At the same time, the observed dollar wage, undervalued at the beginning, converged to its equilibrium value.
In a recent study covering 12 CEECs and the period 1990 , Maurin (2001 considers the productivity growth differential between the open and the sheltered sector, public consumption, real domestic interest rate and the external debt. Assuming progress in non-tradable productivity to be equal to zero, the productivity differential is given by productivity advances in the tradedgoods sector. Proxies for productivity are per capita GDP and the relative price of nontradables, that is consumer prices compared to industrial prices. Public consumption and external debt are expressed in terms of GDP. The key finding of the paper is that public consumption and external debt are correctly signed, that is to say have a positive and negative sign, the coefficient ranging from 0.80 to 1.37 and from -0.55 to -0.83 respectively. As for productivity, coefficients are almost never significant whatever the proxy may be and have the expected positive sign when per capita GDP is considered.
De Broeck and Sløk (2001) investigate real exchange rates in transition countries. The study covers two groups of transition countries. The one we are interested in is the EU accession countries' group which includes the three Baltic States, Bulgaria, the Czech Republic, Hungary, Poland, Romania, Slovakia and Slovenia. Data are gathered on a yearly basis over the period 1991 to 1998. In a panel framework, the real effective exchange rate provided by the IMF is regressed on the productivity growth differential across the open and the sheltered sector related to exports-weighted average productivity growth differential of 18 OECD countries. The productivity variable turns out to be significant and has the expected sign -that is an increase in productivity differential implies a real appreciation of the exchange rate. The coefficient of the productivity variable varies between 0.2 to 0.8. In addition, other variables are introduced so as to control for short-and long-term fluctuations caused by other fundamental factors. The openness and government balance variables become significant with the correct sign. The more open the country is, the stronger the push towards depreciation is on the one hand, and the higher the government deficit, the larger the depreciation in real terms, on the other. The terms of trade, fuel and non-fuel prices then become insignificant in their estimates.
IV. The Model
The theoretical framework is given by the model proposed by Montiel (1999) . In fact, the model is designed for a small, open economy, based on two sectors. The open sector produces tradable goods while the sheltered sector produces non-tradable goods. In addition, the representative household maximises its intertemporel consumption of tradable and non-tradable goods. Finally, the consolidated public sector is considered, including general government and the central bank. The real exchange rate is defined as the price of non-tradables to the price of tradable goods. The exposed and sheltered sectors can be described with two different CobbDouglas production functions as follows: 
where C T et C NT denote respectively the consumption of tradables and non-tradables. Assuming the elasticity of the intratemporal substitution between tradables and non-tradables to be unity, the utility function can be written as follows:
θ and σ denoting respectively the share of tradable goods in total consumption and the elasticity of intertemporel substitution. A Cobb-Douglas-style specification of the elasticity of intratemporal substitution between tradables and non-tradables makes it possible to divide consumption into tradable and non-tradable consumption as follows: C T = θC, C NT = (1-θ)QC, where C = C T +C NT /Q. Substituting these equations into equation (3), we obtain:
where k is a constant and Q stands for the real exchange rate. We then proceed to maximise equation (4) [
where Y, C et T denote total production, total consumption and taxes paid by households. Foreign and domestic bond in the households' portfolio yield the foreign and domestic interest rate (i * , i) and are connected via the uncovered interest rate parity corrected for risk premium (ρ). Risk premium is indeed a function of the probability of the collapse of the fixed exchange rate regime:
where d and NFA stand for the devaluation of the nominal exchange rate and net foreign assets. The term iM in equation (5) represents the opportunity cost of holding national currency. We note that the real exchange rate is defined as the ratio price of tradables/ price of non-tradables. The nominal exchange rate is thus supposed to be stable over time. Considering equation (4) 
and ψ denote the parameter of temporal preference. In fact, what we can see from equation (7) is that optimal consumption is determined by the real interest rate, the real exchange rate, the intertemporel preference parameter, the share of tradables in total consumption and finally the elasticity of intertemporel consumption. As to general government including the central government and the Central bank, we define the budget constraint (BC G )as follows:
where T, iB, πM, G T and G NT stand respectively for taxes, net public debt, inflation tax and public consumption on tradables and non-tradables. Respecting the budget constraint does not necessarily mean balanced budget but rather a sustainable public debt in the medium and long term. In the model, the equilibrium real exchange rate is defined in terms of internal and external balances. Internal balance is achieved when the market for non-tradable goods is in equilibrium: That is, households and the government consume all the produced non-tradable goods as in equation (9) Where Y NT stands for output in non-tradables and C NT and G NT denote the respective consumption of households and general government on non-tradable goods. As far as external balance is concerned, equilibrium is reached when the current account, that is national savings equal to gains or losses on net foreign assets according to equation (10):
V. Empirical Approach
We propose to estimate a VAR-based 3-equation cointegration system. Internal balance is defined in terms of relative prices and external balance is determined as the sustainable value of the current account (deficit/surplus). Then, the equilibrium real exchange rate is obtained as a function of internal and external balances. Thus, the first cointegration relationship of the systems consists of relative prices (REL), the dual productivity growth differential (PROD) and private consumption (PRIVCON). The second one includes the current account (CA), the terms of trade (TOT) and the degree of openness of the economy (OPEN). Finally, we proceed to estimate the cointegration vector comprising the real exchange rate (RER), relative prices and the balance of the current account: The three cointegration vectors are normalised to relative prices, the current account and the real exchange rate, respectively. As a matter of fact, we estimate a VAR and try to identify the above cointegration relationship with implementing the Johanson trace tests. Having identified the cointegration vectors, we can obtain the estimated values for relative prices and the current account. These values can be referred to as the long-term or the estimated equilibrium values for relative prices and the current account. Next, we substitute these estimated values into equation (13) so as to derive the equilibrium real exchange rate. Finally, the obtained equilibrium real exchange rate is compared with the observed real exchange rate: the gap between the estimates and the observed values can be interpreted either as an excessive real appreciation or an excessive real depreciation of the home currency.
VI. Data
We use a quarterly data set covering 1992:Q1 -2001:Q2 for Hungary, Poland and the Czech Republic and 1993:Q1 -2001:Q1 for Slovakia and Slovenia. The effective real exchange rate is based on the German mark and the US dollar. The weights we use for computing the effective real exchange rate correspond to the structure of foreign trade in terms of (X+M)/2 vis-à-vis the EU-15 (for the deutschemark) and the rest of the world (for the US dollar). The nominal exchange rate, issued from the "WIIW Countries in Transition 2001" database 8 , is expressed in foreign currency terms and is calculated as a three-month average. The nominal exchange rate is then deflated by the corresponding cumulated foreign and domestic CPI series coming from the OECD's database. The relative price of non-tradable goods compared with that of tradable goods is calculated as service price series relative to the PPI for industrial goods. The series are calculated in effective terms (against the Germany -US basket) and are obtained from the OECD. The balance of the current account is obtained as the ratio of the cumulated series of the current account to GDP. The dual productivity growth differential is based on labour productivity data: we divide the index for industrial production with the index of employees in industry. The domestic productivity series is then compared to the foreign productivity ratio. The source of data is the OECD. Private consumption is linearly interpolated from annual data coming from the WIIW. Per capita GDP data expressed in purchasing power standards PPS are also obtained from the WIIW and are linearly interpolated from annual data. The terms of trade series, defined as the ratio of export prices to import prices come from Datastream. The openness variable is computed as (exports + imports)/GDP.
VII. The Econometric Method
We estimate the following VAR system including the variables discussed before:
where y t is the vector of variables, µ and υ·t are a constant and a trend, while Ψ·d t represents the vector of intervention dummies. We included intervention dummies for a number of countries so as to control for possible structural breaks. A candidate phenomenon for causing shifts in fundamentals is the liberalisation of capital movements. Every single country under consideration has abolished, at a different pace, virtually all barriers to free capital movements. As a results, monetary and exchange rate policies have been deeply changed. We experienced to include centralised dummies for every country: statistically significant dummies could be found only for Hungary and the Czech Republic with the periods covered of 1991:Q1-0995: Q1 and 1995 Q1 and :Q2-2001 Q1 and :Q2 for Hungary and 1991 Q1 and :Q1-1996 Q1 and :Q4 and 1997 Q1 and :Q1 and 2001 :Q2 for the Czech Republic. The question of the non-stationarity is dealt with not via the usual univariate ADF and PP unit root tests but rather by performing multivariate stationarity tests in the VAR-system. As results reported in Tables 1-5 show clearly that all variables are I(1) processes, the cointegration technique seems to be the appropriate estimation technique. In order to obtain robust estimates of the cointegrating vectors, we have to implement a number of specification tests. The lag lengths are determined so that no-auto-correlation and normality for the residuals are ensured. Furthermore, we implement likelihood ratio tests to determine the trend polynomial in the cointegrating vector 9 . The cointegration rank is determined using the Johansen cointegration test 10 . The stability of the cointegration rank and the space β are verified in line with suggestions in Hansen-Johansen (1993) . Next, roots of the model and the auto-correlation and normality of the residuals are examined using correlograms and performing the Jarque-Bera multivariate test on the single equations' residuals and on the residual vector.
We expect that relative prices have a positive link to productivity and private consumption. In other terms, an increase (decrease) in productivity and in private consumption should bring about an increase (decrease) in relative prices. As to the current account, we hope to find it positively related to the terms of trade and negatively connected to openness. Put differently, an increase (decrease) in the terms of trade and a decrease (increase) in the openness is expected to provoke an improvement (deterioration) of the current account. It must be noted, however, that the expected sign for the terms of trade is controversial. Finally, the real exchange rate is expected to have a negative link to relative prices and the current account. An increase (decrease) in relative prices is to contribute to the appreciation (depreciation) of the real exchange rate. As to the current account, an improvement (deterioration) should make the real exchange rate appreciate (depreciate). Technically speaking, the expected signs for the three cointegrating vectors can be summarised as follows: X1=(1,-,-), X2=(1,-,+), X3=(1,+,+).
VIII. Empirical Results
We would like to emphasise that the results of the estimations reported in Tables 1-5 should be considered with prudence. Having tested the three-equation system for the 5 countries under study, it turns out to work properly, with the expected number of cointegration vectors having significant and correctly signed coefficients, for Hungary and Poland 11 . For the other three countries, problems mainly arise as regards productivity as it is generally not statistically significant and has the wrong sign. For this reason, we proceeded to replace productivity and private consumption with per capita GDP (CAPITA), measured in terms of PPS. Hence, we use the modified version of equation (11): Internal balance (X1) :
Estimating the modified system yields the expected results: we are able to identify three cointegration vectors, with correctly signed and statistically significant coefficients. The only exception to rule is the case of the terms of trade, which has systematically a positive sign, indicating that an improvement in the terms of trade is translated into a worsening current account. Johansen(1996) ; * and ** indicate that H 0 is rejected at the 5% and 1% significance level, respectively;. the model tested for and the number of lags used in the model are in parenthesis below the Johansen statistics. Below β 1 values can be found the t-statistics of the CE in parenthesis. The asterisk above the 1 in column 5, (the beta to which the cointegrating vector is normalised) indicates that the variable is significant at the 5% level in another normalisation. As regards the Jarque-Bera normality test, p-values are in parenthesis beneath χ 2 statistics and refer to skewness and kurtosis: normality is accepted when the p-value is higher than 0.05. The question to be addressed here is the gap, which may persist between the path of the real exchange rate and the estimated trajectory of the equilibrium real exchange rate. In other words, it would be interesting to find out whether the real exchange rate experienced an excessive appreciation and whether it was overvalued over the past 10 years. For this purpose, we compare the observed appreciation of the real exchange rate with the estimated equilibrium real exchange rate. However, on the face of it, we could only speak about an excessive real appreciation / depreciation since all the series we use during the estimation are constructed as cumulated indexes with the year of reference of 1992 for Hungary, Poland and the Czech Republic, and of 1993 for Slovakia and Slovenia. In order to be able to conclude as to a possible over-or undervaluation in real terms, one might choose a base year when the fundamentals with a special regard to the current account could be considered as sustainable as in Edwards (1994) , Elbadawi (1994) , Mongardini (1998) and Filipozzi (2000) . Following this approach and based on the discussion of the macroeconomic situation, we choose 1992 for Hungary, 1993 for the Czech Republic and Slovakia and 1994 for Poland and Slovenia as the benchmark year when the current account was in a sustainable position. Next, we compare these years with what had obtained Begg et al (1999) while examining the level of the equilibrium real exchange rate in a number of transition countries. In fact, our choice is roughly confirmed by the results of Begg et al (1999) . Figure 2 shows the extent in % to which the 5 countries' currency could have been over-or undervalued over the period under study.
In fact, we can distinguish between two cases. While in Hungary and Slovenia, the real exchange rate does not seem to be overvalued over the period under study, there are signs of substantial real overvaluation in the cases of the Czech Republic, Poland and Slovakia. In Hungary, although we can observe an undervaluation of up to 10% in the first half of the 1990s, the real exchange rate is found to converge to and to stabilise around its estimated equilibrium value. This is because of the pre-announced crawling peg system, which explicitly considered the evolution of the fundamentals when it came to determining the rate of crawl. The case of Slovenia is very similar to what we can observe in Hungary. It is possible to say that over the whole period, the Slovenian real exchange rate was very close to its equilibrium value. Once again, it is probable due to the exchange rate policy consisting in managing the nominal exchange rate the way the real exchange rate never appreciate too much. Turning to Poland, the Czech Republic and Slovakia, figure 2 shows a substantial overvaluation in all three cases at the end of the period studied. However, some major differences have to be noted. As to Poland, it is true to say that the misalignment is not too important in the early 1990s and even absent in 1994 but becomes larger from 1995 onward. Nevertheless, the misalignment vis-à-vis the equilibrium exchange rate is pretty volatile. The responsibility for the increasing and more volatile misalignment in the second half of the period studied can go to the increased volatility and appreciation of the nominal exchange rate resulting from the enlargement of the fluctuation band and then the move to free floating. Examining the case of the Czech Republic reveals a widening gap between the observed and the estimated equilibrium real exchange rate: we can observe an increasing overvaluation of the Czech currency in real terms from the beginning of the transition process. We should note that the trend overvaluation seems to be broken in 1997, date of the currency crisis: the real exchange rate moves very close to the estimated sustainable real exchange rate. But soon after that, the overvaluation reappears and is around 15% in 2001. Like in the case Poland, free floating going in tandem with a nominal appreciation of the currency in effective terms could be responsible for this. The case of Slovakia is slightly different from that of the Czech Republic and Poland. In the early 1990s, the real exchange rate turns out to be in the neighbourhood of its estimated sustainable value. Afterwards, it' getting overvalued in real terms and reaches the maximum of the overvaluation at about 10%. Since the stabilisation programme implemented in early1998, the extent of the misalignment tends to be smaller and attains 7-8% in 2001. 
IX. Conclusion
One main feature which emerges from the analyses of the equilibrium real exchange rate is that a more flexible exchange rate regime might bring about substantial misalignments. As a matter of fact, in the first half of the 1990s, the cause behind the appreciation of the real exchange rate was mainly the inflation differential vis-à-vis the rest of the world. The nominal exchange rate was devaluated at a regular basis in 3 of the 5 countries whereas was kept unchanged in the Czech Republic and Slovakia. Nevertheless, the countries decided to liberalise capital movements because of OECD membership and as a result of the negotiation process with the EU on accession. Bearing in mind the incompatibility triangle which can also be referred to as the trilemma in international finance, the choice to keep the autonomy of the monetary policy led to an increased nominal exchange rate flexibility. For the time being, the Czech Republic, Poland, Slovakia and Slovenia have a free floating exchange rate regime. In Hungary, the nominal exchange rate is fluctuating in a band of ±15% around the central parity. As the 5 transition economies attracted a large amount of FDI and witnessed to large short term capital inflows on account of high real interest rates, the free floating nominal exchange rate came under pressure and tended to appreciate systematically. At the same time, in spite of the positive effect of lower import prices on overall inflation caused by nominal exchange rate appreciation, the inflation differential remained still positive towards the rest of the world. The real exchange rate appreciated indeed not only because of the inflation differential but also due to an appreciating nominal exchange rate. However, this appreciation might not be appropriate in the longer term and can lead to substantial exchange rate misalignments. Given the extreme openness of the countries in terms of foreign trade, the excessive appreciation (and volatility) of the real exchange rate may penalise exports and thus have a negative impact on overall economic performance. As there is no possibility to suspend the freedom of capital movements and thus to return to fixed exchange rate regimes, the only feasible alternative to eliminate nominal exchange rate appreciation and volatility is a rapid entry into EMU. However, it is easier said than done. In fact, three questions need to be answered. The first one concerns the determination of the nominal parity at which the currencies will be irrevocably pegged to the euro. Second, all necessary structural reforms need to be effectively implemented by the time of entry so that accession to EMU should not turn out something like building a bridge of ice in the summer. Third, should the candidate countries reach a certain level of economic development, say the average per capita GDP of the EMU? We believe that despite of these questions, early entry into EMU should be possible. Though, it must be emphasised that in accordance with the trilemma, the independence of monetary policy is to be sacrificed on the altar of exchange rate stability. In exchange for this, not only all the benefits of the introduction of the euro, that is the absence of conversion costs, of exchange rate risk and thus lower interest rate through lower risk premium, more stable macroeconomic environment, will be available but the real exchange rate is to appreciate in function of the inflation differential. In the case of sound macroeconomic policy, the resulting real appreciation might be sustainable in the long run. 
