Application and validation of regression analysis in the prediction of discharge in asymmetric compound channels by Khatib, Issam et al.
Application and Validation of Regression Analysis
in the Prediction of Discharge in Asymmetric
Compound Channels
Issam A. Al-Khatib1; Hassan Abu Hassan2; and Khaled A. Abaza3
Abstract: A series of laboratory experiments was performed to present the overbank flow in asymmetric rectangular compound channels.
For this purpose, two different sets of asymmetric models with rectangular compound cross sections were tested for a wide range of dis-
charges. The first set consisted of nine compound cross-section models formed by a combination of three step heights and three main channel
widths. The second set consisted of six compound cross section-models formed using a combination of two step heights and three main
channel widths. The mean flow measurements were then related to a dimensionless parameter called the relative depth defined as the ratio of
the depth above the floodplain bed to the depth above the main channel bed. The variations and interactions of the three outlined mean flows
were investigated with respect to relative depth. A set of single-variable regression models has been developed for estimating the three mean
flow types using relative depth as the only independent variable. Another set of multiple-variable regression models was derived using two
additional dimensionless parameters, which take into account the width dimensions of the constructed asymmetric compound channel. The
application of several key statistics and validation procedures indicated the high significance and reliability of the developed models in
predicting the three mean flow types. DOI: 10.1061/(ASCE)IR.1943-4774.0000579. © 2013 American Society of Civil Engineers.
CE Database subject headings: Regression analysis; Open channel flow; Experimentation; Predictions; Water discharge; Validation.
Author keywords: Flow distribution; Compound channel; Regression analysis; Open-channel flow.
Introduction
River flows require careful management for power generation,
flood alleviation, and water supply as well as amenity uses, and
they are often affected by human activities. River management
and design has tended to be dominated by engineering concerns.
River design is becoming more environmentally sensitive, seeking
solutions that are sustainable and ensuring flood protection. A flood
alleviation solution that offers environmental advantages is that of a
two-stage or compound river geometry consisting of a deep central
main channel flanked by one or two floodplains. Such cross sec-
tions ensure reasonable depths at low flows, whereas the flood-
plains increase conveyance during high flows. The floodplain
areas are, however, often developed for housing purposes, agricul-
tural, or commercial uses, which raises the issue of flood risk and
flood protection (Myers et al. 2000).
Understanding the hydraulic behavior of compound channels
consisting of a main channel and floodplains is necessary for
the design of economical flood protection schemes and for accurate
prediction of river flood levels. Normally, laboratory studies are
conducted to provide much of the knowledge about the effects
of overbank flows on sediment dynamics and discharge because
it is difficult to obtain sufficiently accurate and comprehensive field
measurements in natural rivers under unsteady flood flow condi-
tions (Atabay et al. 2005). That is why practitioners are always
searching for suitable means of estimating mean velocity and dis-
charge in a variety of channel shapes and sizes (Maghrebi and
Ball 2006).
Compound channels have received considerable attention over
the past three decades because of their relevance in flood studies
and in understanding river morphology (Knight and Demetriou
1983; Knight and Hamed 1984; Anderson et al. 1996; Knight et al.
1999; Ervine et al. 2000; Knight and Brown 2001; Babaeyan-
Koopai et al. 2002; Carollo et al. 2002). In compound channels,
even if the main channel and floodplains have the same roughness,
the use of an overall hydraulic radius as a parameter to characterize
the geometric properties of the section does not lead to good results
for calculating mean velocity and discharge by standard equations
such as the Manning’s equation. The failure of this traditional
method is attributable to the presence of a momentum transfer
mechanism between floodplains and the fast-flowing main channel,
which is characterized by lower velocities and depths (Bousmar
et al. 2004; Rezaei and Knight 2011). This momentum transfer
causes increases in velocity and discharge in floodplains, together
with reductions in the corresponding main channel parameters
(Hosseini 2004).
The estimation of flow rate corresponding to a certain depth
is a common task for hydraulic engineers, and the accurate predic-
tion of discharge for overbank stage is very important because this
issue is directly related to flood-risk mitigation. Although the
procedure for the estimation of the stage-discharge relationship
for in-bank flows is conventional, it becomes more difficult when
flow goes overbank. The accuracy of the estimations of overbank
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stage-discharge curves and the subsequent assessments of low,
moderate, and significant floodplain flood risk affect the
drawing up of property insurance premiums, floodplain property
values, planning requirements, flood risk maps, infrastructure
location, and floodplain land use (Wormleaton et al. 1982; Ackers
1992, 1993; Lambert and Myers 1998; Shiono et al. 1999; Myers
et al. 1999; Karamisheva et al. 2005, 2006).
The primary objective of this research is to introduce general
equations, which can be applied to component discharges in asym-
metric compound channels with homogeneous roughness to find
more accurate values of the main channel and floodplain discharge
values. The dependency of these general equations on dimension-
less geometric parameters of the channel is also demonstrated.
Setup and Experiments
The first set of tested models consisted of nine different asymmet-
rical rectangular compound cross sections constructed using three
different step heights and three different main channel widths. A
rectangular glass-walled laboratory flume of 7.5 m long, 0.30 m
wide, and 0.3 m deep with 0.0025 bottom slope was constructed
in the fluid mechanics laboratory, Mechanical Engineering Depart-
ment, Birzeit University, Palestine, and used to conduct the relevant
experiments. The discharge was measured volumetrically with a
digital flow meter that reads the rate directly (instantaneously)
in m3=h with 0.1 L accuracy. A point gauge was used along the
centerline of the flume for head measurements. All depth measure-
ments were done with respect to the bottom of the flume. A pitot
tube of circular section with external diameter of 8 mm was used to
measure the static and total pressures, which were then deployed in
computing the velocities at specified points located along the nine
compound cross sections used in the experiments conducted
throughout this study.
The prototype models of asymmetric rectangular compound
cross sections were fabricated from Plexiglas and placed at approx-
imately the midlength of the laboratory flume. Fig. 1 shows the
plan view and cross section of the models with symbols designating
the significant dimensions of the model elements. The first set of
prototype models were constructed using a 30 cm flume width (BO)
with specific width dimensions defining the nine distinct com-
pound cross sections (Table 1). The symbols (B) and (Z) represent
the width and step height of the main channel of the asymmetric
compound cross section, respectively.
The required experiments were first conducted using the models
with the smallest main channel width (B ¼ 10 cm) while varying
the main channel step height (Z ¼ 2, 4, and 6 cm). Then, the main
channel width (B) was increased to 15 cm with the step height (Z)
taken on the same three values as before, and finally B was in-
creased to 20 cm with the same three values of Z. This results
in a total of nine distinct models with different values of B
and Z. The width of the entire compound cross section (BO)
was maintained constant at 30 cm for all nine tested models. There-
fore, the values for the floodplain width (Bf) as provided in Table 1
Fig. 1. Definition sketch of the flume used in the experiments: (a) plan view; (b) cross section of the asymmetric rectangular compound channel
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were determined to be 20 cm for the first three models, 15 cm for
the second three models, and 10 cm for the last three models. The
transition length was selected to be twice the floodplain width (Bf).
The entrance angles, θ1 and θ2, were specified to be equal to 26.565
and 153.35 degrees, respectively; and the length of asymmetrical
rectangular compound channel section in all tested models was 2 m
[Fig. 1(a)].
A second set of prototype models of asymmetrical rectangular
compound cross sections were also fabricated from Plexiglas but
using 60 cm flume width and 12 m length. The second set of mod-
els includes six additional cross-section types, numbered 10–15, as
provided in Table 2. The specific width dimensions and dimension-
less parameters associated with model types 10–15 are provided in
Table 2.
For the purpose of determining the velocity distribution in the
rectangular compound cross sections, the channel cross section
was divided into a number of successive small sections normal to
the direction of flow. Then, the total and static heads were measured
at several points along the lines separating those small sections from
each other by the use of pitot (Preston) tube. More points were taken
close to the channel boundary. In addition, more velocity measure-
ments were taken, especially at the intersection of the main and
floodplain channels in an effort to capture the momentum interaction
between the main channel and floodplain. Fig. 2 shows a definition
sketch for the vertical lines over which the velocity measurements
were made in the nine tested models. Fig. 2 shows the spacing of
the vertical lines at the intersection of the main and floodplain chan-
nels is selected to be 1 cm. For the models with step size Z ¼ 2 cm,
the 8 mm pitot probe was used to take five velocity measurements at
4, 8, 12, 16, and 20 mm of the main channel vertical dimension.
However, toward the free surface, the distance between the selected
points along the vertical lines was increased.
Presentation and Discussion of Results
This section presents the experimental data pertaining to the
three measured mean volumetric flow rates associated with the
main channel, floodplain bed, and total compound channel, and it
investigates their relationship with respect to the relative depth. It
also provides the single-variable regression models predicting the
three mean volumetric flow rates as a function of relative depth.
Finally, the multiple-variable regression models are presented
using three independent variables that include relative depth and
Table 1. Geometrical Properties of the Asymmetric Compound Channel Models for 30-cm Flume Width (BO)
Compound cross
section type (j) B (cm) Z (cm) Bf (cm) BO (cm) BO=Bf BO=Z BO=B Bf=Z Bf=B B=Z
1 10 2 20 30 1.50 15.00 3.00 10.00 2.00 5.00
2 10 4 20 30 1.50 7.50 3.00 5.00 2.00 2.50
3 10 6 20 30 1.50 5.00 3.00 3.33 2.00 1.67
4 15 2 15 30 2.00 15.00 2.00 7.50 1.00 7.5
5 15 4 15 30 2.00 7.50 2.00 3.75 1.00 3.75
6 15 6 15 30 2.00 5.00 2.00 2.50 1.00 2.5
7 20 2 10 30 3.00 15.00 1.50 5.00 0.50 10.00
8 20 4 10 30 3.00 7.50 1.50 2.50 0.50 5.00
9 20 6 10 30 3.00 5.00 1.50 1.67 0.50 3.33
Table 2. Geometrical Properties of the Asymmetric Compound Channel Models for 60-cm Flume Width (BO)
Compound cross
section type B (cm) Z (cm) Bf (cm) BO (cm) BO=Bf BO=Z BO=B Bf=Z Bf=B B=Z
10 15 3 45 60 1.3 20 4.0 15 3.0 5.0
11 15 6 45 60 1.3 10 4.0 7.5 3.0 2.5
12 20 3 40 60 1.5 20 3.0 13.3 2.0 6.7
13 20 6 40 60 1.5 10 3.0 6.7 2.0 3.3
14 25 3 35 60 1.7 20 2.4 11.7 1.4 8.3
15 25 6 35 60 1.7 10 2.4 5.8 1.4 4.2
(a)
(b)
(c)
Fig. 2. Definition sketch for vertical lines over which velocity
measurements were made for the different models (dimensions are
in cm): (a) asymmetric compound cross-section Types 1, 2, and 3;
(b) asymmetric compound cross-section Types 4, 5, and 6; (c) asym-
metric compound cross-section Types 7, 8, and 9
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two additional dimensionless parameters, which are function of the
channel width dimensions and step height.
Variation of Mean Flow Distribution with Relative Depth
Mean volumetric flow-rate distribution in the main channel, flood-
plain, and total asymmetrical compound section was obtained for
different depths of volumetric flow rate (h). All these depths were
within the full compound cross-section depth as defined by the spe-
cific geometry of each model. The following notations are used to
define the three different types of mean volumetric flow rates that
are obtained from the measurements at the corresponding cross sec-
tions: Q1 = mean volumetric flow rate in the main channel; Q2 =
mean volumetric flow rate in the floodplain; and Q3 = mean volu-
metric flow rate in the total asymmetric compound cross section. In
this study, the numerical integration has been used for the calcu-
lation of the three mean volumetric flow rates (Q1, Q2, and Q3)
as defined in the following:
Q ¼
Z
A
uidAi ð1Þ
The cross sectional flow area (A) of the channel was divided into
(N) number of differential areas (ΔAi); and for each area, the
corresponding average velocity (ui) was determined from the mea-
sured velocities. The cross-sectional mean volumetric flow rate (Q)
was calculated using Eq. (2), which provides a good approximation
of Eq. (1).
Q ≅X
N
i¼1
uiΔAi ð2Þ
The aforementioned three mean volumetric flow-rate types have
been plotted against the relative depth parameter (Yr) for each of
the nine manufactured compound rectangular cross sections with
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Fig. 3. Mean flow data for compound cross-section Type 1
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Fig. 4. Mean flow data for compound cross-section Type 2
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Fig. 5. Mean flow data for compound cross-section Type 3
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Fig. 6. Mean flow data for compound cross-section Type 4
JOURNAL OF IRRIGATION AND DRAINAGE ENGINEERING © ASCE / JULY 2013 / 545
J. Irrig. Drain Eng. 2013.139:542-550.
D
ow
nl
oa
de
d 
fro
m
 a
sc
el
ib
ra
ry
.o
rg
 b
y 
U
ni
ve
rs
ity
 o
f A
lb
er
ta
 o
n 
06
/1
6/
13
. C
op
yr
ig
ht
 A
SC
E.
 F
or
 p
er
so
na
l u
se
 o
nl
y;
 al
l r
ig
ht
s r
es
er
ve
d.
30 cm flume width (i.e., first set of models). Relative depth is de-
fined as the ratio of the depth above floodplain bed (Yf) to the total
depth associated with the compound cross section (h). Figs. 3–11
depict the general trend of the interaction mechanism between the
three types of mean volumetric flow rate for the nine tested models
of different geometry.
Figs. 3–11 show the mean volumetric flow rate in the total
asymmetric compound cross section (Q3) to be approximately
equal to the sum of the mean volumetric flow rate in the main
channel (Q1) and the mean volumetric flow rate in the floodplain
(Q2). For all models presented in Figs. 3–11, the three volumetric
flow rates consistently increase with the increase in the relative
depth (Yr). In addition, Figs. 3–5 show that the volumetric flow
rate in the main channel (Q1) to be higher than the volumetric flow
rate in the floodplain (Q2) considering the lower range of Yr values;
however, this trend is reversed at a critical value of Yr. This
reversed trend can only happen for models associated with a main
channel width (B) that is smaller than the floodplain width (Bf).
Figs. 3–5 show the critical value of Yr is inversely proportional
to the step height (Z). For example, Fig. 3 is associated with
0.57 critical Yr value and 2 cm step height compared with Fig. 4,
which is associated with 0.48 critical Yr value and 4 cm step height.
Figs. 6–11 represent models with a main channel width (B) that is
equal to or greater than the floodplain width (Bf), which results in
the main channel volumetric flow rate being consistently larger
than the floodplain volumetric flow rate. The former observations
as concluded from Figs. 3–11 are consistent with the normal ex-
pectations related to open-channel flow.
Single-Variable Regression Prediction Models
A generalized single-variable regression model has been derived to
predict each of the three experimentally measured mean volumetric
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Fig. 7. Mean flow data for compound cross-section Type 5
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Fig. 8. Mean flow data for compound cross-section Type 6
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Fig. 9. Mean flow data for compound cross-section Type 7
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Fig. 10. Mean flow data for compound cross-section Type 8
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flow rates as a function of relative depth (Yr). The prediction model
is exponential in form as indicated by Eq. (3). The linear multiple-
variable regression techniques will be used to estimate the regres-
sion coefficients associated with the model after performing the
necessary linear transformation
LnðQi;jÞ ¼ aþ bYr þ cYnr ð3Þ
where Ln = natural logarithm function; Qi;j = the ith mean volu-
metric flow-rate type associated with the jth compound cross-
section type (i ¼ 1; 2; 3; j ¼ 1; 2; : : : ; 9); a = regression constant;
b, c = regression coefficients associated with independent variables
Yr, Ynr , respectively; n = regression power for independent variable
Yr in the non-linear term; and Yr = independent variable represent-
ing relative depth.
Table 3 provides the derived numerical values of the regression
parameters (a, b, c, n) for a total of 27 different models represent-
ing three types of mean volumetric flow rate for each of the nine
different asymmetric compound cross-section cases considered by
the first set of models. When deriving the generalized model pro-
vided in Eq. (3), optimization of the three main regression statistics
was done to arrive at the best possible estimated regression equa-
tion. The first main statistic is the standard error (SQi;j) associated
with the dependent variable (Qi;j), which has been minimized to the
lowest possible values as provided in Table 4. The second main
statistic is the model coefficient of determination (R2), which
has been maximized to very high values ranging from 0.988 to
0.999. The third main statistic is the Student’s t-value associated
with the independent variable coefficients (b and c), which have
been maximized to reflect high significance with a confidence level
ranging from 97.5 to 99.9%.
In addition to the preceding three main statistics, the normal
probability plots and residual plots are produced for each regression
model to test the assumptions of normality and constant variance of
the error terms; and whenever a deviation from these assumptions
was found, a modification of the model was sought. Table 4 also
provides for each model the coefficient of variation for the depen-
dent variable (Qi;j) with the corresponding values being less than
1% for 25 out of 27 total cases. The coefficient of variation (CVi;j)
is defined as the ratio of the standard error (SQi;j) to the mean volu-
metric flow-rate value (Q¯i;j) in a percentage.
All obtained statistics indicate that the derived regression mod-
els fit the data very well and that they have a very high predictive
ability. Therefore, the derived general exponential model presented
in Eq. (3) is a reliable and effective model to be used in estimating
mean volumetric flow rates in open channels of asymmetrical rec-
tangular compound cross sections. The model regression parame-
ters (a, b, c, n) need to be estimated for any particular cross-section
geometry because Table 3 indicates that these coefficients are
different for each compound cross-section type.
The single-variable regression models associated with the sec-
ond set of prototype models (six cases) are of the same form as
presented in Eq. (3), and the corresponding statistics indicate that
they are as significant as those associated with the first set of
models. However, the results are not presented in this paper be-
cause of space limitations; in lieu, the multiple-variable regression
models for both sets of prototype models will be presented in the
next section.
Multiple-Variable Regression Prediction Models
A generalized multiple-variable regression model has been derived
to predict each of the three experimentally measured mean volu-
metric flow rates as a function of three dimensionless parameters.
The first dimensionless parameter is the relative depth (Yr) used as
the main parameter in developing the single-variable regression
models. The two additional dimensionless parameters take into
consideration the channel width dimensions (Bf, B) and step height
(Z). The prediction model is also exponential in form as indicated
by the following:
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Fig. 11. Mean flow data for compound cross-section Type 9
Table 3. Regression Coefficients for Single-Variable Prediction Models
Flow
type (i)
Regression
parameters
Compound cross-section type (j)
1 2 3 4 5 6 7 8 9
Q1 a −2.183 −6.422 −5.626 −1.043 −5.029 −5.228 −2.987 −5.254 −5.038
b −15.01 0.997 −0.127 −16.48 −2.607 0.785 −10.72 0.063 1.848
c 14.655 2.558 4.120 15.390 6.038 2.865 11.753 3.043 1.027
n 2 2 2 2 2 2 2 2 2
Q2 a −4.289 −8.113 −7.612 −4.174 −7.498 −8.793 −4.978 −8.603 −9.155
b −9.467 5.740 5.863 −10.29 1.885 11.692 −9.493 5.420 11.224
c 11.830 0 0.297 12.211 4.025 −7.452 11.875 0 −6.720
n 2 1 2 2 2 2 2 1 2
Q3 a −2.631 −6.951 −5.661 −1.524 −5.030 −5.328 −2.830 −5.271 −5.077
b −12.07 4.789 1.762 −14.30 −1.818 2.251 −10.68 0.554 2.434
c 13.228 0 3.360 14.338 6.046 1.984 11.983 2.984 0.924
n 2 1 2 2 2 2 2 2 2
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LnðQiÞ ¼ a1 þ b1B1 þ b2B21 þ c1B2 þ c2B42 þ d1Yr þ d2Bn12 Yn2r
ð4Þ
where B1 ¼ ðBf=ZÞ; B2 ¼ ðBf=BÞ; Yr ¼ ðYf=hÞ; Z ¼ ðh − YfÞ;
Ln = natural logarithm function; Qi = the ith mean volumetric
flow-rate type (i ¼ 1, 2, 3) in m3=s; a1 = regression constant;
b1, b2, c1, c2, d1, and d2 = regression coefficients; and n1 and
n2 = regression powers associated with independent variables B2
and Yr, respectively.
According to Eq. (4), a multiple-variable predictive model can
be derived for each mean volumetric flow-rate type resulting in
three different regression models. Therefore, the volumetric
flow-rate measurements estimated for a particular mean volumetric
flow-rate type as obtained from the nine different compound cross-
section types (i.e., first set of models) will be pooled together for
the purpose of developing one multiple-variable regression model
for each mean volumetric flow-rate type. Although the relationship
between the dependent variable and the independent variables in
Eq. (4) is a nonlinear one, the equation is linear in terms of the
coefficients and, hence, the linear multiple-variable regression
techniques can be applied, which are mainly dependent on the
minimization of the sum of squared errors.
Table 5 provides the derived regression parameters (a1, b1, b2,
c1, c2, d1, and d2) and corresponding statistics for the three mean
volumetric flow-rate types considering the first set of models with
30 cm flume width. Table 6 provides the same regression param-
eters and statistics but for the second set of models with 60 cm
flume width. The regression parameters are relatively close to each
other in magnitude when compared with the regression parameters
obtained for the single variable regression models. The adjusted R2
has ranged from 0.970 to 0.985, which means that 97.0 to 98.5% of
the variation in the mean volumetric flow rate is explained by the
variations in the three dimensionless parameters (B1, B2, and Yr).
However, the adjusted R2 for the second set of models has ranged
from 0.985 to 0.988 as provided in Table 6. These R2 values are
considered very high but slightly smaller than those associated with
the derived single-variable regression models. This can be
attributed to the more homogeneity of the data used to develop
the single-variable models compared with the data used in the
multiple-variable models.
The same notice and explanation apply to the second primary
statistic, namely, the coefficients of variation wherein their values
are higher in the multiple-variable regression models compared
with the values associated with the single-variable models; how-
ever, they are still acceptably small with values below 1.81%
(1.52–1.81%) considering the first set of models (Table 5). How-
ever, the corresponding values for the second set of models are
slightly larger ranging from 2.43 to 2.71% as provided in Table 6.
The third primary statistic is the Student’s t-value associated
with the independent variable coefficients (b1, b2, c1, c2, d1,
and d2). The corresponding t-values have been maximized to
reflect high significance with a confidence level higher than 99%
for both sets of models.
In addition to the aforementioned three main statistics, normal
probability plots and residual plots have been obtained for the three
multiple-regression models. These plots showed that there were no
deviations from the assumptions of linearity, normality, and con-
stant variance for the error terms associated with the derived pre-
dictive models. Hence, it can be concluded that the regression
Table 4. Regression Statistics for Single-Variable Prediction Models
Flow
type (i)
Regression
parameters
Compound cross-section type (j)
1 2 3 4 5 6 7 8 9
Q1 SQi;j 0.0248 0.0144 0.0208 0.0091 0.0177 0.0182 0.0203 0.0071 0.0098
R2 0.997 0.999 0.996 0.999 0.997 0.997 0.998 0.999 0.999
tb −8.215 1.402 −0.231 −14.23 −3.274 2.594 −6.056 0.420 7.940
tc 11.570 3.884 6.313 19.517 8.051 6.633 9.297 18.865 3.198
CVi;j 0.48% 0.28% 0.41% 0.18% 0.35% 0.36% 0.40% 0.14% 0.19%
Q2 SQi;j 0.0227 0.0143 0.0208 0.0109 0.0207 0.0423 0.0245 0.0145 0.0178
R2 0.998 0.999 0.999 0.999 0.998 0.997 0.998 0.999 0.999
tb −5.646 131.44 10.637 −7.449 2.026 16.580 −4.860 168.45 26.508
tc 10.176 NA 0.455 12.965 4.592 −7.402 8.480 NA −11.51
CVi;j 0.49% 0.31% 0.45% 0.23% 0.44% 0.90% 0.52% 0.31% 0.38%
Q3 SQi;j 0.0232 0.0159 0.0203 0.0098 0.0181 0.0179 0.0207 0.0072 0.0089
R2 0.998 0.999 0.998 0.999 0.998 0.998 0.998 0.999 0.999
tb −7.055 98.056 3.281 −11.50 −2.232 7.557 −5.935 3.642 11.435
tc 11.149 NA 5.274 16.935 7.877 4.666 9.286 18.178 3.146
CVi;j 0.56% 0.38% 0.49% 0.23% 0.43% 0.43% 0.50% 0.17% 0.21%
Sample size 21 13 19 17 19 17 13 17 13
Note: NA = Not applicable because the corresponding coefficient value is zero.
Table 5. Regression Coefficients and Statistics for Multiple-Variable
Prediction Models Using 30-cm Flume Width
Statistics Q1 Q2 Q3
R2 0.973 0.986 0.972
R2adj 0.971 0.985 0.970
SQi 0.0780 0.0844 0.0727
COVi (%) 1.52 1.81 1.74
n1 0.4 0.4 0.4
n2 2.7 2.7 2.7
a1 −5.369 −5.427 −4.914
b1 −0.358 −0.395 −0.370
b2 0.024 0.033 0.028
c1 0 1.185 0.305
c2 −0.609 −1.536 −0.694
d1 1.459 5.391 2.108
d2 2.395 0.960 2.544
tb1 −41.427 −42.323 −46.068
tb2 12.996 16.498 16.08
tc1 NA 41.541 12.414
tc2 −8.759 −20.453 −10.727
td1 7.927 27.091 12.294
td2 13.469 4.993 15.354
Note: NA = Not applicable since the corresponding coefficient
value is zero.
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models developed for the three mean volumetric flow rates fit the
data very well. Finally, the generated regression models were va-
lidated using a holdout sample of approximately 40% of the total
sample size (i.e., 60 observed volumetric flow-rate measurements)
to verify the models’ predictive strength. The corresponding mean
of the squared prediction errors (MSPR) was calculated for each
mean volumetric flow rate considering the two sets of models
(i.e., BO ¼ 30 and 60 cm) with the results provided in Table 7.
Table 7 clearly shows that the MSPR values associated with both
sets of models, as obtained from Eq. (5), are close to their corre-
sponding mean squared errors (MSE). This means that the MSE
statistic was not seriously biased, and it provided an appropriate
indication of the predictive ability of the derived multiple-variable
regression models (Kutner et al. 2005).
MSPR ¼
P
n
i¼1ðYi − ŶiÞ2
n
ð5Þ
where Yi = the value of the response variable in the ith validation
case; Ŷi = the predicted value of the response variable for the ith
validation case based on the model-building data set; and n = the
number of cases in the validation data set (60 cases).
An effort was made to develop one set of multiple-variable re-
gression models that deploys the experimental results obtained
from the two sets of models with different flume width. However,
the relevant statistics were relatively weak; therefore, a separate set
of multiple-variable regression models was developed for models
with 30 and 60 cm flume widths. The developed regression models
are only applicable to conditions similar to those used in the
experimental work.
Conclusions
Experimental results of mean volumetric flow-rate measurements
have been presented for the first set of models consisting of nine
different models constructed using an asymmetric rectangular com-
pound channel configuration. The variations and interactions of
three mean volumetric flow rates, namely, those associated with
the floodplain, main-channel, and full channel cross section, have
been investigated in relationship to a single dimensionless param-
eter named relative depth. The first three channel configurations
associated with a main channel width smaller than the floodplain
width have resulted in the main channel mean volumetric flow rate
to be higher than the floodplain mean volumetric flow rate, pro-
vided the relative depth is smaller than a corresponding critical
value. The critical relative depth value is different for each inves-
tigated model, and it is inversely proportional to the step height.
The remaining six channel configurations associated with a main
channel width equal to or greater than the floodplain width have
caused the main channel mean volumetric flow rate to be consis-
tently higher than the floodplain mean volumetric flow rate.
A total of 27 single-variable regression models have been de-
veloped for the three mean volumetric flow rates considering the
first set of models comprising nine different compound cross-
section configurations. The predictive models developed are expo-
nential in form and primarily use the relative depth as the main
dependent variable. The statistical reliability of the derived models
was investigated using three primary statistics, namely, the model
standard error, model coefficient of determination, and Student’s
t-value. The corresponding statistics’ values are very high, indicat-
ing the very high significance of the derived predictive models.
Also, the normal probability plots and residual plots were devel-
oped and examined for the 27 predictive models, concluding that
these models fit the data very well and the assumptions of normality
and constant variance for the error term are very well valid.
The mean volumetric flow-rate measurements for the first set of
compound cross-section configurations were pooled together for
the purpose of generating a multiple-variable regression model
for each mean volumetric flow-rate type. The result is three distinct
multiple-variable predictive models, which are function of three
dimensionless dependent parameters. The three dimensionless
parameters include the channel relative depth and two other dimen-
sionless parameters defined in terms of the channel width dimen-
sions. A similar set of multiple-variable predictive models have
developed for the second set of asymmetric compound cross-
section configurations. The same three primary statistics outlined
earlier have indicated the high reliability and significance of the
derived multivariable predictive models. Additional model valida-
tion was done including the normal probability plots, residual plots,
and mean of the squared prediction errors (MSPR). These valida-
tion measures have all indicated the appropriateness of the derived
models in predicting the three mean volumetric flow-rate types.
Notation
The following symbols are used in this paper:
A = cross sectional flow area of the channel;
a, a1 = regression constants;
B = bottom width of the main channel;
Bf = floodplain channel width;
BO = bottom width of the upstream channel;
Table 6. Regression Coefficients and Statistics for Multiple-Variable
Prediction Models Using 60-cm Flume Width
Statistic Q1 Q2 Q3
R2 0.988 0.987 0.989
R2adj 0.986 0.985 0.988
SQi 0.0834 0.1489 0.0833
COVi (%) 2.43 3.18 2.71
n1 0.4 0.4 0.4
n2 2.7 2.7 2.7
a1 −3.793 −4.221 −3.515
b1 −0.331 −0.345 −0.339
b2 0.028 0.038 0.032
c1 0 1.156 0.237
c2 −0.336 −0.863 −0.365
d1 2.361 7.970 2.856
d2 1.818 −0.735 2.188
tb1 −39.554 −23.119 −40.654
tb2 9.214 7.158 10.808
tc1 NA 27.103 9.929
tc2 −8.595 −12.355 −9.351
td1 12.134 22.946 14.705
td2 8.306 −1.881 10.015
Note: NA = Not applicable since the corresponding coefficient
value is zero.
Table 7. MSE and MSPR Associated with the Three Multiple-Variable
Regression Models
Dependent
variable
Flume width
(BO ¼ 30 cm)
Flume width
(BO ¼ 60 cm)
MSE MSPR MSE MSPR
Ln Q1 0.00609 0.00885 0.00695 0.00836
Ln Q2 0.00711 0.01013 0.02217 0.02908
Ln Q3 0.00529 0.00580 0.00692 0.00866
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B1 = ðBf=ZÞ;
B2 = ðBf=BÞ;
b, c = regression coefficients associated with independent
variables Yr, Ynr respectively;
b1, b2, c1, c2, d1, and, d2 = regression coefficients;
h = main channel water depth;
Ln = natural logarithm function;
N = number of small differential areas;
n = regression power for independent variable Yr in the
nonlinear term;
n1 and n2 = regression powers associated with independent
variables B2 and Yr, respectively;
n = the number of cases in the validation data set;
Q = cross sectional mean volumetric flow rate;
Qi = ith mean volumetric flow-rate type (i ¼ 1, 2, 3)
in m3=s;
Qij = the ith mean volumetric flow-rate type associated
with the jth compound cross-section type;
Q1 = mean main channel volumetric flow rate;
Q2 = mean floodplain volumetric flow rate;
Q3 = mean full cross sectional volumetric flow rate;
R2 = coefficient of determination;
SQij = standard error associated with the mean volumetric
flow rate (Qij);
t = Student’s t-value statistic;
ui = measured point velocity;
Yf = floodplain water depth;
Yi = the value of the response variable in the ith validation
case;
Yr = independent variable representing relative depth =
Yf=h;
Ŷi = the predicted value for the ith validation case based
on the model-building data set;
Z = step height;
ΔAi = small differential areas (I ¼ 1; 2; : : : ;N); and
θ1 and θ2 = enterance angles.
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