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Introduction
The tortuosity of curvilinear structures in the human body has received much attention since the seminal papers by Edington (1901) and Cairney (1924) .
Numerous studies have reported correlations between several pathologies and the tortuosity of a wide range of anatomical structures such as retinal vessels (Heneghan et al., 2002; Cheung et al., 2011; Sasongko et al., 2011 Sasongko et al., , 2015 Longmuir et al., 2010; Muraoka et al., 2014; Maude et al., 2014) , intracerebral vessels (Bullitt et al., 2005) and conjunctival blood vessels Owen et al. (2008) , but also the coronary (Eleid et al., 2014) , iliac (Coulston et al., 2014) , carotid (Bogunović et al., 2012) and aortic (Franken et al., 2015) arteries, the optic nerve (Ji et al., 2013) and corneal nerve fibres (Kallinikos et al., 2004; Hamrah et al., 2010; Kurbanyan et al., 2012; Hamrah et al., 2013; Edwards et al., 2014) .
The pathologies investigated affect a large portion of the population worldwide and include diabetes, diabetic retinopathy and diabetic neuropathy (Sasongko et al., 2011 (Sasongko et al., , 2015 Edwards et al., 2014) , retinopathy of prematurity (Heneghan et al., 2002; Wilson et al., 2008) , malignant gliomas (Bullitt et al., 2004) , facioscapulohumeral muscular dystrophy (Longmuir et al., 2010) , spontaneous coronary artery dissection (Eleid et al., 2014) , central retinal vein occlusion (Muraoka et al., 2014) , children with neurofibromatosis type 1 (Ji et al., 2013) .
In particular, tortuosity has been investigated in corneal diseases such as unilateral herpes zoster (Hamrah et al., 2013) , herpes simplex keratitis (Hamrah et al., 2010) , acute acanthamoeba and fungal keratitis (Kurbanyan et al., 2012) and diabetic neuropathy (Kallinikos et al., 2004; Edwards et al., 2014) .
In several studies (e.g., Hamrah et al., 2013; Eleid et al., 2014; Muraoka et al., 2014; Lagali et al., 2015) , tortuosity was assessed by experienced specialists typically grading structures or whole images on a 3-5 level scale or as normal/abnormal based on qualitative, albeit structured, protocols (Oliveira-Soto and Efron, 2001) . Regardless of the specific anatomical object of interest, such assessment is subjective and can lead to substantial inter-observer variability and possibly non-negligible intra-observer variability, thus limiting the sensitivity of the assessment scheme. Moreover, requiring direct inspection by specialists limits the amount of images that can be analysed and make large screening programs unfeasible or at least very expensive.
Several definitions of tortuosity have been proposed to try and quantify tortuosity automatically (Hart et al., 1999; Dougherty and Varro, 2000; Bullitt et al., 2003; Kallinikos et al., 2004; Wilson et al., 2008; Grisan et al., 2008; Trucco et al., 2010) , but no single definition is widely accepted, possibly because tortuosity has different characteristics for different anatomical structures. We argue therefore that a highly adaptable tortuosity estimation algorithm, learning key features for specific image types and structures (definition-free) would be a promising and effective new research target.
However, efficiency would still be limited by manual seg-
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A N U S C R I P T mentation, especially with today's image resolutions, e.g. 3, 500×2, 300 pixels for standard fundus camera images (Budai et al., 2009 ). Fast and accurate curvilinear structure segmentation is therefore needed, but different characteristics of tortuous curvilinear structures across image modalities makes segmentation challenging. In fact, tortuousity violates one of the basic assumptions of most tubular structure detectors, namely locally straight tubular shape (Frangi et al., 1998; Soares et al., 2006; Law and Chung, 2008; Hannink et al., 2014) . Further issues include the presence of non-target structures (clutter), low resolution, noise and non-uniform illumination. Fully automated tortuosity estimation frameworks have been proposed for retinal blood vessels, brain vasculature and corneal nerve fibres (Heneghan et al., 2002; Joshi et al., 2010; Scarpa et al., 2011; Koprowski et al., 2012) . Typically, inaccuracies in the segmentation are the main source of inaccurate tortuosity estimates (e.g., Scarpa et al., 2011) . Moreover, the aforementioned methods are based on mathematical definitions of tortuosity providing fixed models of a subjective perception. These measures combine features such as the number of inflection points along the structure, and the length to chord ratio. We argue that such hand-crafted tortuosity definitions limit the accuracy of an automated framework of general value.
Contributions
We propose a novel, fully automated framework for tortuosity estimation and demonstrate its performance with corneal nerve fibres in in vivo confocal microscopy (IVCM) images. Our system relies on a fast, robust and accurate segmentation algorithm and on a novel formalisation of tortuosity estimation. Validation is carried out both in terms of overall agreement with three experienced specialists, and of performance of each system module compared to several state-of-the-art methods. In addition, we quantify the accuracy in terms of tortuosity estimation when replacing manual segmentation (normally taken as ground truth for segmentation) with the proposed automated segmentation.
Our novel segmentation algorithm is specifically designed for tortuous and fragmented structures. It combines the benefits of an appearance model based on the Scale and Curvature Invariant Ridge Detector (SCIRD) and a context model, a multi-scale hierarchy based on learned context filters.
Finally, we propose a novel, adaptable framework for tortuosity estimation by learning flexibly important features for specific image modalities and structures. This is accomplished by tortuosity feature selection (FS) and supervised classification.
Related Work

Curvilinear structure segmentation
Many solutions have been proposed for curvilinear structure segmentation. Challenges include low signal-to-noise ratio at small scales, confounding non-target structures, nonuniform illumination and complex configurations (see Lesage et al. (2009) for an extensive review).
The extraction of adequate features is a fundamental aspect and relies mostly on the following three approaches.
(1) Hand-Crafted Features (HCFs). These methods are based on hand-designed filters modelling local geometrical properties of ideal tubular structures. Eigenvalue decomposition of the Hessian matrix was employed by Frangi et al. (1998); Santamaría-Pang et al. (2007); Martinez-Perez et al. (2007) ; Annunziata et al. (2015a) ; maximum projections over each scale were used to make the approach scale invariant. These projections were then used to build the well-known tubularity measure called vesselness by Frangi et al. (1998) . However, performance tend to degrade at crossings or bifurcations since this approach only looks for elongated structures. To overcome this issue, Hannink et al. (2014) proposed to segment crossings/bifurcations with multiscale invertible orientation scores and apply vesselness filters to maps of the latter. Optimally Oriented Flux (OOF) was recently proposed by Law and Chung (2008) to improve detection of adjacent structures with vesselness measures. OOF is based on the computation of an optimal projection direction minimizing the inward oriented flux at the boundary of localized circles (2-D) or spheres (3-D) of different radii. This projected flux can be regarded as a likelihood that a pixel is part of a tubular structure. Tubularity measures can be obtained by combining the eigenvalues of the OOF Hessian matrix. Other successful HCFs rely on Gabor wavelets (aka Morlet wavelets) as proposed, for instance, by Soares et al. (2006) who exploited their directional selectiveness to detect oriented structures and achieve fine tuning to specific frequencies. HCFs have also been used by Honnorat et al. (2011) to compute a local tubularity measure feeding a graphical model. While HCFs are typically fast, their assumptions might be violated in real images by highly fragmented and tortuous structures, which limits detection performance and consequently the accuracy of tortuosity estimation.
(2) Fully Learned Architectures (FLA). These are designed to overcome HCFs modelling issues by learning object representations directly from training data, with excellent performance reported on several tasks (Farabet et al., 2013; Krizhevsky et al., 2012) . FLA learn automatically the specific characteristics of the training set, such as inter-pixel dependencies. However, training complex learning architectures requires high-performance hardware and/or optimised implementations, and more importantly large datasets to avoid overfitting, which are not always available for medical images. For this reason, Becker et al. (2013) have recently proposed a less complex solution employing gradient boosting to learn convolutional filters and boosting weights simultaneously, applied with success to retinal blood vessels and neurites. Sironi et al. (2014) have used the responses of convolutional filters learned by sparse coding (henceforth, SC) as input features to multiple regressors trained to predict the distance from the centreline.
(3) Hybrid Methods (HM). This solution combines HCFs with filters learned by FLAs, exploiting the efficiency of fast HCFs while limiting the amount of learned filters. The first HM applied to tubular structures was proposed by Rigamonti and Lepetit (2012) and combines OOF with learned appearance filters, i.e. learned on the original training images. It employs convolutional SC to learn 9 appearance filters. Quantitative results show a clear improvement over methods based only on A C C E P T E D M A N U S C R I P T HCFs, achieving the same level of performance obtained with a a filter bank of 121 filters learned via SC, at a limited computational cost. However, applying learned filters at the same layer where HCFs are then applied (i.e. original image patches) may result in redundant learned filters, potentially damaging the discrimination power of the feature set.
After feature extraction, or in combination with feature learning in the case of fully learned architecture, a supervised classifier is typically employed to find optimal decision boundaries in the feature space as, for instance, in Soares et al. (2006); Santamaría-Pang et al. (2007) ; Rigamonti and Lepetit (2012) ; Becker et al. (2013); Schneider et al. (2015) .
Tortuosity estimation
Automated tortuosity quantification is particularly challenging due to the variability of anatomical objects and to the varying importance of each tortuosity feature (e.g., curvature, number of inflection points) for different structures of interest (e.g., retinal vessels, cononary artery) within specific clinical contexts (e.g., diabetes, malignant gliomas, facioscapulohumeral muscular dystrophy). Several definitions have been proposed with the aim of making tortuosity estimation objective (see Lisowska et al. (2014) for a comparative study on retinal blood vessels).
The distance measure (DM), or arch to chord length, has been widely used (e.g., Heneghan et al., 2002) , mainly because of its simplicity. However, the DM tends to assign the same value to potentially very different shapes as it ignores inflection points. For this reason, Bullitt et al. (2003) proposed to multiply the DM by the number of inflection points along the vessels, and Grisan et al. (2008) proposed to sum the DM computed for each segment between inflection points and then multiply by the number of inflection points.
A different class of measures are integral functions (weighted sums) of curvature estimates along centrelines. Hart et al. (1999) compared seven such measures using two test problems, classifying blood vessel segments, and the whole vessel network as tortuous and non-tortuous. The sum of the squared curvatures along vessel centrelines was found to associate best with expert annotations for their data set.
Comparatively little work exists on the tortuosity of corneal fibres. Kallinikos et al. (2004) were the first to propose an objective, semi-automated method for quantifying sub-basal nerves tortuosity. Scarpa et al. (2011) adapted the algorithm by Grisan et al. (2008) for corneal nerve images, reporting good results with 30 images divided into 3 classes by a single ophthalmologist.
The measures above are based on a fixed, hand-crafted combination of measures, limiting adaptability to other anatomical objects and, arguably, to different pathologies showing different tortuosity characteristics.
Paper overview
The remainder of the paper is organised as follows. Section 2 describes the data set and annotations used for validation. The proposed system for automated tortuosity estimation is discussed in Section 3 and includes our solution to the curvilinear structure segmentation task (Section 3.1), the post-processing used to optimise segmented structures for tortuosity estimation (Section 3.2) and our approach to tortuosity estimation (Section 3.3). Parameter setting, guidelines and performance measures are reported in Section 4 for segmentation (Section 4.1) and tortuosity estimation (Section 4.2). Section 4.3 discusses how each module of the system was trained and tested. In Section 5 results are presented and discussed. Finally, we draw conclusions and suggest future research directions in Section 6. This paper presents and extends our previous work (MICCAI workshop on ophthalmic medical image analysis 2014 , and MICCAI 2015 (Annunziata et al., 2015b,c) ). Specifically, we employ SCIRD (Annunziata et al., 2015c) to model the appearance of tortuous and fragmented structures. Herein, we provide further details (e.g., the explicit function used for curved-support gradient estimation) and an improved mathematical formulation. Moreover, we propose to combine SCIRD with a modified, multi-range version of the learned context filters introduced in Annunziata et al. (2015b) and show improved performance. Tortuosity estimation follows the paradigm introduced by Annunziata et al. (2014) , but a novel algorithm for accurate curvature estimation is introduced and shown to reduce processing time by several orders of magnitude, with the same or even better performance. Fully automated tortuosity estimation, our main goal, was not discussed in any of our previous papers.
Material
140 2-D images with 384 × 384 pixels were selected by the clinical authors from an existing database of images of the sub-basal nerve plexus in the central cornea, acquired with laser scanning in vivo confocal microscopy (IVCM) (Heidelberg Retina Tomograph 3 with the Rostock Cornea Module, Heidelberg Engineering GmbH, Heidelberg, Germany). The diode laser source of this microscope has a 670 nm red wavelength and the microscope is equipped with a 63× objective lens with a numerical aperture of 0.9 (Olympus, Tokyo, Japan). The images obtained by this confocal microscope represent a coronal section of the cornea of 400 × 400 µm 2 which can be of any corneal layer.
For this general, albeit pilot-level study, images were selected from healthy and unhealthy subjects (49 women and 27 men, 54.9 ± 19.3 years old) with pathologies showing significant changes in terms of tortuosity (Figure 1 ). Specifically, 20 images were selected from healthy subjects, 20 images from patients with Herpes Simplex Virus (HSV) keratitis and 100 images from subjects with Dry Eye Disease (DED).
For ground truth, corneal nerve fibre centrelines were manually traced by a clinical author using NeuronJ 1 , an add-on plug-in for the ImageJ software 2 (Cruzat et al., 2011) . Tortuosity was determined using a clinically accepted grading scale (grades 1 through 4) (Oliveira-Soto and Efron, 2001) by three experienced observers (clinical authors) independently. Segmenting corneal nerve fibres in this data set is particularly challenging due to the presence of poorly contrasted, fragmented and highly tortuous fibres. Moreover, various images contain confounding, non-target structures such as dendritic cells easily mistaken for fibres given similar appearance. Finally, the clinical ordering in 4 tortuosity levels calls for higher discrimination capability compared to the previous fully automated solutions which were tested on 2 or 3 levels (e.g., Hart et al., 1999; Scarpa et al., 2011; Trucco et al., 2010) .
Methods
Curvilinear structure segmentation
Appearance features model object-specific morphometric properties of curvilinear structures and can be hand-crafted (HCFs), or learned directly from original images. Such appearance features are used to enhance tube-like shapes (e.g., the longitudinal and cross-sectional intensity profiles). To leverage the information captured by the adopted appearance features and model inter-object relationships efficiently, we propose a multi-scale architecture based on learned context filters.
Appearance model: Scale and Curvature Invariant
Ridge Detector Our appearance model is designed specifically to detect tortuous and fragmented structures. To this end, we adopt our recently reported hand-crafted ridge detector, SCIRD, achieving curvature invariance by relaxing the standard assumption of locally straight tubular shape (Frangi et al., 1998; Soares et al., 2006; Law and Chung, 2008) . To enforce connectivity, we augment the SCIRD filter bank with directionally elongated filters, similar to a Gabor filter bank Soares et al. (2006) . First, we describe the adopted tortuous curvilinear structure model. Then, we derive the proposed ridge detector.
Curvilinear structure model. Our HCF is inspired by the curved-Gaussian model introduced by Lin and Dayan (1999) to analyse the correlation between currencies in time (exchange rate curvature analysis). Let G(ϕ; σ) be a multivariate, n-D Gaussian function with diagonal covariance matrix, centred at the origin of the coordinate system,
where ϕ = (ϕ 1 , ϕ 2 , . . . , ϕ n ) represents a point in the {ϕ} coordinate system, and σ = (σ 1 , σ 2 , . . . , σ n ) describes the standard deviation in each direction. We bend the support of this Gaussian with a volume-preserving non-linear transformation
where k ni are weights (see below) and the non-linear functions m ni (x 1 , x 2 , . . . , x n−1 ) have continuous partial derivatives (Lin and Dayan, 1999) . The change of variables theorem assures us that the non-linear transformation of the normalised G(ϕ; σ) in the {ϕ} coordinate system is already normalised in the new {x} coordinate system since the transformation considered is volume-preserving.
In the 2-D case (n = 2), plugging Equation (2) tion (1) leads to the curved-support bivariate Gaussian function:
where m 20 and m 21 depend on x 1 . If we now consider quadratic non-linear functions m ni = x 2 i for 0 < i < n and m n0 = 1, some of the parameters k ni can be regarded intuitively as curvatures (Lin and Dayan, 1999) . Specifically, we observe that k 10 controls the elongation asymmetry of the shape (i.e. k 10 0 makes one tail longer than the other), k 21 its curvature and k 20 is simply a translation parameter. However, although towards the end-point of a curvilinear structure the local shape would appear asymmetric longitudinally, we set k 10 = 0 to keep the model simple and reduce the amount of free parameters to tune. This seems reasonable since tortuosity estimation, our reference application, would not benefit significantly from a particularly accurate segmentation of end-point regions. Finally, assuming that our model is centred on the specific curvilinear structure of interest, we set k 20 = 0. The model we adopt to detect tortuous and fragmented curvilinear structures is therefore:
where (x 1 , x 2 ) is a point in the principal component coordinate system of the target structure, (σ 1 , σ 2 ) control the elongation of the shape ("memory") and its width, respectively; in fact, the first exponential of Γ(x 1 , x 2 ; σ, k) controls the longitudinal Gaussian profile of the model, and the second the crosssectional one. Unlike previous hand-designed models (e.g., Figure 3 : The effect of geometric parameters on the shape of SCIRD filters. Frangi et al., 1998; Soares et al., 2006; Law and Chung, 2008) , we add a new parameter, k, to control the curvature of the Gaussian support (Figure 2(a) ). SCIRD. In order to estimate local tubularity, we adopt a shape-aware measure of contrast between the region inside and outside the curved ridge. Importantly, both the cross-sectional and the longitudinal Gaussian weighting are taken into account, allowing an accurate contrast estimation. In short, measuring the second directional derivatives along the cross-sectional profile of a curved-support Gaussian (Figure 2 (b)), we obtain probe kernels such as the one shown in Figure 2 (c). The shape of these probe kernels can be controlled through σ 1 , σ 2 and k as shown in Figure 3 . For a detailed derivation of SCIRD please refer to Appendix A 3 .
Context model: multi-range context filters
As discussed in Section 1.2.1, feature extraction based on hybrid methods is particularly appealing as exploiting the effi- ciency of fast HCFs while limiting the amount of learned filters. Rigamonti and Lepetit (2012) proposed to combine learned appearance filters with HCFs also modelling appearance (i.e., OOF). However, learning inter-object relationships (i.e. context, as defined by Tu and Bai, 2010) and exploiting them in a segmentation framework has been recently proved to outperform significantly solutions based only on appearance features (e.g., Tu and Bai, 2010) . We build on the same idea here.
Unsupervised filter learning. Although K-means is not designed to learn sparse representations, such as SC or independent component analysis, experimental results (Coates and Ng, 2012) suggest that it tends to learn sparse projections of the data under two assumptions: (1) sufficiently large number of training data, given the data dimensionality; (2) applying whitening to remove correlations between data components. Both are true in our case (Section 4.1), and we employ K-means clustering to learn context filters instead of more expensive algorithms such as SC (Rigamonti and Lepetit, 2012) . We adopt the algorithm by Coates and Ng (2012) which we summarise concisely.
Our goal is to learn a dictionary D ∈ R q×K of K vectors so that a data vector x (i) ∈ R q , i = 1, . . . , m D can be mapped to the code vector that minimizes the reconstruction error. Before running the learning algorithm we normalize the brightness and contrast of each input data point x (i) , in our case p × p patches. Then, we apply patch-level whitening through the ZCA transform so that x (i)
, where V and Σ are computed from the eigenvalue decomposition of the data points covariance VΣV = cov(X), and ZCA is a small constant (Section 4.1) controlling the trade-off between whitening and noise amplification. After pre-processing the patches, we solve the
is the code vector related to input x Unsupervised context filters learning. Hand-designing context filters to capture inter-object relationships is particularly challenging as the configurations to be considered, especially in the medical domain, can vary significantly. To overcome this issue, Tu and Bai (2010) proposed auto-context, a framework that learns multiple discriminative models sequentially. Auto-context achieves excellent performance on several object segmentation tasks (Tu and Bai, 2010) , but with an extra computational cost compared to methods based on a single discriminative model. This may have little impact on training/testing time for applications involving small data sets or small images, but it can become impractical otherwise, for instance, with large screening programs like diabetic retinopathy (Ikram et al., 2013) .
We therefore aim to include context information without increasing computational cost with respect to the hybrid solution proposed by Rigamonti and Lepetit (2012) based on a single discriminative appearance model. We achieve this by learning a single classifier (e.g., Decision Forest) which takes as input 8 ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T both appearance (estimated by SCIRD) and context information.
Learning context filters has two advantages over appearance filters: 1) including inter-object relationships in a hybrid framework; 2) eliminating, or reducing significantly, the redundancy in the combination of HCFs and learned filters. In fact, learned appearance filters may be reconstructed through a combination (linear or non-linear) of the HCFs already used to model appearance, thus reducing the discrimination power of the feature set. Figure 4 shows the difference between the proposed approach (right) and the combination method proposed by Rigamonti and Lepetit (2012) (left). Notice, while appearance filters are learned on the original image (where HCF are applied), context filters are learned after.
Unsupervised multi-range context filters learning. The approach above does capture some level of context, but it has limitations. First, the range of spatial context captured in each direction (p) is dictated by the patch size (p × p). This parameter can be set by cross-validation, but its maximum value p M is limited by the amount of available training data (see assumption (1) above on applying K-means). Notice that the data points dimensionality q ∼ p 2 , thus forcing p M to be relatively small (e.g., less than 30 pixels) if training data is not abundant (e.g., less than 500,000 patches), a typical case in medical applications. So, this approach fails to model long-range context information. Second, it is a single-range context model, i.e. it captures inter-object relationships characterising a specific neighbourhood only. We address these issues by introducing a multi-scale architecture of learned context filters modelling multi-range spatial context. Let us denote with {I (S 1 ) t } the set of tubularity maps obtained after SCIRD is applied to the training images {I T }, where T = 1, . . . , T M . The proposed multi-range context filters architecture is obtained by learning filters on {I T } are used to learn the first set of K context filters
, where C i j is p × p pixels. This captures context information in the range of p pixels in each direction. Then, Gaussian smoothing with σ MRC and downscaling with factor 2 (i.e., image width and height are halved) using bi-cubic interpolation are applied to the tubularity maps {I (S 1 ) } to obtain {I (S 2 ) } and access the level L = 2. Context filter learning is applied to these downscaled images to learn a second set of K filters
This process is applied repeatedly until level L = l M is reached and the respective set of context filters
Notice, context filters size is the same (i.e., p × p) at each level L but images width and height are halved from L = i to L = i + 1, doubling the context range in each direction. This makes our context learning solution multi-range. Moreover, although the number of available training patches reduce as images are downscaled, K-means can be still employed with good clustering performance, making the proposed solution fast and efficient.
Training and Testing
The first step is to apply SCIRD to each original image I ∈ {I T } to obtain the tubularity map I (S 1 )
T . The value of the tubularity map at a certain pixel, SCIRD(x, y), corresponds to the first component of the feature vector f(x, y) representing this pixel. Then, the correlation between each of the K context filters learned at the level L = 1 and SCIRD response is computed at each pixel (x, y) to obtain K context feature maps I
K1 , where K2 . Upscaling is then applied to recover full image size. This process is repeated until level L = l M is reached and the l M -th set of K context feature maps is computed. In the end, each pixel is represented with both appearance and multi-range context features:
A random subset of positive and negative instances represented by the feature vectors {f} is sampled by each training image and used to train a random decision forest (henceforth, RF) with N T trees and maximum number of samples in each leaf N l (see Section 4 for a discussion on the values of these parameters and their choice). During testing, the probability P( = 1 | f) ∀(x, y) ∈ D(I) with label ∈ {0, 1} is estimated by feeding the trained RF classifier with the computed feature vector f.
Centrelines are the key information to assess tortuosity (e.g., Scarpa et al., 2011; Sasongko et al., 2011) . The role of caliber is not yet fully understood in this context (Trucco et al., 2010) . In our approach (and for all the baselines) we apply fast Canny-like non-maxima suppression (henceforth, NMS) to the tubularity maps obtained.
Post-processing for tortuosity estimation
After NMS, we obtain a centreline map. To get the final segmentation for a test image, we apply the global threshold T pm maximising the F-measure on the training partition of a leaveone-out strategy (see examples in Figure 6 ). Finally, all the isolated segments whose length is below a certain threshold T pp are removed. The threshold is estimated using cross-validation.
Ophthalmologists typically focus on specific structures (e.g., major retinal vessels at a specific distance from the optic disc, Sasongko et al. (2015) ). Small branches are generally not taken into account when tortuosity is assessed at image level. To obtain isolated, long structures suitable for automated tortuosity estimation we employ a simple, yet fast pruning algorithm. Original Image Predicted tubularity map Non-maxima suppression Post-processing This selects the longest path connecting two endpoints, for each tree-like connected component within the image. First, the Euclidean distance is measured among all the endpoints of a connected component, and the farthest points are selected. Second, the path minimising the geodesic distance is considered the main structure of interest for that specific connected component (see examples in Figure 6 ).
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Weighted Averaging
Fibre-level feature extraction Figure 7 : Block diagram of our tortuosity estimation framework: wrapper-based feature selection followed by multinomial logistic ordinal regression. First, for every corneal nerve fibre in a image, robust spline fitting is applied for fast and accurate curvature estimation at each level of the fibre's scale-space representation. Mean curvature k mean (t), twistedness d ip (t), and maximum curvature k M (t) are computed for each scale t ∈ {1, . . . , t M } so that a feature vector 
Third, a wrapper-based FS technique is employed for identifying the most discriminative combination of features and their scale. Finally, a multinomial logistic ordinal regressor is used to assign image-level tortuosity.
Tortuosity estimation
Tortuosity estimation is a particularly difficult task as different anatomical structures in the context of different pathologies can show different tortuosity characteristics. Most of the previously reported methods lack adaptability as they are based on fixed, postulated combinations of tortuosity features. Moreover, different frequencies of direction changes are ignored, while an in-depth visual investigation of corneal images, for instance, suggests that a multiscale approach for tortuosity features extraction is indeed needed. Finally, curvature estimation algorithms are typically based on finite differences leading to noisy estimates, especially when segmentations are obtained automatically.
Our method addresses the issues above. It can be summarised in four steps (Figure 7 ): 1. compute multi-scale shape features for each curvilinear structure to obtain its tortuosity representation; 2. combine shape features computed from each curvilinear structure to obtain image-level features; 3. use FS to identify the most discriminative set of imagelevel features, which become the tortuosity representation for that specific application; 4. use the set of features identified to train a regressor assigning new images to one of a tortuosity grade on a fixed scale.
Multi-scale tortuosity representation of a single curvilinear structure
Curvature-based measures tend to outperform the combination of DM (i.e., maximum deviation from chords) and number of inflection points, when high sampling rates are used to represent vessel centrelines (Lisowska et al. (2014) ; see also Section 1.2.2).
We showed previously ) that curvature-based measures, if estimated accurately, can lead to accuracy comparable or even higher than that of two experienced observers, when the third is taken as reference. Our algorithm for curvature estimation was based on a multi-window ellipse/line fitting approach which can be time consuming, although sub-sampling could achieve a reasonable trade-off between performance and time.
Here, we use spline fitting to replace our multi-window ellipse/line fitting for fast and accurate curvature estimation. The structures of interest are normally rotated first or represented in parametric coordinates. We choose the latter to avoid additional computational burden and potential inaccuracies introduced by rotations. To counteract the noise introduced by the automated centreline segmentation, we adopt a robust cubic spline fitting solution 4 . This yields accurate curvature estimates, supporting reliable estimation of inflection points.
Derivatives are computed locally and analytically from the fitted splines. Changes in curvature sign along the curves are the estimated inflection points (Figure 8) .
In summary, the following shape features are extracted from each fibre ):
• the average curvature along the fibre, k mean ;
• the "twistedness", or density of inflection points, d ip ;
• the maximum curvature along the fibre, k M .
We propose to represent curvilinear structures for tortuosity estimation using a scale-space representation, taking into account the different frequency of direction changes. The multi-scale version of the features listed above becomes: {k mean (t)}, {d ip (t)} and {k M (t)}, for t ∈ {1, . . . , t M }, where t M is the coarsest resolution used.
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Image-level tortuosity features for image classification
Our next task is to assign a tortuosity grade to a whole image. This is nontrivial as images contain variable numbers of corneal nerve fibres of varying lengths, which could show considerably different tortuosity characteristics. We turn the features computed for individual fibres into image-level features by computing, at each scale t and for each feature, a weighted average over all fibers in the image, where the weights are the fibre lengths. The weights model the observation that longer fibres are more informative, overall, than shorter ones.
Denoting the length of the i−th fibre at scale t as l i (t) , and the total number of fibres within an image as N f , our image-level features are defined as follows:
.
Feature selection and tortuosity prediction
FS identifies the most discriminative features and the most important spatial scales for the tortuosity assessment. This choice makes our tortuosity estimation framework highly adaptable.
Of the several FS strategies proposed (Peng et al., 2005; Lazar et al., 2012; Guyon and Elisseeff, 2003) , we adopt a wrapper-based strategy in which a learning algorithm is used to score repeatedly subsets of features according to their predictive power. Exhaustive search can be employed as our feature pool is relatively small (i.e. less than 20, including different spatial scales), guaranteeing that the search returns the true absolute extremum. We use a multinomial logistic ordinal regressor (henceforth, MLOR), a multi-class (low-complexity, hence fast) classifier taking into account the order of tortuosity grades (1 to 4, i.e., ranking), modelled by a logit link function. Specifically, MLOR models the log cumulative odds (Bishop et al., 2006) , the logarithm of the ratio of the probability of a class preceding or equal to class j in the class ranked list, P(y c ≤ c j ) and the probability of the same class following class j, P(y c > c j ). To limit model complexity and make FS more efficient, we assume that the effects of features f i are the same for all classes on the logarithmic scale. This means that the model has different intercepts (γ), but common slopes (β) among classes (proportional odds assumption). Thus, the MLOR model is
for j ∈ {1, 2, 3}, where s is the feature space cardinality.
Once the most discriminative combination of features is selected by exhaustive search, these are extracted from training images and a new MLOR model is learned and used to predict unseen images. Table 1 shows the complete list of parameters we adopted or learned to train and test the proposed tortuosity estimation system. We provide explanations and guidelines to facilitate adaptation to other data sets, potentially including different curvilinear structures.
Experimental Setup and Performance Evaluation
Curvilinear structure segmentation
We manually tuned SCIRD parameters σ 1 , σ 2 , k controlling the filter elongation, width and curvature, respectively. The range of σ 1 was chosen considering the level of fragmentation in our data set (i.e. longer kernels were used to detect highly fragmented structures). To set σ 2 values, we took into account the maximum and minimum width of the target structures. Curvature values were set according to the variety of tortuosity levels shown by corneal nerve fibres in our data set. We set the rotation step of SCIRD filters to achieve a good compromise between running time and segmentation accuracy. The contrast normalisation parameter α was set as discussed in Section 3.1.1. Notice that the number of SCIRD free parameters and the experience required to set them is in line with other HCFs (e.g., Gabor, Frangi, OOF). However, parameters for SCIRD and baseline HCFs were tuned separately to achieve their best performance and provide a fair comparison.
A C C E P T E D M A N U S C R I P T
We learned 100 15 × 15 filters using at least 100, 000 patches for each context level. Increasing the number of context filters is expected to improve segmentation performance, at the price of a slower tortuosity estimation. Our experiments suggest that 100 filters per level represent a good compromise between training/testing speed and tortuosity estimation performance. Moreover, we tested the sensitivity of the segmentation performance to the filter size and found that performance are practically unchanged when p = {11, 15, 21} pixels. When setting ZCA we considered the compromise between maximising filter sharpness and limiting noise amplification, as suggested by Coates and Ng (2012) . We set σ MRC and L in our multirange context architecture to capture short-, medium-and longrange context. In particular, σ MRC controls the level of detail preserved in each context level, while L controls how long is the range of context to be captured (i.e. the number of context levels). According to Criminisi et al. (2012) increasing N T should lead to better classification performance, at the cost of slower predictions. We found experimentally that N T = 100 is enough for our application. The depth of the forest is automatically learned using the out-of-bag error on the training set.
We compare our segmentation methods with the recent hybrid solution proposed by Rigamonti and Lepetit (2012) as well as with other baselines, including widely used and state-ofthe-art ridge detectors: Frangi (Frangi et al., 1998) , based on Hessian matrix eigenvalue analysis, Gabor filtes (Soares et al., 2006) and the recent Optimally Oriented Flux (OOF) (Law and Chung, 2008) .
Following the recent literature, including Rigamonti and Lepetit (2012) , we adopt precision-recall curves to assess centreline detection performance, and use use a tolerance factor ρ (Sironi et al., 2014) : a predicted centreline point is considered a true positive if at most ρ pixels away from the closest ground truth centreline point. In our experiments we set ρ = 2 pixels. Following the established benchmarking protocol (Rigamonti and Lepetit, 2012; Sironi et al., 2014) , we average performance measures over 5 random sub-sampling cross-validation runs, using 70 images for training and the rest for testing in each run.
Thresholds on the probability maps obtained as output of the decision forest (i.e. T pm ) and on the fibre's length used in the post-processing (i.e. T pp ) are learned as discussed in Section 4.3.
Tortuosity estimation
We compute image-level tortuosity measures (mean, max and density of inflection points) in a scale-space representation of 6 spatial scales (i.e. t M = 6), therefore assessing the discriminative power of 18 features in total.
A C C E P T E D M A N U S C R I P T
Following the standard performance assessment protocol for multi-class classification (Sokolova and Lapalme, 2009 ), we use weighted accuracy (Acc), sensitivity (Se) and specificity (Sp), positive predicted value (Ppv) and negative predictive value (Npv), defined below.
where TP i indicates true positives, TN i true negatives, FP i false positives, FN i false negatives for the i − th tortuosity level; w i represents the percentage of images whose GT level is i, according to observer taken as reference, as suggested by Sokolova and Lapalme (2009) (N c = 4) . The above performance measures do not take into account the distance from the actual value when considering errors. Therefore we also include the mean squared error (MSE) and mean absolute error (MAE) defined as
where N im is the number of test images, y c i is the predicted tortuosity level, and c i is the true one for the i − th image.
We compare the performance of our multi-scale tortuosity estimation approach with single-scale methods reported to perform very well in comparative tests: tortuosity density (TD Grisan et al., 2008) , distance measure (DM Heneghan et al., 2002) , slope chain coding (SCC Bribiesca, 2013), τ 5 (Hart et al., 1999) . Moreover, we report our recent results obtained using a tortuosity estimation algorithm based on multi-window curvature estimation .
Since our data set was annotated by three experienced observers independently (clinical authors, reported as Obs 1 , Obs 2 , Obs 3 ), we take the classification by one observer in turn as ground truth, and compare the performance of ours and aforementioned methods with the other two observers. Therefore, MLOR coefficients are learned using a leave-one-out crossvalidation for each observer taken as reference. Notice that 11 images were excluded (only for the tortuosity estimation performance evaluation, not for the segmentation) due to complete disagreement among the observers, confirming the difficulty of tortuosity modelling.
We investigate the impact of each building block in the proposed framework on the tortuosity estimation performance. Specifically, (1) we compare the performance of our tortuosity estimation algorithm with state-of-the-art methods, at a parity of segmentation; (2) we assess the performance when replacing a conventional segmentation method (i.e. based on the "locally-straight" assumption) with the proposed segmentation approach, at a parity of tortuosity estimation algorithm.
Evaluating each module individually
Segmentation. For each training partition (including 70 images) of each random subsampling run (5 in total) we repeat the following procedure. First, we learn the set of context filters by applying SCIRD and unsupervised context filter learning to the training partition, as described in Sections 3.1.1 and 3.1.2. Second, we apply SCIRD and the learned multi-range context filters to all the training images to build the feature vectors for each pixel, as described in Section 3.1.3. Third, we train a decision forest using a subset of the training feature vectors (i.e., we randomly sample 500 positive and 500 negative instances for each image). During this step, we learn the depth of the trees using out-of-bag error on the training set. Once the forest is trained, we apply SCIRD and the learned multi-range context filters to the test images of the current partition. For each testing partition we measure segmentation performance after nonmaxima suppression, as described in Section 4.1.
Tortuosity Estimation. In order to obtain segmented centrelines suitable for tortuosity estimation on the whole data set, we split it randomly in two subsets. We apply the same strategy discussed above to train the segmentation module on each of the two training partitions and use it to obtain the segmentation (probability) maps on the testing partitions, in turn. We then apply non-maxima suppression to each image. To obtain the final segmentation suitable to the tortuosity analysis, the best thresholds on the probability map (i.e., T pm ) is learned using a cross-validation strategy. Specifically, T pm is set as the threshold maximising the F-measure on each training set of this two-fold split and applied to the test set, in turn. At this point, tortuosity feature selection can be applied to identify the most discriminative set of features by using a wrapper strategy based on the MLOR model, as described in Annunziata et al. (2014) . We adopt the majority voting ground truth for feature selection as we aim at discovering a "general" set of discriminative tortuosity features (i.e. valid among observers, not specific to each observer) using machine learning, an emerging need in the community (Lagali et al., 2015) . Once the most discriminative set of tortuosity features is identified, we apply a leave-one-out strategy to learn a MLOR model on each training partition using the tortuosity GT levels provided by the observer taken as reference, and use this model to estimate the tortuosity level of the image held out. We iterate until the tortuosity of all the images has been quantified. Notice that the value of T pp (i.e. the length on isolated connected components to discard), is learned on the training partition of the leave-one-out strategy used to learn the MLOR parameters and used for each image held out. Figure 9: Precision-recall curves for the corneal nerve fibre centreline detection task (pixel-level classification). Each curve is obtained by averaging the results of 5 random cross-validation trials in which the whole data set, including 140 images, is randomly split in 2 equal partitions.
Results and Discussion
Curvilinear structure segmentation. Figure 9 shows the performance of the proposed segmentation method and the baselines, in terms of precision-recall curves. The comparison among HCFs shows that SCIRD performs best on our data set, therefore justifying our choice of adopting SCIRD as base HCF on top of which we learn multi-range context filters. Using SCIRD filter bank responses as input to a RF, i.e. "SCIRD, RF" (Annunziata et al., 2015c) , leads to a significant improvement compared to plain SCIRD, especially at low-medium recall rates. Combining HCFs with learned (single-range) context filters leads to better segmentation results. However, using SCIRD instead OOF in the combination, yields better performance. A noticeable improvement is achieved by employing multi-range context filters, i.e. "SCIRD, multi-range context", showing the benefit of learning a discriminative model capturing context at different levels. Notice that the post-processing step described in Section 3.2 is not used to refine the segmentation results of any method reported in this figure, as it is only needed to adapt segmentation results to tortuosity quantification.
Qualitative comparisons with immediate competitors shown in Figure 10 suggest that improved performance is largely due to our multi-range context model which reduces significantly the amount of false positives far from target structures and improves the connectivity of corneal nerve fibres appearing fragmented. Nevertheless, our segmentation pipeline is fast as it exploits context information efficiently: since a single discriminative model (i.e., a single RF) is employed, a whole corneal nerve image is segmented in about 30 seconds, using unoptimized MATLAB code on a machine equipped with Intel i7-4770 CPU at 3.4 GHz. We carry out FS on our pool of multiscale features using the majority voting ground truth for tortuosity estimation as reference 5 . We found through cross-validation that the best combination of image-level tortuosity features is {K mean (2), K mean (5)}, suggesting that a multi-scale approach is more suitable to tortuosity estimation than single-scale indices reported in literature. We adopted this combination of features in our experiments.
Comparison of tortuosity estimation algorithms at a parity of segmentation. Table 2 shows our experimental evaluation for the tortuosity estimation task when state-of-the-art tortuosity estimation approaches are used together with the best segmentation approach (i.e., "SCIRD, multi-range context", as shown in Figure 9 ). First, experimental results adopting each expert observer as reference in turn, suggest that the proposed tortuosity estimation method based on multi-scale cubic splines (MSSPLINE) outperforms the multi-scale-multiwindow approach (MSMW) previously proposed . Moreover, MSSPLINE is much faster than MSMW as shown in Table 6 , thus successfully addressing the main drawback of MSMW. Second, MSSPLINE performs significantly better than the baselines for all the observers used as reference, thus suggesting that a multi-dimensional tortuosity representation feeding a MLOR model is more suitable for this task. Third, tortuosity FS described in Section 3.3.3 yields an substantial extra performance when Obs 1 and Obs 3 are used as reference. This can be justified by the fact that some features may be highly correlated, noisy due to segmentation imperfections or not discriminative enough. Finally, the proposed fully automated tortuosity quantification system (i.e., "SCIRD, multi-scale context + MSSPLINE", reported in this table as MSSPLINE) matches or exceeds the tortuosity estimation performance of at least one of the other two expert observers, when compared against the one taken as reference.
Comparison of segmentation algorithms at a parity of tortuosity quantification approach. Table 3 shows the tortuosity estimation performance when replacing a conventional segmentation method (Rigamonti and Lepetit, 2012) with the proposed one. The tortuosity estimation algorithm used here is our MSSPLINE, shown to outperform other methods in Table 2 . Experimental results suggest that modelling tortuous structures through SCIRD and using multi-range context filters leads to a significant improvement over conventional segmentation methods 6 . This improvement is particularly remarkable as, for the first time to our best knowledge, we show that it closes the gap between automated and manual segmentation for the tortuosity estimation task (see Table 2 ).
A C C E P T E D M
A N U S C R I P T Table 2 : Tortuosity estimation: comparison of tortuosity estimation algorithms at a parity of segmentation approach. For tortuosity ground truth, each experienced observer is taken as reference in turn (Obs 1 , Obs 2 and Obs 3 , clinical authors). The segmentation approach used for these experiments is our "SCIRD, multi-range context" shown to outperform others methods on our data set (see Figure 9 ). The first two columns in each table show the performance of the others observers against the one used as reference. The other columns in each table report several tortuosity estimation algorithms. Specifically, MSMW is the algorithm based on multi-scale-multi-window tortuosity , MSSPLINE is the proposed approach based on multi-scale rotation invariant spline fitting (results in boldface), MSSPLINE (no FS) is the latter approach without using tortuosity feature selection, TD is the tortuosity density index (Grisan et al., 2008) , DM is the distance measure (Heneghan et al., 2002) , S CC is the tortuosity estimation algorithm based on slope chain coding (Bribiesca, 2013) and τ 5 is the normalised integral of the squared curvature (Hart et al., 1999) . Confusion matrices and Cohen's kappa. We further assess the performance of the proposed fully automated tortuosity quantification system by reporting confusion matrices and Cohen's kappa values when each of the three observers is used in turn as reference. As Table 4 shows, most of the images classified incorrectly are classified in the immediate following or preceding tortuosity level, a desirable property of our system, since tortuosity represents an ordinal variable. Results in terms of Cohen's kappa and modified kappa (i.e. K/K M , where K M is the maximum possible K given marginal frequencies (Dunn, 1989) ) are reported in Table 5 . Notice that given the different marginal frequencies for each tortuosity level (whose values change depending on the observer used as ground truth), the modified kappa represents a fairer index to assess agreement (Dunn, 1989) . Nevertheless, we report the original kappa values for completeness. In both cases, the proposed system matches or exceeds the performance obtained by the other expert observers, when compared to the one taken as reference.
Ground Truth
Running time. We report running time for the tortuosity estimation algorithm alone and used in combination with automated segmentation in Table 6 : about 70 minutes are required to estimate image-level tortuosity for 140 images (fully automated). Thank to the adopted spline-based curvature estimation, the running time is reduced considerably. The current parameter setting (Section 4) seems to represent a good compromise between speed and tortuosity estimation accuracy.
Applying the system to other tortuosity quantification problems. The proposed system was designed and developed to work on tortuous structures in general, and could potentially be applied to structures other than corneal nerve fibres. Specifically, SCIRD and the single-range context model were found particularly suitable for other curvilinear structures as well, e.g. neurites acquired with different modalities, therefore presenting different characteristics in terms of contrast, resolution and context (Annunziata et al., 2015c) . The multi-range context model introduced here improved performance significantly on corneal A C C E P T E D M A N U S C R I P T nerve fibres; such improvements could be observed in similar scenarios, presenting non-target structures with same appearance characteristics or low signal-to-noise ratio. The approach for automated tortuosity quantification is highly versatile, as it is capable of identifying the most discriminative tortuosity features which may vary for different structures and, more importantly, for different pathologies.
We maintained the segmentation and tortuosity estimation modules separate to allow an easier and more effective interpretation of the results, compared to solutions based on direct tortuosity feature extraction and image classification. In our experience, the main source of errors in tortuosity estimation is the segmentation module, but training our hybrid segmentation solution requires a very limited amount of images and annotations, compared to fully-learned architectures. These choices should allow easier adaptation within the medical imaging domain, in which image data and annotations are not always abundant.
A limitation of the proposed framework is that SCIRD was derived and developed for 2-D images. An extension to 3-D is possible, but the number of filters could become prohibitively large. In this case, a faster solution could be obtained by using OOF or Frangi's method as base HCF.
Conclusions
Several studies have reported correlations between various diseases and the tortuosity of anatomical curvilinear structures. Such studies are often based on time-consuming, manual annotations and subjective, visual assessments, thus reducing repeatability and inter-observer agreement. We have addressed these problems by proposing a fully automated framework for image-level tortuosity estimation with application to corneal nerve fibres in IVCM.
Our fully automated tortuosity estimation system includes two modules: segmentation and tortuosity estimation. The former relies on a hybrid segmentation method combining an appearance model, based on a scale and curvature invariant ridge detector (SCIRD), with a context model, including multi-range learned context filters. The latter is based on a novel tortuosity estimation paradigm, capable of identifying the most discriminative tortuosity features and their combination, among the pool of multi-scale tortuosity measures (i.e. it does not pre-define which features determine tortuosity estimation).
Experiments carried out on 140 images from healthy and unhealthy subjects with different pathologies, show that our segmentation module for tortuous structures outperforms conventional methods based on the "locally-straight" assumption and learned appearance filters. The improvement in terms of segmentation is immediately transferred to tortuosity estimation performance. The tortuosity estimation module, based on multi-scale spline-based curvature estimation, performs significantly better than state-of-the-art single-index algorithms and addresses the main drawback of the previously proposed multiscale-multi-window approach, i.e. the speed. In fact, the proposed solution is orders of magnitude faster than the previous Table 3 : Tortuosity estimation: comparison of segmentation algorithms at a parity of tortuosity quantification approach. For tortuosity ground truth, each experienced observer is taken as reference in turn (Obs 1 , Obs 2 and Obs 3 , clinical authors). The tortuosity quantification approach used for these experiments is our MSSPLINE shown to outperform other methods on our data set (see Table 2 ). The first two columns in each table show the performance of the others observers against the one used as reference. The other columns in each table report tortuosity quantification performance when the following approaches are used: manual segmentation (Manual); the proposed "SCIRD, multi-range context" segmentation algorithm (Proposed, in bold face), based on curved-support and multi-range context filters; the segmentation method proposed by Rigamonti and Lepetit (2012) , based on "locally-straight" and appearance filters. one, and achieves better performance. This speed gain, combined with the hybrid segmentation solution, makes the system fast: 30s are required to analyse an IVCM image using a stan-
Ground Truth
A C C E P T E D M
A N U S C R I P T dard computer with MATLAB. The comparison with three experienced observers who annotated the images independently shows, remarkably, that the proposed system matches or even exceeds their performance. This opens the possibility of analyzing the large volumes of images needed for screening programs very efficiently, subject of course to further validation with much larger data sets.
To allow an easy adaptation to tortuosity estimation problems involving curvilinear structures other than corneal nerve fibres, we have provided a detailed discussion about our system parametrisation and guidelines to set its parameters.
Next, we plan to deploy the proposed framework in large studies investigating corneal nerve fibre tortuosity and its relationship with specific pathologies.
A C C E P T E D M A N U S C R I P T
Several confocal microscopy images in our data set show significant intra-and inter-image contrast variability (Figure 1 ), due to illumination and the reflectance of the ocular tissue. Hence, local tubularity estimation tends to be biased towards high contrast, penalising thin and poorly contrasted corneal nerve fibres. To rectify this problem and achieve contrast invariance, we introduce a contrast normalization term and a parameter α ∈ R in the proposed ridge detector, emphasising the response of low-contrast structures: is the adopted contrast measure based on multiscale gradient magnitude estimation averaged on a patch (N + 1) × (N + 1) around pixel (x, y) ∈ D(I). Notice, N is not a free parameter, but the width (and height) of the largest filter in the SCIRD filter bank (N = 8σ 2max ).
A C C E P T E D M
A N U S C R I P T Figure 10 : Examples from segmentation experiments. First row: original images showing corneal nerve fibres in the subbasal layer. From second to fourth row: probability (i.e., tubularity) maps obtained by combining OOF with learned appearance filters (Rigamonti and Lepetit, 2012) , combining OOF with single-range context filters (Annunziata et al., 2015b) and combining SCIRD with multi-range learned context filters (proposed approach -results highlighted in red). Last row: manual tracing used as reference ground truth. The proposed segmentation approach shows a significant reduction of false positives detected in background regions far from target structures by other methods and a better connectivity of structures appearing fragmented.
