ABSTRACT. The local Hopf Bifurcation theorem is extended to implicit differential equations in R n , of the form x -f(x,x, a), which are not solvable for the variable x. The proof uses the S l -degree of convex-valued mappings. An example of an implicit differential equation in R 3 to which the presented theorem applies is provided.
of our local bifurcation theorem is based on the S -degree of convex-valued mappings developed in [15] and on the techniques used in [5] and [11] .
For simplicity of the presentation, we restrict the study to an ordinary differential equation (without delay or advanced arguments) of the form (0.2)
x(t)=f(x(t),x(t),a).
Analogous results for functional differential equations of the form (0.3) F(x tJ x t ,x,a) = 0 will be presented in another paper.
The existence of solutions of boundary value problems for various classes of implicit differential equations has been proved by using multi-valued mappings in [1] , [4] , [8] , [9] , and [10] . Nontrivial periodic solutions of a second order implicit differential equations were studied in [14] with the use of A-proper mappings. In that paper, the equation was actually solvable for the second order derivative but the solution function did not have nice properties which would permit studying the solved quasilinear problem. It seems, however, that the bifurcation problem for implicit equations unsolvable for the variable x(t) is treated here for the first time.
In Section 1 we formulate the problem and in Section 2 we prove the local bifurcation theorem. Section 3 contains two simple examples illustrating our theorem and its applications.
1. Formulation of the problem. We shall study periodic solutions JC: /? -> R n , with an unknown period p, of the following implicit differential equation
where a G R is a parameter and/: R n x R n x R -* R n is a C l function satisfying the following conditions (cf. Remark at the end of this section):
(ii) For any constant K > 0, there exist constants M > 0 and 0 < c < 1 such that \\f(x,y,a)\\ <M + c\\y\\ provided ||(jc,a)|| < M, for ally G R n .
A point xo G R n is called a stationary point of (1.1) for OLQ G R if/(*o,0, c^o) = 0; thus x(t) = JCO is a solution of (1.1 The conditions (i) and (ii) imply that/, as a function of y only, is lipschitzian with the constant 1 and that it maps a ball of a certain radius about the origin in R n into itself. By the fixed point theorem for nonexpansive mappings, the set
is nonempty, compact and convex. The Banach contraction principle implies that if k < 1 then Fix, a, k) is a singleton which we identify with its unique element, so that (
As a consequence, we obtain the following
A nonsingular stationary point (JCO, «o) of (1.1) is called a center if (JCO, ao> 1) has a purely imaginary characteristic value. It is called an isolated center if there is a neighbourhood of (JCO, tfo) where (1.1) has no other centers than (*o, c^o). In what follows we make the following assumption:
(iii) There exists an isolated center (*o, #o) for (1.1). Let now (JCO, #o) be an isolated center for (1.1) and i(3o its purely imaginary characteristic value. We should emphasize that we allow i/3o to be a multiple root of the characteristic equation and we do not exclude the possibility of the existence of other purely imaginary roots. Since the roots of (1.3) are conjugate, we may assume that /?o > 0. Let (jc a , a) be the previously discussed curve of nonsingular stationary points through (JCO, ao), with x ao -XQ. For simplicity, we write A^ for A Xa^k and A a for A^^i. We We define the crossing number for (1.2) at (xo, <*o) by
where deg is the usual Brouwer degree. Explicitly, l(k) is the difference between the number of zeros of A ao _^ in Q, and that of A ao+^* , counting the multiplicities. 
n , a n -+ ao, fl n -> Po as n -> oo,
x n (t) is a nonconstant periodic solution of (1.1) with a = a n , period p n = ^-, and x n eLl c (R,R n ).
REMARK. The conditions (i) and (ii) are imposed on the global behaviour of/, for the simplicity of arguments. Since our result has a local character, we only need to assume (i) and (ii) for (JC, a) in some neighbourhood of our discussed stationary point (JCO, ao)-2. Proof of the theorem. The first step is to normalize the period of the problem. By the change of variable z(t) = x(fy) 9 we bring (1.2) to an equivalent form ( 
2.1) z(t)=jf(z(t),pm,<x)
where (3 = y is the circular frequency.
Clearly x(t) is p-periodic if z is 2ir periodic. The equation (2.1) is next equivalent to the differential inclusion (2.2) z(t)eF k {z(t),a,l3)
where 
Let now è and Z? be as in the discussion following the assumption (iii), Section 1, and let TV C Ker(X) x R 2 ~ R n x R 2 be a 2-dimensional submanifold defined by TV = {(x a , a, (3) : a 0 -6 < a < a 0 + 6 and f3o -b < fi < (3 0 + b}.
One may regard the space of constant functions Ker(X) as a closed (complemented) subspace of C° and thus N is regarded as a submanifold of C° x R 2 . We will now argue by contradiction. Suppose that (JCO, OCQ) is not a bifurcation point. Then, following [5] , one can construct an S l invariant tubular neighbourhood U of TV with the property that (z, a,/3) G £7 is a trivial solution of (2. 
We have chosen u and v so to have C 1 functions of sublinear growth with \u\ < 1, w(0) = 0, u(t) = t for small |f|, v(0) = v(0) = 0.
Let us consider the following system of equations
Due to the third equation, the system cannot be continuously solved for the variable x in any neighbourhood of the origin in also is unsolvable for the variable x. In this case, however, we may substitute x 3 = 0. Consequently, (3.2) has the bifurcation of periodic solutions whose trajectories are circles x\ + x\ = c 2 ,*3 =0. Evidently, any such solution also is a solution of the linear system I x\ -ax\ -X2 x 2 = x\ + ax2 which shows that our theorem may even bring improvements to explicit (quasi-linear) equations such as those considered in [5] , [6] , or [11] : It may allow to weaken the nonsingularity conditions imposed on the differential of the right-hand side.
