Kernel methods are used extensively in classical machine learning, especially in the field of pattern analysis. In this paper, we propose a kernel-based quantum machine learning algorithm that can be implemented on a near-term, intermediate-scale quantum device. Our proposal is based on estimating classically intractable kernel functions, using a restricted quantum model known as "deterministic quantum computing with one qubit". Our method provides a framework for studying the role of quantum correlations other than quantum entanglement for machine learning applications.
Introduction.
Noisy intermediate-scale quantum (NISQ) devices, comprising up to a few hundred qubits, represent a new frontier for achieving "quantum supremacy", that is, surpassing the performance of classical devices [1] . This is particularly plausible due to the quantum advantages offered by non-universal quantum computational models such as Boson sampling [2] , instantaneous quantum polynomial-time (IQP) sampling [3] , and "deterministic quantum computing with one qubit" (DQC1) [4] . Experiments seeking quantum supremacy usually involve sampling from the output distribution of low-depth quantum circuits.
The potential applications of NISQ devices are a subject of extensive investigation in various fields, ranging from quantum chemistry [5] [6] [7] [8] to quantum optimization [9] . Machine learning is another important area that could benefit from NISQ devices due to the favourable exponential scaling of the Hilbert space and quantum correlations of these devices to unveil hidden correlations in big data [10, 11] .
A few proposals for using NISQ devices for machine learning include quantum Boltzmann machines [12] , quantum clustering algorithms [13] , and quantum neural networks [14] . Very recently, a quantum-kernel-based machine learning method-one based on a similarity measure between data points-has been proposed as an alternative route toward achieving a quantum advantage, in the case of supervised machine learning [15, 16] . In this approach, a quantum processing unit is used to estimate a computationally expensive kernel function which can then be used as an input to a classical machine learning algorithm.
The DQC1 model is a non-universal quantum computing model which provides an exponential speedup in estimating the normalized trace of a unitary matrix, independent of the size of the matrix, over classical computing resources [4] . The quantum speedup achieved by DQC1 is attributed to quantum correlation, for example, quantum discord [17, 18] . It has also been shown that the DQC1 model cannot be efficiently simulated using classical devices unless the polynomial-time hierarchy collapses to the second level [19] .
In this paper, we propose a QML algorithm that can be implemented on a NISQ device. Our scheme utilizes the computational advantage offered by DQC1 for estimating the kernels that are classically intractable to compute. We then provide a necessary condition for qualifying a kernel as a classically intractable kernel. We present simulation results of our proposal for two different synthesized datasets to provide a proof of concept of the efficacy of our QML tasks.
The kernel method. To set the stage for our proposed method, we introduce the kernel method in the context of supervised machine learning using support vector machines (SVM). Let us assume a set of training (X train ) and test (X test ) datasets, where
Each data point x ∈ X is assigned a label through a mapping s : X → {+1, −1}. The task of classification is to use the training (i.e., labelled) data X train → {+1, −1} to find a classifier f which can with high probability predict the correct label of the unseen (test) data points X test (i.e., f : X test → {+1, −1}).
For the simple case of linearly separable classes, as shown in Fig. 1(a) , one can find a hyperplane f (x) = sign( w · x + b), where w and b are the hyperplane normal vector and offset, respectively, which can be determined using the training data.
The classification problem can be reduced to maximizing the margin (which is proportional to || w|| −2 ) between the hyperplane and nearest data points, known as support vectors, subject to the condition that y i ( w · x i + b) ≥ 1 (see Fig. 1(a) ).
We can express the classifier in terms of the Lagrange multiplier as
, with α i ∈ R [20] . The classifier function depends on the inner product of the data points, which is the basis of the kernel method and the generalization of SVMs to nonlinear classifiers. To this end, one can define the feature map that transforms the original data points into vectors in a higher-dimensional space, as shown in Fig. 1(b) . Formally, we define the feature map Φ : X → H, where H is a Hilbert space. The kernel function, a similarity measure between data points x, x ∈ X, can be defined as K( x, x ) = Φ( x)|Φ( x ) , where the bra-ket notation shows the inner product on the Hilbert space H.
The link between the kernel function and machine learning has been established by the "representer theorem" [20] , which guarantees that for a positive semidefinite kernel, the classifier can be expressed as
where x ∈ X test , and x i ∈ X train . The kernel method can be extended to the quantum domain [15, 16] . To do so, one can define the feature map
⊗n , where x is encoded by the quantum circuit U Φ( x) . The kernel function is then defined according to K( x, x ) = Φ( x)|Φ( x ) . So long as it is possible to efficiently estimate a kernel using classical means, one cannot expect to attain a quantum advantage [15, 16] . In other words, a necessary condition for achieving a quantum advantage in the kernel method is to realize a kernel function(s), which is highly inefficient or intractable for classical devices to estimate.
DQC1
. The deterministic quantum computing with one qubit (DQC1) model is a non-universal quantum computing model [4] which provides an exponential speedup in estimating the normalized trace of a unitary matrix, independent of the size of the matrix, over classical computing resources [18, 19] . The model defies the common notion that achieving a quantum advantage in computation requires pure quantum states and quantum entanglement as a resource. The DQC1 circuit is depicted in Fig. 2(a) , where the initial state
(c) Figure 2 : (a) The DQC1 circuit. The control qubit is initialized in the state ρa = |0 0|, and the n register qubits (indicated using a "/") are initialized in the state ρn. (b) Our implementation of a circuit with decomposition
, where U r is the encoding circuit with a depth of r. (c) The circuit structure of the unitary operator U adapted from [16] to construct the kernel function for the two samples { x, x } ∈ X. We choose r = 3 for our simulation.
evolves under the unitary interaction
with 1 n as the N × N (N = 2 n ) identity matrix. The final state ρ f of the control qubit, as in [4] , becomes
where Tr refers to the trace operator. In the special case where ρ n = 1n N , the off-diagonal terms in (3) become (where β ∈ R, and σ z denotes the Pauli-Z operator) adds an overhead of β −2 , suggesting that the quantum advantage of the model is robust against the imperfect preparation of the control qubit.
It is worth noting that the DQC1 model has been experimentally realized for optical [21] , nuclear magnetic resonance [22] , and superconducting [23] qubits. In addition, a cold-atom-based proposal using Rydberg interaction involving an ensemble of 100 qubits has been proposed recently for DQC1 [24] .
Method. Here, we explain how we employ the DQC1 circuit to construct the kernel function. We consider a decomposition of U n in (2) as U n = U r ( x)U r † ( x ), where U r ( x) and U r † ( x ) represent the encoding of two data points x and x , respectively, and r is the depth of the circuit. We define the kernel function as
Using (3) and (4), we obtain
which is the main result of this work. Once the kernel has been obtained, one can use it in any kernel-based machine learning algorithm. The flexibility in choosing ρ n and U r in (4) allows one to adapt this method to cater to different kernels, depending on the dataset. Our scheme can be applied to both discrete and continuous variable systems [25] . For example, using ρ n = |0 0| ⊗n and U r ( x) = D( x) in (4), with D as the displacement operator [26] , one obtains the well-known, shift-invariant radial basis function (RBF) kernel K( x, x ) = e −| x− x | 2 . As another example, for
, where δ is the Dirac delta function.
Shift-invariant kernels, such as the RBF kernel, can be efficiently estimated classically. To show this, one can use Bochner's theorem to write a shift-invariant kernel K(x − x ) as the Fourier transform of a probability distribution p(ω) [27] , that is,
Since |e iω(x−x ) | 2 = 1, Hoeffding's inequality guaranties an efficient estimation of (6) with a maximum error of by drawing O( −2 ) samples from p(ω) (see also [28] ). This argument can be generalized to the case of rotationally invariant kernels as well [29] .
Simulation. We now provide a proof-of-principle example, in which a particular DQC1 quantum circuit performs the classification task on two different datasets.
In [16] , a quantum circuit is proposed, which is conjectured to lead a kernel that is intractable for a classical device [30] . We consider a circuit that has the same feature map as [16] 
, where H denotes the Hadamard gate, and U φ( x) = exp(i S φ S ( x) i σ i z ) with φ i ( x) = x i for i ∈ {1, 2} and φ 1,2( x) = (π − x 1 )(π − x 2 ). The requirement for obtaining a kernel that is nontranslationally invariant imposes a lower bound on the depth of the circuit. For example, in the case of r = 1, the resulting kernel will be translationally invariant [16] and, therefore, it can be estimated classically. For this reason, in our simulation we use r = 3, to ensure that the kernel is not shift invariant. The resulting encoding circuit has 30 single-and two-qubit gates for the twodimensional data samples.
We run our experiments on two two-dimensional datasets with binary labels. The "make_moons" and "make_circles" methods in the "scikit-learn" datasets module are used to generate these datasets. We consider three levels of noise to generate three datasets for both the moons and circles methods. For the moons dataset, we use the noise values ζ = 0.0, 0.1, 0.15 (see Fig. 3) , and for the circles dataset, we use ζ = 0.0, 0.05, 0.1 (see Fig. 4 ). Consistently across all six datasets, a total of 2000 points are generated and each dataset is split into 1600 training and 400 test samples.
We run the quantum circuit in Fig. 2(a) -(c) for each pair of training data and estimate the kernel K( x, x ) by directly calculating the trace of the U n operator in Fig. 2(a) . Taking the trace of the U n operator would allow us to run the quantum circuit for a larger number of data samples. We then use the absolute value of the resultant kernel, in the SVM algorithm, to find the support vectors for the classifier. Finally, we use the classifier to predict the labels for the test data. Figures 3 and 4 show the performance of our kernel approach on the moons and circles datasets. For each dataset, we report the classification accuracy on the "training/test" datasets. Figure 3(a) shows the moons dataset, generated using three noise levels. Figure 3(b) shows the results of our quantum classifier for the fully mixed state ρ n = 1n N , and Fig. 3(c) shows the results when the initial state is the pure state ρ n = |0 0| ⊗n . It is interesting to note that the classification accuracy is reduced when we use the pure state initialization instead of the mixed state initialization. The performance of our algorithm on the circles datasets (see Fig. 4 ) is consistent with those of the moons datasets. In both cases, we observe that the quantum circuit learns to classify the dataset, and the circuit prepared at the mixed state outperforms the one prepared at the pure state.
We also compare the performance of our quantum kernel approach with that of the classical RBF kernel. We consider the same training/test sizes as those used for the quantum case. Unlike the quantum kernel, for training the SVM using the classical RBF kernel, we have used five-fold cross-validation to ensure that we obtain the best results for the classical RBF kernel. Tables I and II provide a summary of the performance of the SVM using quantum and classical kernels, respectively. For both the moons and circles datasets, the classification results of the SVM using the quantum kernel with the mixed state is comparable to those of the SVM using the classical RBF kernel.
Discussion. As a final remark, we wish to comment on how the effect of noise inherent to quantum gates may be characterized in our scheme. Note that in the absence of noise we have K(x, x) = 1. In practice, however, to Table I : A summary of the performance of the SVM algorithm using the quantum and classical kernels on the moons datasets (see Fig. 3 ). For the quantum case, we report the training/test score of the classifier when the register's qubits are initialized at mixed and pure states. The classical kernel is an RBF kernel. Here ζ denotes the noise values in generating the datasets. take into account its effect, one must modify (4) into the equation
, where U denotes the noisy experimental implementation of U. Note that K( x, x) < 1. Having access to K( x, x), by measuring the control qubit, one can efficiently estimate the fidelity of the process, a measure of the impact of noise, by using
N +1 [31, 32] .
Conclusion.
We have proposed a kernel-based scheme for QML, based on the DQC1 model. We have numerically tested our method to classify data points of twodimensional synthesized datasets using a two-qubit circuit. Our work highlights the role of quantum correlations in machine learning and benefits from the relationship between the process fidelity and the kernel function, to assess the effect of noise. Our method is a framework for exploring quantum supremacy in machine learning, Table II : A summary of the performance of the SVM algorithm using the quantum and classical kernels on the circles datasets (see Fig. 4 ). For the quantum case, we report the training/test score of the classifier when the register's qubits are initialized at mixed and pure states. The classical kernel is an RBF kernel. Here ζ denotes the noise values in generating the datasets. as it provides a means to efficiently estimate classically hard kernels using NISQ devices.
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