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Gelfand - Nai˘mark theorem supplies a one to one correspondence between commutative
C∗-algebras and locally compact Hausdorff spaces. So any noncommutative C∗-algebra
can be regarded as a generalization of a topological space. Generalizations of several
topological invariants may be defined by algebraic methods. For example Serre Swan the-
orem [23] states that complex topological K-theory coincides with K-theory of C∗-algebras.
This article devoted to the noncommutative generalization of infinite covering projections.
Infinite covering projections of spectral triples are also discussed. It is shown that covering
projection of foliation algebras can be constructed by topological coverings of foliations
and isospectral deformations. Described an interrelationship between noncommutative
covering projections and K-homology. The Dixmier trace of noncommutative covering
projections is discussed.
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1 Motivation. Preliminaries
Following Gelfand-Nai˘mark theorem [1] states the correspondence between locally com-
pact Hausdorff topological spaces and commutative C∗-algebras.
Theorem 1.1. [1] Let A be a commutative C∗-algebra and let X be the spectrum of A. There is
the natural ∗-isomorphism γ : A→ C0(X ).
2
So any (noncommutative) C∗-algebra may be regarded as a generalized (noncommutative)
locally compact Hausdorff topological space. But ∗-homomorphisms are not good analogs
of continuous maps, because there is no a ∗-homomorphism ϕ such that ϕ corresponds
to a map from a non-compact topological space to a compact one. However there are
infinitely listed covering projections X˜ → X such that X˜ (resp. X ) is non-compact (resp.
compact). A good analog of a continuous map is a C∗-correspondence (See definition
3.11). Let us recall several well known facts.
Definition 1.2. [31] A fibration p : X˜ → X with unique path lifting is said to be regular
if, given any closed path ω in X , either every lifting of ω is closed or none is closed.
Definition 1.3. [31] Let p : X˜ → X be a covering projection. A self-equivalence is a
homeomorphism f : X˜ → X˜ such that p ◦ f = p). We denote this group by G(X˜ |X ). This
group is said to be the group of covering transformations of p.
Proposition 1.4. [31] If p : X˜ → X is a regular covering projection and X˜ is connected
and locally path connected, then X is homeomorphic to space of orbits of G(X˜ |X ), i.e. X ≈
X˜/G(X˜ |X ). So p is a principal bundle.
We would like generalize regular covering projections which are principal bundles. How-
ever any principal bundle with a compact group corresponds to a Hopf-Galois extension
(See [22]). We may summarize several properties of the Gelfand - Nai˘mark correspon-
dence with the following dictionary.
TOPOLOGY ALGEBRA
Locally compact space C∗ - algebra
Compact space Unital C∗ - algebra
Continuous map C∗-correspondence
Principal bundle with compact group Hopf-Galois extension
Infinite covering projection ?
Above table contains all ingredients for construction of infinite covering projections
• Principal bundles,
• Maps from non-compact spaces to compact ones.
However above table does not have principal bundles with not-compact groups. We shall
construct it with an application of von Neumann algebras.
This article assumes elementary knowledge of following subjects:
1. Set theory [17].
2. Category theory [31],
3. Algebraic topology [31],
4. C∗-algebras and operator theory [28].
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The terms "set", "family" and "collection" are synonyms. Following table contains used in
this paper notations.
Symbol Meaning
A+ Unitization of C∗− algebra A
A+ A positive cone of C
∗− algebra A
A′′ Bicommutant of C∗ algebra A [28]
AG Algebra of G invariants, i.e. AG = {a ∈ A | ga = a, ∀g ∈ G}
Aˆ Spectrum of C∗ - algebra A with the hull-kernel topology
(or Jacobson topology)
Aut(A) Group * - automorphisms of C∗ algebra A
B(H) Algebra of bounded operators on Hilbert space H
B∞ = B∞({z ∈ C | |z| = 1}) Algebra of Borel measured functions on the {z ∈ C | |z| = 1} set.
C (resp. R) Field of complex (resp. real) numbers
C∗ {z ∈ C | |z| = 1}
C(X ) C∗ - algebra of continuous complex valued
functions on topological space X
C0(X ) C∗ - algebra of continuous complex valued
functions on topological space X
Cb(X ) C∗ - algebra of bounded continuous complex valued
functions on topological space X
H Hilbert space
I = [0, 1] ⊂ R Closed unit interval
Gtors ⊂ G The torsion subgroup of an abelian group
K(A) Pedersen ideal of C∗-algebra A
K(H) or K Algebra of compact operators on Hilbert space H
Mn(A) The n× n matrix algebra over C∗− algebra A
Map(X,Y) The set of maps from X to Y
M(A) A multiplier algebra of C∗-algebra A
Ms(A) = M(A⊗K) Stable multiplier algebra of C∗− algebra A
N Monoid of natural numbers
Q(A) = M(A)/A Outer multiplier algebra of C∗− algebra A
Qs(A) = (M(A⊗K))/(A⊗K) Stable outer multiplier algebra of C∗− algebra A
Q Field of rational numbers
sp(a) Spectrum of element of C∗-algebra a ∈ A
supp( f ) Support of f ∈ C0(X ), supp( f ) = {x ∈ X | f (x) 6= 0}
U(H) ⊂ B(H) Group of unitary operators on Hilbert space H
U(A) ⊂ A Group of unitary operators of algebra A
Z Ring of integers
Zm Ring of integers modulo m
Ω Natural contravariant functor from category of commutative
C∗ - algebras, to category of Hausdorff spaces
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2 Prototype. Hopf-Galois extensions
The Hopf-Galois theory supplies a good noncommutative generalization of finite covering
projections. Let us recall some notions of Hopf-Galois theory. Following subsection is in
fact a citation of [6].
2.1 Coaction of Hopf algebras
Definition 2.1. An equivalence of categories A and B is a pair (F,G) of functors (F : A→ B,
G : B→ A) and a pair of natural isomorphisms
α : 1A → GF, β : 1B → FG.
Let H be a Hopf algebra over the commutative ring C, with bijective antipode S. We
use the Sweedler notation [21] for the comultiplication on H : ∆(h) = h(1) ⊗ h(2). MH
(respectively HM) is the category of right (respectively left) H-comodules. For a right
H-coaction ρ (respectively a left H-coaction λ) on a C -module M, we denote
ρ(m) = m[0] ⊗m[1]; λ(m) = m[fl1] ⊗m[0].
The submodule of coinvariants McoH of a right (respectively left) H-comodule M consists
of the elements m ∈ M satisfying
ρ(m) = m⊗ 1 (1)
respectively
λ(m) = 1⊗m. (2)
Definition 2.2. [6] Let A be associative algebra and A ∈ MH . Algebra A is said to be
H-comodule algebra if H - coaction ρ : A → A⊗ H satisfies following conditions:
ρ(ab) = a[0]b[0] ⊗ a[1]b[1]; ∀a, b ∈ A; (3)
a⊗ ∆(h) = ρ(a)⊗ h. (4)
Let A be a right H-comodule algebra. AMH and MHA are the categories of left and right
Hopf modules. We have two pairs of adjoint functors (F1 = A⊗AcoH −,G1 = (−)coH) and
(F2 = fl⊗AcoH A,G2 = (−)coH) between the categories AcoHM and AMH , and between
MAcoH andMHA . The unit and counit of the adjunction (F1,G1)are given by the formulas
η1,N : N → (A⊗AcoH N)coH , η1,N(n) = 1⊗ n;
ε1,M : A⊗AcoH McoH → M, ε1,M(a⊗m) = am.
The formulas for the unit and counit of (F2,G2) are similar. Consider the canonical maps
can : A⊗AcoH A→ A⊗ H, can(a⊗ b) = ab[0] ⊗ b[1]; (5)
can′ : A⊗AcoH A→ A⊗ H, can′(a⊗ b) = a[0]b⊗ a[1]. (6)
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Theorem 2.3. [6] Let A be a right H-comodule algebra. Consider the following statements:
1. (F2,G2) is a pair of inverse equivalences;
2. (F2,G2) is a pair of inverse equivalences and A ∈AcoH M is flat;
3. can is an isomorphism and A ∈AcoH M is faithfully flat;
4. (F1,G1) is a pair of inverse equivalences;
5. (F1,G1) is a pair of inverse equivalences and A ∈ MAcoH is flat;
6. can′ is an isomorphism and A ∈ MAcoH is faithfully flat.
These the six conditions are equivalent.
Definition 2.4. If conditions of theorem 2.1 are hold, then A is said to be left faithfully flat
H-Galois extension.
It is well-known that can is an isomorphism if and only if can′ is an isomorphism.
2.2 Action of finite group
Let G be a finite group. A set H = Map(G,C) has a natural structure of commutative
Hopf algebra (See [22]). Addition (resp. multiplication) on H is pointwise addition (resp.
pointwise multiplication). Let δg ∈ H, (g ∈ G) be such that
δg(g
′)
{
1 g′ = g
0 g′ 6= g (7)
Comultiplication ∆ : H → H ⊗ H is induced by group multiplication
∆ f (g) = ∑
g1g2=g
f (g1)⊗ f (g2); ∀ f ∈Map(G,C), ∀g ∈ G.
i.e.
∆δg = ∑
g1g2=g
δg1 ⊗ δg2 ; ∀g ∈ G.
Action G× A→ A, (g, a) 7→ ga naturally induces coaction A → A⊗ H (H = Map(G,C))
.
a 7→ ∑
g∈G
ga⊗ δg (8)
Equations (3), (4) are equivalent to following conditions of group action
g(a1a2) = (ga1)(ga2), ∀g ∈ G, a1, a2 ∈ A,
(g1g2)a = g1(g2a), ∀g1, g2 ∈ G, a ∈ A.
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Any element x ∈ A⊗ H can be represented as following sum
x =
(
∑
g∈G
ag ⊗ δg
)
.
Let a ∈ A be such that ga = a, ∀g ∈ G then
a 7→ ∑
g∈G
a⊗ δg = a⊗ 1. (9)
From (9) it follows that AcoH = AG, where AG = {a ∈ A : ga = a; ∀g ∈ G} is an algebra
of invariants. There is a bijective natural map
A⊗ H ≈−→Map(G, A) (10)
∑
g∈G
ag ⊗ δg 7→
(
g 7→ ag
)
.
From (9) it follows that (5) can be represented in terms of group action by following way
can
(
∑
i=1,...,n
ai ⊗ bi
)
= ∑
i=1,...,n
g∈G
ai(gbi)⊗ δg. (11)
There is the unique map canG : A⊗AG A→Map(G, A)
∑
i=1,...,n
ai ⊗ bi 7→ (g 7→ ∑
i=1,...,n
ai(gbi)), (ai, bi ∈ B, ∀g ∈ G) (12)
From bijection of (10) it follows that can is bijective if and only is canG is bijective, i.e.
A⊗AG A ≈ Map(G, A). (13)
Following lemma is an analogue of result described in [25].
Lemma 2.5. Let A be an unital algebra. Suppose that finite group G acts on A. Then following
statements:
1. canG : A⊗AG A→ Map(G, A) defined by (12) is bijection;
2. There are elements bi, ai ∈ A (i = 1, ..., n) such that
∑
i=1,...,n
aibi = 1A, (14)
∑
i=1,...,n
ai(gbi) = 0 ∀g ∈ G (g is nontrivial); (15)
are equivalent.
7
Proof. 1. => Denote by e ∈ G unity of G. Let f ∈ Map(G, A) be such that
f (e) = 1A;
f (g) = 0; (g 6= e).
From bijection A⊗AG A ≈ Map(G, A) it follows that there are elements a1, ..., an, b1, ..., bn ∈
A such that ∑i=1,...,n ai ⊗ bi corresponds to f i.e.
f (g) = ∑
i=1,...,n
ai(gbi).
It is clear that elements a1, ..., an, b1, ..., bn satisfy conditions (14), (15)
2. <= Let us enumerate elements of G, i.e G = {g1, ..., g|G|}. a1, ..., an, b1, ..., bn satisfy
conditions (14), (15), and let be f ∈ Map(G, A) be any map from G to A; and
x ∈ A⊗AG A is such that
x = ∑
i=1,...,|G|
f (g)ai ⊗ g−1bi.
From (14), (15) it follows that f = canG(x) So canG is map onto.
Definition 2.6. Let G be a finite group. Suppose that H = Map(G,C) and H has a natural
structure of Hopf algebra. Any H-Galois extension A→ B is said to be G-Galois extension.
2.3 Resume
Above results shows that a good generalization of noncommutative covering projections
requires following ingredients:
• Analog of
(
F1 = A⊗AcoH −,G1 = (−)coH
)
,
• Analog of definition 2.4,
• Constructive method for checking conditions of definitions like lemma 2.5,
• Examination of the theory for the commutative case,
• Nontrivial noncommutative examples.
3 Hermitian modules and functors
In this section we consider an analogue of the A ⊗B − : BM →A M functor or an
algebraic generalization of continuous maps. Following text is in fact a citation of [30].
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Definition 3.1. [30] Let B be a C∗-algebra. By a (left) Hermitian B-module we will mean
the Hilbert space H of a non-degenerate *-representation A → B(H). Denote by Herm(B)
the category of Hermitian B-modules.
3.2. [30] Let A, B be C∗-algebras. In this section we will study some general methods for
construction of functors from Herm(B) to Herm(A).
Definition 3.3. [30] Let B be a C∗-algebra. By (right) pre-B-rigged space we mean a vector
space, X, over complex numbers on which B acts by means of linear transformations in
such a way that X is a right B-module (in algebraic sense), and on which there is defined
a B-valued sesquilinear form 〈, 〉X conjugate linear in the first variable, such that
1. 〈x, x〉B ≥ 0
2. (〈x, y〉X)∗ = 〈y, x〉X
3. 〈x, yb〉B = 〈x, y〉Xb
3.4. It is easily seen that if we factor a pre-B-rigged space by subspace of the elements x
for which 〈x, x〉B = 0, the quotient becomes in a natural way a pre-B-rigged space having
the additional property that inner product is definite, i.e. 〈x, x〉X > 0 for any non-zero
x ∈ X. On a pre-B-rigged space with definite inner product we can define a norm ‖‖ by
setting
‖x‖ = ‖〈x, x〉X‖1/2, (16)
From now on we will always view a pre-B-rigged space with definite inner product as
being equipped with this norm. The completion of X with this norm is easily seen to
become again a pre-B-rigged space.
Definition 3.5. [30] Let B be a C∗-algebra. By a B-rigged space or Hilbert B-module we will
mean a pre-B-rigged space, X, satisfying the following conditions:
1. If 〈x, x〉X = 0 then x = 0, for all x ∈ X,
2. X is complete for the norm defined in (16).
Remark 3.6. In many publications the "Hilbert B-module" term is used instead "rigged
B-module".
3.7. Viewing a B-rigged space as a generalization of an ordinary Hilbert space, we can
define what we mean by bounded operators on a B-rigged space.
Example 3.8. Let A be a C∗-algebra and a finite group acts on A. Then A is a AG-rigged
space on which is defined following AG valued form
〈x, y〉A = 1|G| ∑
g∈G
g(x∗y). (17)
Since given by 17 sum is G-invariant we have 〈x, y〉A ∈ AG.
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Definition 3.9. [30] Let X be a B-rigged space. By a bounded operator on X we mean a
linear operator, T, from X to itself which satisfies following conditions:
1. for some constant kT we have
〈Tx, Tx〉X ≤ kT〈x, x〉X, ∀x ∈ X,
or, equivalently T is continuous with respect to the norm of X.
2. there is a continuous linear operator, T∗, on X such that
〈Tx, y〉X = 〈x, T∗y〉X, ∀x, y ∈ X.
It is easily seen that any bounded operator on a B-rigged space will automatically com-
mute with the action of B on X (because it has an adjoint). We will denote by L(X) (or
LB(X) there is a chance of confusion) the set of all bounded operators on X. Then it is
easily verified than with the operator norm L(X) is a C∗-algebra.
Definition 3.10. [28] If X is a B-rigged module then denote by θξ,ζ ∈ LB(X) such that
θξ,ζ(η) = ζ〈ξ, η〉X, (ξ, η, ζ ∈ X)
Norm closure of a generated by such endomorphisms ideal is said to be the algebra of
compact operators which we denote by K(X). The K(X) is an ideal of LB(X). Also we shall
use following notation ξ〉〈ζ def= θξ,ζ .
Definition 3.11. [30] Let A and B be C∗-algebras. By a Hermitian B-rigged A-module we
mean a B-rigged space, which is a left A-module by means of *-homomorphism of A into
LB(X).
Remark 3.12. Hermitian B-rigged A-modules are also named as B-A-correspondences (See,
for example [20]).
3.13. Let X be a Hermitian B-rigged A-module. If V ∈ Herm(B) then we can form the
algebraic tensor product X⊗Balg V, and equip it with an ordinary pre-inner-product which
is defined on elementary tensors by
〈x⊗ v, x′ ⊗ v′〉 = 〈〈x′, x〉Bv, v′〉V .
Completing the quotient X ⊗Balg V by subspace of vectors of length zero, we obtain an
ordinary Hilbert space, on which A acts (by a(x⊗ v) = ax ⊗ v) to give a *-representation
of A. We will denote the corresponding Hermitian module by X ⊗B V. The above con-
struction defines a functor X ⊗B − : Herm(B) → Herm(A) if for V,W ∈ Herm(B) and
f ∈ HomB(V,W) we define f ⊗ X ∈ HomA(V ⊗ X,W ⊗ X) on elementary tensors by
( f ⊗ X)(x ⊗ v) = x ⊗ f (v). We can define action of B on V ⊗ X which is defined on
elementary tensors by
b(x⊗ v) = (x⊗ bv) = xb⊗ v.
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4 Strong and/or weak completion
In this section we follow to [28].
Definition 4.1. [28] Let A be a C∗-algebra. The strict topology on M(A) is the topology
generated by seminorms |||x|||a = ‖ax‖ + ‖xa‖, (a ∈ A). If x ∈ M(A) and sequence of
partial sums ∑ni=1 ai (n = 1, 2, ...), (ai ∈ A) tends to x in strict topology then we shall write
x =
∞
∑
i=1
ai. (18)
Definition 4.2. [28] Let B ∈ B(H) be a C∗-algebra. Denote by B′′ the strong closure of B
in B(H). B′′ is an unital weakly closed C∗-algebra and if B acts non-degenerately on H
then B′′ is the bicommutant of B. Any strongly (=weakly) closed algebra is said to be a von
Neumann algebra.
Definition 4.3. [28] For any x ∈ B(H) element |x| def= (xx∗)1/2 is said to be the absolute
value of x.
4.4. [28] For each x ∈ B(H) we define the range projection of x (denoted by [x]) as projec-
tion on closure of xH. If x ≥ 0 then the sequence
(
((1/n) + x)−1 x
)
is monotone increas-
ing to [x]. If p and q are projections then p∨ q = [p+ q] and thus p∧ q = 1− [2− (p+ q)].
Similarly we have p \ q = p− p ∧ q. Since [x]H is the orthogonal complement of the null
space of x∗ we have [x] = [xx∗]. If M is a von Neumann algebra in B(H) then [x] ∈ M
for any x ∈ M. We next prove a polar decomposition.
Proposition 4.5. [28] For each element x in a von Neumann algebraM there is a unique partial
isometry u ∈ M with uu∗ = [|x|] and x = |x|u.
Proof. Consider the sequence un = x ((1/n) + |x|)−1. Since x = x[|x|] we have un = un[x].
A short computation shows that
(un − um)∗(un − um) =
(
((1/n) + |x|)−1 − ((1/m) + |x|)−1
)
|x|2 (19)
and this tends strongly, hence weakly to zero by spectral theory. It follows that {un}
is strongly convergent to an element u ∈ M with u[|x|] = u. Since {un|x|} is norm
convergent to x we have x = u|x|. Then x∗x = |x|u∗u|x| which implies that u∗u ≥ [|x|].
Hence u∗u = [|x|], in particular u is a partial isometry. If x = v|x| then from v|x| = u|x|
we get v = v[|x|] = u, so u is unique.
4.6. Let I be a finite or countable set of indices, B ∈ B(H) be a C∗- algebra, {ei} ⊂ B,
(i ∈ I) is such that
∑
i∈I
e∗i ei = 1M(B) (20)
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with respect to the strict topology.
Let ei = vi|ei| be the polar decomposition, we define elements ui ∈ B′′ such that
ui = ([ei] \ ([e1] ∨ [e2] ∨ ...∨ [ei−1]])) vi. (21)
From ([ei]| \ ([e1] ∨ [e2] ∨ ...∨ [ei−1]])) vj = 0, (j = 1, ..., i− 1) it follows that u∗i vj = u∗i ([ei]| \ ([e1] ∨ [e2] ∨ ...∨ [ei−1]])) vj =
0, hence
u∗i uj = 0, ∀i 6= j (22)
and
[u1] ∨ ...∨ [ui] = [u1 + ...+ ui]. (23)
From 21 it follows that
[ui] = [ei] \ ([e1] ∨ [e2] ∨ ...∨ [ei−1]]) . (24)
Hence
[u1] ∨ ...∨ [ui] = [e1] ∨ ...∨ [ei]. (25)
From 20 it follows that
∨
i[ei] = 1B′′ = 1M(B). So
∨
i[ui] = 1B′′ . Because any ui is a partial
isometry and from 22 it follows that
∑
i∈I
u∗i ui = 1B′′ (26)
Definition 4.7. We say that {ui} is the von Neumann orthogonalization of {ei} because uiH ⊥
ujH, (i 6= j). It is easy to check that
uiH ⊂ eiH. (27)
Definition 4.8. Let AXB be a Hermitian B-rigged A-module, B → B(H) a faithful repre-
sentation. For any h ∈ H we define a seminorm ||||||h on AXB such that
|||ξ|||h = ‖〈ξ, ξ〉Bh‖.
Completion of AXB with respect to above seminorms is said to be the strong completion.
Denote by X′′ or AX′′B the strong completion. There is the natural scalar product 〈, 〉X′′
such that
〈ξ, ζ〉X′′ ∈ B′′, ∀ξ, ζ ∈ X′′. (28)
4.9. Since X⊗B H is norm complete there is a following natural B-isomorphism
X ⊗B H ≈ X′′ ⊗B′′ H. (29)
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5 Galois rigged modules
Definition 5.1. Let A be a C∗-algebra, G is a finite or countable group which acts on A.
We say that H ∈ Herm(A) is a A-G Hermitian module if
1. Group G acts on H by unitary A-linear isomorphisms,
2. There is a subspace HG ⊂ H such that
H =
⊕
g∈G
gHG. (30)
Let H, K be A-G Hermitian modules, a morphism φ : H → K is said to be a A-G-
morphism if φ(gx) = gφ(x) for any g ∈ G. Denote by Herm(A)G a category of A-G
Hermitian modules and A-G-morphisms.
Remark 5.2. Condition 2 in the above definition is introduced because any topological
covering projection X˜ → X commutative C∗ algebras C0
(
X˜
)
, C0 (X ) satisfies it with
respect to the group of covering transformations G(X˜ |X ). (See 7.1)
Definition 5.3. Let H be A-G Hermitian module, B ⊂ M(A) is sub-C∗-algebra such that
(ga)b = g(ab), b(ga) = g(ba), for any a ∈ A, b ∈ B, g ∈ G. There is a functor (−)G :
Herm(A)G → Herm(B) defined by following way
H 7→ HG. (31)
This functor is said to be the invariant functor.
Definition 5.4. Let AXB be a Hermitian B-rigged A-module, G is finite or countable group
such that
• G acts on A and X,
• Action of G is equivariant, i.e g(aξ) = (ga)(gξ) , and B invariant, i.e g(ξb) = (gξ)b
for any ξ ∈ X, b ∈ B, a ∈ A, g ∈ G,
• Inner-product of G is equivariant, i.e 〈gξ, gζ〉X = 〈ξ, ζ〉X for any ξ, ζ ∈ X, g ∈ G.
Then we say that AXB is a G-equivariant B-rigged A-module.
5.5. Let AXB be a G-equivariant B-rigged A-module. Then for any H ∈ Herm(B) there is
an action of G on X⊗B H such that
g (x⊗ ξ) = (x⊗ gξ) . (32)
Definition 5.6. Let AXB be a G-equivariant B-rigged A-module. We say that AXB is G-
Galois B-rigged A-module if it satisfies following conditions:
1. X ⊗B H is a A-G Hermitian module, for any H ∈ Herm(B),
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2. A pair
(
X⊗B −, (−)G
)
such that
X⊗B − : Herm(B)→ Herm(A)G,
(−)G : Herm(A)G → Herm(B).
is a pair of inverse equivalence.
Remark 5.7. Above definition is an analog of the theorem 2.3 and the definition 2.4.
Following theorem is an analog of the lemma 2.5 and it is very close to theorems described
in [26], [32].
Theorem 5.8. Let A and A˜ be C∗-algebras,
A˜
XA be a G-equivariant A-rigged A˜-module. Let I
be a finite or countable set of indices, {ei}i∈I ⊂ M(A), {ξi}i∈I ⊂ A˜XA such that
1.
1M(A) = ∑
i∈I
e∗i ei, (33)
2.
1M(K(X)) = ∑
g∈G
∑
i∈I
gξi〉〈gξi, (34)
3.
〈ξi, ξi〉X = e∗i ei, (35)
4.
〈gξi, ξi〉X = 0, for any nontrivial g ∈ G. (36)
Then
A˜
XA is a G-Galois A-rigged A˜-module.
Proof. For any H ∈ Herm(A) we construct (X ⊗A H)G ⊂ X⊗A H, such that
X ⊗A H =
⊕
g∈G
g (X⊗A H)G .
H ≈ (X⊗A H)G .
Consider following weak (=strong) limits
vi = lim
n→∞ ((1/n) + |ei|)
−1 ei ∈ A′′, ei = vi|ei|,
ξ ′i = limn→∞ ((1/n) + |ei|)
−1 ξi ∈ X′′.
From (35) it follows that
〈ξ ′i , ξ ′i〉X′′ = v∗i vi. (37)
Let {ui}i∈I ⊂ B′′ be the von Neumann orthogonalization of {ei}i∈I. Let {ζ ′′i }i∈I ⊂ X′′ be
such that
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ξ ′′i = ξ
′
iui.
Then from definition 4.7 and (37) it follows that
〈ξ ′′i , ξ ′′j 〉X′′ = u∗i uj. (38)
From (22), (38) it follows that
〈ξ ′′i , ξ ′′j 〉X′′ = u∗i uj = 0, (i 6= j). (39)
From (34) and (36) if follows that
1M(K(X′′)) = ∑
g∈G
∞
∑
i=1
gξ ′′i 〉〈gξ ′′i , (40)
〈gξ ′′i , ξ ′′i 〉X′′ = 0, for any nontrivial g ∈ G, (41)
From (29) it follows that we can define ξ ′′i ⊗ h ∈ X ⊗B H. Define (X ⊗A H)G as a norm
closure of a generated by elements ξ ′′i ⊗ h A-module, (i ∈ I, h ∈ H). It is clear that
g (X⊗A H)G is generated by elements gξ ′′i ⊗ h, (i ∈ I, h ∈ H). From (39) (40), (41) it
follows that
X⊗B H =
⊕
g∈G
g (X ⊗B H)G
So X satisfies condition 1 of definition 5.6. Let H ∈ Herm(A˜)G be a Hermitian A˜-G-
module. For any h1, h2 ∈ HG we have
〈ξ ′′i ⊗ h1, ξ ′′j ⊗ h2〉 = 〈〈ξ ′′i , ξ ′′j 〉X′′h1, h2〉. = 〈u∗i ujh1, h2〉 (42)
Form (39), (42) it follows that
〈ζ ′′i ⊗ h1, ζ ′′j ⊗ h2〉 = 0, (i 6= j, h1, h2 ∈ HG)
〈ζ ′′i ⊗ h1, gζ ′′i ⊗ h2〉 = 0, for any nontrivial g ∈ G. (43)
From (33) (34) it follows that
1B′′ = ∑
i∈I
u∗i ui, (44)
HG =
⊕
i∈I
uiH
G.
H =
⊕
g∈G
g
⊕
i∈I
uiH
G. (45)
Representation (45) supplies following natural isomorphism
ϕ : (X⊗A −) ◦ (−)G ≈ 1Herm(A˜)G ,
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ϕ(
∑
g∈G
∑
i∈I
g
(
uihgi
)) def
= ∑
g∈G
∑
i∈I
(
gξ ′′i ⊗ hgi
)
.
There is a natural θ isomorphism such that
θ : (−)G ◦ (X⊗A −) ≈ 1Herm(A) ,
θ
(
∑
i∈I
ξ ′′i ⊗ hi
)
def
= ∑
i∈I
uihi.
So
(
X⊗B −, (−)G
)
is a pair of inverse equivalence.
Definition 5.9. Consider a situation from the theorem 5.8. Let us consider two specific
cases
1. ei ∈ A for any i ∈ I,
2. ∃i ∈ I ei /∈ A.
Norm completion of the generated by operators
gξ∗i 〉〈gξi a; g ∈ G, i ∈ I,
{
a ∈ M(A), in case 1,
a ∈ A, in case 2.
algebra is said to be the subordinated to {ξi}i∈I algebra. If A˜ is the subordinated to {ξi}i∈I
then
1. G acts on A˜ by following way
g
(
g′ξi〉〈g′ξi a
)
= gg′ξi〉〈gg′ξi a; a ∈ M(A).
2. X is a left A module, moreover
A˜
XA is a G-Galois A-rigged A˜-module.
3. There is a natural G-equivariant *-homomorphism ϕ : A→ M
(
A˜
)
, ϕ is equivariant,
i.e.
ϕ(a)(ga˜) = gϕ(a)(a˜); a ∈ A, a˜ ∈ A˜. (46)
A quadruple
(
A, A˜,
A˜
XA,G
)
is said to be a Galois quadruple. The group G is said to be a
group Galois transformations which shall be denoted by G
(
A˜ | A
)
= G.
Remark 5.10. Henceforth subordinated algebras only are regarded as noncommutative
generalizations of covering projections.
Definition 5.11. If G is finite then bimodule
A˜
XA can be replaced with A˜ A˜A where product
〈 , 〉
A˜
is given by (17). In this case a Galois quadruple
(
A, A˜,
A˜
XA,G
)
=
(
A, A˜,
A˜
AA,G
)
can be replaced with a Galois triple
(
A, A˜,G
)
.
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Lemma 5.12. Let us consider situation from theorem 5.8. Then for any i ∈ I there is a natural
isomorphism of right A modules given by
e∗i eiM(A) ≈ ξi〉〈ξi M(A) (47)
Let A → B(H) be a Hermitian representation. There is a natural isomorphism of hermitian
A-modules
e∗i eiH ≈ ξi〉〈ξi X ⊗A H. (48)
Proof. Let a ∈ M(A) be such that e∗i eia = 0. Then from (eia)∗(eia) = a∗e∗i eia = 0 it follows
that eia = 0. Similarly from ξi〉〈ξia = 0 it follows that ξia〉〈ξia = 0, and therefore ξia = 0.
Tnere is an equivalence ξia = 0 ⇔ 〈ξia, ξia〉 = 0. But 〈ξia, ξia〉 = a∗e∗i eia, and we have
eia = 0. There are following equivalences
e∗i eia = 0⇔ eia = 0⇔ ξia = 0⇔ ξi〉〈ξia = 0; a ∈ A.
From above equivalences it follows (47). Similarly e∗i eih = 0 ⇔ eih = 0. If ζ ⊗ h ∈ X ⊗ H
then
ξi〉〈ξi ζ ⊗ h = ξi ⊗ 〈ξi, ζ〉h = ξi ⊗ h′; where h′ = 〈ξi, ζ〉h.
If ξi ⊗ h′ = 0 then (ξi ⊗ h′, ξi ⊗ h′) = (h′, 〈ξi, ξi〉h′) =
(
h′, e∗i eih
′) = 0, and therefore
e∗i eih
′ = eih′ = 0.
6 Infinite noncommutative covering projections
In case of commutative C∗-algebras definition 5.6 supplies algebraic formulation of in-
finite covering projections of topological spaces. However I think that above definition
is not a quite good analogue of noncommutative covering projections. Noncommutative
algebras contains inner automorphisms. Inner automorphisms are rather gauge trans-
formations [16] than geometrical ones. So I think that inner automorphisms should be
excluded. Importance of outer automorphisms was noted by Miyashita [25, 26]. Example
3.9 from [19] also proves that inner automorphisms should be excluded. It is reasonably
take to account outer automorphisms only. I have set more strong condition.
Definition 6.1. [29] Let A be C∗-algebra. A *-automorphism α is said to be generalized
inner if it is given by conjugating with unitaries from multiplier algebra M(A).
Definition 6.2. [29] Let A be C∗ - algebra. A *- automorphism α is said to be partly inner
if its restriction to some non-zero α-invariant two-sided ideal is generalized inner. We call
automorphism purely outer if it is not partly inner.
Instead definitions 6.1, 6.2 following definitions are being used.
Definition 6.3. Let α ∈ Aut(A) be an automorphism. A representation ρ : A → B(H) is
said to be α - invariant if a representation ρα given by
ρα(a) = ρ(α(a))
is unitary equivalent to ρ.
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Definition 6.4. Automorphism α ∈ Aut(A) is said to be strictly outer if for any α- invariant
representation ρ : A→ B(H), automorphism ρα is not a generalized inner automorphism.
Definition 6.5. A Galois quadruple
(
A, A˜,
A˜
XA,G
)
is said to be a noncommutative infinite
covering projection if action of G on A˜ is strictly outer. Any finite covering projection is a
particular case of infinite one where G is finite.
Example 6.6. Boring example. Let A be a separable C∗-algebra, and let G be an arbitrary
finite or countable discrete group. Let X ⊂ Map(G, A) such that
X =
{
f ∈ Map(G, A) | ∑
g∈G
‖ f (g)‖2 < ∞
}
.
Also X is an A-rigged space such that an A-valued form is given by
〈 f , h〉X = ∑
g∈G
f ∗(g)h(g).
Let A˜ ⊂ Map(G, A) be such that for any f ∈ A˜ and ε > 0 there are only finitely many
elements g ∈ G such that ‖ f (g)‖ > ε. There is a natural structure of C∗-algebra on A˜
given by
( f h)(g) = f (g)h(g); ∀g ∈ G, ∀ f , h ∈ A˜,
f ∗(g) = ( f (g))∗ ; ∀g ∈ G, ∀ f ∈ A˜.
There is the natural action of G on both X and A˜. It is easy to show that
(
A, A˜,
A˜
XA,G
)
is
a noncommutative infinite covering projection. Since G is arbitrary this example is boring.
Remark 6.7. If A = C0(X ) then example 6.6 corresponds to the natural covering projection⊔
g∈G
X → X .
Definition 6.8. A ring is said to be irreducible if it is not a direct sum of more than one
ring. A Galois quadruple
(
A, A˜,
A˜
XA,G
)
is said to be irreducible if both A and A˜ are
irreducible.
7 Examples of infinite covering projections
7.1 Infinite covering projections of locally compact topological spaces
Let X˜ and X be locally compact topological spaces, p : X˜ → X is a regular covering
projection such that the group of covering transformations G = G
(
X˜ |X
)
is finite or
countable. Let I be a finite or countable set of indices such that there is a locally finite [27]
covering Ui ⊂ X (i ∈ I) of X (X =
⋃Ui) by connected open subsets such that p−1(Ui)
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(∀i ∈ I) is a disjoint union of naturally homeomorphic to Ui sets. Let 1M(C0(X )) = ∑i∈I ai be
a partition of unity dominated by {Ui} (See [27]). The family ei = √ai satisfies condition
(33), i.e.
1M(C0(X )) = ∑
i∈I
e∗i ei.
Select a connected component Vi ⊂ pi−1(Ui) for any i ∈ I and Vi
⋂
gVi = ∅. Let ξi ∈
C0(X˜ ) is such that
ξi(x) =
{
ei (p (x)) x ∈ Vi
0 x /∈ Vi (49)
It is easy to check that
1
M(C0(X˜ )) = ∑
g∈G
∑
i∈I
gξ∗i gξi. (50)
From Vi
⋂
gVi = ∅ it follows that
〈gξi, ξi〉X = 0, for any nontrivial g ∈ G. (51)
For any ξi (i ∈ I) and any η ∈ C0(X˜ ) there is an unique b ∈ C0(X ) such that ξiη = ξib.
Denote by 〈ξi, η〉 def= e∗i b ∈ C0(X ), 〈η, ξi〉
def
= 〈ξi, η〉∗ Let us define a subspace X ⊂ C0(X˜ )
such that for any ζ ∈ X the series
∑
g∈G
∑
i∈I
〈ζ, gξi〉〈gξi, ζ〉
is norm convergent. Define scalar product 〈ξ, ζ〉X on X such that
〈ξ, ζ〉X = ∑
g∈G
∑
i∈I
〈ξ, gξi〉〈gξi, ζ〉
Natural action G on C0(X˜ ), induces action of G on X, so X is From (50),(51) it follows
that
C0(X˜ )XC0(X ) is a G - Galois C0(X )-rigged C0(X˜ )-module. C0(X ) is the subordinated
to {ξi}i∈I algebra. Since C0(X˜ ) is commutative any *-automorphism of C0(X˜ ) is strictly
outer. So any topological infinite covering projection corresponds to an algebraic one.
7.2 Infinite covering projection of continuous trace C∗-algebras
7.1. Irreducible representations of noncommutative covering projections. Let
(
A, A˜,
A˜
XA,G
)
be
an infinite noncommutative covering projection. Let ρ : A˜ → B(H) be an irreducible
representation. Let g ∈ G and ρg : A→ B(H) be such that
ρg(a) = ρ(ga).
So there is the action of G on ̂˜A such that
g 7→ (ρ 7→ ρg); ∀g ∈ G, ∀ρ ∈ ̂˜A. (52)
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Let I be a set such that card I = card G, and let G =
⊔
i∈I{gi}, (gi ∈ G). Let H I = ⊕i∈IH be
a Hilbert direct sum. Let us define action of σ : G× I → I such that σ(g, i) = j⇔ gj = ggi.
Let ρ⊕ = ⊕g∈Gρg : A˜ → B(H I) be such that
ρ⊕(a)
(
hi1 , ..., hin, ...
)
=
(
ρgi1
(a)hi1, ..., (ρgin (a)hin , ...
)
; (i1, ..., in, ... ∈ I). (53)
Let us define such linear action of G on H I that
g
(
hi1 , ..., hin, ...
)
=
(
hσ(g−1,i1), ..., hσ(g−1,in), ...
)
. (54)
Let denote ah = ρ⊕(a)h; ∀h ∈ H I , ∀a ∈ A˜. From (53), (54) it follows that
g(ah) = (ga)(gh); ∀a ∈ A, ∀g ∈ G, ∀h ∈ H I ,
i.e. H I ∈ Herm(A˜)G. The space
A˜
XA is G-Galois A-rigged A˜-module, therefore equiv-
ariant representation ρ⊕ defines an unique representation η : A → B(K), where K =(
H I
)G ≈ H. If η is not an irreducible then there is a nontrivial Hermitian A-submodule
N  K. From Herm(A˜)G ≈ Herm(A) it follows that X ⊗A N  H I is a nontrivial A˜ -
submodule. If we identify H with first summand of H I = ⊕i∈IH then (A˜⊗A K) ∩ H  H
is a nontrivial A - submodule. This fact contradicts with that ρ is irreducible. So η is an
irreducible representation. In result we have the natural map
fˆ : ̂˜A→ Aˆ, (ρ 7→ η) (55)
and from fˆ (ρ) = fˆ (ρg); ∀g ∈ G it follows that
Aˆ ≈ ̂˜A/G. (56)
7.2. Let A be a C∗-algebra. For each x ∈ A+ the (canonical) trace of pi(x) depends only
on the equivalence class of an irreducible representation pi : A → B(H), so that we may
define a function xˆ : Aˆ → [0,∞] by xˆ(t) = Tr(pi(x)) whenever (pi : A→ B(H)) ∈ t.
From proposition 4.4.9 [28] it follows that xˆ is lower semicontinuous function in Jacobson
topology.
Definition 7.3. [28] We say that element x ∈ A has continuous trace if xˆ ∈ Cb(Aˆ). We say
that C∗-algebra has continuous trace if a set of elements with continuous trace is dense in
A.
Definition 7.4. [28] A positive element in C∗ - algebra A is abelian if subalgebra xAx ⊂ A
is commutative.
Definition 7.5. [28] We say that a C∗-algebra A is of type I if each non-zero quotient of
A contains non-zero abelian element. If A is even generated (as C∗-algebra) by its abelian
elements we say that it is of type I0.
Proposition 7.6. [28] A positive element x in C∗-algebra A is abelian if dimpi(x) ≤ 1 for every
irreducible representation pi : A→ B(H).
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Theorem 7.7. (Theorem 5.6 [28]) For each C∗ - algebra A there is a dense hereditary ideal K(A),
which is minimal among dense ideals.
Definition 7.8. The ideal K(A) from the theorem 7.7 is said to be the Pedersen ideal of A.
Henceforth Pedersen ideal shall be denoted by K(A).
Proposition 7.9. [28] Let A be a C∗ - algebra with continuous trace. Then
1. A is of type I0;
2. Aˆ is a locally compact Hausdorff space;
3. For each t ∈ Aˆ there is an abelian element x ∈ A such that xˆ ∈ K(Aˆ) and xˆ(t) = 1.
The last condition is sufficient for A to have continuous trace.
Remark 7.10. From [12], Proposition 10, II.9 it follows that a continuous trace C∗-algebra A
is always a CCR-algebra, i.e. for every irreducible representation pi : A→ B(H) following
condition hold
pi(A) ≈ K (57)
Definition 7.11. Let A be a C∗-algebra, and Prim(A) is a set of primitive ideals. For any
subset F ∈ A there exist subset F− such that
F− = {t ∈ Prim(A) : F ∈ t}.
Prim(A) is topological space such that for any closed subset X ∈ Prim(A), ∃F ⊂ A, X =
F−.
Proposition 7.12. [5] If a topological group G acts properly on a topological space then orbit
space X/G is Hausdorff. If also G is Hausdorff, then X is Hausdorff.
Lemma 7.13.
(
A, A˜,
A˜
XA,G
)
be an infinite noncommutative covering projection. Suppose that
A is separable and has continuous trace. Then A˜ is also separable and has continuous trace. There
is the natural (topological) covering projection fˆ : ̂˜A→ Aˆ of topological spaces, G acts freely on Aˆ
and there is the natural homeomorphism Aˆ ≈ ̂˜A/G.
Proof. Suppose that G does not act freely on ̂˜A. Then there are x ∈ ̂˜A and g ∈ G such that
gx = x. By definition 6.5 g should be strictly outer. Let ρ : A˜ → H be a representative
of x. Then ρg : A˜ → H is also representative of x. So ρ is unitary equivalent to ρg, i. e.
there is unitary U ∈ U(H) such that ρ(a) = Uρg(a)U∗ (∀a ∈ A). From (57) it follows
that ρ(A) = K, ρ(M(A)) = B(H), ρ(U(M(A))) = U(H). So there is u ∈ U(M(A))
such that ρ(u) = U, and we have ρg(a) = ρ(u)ρ(a)ρ(u∗). It means that g is inner with
respect to ρ : A˜ → H, so action of g is not strictly outer. This contradiction proves that
G acts freely on ̂˜A, and ̂˜A is a Hausdorff space. Let ϕ : ̂˜A → Aˆ be a natural (topological)
covering projection, t ∈ ̂˜A, s = ϕ(t) ∈ Aˆ. Let U ⊂ ̂˜A be such that t ∈ U and U ⋂ gU = ∅
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for any nontrivial g ∈ G. Let f ∈ K(C0( ̂˜A))+ be such that f (t) = 1 and supp( f ) ⊂ U .
From proposition 7.9 it follows that there is an abelian element x ∈ A such that xˆ ∈ K(Aˆ)
and xˆ(s) = 1. Since x is abelian dim pi(x) ≤ 1 for any irreducible pi : A → B(H). Let
y = f x ∈ K
(
A˜
)
. From U ⋂ gU = ∅ it follows that
ρ(y) 6= 0⇒ ρg(y) = 0 (58)
for any irreducible A˜ → B(H) and any nontrivial g ∈ G. From (58), dim pi(x) ≤ 1 and
construction 7.1 it follows that dim ρ(y) ≤ 1 for any irreducible ρ : ̂˜A → B(H). From
f (t) = 1, and xˆ(s) = 1 it follows that yˆ(t) = 1. So A˜ satisfies condition 3 of proposition
7.9, and therefore A˜ has continuous trace.
Lemma 7.14. Let A be a separable C∗-algebra and A has continuous trace. Let X → Aˆ be a (topo-
logical) covering projection such that G = G
(X | Aˆ) is a finite or countable group. Then there
is a noncommutative covering projection
(
A, A˜,
A˜
XA,G
)
such that there are a natural homeo-
morphism ̂˜A ≈ X and the algebraic tensor product C0(X ) ⊗C0(A) A is a dense subalgebra of
A˜.
Proof. Let X1 = C0(X ) ⊗C0(Aˆ) A be the algebraic tensor product. The space X0 has a
natural structure of involutive algebra such that for any x ∈ C0(X ) the element x⊗ 1M(A)
commutes with any element in X0. There is the natural involutive homomorphism A →
M(X1). Action of G on C0(X ) induces the natural action of G on X0. Let X1 ⊂ X0 be such
that
X1 =
{
x ∈ X0 | ∃a ∈ A; ∑
g∈G
g (x∗x) = a
}
.
where a sum of the series means the strict convergence. Group G naturally acts on X1 and
X1 is a pre-A-rigged space such that the A-valued form is given by
〈x, y〉A = ∑
g∈G
g(x∗y) ∈ A
where a sum of the series means the strict convergence. Let XA be the norm completion
of X1, so XA is an A-rigged space. Similarly to 7.1 we define a finite or countable set I0,
subsets {Ui0}i0∈I0 ∈ Aˆ, {Vi0}i0∈I0 ∈ X , e′i0 ∈ C0(Aˆ), ξ ′i0 ∈ C0(X ), such that supp ei0 ⊂ Ui0 ,
supp ξi0 ⊂ Vi0 and
1M(C0(Aˆ)) = ∑
i∈I0
e′∗i0 e
′
i0
,
1M(C0(X )) = ∑
g∈G
∑
i0∈I0
gξ ′∗i0 gξ
′
i0
.
〈gξi0, ξ ′i0〉C0(Aˆ) = 0, for any nontrivial g ∈ G.
Suppose that Ui0 is contractible for any i0 ∈ I0. From general topology it follows that
any vector bundle over Ui0 is trivial. From triviality of any vector bundle it follows that
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C0(Ui0) ⊗C0(Aˆ) A ≈ C0(Ui0) ⊗ K for any i0 ∈ I0. Let K = K(H0) where H0 has a basis
{xj}j∈J, where J is a finite or countable set. For any j ∈ J denote by pj ∈ B(H0) a one
dimensional projector on xj. Let I = I0 × J, ei = e′i0 ⊗ pj, ξi = ξ ′i0 ⊗ pj where i = (i0, j).
Direct calculatios shows that ei, ξi satisfy to the theorem 5.8. Let A˜ be a C
∗-algebra
subordinated to ei, ξi. From the construction it follows that there is a homeomorphism̂˜A ≈ X and algebraic tensor product C0(X )⊗C0(A) A ⊂ A˜ is a dense in A˜.
Remark 7.15. Any commutative C∗-algebra has continuous trace. So described is subsec-
tion 7.1 case is a particular case of 7.2.
7.3 Infinite covering projection of noncommutative torus
7.16. Construction of covering C∗-algebra.
A noncommutative torus [33] Aθ is a C
∗-algebra generated by two unitary elements (u, v ∈
U(Aθ)) such that
uv = e2piiθvu, (θ ∈ R).
We shall construct a C∗-algebra A˜θ which is said to be a universal covering of non-
commutative torus. This algebra is not unique but it is a representative of the unique
strong Morita equivalence class. Let u ∈ U(B(H)) be an unitary operator, such that
sp(u) = C∗ = {z ∈ C | |z| = 1}. Let {φi}i∈N be an arbitrary sequence of (non-unique)
Borel-measurable functions such that
(φi(z))
2 = z, (∀z ∈ sp(u), i ∈ N). (59)
According to the spectral theorem there is an operator u2 = φ1(u) such that u
2
2 = u.
Similarly we can construct u4 = φ2(u2), ..., u2n = φn−1(u2n−1), ... such that u22n+1 = u2n for
any n ∈ N. We have a following sequence of C∗-algebras
C(u) ⊂ C(u2) ⊂ ... ⊂ C(u2n) ⊂ ... . (60)
For any f ∈ C(C∗) there is f (u2n) ∈ C(u2n). Let C′(u2n) ⊂ C(u2n) be an ideal generated by
{ f (u2n) ∈ B(H)| f ∈ C(C∗)∧ f (1) = 0}. Above sequence induces the following sequence
of C∗-algebras
C′(u) ⊂ C′(u2) ⊂ ... ⊂ C′(u2n) ⊂ ... (61)
Direct limit of (61) (with respect to the category of C∗-algebras) naturally acts on H. Let
C0 ((−2npi, 2npi)) ⊂ C0
((−2n+1pi, 2n+1pi)) be the natural inclusion. There is a following
isomorphism
C′(u) ≈ C(C∗ \ {1}) ≈ C((−pi,pi)). (62)
Similarly to (62) the sequence (61) is isomorphic to following sequence
C0 ((−pi,pi)) φ1−→ ...C0 ((−2pi, 2pi)) φ2−→ C0
((
−22pi, 22pi
))
φ3−→ ... (63)
So direct limit of (63) naturally acts on H. However direct limit of (63) (in category of
C∗-algebras) is naturally isomorphic to C0(R). So we have natural representation piu :
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C0(R) → B(H). Let Aθ → B(H) be a faithful representation. Since both u, v ∈ Aθ
are unitary elements such that sp(u) = sp(v) = C∗, above construction supplies two
representations piu : C0(R) → B(H), piv : C0(R) → B(H). Let A ∈ B(H) be a subalgebra
generated by operators piu( f )piv(g), piv(g)piu( f ), ( f , g ∈ C0(R)). Denote by A˜θ the norm
completion of A.
Definition 7.17. A˜θ is said to be the universal covering of the noncommutative torus Aθ .
Z acts on C0(R) by following way n · f (·) 7→ f (·+ 2pin), ∀ f ∈ C0(R), n ∈ Z. This action
induces action of Z2 on A˜θ by following way
(n1, n2) · piu( f )piv(g) = piu(n1 · f )piv(n2 · g), (n1, n2) ∈ Z2, (64)
7.18. Construction of a rigged module. There is the homeomorphism S1 ≈ C∗ = {z ∈ C| |z| =
1}. Let U1 = {z ∈ C∗|Im z > −0.1}, U2 = {z ∈ C∗|Im z < 0.1}. U1, U2 are connected open
subsets and they can be regarded as subsets of S1 and S1 = U1
⋃U2. If p : R → S1 is the
universal covering projection then p−1(Ui) =
⊔Vij is disjoint union of subsets such that
Vij homeomorphic to Ui (i = 1, 2). Let 1C(S1)) = ∑2i=1 ai be partition of unity dominated
by {Ui} (i = 1, 2). So there are real valued positive functions b1, b2 ∈ C(S1) such that
b21 + b
2
2 = 1C(S1) (65)
Z acts on R by translations. For any Ui we select a connected component Vi ⊂ p−1(Ui)
and
Vi
⋂
gVi = ∅ for any nontrivial g ∈ Z. (66)
Let ζi ∈ C0(R) is such that
ζi(x) =
{
bi(p(x)) x ∈ Vi
0 x /∈ Vi (67)
From (66), (67) it follows that
1M(C0(R)) = ∑
g∈Z
2
∑
i=1
gζigζi. (68)
(gζ∗i )ζi = 0, for any nontrivial g ∈ G. (69)
Functions bi are defined on spectrum of u and v so there are elements bi(u), bi(v) ∈ Aθ ,
(i = 1, 2). Let us define following elements e1, ..., e4 ∈ Aθ.
e1 = b1(u)b1(v), e2 = b1(u)b2(v), e3 = b2(u)b1(v), e4 = b2(u)b2(v).
It is easy to check that
e∗1 = b1(v)b1(u), e
∗
2 = b2(v)b1(u), e
∗
3 = b1(v)b2(u), e4 = b2(v)b2(u). (70)
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From (65), (70) it follows that
1Aθ =
4
∑
i=1
e∗i ei. (71)
Similarly define ξ1, ..., ξ4 ∈ A˜θ such that
ξ1 = piu(ζ1)piv(ζ1), ξ2 = piu(ζ1)piv(ζ2), ξ3 = piu(ζ2)piv(ζ1), ξ4 = piu(ζ2)piv(ζ2).
From (67)-(69) it follows that
1
M(A˜θ)
= ∑
g∈Z2
4
∑
i=1
gξ∗i (gξi).
ξ∗i ξ j = e
∗
i ej, (i, j ∈ {1, ..., 4})
For any i ∈ {1, ..., 4} and any η ∈ A˜θ there is a unique b ∈ Aθ such that ξiη = ξib we
define 〈ξi, η〉 def= e∗i b ∈ Aθ , 〈η, ξi〉
def
= 〈ξi, η〉∗ ∈ Aθ . Let X ⊂ A˜θ be a B-module such that
for any ξ ∈ X the series
∑
g∈Z2
4
∑
i=1
〈ξ, gξi〉〈gξi, ξ〉
is norm convergent. We define a scalar product on X such that
〈ξ, ζ〉X = ∑
g∈Z2
4
∑
i=1
〈ξ, gξi〉〈gξi, ζ〉, (ξ, ζ ∈ X)
The natural action Z2 on A˜θ, induces the action of Z
2 on X, so X is a Z2-equivariant
Aθ-rigged A˜θ-module. From (67), (68) (69) it follows that A˜θ
XAθ satisfied to conditions of
theorem 5.8. So
A˜θ
XAθ is a Z
2-Galois Aθ-rigged A˜θ-module. A˜θ is the subordinated to
{ξi}i∈I algebra. So we have a Galois quadruple(
Aθ , A˜θ , A˜θ
XAθ ,Z
2
)
. (72)
It is not known whether action of Z2 on A˜θ is strictly outer.
8 Covering projections of spectral triples
8.1 Spectral triples
A spectral triple can be regarded as a noncommutative generalization of a spin-manifold.
Any compact spin-manifold corresponds to the unital spectral triple. Spectral triple ax-
ioms contain very strong condition with respect to the Dirac operator spectrum (See 8.2).
However in case of non-compact spin-manifolds the Dirac operator spectrum is continu-
ous [14]. So we have no a good algebraic definition of non-compact spin manifold. There
25
are several notions of non-compact spectral triples [9], [13], [34], but these notions require
a deformation of the Dirac operator. It is known that any covering of a spin-manifold is
also (naturally) a spin-manifold. Otherwise any infinite covering of any (locally) compact
space is non-compact. So any infinite covering of spectral triple can be regarded as a non-
compact noncommutative spin-manifold. This definition does not require a deformation
of the Dirac operator.
Definition 8.1. [22] A (unital) spectral triple (A,H,D) consists of:
• an algebra A with an involution a 7→ a∗, equipped with a faithful representation on:
• a Hilbert space H; and also
• a selfadjoint operator D on H, with dense domain DomD ⊂ H, such that a(DomD) ⊆
DomD for all a ∈ A,
satisfying the following two conditions:
• the operator [D, a], defined initially on DomD, extends to a bounded operator on H,
for each a ∈ A;
• D has compact resolvent: (D− λ)−1 is compact, when λ /∈ sp(D).
Spectral triples should satisfy to several axioms, one of them is a dimension axiom.
8.2. Dimension axiom. See [33])
There is an integer n, the dimension of the spectral triple, such that the length ele-
ment ds = |D|−1 is an infinitesimal of order 1/n. By "infinitesimal" we mean simply
a compact operator on H. Since the days of Leibniz, an infinitesimal is conceptually a
nonzero quantity smaller than any positive ε. Since we work on the arena of an infinite-
dimensional Hilbert space, we may forgive the violation of the requirement T < ε over a
finite-dimensional subspace (that may depend on ε). T must then be an operator with dis-
crete spectrum, with any nonzero λ in sp(T) having finite multiplicity; in other words, the
operator T must be compact. The singular values of T, i.e., the eigenvalues of the positive
compact operator |T| = (T∗T)1/2 are arranged in decreasing order: µ0 ≥ µ1 ≥ µ2 ≥ ... .
We then say that T is an infinitesimal of order α if
µk = O
(
k−α
)
as k→ ∞.
Notice that infinitesimals of first order have singular values that form a logarithmically
divergent series:
µk(T) = O
(
1
k
)
⇒ σN(T) := ∑
k<N
= O (logN) .
The dimension axiom can then be reformulated as: "there is an integer n for which the
singular values of D−n form a logarithmically divergent series". If commutative triple
corresponds to spin-manifold M then n = dim M.
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8.2 Construction of covering projection
Let B and A be C∗-algebras, AXB be a G-equivariant B-rigged A-module such that condi-
tions of the theorem 5.8 are satisfied. Suppose that there is a spectral triple (B,H,D) such
that
• B ⊂ B is a pre-C∗-algebra which is a dense subalgebra in B.
• there is a faithful representation B→ B(H).
We would like to find a natural construction of the spectral triple (A,X ⊗B H, D˜) such
that
• A ⊂ A is a pre-C∗-algebra which is a dense subalgebra of A.
• D˜gh = gD˜h, for any g ∈ G, h ∈ Dom D˜.
Let B1 ⊂ B = {b ∈ B | [D, b] ∈ B(H)}. There is a completely contractive representation of
B1 (See [24])
pi1 : B1 → B(H⊕ H) ≈ M2(B(H))
pi1(a) =
(
a 0
[D, a] a
)
. (73)
Representation (73) supplies an operator algebra structure on B1. Let {ei}i∈I be elements
from theorem 5.8, suppose that ei ∈ B1 (∀i ∈ I). Let J = G × I be a finite or countable
set of indices. Let H be a column Hilbert space (definition 14.1) such that the basis of H
is indexed by elements of J. Let HB1 = H⊗ B1 be a Haagerup tensor product [18], ξ j
(j ∈ J = G × I) be finite or countable set gξi (g ∈ G, i ∈ I). Let X1 ⊂A XB be a norm
closure of module generated by following sums
∑
j∈J
bjξ j; bj ∈ B1
where the norm is defined by the representation (73). There are following inclusion i :
X1 → HB1 and projection p : HB1 → X1
i(x) =
〈x, ξ j1〉〈x, ξ j2〉
...

p
bj1bj2
...
 = ∑
j∈J
bjξ j.
such that pi = IdX1 and ip : HB1 → HB1 is a projection. According to Appendix A there
is a Grassmannian connection
∇ : X1 → X1 ⊗B1 Ω1B1.
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From definition of ξ j it follows that these maps are G-equivariant, i.e.
p(gx) = gp(x),
i(gy) = gp(y),
so the connection ∇ is G-equivariant, i.e. from
∇x = ∑
ι
xι ⊗ bι, (x, xι ∈ X1, bι ∈ Ω1B1)
it follows that
∇gx = ∑
ι
gxι ⊗ bι, (g ∈ G).
Let ϕ : Ω1B1 → B(H) be such that
(a1da2)h = a1[D, a2]h; ∀h ∈ DomD.
Let denote ∇D : X1 → X1 ⊗A B(H) such that from
∇x = ∑
ι
xι ⊗ bι
it follows that
∇Dx = ∑
ι
xι ⊗ ϕ(bι).
Let us define a map D : X1 ×DomD → X⊗B H such that from
∇Dx = ∑
ι
xι ⊗ yι. (74)
it follows that
D(x, h) = ∑
ι
xι ⊗ yι(h) + x⊗ Dh. (75)
This map is B1 balanced and defines a map D : X1 ⊗B1 DomH → X ⊗B H. Otherwise
X1 ⊗B1 Dom(D) ⊂ X ⊗B H is a dense subspace. Let D˜ be the closure [2] of operator D.
So we have following ingredients of spectral triple:
• A Hilbert space X⊗B H;
• An unbounded operator D˜ on X⊗B H.
Theorem 5.8 gives a C∗-algebra A and its representation A → B(X ⊗B H). This data
set supplies a a Fréchet subalgebra of A ⊂ A defined by following seminorms ‖a‖,
‖[D, a]‖ ‖[D, [D, a]]‖ ‖[D, [D[D, a]]]‖, ... . A is a pre-C∗-algebra such that (A,X ⊗B H, D˜)
is a spectral triple. Details of the construction are described in [24]. The spectral triple
(A,X⊗B H, D˜) can be regarded as an (infinite) covering of (B,H,D).
8.3 Examples of covering projections
8.3.1 Coverings of spin manifolds
8.3. Commutative spectral triples correspond to spin-manifolds [22]. Any spin-manifold
M have a spinor bundle S which is a finite dimensional linear bundle over M. There
are smooth sections Γsmooth(M,S) of the spinor bundle and the linear Dirac operator
/D : Γsmooth(M,S) → Γsmooth(M,S). Since Γsmooth(M,S) is a dense subspace of L2(M,S)
we can extend /D as an unbounded operator on L2(M,S). Then (C∞(M), L2(M,S), /D) is
a commutative spectral triple.
8.4. Topological construction. Let pi : M˜ → M˜/G = M be a covering projection of a spin-
manifold M with the spinor bundle S . Let S˜ be the pullback of S by pi. Dirac operator
is local, i.e. for any open subset U ⊂ M there is the restriction /D|U : Γsmooth(U,S|U) →
Γsmooth(U,S|U). Dirac operator defines all its restrictions and vice versa. Let x0 ∈ M˜ be
any point and U ⊂ M˜ is such that x0 ∈ U and pi|U : U → pi(U) is a homeomorphism. We
have a natural isomorphism of vector spaces
Γsmooth
(
pi(U),S|pi(U)
)
≈ Γsmooth
(
U, S˜|U
)
. (76)
Dirac operator is defined on Γsmooth
(
pi(U),S|pi(U)
)
and from (76) it follows that there is
the natural Dirac operator on Γsmooth
(
U, S˜|U
)
. For any small open subset U ∈ M˜ we
have a restriction of the Dirac operator. These restrictions supply the global definition of
the Dirac operator on the M˜.
8.5. Algebraic construction. Let U be as in 8.4 and I = { f ∈ C0(M˜) | f |U = 0} is a closed
two sided ideal. Let us recall formula (34) and select I0 ⊂ I, g ∈ G such that
1C0(M˜)/I = ∑
i∈I0
gξi〉〈gξi mod I .
Let I ′ = { f ∈ C0(M) | f |pi(U) = 0}. Then
∑
i∈I0
e∗i ei = 1 modI ′,
and
d ∑
i∈I0
e∗i ei = 0 modI ′.
Let x = ∑i∈I0 e
∗
i ξi ∈ X1. Then ∇x = 0 mod I From (75) it follows that
D(x⊗ h) = x⊗ dh modI .
This result coincides with above topological construction 8.4.
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8.3.2 Covering projection of noncommutative torus
The noncommutative torus Aθ and its covering projection A˜θ are described in 7.3. There is
a dense pre-C∗-algebra Aθ ⊂ Aθ such that there is a spectral triple (Aθ,H,D). We would
like construct a dense pre-C∗-algebra A˜θ ⊂ A˜θ and spectral triple (A˜θ, H˜, D˜) which is a
covering projection of (Aθ,H,D).
8.6. Noncommutative torus as a spectral triple.
Let
Aθ =
{
a ∈ Aθ | a = ∑
r,s
arsu
r , vs
∧
supr,s∈Z
(
1+ r2 + s2
)k |ars| < ∞, ∀k ∈ N
}
.
There is a linear functional τ0 : Aθ → C given by
τ0
(
∑
r,s
arsu
rvs
)
= a00.
The GNS representation space H0 = L
2(Aθ; τ0) may be described as the completion of the
vector space Aθ in the Hilbert norm
‖a‖2 = τ0
(√
a∗a
)
.
There are two *-homomorphisms piu : C(S1) → Aθ , piv : C(S1) → Aθ given by
piu
(
∑
n∈Z
ane
iϕ
)
= ∑
n∈Z
un, (77)
piv
(
∑
n∈Z
ane
iϕ
)
= ∑
n∈Z
vn. (78)
where ϕ is an angular argument of the circle. Denote by a the image in H0 of a ∈ Aθ .
Since 1 is cyclic and separating the Tomita involution is given by
J0(a) = a
∗.
To define structure of spectral triple we shall introduce double GNS Hilbert space H =
H0 ⊕ H0 and define
J =
(
0 −J0
J0 0
)
Thee are two derivatives δ1, δ2
δ1
(
∑
r,s
ar,su
rvs
)
= ∑
rs
2piirarsu
rvs,
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δ2
(
∑
r,s
ar,su
rvs
)
= ∑
rs
2piisarsu
rvs.
which satisfy Leibniz rule, i.e.
δj(ab) = (δja)b = a(δjb); (j = 1, 2; a, b ∈ Aθ).
From (77), (78) it follows that
δ1 (piu(φ)piv(ψ)) = 2pipiu
(
dφ
dϕ
)
piv(ψ), (79)
δ2 (piu(φ)piv(ψ)) = 2pipiu(φ)piv
(
dψ
dϕ
)
. (80)
There are derivations
∂ = ∂τ = δ1 + τδ2; (τ ∈ C, Im(τ) 6= 0), (81)
∂+ = −J0∂τ J0.
Hilbert space of the spectral triple is a direct sum H = H0 ⊕ H0, action of A and Dirac
operator are given by
pi(a) =
(
a 0
0 a
)
,
D =
(
0 ∂+
∂ 0
)
.
8.7. Construction of covering projection. Our construction is similar to 7.3. Suppose that
functions b1, b2 from (65) are differentiable, i.e. b1, b2 ∈ C1(S1). Application of 8.2 supplies
a triple (A˜θ , H˜, D˜) which is a covering of (Aθ ,H,D).
8.8. Explicit construction. Our construction assumes that H˜ = X ⊗B H, it is reasonable to
set H˜0 = X⊗B H0. There is a natural inclusion X → H0 given by
x 7→ x = x⊗ 1.
X is a dense in H0, so X1 is dense in H0.
Similarly to linear map Aθ → H0 there is a partially defined linear map A˜θ → H˜0, a 7→
a. Similarly to (79), (80) we can define homomorphisms piu,piv : C0(R) → M(A˜θ) and
derivations δ1, δ2 on X1 such that
δ1
(
piu(φ)piv(ψ)
)
= 2pipiu
(
dφ
dx
)
piv(ψ), (82)
δ2
(
piu(φ)piv(ψ)
)
= 2pipiu(φ)piv
(
dψ
dx
)
. (83)
where φ,ψ ∈ C0(R). Further construction of D˜ is similar to the construction of D de-
scribed in 8.6.
Remark 8.9. It is easy to find a real spectral triple structure on (A˜θ, H˜, D˜).
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9 Covering projections of foliations
9.1 Foliations
9.1. Geometrical issues. Let V be a smooth manifold and TV is its tangent bundle, so that
for each x ∈ V , TxV is the tangent space of V at x. A smooth subbundle F of TV is called
integrable if one of the following equivalent conditions is satisfied:
1. Every x ∈ V is contained in a submanifold W of V such that
TyW = Fy; ∀y ∈W.
2. Every x ∈ V is in the domain U → V of a submersion p : U → Rq (q = CodimF)
with
Fy = Ker(p∗)y; ∀y ∈ V.
3. C∞(F) = {X ∈ C∞(TV) | x ∈ Fx, ∀x ∈ V} is a Lie algebra.
4. The ideal J(F) of smooth exterior differential forms which vanish on F is stable by
exterior differentiation.
A foliation of V is given by an integrable subbundle F of TV. The leaves of the foliation
(V, F) are the maximal connected submanifolds L of V with Tx(L) = Fx, ∀x ∈ L, and the
partition of V in leaves is characterized geometrically by its "local triviality": every point
x ∈ V has a neighborhood U and a system of local coordinates (x j)j=1,...,dimV so that the
partition of V =
⋃
Lα in connected components of leaves corresponds to the partition of
RdimV = RdimF ×RCodimF in the parallel affine subspaces RdimR × pt.
Example 9.2. The Kronecker foliation of the 2-torus V = R2/Z2 given by the differential
equation dx = θdy where θ /∈ Q, one sees that:
1. Though V is compact, the leaves Lα, α ∈ A can fail to be compact.
2. The space A of leaves Lα, α ∈ A, can fail to be Hausdorff and in fact the quotient
topology can be trivial (with no non trivial open subset).
Now, given a leaf L of (V, F) and two points x, y ∈ L of this leaf, any simple path γ from x
to y on the leaf L uniquely determines a germ h(γ) of a diffeomorphism from a transverse
neighborhood of x to a transverse neighborhood of y. The holonomy groupoid of a leaf L
is the quotient of its fundamental groupoid by the equivalence relation which identifies
two paths γ and γ′ from x to y (both in L) iff h(γ) = h(γ′). The holonomy covering L˜
of a leaf is the covering of L associated to the normal subgroup of its fundamental group
pi1(L) given by paths with trivial holonomy. The holonomy groupoid of the foliation is
the union G of the holonomy groupoids of its leaves. Given an element γ of G, we denote
by x = s(γ) the origin of the path γ, by y = r(γ) its end point, and r and s are called
the range and source maps. An element γ of G is thus given by two points x = s(γ) and
y = r(γ) of V together with an equivalence class of smooth paths: the γ(t), t ∈ [0, 1] with
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γ(0) = x and γ(1) = y, tangent to the bundle F (i.e. with γ•(t) ∈ Fγ(t) identifying γ1 and
γ2 as equivalent iff the holonomy of the path γ2 · γ−11 at the point x is the identity. The
graph G has an obvious composition law. For γ, γ′ ∈ G, the composition γ ◦ γ′ makes
sense if s(γ) = r(γ′). The groupoid G is by construction a (not necessarily Hausdorff)
manifold of dimension dimG = dimV + dimF.
Definition 9.3. Let N ⊂ V be a simply connected smooth submanifold such that:
• dimN = CodimF.
• N everywhere transverse to foliation.
• N meets every leaf.
The reduced groupoid of foliation is given by
GN = {γ ∈ G | r(γ) ∈ N, s(γ) ∈ N}.
GN is a smooth manifold of dimension dimN.
9.4. Algebra of reduced groupoid. There is the algebra C∞c (GN) of GN given by
f ∗ g(γ) = ∑
γ1◦γ2=γ
f (γ1)g(γ2),
f ∗(γ) = f (γ−1).
Let GxN = {γ ∈ GN , r(γ) = x}, and l2(GN, x) is a space of complex valued functions on
GxN such that
ξ ∈ l2(GN, x)⇔ ∑
γ∈GxN
|ξ(γ)|2 < ∞.
The C∗-algebra norm on C∞c (GN) is given by the supremum of the norm ‖pix( f )‖ where
for each x ∈ N, pix is the representation of C∞c (GN) in l2(GN , x) given by
(pix( f )ξ)(γ) = ∑
γ1◦γ2=γ
f (γ1)ξ(γ2); ξ ∈ l2(GN, x), γ ∈ GN , s(γ) = x.
We shall denote this C∗-algebra by C∗r,N(V, F).
9.2 Covering projections
9.5. Let (V, F) be a foliation, N ∈ V satisfies definition 9.3. Suppose that pi : V˜ → V is a
topological covering projection and G is its grooup of covering transformations. Denote
by F˜ pullback of F by pi and let N˜ be a preimage of N. If N˜ is simply connected then
(V˜, F˜) is a foliation and N˜ satisfies definition 9.3. C∞c (GN˜) is a right C
∞
c (GN) module, the
right action is given by
f · g(γ) = ∑
γ1◦γ2
f (γ1)g(pi(γ2)); f ∈ C∞c (GN˜), g ∈ C∞c (GN).
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This right action induces right action of C∗r,N(V, F) on C
∗
r,N˜
(V˜, F˜). We would like to show
that C∗
r,N˜
(V˜, F˜) is an (infinite) covering projection of C∗r,N(V, F). Let I be a finite or count-
able set of indices such that there is a locally finite [27] covering Ui ⊂ N (i ∈ I) of N
(N =
⋃
i∈I Ui) by connected open subsets such that p−1(Ui) (∀i ∈ I) is a disjoint union
of naturally homeomorphic to Ui sets. Let 1M(C0(N)) = ∑i∈I ai be a partition of unity
dominated by {Ui} (See [27]). The family ei = √ai satisfies condition (33), i.e.
1M(C0(N)) = ∑
i∈I
e∗i ei. (84)
Suppose that ei ∈ C∞(N), ∀i ∈ I. Select a connected component Vi ⊂ pi−1(Ui) for any
i ∈ I and Vi
⋂
gVi = ∅. Let ξi ∈ C0(N˜) is such that
ξi(x) =
{
ei (p (x)) x ∈ Vi
0 x /∈ Vi
It is easy to check that
1M(C0(N˜))
= ∑
g∈G
∑
i∈I
gξ∗i gξi. (85)
Elements ei (resp. ξi) can be regarded as elements of C
∞(N) (resp. C∞(N˜)) given by
ei(γ) =
{
ei (x) s(γ) = r(γ) = x ∈ N
0 s(γ) 6= r(γ)
ξi(γ˜) =
{
ξi (x˜) s(γ˜) = r(γ˜) = x˜ ∈ N˜
0 s(γ˜) 6= r(γ˜)
Henceforth ei (resp. ξi) are elements of C
∗
r,N(V, F) (resp. C
∗
r,N˜
(V˜, F˜)). From (84), (85) it
follows that
1M(C∗r,N(V,F)) = ∑
i∈I
e∗i ei. (86)
1
M(C∗
r,N˜
(V˜,F˜)) = ∑
g∈G
∑
i∈I
gξ∗i gξi. (87)
For any ξi (i ∈ I) and any η ∈ C∗r,N˜(V˜, F˜) there is an unique b ∈ C∗r,N(V, F) such that
ξiη = ξib. Denote by 〈ξi, η〉 def= e∗i b ∈ C∗r,N(V, F), 〈η, ξi〉
def
= 〈ξi, η〉∗ Let us define a subspace
X0 ⊂ C∗r,N˜(V˜, F˜) such that for any ζ ∈ X0 the series
∑
g∈G
∑
i∈I
〈ζ, gξi〉〈gξi, ζ〉
is norm convergent. Define scalar product 〈ξ, ζ〉 on X0 such that
〈ξ, ζ〉 = ∑
g∈G
∑
i∈I
〈ξ, gξi〉〈gξi, ζ〉
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There is a norm ‖ξ‖ = √〈ξ, ξ〉, let X be the norm completion of X0. Natural action G on
C∗
r,N˜
(V˜, F˜), induces action of G on X, so X is Equations (86),(87) are in fact conditions (33),
(34) of the theorem 5.8. So C∗
r,N˜
(V˜,F˜))XC∗r,N(V,F) is a G-Galois C
∗
r,N(V, F)-rigged C
∗
r,N˜
(V˜, F˜))-
module. C∗
r,N˜
(V˜, F˜)) is the subordinated to {ξi}i∈I algebra It is not known whether the
action of G is strictly outer in general.
10 Covering projection of isospectral deformations
10.1 Isospectral deformations
10.1. A very general construction of isospectral deformations of noncommutative geome-
tries is constructed in [8]. The construction implies in particular that any compact spin-
manifold M whose isometry group has rank ≥ 2 admits a natural one-parameter isospec-
tral deformation to noncommutative geometries Mθ . We let (A,H,D) be the canonical
spectral triple associated with a compact spin-manifold M. We recall that A = C∞(M) is
the algebra of smooth functions on M, H = L2(M,S) is the Hilbert space of spinors and
D is the Dirac operator. Let us assume that the group Isom(M) of isometries of M has
rank r ≥ 2. Then, we have an inclusion
T2 ⊂ Isom(M) ,
with T = R/2piZ the usual torus, and we let U(s), s ∈ T2, be the corresponding unitary
operators in H = L2(M, S) so that by construction
U(s)D = DU(s).
Also,
U(s) aU(s)−1 = αs(a) , ∀ a ∈ A ,
where αs ∈ Aut(A) is the action by isometries on the algebra of functions on M.
We let p = (p1, p2) be the generator of the two-parameters group U(s) so that
U(s) = exp(i(s1p1 + s2p2)) .
The operators p1 and p2 commute with D. Both p1 and p2 have integral spectrum,
Spec(pj) ⊂ Z , j = 1, 2 . (88)
One defines a bigrading of the algebra of bounded operators in H with the operator T
declared to be of bidegree (n1, n2) when,
αs(T) = exp(i(s1n1 + s2n2)) T , ∀ s ∈ T2 ,
where αs(T) = U(s) TU(s)−1 as in (10.1).
Any operator T of class C∞ relative to αs (i. e. such that the map s→ αs(T) is of class C∞
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for the norm topology) can be uniquely written as a doubly infinite norm convergent sum
of homogeneous elements,
T = ∑
n1,n2
T̂n1,n2 ,
with T̂n1,n2 of bidegree (n1, n2) and where the sequence of norms ||T̂n1,n2 || is of rapid decay
in (n1, n2). Let λ = exp(2piiθ). For any operator T in H of class C
∞ we define its left twist
l(T) by
l(T) = ∑
n1,n2
T̂n1,n2 λ
n2p1 , (89)
and its right twist r(T) by
r(T) = ∑
n1,n2
T̂n1,n2 λ
n1p2 ,
Since |λ| = 1 and p1, p2 are self-adjoint, both series converge in norm.
One has,
Lemma 10.2. [8]
a) Let x be a homogeneous operator of bidegree (n1, n2) and y be a homogeneous operator of
bidegree (n′1, n
′
2). Then,
l(x) r(y) − r(y) l(x) = (x y − y x) λn′1n2λn2p1+n′1p2 (90)
In particular, [l(x), r(y)] = 0 if [x, y] = 0.
b) Let x and y be homogeneous operators as before and define
x ∗ y = λn′1n2 xy ; (91)
then l(x)l(y) = l(x ∗ y).
The product ∗ defined in (91) extends by linearity to an associative product on the linear
space of smooth operators and could be called a ∗-product. One could also define a
deformed ‘right product’. If x is homogeneous of bidegree (n1, n2) and y is homogeneous
of bidegree (n′1, n
′
2) the product is defined by
x ∗r y = λn1n′2 xy .
Then, along the lines of the previous lemma one shows that r(x)r(y) = r(x ∗r y).
We can now define a new spectral triple where both H and the operator D are unchanged
while the algebra A is modified to l(A) . By Lemma 10.2 b) one checks that l(A) is still
an algebra. Since D is of bidegree (0, 0) one has,
[D, l(a)] = l([D, a])
which is enough to check that [D, x] is bounded for any x ∈ l(A). There is a spectral triple
(l(A),H,D).
Remark 10.3. In [8] real spectral triples are described and necessary antilinear operator J is
constructed. This well known construction is dropped here.
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10.2 Construction of covering projections
10.4. Let M be a spin-manifold such that T2 ⊂ Isom(M), A = C∞(M) and l(A) is defined
by (89). Let M˜ → M be a covering projection. Denote by T′2 a copy of T2 for clarity. Then
there is covering piT : T
′2 → T2 such that T′2 ⊂ Isom(M˜). If piT is such that
piT = T
′2 ≈ S1 × S1 k1×k2−−−→ S1 × S1 ≈ T2.
then there is l˜(A˜) = l˜(C∞(M˜)) such that
l˜(T˜) = ∑
n1,n2
̂˜Tn1,n2 λ˜n2p1
where λ˜ = λ
1
k1k2 (λ corresponds to (89)). It is clear that l˜(A˜) is a right l(A) module. Let
l(A), l˜(A˜) be norm completions of l˜(A˜) and l(A) respectively. Manifolds M and M˜ are
locally compact and we can define I, {ei}i∈I, {ξi}i∈I which are already constructed in 7.1.
Suppose that ei ∈ C∞(M) ∀i ∈ I. Then it is easy to check that
1M(l(A)) = ∑
i∈I
(l(ei))
∗ l(ei),
1
M(l˜(A˜)
= ∑
g∈G
∑
i∈I
g
(
l˜(ξ)i
)∗
gl˜(ξi)
where G is the group of covering transformations. Similarly to previous examples we can
construct G-Galois l(A)-rigged l˜(A˜)-module
l˜(A˜)
Xl(A). l˜(A˜) is the subordinated to {ξi}i∈I
algebra.
Remark 10.5. It is easy to find the real spectral triple structure on (l˜(A˜), H˜, D˜).
11 Noncommutative covering projections and the Dixmier
trace
11.1 The Dixmier trace
The Dixmier trace is the noncommutative analogue of integral over a manifold.
11.1. [33] The algebra K of compact operators on a separable, infnite-dimensional Hilbert
space contains the ideal L1 of traceclass operators, on which ‖T‖1 = Tr|T| is a norm not
to be confused with the operator norm ‖T‖. Let σn(T) be such that
σn(T) = sup {‖TPn‖1 | Pn is a projector of rank n}
There is a formula [10], coming from real interpolation theory of Banach spaces:
σn(T) = {inf{‖R‖1 + n‖S‖ | R, S ∈ K, R+ S = T} .
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We can think of σn(T) as the trace of |T| with a cutoff at the scale n. This scale does not
have to be an integer; for any scale λ > 0, we can define
σλ(T) = inf {‖R‖1 + λ‖S‖ | R, S ∈ K, R+ S = T} .
If 0 < λ ≤ 1, then σλ(T) = λ‖T‖. If λ = n+ t with 0 ≤ t < 1, one checks that
σλ(T) = (1− t)σ(T) + tσn+1(T), (92)
so λ 7→ σλ(T) is a piecewise linear, increasing, concave function on (0, 1).
Each σλ is a norm by (92), and so satisfies the triangle inequality. It is proved in [33]
that for positive compact operators, there is a triangle inequality in the opposite direction:
σλ(A) + σµ(B) ≤ σλ+µ(A+ B); if A, B > 0. (93)
It suffices to check this for integral values λ = m, µ = n. If Pm, Pn are projectors of
respective ranks m, n, and if P = Pm ∨ Pn is the projector with range PmH + PnH, then
‖APm‖1 + ‖BPn‖1 = Tr(PmAPm) + Tr(PnBPn) ≤ Tr(P(A+ B)P) ≤ ‖(A+ B)P‖1,
and (93) follows by taking supremum over Pm, Pn. Thus we have a sandwich of norms:
σλ(A+ B) ≤ σλ(A) + σλ(B) ≤ σ2λ(A+ B) if A, B ≥ 0. (94)
11.2. [33] The Dixmier ideal. The
first-order infinitesimals can now be defined precisely as the following normed ideal of
compact operators:
L1+ =
{
T ∈ K | ‖T‖1+ = sup
λ>e
σλ(T)
logλ
< ∞
}
,
that obviously includes the traceclass operators L1. (On the other hand, if p > 1 we
have L1+ ⊂ Lp, where the latter is the ideal of those T such that Tr|T|p < 1, for which
σλ(T) = O(λ
1−1/p).) If T ∈ L1+, the function λ 7→ σλ(T)/ logλ is continuous and
bounded on the interval [e,∞), i.e., it lies in the C∗-algebra Cb[e,∞). We can then form the
following Cesàro mean of this function:
τλ(T) =
1
log λ
∫ λ
e
σu(T)
log u
du
u
.
Then λ 7→ τλ(T) lies in Cb[e,∞) also, with upper bound ‖T‖1+. From (94) we can derive
that
τλ(A) + τλ(B)− τλ(A+ B) ≤ (‖A‖1+ + ‖B‖1+) log 2 log log λlog λ ,
so that τλ is "asymptotically additive" on positive elements of L1+.
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We get a true additive functional in two more steps. Firstly, let τ˙(A) be the class of λ 7→
τλ(A) in the quotient C
∗-algebra B = Cb[e,∞)/C0[e,∞). Then τ˙ is an additive, positive-
homogeneous map from the positive cone of L1+ into B, and τ˙(UAU−1) = τ˙(A) for any
unitary U; therefore it extends to a linear map τ˙ : L1+ → B such that τ˙(ST) = τ˙(TS) for
T ∈ L1+ and any S.
Secondly, we follow τ˙ with any state (i.e., normalized positive linear form) ω : B → C.
The composition is a Dixmier trace:
Trω(T) = ω(τ˙(T)).
11.3. The noncommutative integral. Unfortunately, the C∗-algebra B is not separable and
there is no way to exhibit any particular state. This problem can be finessed by noticing
that a function f ∈ Cb[e,∞) has a limit limλ→∞ f (λ) = c if and only if ω( f ) = c does not
depend on ω. Let us say that an operator T ∈ L1+ is measurable if the function λ 7→ τλ(T)
converges as λ → ∞, in which case any Trω(T) equals its limit. We denote by
∫
T the
common value of the Dixmier traces:∫
− T = lim
λ→∞
τλ(T) if this limit exists.
We call this value the noncommutative integral of T.
Note that if T ∈ K and σn(T)/ log n converges as n → ∞, then T lies in L1+ and is
measurable.
Example 11.4. Commutative case. Let M be a compact spin-manifold, and let g be the
Riemannian metric [33]. There is the Riemannian volume form Ω given by
Ω =
√
detg(x)dx1 ∧ ...∧ dxn.
It is proven in [33] that for any a ∈ C(M) following equation hold
∫
M
aΩ =
{
m!(2pi)m
∫
a /D−2m, if dimM = 2m is even,
(2m+ 1)!!pim+1
∫
a| /D|−2m−1 if dimM = 2m+ 1 is odd.
11.2 Dixmier trace of the operator lift
11.5. Let
(
A, A˜,
A˜
XA,G
)
be a Galois quadruple, such that G is finite. Let A → B(H) be a
nondegenerated representation. Let T ∈ L1+ be a measurable operator. From theorem 5.8
it follows that
X⊗A H =
⊕
g∈G
gH (95)
Definition 11.6. We say that T˜ ∈ B(X ⊗A H) is the lift of T ∈ B(H) if it is a diagonal
matrix diag(T, T, ..., T) with respect to direct sum (95).
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11.7. Indeed T˜ is a sum of |G| operators such that any summand is "isomorphic" to T.
Suppose T ∈ L1+ is measurable, and T˜ is the lift of T. Since Dixmier trace is additive, the
lift T˜ ∈ L1+ is also mesurable, and ∫
− T˜ = |G|
∫
− T. (96)
Remark 11.8. Constructed in 8.2 Dirac operator can be regarded as the lift of unbounded
operator.
Example 11.9. Finite covering projection of a spin manifold. Let M be a compact spin-
manifold, and let Ω be the Riemannian volume form. Let p : M˜ → M be a finitely listed
regular covering projection, so we have a Galois triple
(
C(M),C(M˜),G
)
. The volume
form can be naturally lifted to the form Ω˜. Any function a ∈ C(M) has a lift a˜ ∈ C(M˜),
such that a˜(x) = a(p(x)); ∀x ∈ M˜. Let V ∈ M be an open set such that p−1(V) is a disjoint
union of homeomorphic to V sets, i.e.
p−1(V) =
⊔
g∈G
gV˜
where V˜ ⊂ M˜ is homeomorphic to V. It is clear that∫
V
a = Ω
∫
gV˜
a˜Ω˜; ∀g ∈ G.
From above equation it follows that∫
M˜
a˜Ω˜ = |G|
∫
M
aΩ.
According to example 11.4 above equation is a particular case of (96).
Example 11.10. A finite covering projection of a noncommutative torus. Let p : Aθ → Aθ′ be a
*-homomorphism such that
• There are m, n, k ∈ N such that θ′ = θ+2pikmn ;
• Aθ′ is generated by u′, v′ ∈ U(Aθ′) and p is given by
u 7→ u′m; v 7→ v′n.
Let G = Zm × Zn, and let g1, g2 ∈ G be generators which naturally correspond to the
direct product decomposition. Let us define action of G on Aθ′ such that
g1u
′ = e
2pii
m u′; g1v′ = v′;
g2u
′ = u′; g2v′ = e
2pii
n v′.
It is clear that Aθ = A
G
θ′ . Let us show that Aθ ≈ AGθ′ → Aθ′ is a finite noncommutative
covering projection.
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Let U1 ⊂ S1, U2 ⊂ S1, b1 ∈ C(S1), b2 ∈ C(S1), e1, ..., e4 ∈ Aθ elements described in 7.18.
A group Zl acts on C(S
1) such that the action of generator g ∈ Zl is given by
ga = e
2pii
l a; ∀a ∈ C(S1).
For any Ui we select a connected component Vi ⊂ p−1(Ui) and
Vi
⋂
gVi = ∅ for any nontrivial g ∈ Zl . (97)
Let ζi ∈ C0(S1) is such that
ζi(x) =
{
bi(p(x)) x ∈ Vi
0 x /∈ Vi (98)
From (97), (98) it follows that
1C(S1) = ∑
g∈Zl
2
∑
i=1
gζigζi. (99)
(gζ∗i )ζi = 0, for any nontrivial g ∈ G. (100)
There are natural *-homomorphisms piu,piv : C(S1) → Aθ′ such that piu (resp. piv) maps
the unitary generator of C(S1) to u (resp. v). Similarly let ξ1, ..., ξ4 ∈ Aθ′ be such that
ξ1 = piu(ζ1)piv(ζ1); ξ2 = piu(ζ1)piv(ζ2); ξ3 = piu(ζ2)piv(ζ1); ξ4 = piu(ζ2)piv(ζ2).
From (98)-(100) it follows that
1Aθ′ = ∑
g∈Zm×Zn
4
∑
i=1
gξ∗i (gξi).
So we have a Galois triple
(Aθ , Aθ′ ,Zm ×Zn) . (101)
Other conditions of theorem 5.8 can be easily checked. It is shown [33] that area of the
noncommutative torus Aθ is given by
2pi
∫
− D−2 = 1
Imτ
where τ defines the derivation (81). From |Zm ×Zn| = mn if follows that
2pi
∫
− D˜−2 = mn 2pi
∫
− D−2 = nm 1
Imτ
.
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12 Generated by multipliers extensions
This section contains described in [19] constructions. However [19] is not concerned
with infinite noncommutative covering projections. Several results concerned with infinite
covering projections has been added.
Definition 12.1. Let A be a C∗-algebra, A → B(H) is a faithful representation, and u ∈
U(A+), v ∈ U(B(H)), be such that vn = u and vi /∈ U(A+), (i = 1, ..., n− 1). A generated
by v extension is a minimal subalgebra of B(H) which contains following operators:
1. via; (a ∈ A, i = 0, ..., n− 1)
2. avi.
Denote by A{v} a generated by v extension. It is clear that v is a multiplier of A{v}.
Number n is said to be the degree of the extension.
Remark 12.2. Sometimes a triple (A, A{v}, Zn) is a noncommutative covering projection
but it is not always true, see for example 13.8.
Lemma 12.3. Let A be a C∗-algebra, A → B(H) is a faithful representation, let u ∈ U(A+)
be an unitary element such that sp(u) = C∗ = {z ∈ C | |z| = 1}, ξ, η ∈ B∞(sp(u)) are
Borel-measurable functions such that ξn = ηn = IdC∗ . Then there is an isomorphism
A{ξ(u)} ⊗K → A{η(u)} ⊗K (102)
which is a left A-module isomorphism. The isomorphism is given by
ξ(u)⊗ x 7→ η(u)⊗ ξη−1(u)x; (x ∈ K). (103)
Proof. Follows from the equality ξ(u) = ξη−1(η(u)).
Definition 12.4. A nth root of identity map is a Borel-measurable function φ ∈ B∞(C∗) such
that
φn = IdC∗ . (104)
Lemma 12.5. Let A be a C∗-algebra, u ∈ U
(
(A⊗K)+
)
is such that [u] 6= 0 ∈ K1(A) then
sp(u) = C∗ = {z ∈ C | |z| = 1}.
Proof. sp(u) ⊂ C∗ since u is an unitary. Suppose z0 ∈ C be such that z0 /∈ sp(u) and
z1 = −z0. Let ϕ : sp(u)× [0, 1]→ C∗ be such that
ϕ(z1e
iφ, t) = z1e
i(1−t)φ; φ ∈ (−pi,pi), t ∈ [0, 1].
There is a homotopy ut = ϕ(u, t) ∈ U((A⊗ K)+) such that u0 = u, u1 = z1. From
[z1] = 0 ∈ K1(A) it follows that [u] = 0 ∈ K1(A). So there is a contradiction which proves
this lemma.
42
Lemma 12.6. Let A → A{v} be a generated by v extension of degree n, such that vn = u ∈
U(A). There is the natural action of Zn on A{v} such that the action of Zn generator is given by
v 7→ e 2piin v, and (A, A{v}, Zn) is a Galois triple.
Proof. Let piS : S˜
1 → S1 be the n-listed covering projection of the circle. The tilde notation
S˜1 of the circle is used for clarity. It is well known that G
(
S˜1 | S1
)
= Zn. From 7.1 it
follows that
(
C(S1), (C(S˜1), Zn
)
is a Galois triple. From the theorem 5.8 it follows that
there is a set I, an sets {eSi }i∈I ⊂ C(S1), {ξSi }i∈I ⊂ C(S˜1) such that
1.
1C(S1) = ∑
i∈I
eS∗i e
S
i ,
2.
1
C(S˜1) = ∑
g∈Zn
∑
i∈I
gξSi 〉〈gξSi ,
3.
〈ξSi , ξSi 〉C(S1) = eS∗i eSi ,
4.
〈gξSi , ξSi 〉C(S1) = 0, for any nontrivial g ∈ Zn.
Let uS ∈ U(C(S1)) and u˜S ∈ U(C(S˜1)) be natural unitary generators of C(S1) and
C(S˜1) respectively. Then eSi and ξ
S
i are continuous functions of u
S and u˜S respec-
tively, i.e. eSi = e
S
i (u
S) and ξSi = ξ
S
i (u˜
S). Let ei ∈ A, ξi ∈ A{v} be given by
ei = e
S
i (u),
ξi = ξ
S
i (v).
From previous conditions of this proof it follows that ei, ξi satisfy conditions of the
theorem 5.8.
Example 12.7. A Galois triple (Aθ , Aθ′ ,Zm ×Zn) given by (101) can be constructed as
composition of extensions generated by unitary elements u′, v′ such that u′m = u, v′n = v,
i.e. Aθ′ = (Aθ{u′}) {v′}.
12.8. Let A be a C∗-algebra, and let u ∈ U(A) be such that
sp(u) = C∗ = {z ∈ C | |z| = 1},
u 6= vn, ∀v ∈ A, n 6= 1 ∈ N. (105)
Let A → B(H) be a faithful representation. Similarly to construction from 7.16 we can
construct a representation piu : C0(R) :→ B(H). Let piR : R → S1 be a well known
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covering projection, it is known that G
(
R | S1) = G (C0(R) | C(S1)) = Z. Let X0 ⊂ B(H)
be an involutive algebra generated by operators piu(x); (x ∈ C0(R)) and a ∈ A. From
G
(
C0(R) | C(S1)
)
= Z it follows that Z naturally acts on C0(R). So there is a natural
action of Z on piu(C0(R)), and therefore Z naturally acts on X1. Let X1 ⊂ X0 be such that
X1 =
{
x ∈ X0 | ∃a ∈ A; ∑
g∈Z
g(x∗x) = a
}
.
where a sum of the series means the strict convergence. The X1 space is a pre-A-rigged
space such that A-valued form is given by
〈x, y〉A = ∑
g∈Z
g(x∗y) ∈ A
where a sum of the series means the strict convergence. Let XA be the norm completion
of X1, so XA is an A-rigged space. Let us show that
(
A, A˜,
A˜
XA,Z
)
is a Galois quadruple,
where A˜ is the subordinated algebra. Similarly we can define C0(R)XC(S1) ⊂ C0(R) which
is a C(S1)-rigged space. From 7.1 it follows that there are sets {eSi }i∈I ⊂ C(S1), {ξRi }i∈I ⊂
C0(R) such that
1.
1C(S1) = ∑
i∈I
eS∗i e
S
i ,
2.
1M(C(R)) = ∑
g∈Z
∑
i∈I
gξRi 〉〈gξRi ,
3.
〈ξRi , ξRi 〉C(S1) = eS∗i eSi ,
4.
〈gξRi , ξRi 〉C(S1) = 0, for any nontrivial g ∈ Z.
Similarly to lemma 12.6 we can define elements ei = e
S
i (u) ∈ A, ξi = piu(ξRi ) ∈ XA
such that these elements satisfy to conditions of the theorem 5.8. We suppose that A˜ is a
subordinated to {ξi}i∈I algebra. So
(
A, A˜,
A˜
XA,Z
)
is a Galois quadruple.
Definition 12.9. The Galois quadruple
(
A, A˜,
A˜
XA,Z
)
described in the lemma 12.8 is said
to be an infinite extension associated with unitary u. Let denote A{{u}} = A˜.
Remark 12.10. For any f ∈ C0(R) operator piu( f ) is a multiplier of A{{u}}.
Remark 12.11. An infinite extension associated with unitary is non-unique because a
sequence (59) is non-unique. However this construction us unique is case of stale C∗-
algebras, see lemma 12.14.
44
Definition 12.12. [3] Let A be a C∗-algebra. The algebra A ⊗K is said to be the stable
algebra of A.
Remark 12.13. From K ⊗K ≈ K it follows that A⊗K ⊗K ≈ A⊗K, i.e. if A is a stable
C∗-algebra then A ≈ A⊗K. If X is a rigged A-space then X⊗K is a A⊗K-rigged space.
Lemma 12.14. Let
(
A⊗K, A˜′ ⊗K,X′ ⊗K,Z
)
,
(
A⊗K, A˜′′ ⊗K,X′′ ⊗K,Z
)
be infinite ex-
tensions associated with unitary u ∈ M(A⊗K). Then there is a natural isomorphism X′ ⊗K ≈
X′′ ⊗K of A⊗K-rigged spaces. From this isomorphism it follows the *-isomophism A˜′ ⊗K ≈
A˜′′ ⊗K.
Proof. Construction 12.8 implies representations A → B(H) and piu : C0(R) → B(H),
where piu is associated with a sequence {φi}i∈N be an arbitrary sequence of (non-unique)
Borel-measurable functions {φi}i∈N which satisfies (59). Let {φ′i} (resp. {φ′′i } ) be Borel-
measurable functions which corresponds to a representation pi′u : C0(R) → B(H) (resp.
pi′′u : C0(R) → B(H)). Suppose that pi′u and pi′′u are used for construction of X′ and X′′
respectively. Let us construct the isomorphism ϕ : Impi′u|Cc(R)⊗K ≈ Impi′′u |Cc(R)⊗K such
that pi′′u |Cc(R)⊗ IdK = ϕ ◦pi′u|Cc(R)⊗ IdK and pi′u|Cc(R)⊗ IdK = ϕ−1 ◦pi′′u |Cc(R)⊗ IdK, where
⊗means an algebraic tensor product. Let f ∈ Cc(R) be such that supp( f ) ⊂ (−2npi, 2npi).
Then pi′u( f ) = f (φ′n−1 ◦ ... ◦ φ′1(u)), pi′′u ( f ) = f (φ′′n−1 ◦ ... ◦ φ′′1 (u)), where f ∈ C(S1) is given
by f (θ) = f (θ/2n) (θ ∈ (−pi,pi)). The isomorphism ϕ is given by
f
(
φ′n−1 ◦ ... ◦ φ′1(u)
)⊗ k 7→ f (φ′′n−1 ◦ ... ◦ φ′′1 (u))⊗ Tk
where T = f
(
(φ′n−1 ◦ ... ◦ φ′1)
(
φ′′n−1 ◦ ... ◦ φ′′1
)−1
(u)
)
∈ B(H) and k ∈ K. The map ϕ can
be extended to the unique isomorphism ϕ : Impi′u ⊗ K ≈ Impi′′u ⊗ K, because Cc(R) ⊂
C0(R) is a dense subalgebra. The isomorphism ϕ gives isomorphisms of all objects in
construction 7.16. In particular we have X′ ⊗K ≈ X′′ ⊗K.
Remark 12.15. Lemma 12.14 is the infinite analogue of the lemma 12.3.
Example 12.16. A Galois quadruple
(
Aθ, A˜θ , A˜θ
XAθ ,Z
2
)
given by (72) is a particular case
of this construction, i.e. A˜θ ≈ (Aθ{{u}}) {{v}}.
13 Noncommutative covering projections and K-homology
This section contains described in [19] constructions. Some results concerned with infi-
nite covering projections has been added.
13.1. It is known that K1(S
1) ≈ Z. If x is a generator of K(S1) then for any topological
space X there is a natural homomorphism ϕK : pi1(X )→ K1(X ) given by
[ f ] 7→ K1( f )(x) (106)
where f is a representative of [ f ] ∈ pi1(X ). This homomorphism does not depend on a
basepoint because K1(X ) is an abelian group . So the basepoint is omitted. Let K11(X ) ⊂
K1(X ) be the image of ϕK. Then K11(X ) is a homotopical invariant.
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Example 13.2. We have a natural isomorphism ϕK : pi1(S
1) → K1(S1). From pi1(S1) = Z
it follows that there is a infinite covering projection R → S1.
Example 13.3. Let f : S1 → S1 be an n-listed covering projection, C f is the mapping
cone [31] of f . Then pi1(C f ) ≈ K1(C f ) ≈ Zn and there is a natural isomorphism ϕK :
pi1(C f ) → K1(C f ). There is n - listed universal covering projection fn : C˜ f → C f .
Finitely listed covering projections depend of fundamental group. Any epimorphism
pi1(X ) → Z (resp. pi1(X ) → Zn) corresponds to the infinite sequence of finitely listed
covering projections (resp. an n - listed covering projection). If ϕ : pi1(X ) → G is an
epimorphism (G ≈ Z or G ≈ Zn) such that ker ϕK ⊂ ker ϕ then there is an algebraic
construction of these covering projections which is described in this article.
13.1 Universal coefficient theorem
The universal coefficient theorem [3] states (in particular) a relationship between K -
theory and K- homology. For any C∗-algebra A there is a natural homomorphism
γ : KK1(A,C)→ Hom(K1(A),K0(C)) ≈ Hom(K1(A),Z) (107)
which is the adjoint of following pairing
KK(C, A)⊗ KK(A,C)→ KK(C,C).
If τ ∈ KK1(A,C) is represented by extension
0→ C → D → A→ 0
then γ is given as connecting maps ∂ in the associated six-term exact sequence of K-theory
K0(C) K0(D) K0(A)
K1(C) K1(D) K1(A)
∂ ∂
If γ(τ) = 0 for an extension τ then the six-term K-theory exact sequence degenerates into
two short exact sequences
0→ Ki(A) → Ki(D)→ Ki(C) → 0; (i = 0, 1)
and thus determines an element κ(τ) ∈ Ext1(K∗(A),K∗(C). In result we have a sequence
of abelian group homomorphisms
Ext1(K0(A),K0(C))→ KK1(A,C)→ Hom(K1(A),K0(C))
such that composition of the homomorphisms is trivial. Above sequence can be rewritten
by following way
Ext1(K0(A),Z)→ K1(A)→ Hom(K1(A),Z)). (108)
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If G is an abelian group that
Ext1(G,Z) = Ext1(Gtors,Z),
Hom(G,Z) = Hom(G/Gtors,Z)).
From (108) it follows that K1(A) depends on K0(A)tors and K1(A)/K1(A)tors. We say that
dependence(108) on K0(A)tors is a free special case and dependence (107) is a torsion special
case.
13.2 Free special case
Example 13.4. The infinite covering projection of example 13.2 can be constructed alge-
braically. From (108) it follows that K1(C(S
1)) ≈ Z. Let u ∈ U(C(S1)) is such that
[u] ∈ K1(S1) is a generator of K1(S1). Application of 12.8 gives an infinite covering pro-
jection
(
C(S1), C0(R), C0(R)XC(S1), Z
)
and C0(R) ≈ C(S1){{u}}.
13.5. General construction. Construction of example 13.4 can be generalized. Let A be a
C∗-algebra such that K1(A) ≈ G⊕Z. From (108) it follows that
K1(A) = G
′ ⊕Z[u] (109)
where u ∈ U((A⊗K)+) satisfies condition (105). Construction from 12.8 gives a Galois
quadruple
(
A, A{{u}}, A{{u}}XA, Z
)
. If A is stable then from the lemma 12.14 it follows
that the Galois quadruple is unique.
Remark 13.6. If A = C0(X ) then construction supplies a covering projection if x ∈ K1(X )
belongs to image of pi1(X )→ K1(X ).
Example 13.7. The described in subsection 7.3 covering projection of the noncommutative
torus is a particular case of the free special case.
Example 13.8. It is known that S3 is homeomorphic to SU(2), and
K1
(
C(S3)
)
= K1(C(SU(2))) ≈ Z.
The group K1(C(SU(2))) is generated by unitary u ∈ U(C(SU(2)⊗M2(C)) such that u
can be regarded as the natural inclusion map SU(2) ⊂ M2(C) and sp(u) = {z ∈ C | |z| =
1}. Let A be a continuous trace algebra given by A = C(SU(2))⊗ M2(C). Let φ be a
nth - root of identity map, and v = φ(u). From lemma 12.6 it follows that (A, A{v}, Zn)
is a Galois triple. From subsection 7.2 it follows that A{v} is a continuous trace algebra
and Â{v} → Aˆ is a (topological) covering projection. Since Aˆ ≈ S3 and pi1(S3) = 0 it
follows that all covering projections of Aˆ are trivial, i.e. covering space is homeomorphic
to a disconnected union of homeomorphic to Aˆ spaces
Â{v} ≈ ⊔
g∈Zn
Aˆ.
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Above homeomorphism can be constructed explicitly. Let ρ : A{v} → M2(C) be a irre-
ducible representation. From constriction of u it follows that ρ(u) ∈ SU(2), so det(ρ(u)) =
1. From u = vn it follows that det(ρ(v))n = 1. Let
Â{v}k =
{
ρ ∈ Â{v} | det(ρ(v)) = e 2piikn
}
.
Then Â{v} = ⊔k=0,...,n−1 Â{v}k and Â{v}k ≈ Aˆ for k = 0, ..., n− 1. This example is a
specific case of boring example 6.6 because
A{v} ≈ ⊕
g∈Zn
A,
i.e. A{v} is not irreducible.
13.3 Torsion special case
Example 13.9. The universal covering projection from example 13.3 can be constructed
algebraically. Let f : S1 → S1 be a n listed covering projection of the circle, C f is the (topo-
logical) mapping cone of f . C( f ) : C(S1) → C(S1) is a corresponding *- homomorphism
of C∗-algebras (u 7→ un), where u ∈ U(C(S1)) is such that [u] ∈ K1(C(S1)) is a generator.
Algebraic mapping cone [3] CC( f ) of C( f ) corresponds to the topological space C f , i.e.
CC( f ) ≈ C(C f ). Otherwise C(C f ) is an algebra of continuous maps f [0, 1) → C(C∗) such
that
f (0) = ∑
k∈Z
aku
kn, ak ∈ C.
A map v = (x 7→ u) (∀x ∈ [0, 1)) is such that vi /∈ M(C(C f )) (i = 1, ..., n− 1), vn ∈
M(C(C f )). Homomorphism C(C f ) → C(C f ){v} corresponds to a n-listed covering pro-
jection C˜ f → C f from the example 13.3, and C(C˜ f ) ≈ C(C f ){v}.
13.10. General construction. Above construction can be generalized. Let A be a C∗-algebra
such that K1(A) = G ⊕ Zn, where G is an abelian group. From (108) it follows that
K0(A) ≈ G′ ⊕ Zn. Let Qs(A) = M(A⊗K)/(A⊗K) be the stable multiplier algebra of
C∗-algebra A. Then from [3] it follows that K1(Qs(A)) = K0(A). Let u ∈ U(Qs(A)) be
such that K1(Q
s(A)) = G′⊕Zn[u]. Let φ be a nth root of identity map such that φ(un) = u.
Let p : M(A⊗K) → M(A⊗K)/(A⊗K) be natural surjective *- homomorphism to the
quotient. It is known [3] that unitary element v ∈ U(Qs) can be lifted to an unitary
element v′ ∈ U(M(A⊗K)) (i.e. v = p(v′)) if and only if [v] = 0 ∈ K1(Qs(A)). From
n[u] = [un] = 0 it follows that there is an unitary w ∈ U(M(A⊗K)) such that p(w) = un.
Let M(A⊗ K) → B(H) be a faithful representation, then φ(w) ∈ U(B(H)). If φ(w) ∈
M(A⊗K)) then p(φ(w)) = u, however it is impossible because [u] 6= 0 ∈ K1(Qs(A)).
So φ(w) /∈ M(A⊗ K) and similarly φ(w)i /∈ M(A⊗ K) (i = 1, ..., n− 1). So we have a
generated by φ(w) extension A ⊗ K → (A ⊗ K){φ(w)} which corresponds to a Galois
triple (A⊗K, (A⊗K) {φ(w)}, Zn).
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Example 13.11. Let On be a Cuntz algebra [3], K0(On) = Zn−1. If w ∈ U(M(On ⊗K))
satisfies conditions of construction 13.10 and φ is a (n− 1)th root of unity then there is
a Galois triple (On ⊗K, (On ⊗K){φ(w)}, Zn−1). However it is not known whether the
natural *-homomorphism On ⊗K → (On ⊗K){φ(w)} strictly outer.
14 Appendix A. Grassmannian connection
Let A be an algebra over C-algebra. A module Ω1A of noncommutative differential 1
forms is constructed as follows. Let A+ denote the quotient vector space A+/C by scalar
multipliers of identity. Let
Ω1A = A+ ⊗ A+.
Let d : A→ Ω1A be such that
da = 1⊗ a, (a ∈ A)
where a = a+ C ∈ A+. Let E be a right A module. A connection on E to be an operator
∇ : E → E⊗A Ω1(A) satisfying the Leibniz rule
∇(ξa) = ∇(ξ)a+ ξ ⊗ da, (ξ ∈ E, a ∈ A).
Consider for example a free right module V ⊗ A, where V is a finite dimensional vector
space, and identify the forms having values in V ⊗ A by means of the canonical isomor-
phism
V ⊗Ω1A = (V ⊗ A)⊗A Ω1A.
Then we have a canonical connection given by the operator ∇ = 1⊗ d on V ⊗ Ω1A. As
another example, suppose that the right module E is a direct summand of V ⊗ A, and let
i : E → V ⊗ A and p : V ⊗ A → E be the inclusion and projection maps. Then on E we
have an induced connection, called the Grassmannian connection [11], which is given by the
composition
E⊗A Ω1A i−→ V ⊗Ω1A 1⊗d−−→ V ⊗Ω1A
p−→ E⊗A Ω1A.
Thus in this notation the Grassmannian connection is
∇ = p(1⊗ d)i.
If A is an operator algebra then Grassmanian connection can be generalized.
Definition 14.1. Let H be a Hilbert space with countable basis, H = B(C,H). Operator
space H is said to be a column Hilbert space.
Let HA = H⊗ A be a Haagerup vector product of operator spaces [18]. Then we also
have a canonical connection ∇ : HA → HA ⊗A Ω1A. If E is a direct summand of HA then
we also have Grassmanian connection given by the composition
E⊗A Ω1A i−→ HA ⊗Ω1A 1⊗d−−→ HA ⊗Ω1A
p−→ E⊗A Ω1A.
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