Abstract -While many low rank and sparsity-based approaches have been developed for accelerated dynamic magnetic resonance imaging (dMRI), they all use low rankness or sparsity in input space, overlooking the intrinsic nonlinear correlation in most dMRI data. In this paper, we propose a kernel-based framework to allow nonlinear manifold models in reconstruction from sub-Nyquist data. Within this framework, many existing algorithms can be extended to kernel framework with nonlinear models. In particular, we have developed a novel algorithm with a kernelbased low-rank model generalizing the conventional low rank formulation. The algorithm consists of manifold learning using kernel, low rank enforcement in feature space, and preimaging with data consistency. Extensive simulation and experiment results show that the proposed method surpasses the conventional low-rank-modeled approaches for dMRI.
D
YNAMIC magnetic resonance imaging (dMRI) has been widely used in many clinical applications such as cardiac cine imaging and dynamic contrast enhanced imaging, due to its ability to reveal spatial structures and kinetic information simultaneously. The data acquisition in MRI is modeled mathematically as sampling of the k-space, i.e., the Fourier transform of the desired image. The image is usually reconstructed from these samples using the well-known procedure of truncated Fourier series. In dMRI, to recover the image series using the conventional Fourier reconstruction, the Nyquist sampling criterion has to be satisfied in both k-space and the temporal direction. However, due to the slow data acquisition speed in MRI, this criterion is difficult to satisfy, which results in aliasing artifacts or motion artifacts. Research efforts have been made to reconstruct a high-quality image series from MRI data sampled below the Nyquist rate by exploiting spatial and/or temporal correlations in the image series [1] - [4] . A recent paradigm in sub-Nyquist sampling and signal recovery, Compressed Sensing (CS) has shown promising capability of accelerating data acquisition process without significant loss in signal recovery. Several types of constraints such as sparsity [5] - [17] and lowrankness [3] , [18] - [21] have been explored at length in many literature. For example, the partial separable (PS) [18] , [19] and sparsity with low rank (SLR) [20] methods suit dynamic data with slow variation, where the temporal basis are approximated nearly accurate from the navigator lines. This assumption is violated when the image series has higher temporal variation such as in perfusion imaging, dynamic imaging with fewer temporal frames and dMRI with motion.
Manifold models [22] - [27] have been widely used in machine learning for nonlinear dimensionality reduction, and it has been shown to be superior to linear approaches such as principal component analysis [28] and multidimensional scaling [29] . However, different from dimensionality reduction applications where the high-dimensional manifold-modeled signal is the input and is not of interest in the output, in image reconstruction, the signal is the output to recover. A few algorithms [30] - [35] have been developed for manifoldmodeled signal recovery outside the MRI context. Recently, some papers have studied manifold for dMRI reconstruction [36] - [39] . Specifically, they use the idea of heat kernels and spectral graph theory [25] , [40] to characterize the relationship between dMRI image series. For example, in [36] and [38] , a graph Laplacian is constructed to compute the image similarity, and the eigenfunction of the graph Laplacian provides a smooth embedding for dynamic image series. Such an approach is helpful when the image series consists of highly correlated and distributed image sequence along temporal direction, but might not be effective in the cases when very few temporal frames are available, and/or signal varies significantly along the temporal direction. In the meantime, kernel based methods have also been exploited to learn the intrinsic signal manifold and extensively used for signal embedding, classification, regression and denoising [41] - [43] .
In this work, we establish a novel kernel-based framework to learn and incorporate a nonlinear manifold into constrained reconstruction from reduced acquisition. In particular, we use kernel principal component analysis (KPCA) [43] , [44] to learn the manifold described by the principal components of the feature space. Low Rank in feature space is enforced by projecting undersampled signal into principal components of features space and preimaging technique is applied to project back the signal from feature space to input image space. We have previously shown that the kernel methods can be used to exploit the nonlinear correlation in the dMRI data [45] - [47] . Here, we put dMRI reconstruction in the context of manifold recovery from compressive measurements which is supported by theoretical results [26] , [43] , [44] . We use kernel PCA to learn the manifold. Supported by numerical simulations, it is hypothesized that the model learned by kernel PCA can more efficiently (i.e., lower rank in feature space) represent the dynamic images when few temporal frames are acquired, and as a result, the reconstruction based on such a model is more faithful. We thereby propose an efficient manifold recovery algorithm in the kernel-based framework, extending results in our conference papers [46] , [47] . Different from kernel compressed sensing [34] which is a nonlinear generalization of sparsity-based reconstruction using kernel dictionary learning, our proposed method is a nonlinear generalization of low rank matrix recovery using kernel principal component analysis. A number of simulation and experimental results are shown to support the hypothesis.
The rest of the paper is organized as follows. In section II-A, we provide a brief review to classical low rank approaches to dMRI. Section II-B presents some background on manifold learning and embeddings and section II-C provides the background of kernel methods, the foundation that our method resides on. Section III elaborates on our proposed method. In section IV, the proposed method is evaluated using extensive simulation and experimental results, followed by discussion on various aspects of the proposed method and results in section V. Finally, section VI concludes the paper.
II. BACKGROUND THEORY

A. Signal Recovery Under Low-Rank Constraints
In dMRI, the k-space measurement at time t, denoted as d(k, t) can be represented as
where γ (r, t) is the desired dynamic image at time t. The discrete version of dynamic image series can be written as an M × N Casorati matrix , whose (m, n) th entry is defined as γ (r m , t n ), representing the value at the corresponding spatial location and time point [3] , [18] . Here, M is the number of voxels in the image and N is the number of frames in the data set. Assuming that data are collected in k-space at a sub-Nyquist sampling rate, the imaging equation can be written as:
where A(·) is a linear operator that performs spatial Fourier transform on the image series with sub-Nyquist sampling and stacks the resulting k-space measurements into a vector
for is a highly ill-posed problem. To address this issue, the low-rank (or partial separability) model has been adopted as the constraint under which the dynamic image series is recovered from under-sampled data [3] , [18] - [20] . Specifically, reconstructing γ (r, t) from the undersampled data d(k, t) can be regarded as recovering the low rank Casorati matrix . One way is to use the convex nuclear norm or non-convex Schatten p-norm ( p < 1) [20] as surrogates of the rank of . Because the nuclear norm is a convex function, the problem can be solved via semi definite programming:
where · * denotes the nuclear norm. An alternative solution is to enforce the low-rank constraint explicitly with a pre-defined rank l by
where U s is a spatial coefficient matrix and V t a temporal basis. In partial-separability-based methods [3] , [18] , [19] , [48] , V t is usually estimated a priori by applying singular value decomposition (SVD) to the k-space data obtained with temporal Nyquist rate.
B. Manifold
Loosely speaking, a manifold M is a topological space which is locally similar to the Euclidean space. The broad class of manifold models arise both in parametric settings where a low-dimensional parameter θ controls the generation of the signal, as well as in non-parametric settings. In parametric settings, for example, manifold models arise when the signals of interest are generated continuously as a function of some d-dimensional parameter. Non-parametric models also arise in many applications where the parameter that controls the generation of manifolds are not known. Both parametric and non-parametric cases are guided by the fundamental assumption that an N dimensional signal x i ∈ C N lie on or close to a smooth
The goal of manifold learning is to find the low dimensional manifold M through some nonlinear dimension reduction methods. Manifold learning has been extensively used in machine learning community for data classification and clustering [49] , [50] . However, application of manifold learning in signal recovery is limited due to several challenges such as the lack of sufficient training data, the complexity in learning the manifold model, and the need for preimaging.
C. Kernel Method
Among many manifold learning algorithms, kernel principal component analysis (KPCA) is widely used and has the potential to be applied in signal recovery due to its capability to map testing data onto the embedding obtained from the training data, and the existence of explicit representation of preimages in some cases. Unlike many other approaches such as Isomap [22] , Laplacian eigenmaps [25] , locally linear embedding [23] , and Hessian maps [24] which use local geometry to learn the manifold, KPCA [44] uses global correlation to learn such low-dimensional embedding. KPCA can be considered as a nonlinear generalization of principal component analysis [44] .
The idea of kernel method is to nonlinearly transform the data from the original input space to a higher dimensional feature space such that linear operations in the feature space can represent a class of nonlinear operations in the input space. The nonlinear mapping φ : χ → H, x → φ(x) that maps the input x from χ → H establishes a bridge between the input space χ and feature space H . In KPCA, performing the linear PCA operation in the feature space is equivalent to performing a nonlinear PCA in input space, thus achieving the goal of learning the nonlinear manifold.
Specifically, in KPCA [44] , the eigenvectors v of the covari-
whereφ 
where
1 L is an L × L matrix with all its elements equals to 1/L, λ and α are the corresponding eigenvalue and eigenvector, and
is the so-called kernel function with ·, ·) H denoting inner product in the feature space. Different λ and α contribute to different PCs in the feature space. To map a testing signal x onto the low-dimensional embedding obtained by performing KPCA on the training data, we calculate inner product β q = v q , φ (x) H , where q is the index for the principal components. It is seen that KPCA does not require explicit calculation of the nonlinear mapping φ (x), but only needs knowledge of the kernel functions κ(x i , x j ) [44] . The choice of the kernel function (as thus the nonlinear mapping) is critical for the capability of representing the manifold effectively. For example, the Swiss roll manifold cannot be well represented using standard and widely used kernel functions such as Gaussian kernels κ(
be well represented by constructing data-dependent kernel matrix [42] , [44] , [51] .
In signal recovery, a corrupted testing signal is embedded on the learned low-dimensional manifold. Another fundamental challenge in using the kernel method for signal recovery is that the final embedded testing signal needs to be given in the input space rather than in the feature space. This necessitates the preimaging problem, that finds a so-called preimage z ∈ χ such that φ(z) = ρ, where ρ is the embedded signal in feature space. Since φ is usually highly nonlinear, the preimage does not necessarily exist nor is unique. The choice of kernel leads to different methods of preimaging. For example, for polynomial kernel of the form,
with c ≥ 0 and d being odd, there exists an invertible function f κ such that κ(
. In this case, there exists an explicit expression for the preimage z ∈ χ of φ(x) and is given by [52, ch.18, pp 544-546] 
where ξ is any orthonormal basis of the original input space,
where β q is the projection coefficient of φ(x) onto the q th PC v q of the feature space. For many other kernels, preimages can only be obtained through approximations [53] , [54] . While KPCA has been widely used in pattern recognition [41] , [44] , data clustering and classification [49] , these applications do not require the preimaging because the desired outputs are only the class that signals belong to, not the recovery of signals in the input space. Some image de-noising applications [34] , [55] , [56] employ KPCA and preimaging techniques, but require large numbers of training data.
III. PROPOSED METHOD
We assume the dynamic image series x lies on a lowdimensional manifold M. Let φ : χ → H be a nonlinear function that maps the signal x from input space to φ(x) in feature space. Using kernel method, we formulate the problem to reconstruct the dynamic image series from undersampled (k, t)-space measurements y as
are row vectors of representing the temporal profile at each spatial location,
T is a representation of the row vectors of in the feature space using kernel method, A is combined partial Fourier and vectoring operator that gives a vectored representation y of an undersampled k-space data. The undersampling pattern for y is designed in such way that a few central k-space lines are fully sampled whereas higher frequencies are randomly undersampled at each frame and different random sampling pattens are adopted at different frames, as shown in the Fig.1 . Based on the properties that KPCA is able to reduce the dimension of data nonlinearly, we expect the Casorati matrix to have even lower rank when mapped to the feature space than in the input space with a proper choice of nonlinear mapping function φ. Since the manifold on which the dynamic MRI temporal profiles lie is unknown in general, some training data are acquired to learn the underlying manifold. Here we use KPCA to learn the manifold and enforce such manifold structure on the reconstructed image series while ensuring consistency with the k-space measurements. To solve Eq. (11) we use the following three distinct steps: (A) Manifold learning using KPCA, (B) Low rank enforcement in feature Space and (C) Preimaging with data consistency constraint.
Step B and Step C are then iterated until convergence. The proposed method can be viewed as a generalization of the PS-based reconstruction method [3] in the feature space, where step (A) is to find the temporal basis in the featu re space using training data, step (B) is to recover the spatial basis and thus the signal in the feature space, and finally step (C) is to map the signal from the feature space to obtain the final image series in the original space.
A. Manifold Learning Using KPCA
The objective of this step is to find the low-dimensional embedding of the dynamic MR images. Since we don't have knowledge of the desired images, we use the temporal profiles of the low resolution dynamic images as the training data to learn the low-dimensional embedding. Specifically, given a low resolution dynamic image series ( low ) obtained from zero-filled reconstruction of some central k-space data (typically 15-25 lines), a set of T training signals, p t , t = 1, 2, . . . , T are formed where each p t is an N dimensional temporal vector from a specific spatial location of the image series. These T (much smaller than the size of the image) training signals are randomly selected from all spatial locations. To learn the low dimensional manifold structure of the dynamic MRI series, we perform KPCA [44] , [51] using the training data (x i in Eq. (5) becomes p t ). The key idea here is that we represent each principal component in feature space as a weighted combination of nonlinear functions (mappings in feature space) of the training signals, that is
Similar to the PS-based methods where the temporal basis are estimated initially, these principal components in feature space are equivalent to nonlinear temporal basis. If the desired dynamic image series has a low rank representation in feature space, then it can be represented efficiently by very few temporal basis.
B. Low Rank Enforcement in Feature Space
In this step, our objective is to recover the desired dynamic images in feature space. We start with the aliased dynamic images obtained by zero-filled reconstruction of all undersampled k-space data. Under the assumption that the true dynamic images should lie on the low-dimensional manifold learned from step A, we project the aliased dynamic images onto such a low-dimensional manifold. This is realized by enforcing the low rankness on the matrix formed by the aliased dynamic images in the feature space. Specifically, we construct test signals using the temporal profiles of the aliasing dynamic images. Each of the test signals x i , i = 1, 2, . . . , M represent the corrupted version of the temporal signals of the desired dynamic images such that x i = (i, :). We then project the test signals x i onto the nonlinear temporal basis computed in step A, which is equivalent to mapping the test signals onto the learned low-dimensional manifold. Let v q represent the q th PC in the feature space, the projection of the test signal x i on the q th PC is obtained by
where k c xp (i ) is the mean centered version of k xp (i ) and measures the similarity between the test signal x i and all training signals p t such that,
It is seen from Eq. (13) that KPCA does not require explicit calculation of the nonlinear mapping φ (x), to compute the projection coefficients β i q but only requires the knowledge of the kernel functions κ(x i , x j ) and α which can be calculated using the eigen decomposition of kernel matrix as shown in Eq. (6) . Similar to the PS-based reconstruction methods where a pre-determined number of temporal basis is chosen, we choose Q major principal components (Q T M) in the feature space corresponding to the Q largest eigenvalues as the nonlinear temporal basis to efficiently represent the temporal variations at all spatial locations. Hence,φ (x i ) is approximated as: 
The expression of the test signal in Eqs. 16 and (17) can be considered as the low rank representation of the dynamic image series in the feature space by truncating the numbers of principal components in feature space and further soft thresholding on β i q as
The soft threshold value is then updated for the next iteration as S th = S th − (1 − (i t − 1)Ã − s step ) where i t is the number of iterations and s step is the step size typically of order 10 −5 [21] , [57] . It should be noted that, although thresholding is typically not required in dimensionality reduction and classification problems because of the high quality test signals, in our case thresholding is desired because the test signals are corrupted temporal signals obtained from aliased image [21] , [57] . Furthermore, our empirical results show that soft thresholding is slightly better than hard thresholding.
C. Preimaging With Data Consistency Constraint
After we calculate all the coefficients β i q , we have obtained φ (x i ), the desired image series in feature space. Different from the conventional PS-based method where the reconstruction is completed after Step B, our proposed method further needs to map the estimated image seriesφ (x i ) from the feature space back into the original input space. Such a mapping is obtained through the so-called preimaging, which relies on the specific kernel function. Here we use the polynomial kernel of κ(x i , x j ) = ( x i , x j + c) d such that the preimage z i of the temporal profile (test signal x i ) at the i th spatial location can be obtained by generalization of Eq. (10) as ,
After computing preimages for all spatial locations, we have the image series , whose rows are the z T i , i = 1, · · · , M. To ensure the reconstructed is consistent with the measured undersampled data, the spatial Fourier transform of the dynamic images are replaced by the acquired k-space data at the specific sampled locations while keeping the values at unacquired locations unchanged. Specifically,
where, k is the k-space equivalent of , S is the binary inversion of the sampling mask S, aq k , is the Casorati form of acquired k-space data (y), and (.*) represents element wise multiplication. Then the updated dynamic image series is [15] , [16] .
The low rank enforcement (III-B) and the data consistency constraint (III-C) steps are then iterated until convergence. The iteration is continued until certain error tolerance criterion is met, such as
< e tol where · F is the Frobenius norm. Typically, e tol is set to be in the order of 10 −4 . Although convergence has not been proved theoretically due to many iterative variables, numerical results show that the proposed method converges empirically. The proposed method is summarized in the Algorithm 1.
IV. RESULTS
We performed simulation and experiments to evaluate the proposed method. Because the temporal variations can be quite different from application to application, our focus was on dynamic perfusion imaging with fewer temporal frames. The pros and cons of the proposed method are also discussed for cardiac cine imaging when the number of temporal frames are higher.
We start with two simulations to validate the proposed model and framework independent of the reconstruction algorithm. The first one is to show kernel PCA can represent the dynamic perfusion phantom images more efficiently than linear PCA, and the second one is to show the training data from low resolution images and from full resolution images generate similar training results. We then use a dynamic perfusion phantom [58] and two sets of in vivo arterial spin labeled (ASL) [59] , [60] perfusion dMRI data from calf muscle and myocardium. In all in vivo experiments, the fully sampled data in Cartesian (k, t) space was acquired from an MRI scanner and its conventional Fourier reconstruction was used as the "true" reference for comparison of the reconstruction results from different methods. Besides the proposed method, methods exploiting low rankness in the original spatial-temporal space were also used for reconstruction, including PS with sparsity constraint [18] , SLR [20] , and CS-PCA [6] . All methods reconstruct the desired dynamic MR images from the retrospectively undersampled (k, t) space data obtained by using the undersampling pattern as shown in the Fig.1 . For the proposed method, all adjustable parameters including the number of principal components and the soft threshold value in feature space were all tuned heuristically. For all other methods, the results were obtained using the code from the corresponding research groups that developed the methods but were modified with the parameters tuned for the least root normalized mean square error (RNMSE) defined in Eq. (22),
where REF and REC are the matrix formed by the dynamic images from the reference and the reconstruction, respectively, and · F denotes the Frobenius norm. All computations were carried out on a DELL workstation with Intel(R) i7 3.40 GHz processor and 16 GB RAM, running MATLAB 2014.
A. Validation Using Simulations
We first use two simulations to validate the assumptions made in the proposed framework.
Simulation 1: The objective of this simulation is to demonstrate that kernel PCA is more efficient than linear PCA in representing the dynamic MR image series. We used a numeric perfusion phantom of size 256 × 256 with 50 time frames. The perfusion phantom represents liver, portal vein, inferior vena cava and pancreas based on enhancement kinetic modeling [58] . The injection rate, frequency and base vibration amplitude of 4 ml/sec, 500 and 30 respectively were chosen to mimic fast and abrupt temporal variation. From the original image series, 1000 training signals (temporal signals at 1000 spatial locations) were randomly selected and used to compute both linear PCs and kernel PCs. The 256 × 256 test signals (temporal signals at all spatial locations) were then projected onto 5% of the PCs in both linear and KPCA to generate approximations of the dynamic images. For KPCA, polynomial kernel was used and preimaging was performed to obtain the dynamic images for comparison. Figure 2 shows the comparison of spatial results and temporal curves of two regions of interest (ROI). It shows that with the same percentage of PCs, the RNMSE is much lower in KPCA than in linear PCA. The superiority of KPCA is also illustrated by the temporal curves of two ROIs, which suggests that KPCA represents the dynamic images more efficiently than PCA.
Simulation 2: The objective of this simulation is to demonstrate that the training data from low-resolution images is sufficient to learn the low-dimensional embedding of the true, full-resolution images. We replace the training data in Simulation 1 from the true images to the low-resolution images, and perform KPCA approximation again. In Fig.3 , we compare the approximations obtained by low-resolution and full-resolution training data. Both approximations are seen to be very close in the spatial images and temporal variation as shown in Fig.3 . It is evident that the low-resolution images provide sufficient information for training.
B. Phantom Results
A dynamic perfusion phantom with aperiodic motion with 50 temporal frames (refer to section IV-A for data parameters) was used to simulate the reduced (k, t) data with a reduction factor (R) of 5. The spatial results, as shown in the Fig.4 illustrate that the aliasing artifacts in the conventional state of art methods are significantly reduced by the proposed method. Figure 5 compares the temporal variation of the cross section along the yellow line indicated in the reference image. The improved performance of the proposed method can be attributed to the ability to reveal the low rankness of the dynamic data in a much higher dimensional feature space, whereas the rank in the original space is not as low when there are only a few temporal frames.
C. ASL Perfusion Results
To further evaluate the proposed method using in vivo experimental data, we tested it on two in-vivo Arterial Spin labeling (ASL) perfusion datasets [59] , [60] where only very few frames were acquired and abrupt changes exist in temporal signals (temporally non-smooth). The first dataset was from calf muscle perfusion (R = 4) and the second one was from myocardial perfusion (R = 3). Both data were acquired from healthy volunteers on a 3T scanner with a single channel body coil. The calf muscle perfusion data was acquired using a dedicated ASL sequence based on the asymmetric spin-echo sequence [59] , and the myocardial perfusion data was acquired using an ASL sequence based on single-shot gradient echo techniques [60] . Acquisition parameters for muscle and cardiac perfusion data were TR/TE = 2.8/1.2 ms, 2.5/1.1ms, flip angle = 5°for both, data matrix size = 112 × 100 × 20, 126 × 120×12, FOV = 160mm×112mm, 220mm×200mm, respectively. Figures 6 and 7 show images and temporal variations along the cross section for Muscle ASL perfusion data. The PS-sparse and SLR models are not good fit for these datasets because the rank is not low, with only very few time frames and those methods are primarily developed for dMRI modality with many temporal frames. Consequently, these two methods give images with more artifacts, and have comparatively higher RNMSEs than CS-PCA and the proposed method, as illustrated in the Table I . In contrast, the proposed method not only preserves the spatial information of images, but also effectively retains the kinetic information, both of which are essentials in ASL imaging. Similarly, the myocardial ASL perfusion results shown in Fig.8 and Fig.9 also suggest the superiority of the proposed method. The myocardium region in CS-PCA reconstruction is seen to have artifacts with blurred edges.
Temporal intensity curves of Region of Interest (ROI) are typically of interest in ASL imaging. Figure 10 shows the temporal intensity curve of a particular ROI from the reference, CS-PCA and the proposed method. This shows the temporal curves from the proposed method follow the reference curve more consistently and precisely than the CS-PCA method.
D. Cardiac Cine Results
Besides perfusion imaging, we also studied the usefulness of the proposed method in cardiac cine imaging using a set of cardiac cine data. The complex-valued multi-cycle cardiac cine data was simulated from human cardiac MR data acquired using a balanced SSFP sequence and single channel body coil on a 3T scanner with retrospective ECG-gating during a single breathhold and acquisition parameters TR = 3ms, matrix size = 200 × 256, field of view (FOV) = 273mm × 350mm, spatial resolution = 1.36mm × 1.36mm, slice thickness = 6mm. This data was then used to generate multiple time warps. Different heart rate variability and quasi-periodic spatial deformation along different cardiac cycle was obtained through thin plate spline mapping and nonlinear interpolation technique [61] . Each time warps were concatenated and a total of 40 frames were chosen representing about 3 cardiac cycle. It should be noted that the data in different cardiac cycles are not the same and such simulation has been used in [18] . Figure 11 shows the reconstruction results for the cine data with a reduction factor (R) of 5. The zoom-in views of the cardiac region show that the proposed method preserves the cardiac structures and intensity of myocardium better than the other methods. Figure 12 compares the temporal variation of the cross section along the yellow line indicated in the reference image. It demonstrates that the proposed method best preserves the temporal variations. Table I summarizes the RNMSEs and machine time for all test datasets. The qualitative reconstructions and quantitative measures signify that the proposed method outperforms the existing low-rankbased methods in these settings.
However, when the number of frames is increased, as is usually the case in real-time cardiac cine imaging, the proposed method might not bring much advantage. To illustrate such limitation of the proposed method, we increase the frame rate of cardiac cine data in IV-D by about 3 times mimicking smoother temporal variation and a larger number of temporal frames. Retrospectively undersampled data using 1-D Cartesian sampling with a high reduction factor of 7.5 was then used in all reconstructions. From Fig.13 and Fig.14 we can see that the conventional PS-sparse method performs better than the proposed method. This is because 1) when the number of temporal frames in dynamic imaging is substantially increased with smoother temporal variations, the conventional approaches are able to find the low rank approximations of the dynamic image series; 2) the achievable reduction factor in the proposed method is limited by the need for low resolution images to perform kernel PCA. The reduction factor cannot be increased as much as PS-sparse with a large number of frames because the proposed method needs quite several navigator k-space lines to perform kernel PCA, while PS-sparse only needs very few lines for PCA.
V. DISCUSSIONS
A. Relationship With Existing Methods
While several dynamic image reconstruction methods based on the low rank model have demonstrated success in accelerating dMRI with very high reduction factors, a large number of temporal frames are usually required to reveal the low rankness. Motivated by the fact that the kernel method is able to reveal some non-obvious features of signals, here we presented a kernel-based framework to expand the temporal signal of the image series from a low dimensional input space to high dimensional feature space such that the low rankness model still holds for the cases with few frames. Perfusion imaging is a dynamic MRI example with typically fewer frames, in which kernel-based framework shows improvement over existing methods. Such a framework opens up many possibilities to extend most existing reconstruction algorithms to new algorithms using manifold models. The proposed method is only one of possibilities, extending the low rank model to the nonlinear kernel PCA model.
B. Region of Operation and Convergence
The performance of the proposed method depends on the choice of rank Q in feature space and the initial threshold value S th . The choice of Q and threshold affect the tradeoff between the smoothness and details in the reconstructed images. Figure 15 
M×N
.) for muscle and myocardial ASL data as a function of Q and S th while keeping other parameters fixed. We can clearly see that the error changes with the parameters, but is consistent over a wide range, suggesting the method is insensitive to small changes of the parameters. The values of the parameters giving the least MSE have been used in the results. Figure 16 shows the performance of proposed method over different polynomial degrees d and constants c. Our experimental results show that the degree of order 3 gives the least MSE and the results are not sensitive significantly to constant c in the range of 100-1000. For better visualization, the MSE axis and the constant axis are shown in log scale in Fig.16(a) and Fig.16(b) , respectively.
Although the convergence of the proposed algorithm has not been proved theoretically due to different iterative parameters, our results have shown empirically that the proposed algorithm consistently converges. Figure 17 illustrates the convergence curve of the proposed method for different Q values keeping other parameters fixed.
C. Computational Complexity and Machine Time
The proposed method requires longer machine time than the competing methods due to the inherent extra operations in decomposition of the kernel matrix which increases with increase in numbers of training signals, and preimaging process which is not required in competing methods.
It is important to note that the computation complexity of eigen-decomposition of the kernel matrix in Eq. (7) is O(T 3 ) which only depends on the numbers of training data T (independent of the dimension of the feature space) [43] , whereas the conventional low rank approximation costs O(M N 2 ) for computation of the covariance matrix and O(N 3 ) for singular value decomposition [62] which depends on the size of the image M and number of frames N. The increase in machine time is mainly attributed to the decomposition of kernel matrix and extra preimaging step which is not needed in other approaches.
D. Future Extensions
We present here a new kernel-based framework for dMRI reconstruction from sub-Nyquist acquisitions. The framework naturally motivates future studies on nonlinear sparsity models, and eventually combine nonlinear low rank and sparsity models using kernel method. The proposed method can also be integrated with existing parallel imaging techniques to further accelerate the data acquisition speed. Although our proposed method uses a single kernel for nonlinear low rank representation, multiple-kernel manifold models may be beneficial to application-specific dMRI reconstruction problems. Learning kernels from the undersampled data or data adaptive nonlinear dictionary learning instead of using generic kernels can be a challenging, yet interesting problem for future endeavors.
VI. CONCLUSION
In this paper we proposed a novel kernel-based framework for reconstructing dynamic MR images using manifold models. Within the framework, we extended the conventional low rank model to the feature space and developed a new method based on a kernel low-rank model. We have demonstrated that fewer nonlinear temporal basis than linear ones are needed to capture the temporal variations in dMRI. The method has shown its practical and successful application to the recovery of dynamic MR images from undersampled data, when existing low rank models fail, and its superior performance to the existing methods. It would be interesting to explore kernel extensions of other compressed-sensing based approaches in future studies.
