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Abstract
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1 Introduction
Standard reinforcement learning (RL) approaches seek to maximize a scalar reward (Sutton and
Barto, 1998, 2018; Schulman et al., 2015; Mnih et al., 2015), but in many settings this is insufficient,
because the desired properties of the agent behavior are better described using constraints. For
example, an autonomous vehicle should not only get to the destination, but should also respect
safety, fuel efficiency, and human comfort constraints along the way (Le et al., 2019); a robot should
not only fulfill its task, but should also control its wear and tear, for example, by limiting the torque
exerted on its motors (Tessler et al., 2019). Moreover, in many settings, we wish to satisfy such
constraints already during training and not only during the deployment. For example, a power grid,
an autonomous vehicle, or a real robotic hardware should avoid costly failures, where the hardware
is damaged or humans are harmed, already during training (Leike et al., 2017; Ray et al., 2020).
Constraints are also key in additional sequential decision making applications, such as dynamic
pricing with limited supply, e.g., (Besbes and Zeevi, 2009; Babaioff et al., 2015), scheduling of
resources on a computer cluster (Mao et al., 2016), and imitation learning, where the goal is to stay
close to an expert behavior (Syed and Schapire, 2007; Ziebart et al., 2008; Sun et al., 2019).
In this paper we study constrained episodic reinforcement learning, which encompasses all of
these applications. An important characteristic of our approach, distinguishing it from previous
work (Altman, 1999; Achiam et al., 2017; Tessler et al., 2019; Miryoosefi et al., 2019; Ray et al., 2020),
is our focus on efficient exploration, leading to reduced sample complexity. Notably, the modularity of
our approach enables extensions to more complex settings such as (i) maximizing concave objectives
under convex constraints, and (ii) reinforcement learning under hard constraints, where the learner
has to stop when some constraint is violated (e.g., a car runs out of gas). For these extensions, which
we refer to as concave-convex setting and knapsack setting, we provide the first regret guarantees in
the episodic setting (see related work below for a detailed comparison). Moreover, our guarantees
are anytime, meaning that the constraint violations are bounded at any point during learning, even
if the learning process is interrupted. This is important for those applications where the system
continues to learn after it is deployed.
Our approach relies on the principle of optimism under uncertainty to efficiently explore. Our
learning algorithms optimize their actions with respect to a model based on the empirical statistics,
while optimistically overestimating rewards and underestimating the resource consumption (i.e.,
overestimating the distance from the constraint). This idea was previously introduced in multi-
armed bandits (Agrawal and Devanur, 2014); extending it to episodic reinforcement learning poses
additional challenges since the policy space is exponential in the episode horizon. Circumventing
these challenges, we provide a modular way to analyze this approach in the basic setting where both
rewards and constraints are linear (Section 3) and then transfer this result to the more complicated
concave-convex and knapsack settings (Sections 4 and 5). We empirically compare our approach
with the only previous works that can handle convex constraints and show that our algorithmic
innovations lead to significant empirical improvements (Section 6).
Related work. Sample-efficient exploration in constrained episodic reinforcement learning has
only recently started to receive attention. Most previous works on episodic reinforcement learning
focus on unconstrained settings (Jaksch et al., 2010; Azar et al., 2017; Dann et al., 2017). A notable
exception is the work of Cheung (2019), which provides theoretical guarantees for the reinforcement
learning setting with a single episode, but requires a strong reachability assumption, which is not
needed in the episodic setting studied here. Also, our results for the knapsack setting allow for a
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significantly smaller budget as we illustrate in Section 5. Moreover, our approach is based on a
tighter bonus, which leads to a superior empirical performance (see Section 6). Recently, there have
also been several concurrent and independent works on sample-efficient exploration for reinforcement
learning with constraints (Singh et al., 2020; Efroni et al., 2020; Qiu et al., 2020; Ding et al., 2020).
Unlike our work, all of these approaches focus on linear reward objective and linear constraints and
do not handle the concave-convex and knapsack settings that we consider.
Constrained reinforcement learning has also been studied in settings that do not focus on sample-
efficient exploration (Achiam et al., 2017; Tessler et al., 2019; Miryoosefi et al., 2019). Among these,
only Miryoosefi et al. (2019) handle convex constraints, albeit without a reward objective (they
solve the feasibility problem). Since these works do not focus on sample-efficient exploration, their
performance drastically deteriorates when the task requires exploration (as we show in Section 6).
Sample-efficient exploration under constraints has been studied in multi-armed bandits, starting
from a line of work on dynamic pricing with limited supply (Besbes and Zeevi, 2009, 2011; Babaioff
et al., 2015; Wang et al., 2014). A general setting for bandits with global knapsack constraints
(bandits with knapsacks) was defined and solved in (Badanidiyuru et al., 2018); see Ch. 10 of Slivkins
(2019) for a discussion of this and related work in bandits. Within this literature, the closest to ours
is the work of Agrawal and Devanur (2014), who study bandits with concave objectives and convex
constraints. Our work is directly inspired by theirs and lifts their techniques to the more general
episodic reinforcement learning setting.
2 Model and Preliminaries
In episodic reinforcement learning, a learner repeatedly interacts with an environment across K
episodes. The environment includes the state space S, the action space A, the episode horizon H,
and the initial state s0. 1 To capture constrained settings, the environment includes a set D of d
resources where each i ∈ D has a capacity constraint ξ(i) ∈ R+. The above are fixed and known to
the learner.
Constrained Markov Decision Process. We work with MDPs that have resource consumption
in addition to rewards. Formally, a constrained MDP (cMDP) is a tripleM = (p, r, c) that describes
transition probabilities p : S × A → ∆(S), rewards r : S × A → [0, 1], and resource consumption
c : S × A → [0, 1]d. For convenience, we denote c(s, a, i) = ci(s, a). We allow stochastic rewards
and consumptions, in which case r and c refer to the conditional expectations, conditioned on s
and a (our definitions and algorithms are based on this conditional expectation rather than the full
conditional distribution).
The above definition is useful in two ways. On the one hand, there is a true cMDPM? = (p?, r?, c?),
which is fixed but unknown to the learner. Selecting action a at state s results in rewards and
consumptions drawn from (possibly correlated) distributions with means r?(s, a) and c?(s, a) and sup-
ports in [0, 1] and [0, 1]d respectively. Next states are generated from transition probabilities p?(s, a).
On the other hand, our algorithm is model-based and, at episode k, uses a cMDPM(k) as model.
1A fixed and known initial state is without loss of generality. In general, there is a fixed but unknown distribution
ρ from which the initial state is drawn before each episode. We modify the MDP by adding a new state s0 as initial
state, such that the next state is sampled from ρ for any action. Then ρ is “included” within the transition probabilities.
The extra state s0 does not contribute any reward and does not consume any resources.
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Episodic reinforcement learning protocol. At episode k ∈ [K], the learner commits to a policy
pik = (pik,h)
H
h=1 where pik,h : S → ∆(A) specifies how to select actions at step h for every state. The
learner starts from state sk,1 = s0; At step h = 1, . . . ,H , she selects an action ak,h ∼ pik,h(sk,h). The
learner earns reward rk,h and suffers consumption ck,h, both drawn from the true cMDPM? on
state-action pair (sk,h, ak,h) as described above, and transitions to state sk,h+1 ∼ p?(sk,h, ak,h).
Objectives. In the basic setting (Section 3), the learner wishes to maximize reward while respecting
the consumption constraints in expectation by competing favorably against the following benchmark:
max
pi
Epi,p
?
[ H∑
h=1
r?
(
sh, ah
)]
s.t. ∀i ∈ D : Epi,p?
[ H∑
h=1
c?
(
sh, ah, i
)] ≤ ξ(i), (1)
where Epi,p denotes the expectation over the run of policy pi according to transitions p, and sh, ah are
the induced random state-action pairs. We denote by pi? the policy that maximizes this objective.
Our main results hold more generally for concave reward objective and convex consumption constraints
(Section 4) and extend to the knapsack setting where constraints are hard (Section 5).
For the basic setting, we track two performance measures: reward regret compares the learner’s total
reward to the benchmark and consumption regret bounds excess in resource consumption:
RewReg(k) := Epi
?,p?
[ H∑
h=1
r?
(
sh, ah
)]− 1
k
k∑
t=1
Epit,p
?
[ H∑
h=1
r?
(
sh, ah
)]
, (2)
ConsReg(k) := max
i∈D
(1
k
k∑
t=1
Epit,p
?
[ H∑
h=1
c?
(
sh, ah, i
)]− ξ(i)). (3)
Our guarantees are anytime, i.e., they hold at any episode k and not only after the last episode.
Tabular MDPs. We assume that the state space S and the action space A are finite (tabular
setting). We construct standard empirical estimates separately for each state-action pair (s, a), using
the learner’s observations up to and not including a given episode k. Eqs. (4–7) define sample counts,
empirical transition probabilities, empirical rewards, and empirical resource consumption. 2
Nk(s, a) = max
{
1,
∑
t∈[k−1], h∈[H]
1{st,h = s, at,h = a}
}
(4)
p̂k(s
′|s, a) = 1
Nk(s, a)
∑
t∈[k−1], h∈[H]
1{st,h = s, at,h = a, st,h+1 = s′}, (5)
r̂k(s, a) =
1
Nk(s, a)
∑
t∈[k−1], h∈[H]
rt,h · 1{st,h = s, at,h = a} (6)
ĉk(s, a, i) =
1
Nk(s, a)
∑
t∈[k−1], h∈[H]
ct,h,i · 1{st,h = s, at,h = a} ∀i ∈ D (7)
Preliminaries for theoretical analysis. A quality function (Q-function) is a standard object in
RL that tracks the learner’s expected performance if she starts from state s ∈ S at step h, selects
action a ∈ A, and then follows a policy pi under a model with transitions p for the remainder of
2The max operator in Eq. (4) is to avoid dividing by 0.
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the episode. We parameterize it by the objective function m : S ×A → [0, 1], which can be either
a reward, i.e., m(s, a) = r(s, a), or consumption of some resource i ∈ D, i.e., m(s, a) = c(s, a, i).
(For the unconstrained setting, the objective is the reward.) The performance of the policy in a
particular step h is evaluated by the value function which corresponds to the expected Q-function of
the selected action (where the expectation is taken over the possibly randomized action selection of
pi). Both quality and value functions can be recursively defined by dynamic programming.
Qpi,pm (s, a, h) = m(s, a) +
∑
s′∈S
p(s′|s, a)V pi,pm (s′, h+ 1),
V pi,pm (s, h) = Ea∼pi(·|s)
[
Qpi,pm (s, a, h)
]
and V pi,pm (s,H + 1) = 0
By slight abuse of notation, form ∈ {r}∪{ci}i∈D, we denote bym? ∈ {r?}∪{c?i }i∈D the corresponding
objectives with respect to the rewards and consumptions of the true cMDPM?. For objectives m?
and transitions p?, the above are the Bellman equations of the system (Bellman, 1957).
Estimating the Q-function based on the model parameters p and m rather than the ground truth
parameters p? and m? introduces errors. These errors are localized across stages by the notion of
Bellman error which contrasts the performance of policy pi starting from stage h under the model
parameters to a benchmark that behaves according to the model parameters starting from the next
stage h+ 1 but uses the true parameters of the system in stage h. More formally, for objective m:
Bellpi,pm (s, a, h) = Q
pi,p
m (s, a, h)−
(
m?(s, a) +
∑
s′∈S
p?(s′|s, a)V pi,pm (s′, h+ 1)
)
. (8)
Note that when the cMDP isM? (m = m?, p = p?), there is no mismatch and Bellpi,p?m? = 0.
3 Warm-up algorithm and analysis in the basic setting
In this section, we introduce a simple algorithm that allows to simultaneously effectively bound
reward and consumption regrets for the basic setting introduced in the previous section. Even in this
basic setting, we provide the first sample-efficient guarantees in constrained episodic reinforcement
learning. 3 The modular analysis of the guarantees also allows us to subsequently extend (in Section 4
and 5) the algorithm and guarantees to the more general concave-convex and knapsack settings.
Our algorithm. At episode k, we construct an estimated cMDPM(k) = (p(k), r(k), c(k)) based on
the observations collected so far. The estimates are bonus-enhanced (formalized below) to encourage
more targeted exploration. Our algorithm ConRL selects a policy pik by the following constrained
optimization problem which we refer to as BasicConPlanner(p(k), r(k), c(k)):
max
pi
Epi,p
(k)
[ H∑
h=1
r(k)
(
sh, ah
)]
s.t. ∀i ∈ D : Epi,p(k)
[ H∑
h=1
c(k)
(
sh, ah, i
)] ≤ ξ(i).
The above optimization problem is similar to the objective (1) but uses the estimated model instead
of the (unknown to the learner) true model. We also note that this optimization problem can be
optimally solved as it is a linear program on the occupation measures (Puterman, 2014), i.e., setting
3We refer the reader to the related work (in Section 1) for discussion on concurrent and independent papers. Unlike
our results, these papers do not extend to either concave-convex or knapsack settings.
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as variables the probability of each state-action pair and imposing flow conservation constraints with
respect to the trainsitions. This program is described in Appendix A.1.
Bonus-enhanced model. A standard approach to implement the principle of optimism under
uncertainty is to introduce, at each episode k, a bonus term b̂k(s, a) that favors under-explored
actions. Specifically, we add this bonus to the empirical rewards (6), and subtract it from the
consumptions (7): r(k)(s, a) = r̂k(s, a) + b̂k(s, a) and c(k)(s, a, i) = ĉk(s, a, i) − b̂k(s, a) for each
resource i.
Following the unconstrained analogues (Azar et al., 2017; Dann et al., 2017), we define the bonus as:
b̂k(s, a) = H
√
2 ln
(
8SAH(d+ 1)k2/δ)
Nk(s, a)
, (9)
where δ > 0 is the desired failure probability of the algorithm and Nk(s, a) is the number of times
(s, a) pair is visited, c.f. (4), S = |S|, and A = |A|. Thus, under-explored actions have a larger
bonus, and therefore appear more appealing to the planner. For estimated transition probabilities,
we just use the empirical averages (5): p(k)(s′|s, a) = p̂(s′|s, a).
Valid bonus and Bellman-error decomposition. For a bonus-enhanced model to achieve
effective exploration, the resulting bonuses need to be valid, i.e., they should ensure that the
estimated rewards overestimate the true rewards (and the consumptions underestimate the true
consumptions).
Definition 3.1. A bonus bk : S ×A → R is valid if, ∀s ∈ S, a ∈ A, h ∈ [H],m ∈ {r} ∪ {ci}i∈D:∣∣∣(m̂k(s, a)−m?(s, a))+ ∑
s′∈S
(
p̂k(s
′|s, a)− p?(s′|s, a)
)
V pi
?,p?
m? (s
′, h+ 1)
∣∣∣ ≤ bk(s, a).
By classical concentration bounds (Appendix B.1), the bonus b̂k of Eq. (9) satisfies this condition:
Lemma 3.2. With probability 1− δ, the bonus b̂k(s, a) is valid for all episodes k simultaneously.
Our algorithm optimizes the BasicConPlanner optimization problem based on a bonus-enhanced
model. When the bonuses are valid, we can upper bound on the per-episode regret by the expected
sum of Bellman errors across steps. This is the first part in classical unconstrained analyses and the
following proposition extends this decomposition to constrained episodic reinforcement learning. The
proof uses the so-called simulation lemma (Kearns and Singh, 2002) and is provided in Appendix B.3.
Proposition 3.3. If b̂k(s, a) is valid for all episodes k simultaneously then the per-episode reward
and consumption regrets can be upper bounded by the expected sum of Bellman errors (8):
Epi
?,p?
[ H∑
h=1
r?
(
sh, ah
)]− Epik,p?[ H∑
h=1
r?
(
sh, ah
)] ≤ Epik[ H∑
h=1
∣∣∣Bellpik,p(k)
r(k)
(
sh, ah, h
)∣∣∣] (10)
∀i ∈ D : Epik,p?
[ H∑
h=1
c?
(
sh, ah, i
)]− ξ(i) ≤ Epik[ H∑
h=1
∣∣∣Bellpik,p(k)
c
(k)
i
(
sh, ah, h
)∣∣∣] (11)
Final guarantee. One difficulty with directly bounding the Bellman error is that the value function
is not independent to the draws forming r(k)(s, a), c(k)(s, a), and p(k)(s′|s, a). Hence we cannot apply
Hoeffding inequality directly. While Azar et al. (2017) propose a trick to bound Bellman error in the
order of
√
S in unconstrained settings, the trick relies on the crucial property of Bellman optimality:
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for an unconstrained MDP, its optimal policy pi? satisfies the condition, V pi?r? (s, h) ≥ V pir?(s, h) for
all s, h, pi (i.e., pi? is optimal at any state). However, when constraints exist, the optimal policy
does not satisfy the Bellman optimality property. Indeed, we can only guarantee optimality with
respect to the initial state distribution, i.e., V pi?r? (s0, 1) ≥ V pir?(s0, 1) for any pi, but not everywhere
else. This illustrates a fundamental difference between constrained MDPs and unconstrained MDPs.
Thus we cannot directly apply the trick from Azar et al. (2017). Instead we follow an alternative
approach of bounding the value function via an -net on the possible values. This analysis leads to a
guarantee that is weaker by a factor of
√
S than the unconstrained results. The proof is provided in
Appendix B.6.
Theorem 3.4. Let c ∈ R+ be some absolute constant. With probability at least 1− 3δ, reward and
consumption regrets are both upper bounded by:
c√
k
· S
√
AH3 ·
√
ln(k) ln
(
SAH(d+ 1)k/δ
)
+ ck · S3/2AH2
√
ln
(
2SAH(d+ 1)k/δ
)
.
Comparison to single-episode results. We note that for the single-episode setting 4, Cheung
(2019) achieves
√
S dependency under the further assumption that the transitions are sparse, i.e.,
‖p?(s, a)‖0  S for all (s, a). We do not make such assumptions on the sparsity of the MDP and we
note that the regret bound from Cheung (2019) scales in the order of S when ‖p?(s, a)‖0 = Θ(S).
4 Concave-convex setting
We now extend the algorithm and guarantees derived for the basic setting to when the objective is
concave function of the accumulated reward and the constraints a convex function of the cumulative
consumptions. Our approach is modular, seamlessly building on the basic setting.
Setting and objective. Formally, there is a concave reward-objective function f : R → R
and a convex consumption-objective function g : Rd → R; the only assumption is that these
functions are L-Lipschitz for some constant L, i.e., |f(x)− f(y)| ≤ L|x− y| for any x, y ∈ R, and
|g(x)− g(y)| ≤ L‖x− y‖1 for any x, y ∈ Rd. Analogous to (1), the learner wishes to compete against
the following benchmark which which can be viewed as a reinforcement learning variant of the
benchmark used by Agrawal and Devanur (2014) in multi-armed bandits:
max
pi
f
(
Epi,p
?
[ H∑
h=1
r?
(
sh, ah
)])
s.t. g
(
Epi,p
?
[ H∑
h=1
c?
(
sh, ah
)]) ≤ 0 (12)
The reward and consumption regrets are therefore adapted to:
ConvexRewReg(k) := f
(
Epi
?,p?
[ H∑
h=1
r?
(
sh, ah
)])− f(1
k
k∑
t=1
Epit,p
?
[ H∑
h=1
r?
(
sh, ah
)])
,
ConvexConsReg(k) := g
(1
k
k∑
t=1
Epit,p
?
[ H∑
h=1
c?
(
sh, ah
)])
.
Our algorithm. As in the basic setting, we wish to create a bonus-enhanced model and optimize
over it. To model the transition probabilites, we use empirical estimates p(k) = p̂k of Eq. (5) as before.
4The single-episode setting requires a strong reachability assumption, not present in the episodic setting.
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However, since reward and consumption objectives are no longer monotone in the accumulated
rewards and consumption respectively, it does not make sense to simply add or subtract b̂k (defined
in Eq. 9) as we did before. Instead we compute the policy pik of episode k together with the model
by solving the following optimization problem which we call ConvexConPlanner:
max
pi
max
r(k)∈
[
r̂k±b̂k
] f(Epi,p(k)[ H∑
h=1
r(k)
(
sh, ah
)])
s.t. min
c(k)∈
[
ĉk±b̂k·1
] g(Epi,p(k)[ H∑
h=1
c(k)
(
sh, ah
)]) ≤ 0.
The above problem is convex in the occupation measures 5, i.e., the probability ρ(s, a, h) that the
learner is at state-action-step (s, a, h) — c.f. Appendix A.2 for further discussion.
max
ρ
max
r∈
[
r̂k±b̂k
] f(∑
s,a,h
ρ(s, a, h)r(s, a)
)
s.t. min
c∈
[
ĉk±b̂k·1
] g(∑
s,a,h
ρ(s, a, h)c(s, a)
)
≤ 0
∀s′, h :
∑
a
ρ(s′, a, h+ 1) =
∑
s,a
ρ(s, a, h)p̂k(s
′|s, a)
∀s, a, h : 0 ≤ ρ(s, a, h) ≤ 1 and
∑
s,a
ρ(s, a, h) = 1
Guarantee for concave-convex setting. To extend the guarantee of the basic setting to the
concave-convex setting, we face an additional challenge: it is not immediately clear that the optimal
policy pi? is feasible for the ConvexConPlanner program , since ConvexConPlanner is defined
with respect to the empirical transition probabilities p(k).6 We use a novel application of mean-value
theorem to show that pi? is indeed a feasible solution of that program. This enables us to then
create a similar regret decomposition to Proposition 3.3, which then allows us to plug in the results
developed for the basic setting. The full proof is provided in Appendix C.
Theorem 4.1. Let L be the Lipschitz constant for f and g and let RewReg and ConsReg be the
reward and consumption regrets for the basic setting (Theorem 3.4) while δ is its failure probability.
With probability 1− δ, our algorithm in the concave-convex setting has reward and consumption regret
upper bounded by L ·RewReg and Ld ·ConsReg respectively.
The linear dependence on d in the consumption regret above comes from the fact that we assume g
is Lipschitz under `1 norm.
5 Knapsack setting
Our last technical section extends the algorithm and guarantee of the basic setting to scenaria where
the constraints are hard which is in accordance with most of the literature on bandits with knapsacks.
The goal here is to achieve aggregate reward regret that is sublinear in the time-horizon (in our
case, the number of episodes K), while also respecting budget constraints for as small budgets as
possible. We derive guarantees in terms of reward regret, as defined previously, and then argue that
our benchmark extends to the seemingly stronger benchmark of the best dynamic policy.
5Under mild assumptions, this program can be solved in polynomial time similar to its bandit analogue of Lemma
4.3 in (Agrawal and Devanur, 2014). We note that in the basic setting, it reduces to just a linear program.
6Note that in multi-armed bandit concave-convex setting (Agrawal and Devanur, 2014), proving feasibility of the
best arm is straightfoward as there are not transitions.
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Setting and objective. Each resource i ∈ D has an aggregate budget Bi and the learner should
not exceed it over K episodes; unlike the basic setting, this is therefore a hard constraint. As
in most works on bandits with knapsacks, the algorithm is allowed to use a “null action” for an
episode, i.e., an action that gives 0 reward and consumption when selected in the beginning of
the episode. The learner wishes to maximize her aggregate reward while respecting these hard
constraints. Formally, the reward objective is the same as defined in (1) and (2) with ξ(i) = BiK ;
instead of the consumption objective, we can think of selecting the null action once any constraint is
ever violated. We denote this benchmark as pi?. Note that pi? satisfies constraints in expectation.
We explain how our algorithm can also compete against a benchmark that respects constraints
deterministically at the end of this section.
Our algorithm. In the basic setting of Section 3, we showed a reward regret guarantee and
a consumption regret guarantee (i.e., average constraint violation scales in the order of 1/
√
K).
Since this is not sufficient for hard constraints, we need to ensure that the learned policy satis-
fies budget constraints with high probability. Our algorithm optimizes a mathematical program
KnapsackConPlanner (13) that strengthens the consumption requirement.
max
pi
Epi,p
(k)
[ H∑
h=1
r(k)
(
sh, ah
)]
s.t. ∀i ∈ D : Epi,p(k)
[ H∑
h=1
c(k)
(
sh, ah, i
)] ≤ (1− )Bi
K
. (13)
In the above, p(k), r(k), c(k) are exactly as in the basic setting and  > 0 is instantiated in the
theorem below. Note that the program in (13) is feasible thanks to the existence of the null action.
The following mixture policy induces a feasible solution: with probability 1− , we play the optimal
policy pi? for the entire episode; with probability , we play the null action for the entire episode.
Note that the above program can again be casted as a linear program in the occupancy measure
space — c.f. Appendix A.3 for further discussion..
Guarantee for knapsack setting. The guarantee of the basic setting on this tighter mathematical
program seamlessly transfers to a reward guarantee that does not violate the hard constraints.
Theorem 5.1. Assume that miniBi ≤ KH. 7 Let AggReg(δ) be a bound on the aggregate (across
episodes) reward or consumption regret for the soft-constraint setting (Theorem 3.4) where δ is its
failure probability. Let  = AggReg(δ)miniBi . If miniBi > AggReg(δ) then, with probability 1 − δ, the
reward regret in the hard-constraint setting is at most 2HAggReg(δ)miniBi and constraints are not violated.
The above theorem implies that the aggregate reward regret is sublinear on K as long as miniBi 
HAggReg(δ). The analysis in the above main theorem (provided in Appendix D) is modular in
a sense that it leverages the ConRL’s performance to solve (13) in a black-box manner. Smaller
AggReg(δ) from the basic soft-constraint setting immediately translates to smaller reward regret
and smaller budget regime (i.e., miniBi can be smaller). In particular, using the AggReg(δ) bound
of Theorem 3.4, the reward regret is sublinear as long as miniBi = Ω(
√
K).
In contrast, previous work of Cheung (2019) can only deal with larger budget regime, i.e., miniBi =
Ω(K2/3). Although the guarantees are not directly comparable as the latter is for the single-episode
setting which requires further reachability assumptions, the budget we can handle is significantly
smaller and in the next section we show that our algorithm has superior empirical performance in
episodic settings even when such assumptions are granted.
7Otherwise the setting is unconstrained.
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Dynamic policy benchmark. The common benchmark used in Bandits with Knapsacks is not
the best stationary policy pi? that respects constraints in expectation but rather the best dynamic
policy (i.e., a policy that makes decisions based on the history) that never violates hard constraints
deterministically. In Appendix D, we show that the optimal dynamic policy (formally defined there)
has reward less than policy pi? (informally, this is because pi? respects constraints in expectation
while the dynamic policy has to satisfy constraints deterministically) and therefore the guarantee of
Theorem 5.1 also applies against the optimal dynamic policy.
6 Empirical comparison to other concave-convex approaches
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Figure 1: The performance of the algorithms as a function of the number of sample trajectories
(trajectory = 30 samples); showing average and standard deviation over 10 runs. Dashed line is the
upper bound for the constraint (for all algorithms), while the dashed line for the reward is a lower
bound and only required by ApproPO.
In this section, we evaluate the performance of ConRL against previous approaches.8 Although
our ConPlanner (see Appendix A) can be solved exactly using linear programming (Altman,
1999), in our experiments, it suffices to use Lagrangian heuristic, denoted as LagrConPlanner
(see Appendix E.1). This Lagrangian heuristic only needs a planner for the unconstrained RL task.
We use two planning algorithms with LagrConPlanner: ConRL-Value Iteration using
a value iteration planner and ConRL-A2C using a model-based Advantage Actor-Critic (A2C)
(Mnih et al., 2016) planner which uses fictitious samples. We run our experiments on two grid-world
environments Mars rover (Tessler et al., 2019) and Box (Leike et al., 2017).
8Code is available at https://github.com/miryoosefi/ConRL
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Mars rover. The agent must move from starting position to the goal without crashing into the
rocks. If the agent reaches the goal or crashes into a rock it will stay in that cell for the remaining
steps in the episode horizon. Reward is 1 when agent reaches the goal or crashes into a rock and
1/H afterwards. Constraint is 1 when agents crashes into a rock and 1/H afterwards. The episode
horizon H is 30 and the agent the agent’s action is perturbed with probability 0.1 to a random
action.
Box. The agent must move from starting position to the goal while avoiding to cause irreversible
side effects, that is, moving the box into a corner (cell adjacent to at least two walls). If the agent
reaches the goal it stays in that cell for the remaining steps of the episode. Reward is 1 when agent
reaches the goal for the first time and 1/H afterwards; constraint is 1/H for every state in which
box is in a corner. Horizon H is 30 and the agent’s action is perturbed with probability 0.1 to a
random action.
We compare ConRL to previous constrained approaches (derived for either episodic or single-episode
settings) in Figure 1. We keep track of three metrics: reward (top-row), constraint (middle-row) and
aggregate constraint (bottom-row)9. Further details on the experiments are provided in Appendix E.
Episodic setting. We first compare to two episodic RL approaches: ApproPO (Miryoosefi et al.,
2019) and RCPO (Tessler et al., 2019). We note that none of prevnous approaches in this setting
address sample-efficient exploration. In addition, most of them are limited to linear constraints
with the exception of ApproPO (Miryoosefi et al., 2019) which is capable of handling general
convex constraints10. Both ApproPO and RCPO (used as a baseline in (Miryoosefi et al., 2019))
maintain and update weight vector λ, used to derive reward for a learning algorithm capable of
solving unconstrained RL task. However, ApproPO focuses on the feasibility problem, therefore
in experiments we also need to specify a lower bound on the reward for ApproPO which is set to
be 0.3 for Mars rover and 0.1 for Box. We see that in Figure 1 first column (A-Mars Rover) and
second column (B-Box), both versions of ConRL achieve the highest reward (top-row) and satisfy
the constraint (middle-row), while requiring significantly fewer trajectories (i.e. samples).
Single-episode setting. Closest to our work is TFW-UCRL2 (Cheung, 2019), which is based
on UCRL (Jaksch et al., 2010). However, this approach focuses on the single-episode setting and
requires a strong reachability assumption. By connecting terminal states of our MDP to the intial
state, we reduce our episodic setting to single-episode setting in which we can compare ConRL
againsts TFW-UCRL2. Results for Mars rover are depicted in last column of Figure 1 (C-Mars
Rover)11. The result shows that both versions of ConRL significantly outperform TFW-UCRL2
and suggests that TFW-UCRL2 might be impractical in (at least some) episodic settings.
Acknowledgements
The authors would like to thank Rob Schapire for useful discussions that helped in the initial stages
of this work.
9Bottom row is the aggregate actual constraint incurred during training, unlike the first and second row which is
with respect to true model r∗ and c∗ as defined in (2) and (3)
10In addition to that, trust region methods like CPO (Achiam et al., 2017) address a more restrictive setting and
require constraint satisfaction at each iteration; for this reason, they are not included in the experiments
11We attempted to run TFW-UCRL2 in the Box environment as well, however, due to larger state space, it was
computationally infeasible
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A Algorithm: Formal description and design choices
Our main algorithm, denoted by ConRL, is presented at Algorithm 1. We instantiate ConRL for
our different settings (i.e. basic setting, concave-convex, and knapsack) by using the appropriate
ConPlanner that we discuss in the remainder of this section.
Algorithm 1 ConRL
1: for Episode k from 1 to K do
2: Compute empirical estimates:
Compute Nk, p̂k, r̂k, and ĉk based on equations (4-7)
3: Compute bonus:
Compute b̂k as equation (9)
4: Call constrained planner:
pik ← ConPlanner(p̂k, r̂k, ĉk, b̂k)
5: Execute policy: initial state sk,1 = s0
6: for Stage h from 1 to H do
7: Select ak,h ∼ pik
(
sk,h
)
8: Observe reward rk,h, consumptions ∀i ∈ D : ck,h,i, and new state sk,h+1
9: end for
10: end for
A.1 Basic setting - BasicConPlanner
We define the bonus-enhanced cMDP, i.e. M(k) = (p(k), r(k), c(k)), as
p(k)(s′|s, a) = p̂k(s′|s, a) ∀s, a, s′
r(k)(s, a) = r̂k(s, a) + b̂k(s, a) ∀s, a
c(k)(s, a, i) = ĉk(s, a, i)− b̂k(s, a) ∀s, a, i ∈ D
then we solve the following optimization problem
max
pi
Epi,p
(k)
[ H∑
h=1
r(k)
(
sh, ah
)]
s.t. ∀i ∈ D : Epi,p(k)
[ H∑
h=1
c(k)
(
sh, ah, i
)] ≤ ξ(i).
This optimization problem can be solved exactly since it is equivalent to the following linear program
on occupation measures (Rosenberg and Mansour, 2019; Altman, 1999). Decision variables are
ρ(s, a, h), i.e. probability of agent being at state action pair (s, a) at time step h.
max
ρ
∑
s,a,h
ρ(s, a, h)r(k)(s, a) s.t.
∑
s,a,h
ρ(s, a, h)c(k)(s, a, i) ≤ ξ(i) ∀i ∈ D
∀s′, h
∑
a
ρ(s′, a, h+ 1) =
∑
s,a
ρ(s, a, h)p(k)(s′|s, a)
∀s, a, h 0 ≤ ρ(s, a, h) ≤ 1
∑
s,a
ρ(s, a, h) = 1
(14)
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A.2 Concave-convex setting - ConvexConPlanner
In this setting, unlike basic setting, objective and constraints are not linear. Therefore, due to lack
of monotonicity, we cannot explicitly define the bonus-enhanced cMDP M(k) = (p(k), r(k), c(k)).
The bonus-enhanced cMDP is implicit in the following program that we solve (see section 4)
max
pi
max
r(k)∈
[
r̂k±b̂k
] f(Epi,p(k)[ H∑
h=1
r(k)
(
sh, ah
)])
s.t. min
c(k)∈
[
ĉk±b̂k·1
] g(Epi,p(k)[ H∑
h=1
c(k)
(
sh, ah
)]) ≤ 0.
Similar to before, expressing this program based on occupation measures provides a convex program.
max
ρ
max
r∈
[
r̂k±b̂k
] f(∑
s,a,h
ρ(s, a, h)r(s, a)
)
s.t. min
c∈
[
ĉk±b̂k·1
] g(∑
s,a,h
ρ(s, a, h)c(s, a)
)
≤ 0
∀s′, h :
∑
a
ρ(s′, a, h+ 1) =
∑
s,a
ρ(s, a, h)p̂k(s
′|s, a)
∀s, a, h : 0 ≤ ρ(s, a, h) ≤ 1 and
∑
s,a
ρ(s, a, h) = 1
(15)
The notations r ∈ [r̂k ± b̂k] and c ∈ [ĉk ± b̂k · 1] are defined as
r ∈ [r̂k ± b̂k] ⇐⇒ ∀s, a : r(s, a) ∈ [r̂k(s, a)− b̂k(s, a), r̂k(s, a) + b̂k(s, a)]
c ∈ [ĉk ± b̂k · 1] ⇐⇒ ∀i ∈ D, s, a : c(s, a, i) ∈ [ĉk(s, a, i)− b̂k(s, a), ĉk(s, a, i) + b̂k(s, a)]
Note that if f and g are linear, we end up with a linear program similar to (14)
A.3 Knapsack setting - KnapsackConPlanner
We define the bonus-enhanced cMDP, i.e. M(k) = (p(k), r(k), c(k)) similar to basic setting (A.1). We
also solve a similar optimization problem with tighter constraints:
max
pi
Epi,p
(k)
[ H∑
h=1
r(k)
(
sh, ah
)]
s.t. ∀i ∈ D : Epi,p(k)
[ H∑
h=1
c(k)
(
sh, ah, i
)] ≤ (1− )Bi
K
.
This optimization problem can again be solved using the following linear program on occupation
measures. Decision variables are ρ(s, a, h), i.e. probability of agent being at state action pair (s, a)
at step h.
max
ρ
∑
s,a,h
ρ(s, a, h)r(k)(s, a) s.t.
∑
s,a,h
ρ(s, a, h)c(k)(s, a, i) ≤ (1− )Bi
K
∀i ∈ D
∀s′, h
∑
a
ρ(s′, a, h+ 1) =
∑
s,a
ρ(s, a, h)p(k)(s′|s, a)
∀s, a, h 0 ≤ ρ(s, a, h) ≤ 1
∑
s,a
ρ(s, a, h) = 1
(16)
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B Analysis: Basic setting (Section 3)
In this section, we prove the main guarantee for the basic setting.
B.1 Validity of bonus (Lemma 3.2)
We first prove that b̂k(s, a) = H
√
2 ln
(
8SAH(d+1)k2/δ)
Nk(s,a)
of Eq. (9) is valid as in the Definition 3.1.
Proof of Lemma 3.2. We focus on a single state-action pair s, a, stage h, and objective m. Since
the support of m is in [0, 1] and the one of the value is in [0, H − 1], by Hoeffding inequality (see
Lemma F.2), it holds that, for all k, since (s, a)-pair is visited Nk(s, a) times prior to episode k, with
probability at least 1− δ′:
∣∣∣(m̂k(s, a)−m?(s, a))+ ∑
s′∈S
(
p̂k(s
′|s, a)− p?(s′|s, a)
)
V
∣∣∣ ≤ H√2 ln(2/δ′)
Nk(s, a)
.
As a result, the bonus b̂k(s, a, δ) satisfies this inequality for a particular state-action-step-objective
with failure probability at most δ′ = δ
4SAH(d+1)k2
and is therefore valid (satisfying it for all states-
actions-steps-objectives) with failure probability δ
4k2
. Union bounding across episodes, the probability
of b̂k(s, a, δ) not being valid for some k is at most
∑K
k=1
δ
4k2
≤ δ.
B.2 Valid bonus implies optimism
The main reason to optimize a bonus-enhanced model with valid bonuses is because the latter render
the model optimistic, i.e., its estimated reward is an overestimate of the true reward. Similarly, in
constrained settings, its estimated resource consumptions are underestimates of the true resource
consumptions. This is formalized in the following definition.
Definition B.1. A cMDPM = (p, r, c) is optimistic if its estimated reward (resp. consumption)
value function for policy pi? upper (resp. lower) bounds its corresponding value function under the
ground truth:
E
[
V pi
?,p
r (s1, 1)
]
≥ E
[
V pi
?,p?
r? (s1, 1)
]
and E
[
V pi
?,p
ci (s1, 1)
]
≤ E
[
V pi
?,p?
c?i
(s1, 1)
]
∀i ∈ D.
An important block of the analysis for the basic setting is to show that, when using a bonus-enhanced
model with valid bonuses, the resulting cMDP is optimistic.
Lemma B.2. If the bonus b̂k(s, a) of Eq. (9) in episode k is valid (Definition 3.1) for the corre-
sponding cMDPM(k) = (p(k), r(k), c(k)) thenM(k) is optimistic.
Proof. We first prove the optimism of the model for the reward objective. More concretely, we show
by induction that for any state s, action a, and stage h, Qpi
?,p(k)
r(k)
(s, a, h) ≥ Qpi?,p?r? (s, a, h); taking
expectation on the state-action pair of the first state, the claim then follows.
Since the setting ends at episode H, Qpi
?,p(k)
r(k)
(s, a,H + 1) = Qpi
?,p?
r? (s, a,H + 1) = 0.
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We assume that the inductive hypothesis Qpi
?,p(k)
r(k)
(s, a, h + 1) ≥ Qpi?,p?r? (s, a, h + 1) (and thus also
V pi
?,p(k)
r(k)
(s, h+ 1) ≥ V pi?,p?r? (s, h+ 1)) holds, and proceed with the inductive step. The Q-functions in
question are:
Qpi
?,p(k)
r(k)
(s, a, h) = r(k)(s, a) +
∑
s′∈S
p(k)(s′|s, a)V pi?,p(k)
r(k)
(s′, h+ 1)
≥ r(k)(s, a) +
∑
s′∈S
p(k)(s′|s, a)V pi?,p?r? (s′, h+ 1)
Qpi
?,p?
r? (s, a, h) = r
?(s, a) +
∑
s′∈S
p?(s′|s, a)V pi?,p?r? (s′, h+ 1)
Subtracting, we have:
Qpi
?,p(k)
r(k)
(s, a, h)−Qpi?,p?r? (s, a, h) ≥
(
r̂k(s, a) + b̂k(s, a)− r?(s, a)
)
+
∑
s′∈S
(
p̂k(s
′|s, a)− p?(s′|s, a)
)
V pi
?,p?
r? (s
′, h+ 1) ≥ 0,
where the last inequality holds since the bonuses are valid.
The optimism of the model with respect to the consumption objectives follows the same steps altering
the direction of the inequalities and setting the estimate as empirical mean minus the bonus.
We emphasize that our bonus in Eq (9) does not scale polynomially with respect to |S|; despite that,
as indicated by the above lemma, it suffices to prove optimism.
B.3 Simulation lemma
To prove the Bellman-error regret decomposition, an essential piece is the so called simulation lemma
(Kearns and Singh, 2002) which we adapt to constrained settings below:
Lemma B.3 (Simulation lemma). For any policy pi, any cMDPM = (p, r, c), and any objective
m ∈ {r} ∪ {ci}i∈D with corresponding true objective m? ∈ {r?} ∪ {c?i }i∈D,, it holds that:
Epi
[
V pi,pm (s1, 1)
]
− Epi
[
V pi,p
?
m? (s1, 1)
]
= Epi
[ H∑
h=1
Bellpi,pm (sh, ah, h)
]
. (17)
Proof. For all of m ∈ {r} ∪ {ci}i∈D, rearranging the definitions of Bellman errors, we obtain:
Qpi,pm (s, a, h) =
(
Bellpi,pm (s, a, h) +m
?(s, a)
)
+
∑
s′∈S
p?(s′|s, a)V pi,pm (s′, h+ 1)
Qpi,p
?
m? (s, a, h) =
(
Bellpi,p
?
m? (s, a, h) +m
?(s, a)
)
+
∑
s′∈S
p?(s′|s, a)V pi,p∗m∗ (s′, h+ 1)
By definition of the Bellman error, the Bellman error with respect to the true model is equal to 0.
As a result, subtracting the two above equations, we obtain:
Qpi,pm (s, a, h)−Qpi,p
?
m? (s, a, h) = Bell
pi,p
m (s, a, h) +
∑
s′∈S
p?(s′|s, a)
(
V pi,pm (s
′, h+ 1)− V pi,p?m? (s′, h+ 1)
)
.
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Taking expectation over policy pi to select a, the initial state s1, and setting h = 1, we obtain:
Es1
[
V pi,pm
(
s(1), 1
)− V pi,p?m? (s1, 1)] = Epi[Bellpi,pm (s1, a1, 1)]+ Epi[V pi,pm (s2, 2)− V pi,p∗m? (s2, 2)].
Recursively bounding the second term of the RHS as above concludes the lemma.
B.4 Bellman-error regret decomposition (Proposition 3.3)
Proof of Proposition 3.3. The consumption requirement (11) for resource i follows by applying the
simulation lemma (Lemma B.3) on cMDPM(k) and objective m = c(k)i (with corresponding true
objective m? = c?i ) and using that pik is feasible for ConPlanner(p
(k), r(k), c(k)):
Epik,p
?
[ H∑
h=1
c?(sh, ah, i)
]
= Epik
[
V pi,p
?
c?i
(s1, 1)
]
= E
[
V pik,pci (s1, 1)
]
− Epik
[ H∑
h=1
Bellpik,p
(k)
c
(k)
i
(
sh, ah, h)
]
≤ ξ(i) + Epik
[ H∑
h=1
∣∣∣Bellpik,p(k)
c
(k)
i
(
sh, ah, h
)∣∣∣]
Regarding the reward requirement (10), what we wish to bound is:
Epi
?,p?
[ H∑
h=1
r?(sh, ah)
]
− Epik,p?
[ H∑
h=1
r?(sh, ah)
]
= E
[
V pi
?,p?
r? (s1, 1)
]
− E
[
V pik,p
?
r? (s1, 1)
]
the validity of the bonus implies that the modelM(k) is optimistic (Lemma B.2), i.e., we have that
E
[
V pi
?,p?
r? (s1, 1)
]
≤ E
[
V pi
?,p(k)
r(k)
(s1, 1)
]
. If pi? is feasible for ConPlanner(p(k), r(k), c(k)) then, since
pik is the maximizer for this program:
E
[
V pi
?,p(k)
r(k)
(s1, 1)
]
− E
[
V pik,p
?
r? (s1, 1)
]
≤ E
[
V pik,p
(k)
r(k)
(s1, 1)
]
− E
[
V pik,p
?
r? (s1, 1)
]
(18)
= Epik
[ H∑
h=1
Bellpik,p
(k)
r(k)
(
sh, ah, h
)]
where the last equality holds by applying the simulation lemma with m = r. Hence, this proves (10).
What is left to show is that pi? is indeed feasible for ConPlanner(p(k), r(k), c(k)). SinceM(k) is
optimistic and pi? is feasible for the ground truthM?, for all resources i ∈ D:
E
[
V pi
?,p(k)
c
(k)
i
(s1, 1)
]
≤ E
[
V pi
?,p?
c?i
(s1, 1)
]
≤ ξ(i).
This completes the proof of the proposition.
B.5 Bounding the Bellman error
We now provide an upper bound on the Bellman error which arises in the RHS of the regret
decomposition (Proposition 3.3).
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Lemma B.4. Let  > 0. If the bonus b̂k is valid for all episodes k simultaneously then, with
probability at least 1− δ: for all objectives m(k) ∈ {r(k)} ∪ {c(k)i }i∈D, transitions p = p(k), and stages
h, the Bellman error at episode k is upper bounded by:
∣∣∣Bellpik,p(k)
m(k)
(s, a, h)
∣∣∣ ≤ 2H
√
2S ln
(
16SAH2(d+ 1)k2/(δ))
Nk(s, a)
+ S.
Proof of Lemma B.4. Let Ψ be an -net in [−(H − 1), (H − 1)]S . For a fixed value V¯ ∈ Ψ, similar to
Lemma 3.2, with probability 1− δ′, simultaneously for all states s ∈ S, actions a ∈ A, steps h ∈ [H],
episodes k ∈ [K], and objectives m(k) ∈ {r(k)} ∪ {c(k)i }i∈D, it holds that:∣∣∣m(k)(s, a)−m?(s, a) + ∑
s′∈S
(
p(s′|s, a)− p?(s′|s, a)
)
V¯ (s′)
∣∣∣
≤ b̂k(s, a) +H
√
2 ln
(
8SAH(d+ 1)k2/δ′)
Nk(s, a)
Since Ψ is an -net for V¯ , there are (2H/)S potential values. In order to have the above hold
simultaneously for all these values with probability 1− δ, we need to set δ′ = δ
(2H/)S
.
Since the value
(
p(k)(s′|s, a)− p?(s′|s, a))V pik,p
m(k)
(s′, h+ 1) is in [−(H − 1), (H − 1)] for all s′, it holds
that there exists a value V in the -net with distance at most S. As a result, since b̂k(s, a) is valid
for k: ∣∣∣Bellpik,p(k)
m(k)
(s, a, h)
∣∣∣ ≤ ∣∣∣m(k)(s, a)−m?(s, a) + ∑
s′∈S
(
p(k)(s′|s, a)− p?(s′|s, a)
)
V (s′)
∣∣∣
+
∣∣∣ ∑
s′∈S
(
p(k)(s′|s, a)− p?(s′|s, a)
)(
V (s′)− V pik,p(k)
m(k)
(s′, h+ 1)
)∣∣∣
≤ b̂k(s, a) +H
√
2S ln
(
16SAH2(d+ 1)k2/(δ))
Nk(s, a)
+ S.
Upper bounding b̂k(s, a) ≤ H
√
2S ln
(
16SAH2(d+1)k2/(δ))
Nk(s,a)
completes the lemma.
B.6 Final guaraantee for the basic setting (Theorem 3.4)
Proof. The failure probability of the algorithm is δ due to the validity of bonus b̂k(s, a) (Lemma 3.2)
and another δ by the bound on Bellman error (Lemma B.4). When neither failure events occur
(probability 1 − 2δ), Proposition 3.3 upper bounds either of reward or consumption regret by
Epik
[∣∣∣Bellpik,p(k)
m(k)
(sh, ah, h)
∣∣∣]. By Lemma B.4, the Bellman error at episode t, for  > 0, is at most:
∣∣∣Bellpit,p(t)
m(t)
(st,h, at,h, h)
∣∣∣ ≤ 2H
√
2S ln
(
16SAH2(d+ 1)t2/(δ))
Nt(s, a)
+ S
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Summing across all h = 1 . . . H and t = 1, . . . , k, the sum of Bellman errors is at most:
k∑
t=1
H∑
h=1
∣∣∣Bellpit,p(t)
m(t)
(st,h, at,h, h)
∣∣∣
≤
k∑
t=1
H∑
h=1
(
2H
√
2S ln
(
16SAH2(d+ 1)t2/(δ))
Nt(s, a)
+ S
)
≤
∑
s,a
( 2H∑
j=1
2H
√
2S ln
(
16SAH2(d+ 1)k2/(δ
)
+
Nk(s,a)∑
j=H+1
2H
√
4S ln
(
16SAH2(d+ 1)k2/(δ))
j
+ S
)
The second inequality follows since a particular state-action pair may have the same visitations
for H times (as we only update this quantity at the end of the episode). To avoid incurring an
additional dependence on H, we separate the first H visitations of each state-action pair and treat
the bound as if j = 1 for them. 12 For the remaining visitations, j and Nk(s, a) are always within a
factor of 2 and this factor therefore appears within the square root.
We now bound the second term:
∑
s,a
(Nk(s,a)∑
j=H+1
2H
√
4S ln
(
16SAH2(d+ 1)k2/(δ))
j
+ S
)
≤ 2SAH
√
Nk(s, a) ln
(
Nk(s, a)
) · 4S ln (16SAH2(d+ 1)k2/(δ)) + kHS
≤ 2SAH
√
kH · 4S · ln(k) ln (16SAH2(d+ 1)k2/(δ))
SA
+ kHS
≤ 8S
√
AH3 ·
√
k ·
√
ln(k) ln
(
2SAH(d+ 1)k/δ
)
+ 1.
The last inequality holds by setting  = 1kHS .
The first term can be bounded by additive terms that depend only logarithmically on k:
∑
s,a
( 2H∑
j=1
2H
√
2S ln
(
16SAH2(d+ 1)k2/(δ
) ≤ 16S3/2AH2√ln(2SAH(d+ 1)k/δ)
As a result:
k∑
t=1
H∑
h=1
∣∣∣Bellpit,p(t)
m(t)
(st,h, at,h, h)
∣∣∣ ≤ 8S√AH3√k ·√ln(k) ln (2SAH(d+ 1)k/δ)+ 1
+ 16S3/2AH2
√
ln
(
2SAH(d+ 1)k/δ
)
12The reason why we sum until 2H in the first term is since we want to consider all such visitations that occur in
an episode that started with Nk(s, a) < H; the additional factor of 2 in the second term comes since, j/Nt(s, a) ≤ 2 if
Nt(s, a) ≥ H and the j-th visitation happens within the same episode.
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Now we link the additive Bellman error to the expected sum of Bellman errors under the expectation of
the policies {pit} (as needed by Proposition 3.3) via a simple martingale argument. From Lemma F.3,
with probability at least 1− δ, we have:∣∣∣∣∣
k∑
t=1
H∑
h=1
∣∣∣Bellpit,p(t)
m(t)
(st,h, at,h, h)
∣∣∣− k∑
t=1
H∑
h=1
Epit
[
H∑
h=1
∣∣∣Bellpit,p(t)
m(t)
(sh, ah, h)
∣∣∣]∣∣∣∣∣
≤ H1.5
√
2 ln(4k2/δ)k,
where we use the fact that |Bellpi,pm | ≤ 3H due to of Qpi,pm (s, a) ∈ [0, H], m?(s, a) ∈ [0, 1], and
V pi,pm (s) ∈ [0, H]. Combining the above, we conclude the proof.
C Analysis: concave-convex setting (Section 4)
In this section, we prove the main guarantee for the convex-concave setting. Since the regret
decomposition of the basic setting (Proposition 3.3) does not hold direclty as f and g are not linear,
we need to create an analogous regret decomposition (Proposition C.2) for the convex-concave setting.
This can be done by leveraging the Lipschitzness of the functions. Armed with this new regret
decomposition, we can directly call the results we have for for the basic setting (e.g., upper bounds of
Bellman errors) to conclude the regret analysis for the convex-concave setting. The first step leading
to this regret decomposition is to show that pi? is a feasible solution of ConvexConPlanner.
C.1 Feasibility of optimal policy in concave-convex setting (Lemma C.1)
Lemma C.1. If the bonus b̂k is valid (in the sense of Definition 3.1) then policy pi? that maximizes
the objective of the convex-concave setting is feasible in ConvexConPlanner.
Proof. Unlike the linear case, the feasibility of pi?, requires more care. Applying the same dynamic
programming arguments as in Lemma B.2, it follows that:
∀i ∈ D : E
[
V pi
?,p(k)
ĉi,k−bk (s1, 1)
]
≤ Es
[
V pi
?,p?
c?i
(s1, 1)
]
≤ E
[
V pi
?,p(k)
ĉi,k+bk
(s1, 1)
]
.
Letting g˜(α) = E
[
V pi
?,p(k)
ĉi,k+αbk
(s(1), 1)
]
, the above can be rewritten as:
∀i ∈ D : g˜(−1) ≤ E
[
V pi
?,p?
c?i
(s1, 1)
]
≤ g˜(1).
Since g˜(·) is the expected value over the same policy and under the same transitions, it is continuous
with respect to its argument. As a result, applying mean-value theorem on each i separately, there
exists some αi such that g˜(αi) = Es
[
V pi
?,p?
c?i
(s1, 1)
]
. Due to the feasibility of pi? on the true transitions
and consumptions, it holds that g
(
g˜(αi)
)
≤ 0. Hence, selecting estimates ĉi,k + αib̂k creates a
feasible solution for pi? under the estimated transitions of the ConvexConPlanner program. The
final value of pi? at this program maximizes the objective retaining feasibility; hence the existence of
one feasible selection of consumption estimates concludes the proof of the lemma.
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We conclude by remarking that proving optimism feasibility for the concave-convex setting in multiple-
step RL setting is more challenging than that in single-step multi-arm bandit setting Agrawal and
Devanur (2014) since in bandits, there are no transitions. In the proof above, to show that pi? is
feasible in ConvexConPlanner which is defined with respect to p(k), we leverage the fact that
g˜(α) is continuous and a novel application of mean-value theorem to link pi?’s performance in the
optimistic model E
[
V pi
?,p(k)
ĉi,k+αibk
(s1, 1)
]
and pi?’s performance under the real model Es
[
V pi
?,p?
c?i
(s1, 1)
]
.
C.2 Regret decomposition for concave-convex setting
Using the Lipschitz continuous assumption of f and g, we can decompose the regret into a sum of
Bellman errors as before, but scaled by the Lipschitz constant this time.
Proposition C.2. Let L be the Lipschitz constant for f and g. If b̂k(s, a, δ) is valid for all episodes
k simultaneously then the per-episode reward and consumption regrets can be upper bounded by:
f
(
Epi
?,p?
[ H∑
h=1
r?(sh, ah)
])
− f
(
Epik,p
?
[ H∑
h=1
r?(sh, ah)
])
≤ L · Epik
[ H∑
h=1
Bellpik,p
(k)
r(k)
(
sh, ah, h)
])
g
(
Epik,p
?
[ H∑
h=1
c?(sh, ah, i)
])
≤ L
∑
i∈D
·Epik
[ H∑
h=1
∣∣∣Bellpik,p(k)
c
(k)
i
(sh, ah, h)
∣∣∣]
Proof. We first prove the reward requirement. Let r(pi) be the solution of the inner maximization
program for policy pi, and we define r(k) = r(pik). For notational convenience, we denote V
pi,p
m =
Epi,p
[
V pi,pm
]
Since r?(s, a) ∈ [r̂(s, a)− b̂k(s, a, δ), r̂(s, a) + b̂k(s, a, δ)] and the bonus b̂k is valid, similar
to Lemma B.2, it holds:
V pi
?,p?
r? ∈
[
V pi
?,p(k)
r̂−b , V
pi?,p(k)
r̂+b
]
. (19)
As a result, by mean-value theorem, there exists α ∈ [−1, 1] such that V pi?,p?r? = V pi
?,p(k)
r̂+αb . Since pik is
the maximizer of ConvexConPlanner and pi? is feasible for that program, it holds that:
f
(
V pik,p
(k)
r(pik)
)
≥ f
(
V pi
?,p(k)
r(pi?)
)
≥ f
(
V pi
?,p(k)
r̂+αb
)
=f
(
V pi
?,p?
r?
)
, (20)
where the second-to-last inequality holds since r(pi?) is the maximizer of the inner program for pi?
and the equality holds by (19).
We are now ready to provide the equivalent of the regret decomposition:
f(V pi
?,p?
r? )− f(V pik,p
?
r? ) ≤ f(V pik,p
(k)
r(pik)
)− f(V pik,p?r? ) ≤ L ·
∣∣∣V pik,p(k)r(pik) − V pik,p?r? ∣∣∣
≤ L · Epik
(
H∑
h=1
Bellpik,p
(k)
r(k)
(
sh, ah, h
))
where the first inequality holds by (20). the second inequality by Lipschitzness and the last inequality
holds by simulation lemma (Lemma B.3).
For the consumption requirement, since pik is feasible in ConvexConPlanner, denoting again by
c(pi) the consumption in the maximizer for policy pi in the inner mathematical program. Same as
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above we define c(k) = c(pik). It holds that:
g
(
Epik,p
(k)
[ H∑
h=1
ch(pik)
])
≤ 0 (21)
As a result,
g
(
Epik,p
?
[ H∑
h=1
c?h
])
− g
(
Epik,p
(k)
[ H∑
h=1
ch(pik)
])
≤ L
∥∥∥∥∥Epik,p?[
H∑
h=1
c?h
]
− Epik,p(k)
[ H∑
h=1
ch(pik)
]∥∥∥∥∥
1
=L
∑
i∈D
∣∣∣Epik,p?[ H∑
h=1
c?h(i)
]
− Epik,p(k)
[ H∑
h=1
ch(pik, i)
]∣∣∣
≤ L ·
∑
i∈D
Epi
(
H∑
h=1
∣∣∣Bellpik,p(k)
c
(k)
i
(
sh, ah, h
)∣∣∣) ,
where again we applied Lipschitness and simulation lemma.
C.3 Concave-convex theorem (Theorem 4.1)
Proof of Theorem 4.1. The proof follows similarly to the proof of Theorem 3.4 by replacing Proposi-
tion 3.3 with Proposition C.2. The linear dependency on d in the consumption regret comes from
the fact that the Lipschitzness of g is defined in L1 norm.
D Analysis: Knapsack setting (Section 5)
In this section, we prove the guarantee for the hard-constraint setting. The goal is to show that
over K episodes, our algorithm has sublinear reward regret comparing to the best dynamic policy
(formally defined in Appendix D.2), while satisfying hard budget constraints with high probability.
D.1 Theorem with hard constraints (Theorem 5.1)
Proof of Theorem 5.1. We denote by Opt the expected total reward of pi?. Consider now the policy
pi? that selects the null policy with probability  and follows pi? otherwise. This policy is feasible for
(13); as a result the expected reward pi? for (13) is at least (1− )Opt. Since the total reward is
upper bounded by KH, it therefore holds that:
K∑
k=1
Epi
?
[ H∑
h=1
r?
(
sh, ah
)] ≥ (1− )Opt ≥ Opt− KH (22)
In the high-probability event where the regret guarantee of AggReg(δ) does not fail, the reward of
the algorithm is at least:
K∑
k=1
H∑
h=1
rk,h ≥
K∑
k=1
Epi
?
[ H∑
h=1
r?(sh, ah)
]
−AggReg(δ), (23)
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Combining (22) and (23), with probability 1− δ, the reward regret with respect to pi? is at most:
RewReg(K) ≤ 1
K
AggReg(δ) + H (24)
We now focus on the consumption. Since we optimize (13), for any resource i ∈ D, when the regret
guarantee AggReg(δ) against pi? does not fail and given that pi? is feasible for (13), it holds that:
K∑
k=1
H∑
h=1
ck,h,i ≤
K∑
k=1
Epi
?
[ H∑
h=1
c
(
sh, ah, i
)]
+AggReg(δ) ≤ (1− )Bi +AggReg(δ)
Hence, when the regret guarantee AggReg(δ) does not fail, the consumption is less than Bi for all
i as long as  ≥ AggReg(δ)miniBi . Moreover  is a probability as a result it should also be less than 1 which
holds when miniBi ≥ AggReg(δ). Applying on (24) and assuming without loss of generality that
KH > miniBi (otherwise the setting is essentially unconstrained), the reward regret is at most
RewReg(K) ≤ 2HAggReg(δ)
miniBi
.
D.2 Dynamic policy benchmark
We call a policy dynamic if it maps the entire history to a distribution over the action space.
Specifically we denote history Hk,h as the history that contains all the information from the
beginning of the first episode to the end of the step h − 1 at the k-th episode plus the state at
step h in episode k. At any episode k and step h, a dynamic policy pi(·|Hk;h) ∈ ∆(A) maps history
Hk;h to a distribution over action space. We denote Πdynamic as the set of all dynamic policies
that satisfies the budget constraints deterministically, i.e., for any pi ∈ Πdynamic, when executed
for K episodes in the MDP, we have
∑K
k=1
∑H
h=1 ci(sk,h, ak,h) ≤ Bi for all i ∈ D, deterministically.
Ideally we want to compare against the best dynamic policy that maximizes the expected total
reward maxpi∈Πdynamic E
pi
[∑K
k=1
∑K
h=1 rk,h
]
. We denote such an optimal dynamic policy as pi? and
its expected total reward across K episodes as
Opt := max
pi∈Πdynamic
Epi
[
K∑
k=1
K∑
h=1
rk,h
]
.
The lemma below shows that indeed the stationary Markovian policy pi? actually achieves no smaller
expected total reward across K episodes than that of the best dynamic policy.
Lemma D.1. The reward of the policy pi? maximizing program (1) with ξ(i) = BiK is at least as large
as the per-episode reward of the optimal dynamic policy that is subject to hard constraints instead:
Epi
?
[ H∑
h=1
r?
(
sh, ah
)] ≥ 1
K
max
pi∈Πdynamic
Epi
[ K∑
k=1
H∑
h=1
r(sk,h, ak,h)
]
=
Opt
K
.
Proof. Denote pi? as the optimal dynamic policy from Πdynamic. Any policy induces a state-action
distribution at episode k and stage h, denoted as ρpi(s, a;h, k), which stands for the probability of
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pi visits state-action pair (s, a) at stage h in episode k. Denote ρpi(s, a;h) =
∑K
k=1 ρpi(s, a;h, k)/K
which stands for the probability of pi visiting (s, a) at stage h. We have:∑
a
ρpi(s
′, a;h, k) =
∑
s,a
ρpi(s, a;h− 1, k)p?(s′|s, a), ∀s′,
due to the Markovian transition p?(s′|s, a), which implies that:∑
a
ρpi(s
′, a;h) =
∑
s,a
ρpi(s, a;h− 1)p?(s′|s, a),∀s′.
Hence, ρpi(s, a;h) satisfies the flow constraints, and hence induces a stationary Markovian policy:
pipi(a|s) ∝ ρpi(s, a;h)/
∑
a
ρpi(s, a;h),
and pipi induces state-action visitation distribution that are exactly equal to ρpi(s, a;h).
Note that pi? satisfies the budget constraints deterministically, which means in expectation, it will
satisfies the constraints as well, i.e.,
K∑
k=1
H∑
h=1
∑
(s,a)
ρpi?(s, a;h)ci(s, a) ≤ Bi, ∀i ∈ D,
which implies that in expectation, for pipi? , we have that for all i ∈ D:
Epip˜i?
[
H∑
h=1
ci(sh, ah)
]
=
H∑
h=1
∑
(s,a)
ρpip˜i? (s, a, h)ci(s, a) =
K∑
k=1
H∑
h=1
∑
(s,a)
ρpi?(s, a;h)ci(s, a)/K ≤ Bi/K.
This means that pipi? is a feasible solution of the hard-constraint program.
Similarly, we have that the expected per-episode total reward of pi? is the same as the expected total
reward of pipi? :
Epip˜i?
[ H∑
h=1
rh(sh, ah)
]
=
1
K
Epi
?
[
K∑
k=1
H∑
h=1
rk,h
]
.
Hence, due to the optimality of pi?, we immediately have:
Epi
?
[ H∑
h=1
rh
]
≥ Epip˜i?
[ H∑
h=1
rh
]
=
1
K
Epi
?
[ K∑
k=1
H∑
h=1
rk,h
]
.
Since our approach incurs sublinear regret with respect to pi?, it follows from the above lemma that
it incurs sublinear regret with respect to Opt – the total reward across K episodes from the best
dynamic policy.
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E Experimental details
In the experiments, both ApproPO and RCPO use the same policy gradient algorithm, specifically,
Advantage Actor-Critic (A2C) Mnih et al. (2016) as the learning algorithm. We implemented
ConRL using two version of LagrConPlanner (see algorithm 2 below) as ConPlanner in which
the planner is either value iteration (exact planner) or A2C (approximate planner similar to Dyna
model-base RL Sutton (1991)) using fictitious samples. All three algorithms have outer-loop learning
rates which we tuned while hyperparameters used for A2C is same across all three methods. Here,
we report the result for the best learning rate for each method.
TFW-UCRL2 gives fixed weights to reward and constraint violation and maximizes a scalar function.
Therefore we tuned TFW-UCRL2 for different weights and the reported result is for the best weight.
E.1 LagrConPlanner
Our theoretical results posit that ConPlanner is solved optimally, which can be indeed achieved
via linear programming (see Appendix A). However in our experiments it suffices to use a general
heuristic for ConPlanner. Our approach is to Lagrangify the constraints, and create a min-max
mathematical program with the Lagrangean objective:
min
∀i∈D:λ(i)≤0
max
pi
(
Epi,p
(k)
[ H∑
h=1
r(k)
(
sh, ah
)]
+
∑
i∈D
λ(i)
(
Epi,p
(k)
[ H∑
h=1
c(k)
(
sh, ah, i
)]− ξ(i)).
Define pseudo-reward r(k)λ as
r
(k)
λ (s, a) = r
(k)(s, a) +
∑
i∈D
λ(i)[c(k)(s, a)− ξ(i)]
With a fixed choice of Lagrange multipliers {λ(i)}i∈D, this is an unconstrained planning program
which we refer to as Planner(p(k), r(k)λ ) and it can be solved by a planning oracle.
We update Lagrange multipliers via projected gradient descent Zinkevich (2003). The overhead
of ConPlanner is computational, as we do not require new samples. The full procedure is in
Algorithm 2. The near-optimality of Algorithm 2 can be proved by leveraging the fact that we are
iteratively updating pi and λ using no-regret online learning procedure (Best Response for pi and
OGD for λ) (e.g., Cesa-Bianchi and Lugosi (2006)). We omit the analysis for Algorithm 2 as it is
not the main focus of this work.
In our experiments, two versions of Planner have been implemented: Value Iteration (exact planner)
and A2C with fictitious samples (approximate planner)
Value Iteration as Planner This program takes p and r as input. Finite horizon value iteration
is simply solving the following acyclic dynamic program.
Q(s, a, h) =
{
0 h = H + 1
r(s, a) +
∑
s′
[
p(s′|s, a) maxa′ Q(s′, a′, h+ 1)
]
h = 1, . . . ,H
then the optimal policy for step h is computed as
pih(s) = argmaxaQ(s, a, h)
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Algorithm 2 Lagrangean-based Constrained Planner (LagrConPlanner)
1: hyper-parameters: learning rate η
2: Input: Estimates p̂k, r̂k, ĉk and bonus bˆk
3: Compute bonus-enhanced modelM(k) = (p(k), r(k), c(k))
p(k)(s′|s, a) = p̂k(s′|s, a) ∀s, a, s′
r(k)(s, a) = r̂k(s, a) + b̂k(s, a) ∀s, a
c(k)(s, a, i) = ĉk(s, a, i)− b̂k(s, a) ∀s, a, i ∈ D
4: Initialize Lagrange parameters λ1(i)← 0 for i ∈ D
5: for Iteration k from 1 to N do
6: Define
r
(k)
λ (s, a) = r
(k)(s, a) +
∑
i∈D
λ(i)[c(k)(s, a)− ξ(i)]
7: pik ← Planner(p(k), r(k)λ )
8: λk+1(i)← min
{
0, λk(i)− ηEpik,p(k)
[∑H
h=1[c
(k)(sh, ah, i)]− ξ(i)
]}
∀i ∈ D
9: end for
10: Return mixture policy pi := 1N
∑N
k=1 pik
and the algorithm returns the H-step policy
pi = (pi)Hh=1
A2C with fictious samples as Planner This program takes p and r as input. Since we have
the full model (p and r) we can make fictitious episodes (not adding to sample complexity) and use
those samples to train our A2C agent. The algorithm is given Algorithm 3 (Parameterized policy piθ
and value function estimate Vθ)
E.2 Hyperparameter Tuning
Both ConRL-A2C and RCPO used the Adam optimizer. For our method we performed a hyper-
paramter search on both domains over the following values in Table 1; selected values are given in
Table 2. Note that reset row refers to when using the A2C planner during each call to the planner
we tried the following options: (warm-start) reuse previous weights and reset the optimizer (warm
-start), or (continue) continue learning using the previous weights (continue) and optimizer, or (none)
reset the model weights and optimizer.
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Algorithm 3 A2C planner with fictitious samples
1: hyper-parameters: learning rate η, α ∈ [0, 1]
2: Input: transitions p, reward function r
3: Define A2C loss
L(θ) = Epiθ,p[
H∑
h=1
− log piθ(ah|sh)(R(h)− Vθ(sh)) + α(R(h)− Vθ(sh))2]
R(h) =
H∑
h′=h
r(sh, ah)
4: Initialize θ arbitrarily
5: for Iteration i from 1 to T do
6: Emulate an episode by running piθ on MDP with transitions p and reward function r
7: update θ ← θ − η∇θL(θ)
8: end for
9: Return piθ
Table 1: Considered Hyperparameters
Hyperparameter Values Considered
A2C learning rate 10−2, 10−3, 10−4
lambda learning rate 100, {1, 2, 5} × 10−1, 2× 10−2, 10−3, 2× 10−3
reset warm-start, continue, none
conplanner iterations 10, 20, 30, 50, 100, 150, 200, 250
A2C Entropy coeff 10−3
A2C Value loss coeff 0.5
F Concentration tools
This section contains general concentration inequalities that are not tied with the constrained RL
setting considered in the paper.
Lemma F.1 (Hoeffding). Let {Xi}Ni=1 be a set with each Xi i.i.d sampled from some distribution
and E[Xi] = 0 for all i and maxi |Xi| ≤ b. Then with probability at least 1− δ, it holds that:∣∣∣∣∣ 1N
N∑
i=1
Xi
∣∣∣∣∣ ≤ b
√
2 ln(2/δ)
N
.
Lemma F.2 (Anytime version of Hoeffding). Let {Xi}∞i=1 be a set with each Xi i.i.d sampled from
some distribution and E[Xi] = 0 for all i and maxi |Xi| ≤ b. Then with probability at least 1− δ, for
any N ∈ N+, it holds that: ∣∣∣∣∣ 1N
N∑
i=1
Xi
∣∣∣∣∣ ≤ b
√
2 ln(4N2/δ)
N
.
Proof. We first fix N ∈ N+ and apply standard Hoeffding (Lemma F.1) with a failure probability
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Table 2: Selected Hyperparameters
Hyperparameter Gridworld Box
A2C learning rate 10−3 10−3
lambda learning rate 2× 10−1 10−2
reset none none
conplanner iterations 10 10
A2C Entropy coeff 10−3 10−3
A2C Value loss coeff 0.5 0.5
δ/N2. Then we apply a union bound over N+ and use the fact that
∑
N>0
δ
2N2
≤ δ to conclude the
lemma.
The following lemma is used when bounding the final regret in the above analysis where we bound the
difference between the cumulative Bellman error along the empirical trajectories and the cumulative
Bellman error under the expectation of trajectories (the expectation is taken with respect to the
policies generating these trajectories cross episodes).
Lemma F.3. Consider a sequence of episodes k = 1 to K, a sequence of policies {pik}Kk=1, and a
sequence of functions {fk}Kk=1 with corresponding filtration {Fk} with pik ∈ Fk−1 and fk ∈ Fk−1. Each
policy pik generates a sequence of trajectory {sk;h, sk;h}Hh=1. Denote a function fk : S ×A → [0, 3H],
with fk ∈ Fk−1. With probability at least 1− δ, for any K, we have:∣∣∣∣∣
K∑
i=1
H∑
h=1
fk(sk;h, ak;h)−
K∑
k=1
Epik
(
H∑
h=1
fk(s(h), a(h))
)∣∣∣∣∣ ≤ H1.5√2 ln(4K2/δ)K.
Proof. Denote the random variable vk;h = fk (sk;h, ak;h). Denote Ek;h as the conditional expectation
that is conditioned on all history from the beginning to time step h (not including step h) at episode
k. Note that we have: Ek;h [vk] = Epik (fk (sk;h, ak;h)). Note that |vk;h| ≤ 3H for any k, h by the
assumption on fk. Hence, {vk;h}k,h forms a sequence of Martingales. Applying Hoeffding’s inequality,
we have with probability at least 1− δ,∣∣∣∣∣
K∑
k=1
H∑
h=1
vk;h −
K∑
k=1
Epik
(
H∑
h=1
fk(s(h), a(h))
)∣∣∣∣∣ ≤ 3H√2 ln(2/δ)KH = 3H1.5√2 ln(2/δ)K.
Assigning failure probability δ/k2 for each episode k and using a union bound over all episodes
conclude the proof.
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