The intersection distribution of a polynomial f over finite field Fq was recently proposed in Li and Pott (arXiv:2003.06678v1), which concerns the collective behaviour of a collection of polynomials {f (x) + cx | c ∈ Fq}. The intersection distribution has an underlying geometric interpretation, which indicates the intersection pattern between the graph of f and the lines in the affine plane AG(2, q). When q is even, the long-standing open problem of classifying o-polynomials can be rephrased in a simple way, namely, classifying all polynomials which have the same intersection distribution as x 2 . Inspired by this connection, we proceed to consider the next simplest case and derive the intersection distribution for all degree three polynomials over Fq with q both odd and even. Moreover, we initiate to classify all monomials having the same intersection distribution as x 3 , where some characterizations of such monomials are obtained and a conjecture is proposed. In addition, two applications of the intersection distributions of degree three polynomials are presented. The first one is the construction of nonisomorphic Steiner triple systems and the second one produces infinite families of Kakeya sets in affine planes with previously unknown sizes.
Introduction
Throughout this paper, let F q = F p m be a finite field with characteristic p and f a polynomial over F q .
The intersection distribution of f originates from an elementary problem concerning the interaction between the graph {(x, f (x)) | x ∈ F q } of f and the lines in the classical affine plane AG (2, q) . More precisely, for 0 ≤ i ≤ q, we ask about the number of affine lines intersecting the graph of f in exactly i points. Note By definition, for 0 ≤ i ≤ q, there are exactly M i (f, b) lines among the parallel class of q affine lines {y = bx + c | c ∈ F q }, which intersect the graph of f in i points. From now on, we use F * q to denote the set of nonzero elements in F q . Remark 1.4.
(1) By definition, for a polynomial f over F q and 0 ≤ i ≤ q, we have
Hence, the multiplicity distribution of f implies its intersection distribution.
(2) Let f (x) = n i=0 a i x i , where n ≥ 2 and a n = 0. Note that for each 0 ≤ i ≤ q, we have M i (f, b) = M i (a −1 n (f − a 1 x − a 0 ), a −1 n (b − a 1 )). Hence, in order to compute the intersection distribution of f , one can assume without generality that a 1 = a 0 = 0 and a n = 1.
(3) Let f be a permutation polynomial and f −1 be its inverse. Clearly, M 1 (f, 0) = M 1 (f −1 , 0) = q.
Moreover, note that for b ∈ F * q , the two equations f (x) − bx − c = 0 and f −1 (x) − 1 b x + c b = 0 have the same number of solutions. Hence, f and f −1 have the same multiplicity distribution and therefore, the same intersection distribution.
We remark that in general, computing the intersection and multiplicity distributions is a nontrivial problem. In [22, Appendix B] , the multiplicity distributions of monomials x d over F q , where d ∈ {p i , p i + 1, q−1 2 , q+1 2 , q − 2, q − 1}, have been determined. Indeed, combining [22, Propositions B.1, B.9] and Remark 1.4(1)(2), we have the following proposition. For the sake of simplicity, from now on, we only list the first few values of the intersection distribution v i (f ) and multiplicity distribution M i (f, b) with i at most 4, and the unmentioned values are all zeros. Proposition 1.5. Let x 2 be a monomial over F q .
(1) If p = 2, then      M 0 (x 2 , 0) = 0, M 1 (x 2 , 0) = q, M 2 (x 2 , 0) = 0,
(2) If p is odd, then for each b ∈ F q ,
In particular, for each polynomial f over F q with degree two, we have v 0 (f ) = q(q − 1) 2
, v 1 (f ) = q, v 2 (f ) = q(q − 1) 2 .
(1.1)
Consequently, the intersection distribution of polynomials with degree two is clear. We remark that f having degree two forces v i (f ) = 0 for each i > 2, so that the intersection distribution (1.1) follows from Proposition 1.2. A natural question is, if we drop the degree two condition, is there any other polynomial which has intersection distribution (1.1)? Historically, this problem has been intensively studied in terms of classifying ovals or hyperovals in the classical projective planes (see [18, Chapter 8] for instance). When q is odd, a famous result due to Segre [24] indicates each polynomial f satisfying (1.1) is in some sense equivalent to x 2 . On the other hand, when q is even, the situation is much more subtle. In this case, a polynomial f with the same intersection distribution as x 2 is called an o-polynomial. The classification of o-polynomials, especially o-monomials, is a long-standing problem which has attracted much attention (see [7, 8, 18, 26] and the references therein).
In this paper, we pursue a result analogous to the one stated above. More precisely, we take one step forward to consider the intersection distribution of degree three polynomials. This is the next simplest case as the degree three condition ensures that v i (f ) = 0 for each i > 3. Together with Proposition 1.2, the intersection distribution of each degree three polynomial f can be determined by exactly one of v i (f ), 0 ≤ i ≤ 3. By Remark 1.4 (2) , it suffices to determine the intersection distribution of x 3 − ax 2 for each a ∈ F q , and we have the following complete description.
If p = 3 and a = 0, then we have
In order to derive the above theorem, we present a detailed computation determining the multiplicity distribution of degree three polynomial x 3 − ax 2 in Section 2. To achieve this, we consider the number of F q -solutions to
where c ∈ F q and β is either 1 or a primitive element of F q . When the equation has at least one solution
x 0 ∈ F q , we give a characterization of the number of F q -solutions in terms of x 0 . In Section 3, we proceed to consider a much more challenging problem, namely, determining all monomials which has the same intersection distribution as x 3 . Although a complete answer is by far elusive, we make some detailed analysis and present strong restrictions to these monomials. Moreover, based on the numerical experiment, we propose a conjecture classifying all monomials having the same intersection distribution as x 3 . As an application, in Section 4, we observe that polynomials over F 3 m with intersection distribution (1.3) produces Steiner triples systems. Interestingly, some numerical results indicate that certain distinct monomials satisfying (1.3) generate nonisomorphic Steiner triple systems. In Section 5, applying the multiplicity distribution of x 3 − ax 2 , we construct several infinite families of Kakeya sets in affine planes, whose sizes are different from the known ones. Section 6 concludes the paper.
2 The multiplicity and intersection distributions of degree three polynomials In this section, we consider the multiplicity distribution of degree three polynomial. In view of Remark 1.4(2), we only need to consider the degree three polynomial of the form
From now on, we always denote a primitive element of finite field F q by α. Given a finite field F q and a positive integer N | q − 1, we use C (N,q) 0
to denote the set consisting of nonzero N -th powers in F q . Suppose α is a primitive element of F q , then for 0
when q is odd, we know that C
is the set of nonzero squares and C (2,q) 1
and
Proof. In all the three cases, the expression of
with a = 0. For this purpose, we consider the number of solutions in F q to the equation
If p = 2 or p > 3, namely, gcd(3, q) = 1, dividing a 3 on both sides and replacing x a with x, we have
. The rest follows easily. If p = 3, namely, gcd(3, q) = 3, dividing a 3 on both sides and replacing x a with x, we have
Note that M i (x 3 , 0) is easy to compute. Moreover, when p = 3, M i (x 3 , 1) and M i (x 3 , α) are also straightforward.
(2) When p = 3, we have
(3) When p > 3, we have
Now we introduce the concept of cyclotomic number, which will be used later. For 0 ≤ i, j ≤ 1, define the cyclotomic numbers of order 2 as
The cyclotomic numbers of order 2 are well known, see for instance [25] . Lemma 2.3. Let q be an odd prime power. If q ≡ 1 (mod 4), we have
Employing the cyclotomic numbers of order 2, we proceed to prove the following preparatory lemma.
Lemma 2.4. Let Tr be the absolute trace defined on F q . For the equations
assume that x 0 ∈ F q is a solution.
(1) When p = 2, we have
Consequently,
if m even.
Consequently, we have
(3) When p > 3, for β ∈ {1, α} and
if p ≡ 1 (mod 12) or m even,
if p ≡ 7 (mod 12) and m odd,
if p ≡ 5 (mod 12) and m odd,
if p ≡ 11 (mod 12) and m odd.
Proof. We first prove (1) . Suppose x 3 − x − c = 0 has exactly two solutions in F q . Then
Comparing the coefficients, we have x 1 = 0, x 2 = 1, and c = 0. Therefore, M 2 (x 3 , 1) = 1 as x 3 − x − c = 0 has exactly two solutions in F q if and only if c = 0 and the two solutions are 0 and 1. Next, we proceed to consider when x 3 −x−c = 0 has exactly one or three solutions. 
and therefore, the value of M 0 (x 3 , 1) follows immediately. Similar arguments lead to the values of M i (x 3 , 1) when m is even.
The proofs of (2) and (3) are very similar to each other. Below, we only prove (3) with β = α. Suppose
} are two sets of solutions. Next, we proceed to consider when x 3 − αx − c = 0 has exactly one or three solutions. Since 
. We first consider the case of q ≡ 1 (mod 4). If 3 ∈ C
, then the number of nonzero square
, is equal to (1, 0) q = q−1 4 . Note that when x 0 = 0, we have 1 −
. Thus,
Similarly, the number of nonzero square
, is equal to (0, 0) q = q−5 4 . Note that when x 0 = 0, we have 1 −
, is equal to (0, 1) q − 1 = q−5 4 . Note that a minus one appears in the previous equation, as 1 −
if p ≡ 1, 11 (mod 12) or m even,
if p ≡ 5, 7 (mod 12) and m odd.
Hence, q ≡ 1 (mod 4) and 3 ∈ C
is equivalent to p ≡ 1 (mod 12) or m even. Similarly, q ≡ 1 (mod 4)
is equivalent to p ≡ 5 (mod 12) and m odd. Therefore, two out of the four cases in (3) with β = α have been completed by the above argument. Applying an analogous approach to the q ≡ 3 (mod 4) case, we complete the proof of (3) with β = α.
Remark 2.5. We note that for F q = F 2 m , the value of M i (x 3 , 1) has been computed in [20, Appendix] .
Moreover, as a special case, the multiplicity distribution of x 3 follows from the result of Bluher [3, Theorem
Combining Lemmas 2.1, 2.2 and 2.4, we can completely determine the multiplicity distribution of degree three polynomials.
Theorem 2.6. The multiplicity distribution of f (x) = x 3 − ax 2 over F q = F p m is as follows.
(1) When p = 2, if m odd, then we have
and if m even, then we have
Moreover,
where a = 0 and b ∈ F q .
(3) When p > 3, if p ≡ 1 (mod 12) or m even, or p ≡ 7 (mod 12) and m odd, set
Then we have
If p ≡ 5 (mod 12) and m odd, or p ≡ 11 (mod 12) and m odd, set
According to Remark 1.4(1), Theorem 1.6 immediately follows from Theorem 2.6.
Lower and upper bounds on the non-hitting index v 0 (f ) involving q, d and |N f | were derived in [22, Proposition 3.4]. More precisely, we have
Since the size of N f is in general difficult to compute, the tightness of the bounds in (2.1) remains unclear.
On the other hand, Theorem 1.6 provides some instances where the bounds are actually tight, which can be achieved by polynomials of the form x 3 − ax 2 . In fact, the lower bound in (2.1) is tight, when p = 2, m odd, or p ≡ 5, 11 (mod 12), m odd, or p = 3, a = 0. The upper bound in (2.1) is tight, when p = 3 and a = 0.
Let f be a polynomial over
Employing Theorem 2.6, we can derive the intersection distribution of some other monomials closely related to degree three polynomials.
Then the following holds.
(1) If p = 2, m odd and
(2) If p = 2, m even and
Proof. We only prove (4), since the other cases are similar. For b, c ∈ F q , consider the number of solutions to the equation x q−3 − bx − c = 0. Note that 0 is a solution if and only if c = 0. Clearly,
If c = 0, then it is easy to see that every nonzero solution to x q−3 − bx − c = 0 is also a nonzero solution to . Thus, it remains to compute M * i (x 3 , c), for each c ∈ F * q . Employing Theorem 2.6(3), we have
if p ≡ 1 (mod 12) or m even, −1 if p ≡ 7 (mod 12) and m odd.
Combining the above observations, we derive the intersection distribution.
So far, not much is known about the non-hitting index of monomials. Employing Theorems 1.6 and 2.8, in in the following cases:
(2) When p = 3, the monomial x d has intersection distribution (1.3) in the following case:
(3) When p > 3, the monomial x d has intersection distribution (1.2) in the following cases:
is the inverse of 3 modulo q − 1.
The proof of the above theorem follows from Remark 3.3 below. As we shall see, Theorem 3.1 contains the obvious monomials having the same intersection distribution as x 3 . Besides, there are more monomials which are conjectured to have the same intersection distribution as x 3 .
Conjecture 3.2.
A numerical experiment considers all monomials over F q in the following ranges:
· p = 2 and 1 ≤ m ≤ 21, · p = 3 and 1 ≤ m ≤ 13, · p > 3 and q ≤ 10 5 .
Based on the numerical result, we propose the following two conjectures. are closely related to quadratic monomials, since for each b, c ∈ F q , the equations x −2 i − bx − c = 0 and bx 2 i +1 − cx 2 i − 1 = 0 have the same nonzero solutions, and replace x by 1 y in the latter one, we have y 2 i +1 − cy − b = 0, which goes back to the quadratic monomials case. Each monomial in Family (1c) has an inverse belonging to the same family. and m being odd. Hence, Family (3b) consists of the inverses of Family (3a) whenever they exist.
(3) According to Parts (1) and (2), when p = 3, all monomials having the same intersection distribution as x 3 , are the obvious ones. In contrast, the p = 3 case is more interesting since some less obvious monomials occur. On one hand, the Family (2a) contains linearized monomials, whose proof is easy (see for instance [22, Table 3 .1]). Moreover, each monomial in Family (2a) has an inverse belonging to the same family. On the other hand, the two more families in Conjecture 3.2(1) are still mysterious.
(4) It is worthy to note that the exponents in Conjecture 3.2(1) are all three-valued decimations in regard to the cross-correlation distribution of ternary m-sequences (see [11, Theorem 6(A)] and [17, Theorem 4.9]). We note that for 1 ≤ i ≤ m − 1, the decimations d and 3 i d have the same cross-correlation distribution. On the other hand, we think the intersection distribution is a more subtle property, since
Next, we make some progress towards Considering monomials with intersection distribution (1.2), we need to understand under what conditions, there are exactly q − 1 distinct 2-secant lines to G f . As a preparation, we have the following two lemmas.
We write g d (x) = x d −1
x−1 and use H q,d = {g d (x) | x ∈ F q \ {1}} to denote the image set of g d (x) over F q \ {1}. The following lemma is easy to see. Lemma 3.4. Let f be a polynomial over F q . For distinct x 1 , x 2 ∈ F q with x 1 = 0, write y = x2 x1 ∈ F q \ {1}. Then we have the following.
has exactly one solution x = x 2 . In particular, if f (x) = x d , then the two (2) For f (x) = x d and each y ∈ F q \ {1} such that y d −1 y−1 has exactly one preimage y under g d , the q − 1 pairs of distinct points {{(
where no element in {y ′ 1 , y ′ 2 , · · · , y ′ t } is the inverse of any other element. Then there are exactly (s + t)(q − 1) distinct 2-secant lines to G f .
has exactly two solutions. In particular, if f (x) = x d , then the two points In the case that z ∈ H q,d has exactly one preimage under g d , we have the following lemma providing crucial information about the images and preimages of g d .
Then we have the following:
(1) If z = 0, then q is odd, d is even and y = −1.
(2) If y / ∈ {0, −1}, then z / ∈ {0, 1}, and y −d+1 z / ∈ {0, 1, z} also has exactly one preimage 1 y ∈ F q \ {0, ±1}.
(3) If q is even and H q,d has exactly one element z with exactly one preiamge y under g d , then (y, z) = (0, 1). (2) Since y = −1, by Part (1), z = 0 and 1 y = −1. Since y = 0, then z = 1 and y −d+1 = 1, which implies y −d+1 z = z and y = 1. Since z = y d −1 y−1 , we have y −d+1 z = (1/y) d −1 (1/y)−1 . By Lemma 3.4(1), y −d+1 z = (1/y) d −1
(1/y)−1 has exactly one preimage 1 y ∈ F q \ {0, ±1} under g d . As the image of 1 y / ∈ {0, ±1} under g d , the element
(3) Since H q,d has exactly one element z with exactly one preimage y under g d , by Part (2), y ∈ {0, −1}.
Note that q being even forces y = 0. Consequently, (y, z) = (0, 1). (1) Each element in H q,d has either one or two preimages under g d . Furthermore, the number of elements in H q,d having exactly one preimage under g d is either one or two.
(2) If q is even, then there exists exactly one element z ∈ H q,d with exactly one preimage y under g d , where
(y, z) = (0, 1).
(3) If q is odd, then there exist exactly two elements z, z ′ ∈ H q,d with exactly one preimage under g d , say
y, y ′ respectively, where y / ∈ {0, −1}, y ′ = 1 y and z ′ = y −d+1 z.
Proof. (1) Since v i (f ) = 0 for each i > 3, then by Lemma 3.4, each element in H q,d has either one or two preimages. Consider the number of elements in H q,d , which has exactly one preimage. By Lemmas 3.4(2), if this number is either zero or at least three, then v 2 (f ) = 0 or v 2 (f ) ≥ 2(q − 1), which contradicts (1.2).
Hence, the number is either one or two.
(2) If q is even, then the preimage set F q \ {1} has odd size q − 1. Combining Part (1) and the parity, there exists exactly one element z in H q,d , which has exactly one preimage y under g d . By Lemma 3.5(3), we have (y, z) = (0, 1).
(3) If q is odd, then the preimage set F q \ {1} has even size q − 1. Combining Part (1) and the parity, there exists two elements z, z ′ ∈ H q,d with exactly one preimage under g d . Suppose z = g d (y) and z ′ = g d (y ′ ). By (4) If 0 / ∈ H q,d , then clearly (d, q − 1) = 1. If 0 ∈ H q,d , then 0 has exactly either one or two preimages under g d . If 0 has exactly one preimage under g d , then by Lemma 3.5(1), we have q being odd and the preimage is −1. This contradicts Part (3). Hence, 0 has exactly two preimages under g d and therefore (d, q − 1) = 3.
Consequently, we have the following necessary and sufficient condition characterizing monomials over F q satisfying (1.2), when q is not divisible by 3. (1) If q is even, then 0 is the only preimage of 1 ∈ H q,d under g d and g d | Fq\{0,1} is 2-to-1.
(2) If q is odd, then there exist exactly two elements z, z ′ ∈ H q,d with exactly one preimage under g d , say
y, y ′ respectively, where y / ∈ {0, −1}, y ′ = 1 y and z ′ = y −d+1 z, and g d | Fq\{1,y,y ′ } is 2-to-1.
In both q even and odd cases, we have
Proof. The necessity follows from Theorem 3.6 and we only need to consider the sufficiency. For Part (1) Together with Proposition 1.2, we conclude that f satisfies (1.2). The greatest common divisor (d, q − 1)
follows from the 2-to-1 property.
Similarly, we have the following necessary and sufficient condition characterizing monomials over F q satisfying (1.3), when q is a power of 3. (1) gcd(d − 1, q − 1) = 2,
Proof. A polynomial f has intersection distribution (1.3) if and only if every two distinct points in G f lead to a unique third point in G f , which lies on the line determined by these two points. Hence, for two distinct
has a unique solution x ∈ F q \ {x 1 , x 2 }. Equivalently, for each y ∈ F q , we have f (x)−f (y)
x−y Fq\{y} 
Then (V, B) forms an STS(3 m ). In another word, the points and lines in the affine geometry AG(m, 3)
generate an STS(3 m ), which is therefore named an affine triple system.
Next, we propose a construction of STS(3 m ) arising from polynomials over F 3 m . For a polynomial f over Proof. Note that f has intersection distribution (1.3). By Theorem 3.8, for each pair of distinct elements
.
Hence, B f is well-defined. Since every pair of distinct elements x 1 and x 2 determines a unique does not lose any generality by Part (1) . If f is F 3 -linearized, then
, which leads to an affine triple system. Conversely, if (V, B f ) is an affine triple system, then the summation of the elements in each block is 0. Hence, for each pair of distinct elements x 1 and
. Hence, f is an
Combining Theorems 3.1(2) and 4.2, the affine triple system STS(3 m ) can be derived by using monomial
We ask if there are other polynomials over F 3 m , which produces
Steiner triple system nonisomorphic to the affine ones. In view of Conjecture 3.2(1), we compare the Steiner triple systems derived from the two families in it and the affine triple systems when m is small. Assuming that Conjecture 3.2(1) is true, we predict that f i , 1 ≤ i ≤ 3, produce three pairwise nonisomorphic STS(3 m ) when m ≥ 5.
Application to Kakeya sets in affine planes
Let ℓ be the line at infinity in P G(2, q). For each point P ∈ ℓ, define ℓ P to be a line through P other than ℓ. A Kakeya set in P G(2, q) is defined to be the point set
If we restrict to the affine plane AG(2, q) = P G(2, q) \ ℓ, then the Kakeya set K contains an affine line in each direction. So far, most papers concerning Kakeya sets in affine planes focus on Kakeya sets whose sizes are close to the lower and upper bounds [1, 2, 4, 12, 13, 14, 16] . Note that the construction of Kakeya sets is easy, since for each point P ∈ ℓ, we can choose an arbitrary line ℓ P through P other than ℓ. On the other hand, computing the size of Kakeya set is difficult. In [13] , an exhaustive search determines all possible sizes of Kakeya sets in P G(2, q) where q ≤ 9. Inspired by this work, the authors of [22] proposed explicitly constructions of Kakeya sets with nice underlying algebraic structures, which are derived from monomials over finite fields and have previously unknown sizes. Along this line, we present infinite families of Kakeya sets from degree three polynomials in this section. As a major advantage of our constructions, the sizes of proposed Kakeya sets follow directly from the multiplicity distribution of degree three polynomials, which have been computed in Section 2. For Kakeya sets in affine spaces with higher dimension, please refer to [15, 19, 21, 23, 27] .
First of all, we remark that the concept of intersection distribution can be defined with respect to point sets in classical projective planes P G(2, q) [22, Definition 1.3].
Definition 5.1. Let D be a point set in P G(2, q). For 0 ≤ i ≤ q + 1, define u i (D) to be the number of lines in P G(2, q), which intersect D in exactly i points. The sequence (u i (D)) q+1 i=0 is the intersection distribution of D. The integer u 0 (D) is the non-hitting index of D.
For a (q + 2)-set D in P G(2, q), a point P ∈ D is called an internal nucleus of D, if each line through P intersects D in exactly one more point. The following is an alternative viewpoint to understand Kakeya sets proposed in [2] . with an internal nucleus, such that |K| = q 2 − u 0 (DK).
Therefore, computing the size of K amounts to calculating the non-hitting index of the dual Kakeya set DK. Moreover, to construct a Kakeya set, it suffices to construct its dual, which is a (q + 2)-set in P G (2, q) with an internal nucleus. Actually, given a polynomial f over F q and b ∈ F q , we construct a dual Kakeya set
which has an internal nucleus (0, 1, 0) . Indeed, the non-hitting index of DK(f, b) follows from the multiplicity distribution of f [22, Proposition 4.3] . Consequently, we have the following proposition. Note that for a dual Kakeya set DK(f, b), we use K(f, b) to denote the Kakeya set dual to DK(f, b).
Therefore, the non-hitting index v 0 (f ) and the intersection distribution M 0 (f, b) imply the size of K(f, b).
Combining Theorems 1.6, 2.6 and Proposition 5.3, we can obtain the size of some Kakeya sets derived from monomials. (3) Suppose q ≡ 2 (mod 3). Then |K(x 3 − ax 2 , b)| = 2q 2 +1 3 if a = b = 0, or a = 0, b a 2 = − 1 3 , and |K(x 3 − ax 2 , b)| = 2q 2 +q+2 3 if a = 0, b = 0, or a = 0, b a 2 = − 1 3 .
In Table 5 .1, we list the known sizes of Kakeya sets in P G(2, q), with prime power q ≤ 19. When q ≤ 9, all possible sizes follow from the exhaustive search in [13, Table 1 ]. When 11 ≤ q ≤ 19, we only list the known sizes realizable by explicit constructions. We note that when the sizes of the Kakeya sets are close to the lower and upper bounds, there have been a series of literature concerning their construction and characterization [1, 2, 4, 12, 13, 14, 16] . In the table, an entry with superscript represents the size of Kakeya sets following from the explicit constructions in Theorem 5.4, which are unknown before. An entry with superscript ⋆ represents the size of Kakeya sets which do not have explicit constructions so far. An entry without superscript represents the size of Kakeya sets with known explicit constructions before. 
Conclusion
In this paper, we determined the multiplicity distribution of polynomials with the form x 3 − ax 2 , which gives the intersection distribution of each degree three polynomial. Inspired by the famous open problem of classifying o-polynomials, we initiated to classify all monomials having the same intersection distribution as x 3 and made some progress along this line. Interestingly, when p = 3, numerical experiment indicated that some monomials with the same intersection distribution as x 3 led to nonisomorphic Steiner triple systems.
Finally, The multiplicity distribution of x 3 − ax 2 generated several families of Kakeya sets, whose sizes are different comparing with the known ones.
Except Conjecture 3.2, we think the following three problems deserve further investigation.
(1) In Table 2 .1, the non-hitting indices of certain monomials have not been well understood. Therefore, it is interesting to give a theoretical explanation for these non-hitting indices.
(2) In Example 4.3, the fact that the Steiner triple systems being nonisomorphic follows from a numerical computation. A theoretic proof confirming the nonisomorphism, even only for small values of m, could be very enlightening.
(3) In Table 5 .1, there are a few Kakeya sets having no theoretical constructions, whose sizes are only known by numerical experiment. We ask for explicit constructions for these Kakeya sets.
We finally mention a recent work due to Ding and Tang [10] , in which polynomials over finite fields were employed to construct combinatorial t-designs. While determining the parameters of the t-design
arising from a polynomial f is difficult in general [10] , we note that the multiplicity distribution of f implies the parameters of the associated t-design. Therefore, this design-theoretic application supplies one more motivation to study the multiplicity distribution of polynomials over finite fields.
