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Abstract
We study the virtual element (VEM) approximation of elliptic eigenvalue problems.
The main result of the paper states that VEM provides an optimal order approximation
of the eigenmodes. A wide set of numerical tests confirm the theoretical analysis.
1 Introduction
The Virtual Element Method (VEM) is a brand new approximation technique introduced
in [8] which has been applied to several problems. In its abstract formulation the method is a
generalization of the conforming finite element method which allows, nevertheless, the use of
general polygonal and polyhedral meshes without having to integrate complex non-polynomial
functions on the elements.
The Virtual Element Method has been developed successfully for a large range of problems:
the linear elasticity problems, both for the compressible and the nearly incompressible case
[9, 34], a stream and a non-conforming formulation of VEMs for the Stokes problem [3, 30], the
non-linear elastic and inelastic deformation problems, mainly focusing on a small deformation
regime [17], the Darcy problem in mixed form [26], the plate bending problem [27], the Steklov
eigenvalue problem [36], the general second order elliptic problems in primal [14] and mixed
form [11], the Cahn-Hilliard equation [4], the Helmholtz problem [39], the discrete fracture
network simulations [22, 21], the time-dependent diffusion problems [42, 41] and the Stokes
problem [18]. In [5, 29] the authors present a non-conforming Virtual Element Space. A
posteriori error estimates are studied in [20, 28, 37]. H(div) and H(curl) VEM and VEM with
arbitrary regularity are presented in [7] and [19], respectively. In [15] the VEM hp version is
analyzed. Finally, in [13, 12] the authors introduce the last version of Virtual Element spaces,
the Serendipity VEM spaces that, in analogy with the Serendipity FEMs, allows to reduce the
number of degrees of freedom.
In this paper we study the Virtual Element Method applied to elliptic eigenvalue problems.
As a model problem we consider the Laplace eigenvalue problem. Nevertheless the analysis gen-
eralizes straightforward to the case of more general second order elliptic eigenvalue problems.
The discretization of the problem requires the introduction of two discrete bilinear forms, one
being the approximated grad-grad form and the other being a discrete version of the L2–inner
product. The latter one is built using the techniques of [2]. In particular, we consider both a
non-stabilized form and a stabilized one, and we study the convergence properties of the corre-
sponding discrete formulations. It is shown that the Virtual Element Method provides optimal
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convergence rates both for the eigenfunctions and the eigenvalues.
The paper is organized as follows. In Section 2, we set up the model eigenproblem, while in
Section 3 we recall the definition of the bi-dimensional and three-dimensional Virtual Element
Spaces. In Section 4 we introduce the virtual element formulation of the problem, and in Sec-
tion 5 we recall some fundamental results for the spectral approximation of compact operators.
In Section 6 we prove the main results of the paper, which consist in the a optimal priori error
estimates for the VEM approximation of general elliptic eigenvalue problems. We discuss the
implementation details in Section 7 and show the behaviour of the method for a set of numerical
examples. We finally draw the conclusions in Section 8.
2 Setting of the problem
We are interested in the problem of computing the eigenvalues of the Laplace operator,
namely
find λ ∈ R such that there exists u, with ‖u‖0 = 1 satisfying{ −∆u = λu in Ω
u = 0 on Γ, (1)
where Ω ⊂ Rn (n = 2, 3) is a bounded polygonal/polyhedral domain with Lipschitz boundary
Γ.
For ease of exposition, we focus on the case of Dirichlet boundary conditions. The extension
to other boundary conditions are analogous.
The variational formulation of problem (1) reads:
find λ ∈ R such that there exists u ∈ V , with ‖u‖0 = 1 satisfying
a(u, v) = λb(u, v) ∀v ∈ V, (2)
where V = H10 (Ω), a(u, v) =
∫
Ω∇u · ∇v, and b(·, ·) denotes the L2-inner product.
It is well-know that the eigenvalues of problem (2) form a positive increasing divergent sequence,
and that the corresponding eigenfunctions are an orthonormal basis of V with respect both to
the L2-inner product and to the scalar product associated with the bilinear form a(·, ·).
Due to regularity results [1], there exists a constant r > 1/2 depending on Ω, such that the
solution u belongs to the space H1+r(Ω). It can be proved that r is at least one if Ω is a convex
domain, while r is at least pi/ω − ε for any ε > 0 for a non–convex domain, being ω < 2pi the
maximum interior angle of Ω.
We will also need the source problem associated with the eigenvalue problem (2): given
f ∈ L2(Ω), find us ∈ V such that
a(us, v) = b(f, v) ∀v ∈ V. (3)
Throughout the paper, we will make use of the following notation. We will denote by | · |s,ω
and ‖ · ‖s,ω the seminorm and the norm in the Sobolev space Hs(ω), respectively, while (·, ·)ω
will denote le L2-inner product over the domain ω. Moreover, if ω = Ω, the subscript ω may
be omitted. For a positive integer k, Pk(ω) will denote the space of polynomials on ω of degree
at most k. Finally, aω(·, ·) and bω(·, ·) will denote respectively the restriction of the form a(·, ·)
and b(·, ·) on ω.
3 Virtual Element Spaces
In this section, we briefly recall the definition of the Virtual Element Spaces. We present
separately the the bi-dimensional and the three-dimensional case.
3.1 Bi-dimensional case
Let {Th}h be a sequence of decompositions of Ω into polygons P , and let Eh denote the
set of edges e of Th. For every element P , we denote by |P | its area and by hP its diameter.
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Similarly, for each edge e, |e| or, equivalentely, he will denote its length. Depending on the
context, ∂P may denote the boundary of element P or the set of the element edges. As usual,
the mesh size h is the maximum diameter of the elements P in Th.
In accordance with [8], we assume the following mesh regularity condition: there exist a positive
constant γ, independent of h, such that each element P ∈ Th is star-shaped with respect to a
ball of radius greater than γhP , and for every element P , and for every edge e ⊂ ∂P , he ≥ γhP .
Following [8, 2], for every integer k ≥ 1 and for every element P ∈ Th we define
V˜ kh (P ) := {v ∈ C0(∂P ) : v|e ∈ Pk(e) ∀e ⊂ ∂P,∆v ∈ Pk(P )}.
For each v in V˜ kh (P ), we consider the following linear operators D2D split into three sets:
• D2D1 : the values v(Vi) at the vertices Vi of P ,
• D2D2 : the scaled edge moments up to order k − 2
1
|e|
∫
e
vmds, ∀m ∈Mk−2(e), on each edge e of P ,
• D2D3 : the scaled element moments up to order k − 2
1
|P |
∫
P
vmdx, ∀m ∈Mk−2(P ),
whereMk−2(ω) denotes the set of scaled monomials on ω
Mk−2(ω) =
{(x− xω
hω
)s
, |s| ≤ k − 2
}
being xω the barycenter of ω, and where we setM−1(ω) = ∅.
Remark 3.1. It can be proved that each scaled monomial inMk(ω), and also the linear operators
D2D, scales like 1 (cf. [10] Remark 1.1., and Remark 2.5.)
Remark 3.2. The linear operators D2D3 allows to exactly compute the L2(P )-projection of
any function in V˜ kh (P ) onto the local space of piecewise polynomial of degrees at most k − 2.
Indeed, given a function v ∈ V˜ kh (P ), the L2(P )-projection of v is defined as the unique element
ΠPk−2v ∈ Pk−2(P ) such that∫
P
(ΠPk−2v) p dx =
∫
P
v pdx forall p ∈Mk−2(P ). (4)
Notice that (4) is a linear system with right hand side given by the D2D3 (v).
We observe that, instead, the linear operatorsD2D3 are not enough to compute the projection
onto the space of piecewise polynomial of degree k .
From the linear operators D2D, on each element P we can construct and exactly compute
a projection operator Π∇k : V˜ kh (P )→ Pk(P ) defined as follows:
aP (Π∇k v − v, p) = 0 ∀p ∈ Pk(P ) (5)
and ∫
∂P
(Π∇k v − v)ds = 0 for k = 1 (6)
or ∫
P
(Π∇k v − v)dx = 0 for k ≥ 2. (7)
We observe that this operator is well-defined also for functions in H1(P ), but in this case it
is not exactly computable. On the other hand, for all v ∈ V˜ kh , Π∇k v can be computed only in
terms of D2D(v).
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The local virtual space is then defined as
V kh (P ) :=
{
v ∈ V˜ kh (P ) :
∫
P
v pdx =
∫
P
(Π∇k v)p dx ∀p ∈ (Pk/Pk−2(P ))
}
, (8)
where (Pk/Pk−2(P )) denotes the space of polynomials in Pk(P ) L2–orthogonal to all polyno-
mials in Pk−2(P ).
We recall that, by construction, the local space V kh (P ) enjoys the following fundamental prop-
erties (see [2]):
• (P1) the space Pk(P ) ⊂ V kh (P ). This property will guarantee the optimal order of
approximation
• (P2) the set of linear operators D2D constitute a set of degrees of freedom (DoFs) for the
space V kh (P )
• (P3) since V kh (P ) ⊂ V˜ kh (P ), the operator Π∇k is well-defined on V kh (P ) and it is still
computable in terms of the degrees of freedom
• (P4) the standard L2-projection operator Π0k : V kh (P ) → Pk(P ) is computable only in
terms of the degrees of freedom
• (P5) for all v ∈ V kh (P ) the vectorvalued function Π0k−1∇vh can be explicitly computed
from the degrees of freedom, see [14].
The global bi-dimensional discrete space is hence defined in the finite element way as
V k,2Dh = {v ∈ V : v|P ∈ V kh (P ) ∀P ∈ Th}.
3.2 Three-dimensional case
The aim of this section is to briefly present the extension of the Virtual Element spaces to
the three-dimensional case, recalling from [2] the core idea of the three-dimensional VEM.
Let {Th}h be a sequence of decompositions of Ω into general polyhedral elements P . We
assume that for all h, each element P ∈ Th fulfils the following assumptions: there exists
a uniform positive constant γ such that P is star-shaped with respect to a sphere of radius
greater than γ hP , and every face f of P is star-shaped with respect to a ball of radius greater
than γ hf , and for every face f of P and for every edge e of f , it holds that he ≥ γ hf ≥ γ2 hP ,
where hf (resp. he) denotes the diameter of the face f (resp. the length of the edge e).
Let P in Th. We start by defining the virtual local-boundary space, observing that each
face f ∈ ∂P is a polygon. Let us define the following space
Bkh(∂P ) := {v ∈ C0(∂P ) : v|f ∈ V k,2Dh (f) ∀f ⊂ ∂P}. (9)
The above space is made of functions that on each face are two-dimensional virtual functions,
that glue continuously across edges. Once the boundary space is defined, the steps to follow in
order to define the local virtual space on P become very similar to the two dimensional case.
We first introduce a preliminary local virtual element space on P
V˜ kh (P ) := {v ∈ H1(P ) : v|∂P ∈ Bkh(∂P ) ,∆v ∈ Pk(P )}.
Therefore, extending to the polyhedra the definition (8), we can define the local virtual space
V kh (P ) :=
{
v ∈ V˜ kh (P ) :
∫
P
v pdx =
∫
P
(Π∇k v)p dx ∀p ∈ (Pk/Pk−2(P ))
}
, (10)
Now the degrees of freedom for the space V kh (P ) are the obvious three-dimensional counterpart
of the DoFs of the bi-dimensional case. Let us define the linear operators D3D split into three
sets:
• D3D1 : the values v(Vi) at the vertices Vi of P ,
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• D3D2 : the scaled edge moments up to order k − 2
1
|e|
∫
e
vmds, ∀m ∈Mk−2(e), on each edge e of ∂P ,
• D3D3 : the scaled face moments up to order k − 2
1
|f |
∫
f
vmdx, ∀m ∈Mk−2(f), on each face f of ∂P ,
• D3D4 : the scaled element moments up to order k − 2
1
|P |
∫
K
vmdx, ∀m ∈Mk−2(P ).
From [2] we have that the three-dimensional space V kh (P ) matches the three-dimensional coun-
terpart of the properties (P1), (P2), (P3), (P4), (P5).
Finally, the three-dimensional global virtual space V k,3Dh is defined by using a standard
assembly procedure as in finite elements
V k,3Dh = {v ∈ V : v|P ∈ V kh (P ) ∀P ∈ Th}.
4 Virtual Element discretization
This section is devoted to the virtual element discretization of the source and the eigenvalue
problem. We underline that the analysis holds both in the two dimensional and the three
dimensional case. Therefore, from now on, we do not make any distinction between the spaces
in two and three dimensions, and we simply denote by V kh the global VEM space of order k.
The Virtual Element discretization of source problem (3) reads{
find ush ∈ V kh such that
ah(ush, vh) = 〈fh, vh〉 ∀vh ∈ V kh ,
(11)
where 〈·, ·〉 denotes the duality pairing in V kh , and fh ∈ (V kh )′. In particular,
〈fh, vh〉 =
∑
P∈Th
(Π0kf, vh)P .
The discrete bilinear form ah(·, ·) splits as
ah(uh, vh) =
∑
P∈Th
aPh (uh, vh). (12)
with
aPh (uh, vh) = aP (Π∇k uh,Π∇k vh) + SP
(
(I −Π∇k )uh, (I −Π∇k )vh
)
. (13)
where SP (·, ·) denotes any symmetric positive definite bilinear form on the element P such that
there exist two uniform positive constants c0 and c1 such that
c0a
P (v, v) ≤ SP (v, v) ≤ c1aP (v, v) ∀v ∈ V kh (P ) with Π∇k v = 0.
Remark 4.1. The above requirement means that the form SP (·, ·) scales as aP (·, ·), namely
SP (·, ·) ' hn−2P , with n = 2 in the bi-dimensional case and n = 3 in the three-dimensional one.
The choice of the discrete form ah(·, ·) is driven by the need to satisfy the k-consistency and
stability properties, i.e.
• k-consistency: for all v ∈ V kh and for all p ∈ Pk(P ) it holds
aPh (v, p) = aP (v, p)
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• stability: there exists two positive constants α∗, α∗, independent of h and of P , such that
α∗aP (v, v) ≤ aPh (v, v) ≤ α∗aP (v, v) ∀v ∈ V kh .
In particular, the first term in (13) ensures k–consistency, while the second one stability.
The following interpolation and approximation properties hold [28, 25].
Theorem 4.1. There exists a constant C, depending only on the polynomial degree k and the
shape regurality γ, such that for every s with 2 ≤ s ≤ k + 1, for every h, for all P ∈ Th, and
for every w ∈ Hs(Ω) there exists a wI ∈ V kh such that
‖w − wI‖0,P + hP |w − wI |1,P ≤ ChsP |w|s,P . (14)
Theorem 4.2. There exists a constant C, depending only on the polynomial degree k and the
shape regurality γ, such that for every s with 1 ≤ s ≤ k + 1 and for every w ∈ Hs(Ω) there
exists a wpi ∈ Pk(P ) such that
‖w − wpi‖0,P + hP |w − wpi|1,P ≤ ChsP |w|s,P . (15)
In [2] it has been proved that the discrete problem (11) is well-posed and that the following
optimal a priori error estimate holds.
Theorem 4.3. Let u be the solution of problem (3) and uh ∈ V kh be the solution of the discrete
problem (11), then for every approximation uI ∈ V kh of u and for every approximation upi of u
that is piecewise in Pk it holds
|u− uh|1 ≤ C(|u− uI |1 + |u− upi|1,h + Fh), (16)
where C is a positive constant depending only on α∗ and α∗, and for every h, Fh(≡ ‖f−fh‖V ′
h
)
is the smallest constant such that
b(f, vh)− < fh, vh >≤ Fh|vh|1 ∀vh ∈ V kh .
Remark 4.2. We observe that the same result holds also for general linear second order elliptic
problems, provided the form a(·, ·) is choosen as in (33). We refer to [14] for an exaustive
analysis.
Remark 4.3. The interpolation and the approximation estimates in Theorems 4.1 and 4.2, the
definition of < fh, v >, and the stability of the continuous source problem yield that, for
f ∈ L2(Ω), the a priori error estimate in Theorem 4.3 becomes
|u− uh|1 ≤ C(ht|u|1+t + h‖f‖0) ≤ Cht‖f ||0, (17)
where t = min{k, r}, being k the polynomial degree and r the regularity index of the solution
u.
We are now ready to write the VEM approximation of problem (2):
find λh ∈ R such that there exists uh ∈ V kh , with ‖uh‖0 = 1 satisfying
ah(uh, vh) = λhbh(uh, vh) ∀vh ∈ V kh , (18)
where bh(·, ·) =
∑
P∈Th b
P
h (·, ·) is a symmetric bilinear forms defined on V kh × V kh .
Two possible choices for the discrete form bh(·, ·) are available. The first one is inspired by the
virtual approximation of the load term in the source problem (11) and reads as follows:
bPh (uh, vh) =
∫
P
Π0kuhΠ0kvh dx. (19)
The second possible choice consists in considering a discrete bilinear form b˜h(·, ·) which enjoys
not only the k–consistency property, but also the stability one. In this case, as done for the
discrete form ah(·, ·), we define
b˜Ph (uh, vh) =
∫
P
Π0kuhΠ0kvh dx+ S˜P
(
(I −Π0k)uh, (I −Π0k)vh
)
, (20)
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where S˜P is any positive definite bilinear form on the element P such that there exist two
uniform positive constants c˜0 and c˜1 such that
c˜0 b
P (v, v) ≤ S˜P (v, v) ≤ c˜1 bP (v, v) ∀v ∈ V kh (P ) with Π0kv = 0.
Remark 4.4. In analogy with the condition on the form SP (·, ·), we require that the form S˜P (·, ·)
scales like bP (·, ·), that is S˜P (·, ·) ' hn, with n = 2, and n = 3 in the bi-dimensional and in the
three-dimensional case, respectively.
Remark 4.5. In the definition of the discrete bilinear forms bh(·, ·) and b˜h(·, ·), we project onto
the space Pk(P ) since it has been numerically observed that this gives more accurate results. For
sure, this choice does not provide a better convergence rate, due to the k-consistency property.
The second VEM approximation of problem (2) then reads as
find λ˜h ∈ R such that there exists u˜h ∈ V kh , with ‖u˜h‖0 = 1 satisfying
ah(u˜h, vh) = λ˜hb˜h(u˜h, vh) ∀vh ∈ V kh . (21)
In what follows, we will also need the discrete source problem corresponding to the second
discrete formulation (21), which reads as:{
find u˜sh ∈ V kh such that :
ah(u˜sh, vh) = b˜h(f, vh) ∀vh ∈ V kh .
(22)
The well–posedness of the discrete formulation (22) stems from that of the discrete formu-
lation (11), since the bilinear form ah(·, ·) is coercive (due to the stability property).
Summarizing, we consider two different discrete approximation of problems (2) and (3),
with at the right hand side a non–stabilized bilinear form and a stablized one, respectively.
5 Spectral approximation for compact operators
In this section, we briefly recall some spectral approximation results that can be deduced
from [6, 23, 35]. For more general results, we refer to the original papers.
Before stating the spectral approximation results, we introduce a natural compact operator
associated with problem (2) and its discrete counterpart and we recall their connection with
the eigenmode convergence.
Let T ∈ L(L2(Ω)) be the solution operator associated with problem (2), namely T : L2(Ω)→
L2(Ω) is defined by {
Tf ∈ V such that
a(Tf, v) = b(f, v) ∀v ∈ V.
Operator T is self-adjoint and positive definite. Moreover, operator T is also compact due to
the compact embedding of H1(Ω) into L2(Ω).
Similarly, let Th ∈ L(L2(Ω)) be the discrete solution operator associated with problem (11)
defined as {
Thf ∈ V such that
ah(Thf, vh) = bh(fh, vh) ∀vh ∈ V kh .
Analougosly, the discrete solution operator T˜h ∈ L(L2(Ω)) associated with problem (22) is
defined as {
T˜hf ∈ V such that
ah(T˜hf, vh) = b˜h(f, vh) ∀vh ∈ V kh .
Operators Th and T˜h are self-adjoint and compact since their ranges are finite dimensional.
Finally, the eigensolutions of the continuous and the discrete problems (2) and (18) are respec-
tively related to the eigenmodes of operators T and Th in the sense that the corresponding
eigenvalues are inverse of each other and their eigenspaces coincide. By virtue of this corre-
spondence, the convergence analysis can be derived from the spectral approximation theory for
compact operators.
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Since similar considerations hold for the eigenmodes of operators T and T˜h, in the following we
present only the results relative to operators T and Th.
A sufficient condition for the correct spectral approximation of a compact operator T is the
uniform convergence to T of the family of discrete operators {Th}h [6, 23]:
‖T − Th‖L(L2(Ω)) → 0, as h→ 0, (23)
or, equivalentely,
‖Tf − Thf‖0 ≤ Cρ(h)‖f‖0 ∀f ∈ L2(Ω), (24)
with ρ(h) tending to zero as h goes to zero.
We remark that (23), besides the convergence of the eigenmodes, contains also the infor-
mation that no spurious eigenvalues pollute the spectrum. In fact,
(i) each continuous eigenvalue is approximated by a number of discrete eigenvalues (counted
with their multiplicity) that corresponds exactly to its multiplicity;
(ii) each discrete eigenvalue approximates a continuous eigenvalue.
Since operator T is compact and self-adjoint, condition (23) is also necessary for the cor-
rect spectral approximation; see [24]. Regarding the rate of convergence of eigenvalues and
eigenvectors, we refer to [32, 33].
A simple way to estimate the norm of the difference T −Th is to use a priori error estimates.
6 Convergence analysis of the method
In this section we study the convergence of the discrete eigenmodes provided by the VEM
approximation to the continuous ones. We will consider the non–stabilized discrete formula-
tion (18) and the stabilized one (21) separately.
6.1 Convergence analysis for the first formulation
In the case of the first VEM approximation of problem (2), which corresponds to the choice
of a non–stabilized bh(·, ·) form, the uniform convergence of the sequence of operators Th to
T directly stems from the a priori error estimates in Remark (4.3). The optimal rate of
convergence of the eigenfunctions and the double rate of convergence of the eigenvalues can
then be proved following the arguments in [38], Sections 4.
The following theorem ensures the convergence of eigenmodes.
Theorem 6.1. The family of operators Th associated with problem (11) converges uniformly
to the operator T associated with problem (3), that is,
‖T − Th‖L(L2(Ω)) → 0 for h→ 0. (25)
Let λ be an eigenvalue of problem (2), with multiplicity m, and denote the corresponding
eigenspace by Eλ. Then exactly m discrete eigenvalues λ1,h, · · · , λm,h, which are repeated ac-
cording to their respective multiplicities, converge to λ. Moreover, let Eλ,h be the direct sum of
the eigenspaces corresponding to the eigenvalues λ1,h, · · · , λm,h. Then, there exists a positive
number h0 such that for h ≤ h0 the following inequalities are true:
|λ− λi,h| ≤ Ch2t ∀i = 1, · · · ,m,
δˆ(Eλ, Eλ,h) ≤ Cht‖f ||0,
(26)
where the non-negative constant C is independent of h, t = min{k, r}, being k the order of the
method and r the regurality index of the eigenfunction, and δˆ(Eλ, Eλ,h) denotes the gap between
Eλ and Eλ,h.
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Proof. The uniform convergence of Th to T directly stems from the a priori error estimate in
Remark (4.3). Indeed, denoting by us and ush, respectively, the solutions of the continuous and
discrete source problems (3) and (11) corresponding to f ∈ L2(Ω), it holds
‖T − Th‖L(L2(Ω)) = sup
f∈L2(Ω)
‖Tf − Thf‖0
‖f‖0 = supf∈L2(Ω)
‖us − ush‖0
‖f‖0 ≤ Ch
l,
with l = min{t, 1}, being t = min{k, r}. The eigenmodes convergence (26) can then be proved
following step by step the lines of the proof of Theorems 4.2. and 4.3. in [38], substituting the
projector Π∆K with Π0k.
6.2 Convergence analysis for the second formulation
The convergence analysis of the second discrete formulation of problem (2), corresponding
to the choice of the stabilized form b˜h(·, ·), is more involved. In this case, we resort to the
abstract theory of the spectral approximation for non-compact operators by Descloux, Nassif,
and Rappaz (see [32, 33]).
We recall the main convergence theorem stated in [33].
Theorem 6.2. Assume that the following two conditions are satisfied:
(1): ‖(T − T˜h)|V k
h
‖L(L2(Ω)) → 0 (2): lim
h→0
inf
vh∈V kh
‖v − vh‖V = 0 ∀v ∈ V.
Then the eigenmodes convergence holds.
Theorem 6.3. The following two conditions hold true.
(1): ‖(T − T˜h)|V k
h
‖L(L2(Ω)) → 0 (2): lim
h→0
inf
vh∈V kh
‖v − vh‖V = 0 ∀v ∈ V. (27)
Proof. Property (2) directly stems from the approximation properties of the virtual element
space (Theorem 4.2). On the other hand, property (1) can be proved as follows.
‖(T − T˜h)|V k
h
‖L(L2(Ω)) ≤ ‖(T − Th)|V k
h
‖L(L2(Ω)) + ‖(Th − T˜h)|V k
h
‖L(L2(Ω)).
By Theorem (6.1), the first terms goes to zero. We are left to prove that the second term goes
to zero as well. To this end, we proceed as follows:
‖(Th − T˜h)|V k
h
‖L(L2(Ω)) = sup
gh∈V kh
‖Thgh − T˜hgh‖0
‖gh‖0 = supgh∈V kh
‖ush − u˜sh‖0
‖gh‖0 , (28)
where ush and u˜sh denote, respectively, the solutions of the discrete source problems (11)
and (22) corresponding to gh.
Let δh = u˜sh − ush. It holds
|δh|21 ≤
1
α∗
∑
P∈Th
aPh (δh, δh) (stability of aPh (·, ·))
= 1
α∗
∑
P∈Th
S˜P
(
(I −Π0k)gh, (I −Π0k)δh
)
(discrete source problems (11) and (22))
≤ c˜1
α∗
∑
P∈Th
‖(I −Π0k)gh‖0,P ‖(I −Π0k)δh‖0,P (stability of S˜P (·, ·))
≤ C h‖gh‖0 |δh|1 (stability of Π0k and projection error)
and hence
|δh|1 ≤ C h ‖gh‖0. (29)
Taking into account the Poincaré inequality and estimate (29), we obtain
‖δh‖0 ≤ Cp|δh|1 ≤ C h ‖gh‖0,
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with Cp denoting the Poincaré constant. We conclude the proof observing that
‖δh‖0
‖gh‖0 ≤ C h forall gh ∈ V
k
h ,
which gives the uniform convergence (1) in (27).
We end this section stating the convergence theorem for the second discrete approximation
of problem (2).
Theorem 6.4. The family of operators T˜h associated with problem (22) converges uniformly
to the operator T associated with problem (3), that is,
‖T − T˜h‖L(L2(Ω)) → 0 for h→ 0.
Let λ be an eigenvalue of problem (2), with multiplicity m, and denote the corresponding
eigenspace by Eλ. Then exactly m discrete eigenvalues λ˜1,h, · · · , λ˜m,h, which are repeated ac-
cording to their respective multiplicities, converge to λ˜. Moreover, let Eλ˜,h be the direct sum of
the eigenspaces corresponding to the eigenvalues λ˜1,h, · · · , λ˜m,h. Then, there exists a positive
number h0 such that for h ≤ h0 the following inequalities are true:
|λ˜− λ˜i,h| ≤ Ch2t ∀i = 1, · · · ,m,
δˆ(Eλ˜, Eλ˜,h) ≤ Cht,
where the non-negative constant C is independent of h, t = min{k, r}, being k the order of the
method and r the regurality index of the eigenfunction, and δˆ(Eλ˜, Eλ˜,h) denotes the gap between
Eλ˜ and Eλ˜,h.
Proof. The uniform convergence of T˜h to T is a direct consequence of Theorems 6.2 and 6.3.
Finally, as for the analysis of the non stabilized formulation, eigenmodes convergence can be
proved following the same arguments as in Theorem 4.2. and 4.3. in [38].
7 Numerical tests
In this section we present four numerical experiments to test the performance of the virtual
element methodfor the bi-dimensional case, in particular we confirm the a priori bounds on the
error of the eigenvalue approximation provided by Theorem 6.1 and Theorem 6.4. We consider
the error quantities:
h,λ := |λ− λh|. (30)
We briefly sketch two possible constructions of the stabilizing bilinear forms SP (·, ·) and
S˜P (·, ·) in (13) and (20), respectively. The first choice follows a standard VEM technique (cf.
[8, 10]), the second one is a new diagonal recipe for the stabilization introduced lately in [16].
Let us denote with v¯h, w¯h ∈ RNP the vectors containing the values of the NP local degrees of
freedom associated to vh, wh ∈ V kh (P ). Then, we set
• scalar stabilization:
SP (vh, wh) = σP v¯Th w¯h and S˜P (vh, wh) := τP h2P v¯Th w¯h (31)
where the stability parameters σP and τP are two positive h-independent constants. When
non clearly mentioned, in the numerical tests we choose σP as the mean value of the
eigenvalues of the matrix stemming from the consistency term aP
(
Π∇k ·, Π∇k ·
)
for the grad-
grad form (see (13)). In the same way we pick τP as the mean value of the eigenvalues of
the matrix resulting from the term 1
h2
P
(Π0k·, Π0k·)P for the mass matrix (see (20)).
• diagonal stabilization:
SP (vh, wh) = v¯Th DP w¯h and S˜P (vh, wh) := v¯Th D˜P w¯h. (32)
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where DP and D˜P are two diagonal matrices defined by [16]
(DP )i,i = max
{
1, aP
(
Π∇k φi, Π∇k φi
)
P
}
i = 1, . . . , NP
(D˜P )i,i = max
{
h2P ,
(
Π0kφi, Π0kφi
)
P
}
i = 1, . . . , NP
where φi denotes the i-th basis function.
Using standard scaling arguments, in accordance with Remark (4.1) and Remark (4.4), we
notice that both stabilizations yield the correct scale for SP (·, ·) and S˜P (·, ·).
Test 7.1. In the first test we consider the standard eigenvalue problem with homogeneous
Dirichlet boundary conditions.
Regarding the computational domain, in the test we take the square domain Ω = (0, 1)2,
which is partitioned using the following sequences of polygonal meshes:
• {Vh}h: sequence of Voronoi meshes with h = 1/8, 1/16, 1/32, 1/64,
• {Th}h: sequence of triangular meshes with h = 1/4, 1/8, 1/16, 1/32,
• {Qh}h: sequence of square meshes with h = 1/8, 1/16, 1/32, 1/64,
• {Wh}h: sequence of WEB-like meshes with h = 1/8, 1/16, 1/32, 1/64.
An example of the adopted meshes is shown in Figure 1.
Figure 1: Test 7.1. Example of polygonal meshes: V1/8, T1/8, Q1/8, W1/8.
For the generation of the Voronoi meshes we used the code Polymesher [40]. The WEB-like
meshes are composed by hexagons, generated starting from the triangular meshes {Th}h and
randomly displacing the midpoint of each (non boundary) edge.
It is well known that the eigenvalues of the problem are given by
λ = pi2(n2 +m2) for n,m ∈ N, with n,m 6= 0.
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We consider the VEM approximation problem (21) stemming from the stabilized bilinear form
b˜h(·, ·) where we use the stabilization (31) with the above mentioned selections of the stabiliza-
tion parameters. We consider the polynomial degree of accuracy k = 1, 2, 3, 4 and we study the
convergence of the errors h,λ with respect to h for the first six eigenvalues.
In Figures 2-5, we display the results for the sequence of Voronoi meshes Vh, the sequence
of meshes Th, Qh, and Wh, respecitvely.
Figure 2: Test 7.1. Convergence plot for the eigenvalues for the sequence of meshes Vh with
k = 1, 2, 3, 4.
We notice that for k = 1, 2, 3 the theoretical predictions of Section 6.2 and Theorem 6.4 are
confirmed for all the adopted meshes (noticed that the eigenfunctions are analytical). Whereas
for k = 4, the errors are close to the machine precision, but for small values of h they become
larger. This fact is natural and stems from the conditioning of the matrices involved in the
computation of the VEM solution. Indeed, as in standard FEM, their condition numbers
become larger when we consider higher VEM approximation degrees. The choice of the diagonal
stabilization (32), cures this problem, see Figure 6: for small values of the mesh size h we have
errors close to the machine precision.
Test 7.2. We consider the same eigenvalue problem of Test 7.1 and we study the performance of
the VEM discretization by comparing the non stabilized virtual method (18) with the stabilized
one (21) with the stabilizations above introduced (cf. (31) and (32)). We use the polygonal
decompositions listed above and polynomial degree of accuracy k = 1 and k = 4. In Table 1,
2, 3, 4 we show respectively the results for the sequences of meshes Vh, Th, Qh and Wh for the
lowest degree k = 1.
We notice that the matrices stemming from the non stabilized bilinear forms are not positive
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Figure 3: Test 7.1. Convergence plot for the eigenvalues for the sequence of meshes Th with
k = 1, 2, 3, 4.
definite therefore we can not use the MATLAB routine eigs for sparse matrices. We overcome
this problem by using for k = 1 the MATLAB routine eig for full matrices. Whereas for k = 4
we approximate the non stabilized bilinear forms by considering the stabilizations S˜P (·, ·) in
(31) with τP = 1e− 16.
Moreover, we observe that the stabilized method (with both stabilizations) and the non
stabilized method exhibit almost identical errors for the low order k = 1, at least for this
example and with the adopted meshes. For k = 4, as observed above, the diagonal stabilization
shows for small values of h better performances.
We can observe that the results in the tables confirm the theoretical rates of convergence
stated in Section 6.1 and 6.2. In Table 2 we observe that the errors, as expected, are identical
for the three cases. Indeed for the triangular meshes Th the virtual space V 1h (T ) corresponds
to the space of linear polynomials, then
ST
(
(I −Π∇1 )uh, (I −Π∇1 )vh
)
= S˜T
(
(I −Π01)uh, (I −Π01)vh
)
= 0
for all uh, vh ∈ V 1h (T ), therefore the non stabilized method (18) and the stabilized method (21)
are equivalent.
Finally, we test the robustness of the method with respect to the stabilization parameter τP
in (31). In Figure 7 we plot the first four eigenvalues obtained by using the method (21) with
k = 1 for the sequence of Voronoi meshes Vh in Test 7.1 as a function of stabilization parameter
τP .
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Figure 4: Test 7.1. Convergence plot for the eigenvalues for the sequence of meshes Qh with
k = 1, 2, 3, 4.
h λ1 = 2pi2 λ2 = 5pi2 λ4 = 8pi2 λ5 = 10pi2
scalar
1/8 1.65354e− 2 3.65029e− 2 5.19575e− 2 7.10714e− 2
1/16 4.41849e− 3 9.57783e− 3 1.44610e− 2 1.75766e− 2
1/32 8.20606e− 4 2.32037e− 3 3.76823e− 3 4.71461e− 3
1/64 1.66238e− 4 5.28919e− 4 8.72219e− 4 9.64257e− 4
diagonal
1/8 1.24793e− 2 1.31338e− 2 2.71426e− 1 3.95806e− 1
1/16 4.37700e− 3 8.84813e− 3 1.17396e− 2 1.40754e− 2
1/32 8.64749e− 4 2.39206e− 3 3.79681e− 3 4.74322e− 3
1/64 1.80022e− 4 5.61628e− 4 9.21153e− 4 1.02400e− 3
non stab
1/8 1.76616e− 2 4.09826e− 2 6.38367e− 2 8.48765e− 2
1/16 4.61104e− 3 1.02615e− 2 1.55774e− 2 1.92623e− 2
1/32 8.78350e− 4 2.46463e− 3 4.00339e− 3 5.03841e− 3
1/64 1.80805e− 4 5.66302e− 4 9.34035e− 4 1.04229e− 3
Table 1: Test 7.2. h,λ for the sequence of meshes Vh with k = 1 using stabilized form and non
stabilized bilinear form (cf. (21) and (18)).
We observe that the method is robust with respect to the stabilization parameter τP . For
reasonable values of τP and for small enough values of the mesh size h, the numerical eigenvalues
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Figure 5: Test 7.1. Convergence plot for the eigenvalues for the sequence of meshes Wh with
k = 1, 2, 3, 4.
h λ1 = 2pi2 λ2 = 5pi2 λ4 = 8pi2 λ5 = 10pi2
scalar
1/4 5.70169e− 2 1.63047e− 1 2.54353e− 1 3.17892e− 1
1/8 1.54372e− 2 3.81409e− 2 6.02252e− 2 7.55284e− 2
1/16 3.54381e− 3 9.00524e− 3 1.51584e− 2 1.71163e− 2
1/32 9.51096e− 4 2.64316e− 3 3.76702e− 3 4.71650e− 3
diagonal
1/4 5.70169e− 2 1.63047e− 1 2.54353e− 1 3.17892e− 1
1/8 1.54372e− 2 3.81409e− 2 6.02252e− 2 7.55284e− 2
1/16 3.54381e− 3 9.00524e− 3 1.51584e− 2 1.71163e− 2
1/32 9.51096e− 4 2.64316e− 3 3.76702e− 3 4.71650e− 3
non stab
1/4 5.70169e− 2 1.63047e− 1 2.54353e− 1 3.17892e− 1
1/8 1.54372e− 2 3.81409e− 2 6.02252e− 2 7.55284e− 2
1/16 3.54381e− 3 9.00524e− 3 1.51584e− 2 1.71163e− 2
1/32 9.51096e− 4 2.64316e− 3 3.76702e− 3 4.71650e− 3
Table 2: Test 7.2. h,λ for the sequence of meshes Th with k = 1 using stabilized and non
stabilized bilinear form (cf. (21) and (18)).
are not effected by the selection of the stabilization parameter. Moreover, as expected, the
“critical parameter”, i.e. the minimum value τP for which the associated method fails, goes like
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Figure 6: Test 7.1. Convergence plots for the eigenvalues for the sequence of meshes Vh, Th,
Qh, Wh with k = 4 and diagonal stabilization (32).
h λ1 = 2pi2 λ2 = 5pi2 λ4 = 8pi2 λ5 = 10pi2
scalar
1/8 1.88180e− 2 5.24872e− 2 6.83463e− 2 1.14922e− 1
1/16 4.79185e− 3 1.34179e− 2 1.88180e− 2 2.92254e− 2
1/32 1.20310e− 3 3.36892e− 3 4.79185e− 3 7.30994e− 3
1/64 3.01091e− 4 8.43074e− 4 1.20310e− 3 1.82733e− 3
diagonal
1/8 1.34980e− 2 3.00644e− 2 1.31356e− 1 2.29494e− 1
1/16 4.46838e− 3 1.21017e− 2 1.34980e− 2 2.61752e− 2
1/32 1.18304e− 3 3.28834e− 3 4.46838e− 3 7.12721e− 3
1/64 2.99840e− 4 8.38065e− 4 1.18304e− 3 1.81604e− 3
non stab
1/8 1.96813e− 2 5.61954e− 2 8.40240e− 2 1.24337e− 1
1/16 4.84403e− 3 1.36304e− 2 1.96812e− 2 2.97190e− 2
1/32 1.20633e− 3 3.38191e− 3 4.84400e− 3 7.33940e− 3
1/64 3.01292e− 4 8.43879e− 4 1.20632e− 3 1.82915e− 3
Table 3: Test 7.2. h,λ for the sequence of meshes Qh with k = 1 using stabilized and non
stabilized bilinear form (cf. (21) and (18)).
h−2.
Test 7.3. This test problem, as the following one, is taken from the benchmark singular solution
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h λ1 = 2pi2 λ2 = 5pi2 λ4 = 8pi2 λ5 = 10pi2
scalar
1/8 6.69124e− 3 1.97714e− 2 3.05479e− 2 3.91016e− 2
1/16 1.41184e− 3 4.55875e− 3 7.34674e− 3 9.20778e− 3
1/32 2.52359e− 4 1.04890e− 3 1.77164e− 3 2.42393e− 3
1/64 1.51786e− 4 8.71580e− 5 1.71693e− 4 4.35676e− 4
diagonal
1/8 5.41188e− 3 1.40607e− 2 1.70178e− 2 1.73017e− 2
1/16 1.19325e− 3 3.91139e− 3 6.05178e− 3 7.56699e− 3
1/32 2.07297e− 4 9.27293e− 4 1.56408e− 3 2.16149e− 3
1/64 1.62207e− 4 6.16087e− 5 1.28674e− 4 3.81062e− 4
non stab
1/8 6.06830e− 3 1.83072e− 2 2.85770e− 2 3.71010e− 2
1/16 1.23021e− 3 4.12929e− 3 6.68713e− 3 8.43576e− 3
1/32 2.09025e− 4 9.37654e− 3 1.59110e− 3 2.20261e− 3
1/64 1.62237e− 4 6.14193e− 5 1.28187e− 4 3.80246e− 4
Table 4: Test 7.2. h,λ for the sequence of meshes Wh with k = 1 using stabilized and non
stabilized bilinear form (cf. (21) and (18)).
h λ1 = 2pi2 λ2 = 5pi2 λ4 = 8pi2 λ5 = 10pi2
scalar
1/8 4.08694e− 08 3.03255e− 06 7.85639e− 06 4.42827e− 05
1/16 8.10132e− 11 8.32945e− 09 4.36448e− 08 1.47462e− 07
1/32 6.45147e− 10 2.10939e− 12 1.06202e− 10 2.21067e− 10
1/64 6.54068e− 10 8.81773e− 11 3.81458e− 10 1.70565e− 10
diagonal
1/8 1.50768e− 01 6.34515e− 01 7.65639e− 01 8.05257e− 01
1/16 3.09080e− 10 2.72011e− 10 1.83621e− 01 3.27562e− 01
1/32 1.48304e− 10 1.47156e− 10 1.50437e− 10 1.45682e− 10
1/64 7.55412e− 11 7.34704e− 11 7.29845e− 11 7.36543e− 11
non stab
1/8 4.09387e− 08 3.04614e− 06 7.91452e− 06 4.46984e− 05
1/16 8.09754e− 11 8.34021e− 09 4.37285e− 08 1.47462e− 07
1/32 6.44920e− 10 1.28349e− 12 1.05962e− 10 2.22278e− 10
1/64 6.54187e− 10 8.82860e− 11 3.81741e− 10 1.70739e− 10
Table 5: Test 7.2. h,λ for the sequence of meshes Vh with k = 4 using stabilized and non
stabilized bilinear form (cf. (21) and (18)).
set in [31]. We consider the square domain Ω = (−1, 1)2 splitted into two subdomains Ωδ and Ω1
(see the left plot in Figure 8), and we study the eigenvalue problem on the square with Neumann
homogeneous boundary conditions and discontinuous diffusivity. In this test we consider the
continuous bilinear form
aPK (u, v) :=
∫
P
K∇u · ∇v dx
whose virtual approximation (see [14]) is given by
aPh,K(uh, vh) =
∫
P
KΠ0k−1∇uh ·Π0k−1∇vh dx+ SP
(
(I −Π∇k )uh, (I −Π∇k )vh
)
(33)
to be used in place of aPh (uh, vh) (cf. (13)) in Problem (22). We take K|Ω1 = I and K|Ωδ = δI
with four different values of δ, namely δ = 0.50, 0.10, 0.01, 1e− 8.
We apply the Virtual Element method (21) with the scalar stabilization (31) using a sequence
of Voronoi meshes with mesh diameter h = 1/2, 1/4, 1/8, 1/16 (see the right plot in Figure 8
for an example of the adopted meshes). We show the plot of the convergence for the first and
second computed eigenvalues in Figures 9 and 10. We compute the errors h,λ by comparing
our results with the values given in [31].
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h λ1 = 2pi2 λ2 = 5pi2 λ4 = 8pi2 λ5 = 10pi2
scalar
1/4 1.81535e− 08 5.97563e− 07 3.71995e− 06 8.31271e− 06
1/8 3.01783e− 11 1.77195e− 09 1.27304e− 08 3.09954e− 08
1/16 1.70546e− 09 9.69266e− 10 4.52175e− 10 2.09013e− 10
1/32 5.42087e− 09 6.33818e− 10 6.29748e− 10 1.02642e− 09
diagonal
1/4 1.29083e− 08 5.43812e− 01 7.14882e− 01 7.59974e− 01
1/8 3.97711e− 11 1.30016e− 09 4.74659e− 09 1.22090e− 01
1/16 9.35909e− 15 5.81516e− 12 4.05619e− 11 8.57591e− 11
1/32 4.62015e− 13 1.97548e− 13 3.04890e− 13 4.64787e− 13
non stab
1/4 1.81674e− 08 5.97558e− 07 3.71998e− 06 8.31282e− 06
1/8 3.16576e− 11 1.77308e− 09 1.27284e− 08 3.09934e− 08
1/16 1.70289e− 09 9.67242e− 10 4.51765e− 10 2.07578e− 10
1/32 5.41948e− 09 6.33574e− 10 6.30034e− 10 1.02564e− 09
Table 6: Test 7.2. h,λ for the sequence of meshes Th with k = 4 using stabilized and non
stabilized bilinear form (cf. (21) and (18)).
h λ1 = 2pi2 λ2 = 5pi2 λ4 = 8pi2 λ5 = 10pi2
scalar
1/8 3.81184e− 08 1.84365e− 06 2.90250e− 06 2.25968e− 05
1/16 8.34788e− 10 2.72448e− 08 3.80267e− 08 3.49035e− 07
1/32 4.75842e− 09 1.33322e− 09 6.22220e− 10 3.91731e− 09
1/64 1.99260e− 08 7.75128e− 09 5.20401e− 09 3.93187e− 09
diagonal
1/8 9.12570e− 10 2.24086e− 01 5.15054e− 01 5.83981e− 01
1/16 5.13094e− 12 1.54985e− 10 9.12586e− 10 1.80273e− 09
1/32 3.20728e− 13 8.71979e− 13 5.02799e− 12 8.12758e− 12
1/64 3.42866e− 13 3.75371e− 13 2.60074e− 13 2.95603e− 13
non stab
1/8 3.81202e− 08 1.84390e− 06 2.90262e− 06 2.26029e− 05
1/16 8.34530e− 10 2.72483e− 08 3.80285e− 08 3.49125e− 07
1/32 4.75887e− 09 1.33338e− 09 6.22323e− 10 3.91791e− 09
1/64 1.99268e− 08 7.75217e− 09 5.20491e− 09 3.93284e− 09
Table 7: Test 7.2. h,λ for the sequence of meshes Qh with k = 4 using stabilized and non
stabilized bilinear form (cf. (21) and (18)).
We can observe, in accordance with Theorem 6.4, different rates of convergence that are
determined by the polynomail order of the method and by the regularity of the corresponding
exact eigenfunctions [31]. Taking this into account, the method is overall optimal, and thus
stable with respect to discontinuities in the diffusivity tensor.
Test 7.4. In the last test we solve the eigenvalue problem with Neumann boundary conditions
on the non-convex L-shaped domain Ω = Ωbig \ Ωsmall, where Ωbig is the square (−1, 1)2 and
Ωsmall is the square (0, 1)×(−1, 0). Also this test problem is taken from the benchmark singular
solution set [31]. We apply the Virtual Element method (21) with the scalar stabilization
(31). We use the sequence of Voronoi decomposition of the domain Ω in Figure 11. The
convergence results relative to the first and the third eigenvalues are shown in Figure 12. For
the first eigenvalue we observe a lower rate of convergence due to the fact that the corresponding
eigenfunction is in H1+r, with r = 2/3−ε for any ε > 0 (see [31]), while the third eigenfunction
is analytical therefore we obtain the optimal order of convergence. The error slopes validate
the predicted convergence rates stated in Section 6.2, and confirm the optimality of the method
also on non-convex domains.
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h λ1 = 2pi2 λ2 = 5pi2 λ4 = 8pi2 λ5 = 10pi2
scalar
1/8 8.97772e− 11 1.15946e− 08 6.67721e− 08 1.55547e− 07
1/16 3.88976e− 09 1.81961e− 10 6.45283e− 10 2.37503e− 10
1/32 2.29197e− 09 1.10633e− 09 3.96093e− 10 8.44730e− 10
1/64 2.86708e− 09 5.13913e− 09 2.15705e− 09 3.80039e− 10
diagonal
1/8 2.85391e− 11 4.01092e− 01 6.25071e− 01 6.71266e− 01
1/16 2.13639e− 13 4.20180e− 12 2.11403e− 11 2.73006e− 11
1/32 9.95303e− 14 1.45713e− 13 1.83942e− 13 2.82788e− 13
1/64 9.81984e− 13 1.08277e− 13 1.69903e− 13 2.86532e− 14
non stab
1/8 9.63542e− 11 1.16189e− 08 6.70782e− 08 1.56541e− 07
1/16 3.85156e− 09 2.89697e− 10 5.72624e− 10 2.81162e− 10
1/32 2.31192e− 09 1.08736e− 09 3.66330e− 10 8.35562e− 10
1/64 2.86720e− 09 5.13207e− 09 2.14902e− 09 3.75120e− 10
Table 8: Test 7.2. h,λ for the sequence of meshes Wh with k = 4 using stabilized and non
stabilized bilinear form (cf. (21) and (18)).
Figure 7: Test 7.2. First four eigenvalues as a function of the stabilization parameter τP (on
the abscissas axis).
8 Conclusions
We have analyzed the VEM approximation of elliptic eigenvalue problems. We proved
the method is of optimal order both in the approximation of the eigenfunctions and of the
eigenvalues. A wide set of numerical test confirm the theoretical results. Further development
consists in studying the VEM approximation of eigenvalue problems in mixed form, a posteriori
error estimates and convergence of adaptive VEM for eigenvalue problems.
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