We consider the problem of detecting a vector of symbols that is being transmitted over a fading multiple-input multiple-output (MIMO) channel, where each symbol is an -th root of unity for some fixed ≥ 2. Although the symbol vector that minimizes the error probability can be found by the so-called maximum-likelihood (ML) detector, its computation is intractable in general. In this paper we analyze a popular polynomial-time heuristic, called the semidefinite relaxation (SDR) detector, for the problem and establish its first non-asymptotic performance guarantee. Specifically, in the low signal-to-noise ratio (SNR) region, we show that for any ≥ 2, the SDR detector will yield a constant factor approximation to the optimal log-likelihood value with a probability that increases exponentially fast to 1 as the channel size increases. In the high SNR region, it is known that for = 2, the SDR detector will yield an exact solution to the ML detection problem with a probability that converges to 1. We refine this result by establishing the rate of convergence. Our work can be viewed as an averagecase analysis of a certain SDP relaxation, and the input distribution we use is motivated by physical considerations. Our results also refine and extend those in previous work, which are all asymptotic in nature and apply only to the problem of detecting binary (i.e., when = 2) vectors. In particular, our results can give better insight into the performance of the SDR detector in practical settings.
Introduction
A fundamental problem in modern digital communication is that of the joint detection of several information carrying symbols that are being transmitted over a multiple-input multiple-output (MIMO) communication channel [21, 19, 6] . Such a problem arises in many contexts. For instance, consider a wireless communication setting, where there are multiple antennae at both ends of the channel. While it is known that there could be significant gain in capacity and reliability in such a setting (see, e.g., [3, 19] ), there is also much inter-ference among the different transmitter-receiver pairs. Thus, in order to capitalize on the gains in capacity and reliability, one has to deal with the problem of detecting multiple signals across different transmitter-receiver pairs. For other applications of the detection problem, we refer the reader to [21, 19] .
Before we formulate the detection problem, let us fix some notation and specify the channel model. Let be either the real or complex scalar field. Let be a finite set representing the signal constellation (e.g., = {−1, +1}), and let ∈ be a vector of transmitted symbols. The input-output relationship of the MIMO channel can be modelled as
where ∈ × is the channel matrix for inputs and (≥ ) outputs; ∈ is an additive white Gaussian noise (AWGN) with unit variance (i.e., is a standard Gaussian random vector that is independent of ); ∈ is the vector of received signals; and > 0 is the signal-to-noise ratio (SNR) of the channel. Such a model captures a wide variety of communication channels, including the one mentioned in the preceding paragraph. We refer the reader to [21, 19] for further details. Now, the goal of the detection problem is to recover the vector of transmitted symbols from the vector of received signals , assuming that we only have full knowledge of the channel matrix . Specifically, we would like to design a detector : × × → that takes the vector of received signals ∈ and the channel matrix ∈ × as inputs and produces an estimateˆ= ( , ) ∈ of the transmitted vector ∈ as output. Of course, such a detector should not be arbitrary, and a natural property it should possess is that it has a small error probability, i.e., the quantity ≡ Pr(ˆ∕ = ) should be small. It turns out that under some mild assumptions, the maximum-likelihood (ML) detector, which is given by (1.2)ˆ= arg min ∈ ∥ − ∥ computingˆvia (1.2) is NP-hard in general [20] . In fact, even when the channel matrix follows a certain probability distribution (as is usually the case in the communications context), it is still not known whether there exists an efficient algorithm for solving such instances. Thus, much of the recent research has focused on developing detection heuristics that not only are efficient but also achieve near-ML performance. One such heuristic (or more precisely, a family of heuristics) is the semidefinite relaxation (SDR) detector, which solves an SDP relaxation of (1.2) and produces, via some rounding procedure, an approximate solution to the detection problem in polynomial time. The SDR detector was first proposed by Tan and Rasmussen [18] and Ma et al. [12] to handle the case where = {−1, +1} (also known as the binary phase-shift keying (BPSK) constellation), and simulation results (see, e.g., [12, 13] ) indicate that it often achieves a performance that is comparable to that of the ML detector. In an attempt to understand this phenomenon, Kisialiou and Luo [9] considered the case where = ℝ and = {−1, +1} and analyzed a version of the SDR detector under the additional assumptions that (i) = (i.e., there is an equal number of inputs and outputs) and (ii) the entries of are i.i.d. real standard Gaussian random variables that are independent of . They showed that in the low SNR region (i.e., when is sufficiently small), the probability of the SDR detector yielding a constant factor approximation to problem (1.2) will tend to 1 as → ∞. Here, the probability is computed over all possible realizations of ( , ) and the randomness used in the rounding procedure. Furthermore, they showed that in the high SNR region, the probability (over all possible realizations of ( , )) of a natural SDP relaxation of (1.2) being exact (i.e., solving problem (1.2) is equivalent to solving the SDP relaxation) will also tend to 1 as → ∞. These results should be contrasted with those that can be obtained from a worst-case analysis. In particular, the ratio between the optimal value of (1.2) and that of its natural SDP relaxation can be unbounded in the worst case (see Section 3.1). This is perhaps not very surprising, as the difficulty of analyzing SDP relaxations of quadratic minimization problems is well known. Nevertheless, the results of Kisialiou and Luo have some limitations. First, in the context of wireless communications, a more realistic model of the channel is the so-called i.i.d. Rayleigh fading channel, in which the entries of are i.i.d. complex standard Gaussian random variables (see, e.g., [19, Chapter 7] ). Moreover, signal constellations other than the BPSK constellation are often used in practice to increase the data rate of the channel. However, the analyses of Kisialiou and Luo do not extend to cover these settings. Secondly, all of the aforementioned results hold only asymptotically. Consequently, they offer limited insight into the performance of the SDR detector in practical settings, where the channel size parameters , are finite. Our research is motivated in part by the desire to remedy this situation.
Our Contribution. In this paper, we establish the first non-asymptotic performance guarantee of the SDR detector under the scenario where = ℂ, ∈ ℂ × is the i.i.d. Rayleigh fading channel with ≥ , and is an -ary phase-shift keying (MPSK) constellation (for some fixed ≥ 2), i.e.,
where ≡ √ −1 (in other words, is the set of -th roots of unity; see, e.g., [10, 11] for its use in the communications context). Specifically, in the low SNR region (i.e., when is sufficiently small), we show that for any ≥ 2, a version of the SDR detector will yield a constant factor approximation to problem (1.2) with a probability that approaches 1 exponentially fast. Again, the probability here is computed over all possible realizations of ( , ) and the randomness used in the rounding procedure. Note that since the BPSK constellation is simply a 2-PSK constellation, our results refine and extend those in [9] . A key step in our proof is to show that the optimal value of the SDP is large with high probability. This is achieved by using SDP duality theory, as well as results from random matrix theory. We then complement the above result by considering the high SNR region and establishing the rate at which the probability (over all possible realizations of ( , )) of having an exact SDP relaxation tends to 1 for the case where = 2. The proof involves analyzing a sufficient condition for having an exact SDP relaxation, and results from random matrix theory again play an important role. Our work can be viewed as an average-case analysis of a certain SDP relaxation, and the input distribution we use is motivated by physical considerations. We believe that the non-asymptotic nature of our results can give better insight into the performance of the SDR detector in practical settings. Furthermore, our techniques seem to be more general than those in [9] and can be used to analyze the performance of the SDR detector for other signal constellations as well (see, e.g., [15] ).
Outline of the Paper. The rest of the paper is organized as follows. In Section 2 we give a formal description of the version of the SDR detector that we are going to analyze. In Section 3 we present the main results of this paper. Specifically, we analyze the performance of the SDR detector, both in the worst case setting and in the probabilistic setting defined by the Rayleigh fading channel. Finally, we close with some concluding remarks and future directions in Section 4. Let ∈ be the vector of transmitted symbols, where is given in (1.3) and ≥ 2 is fixed. As mentioned in the Introduction, the ML detector attempts to recover the transmitted symbol vector ∈ from both the received signal vector ∈ ℂ and a realization of the channel ∈ ℂ × (which is known to the detector) by solving the following discrete least squares problem:
Since problem (2.4) is intractable in general, many heuristics have been proposed for solving it. One such heuristic is based on solving an SDP relaxation of (2.4). To derive the SDP relaxation, observe that = min ∈ +1 tr( * ), where
Thus, we may relax problem (2.4) into the following complex SDP (cf. [10, 11] ):
Here, e ∈ ℝ +1 is the vector of all ones and ∈ ℂ ( +1)×( +1) is a Hermitian positive semidefinite matrix. Note that since ર 0 and problem (2.6) is a relaxation of problem (2.4), we clearly have 0 ≤ ≤ . We emphasize that both and depend on the particular realizations of and , since is related to and via (1.1). Now, the complex SDP (2.6) can be solved to any desired accuracy in polynomial time (see, e.g., [1] and the discussion in [4] ). Consider the following randomized procedure that converts a feasible solution ∈ ℂ ( +1)×( +1) to (2.6) into a feasible solutionˆ∈ to (2.4):
Randomized Rounding Procedure
where ∈ ℂ and ∈ ℂ × . Note that sincê ર 0 and diag(ˆ) = e, we must have | | ≤ 1 for = 1, . . . , .
, where = 1, . . . , , be independent random vectors, each of whose entries are independently distributed according to the following distribution: (2.8)
Note that (2.8) defines a valid probability distribution on . We remark that a rounding procedure similar to the one given in Step 2 above has been used before in the context of complex quadratic maximization [5, 17] . Now, we are interested in the quality of the solutionˆ. Specifically, we would like to bound the approximation ratio / . This will be the focus of the next section.
Analysis of the SDP Relaxation

Worst-Case Scenario.
A standard approach to bounding the ratio / is to first establish a relationship between and and then use the fact that ≤ to obtain a bound on / . However, such an approach may not always yield useful results. To further motivate our consideration of a probabilistic model for the detection problem and to put our results in subsequent sections in perspective, we now show that for any ≥ 2, the ratio / can be zero in the worst case, even when = = 2.
be the matrix of all ones, and set
since 1 + 2 ∕ = 0 whenever is odd. Now, to show that = 0, we observe that the objective matrix in (2.6) has the form
Note that ′ ર 0, since it is diagonally dominant. Thus, we see that ′ is feasible for (2.6). Moreover, we have tr( ′ ) = 0, and hence = 0 as desired. Next, consider the case where ≥ 2 is even. Let ( ) ∈ ℝ 2×2 be the matrix
Again, we claim that > 0. To prove this, observe that for any = ( 1 , 2 ) ∈ 2 , we have
Suppose to the contrary that + 1 + 2 = 0 for some 1 , 2 ∈ . Then, upon writing 1 = exp( 1 ) and
, we see that
Now, equation (3.10) implies that 1 ≡ − 2 or + 2 (mod 2 ). In the former case equation (3.9) becomes cos 1 = − /2. However, since 1 ∈ {2 / : = 0, 1, . . . , −1}, we obtain a contradiction. In the latter case equation (3.9) becomes = 0, which again is a contradiction. It follows that > 0 as claimed. On the other hand, observe that the objective matrix in (2.6) has the form
Let
′′ ∈ ℝ 3×3 be the matrix We now return to the problem of analyzing the approximation quality of the SDP relaxation (2.6) under the probabilistic model described in Section 2. For reasons that would become clear, the case where = 2 requires a slightly different treatment than the ≥ 3 case. In order to illustrate the main ideas of our approach and to simplify the exposition, we shall first consider the case where ≥ 3. The = 2 case will be dealt with afterwards. Our goal in this section is to prove the following theorem:
Suppose that the SNR satisfies ∈ (0, 0 ). Then, we have Λ > 0 and
where Pr ( , ,ˆ) (⋅) means that the probability is computed over all possible realizations of ( , ) and the random vectorˆobtained in Step 3 of the randomized rounding procedure.
Theorem 3.1 implies that in the low SNR region (i.e., when ∈ (0, 0 )), the SDR detector will produce a constant factor approximate solution to the detection problem (2.4) with exponentially high probability as the channel size increases. To the best of our knowledge, this is the first performance guarantee of the SDR detector for the case of an MPSK constellation, where ≥ 3. We remark that the constants in our proofs are chosen to simplify the exposition and have not been optimized. With a more refined analysis, those constants can certainly be improved.
The proof of Theorem 3.1 consists of two steps. The first step is to show that, conditioned on a particular realization of ( , ), the value is, with high probability, at most ( + Δ), where Δ depends only on ( , ). Here, the probability is computed over all possible realizations ofˆ. Then, in the second step we analyze what effect does the distribution of ( , ) have on the value . In particular, we will show that and Δ are comparable (i.e., of the same order) with high probability. This will then imply Theorem 3.1.
To begin, consider a particular realization of ( , ) (and hence of ). Letˆ∈ ℂ ( +1)×( +1) be a feasible solution to (2.6) with objective value and partition according to (2.7 
To get a hold on the value of Γ, we need the following result: 
Now, we claim thatˆરˆˆ * . Indeed, observe that sinceˆર 0, we have ર * in (2.7) by the Schur complement. This in turn implies thatˆરˆˆ * as desired. In particular, since ર 0, we haveˆ * ˆ= tr(ˆˆ * ) ≤ tr(ˆ) = , whence
as desired.
⊔ ⊓
Now, if we could show that , ⋅ ( * ) and ∥ ∥ 2 2 are all within a constant factor of each other with high probability (w.r.t. the realizations of ( , )), then (3.11) and (3.12) would imply that and are within a constant factor of each other with high probability (w.r.t. the realizations of ( , ) andˆ). To carry out this idea, we first need estimates on the largest eigenvalue of the random matrix * and the squared norm ∥ ∥ 2 2 . These are given below, and the proofs can be found in the appendix: Proposition 3.3. The following hold: 
for the proof ).
Next, we need to show that is large with high probability (w.r.t. the realizations of ( , )). By the SDP weak duality theorem, it suffices to consider the dual of (2.6) and exhibit a dual feasible solution with large objective value. Such an idea has been used in the work of Kisialiou and Luo [9] . However, our approach differs from that of [9] in that we are able to obtain a non-asymptotic result.
To begin, let us write down the dual of (2.6):
Let > 0 and ∈ ℝ be parameters to be chosen, and defineˆ=
In order forˆto be feasible for (3.16), we must have −ˆર 0. By the Schur complement, this is equivalent to
(note that ( / ) * + is invertible for any > 0). Now, we are interested in choices of > 0 and ∈ ℝ that would make (3.17) a valid inequality with high probability (w.r.t. the realizations of ( , )). Towards that end, observe that *
where the last inequality follows from the fact that
Thus, by setting = 0 in (3.17), where
with ≡ / ≥ 1, we conclude from (3.13) and (3.14) that the matrixˆwill be feasible for (3.16) with probability at least 1 − 2 exp(− /6). In that event we have ≥ tr(ˆ) = 0 − by the SDP weak duality theorem, and upon optimizing over > 0, we obtain the following: Proposition 3.4. Let ≡ / ≥ 1, and let 0 be as in (3.18) . Suppose that the SNR satisfies ∈ (0, 0 ), where 
Then, with probability (over all possible realizations of ( , )) at least 1 − 2 exp(− /6), we have
) with probability (over all possible realizations of ( , )) at least 1 − 3 exp(− /6). This, together with (3.11), implies the result claimed in Theorem 3.1.
The = 2
Case. It is a bit unfortunate that the above argument does not readily extend to cover the = 2 case. The main difficulty is the following. Fact 3.1 now gives
where 
is obtained from in (2.5) by replacing and by˜and˜, respectively. Thus, problem (3.19) can be relaxed to a real SDP of the form (2.6), where is replaced by˜. Now, letˆbe a feasible solution to the SDP with objective value (note thatˆis now an ( + 1) × ( + 1) real matrix). Clearly, we can still apply the randomized rounding procedure in Section 2 onˆ. Since ℜ( ) = for = 1, . . . , + 1, the candidate solutionˆreturned by the rounding procedure will be feasible (i.e.,ˆ∈ {−1, +1} ) and satisfy
Moreover, it can be readily verified that
(cf. the argument in the proof of Proposition 3.2). Now, observe that˜is a random matrix whose entries are i.i.d. real Gaussian random variables with mean 0 and variance 1/2. By using the results in [8] or [2] to estimate the largest eigenvalue of˜˜(see, e.g., Appendix A.2 for a derivation) and then following the same argument as in the previous section, one can show that and ⋅ (˜˜) are of the same order with high probability (w.r.t. the realizations of ( , )). This in turn leads to the following theorem: Suppose that the SNR satisfies ∈ (0, 0 ). Then, we have Λ > 0 and (3.21)
Theorem 3.2 refines a result of Kisialiou and Luo [9] by establishing the rate at which the probability on the left-hand side of (3.21) tends to 1.
Probabilistic Analysis:
The High SNR Region. In the previous section we investigated the performance of the SDR detector when the SNR is small. Let us now consider the performance of the SDR detector when the SNR is large. Intuitively, when the SNR is large, the additive noise will be drowned out by the signal, and hence the SDR detector is more likely to detect the vector of transmitted symbols. Such an intuition can indeed be made precise when = {−1, +1} (i.e., = 2). Recall that when = 2, the detection problem (3.19) can be relaxed to the following real SDP:
tr(˜) subject to diag( ) = e, ર 0,
The following proposition gives a sufficient condition under which the SDP relaxation (3.22) is exact for problem (3.19) .
Proposition 3.5. Consider a realization of (˜,˜), where˜and˜are given by (3.20) . Suppose that the SNR satisfies
Then, the SDP relaxation (3.22 ) is exact for problem (3.19) , i.e., solving problem (3.19 ) is equivalent to solving problem (3.22) .
Proof. Let ∈ {−1, +1} be the vector of transmitted symbols, so that = √ / + according to (1.1).
Clearly, the matrix
is feasible for the SDP (3.22), and we have
and˜,˜are given by (3.20) . Now, let˜∈ ℝ ( +1)×( +1)
be an optimal solution to (3.22). We partition˜as
where ∈ ℝ and ∈ ℝ × . Note that by the Schur complement, we have˜ર 0 iff − ર 0. In particular, if = , then diag( − ) = 0, which implies that = ∈ ℝ × and˜= ′ . Thus, our goal is to show that Δ ≡ − = 0 whenever the condition in the proposition statement holds. Towards that end, we first use the definition of˜and compute (3.24) = tr
where the last inequality follows from the facts that
In particular, we have Δ = ∥Δ ∥ 1 , whence we conclude by (3.25) that
which is a contradiction. Hence, we must have Δ = 0, and the proof is completed.
⊔ ⊓
Remarks.
1. In Theorem 1 of [9] a condition similar to (3.23) is proposed, except that the term ∥˜˜∥ ∞ is replaced by ∥˜˜∥ 1 . Since ∥˜˜∥ 1 ≥ ∥˜˜∥ ∞ , we see that the result in Theorem 1 of [9] is weaker than that in Proposition 3.5.
2. Currently, we do not know whether the straightforward modification of condition (3.23) (i.e., withã nd˜replaced by and , respectively) is sufficient for the complex SDP (2.6) to be exact for all ≥ 2. Now, given Proposition 3.5, it is natural to ask what is the threshold value 0 of so that condition (3.23) will hold with positive probability whenever ≥ 0 . Our goal in this section is to prove the following theorem:
Suppose that the SNR satisfies = Ω( ). Then, we have
In particular, the SDP relaxation (3.22 ) is exact for problem (3.19) with exponentially high probability.
To the best of our knowledge, Theorem 3.3 is the first non-asymptotic guarantee on the equivalence of the detection problem (3.19) and its SDP relaxation (3.22).
The proof of Theorem 3.3 relies on the following probabilistic estimates whose proofs can be found in the appendix:
Proposition 3.6. The following hold:
• Estimate on (˜˜). Let ∈ ℂ × (where ≥ ≥ 2) be a random matrix whose entries are i.i.d. complex standard Gaussian random variables, and let˜be given by (3.20) . Then, we have
for the proof ).
• (3.20) . Then, for any > 1/2, we have
Remarks. The upshot of our estimate on (˜˜) is that it works for all = 2, 3, . . . , .
Proof of Theorem 3.3. By Proposition 3.6, the event
occurs with probability at least
It follows that whenever the SNR satisfies ≥ 16 = Ω( ), we have
as desired. ⊔ ⊓
Conclusion
In this paper we gave the first non-asymptotic performance analysis of the SDR detector, which is a widely used heuristic in the communications community for detecting symbol vectors that are transmitted over an MIMO channel. We considered the scenario where symbols from an MPSK constellation are transmitted over an i.i.d. Rayleigh fading channel, and showed that in both low and high SNR regions, the SDR detector will achieve a performance that is close to that of the optimal but computationally intractable ML detector with high probability. Our results were established by means of SDP duality theory, as well as results from random matrix theory. We believe that these tools will be valuable for analyzing SDPs in some other probabilistic (or even non-probabilistic) settings. Our work also opens up several directions for future research. Perhaps the most immediate one is to derive, for any fixed ≥ 2, a sufficient condition under which the complex SDP (2.6) is exact for the detection problem (2.4). On another front, recall that we have analyzed the approximation guarantee of the SDR detector. However, there is another interesting measure of the quality of the SDR detector, namely its error probability, which is defined as the probability that the vectorˆreturned by the SDR detector differs from the transmitted vector . In [7] the authors analyzed the error probability of a version of the SDR detector under the assumptions that ∈ ℝ × (with ≥ ) is a real Gaussian random matrix and = {−1, +1} is the BPSK constellation. They showed that the error probability is asymptotically (as the SNR tends to infinity) on the order of − /2 . It would be interesting to derive a non-asymptotic version of this result and/or to extend it to the complex channel model and other signal constellations. Finally, note that our results for the = 2 case did not resolve the question about the approximation guarantee of the SDR detector in the mid SNR region. It would be interesting to study this case and complete the picture for the SDR detector. , exp
Let be the density function for the largest eigenvalue of * , and define
Then, we have
It follows that
Pr( (
. By putting = 7( + )/2 and using Stirling's formula, we obtain Pr 
, where −1
Let be the density function for the largest eigenvalue of˜˜, and define
It follows that
Now, set = 2(2 + ). To bound the quantity on the right-hand side, we use the Stirling formula for the Gamma function, which is given by (see, e.g., [14] )
for all ≥ 1/2. In particular, we obtain Pr ( (˜˜) ≥ 2(2 + ))
Similarly, let be the density function for the smallest eigenvalue of˜˜, and define
Then, we have ( )
It follows that Thus, given a realization of˜, we see that (˜˜) is a Gaussian random variable with mean 0 and variance 2 ≡ (1/2) ∑ 2 =1˜2 , for = 1, . . . , . It follows that
) .
Now, note that 4
2 is a chi-square random variable with 2 degrees of freedom. Thus, by standard concentration results for the chi-square random variable, we have Upon setting = for some > 1/2, we conclude that
