We study matrices which transform the sequence of Fibonacci or Lucas polynomials with even index to those with odd index and vice versa. They turn out to be intimately related to generalized Stirling numbers and to Bernoulli, Genocchi and tangent numbers and give rise to various identities between these numbers. There is also a close connection with the Akiyama-Tanigawa algorithm. Since such numbers have been extensively studied it is possible that some of these results are already hidden in the literature. I would be very grateful for such information.
Introduction

Let ( )
and by Y. Gelineau and J. Zeng [8] .
These facts lead to some interesting identities such as ( ) The aim of the present paper is to give a systematic account of these and related results.
Some well-known facts
We consider (a variant of) the Fibonacci polynomials defined by It is also well known that 1 1 ( ) ( ) ( ). 
is a basis for the vector space of polynomials in . s
The Genocchi numbers ( ) ( ) 
It is also well-known that 
Connection constants
The following theorem gives an explicit computation of some basis transformations.
Theorem 2.1
The bases ( )
The bases consisting of Lucas polynomials are connected by 
This reduces our task to finding the matrix which corresponds to the operator "multiplication by 
The inverse of (2.8) is we get in the same way as before
In this case (2.9) implies (2.3).
2) Another consequence of (2.5) is ( )
is equivalent with 0 1 ( 1) .
The inverse is
where ( ) 
(2.10) implies ( ) 
The matrix corresponding to "multiplication by ( ) i j
Its inverse is given by 
the only non-vanishing term occurs for 1. j n = − For odd n we get the identities (2.2).
If we apply 
.
Then it is clear that
The same holds for the infinite matrices 
> which has been defined in (2.15).
Theorem 3.1
The matrix C can be factored in the following way:
Proof
This theorem can be derived from the following simple identities.
The identity , 0 , 0
is another formulation of the trivial result
is a well-known property of the Stirling numbers and easily proved by induction:
Finally we have
This also is easily proved by induction:
To derive (3.9) observe that (3.10) gives
Combining these identities gives (3.9).
Another consequence of (3.11) and (3.12) is
. 
For ( ) ( 1)
w n n n = + we get the Legendre-Stirling numbers ( , ) LS n k and ( , ) ls n k studied in [2] and [8] (cf. OEIS A071951 and A129467). There are some interesting relations between central factorial numbers and Legendre-Stirling numbers which are analogous to the corresponding results about Stirling numbers.
and
Now assume that (3.14) and (3.15) are already known up to 1.
n − Then 0 0
In the same way we get 0 0
In the same way we get (3.19).
Another interesting result is
Theorem 3.5
The following identities hold:
Equivalently this means 
For the second sum we get
( 1) ( , ) ( 1)( 2) ( , 1) ( 1) ( 1, 1).
, 0 , 0 , 0
Proof
The left-hand side of (3.24) equals ( )
, 0 , 0 , 0 , 0 , 0
In the same way the left-hand side of (3.25) equals ( ) 
Remark
Michael Schlosser has shown me a simple direct proof of the first identity in (3.27).
It suffices to show that
This is equivalent with 
We later need the following result.
Lemma 3.7
Let (0) 1 w = and ˆ( ) ( 1). w n w n = + Then 
n n w w w w F n j S n F s j F S n F s j
Proof
The first assertions follow from 
n k k F s a n k F s
We call the infinite matrix 
This is equivalent with the matrix identity
If we recall that
we see that (4.11) is the same as (4.6).
By (3.18) we get the following representation
By (3.26) we also have
Thus we get
Theorem 4.2
The Genocchi matrix A has the following representations
where ( , ) t i j are the central factorial numbers of the first kind and ( , ) T i j the central factorial numbers of the second kind.
Note the analogy with (3.9) and (3.10). 
By considering the first column of these matrices we get [ ] 
Seidel's identity for Genocchi numbers ([13])
The matrix
has been evaluated by Dumont and Zeng [6] . We don't need this result. We are only interested in the first column. Let ( ) ( ) 
Lemma 4.3
The elements of the first column of
( 1) .
n n
H + −
The first two columns of
. The numbers of the second column are To prove this lemma we need the fact (cf. [3] , [5] ) -which can serve as definition of the median Genocchi numbers -that By (4.6) we get 1 1
and therefore by applying λ
To prove the second assertion we note that 2 1 (0) 1 n F + = and therefore (4.20) gives the first column.
To obtain the second column we recall that ( )
If we delete the first row and first column we get the matrix ( ) 
Theorem 4.4
Define linear functionals k ϕ by ( )
Then the following formulae hold:
Proof
This is an immediate consequence of Theorem 3.2.
There is a simple Seidel-array for computing ( , ) LS n k in terms of ( 1, 1) .
For example for 2 k = this array begins with 
It suffices to show that ( )
For then we have ( )
We have only to verify that (2 , , )
. .
Theorem 4.6
The square of n A is given by ( ) 
From (4.32) and (4.33) and using (4.29) we get immediately (4.28).
It only remains to prove (4.30).
This follows from 
Proof.
This follows from (4.28). 
n n k k k F s a n k F s F s
The first entries of ( ) 1 ( , ) a n k are .
Proof
We know that 
k n <
We have to show that 1 ( , ) a n k is given by (4.39).
n j k a n j a j a j a j k a n a n k n k
( 1, ) ( , ). (
k k j j j aa n a n j a j aa n a n j a j aa n k a n k a k k aa n k a n a n a n k aa n a n aa n a n aa n k a n k a n i a i j a n a n a n k a n j
= the first sum vanishes and ( ,0) ( , ) 1. a n a n n + + = Corollary 4.9
) . a n k k n a n k a n k Comparing (4.6) with (4.46) we see that ( )
The first terms of the sequence ( )
2 1
By (4.15) we have
Considering the first column we get This identity has first been proved by A.v. Ettingshausen [7] and has been rediscovered by L. Seidel [13] ,VIII, and by M. Kaneko [10] .
The inverse of ( ) ( ) ( ) ( ) There is also an analogue of Theorem 3.2.
To this end we introduce an analogue of the Legendre-Stirling numbers. 
Proposition 5.4
The inverse of B is 
