Concentrations of CO 2 and CH 4 measured over 3 years at a rural site in the Spanish northern plateau were investigated together with vegetation and meteorological variables. Two procedures were implemented to study the annual evolution. Kernel estimation provided a detailed time description, and the harmonic model may be fitted easily. The site was characterised by grass from autumn to spring. However, vigorous growth was observed during the latter season due to the biological cycle of plants under favourable meteorological conditions. A CO 2 peak was observed a fortnight before the time of maximum NDVI, and was attributed to the prevalence of respiration over photosynthesis. A pronounced trough was apparent in summer and was explained by the death of vegetation and active dispersion in a highly developed boundary layer. CH 4 evolution was characterised by a deficit period from May to October, indicating that meteorological evolution played a key role. The harmonic model showed that annual and half-annual cycles evidenced a similar contribution for CO 2 , whereas said weight for the half-annual cycle was considerably smaller for CH 4 .
Introduction
Greenhouse gases, especially CO 2 , have been the focus of research at different sites in an effort to gain insights into their fluxes and evolution, given their link to climate change. Research has recently been conducted in order to establish the contribution of different surfaces and crops to rural CO 2 and CH 4 concentrations (Buragiene et al., 2015; Kim and Kirschbaum, 2015; Luyssaert et al., 2012; Sepulveda-Jauregui et al., 2015) . The interest in gaining a detailed knowledge of these gases is widely recognised, since they are measured by an extensive network whose observations are distributed worldwide by international databases such as the World Data Centre for Greenhouse Gases (WDCGG) and corresponding publications (WDCGG, 2016) . Moreover, the impact of their increasing concentrations on crops has been quantified (Saha et al., 2015) . However, academic papers addressing their current levels are usually confined to urban environments where combustions are the main sources (Hern andez-Paniagua et al., 2015) , whereas campaigns at rural sites focus on background concentration measurement (Cheng et al., 2013; Pu et al., 2014) .
The present paper focuses on the annual cycle of both gases in the atmosphere, which may be considered a fingerprint of the site where measurements are obtained. This is a specific feature of the present research, since studies exclusively devoted to analysing annual evolution remain infrequent and normally appear together with research into the temporal trend (Artuso et al., 2007; Liu et al., 2015; Zhu and Yoshikawa-Inoue, 2015) . When trend values are much lower than the annual range, analysis may exclude the trend and focus on the annual evolution.
The influence of the ecosystem has been the focus of CO 2 and CH 4 research (Boeckx and Van Cleemput, 2001; Evrendilek et al., 2005) . Hence, gas concentration may be accompanied by vegetation data provided by satellite (Myneni et al., 1998; Tucker et al., 2001) . Moreover, meteorological variables, such as the boundary layer height, prove necessary to obtain information concerning atmospheric dispersion.
The current study first deals with the procedure to analyse the yearly cycle. Since short time processes can hide slow changes, smoothing procedures must be considered when investigating the annual pattern. Similar methods have been used in trend analyses. Thoning et al. (1989) smoothed CO 2 observations at Mauna Loa by filtering the daily averages with a low-pass filter. The same technique was applied by Bakwin et al. (1995) to four background sites. Finally, Bakwin et al. (1998) smoothed CO 2 observations in North Carolina from 1992 to 1997 and Wisconsin from 1994 to 1997 with a second order polynomial and four seasonal harmonics. Tiwari et al. (2013) fitted the observed CO 2 concentrations over Cape Rama, on the west coast of India using a nine-degree polynomial. Their procedure provided smoothed concentrations. However, the successful description of concentrations obtained by increasing the degree of the polynomial is counterbalanced by the gap observed at the end of the year. Concentrations were nearly 1 ppm lower than those at the beginning, with this gap being around 10% of the interval presented. This problem linked to circular variables was evidenced by Anderson-Cook and Noble (2001) , who employed quadratic and cubic models, centring the curves in the data and placing the discontinuity away from the observations. However, uniformly distributed measurements make such models inadvisable. The present paper presents two alternative methods to overcome this drawback. The first is based on the kernel estimation and the second on the second order model for cylindrical data. Both methods do not need specific requirements to be implemented and may be extended to other places to explain the behaviour of circular variables such as daily cycles or directional analyses (P erez et al., 2007) .
The first procedure based on nonparametric regression was successfully used to investigate point and linear sources of air pollution (Henry et al., 2002 (Henry et al., , 2011 . This paper discusses the limits of this technique when used to study annual evolution. As a specific feature, its low restrictions provide a detailed analysis of the number and duration of periods of excess and deficit compared to the average concentration.
The second procedure is a harmonic analysis. Nakazawa et al. (1997) and used an addition of polynomic and harmonic functions to investigate CO 2 evolution. This method should be observed as a first step towards describing the evolution of an atmospheric variable. However, experience has shown that a low number of harmonics may also be satisfactory (Artuso et al., 2009) . The current paper considers a model based on only two harmonics, whose suitability is analysed. Moreover, amplitudes and phase constants may determine the weight of harmonics and the features of the evolution.
A second objective of this paper is the relationship between data presented and similar studies. Although the Mauna Loa observations have been widely analysed, the yearly cycle of both trace gases recorded at different sites has been considered in several papers. Once the yearly pattern is established at the measurement site, the ranges and times of noticeable concentrations are determined and compared with those measured in other places, mainly in Europe and Asia, which are representative of varied climates, in order to explore yearly patterns and to determine sites whose observations may be considered as outliers.
Finally, the database employed in this paper is far more extensive than those previously used, and the procedures carried out have not to date been considered at this semi-natural site, where research had focused on CO 2 contrast with an urban location , CO 2 cluster analysis (P erez et al., 2015a) , and the study of CH 4 measurements (S anchez et al., 2014) .
Materials and methods

Experimental description
The measurement campaign extended over three years (15 Oct. 2010e14 Oct. 2013 Fig. 1(a) . Vegetation at the site comprises Mediterranean scrubland which stretches at least 50 m from the measurement site. The rest is formed by nonirrigated crops and a small group of pine-trees some 200 m to the SW, Fig. 1(b) . Potential emission sources are not present in the close vicinity of the measurement site.
CO 2 and CH 4 dry mole fractions continuously measured in ppm were supplied by a Picarro G1301 analyser, which is based on cavity ring-down spectroscopy. In this technique, a gas sample is introduced into a high-finesse optical cavity. Light from a laser is injected into the cavity and is monitored with a photo-detector. The "ring-down" measurement is made when the laser is turned off and the decay of the light intensity is measured. This decay depends on the losses by the cavity mirrors and the absorption and scattering of the sample (Crosson, 2008) . This monitor achieves the WMO interlaboratory comparability standard for both gases without drying the sample gas (Chen et al., 2010; Rella, 2010; Rella et al., 2013) . The manufacturer indicates that the device's precision was 0.2 ppm for CO 2 and 0.001 ppm for CH 4. Around 30 measurements were made each minute and were recorded at three levels; 1.8, 3.7 and 8.3 m, through solenoid valves controlled by the analyser. These levels follow a logarithmic scale, which is frequent in micrometeorology, and were selected to investigate the behaviour of both gases close to the ground surface. Measurements lasted 10 min at each level and the first 20 observations were not considered in order to avoid discontinuities when the level changed. However, values supplied by this device were averaged on a semi-hourly basis. Calibrations were performed each two weeks with three NOAA standards of values presented in Table 1 , which are above, around and below the background concentrations. The temporal length of the calibration injection was about 5 min for each gas. The device is extremely stable, since its coefficients of variation calculated with measurements of calibrations over the three years were around 0.04% for CO 2 and 0.19% for CH 4 . Calibrations were used to slightly correct the measurements by employing the following linear equations:
(1)
where the C subscript corresponds to the corrected value. Equation (1) represents a slight correction of the expression used by P erez et al. (2013) for two years of measurements. One noticeable feature of the current paper is that meteorological measurements were obtained from the METEX model (Zeng et al., 2010) by using NCEP re-analysis as the data set. Although this is a model for air mass trajectory calculation, ancillary variables were also provided. In this paper, only boundary layer height, temperature and wind speed were used. The wind speed and direction provided by this model showed similar values to those measured, although prevailing directions were less marked by the model than for observations (P erez et al., 2015b) .
Since the METEX model provides values on an hourly basis, arithmetic means of concentrations were calculated to make them compatible with meteorological variables. Availability of hourly concentration was about 95% of possible observations at the levels investigated, with August 2013 being the most noticeable gap recorded in concentration.
NDVI values were used to quantify vegetation evolution, and were obtained from MODIS at the TERRA satellite and downloaded from EOSDIS Reverb (NASA, 2016) .
Daily precipitation observations were downloaded from the meteorological station at Medina de Rioseco (41 51 
Kernel estimation
This procedure allows for calculations of locally weighted averages over a sliding window of width h (Donnelly et al., 2011; Henry et al., 2002) . Greater weight is given to concentrations C i observed at times t i that are close to time t where the weighted average C(t,h) is calculated and less weight is attached to distant observations, following the equation
where n is the number of observations. The preferred function K used to weight observations of circular data is the Gaussian kernel, described by
Second order model for cylindrical data
Anderson-Cook (2000) presented this model, which was adapted following the equation
where t i , q 1 and q 2 are times measured as a fraction of the year, and the range for q 1 is 1 corresponding to one year and for q 2 is 0.5 corresponding to half of the year. The a, b and c parameters are calculated by transforming Eq. (5) into
Parameters of this equation may be determined by multiple linear regression, and allow parameters of Eq. (5) to be calculated by means of
3. Results and discussion Fig. 2 shows that the hourly concentrations recorded at the three levels were very homogeneous. They were slightly lower for CO 2 at the third level than at the first. However, the behaviour was the opposite for CH 4 . The vertical gradients obtained by (C 8.3 m À C 1.8 m )/(8.3 me1.8 m) were À3.5 and 0.0016 ppm in 10 m, respectively, and are only valid in the layer where observations were measured.
Kernel estimation
Although Eq. (3) with the kernel given by Eq. (4) considers all observations, one problem which arises prior to applying this procedure concerns proposing the window width, h. A narrow window gives great weight to the neighbouring observations, perhaps causing sharp changes, while a wide window may lead to significant smoothing that masks the behaviour at certain scales (P erez et al., 2007) . Therefore, although Donnelly et al. (2011) considered a method based on the standard deviation of the data for choosing the window width, this procedure was not applied in this research since a uniformly distributed circular variable, namely time, is used. One desirable property in this analysis for the window width is that it should provide information about monthly changes. Although the greatest weight of Eq. (4) was obtained for t ¼ t i , it decreased quickly. Two groups of variables were formed. One 10-day window was used to retain certain fluctuations with CO 2 , NDVI, temperature and boundary layer height. The weight of this window was about one percent of the maximum from 30 days before the day of calculation to 30 days after the day of calculation. Another slightly larger window, 15 days, was used for CH 4 and wind speed to smooth oscillations of these variables that evidence rapid changes. In this case, the period of greatest weight extended to around 45 days from the day of calculation. With these windows, oscillations are not noticeable in the two groups of variables and monthly changes are retained. Equation (3) was used to describe the annual evolution of both trace gases, by calculating one value each day. Fig. 3 (a) presents CO 2 evolution at 8.3 m, with the average concentration at 1.8 m being around 2.3 ppm higher. The smoothed curves were similar for the three levels, with the highest concentration being 4.8 ppm lower at 8.3 m than at 1.8 m, while the minimum was only 1.4 ppm lower. The mean percentage difference between observations and smoothed values was 1.4% for the highest level and 2.1% for the lowest. Calculations with windows from 5 to 20 days revealed a similar model response for these mean percentage differences.
The climate at the site is temperate without a dry season, and with a temperate summer, Cfb, following the K€ oppen-Geiger classification (Atlas Agroclim atico de Castilla y Le on-ITACYL-AEMET, 2013). Smoothed temperature revealed a gradual increase from 3 C at the beginning of February to 20.3 C in mid August, Fig. 3(b) . Monthly averaged precipitations showed a mean value of 34.2 mm. They are irregularly distributed and two periods may be observed , Fig 3(c) . Precipitation was continuously below this value from May to September, due to convective showers. However, it was mainly above the mean during the rest of the year, and was attributed to fronts sweeping the peninsula, mainly from the West. The boundary layer developed from 250 m at night to maximum values during the day. Smoothed values ranged from 350 m in winter to around 950 m in summer, Fig. 3(d) . Smoothed wind speed reached the highest values in NovembereFebruary, around 6 m s
À1
, but decreased slowly until August, reaching around 3.5 m s
, Fig. 3(e) . Metzger et al. (2005) considered 84 environmental strata (following climate data, data on the ocean influence, and geographical position), which were grouped into 13 environmental zones. The site was labelled as Mediterranean North, with the maximum precipitation in winter, dry summer, and growing season lasting 335 days (Wageningen UR, 2016) .
NDVI quantifies plant growth. Table 2 was built from values described by the Mapping and Geological Institute of Catalonia (ICGC, 2016) , which are similar to those from NASA (2000), to easily explain the annual evolution smoothed in Fig. 3(f) . Grass is the main vegetation during most of the year, from early July to late March. However, abundant and vigorous vegetation is observed in spring with a peak in late May. P erez-Hoyos et al. (2014) presented a classification with 12 Ecosystem Functional Types (EFTs), which was applied to Spain. According to this classification, the measuring site corresponds to the second type, described by a high albedo attributed to the low density of the crop canopy, which determined a strong influence of soil. Averaged NDVI was 0.38, with a spring peak and high intra-annual variability.
The average CO 2 value was 399.1 ppm, in agreement with flask data (NOAA, 2016), and allowed two periods to be established. CO 2 excess prevailed during the first period, from late October to mid June, with a deficit being noticeable during the second period, in summer and early autumn. This evolution agrees with the vegetation cycle. During autumn and winter, precipitation and low temperatures ensure grass at the site, with plant respiration being responsible for CO 2 values around 2 ppm above the mean, according to Fig. 3(a) . Precipitation and higher temperature in early spring led to vegetation development, which is reflected in increased NDVI values. Consequently, CO 2 increased, probably due to respiration processes and background evolution during this period of intense activity, reaching a maximum in early May. However, vegetation growth also determined intense photosynthesis during the daylight period, which lasted over 14 h in May and 15 h in June. This sharp contrast between daytime and night time periods is presented in Fig. 4(a) , where major differences of around 17 ppm were reached in spring, while the differences between the two periods in the rest of the year remained below 5 ppm. Expansion of the boundary layer together with photosynthesis thus accounted for the lack of agreement between CO 2 and NDVI peaks, with vigorous vegetation and long days in late May and early June. When vegetation declined in early July, its respiration and photosynthesis also decreased. Another contributing factor in this period was intense dispersion of a thermal origin linked to high temperatures and low mechanical turbulence due to low wind speed. Under these conditions, the boundary layer expanded substantially and dilution increased (P erez et al., 2012) . Together with the background evolution, these factors might determine CO 2 decrease. The minimum values reached in late August might be justified by the extremely weak plant activity. Precipitation in early autumn explained the gradual development of light vegetation accompanied by increasing plant respiration. Table 3 presents the main details at different places where this evolution was observed. Although measurement conditions are very varied, the yearly pattern involves one maximum and one minimum, with noticeable features being the months these values were attained and the range between them. At most of the sites, maximum values occurred in MarcheApril. Singular cases were Hegyh ats al (Hungary) and Cabaw (The Netherlands), which displayed maxima in December and January, respectively. Moreover, both places present the greatest ranges, above 20 ppm. Minima were mainly observed in August, with noticeable exceptions being Mauna Loa (Hawaii), whose minimum was in October, and Cape Rama (India), in November. Excluding the analysis of Tian et al. (2014) , which involves different sites, the lowest range was observed at Mauna Loa, with only 6 ppm.
The annual CO 2 evolution at CIBA, with a maximum in May, a minimum in August and a range of around 13 ppm, may be observed as a fingerprint that allows the site atmosphere to be identified. According to these features, this evolution agrees with Tsukuba (Japan) or Alert (Canada).
Annual CH 4 evolution at the site is shown in Fig. 3(g) by a simple oscillation, with a maximum in winter and a minimum in summer and a range of about 0.05 ppm. The average concentration was Fig. 3 . Annual evolution smoothed with a Gaussian kernel in a dark grey line and differences with the average filled in using light grey for the variables (a) CO 2 , (b) temperature, (d) boundary layer height, (e) wind speed, (f) NDVI and (g) CH 4 . A bar chart was used for precipitation (c). 1.899 ppm, which was in agreement with flask data (NOAA, 2016), and was 0.001 ppm lower for the 1.8 m level. Mean percentage differences between observations and smoothed values were 1.4% for the three levels and nearly insensitive for windows from 5 to 20 days. Excess prevailed from October to April, and there was a deficit during the rest of the year. CH 4 evolutions for the three levels were similar and seemed to be anti-correlated with the mixing height and, in some way, correlated with wind speed. This behaviour revealed that dispersion processes in the low atmosphere played a major role in concentration evolution. Fig. 4(b) shows the daytime and night-time evolutions. Unlike CO 2 , CH 4 concentration during the night was regularly higher than during the day, around 0.009 ppm, due to the stable stratification of the low atmosphere in this period. S anchez et al. (2014) presented the annual evolution at the same site for the period June 2010eMay 2012 by monthly means. Although similar, the range was about 0.06 ppm and the trough was more pronounced than in Fig. 3(g) . Table 4 presents the features of the CH 4 yearly cycle as well as details concerning its measurement at different sites. One maximum and one minimum value are usual. However, noticeable exceptions are the evolution observed on the Tae-ahn Peninsula, Korea, which evidenced changing values and the yearly cycle at Schneefernerhaus, Germany, where maxima were found in April and August, and where minima were observed in June and November (Zhang et al., 2013) . Moreover, noticeable differences are observed at Mt. Waliguan, China, where most studies presented ranges of around 0.01 ppm, except Kong et al. (2010) , who depicted a range of 0.04 ppm taken from Liu et al. (2004) . Noticeable ranges, reaching up to 0.1 ppm, the greatest amongst those observed in the other places considered, were obtained at Hegyh ats al in Hungary, and Cabaw in The Netherlands. The yearly cycle at the measurement site was similar to most of those reported, although the concentration range was intermediate. 
Incremental changes
Following Tiwari et al. (2013) , variability of both trace gases was studied with the day-to-day incremental changes calculated as ð P n t¼2 CðtÞ À Cðt À 1ÞÞ=ðn À 1Þ. In this paper, C is the smoothed concentration and n the number of days in the month. Values obtained are represented in Fig. 5 . As at Cape Rama, four alternate periods may be observed. However, their times are different as are the features of the site, leading to higher values at CIBA. Daily CO 2 increase was from February to April, when vegetation develops in late winter, and after winter, and particularly from September to December, when vegetation and soil activities begin their cycle after the hot summer. A decrease in CO 2 was noticeable from May to August accompanied by the decline in vegetation activity and the expansion of the boundary layer in summer. Following the annual evolution, only two periods were observed for CH 4 , with incremental changes being negative during the first half of the year and positive in the second half, and proving extremely low in both intervals.
Second order harmonic model
Harmonic models have been used in different papers, and are part of an equation in which the other part is a polynomial of time. The number of harmonics varies, although three (Eneroth et al., 2005; Higuchi et al., 2003; Inoue et al., 2006) and four (Vermeulen et al., 2011) harmonics are frequent. In the present paper, taking into account the irregular distribution of the annual cycle presented by the kernel estimation, only two harmonics were used due to the model's simplicity and the satisfactory agreement with observations.
Coefficients of the second order model were calculated and are presented in Table 5 . Coefficient a represents the average concentration of the harmonic function given by Eq. (5), which shows slight differences for CO 2 at the three levels and is very similar for CH 4 .
Coefficients b and c represent the amplitudes of the annual and half-annual cycles, respectively. Both were similar, although one hundredth that of a for CO 2 , revealing that cycle amplitudes were small compared to the average value, with the half-annual cycle amplitude being slightly lower than for the annual cycle. The maximum of the annual cycle was located near early March and the minimum in early September, following q 1 . However, the halfannual cycle showed maxima in mid May and November and minima in mid February and August. Addition of both harmonic functions was strengthened in August, accounting for the significant minimum observed during this month.
The amplitude of the annual CH 4 cycle was about a hundredth of the average value, indicating that this evolution was also very slight against the average value. However, the amplitude of the halfannual cycle was one fifth of the annual cycle amplitude, revealing that this cycle had less weight. Maxima were in mid January for the annual cycle and late May and November for the half-annual cycle, and minima occurred in mid July for the annual cycle and late February and August for the half-annual cycle, thus determining a more marked evolution than that obtained with only one harmonic function.
Mean percentage differences between observations and smoothed values were similar to those calculated by the kernel procedure for both gases. Finally, the correlation coefficient between values calculated with both the kernel and the harmonic model proved satisfactory.
Conclusions
The kernel estimation of the cycle provided more detailed information about changes of the annual evolution than the second order harmonic model did.
Daily and short term oscillations were satisfactorily avoided in the kernel estimation. Depending on their response to window width, two groups of variables were formed. A 10-day window was used for CO 2 , NDVI, temperature, and boundary layer height, and 15 days for CH 4 and wind speed.
A vertical gradient of À3.5 ppm in 10 m was observed for CO 2 , against a value of 0.0016 ppm for CH 4 . Both were linked to local dynamics of the planetary boundary layer.
Two periods corresponding to excess and deficit were observed. The deficit period for CO 2 was shorter, although its concentration trough was more pronounced than for CH 4 , whose excess and deficit periods lasted a similar length of time. Day-to-day concentration changes were more noticeable for CO 2 .
Vegetation was particularly vigorous at this Mediterranean site from April to June. Photosynthesis contribution seems to be noticeable from mid May to early July. Low CO 2 during summer was attributed to weak plant activity and expansion of the planetary boundary layer. Background evolution contribution should also be the subject of specific analysis.
The successful correlation between annual CH 4 evolution and meteorological variables reveals that the meteorological conditions have a major impact on this cycle.
The second order model is simple and ensures an irregular interval between maximum and minimum. Amplitudes of harmonics used were similar for CO 2 , indicating comparable weight of annual and half-annual periods. However, the annual amplitude was five times greater than the half-annual amplitude for CH 4 , revealing the secondary influence of this cycle. Finally, a further analysis of trends will be improved with the procedures employed in this paper in order to gain a better description of how both gases evolve.
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