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Abstract: Effective intelligent condition monitoring, as an effective technique to enhance the reliability
of wind turbines and implement cost-effective maintenance, has been the object of extensive research
and development to improve defect detection from supervisory control and data acquisition (SCADA)
data, relying on perspective signal processing and statistical algorithms. The development of
sophisticated machine learning now allows improvements in defect detection from historic data.
This paper proposes a novel condition monitoring method for wind turbines based on Long
Short-Term Memory (LSTM) algorithms. LSTM algorithms have the capability of capturing long-term
dependencies hidden within a sequence of measurements, which can be exploited to increase the
prediction accuracy. LSTM algorithms are therefore suitable for application in many diverse fields.
The residual signal obtained by comparing the predicted values from a prediction model and the
actual measurements from SCADA data can be used for condition monitoring. The effectiveness of
the proposed method is validated in the case study. The proposed method can increase the economic
benefits and reliability of wind farms.
Keywords: wind turbine; condition monitoring; long short-term memory; SCADA; machine learning
1. Introduction
Wind turbines have witnessed a rapid growth in rating over the last 40 years [1]. However,
they are usually required to operate in harsh environments, particularly offshore [2,3]. According to
previous research results, gearboxes of wind turbines contribute more than 20% of failures and account
for around 12 days of lost operation per annum per turbine on average [4]. Installing a reliable and
cost-effective condition monitoring system is an effective way to improve the reliability of the wind
turbine [5–7].
In the wind industry, vibration, lubricant inspection, and temperature analyses have been
developed for the condition monitoring of the turbine gearboxes [8]. Spectral analysis based on vibration
signals is one of the most effective methods to detect anomalies in the gearbox and bearing [9,10].
However, spectral analysis based on vibration signals requires very detailed information about the
bearing structural parameters [11]. Vibration signal analysis also needs very high-performance
processors that increase the system cost [12]. Oil debris data analysis provides another method to
monitor gearbox condition. Different sizes, types, and numbers of wear particles indicate different
degrees of wear or damage in the gearbox. However, these above-mentioned methods require
acceleration transducers and oil debris sensors leading to a high cost for implementing condition
monitoring. Condition monitoring systems based on existing SCADA data are more cost-effective
solutions [13].
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Data-driven methods based on the temperature signal is also effective in the monitoring
of the gearbox. The main merit of a data-driven approach is that this method needs no prior
knowledge of the process. Data-driven models are obtained directly from the data measured during
experimental measurement or from operational system. In terms of mechanistic model, it requires
a thorough understanding of the system’s mechanism [14], which leads to condition monitoring
systems complicated, and a specific development for each design. In a wind turbine SCADA system,
temperature data usually accounts for more than 30% of the total data. Adopting data-driven solutions
is therefore a good method to reduce the cost of the system, and it is desirable to design effective
data-driven condition monitoring based on the temperature signal [4,15]. In previous research, artificial
intelligence (AI) methods, such as artificial neural networks (ANNs) [16], have been utilized for
renewable energy systems because AI methods can accommodate the random and non-stationary
properties of the nonlinear models [17,18]. Generally, AI based on machine learning methods can
be classified into two subsystems, namely conventional machine learning models and deep learning
models. With the development of deep learning technology, the deep neural network (DNN) has
obtained great results for renewable energy systems [19,20]. Deep learning is a branch of machine
learning which fundamentally aims to use a multilayer neural network to learn the relationship
between the input and output in a nonlinear model by mapping the data from the original space to the
feature space [21,22]. Compared with traditional ANN methods, DNN can handle more complicated
models and is more accurate [23]. It has also been demonstrated that DNN has better performance
than conventional machine learning methods [24]. In summary, considered as an advanced machine
learning method, DNN has presented great potential for condition monitoring of wind turbines.
The deep neural network generally consists of many layers that contains layers of recurrent neural
network (RNN). While RNNs are a class of DNN, which is applied in the geared toward pattern
recognition for sequential datasets. However, classical RNNs suffer from the issue of long-range
dependencies, which limits their applications in industrial fields. The LSTM algorithm has good
performance at capturing long-term dependencies within a sequence. It is therefore suitable for many
industrial applications [25]. The LSTM algorithm’s performance has been proved in dealing with time
series data [26], thanks to its excellent handling of the long-term dependency issue [27]. The LSTM
neural networks have been increasingly applied to machinery condition monitoring in recent years.
Lei et al. [28] proposed a novel LSTM-based method for wind turbine fault diagnosis on raw time-series
signals, such as displacement, acceleration, wind speed and rotor speed. The paper describes the
wind turbine fault diagnosis as a classification problem and provides an end-to-end strategy based on
LSTM using raw time-series as input. X. Shi et al. [29] developed LSTM based models for predicting
time series of wind power, aiming to carry out more accurate forecasting in advance and reduce the
uncertainty of wind power integration and improve the competitiveness of wind power in power
auction markets. To mitigate the uncertainty of wind energy access to the grid, Wang et al. [30]
presented a wind turbine-grid interaction prediction model based on LSTM to predict the actual output
sequence of the wind farms, such as the active power, phase current and phase voltage. Yang et al. [31]
proposed a data-driven method based on LSTM RNN to detect the fault and classify the corresponding
fault types in rotating machinery. The measurement signals from four sensors (one torque sensor, one
force sensor, two acceleration sensors) are utilized to detect the fault in the study. Majority of the study
for machinery condition monitoring can be addressed as classification problems and need the data
samples in faulty conditions to train the model, which is not always available in real applications.
In a wind turbine, the temperature of components varies in time in a correlation with the health
of the component, air temperature, and the amount of power generation. Hence, temperature-based
condition monitoring can be treated as a type of nonlinear model with random and non-stationary
properties. In data-driven condition monitoring methods, establishing the prediction model is the key
stage. Hence, it is necessary to adopt a suitable algorithm to develop the prediction model. In this
paper, a novel condition monitoring method for wind turbines based on LSTM is proposed. It is worth
noting that reducing the number of input variables to the prediction model not only determines the
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prediction model efficiency, but also decreases the cost of the condition monitoring system, because less
input data means less calculation load for the processor. The Mahalanobis distance (MD) method is a
minimum-redundancy, maximum-relevance feature approach that can be used to reduce the number
of input variables to the prediction model [32].
The novelty of this paper lies in the following:
(1) A LSTM based model is developed to predict the gearbox oil or bearing temperature, and then
carry out fault detection using the error between predicted component temperature and actual
measurement. The model only needs the SCADA data of wind turbines, which is easy to access,
and no additional sensors or measurement systems are required.
(2) The model is developed only with measurement signals under normal working condition and does
not need the signals from faulty conditions, which is usually difficult to obtain in real applications.
(3) MD method is applied to reduce the input variable number of the prediction model, which
improves real time performance of the condition monitoring system.
The rest of this paper is structured as follows. The principle of the MD is presented in Section 2.
In Section 3, the condition monitoring of the wind turbine method based on LTSM is illustrated. A
case study using SCADA data is then performed and the results are shown and discussed in Section 4.
Section 5 contains conclusions and suggestions for further research.
2. Mahalanobis Distance
Reducing the number of input variables to the prediction model not only determines its efficiency,
but also decreases the cost of the condition monitoring system. The data collected from wind
turbines is usually transmitted to an analysis centre by a wireless or optical fibre networks, because
most wind farms are located in remote locations, especially offshore. It is clear that fewer input
variables for condition monitoring decreases the communication load. MD is a minimum-redundancy
maximum-relevance feature approach that is adopted in this paper to reduce the number of input
variables to the prediction model considering correlations between power output, wind speed and air
temperature. MD measures the distance between a point and a distribution considering the effect of
different units used for the measurement [33]. MD methods thus have the ability to detect correlations
between variables in a process or a system. The MD method provides a value for the univariate
distance containing the main features of multivariate data. This advantage of the MD method is ideal
for reducing the number of input variables to the prediction model. Consequently, an MD method has
been selected to help obtain the features from the input group data, which can be used as input data to
the condition monitoring model. For the ith observation vectors Xi = (x1i, x2i, ..., xni) and Yi = (y1i, y2i,





where n is the number of parameters x1, x2, ·, xn to be analysed (e.g., wind speed, power output and
air temperature), C is the covariance matrix of Xi and Yi,, and Yi is regarded as the reference vector
with an average value of observation vectors Xi in a period of time t.
The input variables selection significantly determines the data-driven condition monitoring model
accuracy. In order to obtain the optimal input variables, four relationships are considered in this paper,
including wind speed with power output, wind speed with air temperature, power output with air
temperature, and a combined relationship between wind speed, power output, and air temperature.
The definition of these data will be detailed in the subsequent section.
3. Long Short-Term Memory Algorithm
As artificial intelligence technology has developed the adoption of DNN has significantly increased.
LSTM is a DNN algorithm, which can be effective for any type of time series data [34]. LSTM is an
artificial RNN architecture applied in the field of deep learning. Unlike classical feedforward neural
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networks, LSTM has feedback connections. Hence, LSTM has good performance in capturing long-term
dependencies within a sequence, and is suitable for algorithms in condition monitoring [35], because
the sensor data collected from wind turbines is time series data within a sequence. The architecture of
the LSTM algorithm is shown in Figures 1 and 2. This algorithm is able to describe nonlinear dynamic
systems by mapping input sequences to output sequences. A classical architecture is usually composed
of a cell and three gates; the cell is the memory part of the LSTM unit; gates are used to control the flow
of information inside the LSTM unit, including an input gate, an output gate and a forget gate.
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Figure 2. The temporal-logic framework of a single layer LSTM. 
Actually, the LSTM algorithm is a special instance of an RNN that is more suitable for processing 
long-term dependency problems. The LSTM algorithm has a cell state that is used to store long-term 
information in the hidden layer. The current-time input vector Xt  is the input data to the LSTM 
model at time t;  ht-1 is the last time output vector; and ct-1  represents the last time cell state. In 
Figure 1, 𝑓𝑡  and it  represent the forget gate and the input gate, which are used to control the cell 
state of the model. Essentially, forget gates and input gates are designed to restrict the information 
flow. σ is sigmoid function. The forget gate controls the last cell state information ct-1 transmitted to 
the current cell state 𝑐𝑡. This procedure is described in Equation (2), 
𝑓𝑡 = 𝑔(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑓) (2) 
where  g(∙) is the activate function that achieves the sigmoid nonlinear function,  Wf  is the forget 
gate weight matrix,  bf represents the bias vector of the forget gate, and [ht-1, Xt] is the combination 
vector of the last time output vector ht-1 and the current time input vector Xt. 
i r . i r f si l l r rt- er e ory cell.
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u Th p n L T
t ll , th LST lgorith i i l i t n f
l -t r r l s. -t
i f r tion in the hid en layer. The current-time input vector Xt is the input data to the LSTM model
at time t; ht−1 is the last time ou put vector; and t−1 represents the la t time ce l ate. In Figure 1, ft
and it represent the forg t gat and the input gate, which are used to control the c ll state of the model.
Ess ntially, forg t gates and input gates are designed to r trict the i formation flow. σ is sigmoid
function. The f rget gate controls the last c ll sta e inform tion ct−1 transmitted t the cur e t cell sta e
ct. This pro dure is described in Eq ation (2),
ft = g(Wf·[ht−1, Xt] + bf) (2)
where g(·) is the activate function that achieves the sigmoid nonlinear function, Wf is the forget gate
weight matrix, bf represents the bias vector of the forget gate, and [ht−1, Xt] is the combination vector
of the last time output vector ht−1 and the current time input vector Xt.
The input gate it controls the current input Xt information transmitted to the current cell state ct,
represented by Equation (3).
it = g(Wi·[ht−1, Xt] + bi) (3)
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where Wi is the weight matrix of the input gate, bi is the bias vector of the input gate. To obtain the
state of the current input, c′t , can be calculated as
c′t = tan h(Wc·[ht−1, Xt] + bc) (4)
where Wc and bc are the weight matrix and the bias vector respectively, tan h is the hyperbolic tangent
function.
The current cell state ct can then be obtained from Equation (5) which considers both the forget
gate and the input gate.
ct = ft∗ct−1 + it∗c′t (5)
where * describes element-wise multiplication between vectors.
The information flowing from the current cell state ct is controlled by the output gate Ot to the
current output, described by
Ot = g(Wo·[ht−1, Xt] + bo) (6)
where Wo is the weight matrix, bo is the bias vector.
Finally, the output gate Ot and the current cell state ct determine the output of LSTM model
shown in Equation (7)
ht = Ot∗ tan h(ct) (7)
The framework of the proposed condition monitoring method is illustrated in Figure 3. The input
data is first processed by the MD method, which reduces the input data quantity to the prediction
model, and significantly decreases the required training time and prediction time of the model. Actual
data acquired from the turbine SCADA system is then compared to the prediction data obtained from
trained LSTM for the corresponding input data. Finally, the residual signal is used to diagnose the
occurrence of faults.
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4. Case Study
Most modern wind farms are equipped with the SCADA systems that connect each wind turbine
and the meteorological station at the site, to a remote central server. In this paper, the SCADA data
was collected from a commercial wind farm over a 12-month period and consists of 121 parameters.
In order to decrease the number of operational data collected from operating wind turbines, wind
turbine SCADA data, sampled at the seconds, is usually recorded at 5 min interval. It means that there
is a five-minute interval between two sampling data. The wind turbine studied was 2.5 MW with a
doubly-fed induction generator (DFIG) in located site in SE China.
4.1. Parameter Selection for LSTM
Figure 4 describes a power curve from the wind turbine. It can be seen that power output changes
with the cube of the wind speed below the rated wind speed of 10 m/s. When the wind speed is below
the cut-in of 3 m/s, the torque from the rotor is insufficient to generate any power. When the wind
speed is higher than the cut-out speed of 20 m/s, the turbine is shut down to protect it. When the
wind speed is above the rated speed but below the cut-out speed, the power output of the turbine
Energies 2019, 12, 3411 6 of 15
is restricted to the rated power. It is worth noting that the accuracy of the condition monitoring
prediction model is not only determined by the parameters of the model, but also by the selection of
input variables. For example, one critical factor that affects the heat dissipation of the gearbox is air
temperature. The relationship between the gearbox oil temperature of the wind turbine and the air
ambient temperature is described in Figure 5. When the air temperature is high heat dissipation by
the gearbox is worse than at low temperatures. So, it is clear that the temperature of the gearbox can
change over a wide range during winter months and over a smaller range in the summer. In both the
power curve and the relationship between the gearbox oil temperature and air temperature, it can be
seen that the temperature-based condition monitoring model is non-linear. Hence, LSTM algorithm is
very suitable for this application.
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In this paper, the MD method is adopted to reduce the number of input variables. However,
optimal input variables to be processed should be selected. To demonstrate the impact of parameter
selection, a comparative analysis is provided. Four relationships are considered, including wind speed
with power output, wind speed with air temperature, power output with air temperature, and a
combination of wind speed, power output, and air temperature.
The prediction models are developed to provide the gearbox oil temperature in the wind turbine.
The root mean square error (RMSE) value is a widely used parameter to measure how well the models
explain the actual data. Details of the prediction model accuracy considering different input variables
are provided in Table 1. The RMSE of the prediction models considering the combined 3-input scenario
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(power generation of the wind turbine, air temperature, and wind speed) is smaller than that of the
2-input scenarios (wind speed with power output, wind speed with air temperature, and power
output with air temperature), reaching 0.061 for the 3-input case. The above results indicate that the
data-driven prediction model trained with 3-input variables is more accurate than the models trained
with 2-input variables. Hence, the data-driven prediction models developed in following case studies
are based on 3-input variables.
Table 1. The accuracy of the prediction models considering different input parameters. RMES: root
mean square error.
Input Variables RMSE Value
wind speed, power output 0.084
wind speed, air temperature 0.067
power output, air temperature 0.081
wind speed, power output and air temperature 0.061
4.2. CASE 1: Condition Monitoring Based on the Gearbox Oil Temperature
In order to validate the effectiveness of the proposed method for detecting faults in the gearbox,
the actual SCADA data collected from a commercial turbine with a gearbox fault has been compared
with the corresponding model output predicted by the reference wind turbine models (the reference
wind turbines have no faults). The MD value combinations of wind speed, power generation, and air
temperature are used as the input to the prediction model. Study case 1 applies the proposed method
to predict gearbox oil temperature for gearbox condition monitoring. The actual temperature signal
of gearbox oil obtained from the SCADA system is compared to the LSTM model prediction output,
and subsequently used to detect the gearbox fault. The data of wind speed, power generation, and air
temperature from the healthy wind turbine is first processed by the MD method, and then corresponding
MD values are used as the training dataset to obtain the parameters of LSTM prediction model.
In this case study, Figure 6 shows the wind speed collected from the wind farm. The corresponding
wind turbine power output and actual air temperature are given in Figures 7 and 8, respectively.
Figure 9 shows the MD value combinations of wind speed, power generation, and air temperature,
which are the inputs to the prediction model. Figure 10 illustrates the actual gearbox oil temperature
from the SCADA system in the turbine with a gearbox fault. Figure 11 shows the LSTM prediction
model output gearbox oil temperature. Figure 12 describes the residual signal of the gearbox oil
temperature. The residual signals are calculated from the difference between the prediction model
output gearbox oil temperature and the actual temperature of the gearbox oil. It can be observed that
the error between the actual gearbox oil temperature from the SCADA system and that from the LSTM
prediction model has a small increasing trend and a sudden increase at sampling point 9700, indicating
the appearance of an abnormal behaviour in the gearbox. The faults occurring in the gearbox can be
investigated in the SCADA data. The alarm logs show that abnormal of gearbox occurred at sampling
point 9700, which is consistent with the predicted result based on the LSTM model.
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4.3. CASE 2: Condition onitoring Based on the Generator Bearing Temperature
To further validate the proposed ethod, condition onitoring based on the gearbox bearing
temperature is adopted. Figure 13 shows the wind speed measured at the wind farm, and corresponding
wind turbine power output and actual air temperature are given in Figures 14 and 15, respectively.
In Figure 16, the MD values combination of wind speed, power generation, and air temperature are
shown. Figure 17 illustrates the actual gearbox bearing temperature from the SCADA system in the
wind turbine with a gearbox bearing fault. Figure 18 shows the LSTM prediction model output gearbox
bearing temperature. Figure 19 describes the residual signal of the gearbox bearing temperature. It is
obvious that the error between the actual gearbox bearing temperature from the SCADA system and
from the LSTM prediction model has a rapid increasing trend at sampling point 4000, which indicates
a system abnormal occurred in the gearbox bearing.
The faults occurring in the gearbox bearing can be investigated in the SCADA data and from
the alarm logs that record fault information. The alarm logs show that abnormal of a gearbox
bearing appeared at sampling point 4000, which is consistent with the predicted result based on the
LSTM model.
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o v lidate the predic ion pe formance of LSTM, backpropagation (BP) neural network was
pplied to both study cases as well. The BP based models can detect a system abn rmal occurred in the
gearbox bearing or gearbox at the same sampli g poi as LSTM mo els, which confirms the detection
capability of LSTM models. So RMSE value is used to further compare the performance of LSTM
based models o at of BP based m dels. Table 2 shows the RMSE values from both BP and LSTM
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models. It shows that the RMSE values from LSTM models are approximately 4% lower than that
from BP models for both cases, which means that LSTM models have better performance for condition
monitoring than BP based models.







In this paper, a novel condition monitoring model of the wind turbine based on Long Short-Term
Memory has been presented. SCADA data collected from a commercial wind farm has been adopted to
validate the performance of the proposed model. Two case studies have been carried out to illustrate the
wind turbine condition monitoring by using gearbox oil temperature and gearbox bearing temperature.
The data analysis results show that LSTM has better prediction performance than conventional back
propagation neural network algorithms. The RMSE values for the LSTM models are reduced by about
4% compared to traditional back propagation neural network model in both case studies. Moreover,
the number of input data values has been reduced to one third, by adopting the MD method. Hence,
the proposed method is suitable to be applied in the condition monitoring system, which can reduce
the cost of condition monitoring and increase monitoring accuracy.
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