Anomalies in securities returns have been reported by many investigators using a variety of research procedures, so that skepticism about their existence must be based on characteristics that are common to essentially all the studies or to our interpretations of them. Three generic considerations provide support for a skeptical attitude. We call them boredom, noise, and data snooping. Merton (1985) emphasized the danger of attaching undue importance to studies that report anomalies because of a selection bias, which we call the boredom factor. Even if studies that fail to reject established doctrines are more numerous, they are less likely to be published because they support beliefs that are already widely held and hence do not add much new knowledge. A reader who noted that many published studies report anomalous findings might overestimate the evidence supporting their existence. A similar form of selection bias was studied by Ross (1986) . Fischer Black's (1986) presidential address stressed the importance of noise in security returns. Anomalous changes in average rates of return are difficult to detect if there is a high level of nonstationarity in the returngenerating process. On the other hand, if we underestimate the noise level, which Black believes is common, we are likely to report anomalies when we have actually encountered only noise.
A third consideration, the attempt to both discover and test hypotheses using the same data, is called data snooping. The statistical tests routinely used in financial economics are usually interpreted as if they were being applied to new data. But the data available in finance are seldom new. Lowcost computing and reliable data bases such as the Center for Research in Security Prices (CRSP) and COMPUSTAT have led to a huge supply of empirical research on stock prices. Most of this research is based on relatively few data bases. In this situation, the dangers of data snooping are substantial.
As a defense against data snooping, the finance profession has developed a strong preference for empirical studies based on hypotheses derived from theory. This may provide temporary protection, but the degree of security provided is quite subtle when theories are refined and revised based on past studies and the revised theories are then tested using essentially the same data. Moreover, the empirical studies that reported seasonality in rates of return were not based on previously defined theories.
Data snooping is sometimes thought of as an individual sin. One researcher tests many different hypotheses on the same data (perhaps reporting only the most exciting results). However, it is also a collective sin. A hundred researchers using the same data test a hundred different hypotheses. The 101st derives a theory after studying the previous results and tests and theory using more or less the same data.
The best remedy for data snooping is new data. When new data are not available, significance levels on tests of individual hypotheses must be adjusted if multiple tests are performed on the same data. Conventional significance levels may be grossly inadequate in the presence of data snooping. But if significance levels are corrected, it is not necessarily inappro- There is a 0.21 probability that one or more of the tests will be significant, even if none of the patterns truly exists. To achieve a joint significance level of 0.05, the significance levels of the individual hypotheses must be reduced to 0.17 percent (0.0017) because 0. The permanent elimination of Saturday trading sessions in 1952 provides a convenient point for partitioning the data. The pre-1952 period was 3The "percent of positive returns" statistic is reported in most tables as a measure of central tendency.
Conventional significance levels are reported as an additional descriptive statistic. But Brown and Warner (1980) showed that this test is not correctly specified when the distribution of returns is asymmetric, so that these significance levels cannot be taken literally.
partitioned into four subperiods, each approximately 14 years long; the second major period was similarly partitioned into three subperiods, each approximately 12 years long. To facilitate making judgments about the persistence of characteristics of the data, we report in most cases the findings for each of 10 separate periods: the entire 90 years, two major periods, and seven nonoverlapping subperiods. The DJIA is a reasonable proxy for the large capitalization industrial company component of the market portfolio. The 30 stocks in the index represent about 25 percent of the market value of all NYSE stocks. Concentrating on large, actively traded firms minimizes problems associated with nonsynchronous trading and makes the DJIA an extremely useful index for representing short-term market movements [see Rudd (1979) ]. Therefore, the DJIA is particularly suited for our study. The DJIA does not include dividends. Our results do not seem to be affected by the omission of dividends. Evidence on the effect of dividends is provided in Section 8. Our data cannot be used to evaluate seasonal anomalies, such as the January effect, that are characteristic of small companies.
Monthly Regularities
The evidence relating to monthly seasonals is presented in the Appendix. Ariel's definition of the first part of the month includes the last trading day of the previous month. His justification for this is that the average rate of return on the last trading day of a month is high. Such a justification is 4Previous researchers utilized long time series in exploring monthly returns. Rozeff and Kinney (1976) used data for 1909 to 1974. Schultz (1985) utilized data from 1900 to 1929 and Jones, Pearce, and Wilson (1987) used monthly data from as early as 1871 (their period was 1871 to 1929). In the Rozeff and Kinney study, the high January return was obtained for equally weighted portfolios of NYSE or NYSE and AMEX stocks. They obtained their long time series by splicing together several indices. Some of these were valueweighted and others were equal-weighted. At the time they did their study, the importance of the difference between these types of series was not well understood. questionable because it relies on an examination of the data.5 We define the first half of the month as the first through the fifteenth calendar day of the month, if it is a trading day, or if not, through the next trading day. The last half of the month consists of the remaining days. Table 1 shows differences in the average rates of return between the first and last half of the month for each of the 10 periods. The average difference for the entire period is 0.237 percent, which is much less than the 1 percent difference reported by Ariel. Furthermore, the average rate of return is positive for both halves of the month. The average difference between the two halves is positive for the two major periods. It is negative in two of the seven subperiods and practically zero in the last subperiod. The second largest difference in any of the seven nonoverlapping subperiods, 0.582 percent, occurs during the 12-year period from 1964 through 1975, which is wholly contained in Ariel's 19-year observation period. Based on a t-test (5 percent significance level), we could not reject the null hypothesis that the two halves of the month have the same rate of return for any of the 10 periods.6
We used the parametric test to examine the difference between the first and last halves of months on a month-by-month basis. For the total period and the two major subperiods, significant differences between the first and 6 Table 1 [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] , that was wholly included in Ariel's observation period. To summarize, the parametric test does not detect significant differences between the two halves of the month, whereas the nonparametric test finds a superior performance during the first half of the month. The difference between the results of the parametric and nonparametric tests may be attributable to skewness in the distribution of returns, in which case the nonparametric test is not correctly specified.
second halves of the month are observed, in general, only for April and December. In April, the first half of the month performs exceptionally well, and in December the second half has an exceptional performance. For the seven nonoverlapping subperiods, we find only two differences significant at the 5 percent level of 84 (12 x 7) possible, which is less than would be expected by chance. Looking at the signs of the differences we find 49 positive differences (58 percent) and 35 negative differences. This result is in the direction of Ariel's findings. But a two-tailed sign test does not reject the null hypothesis that positive and negative changes are equally likely, even at the 10 percent level.7
The evidence described so far provides only mild support for the idea that rates of return are larger in the first half of the month than in the last half. Ariel's evidence of a higher average rate of return during the first half of the month appears to be partly the result of idiosyncratic characteristics of the period he studied and partly the result of including the last trading day of the previous month as part of the first half of a month.8
For the total period of 90 years the average rate of return during the second half of December is 1.54 percent. This is the highest rate of return of any of the 24 half-months. In each of the seven subperiods the average rate of return of the DJIA during the last half of December exceeded 1 percent. In 75 percent of the years the rate of return in the second half of December was positive, compared with 56 percent positive for a typical half-month. Such a relatively consistent high rate of return for the largest companies over such a short period of time deserves further investigation. It is consistent with the widely held opinions on Wall Street about window dressing.9
If the importance of an anomalous rate of return is evaluated in terms of its impact on a dollar-weighted portfolio, then the high average end-ofDecember rate of return for large companies is far more important than the high average rate of return for small companies in January. This very high rate of return in the second half of December may reflect high returns before holidays. Lakonishok 
The Weekend Effect
One of the most puzzling empirical findings is that mean stock rates of return vary according to the day of the week. Rates of return on Monday tend to be significantly negative, and rates of return on the last trading day of the week tend to be high. The weekend effect is documented in many Table 2 .11 The null hypothesis that all days of the week have the same rate of return is rejected for all 10 periods at the 1 percent significance level. The most noticeable pattern is the negative rate of return on Mondays for each of the 10 periods. The negative Monday rates of return are significantly different from zero at the 1 percent level for the total sample, the pre-and post-1952 periods, and in three of the subperiods.12 In two additional subperiods, Monday rates of return are significantly different from zero at the 5 percent level.
We There is some evidence that returns before holidays tend to be high. It is also possible that the average rate of return on the day after a holiday could tend to be different from that on a regular day. In examining the day of the week, the last trading day before a holiday and the first trading day after a holiday were excluded to avoid confounding day-of-the-week and holiday effects.
The magnitude of the negative Monday return is worthy of note. The total period rate of return of -0.144 percent per day would result in an annual compounded decrease of more than 30 percent per year on a 250-trading-day basis, or a cumulative decrease on Mondays of around 7.5 percent per year. sidered in any recent study. In these periods the regulatory environment, the institutional setting, the mechanics of trading, the availability of information, and many other details were different from the setting more recently, but the negative Monday return has a remarkable tendency to persist. Combining these two subperiods, the average Monday return is -0.076 percent, and it is significantly different from zero at the 1 percent level. In general, there are somewhat larger and statistically significant positive rates of return on the last trading day of the week. In most studies, Friday was the last trading day."3 We find that there is a tendency for a higher rate of return on the last trading day of the week, whether the last day is Friday or Saturday. Even when Friday is not the last trading day of the week, it still has a relatively high rate of return (see the period 1897-1952), possibly because Saturday was a short trading day. (The exchange was, in general, open for two hours-until noon.)
The nonparametric results shown in Table 2 support the daily seasonal. The only negative median rates of return for the total period or the two major subperiods are on Monday. In general, the percentage of positive rates of return is significantly below 50 percent for Monday and significantly above 50 percent for Friday and Saturday.14
Holiday Returns
The consistency of the pattern around the weekend closing suggests that it may apply to any gap in trading. High rates of return before holidays have been documented in previous studies."5 Table 3 Excludes days preceded or followed by holidays. I The significance levels are based on a t-test of the null hypothesis that the mean is zero. The numbers shown are the number of holidays and the total number of trading days. The number of days before and after holidays equals the number of holidays. All other trading days are regular days. 2 The significance levels are based on a t-test of the null hypothesis that the mean is zero. I The significance levels are based on a sign test of the null hypothesis that the probability of a positive return is 50 percent and will not be correct if the return distribution is asymmetric. * Significant at 5 percent level for two-tailed test. ** Significant at 1 percent level for two-tailed test. a common origin in the closing of the exchange the following day, the preholiday rates of return are generally two to five times larger than preweekend rates of return. Therefore, there appears to be an additional factor at work.
The average rate of return after holidays is negative for the total period, -0.017 percent. However, this rate of return is not significantly different from zero or from the average rate of return on regular days and is much less negative than the rate of return on Mondays.
End-of-December Returns
We have already mentioned that the last half of December has exceptionally high returns. Possibly, this is because the period includes the trading days before two major holidays, Christmas and New Year's Day. The results in the previous section document high preholiday rates of return. Table 4 focuses on the last half of December. This period was partitioned into three intervals as follows: (1) I From mid-December up to, but not including, the last trading day before Christmas. Table 5 shows statistics on rates of return for eight days around the turn of the month. Days -1 and 1 are the last and the first trading days of a month, respectively. The results reveal a strong turn-of-the-month effect. Focusing on the total sample, the average rates of return are especially high for days -1 to 3. The cumulative rate of increase over the four days around the turn of the month is 0.473 percent, whereas for an average fourday period the rate of increase is 0.0612 percent. This difference is statistically significant at the 0.1 percent level. The frequency of positive rates of return around the turn of the month is more than 56 percent compared to less than 52 percent for a regular day.
The average price increase during the four-day period around the turn of the month exceeds the average monthly price increase, which is 0.349 percent. Therefore, the DJIA goes down during the non-turn-of-the-month period. We found an average daily rate of return of -0.001 percent for days 5 to 9 and -0.032 percent per day for the interval -5 to -9.
The results are, in general, consistent across the major subperiods. For example, the four-day rate of return is 0.492 percent and 0.443 percent for the first and second major subperiods, respectively. The results remained essentially the same when the last trading day of December and the first three trading days of January were excluded.18
Dividend Effects
The DJIA is not adjusted for dividends. Seasonalities in dividend payments could induce seasonal patterns in the reported rates of return on the DJIA even though there was no seasonal pattern in the dividend-adjusted rates of return. To investigate this issue we collected dividend data for the stocks in the DJIA during five calendar years-1941, 1951, 1961, 1971 and 1981 and computed the dividend return to the DJIA on each day that any Dow stock went ex dividend. The total dividend return (a simple sum of the daily dividend returns) for these years was 6.2, 5.8, 3.0, 3.5, and 6.0 percent, respectively.19 Data on the seasonal pattern for the first and last of these years and the average of the five years are shown in Table 6 . The significance levels are based on a t-test of the null hypothesis that the mean is zero. 2 The significance levels are based on a sign test of the null hypothesis that the probability of a positive return is 50 percent and will not be correct if the return distribution is asymmetric.
The top panel in Table 6 shows the monthly dividend returns for 1941 and 1981. Most companies pay their regular dividends on a quarterly basis. Two seasonal patterns are noteworthy. The first is a tendency for the dividend return during the middle month of each calendar quarter to be higher The monthly pattern of dividend returns does not change any of our conclusions regarding monthly returns on the Dow. The dividend rate of return in January is below average, but, as we have seen, without dividends there is not a statistically significant difference between the January DJIA rate of return and the rate of return of the other months. The dividend pattern indicates that adjusting for dividends would not lead to any changes in our conclusions about monthly rate-of-return seasonality.
The middle panel in Table 6 shows dividend returns by day of the week. The high dividend return on Mondays is a recent phenomenon. In 1981, 42 percent of the dividends were paid on Mondays. However, the daily dividend returns are much too small to explain the weekly seasonal. The largest daily dividend return in the table is 0.048 percent, whereas the average rate of return on Mondays is -0.144 percent.
The bottom panel in Table 6 shows dividend returns around the end of the month. Again, there does not seem to be any pattern, certainly not any that is large enough to explain the turn-of-the-month effect.
Conclusions
In summary, DJIA returns are persistently anomalous over a 90-year period around the turn of the week, around the turn of the month, around the turn of the year, and around holidays. Specifically, the rate of return on Monday is substantially negative (-0.14 percent), the price increase around the turn of the month exceeds the total monthly price increase, the price increase from the last trading day before Christmas to the end of the year is over 1.5 percent, and the rate of return before holidays is more than 20 times the normal rate of return. The possibility that these particular anomalies could have occurred by chance cannot be excluded, but this is very unlikely. We do not find either a consistent monthly pattern in the returns or any consistent tendency for returns in the first part of the month to be higher.
It is useful to relate the magnitude of the anomalies with the size of a tick (the smallest price change), which is 12.5 cents. Because the average price per share on the NYSE is about $40, a movement of one tick corresponds to a price change of 0.313 percent or more, which is much larger than most seasonal anomalies discussed in this paper. For example, the average Monday price decrease of -0.144 percent is well within one tick.
Notwithstanding the small magnitude of these regularities, their persistence demands explanation and focuses attention on the processes by which prices in securities markets are set. It is unlikely that there is a single explanation of the various seasonalities. Possible explanations that have been suggested include inventory adjustments of different traders [Rock (1989) The significance levels are based on a t-test of the null hypothesis that the mean is zero. 2 The significance levels are based on a sign test of the null hypothesis that the probability of a positive return is 50 percent and will not be correct if the return distribution is asymmetric.
definitely not an above-average month. There are quite a number of months with higher rates of return.21 Tests of the null hypothesis that all months are the same are reported in Table A2 . An F-test of the equality of mean rates of return across months is significant at the 1 percent level for the total period and one short subperiod and at the 5 percent level for one of the main subperiods (not reported). However, months that performed well in one subperiod are not, in general, months that performed well in other subperiods. Therefore, it seems that there is no consistent monthly pattern in the stock market. A chi-square test of the equality of the fraction of positive returns in each month yields similar results.
Monthly data provides a good illustration of Black's (1986) point about the difficulty of testing hypotheses with noisy data. It is quite possible that some month is indeed unique, but even with 90 years of data the standard 21 Based on the total sample, the strongest candidates for months having exceptional rates of return are the late-summer months July and August, with high positive rates of return (1.29 percent and 1.58 percent, respectively) and September, with high negative rates of return (-1.47 percent) . One can see in the pre-1952 period the basis for the widespread belief in the summer market rally among practitioners. If any persistent tendency for prices to rise in the summer once existed, which may be doubted, there is no evidence in recent data for its continued existence; July and August in the post-1952 period have rates of return similar to a typical month. deviation of the mean monthly return is very high (around 0.5 percent). Therefore, unless the unique month outperforms other months by more than 1 percent, it would not be identified as a special month. Another interesting observation is that January had the lowest standard deviation in the first major subperiod and the highest standard deviation 
1The significance levels are based on a t-test of the null hypothesis that the mean is zero. 2 The significance levels are based on a sign test of the null hypothesis that the probability of a positive return is 50 percent and will not be correct if the return distribution is asymmetric. Significant at 5 percent level for two-tailed test. Significant at 1 percent level for two-tailed test.
in the second major subperiod. Perhaps changes in the timing of information releases can account for this change.
