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Abstract
The work which follows focuses mainly on the development and application of a technique
to make predictions of the X-ray spectra of accreting black hole systems from numerical
simulations thereof. We do this, as much as possible, with a first-principles approach: we
combine a global three-dimensional General Relativistic magnetohydrodynamic simulation
code, a Monte Carlo geodesic-integrating radiation transport code, a deterministic radiative
transfer solution, and a photoionization equilibrium code in order to capture all the relevant
physics which are involved in the production and transport of the X-ray photons which make
up the observed spectra of accreting black holes. This is a significant improvement over the
usual methods by which such spectra are interpreted, and is a means by which to bridge the
gap between the theory of black hole accretion flows and their observational study. In later
chapters, we describe our efforts to introduce a more realistic, physical approach to coronal
cooling, thereby improving the underlying simulations on which our spectral predictions are
based. We find that, overall, our method generates spectra which are qualitatively similar to
those observed, and—importantly—predicts Fe Kα emission line profiles with comparable
strength and shape to real observations of this critical diagnostic feature.
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There now exists an abundance of observational data from black hole systems, both from
stellar-mass black holes in our own Galaxy and from the supermassive black holes at the
hearts of others, gathered from over a dozen space-based telescopes. These data include
high-resolution spectra and finely-sampled light curves (brightness as a function of time).
The methods for interpreting these data, however, have not evolved at the same pace as
the technology to collect it—nor have they kept up with modern techniques for simulating
the detailed physics of the black hole environment. Model spectra are computed based on
simplified descriptions of the accretion structure; the data are then fit with these spectra to
constrain values for the model’s parameters. In many key ways, however, the assumptions
which motivate these simple models are contradicted by the deeper theoretical understanding
we have achieved through simulation.
The work which follows focuses on the prediction of theoretical spectra starting from
simulations. In practice, this means solving a complex radiation transport and atomic physics
problem: thermal photons originate in a dense accretion disk, but scatter through a diffuse
(and very hot) corona; they are absorbed and re-emitted to produce emission line features;
and they travel along curved trajectories through the deep gravity well surrounding the
black hole. We have approached this problem using a combination of several numerical
methods interfaced to come to a self-consistent global solution. In additon, we have developed
techniques to improve the physical realism—particularly the treatment of the corona—in
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these simulations.
In this chapter, we review the strong evidence for the existence of astrophysical black
holes, the necessary theoretical elements of General Relativity and accretion disks, the de-
velopment of accretion flow simulations, and finally the state of the art of black hole X-ray
spectra analysis.
In Chapter 2 we detail our first attempt at predicting emission line profiles starting from
simulation data. The method is expanded considerably in Chapter 3, which allows us to
make physically-underpinned, globally self-consistent predictions for the line and continuum
spectra. In Chapter 4 we describe an improved, more realistic gas cooling function in the
corona; in Chapter 5 we use this more physical treatment to study the effect of black hole
spin on the features of the predicted spectra. Finally, Chapter 6 explores the scenario of
loosely coupled ion/electron populations in the coronal plasma, and the effect thereof on our
spectral predictions.
1.1 Astrophysical Black Holes
In the 1960s and 70s, black holes rapidly transitioned out of the realm of purely theoretical,
curious consequences of General Relativity, and into the domain of observationally-testable
astrophysics. Pioneering observations of extrasolar X-ray sources by sounding rocket ex-
periments (Giacconi et al., 1962) and the identification of strongly-redshifted atomic emis-
sion liness (in the UV and optical) from the nuclear regions of extragalactic radio sources
(Schmidt, 1963) were some of the first clues: these would turn out to be stellar-mass black
holes in X-ray binaries (specifically, Cyg X-1) and supermassive black holes at the center
of active galactic nuclei (AGN), respectively. By the 1990s, X-ray spectroscopy of AGN
Fe Kα emission lines (Tanaka et al., 1995; Nandra et al., 1997) from missions like ASCA
showed asymmetric redshifting so severe that explanations other than emission very close to
black holes were implausible. With the recent detection of gravitational waves from merging
black holes with LIGO (Abbott et al., 2016), and the direct imaging of the silhouette of the
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supermassive black hole in M87 (Event Horizon Telescope Collaboration et al., 2019), the
evidence in support of black holes as real astrophysical objects is overwhelming.
Astrophysical black holes fall into two categories: stellar-mass black holes, the final
state of stellar evolution for stars too massive to maintain support against gravitational
collapse through electron or neutron degeneracy pressure (white dwarfs and neutron stars,
respectively), M > 2.16 ± 0.17M⊙ [see Rezzolla, Most, and Weih (2018)—the uncertainty
in this limit derives from the significant uncertainty of the equation of state for degenerate
neutronic matter]; and supermassive black holes (M ∼ 106–109M⊙), which are believed to
reside at the centers of nearly all galaxies (Kormendy and Ho, 2013). With a sufficient
source of material—either a close companion star for stellar-mass black holes (forming an
X-ray binary, or XRB) or plentiful interstellar gas for a supermassive black hole (forming
an AGN)—actively accreting black holes can achieve astounding luminosities across the
electromagnetic spectrum. Indeed, the most luminous objects known are AGN; the next-
most sustained luminous objects are XRBs. For both mass scales, however, their qualitatively
similar spectra are interpreted as having a common physical origin: an optically thick,
geometrically thin accretion disk radiates blackbody spectra with a range of temperatures—
producing a broad thermal peak; the disk is surrounded by a diffuse, much hotter corona,
which radiates a power-law X-ray component at energies above the thermal peak (Liang,
1979; Haardt and Maraschi, 1991). A powerful, collimated outflow, i.e., a jet, is often
observed in the radio band for both classes as well (Beall, 2015).
Figure 1.1 shows a schematic view of an X-ray binary system, with the electromagnetic
band in which each constituent part radiates labeled. Though much of the underlying physics
is essentially unchanged across mass scales (thanks to powerful scaling relationships), in this
work we are concerned primarily with the accretion disks and coronae of stellar-mass black
holes, and the X-rays they produce.
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Figure 1.1: From Liedahl and Torres (2005). The anatomy of an X-ray binary system, with
its constituent parts, and the electromagnetic band in which they radiate, labeled.
1.2 Key Results from General Relativity
The spacetime in the vicinity of an astrophysical black hole is described by the Kerr metric,
the solution to the Einstein field equations in the vacuum outside an uncharged, spherically-
symmetric, rotating body [Misner, Thorne, and Wheeler, 1973 is the definitive reference
text for General Relativity theory; we (mostly) adopt their notation and sign conventions
in this section]. In Boyer-Lindquist coordinates—a generalization of standard spherical









































where M is the mass of the black hole (centered on the origin), a∗ = a/M = J/M
2 is
the dimensionless spin parameter, proportional to the angular momentum of the black hole,
∆/M2 = (r/M)2 − 2(r/M) + a2∗, and Σ/M2 = (r/M)2 + a2∗ cos2 θ. We use units for which
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G = c = 1, and we have been careful to arrange equation 1.1 such that the distance and time
elements are expressed in ratio to the black hole mass M . From the Kerr metric line element,
we see that for a given value of the dimensionless spin parameter a∗, physical distances and
times scale only withM ; we therefore speak of both distance and time in units of “M”, where
1M = rg = GM/c
2 = (M/M⊙)·1.48×105 cm or 1M = tg = GM/c3 = (M/M⊙)·4.93×10−6 s.
The location of the event horizon of a Kerr black hole is given by the (outer) solution
of ∆ = 0: rEH/M = 1 +
√
1− a2∗. For a = 0, this reduces to the familiar Schwarzschild
radius at r/M = 2; for a∗ = 1, the event horizon retreats to r/M = 1. Both strong and weak
forms of the cosmic censorship hypothesis—which conjecture that there exist no singularities
unshrouded by event horizons (except for the Big Bang)—require a∗ < 1.
Of particular relevance to the study of accretion flows is the radius of the innermost
stable circular orbit (ISCO, referred to occasionally as the radius of marginal stability). In
Newtonian gravity, there exists a possible combination of energy and angular momentum to
allow for stable, equatorial test particle orbits at any radius; however, no such orbits exist
about a Kerr black hole at radii interior to the ISCO. The ISCO radius, in units of M , is a
one-to-one function of only the dimensionless black hole spin a∗—for orbits in the equatorial
plane, it is
rISCO/M = 3 + Z2 ∓
√
(3− Z1)(3 + z1 + 2Z2), (1.2)
where − is used for prograde test particle orbits, + corresponds to retrograde orbits, and















The ISCO radius as a function of the dimensionless spin parameter is shown in Figure
1.2: for prograde orbits, the ISCO radius moves inward, from r/M = 6 for a non-spinning
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Figure 1.2: The radius (in M) of the ISCO as a function of the black hole spin parameter
a∗.
black hole to nearly r/M = 1 for a nearly-maximally spinning black hole (coincident with
the event horizon in radial coordinate, but they remain separate by proper distance—Boyer-
Lindquist coordinates suffer from a coordinate singularity at the event horizon, see the factor
multiplying the dr2 term in equation 1.1); for retrograde orbits, the ISCO moves outward,
to a maximum at r/M = 9. The fact that equation 1.2 is invertible will be of crucial
importance in our discussion of spin-measurement techniques below. Because test particle
circular orbits become unstable at the ISCO, the region between it and the event horizon
is known as the “plunging region”; accreting material is usually assumed to spiral rapidly
inwards (i.e., plunge) to the event horizon once it reaches the ISCO. Test particles must, but
a magnetized plasma might not (see below).
Unlike the diagonal Schwarzschild metric, the Kerr metric includes an off-diagonal dtdϕ
term: the presence of this term coupling time and azimuth is responsible for the “frame-
dragging” effect. In short, massive and massless particles alike are “dragged” to rotate in
the same sense of the spinning black hole due to the spacetime curvature itself. It is easy
to show that particles in the equatorial plane (for example) with zero angular momentum
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as measured by a distant observer (i.e., particles in a zero angular momentum observer, or











Like all General Relativistic effects, ωdrag increases at smaller radii (and with increasing a∗).
Within the “static limit,” rstat/M = 1 +
√
1− a2∗ cos2 θ, matter is compelled to rotate in
the prograde direction; retrograde motion of any kind (even with, e.g., starship thrusters) is
not possible. This region, between the static limit and the event horizon, is known as the
ergosphere. Note that with a = 0, the static limit coincides with the event horizon, ωdrag
vanishes, and the ergosphere disappears. The ergosphere is so named (from the Greek ergon,
work) because particle orbits within it can have negative conserved energy, allowing the
spin energy of the black hole to be extracted—the famous Penrose process. The Blandford-
Znajek process (Blandford and Znajek, 1977) also extracts spin energy, but the transference
mechanism is poloidal magnetic fields from the accreting plasma [also through negative
conserved energy (density), in the electromagnetic field]. It is widely believed that spin
energy so extracted is the power source of relativistic jets.
The spacetime geometry we have described above is summarized in Figure 1.3, shown in
cross section.
One final purely General Relativistic effect we review is gravitational redshift—a reduc-
tion in the frequency of a photon emitted near a strong gravitational source as measured by
a distant observer. For a photon of frequency ν emitted in a ZAMO frame (and instanta-
neously at rest with respect to the r and θ coordinates, with ϕ-coordinate velocity ωdrag) in
the equatorial plane to about a black hole of spin a∗ at radius r/M , an observer at infinity
measures the photon at frequency ν∞ according to
ν∞ = ν
[
(r/M)2 + a2∗ − 2(r/M)





Material on circular orbits (with nonzero angular momentum) will have additional frequency
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Figure 1.3: From Liedahl and Torres (2005). A cross section view of the geometry of a Kerr
black hole.
shifts (red or blue) depending on its velocity relative to the observer. In Figure 1.4, we plot
values of the gravitational redshift z = ν/ν∞ − 1 as a function of radius r/M for four
dimensionless spin values. The degree of redshift for photons emitted very close to the
black hole is dramatic. Also plotted in Figure 1.4 are dashed lines indicating the degree of
gravitational redshift (calculated in the same way) for photons emitted at the radius of the
ISCO. The results we have shown form the logical basis of spin-measuring techniques: the
gravitational redshift of line photons is measureable; if the emission cuts off at the radius of
the ISCO, then a measured redshift can be translated into a measured rISCO/M , which can
then be translated into a measured value for the dimensionless spin parameter a∗ (though
in practice boosting due to orbital material moving at non-negligible fractions of c is taken
into account as well, and can be used to constrain inclination). We will return to this key
assumption repeatedly throughout the following chapters.
1.3 The Eddington Limit
Before we review the elements of accretion disk theory, consider first a spherically-symmetric
accretion flow onto a compact object of mass M [so-called Bondi accretion (Bondi, 1952)]
which radiates, isotropically, at luminosity L. The gas pressure must be sufficiently low that
the only relevant pressure is the outward radiation pressure—which acts on electrons, but we
8
























Figure 1.4: The gravitational redshift as a function of radius r/M , for four dimensionless spin
values a∗, calculated for an emitter in a ZAMO frame instantaneously at rest with respect
to the r and θ coordinates. The dashed lines indicate the value of z for photons emitted at
rISCO for each spin value. The curves approach infinity at the corresponding event horizon
radius for each spin.
assume further that the accreting material is totally-ionized hydrogen, so that the electrons
“drag” the protons along (through Coulomb attraction). The only relevant inward force is
gravity. Both the radiative flux and the force due to gravity obey inverse square laws, and
so for any mass M there is a luminosity—the Eddington luminosity LEdd—beyond which











In addition, we define the radiative efficiency η such that, if the matter accretes at rate
Ṁ (mass per unit time), the luminosity is given by L = ηṀc2. Thus for a given value of η














where we have used η = 0.06 (we discuss choices of η below). While Bondi accretion is
unlikely to be an accurate description of the accretion flow geometry for any observationally-
relevant black hole, the above two limits are nevertheless useful overall characteristic scales.
Because LEdd and MEdd scale linearly with the central black hole mass, we can express the
luminosity or accretion rate in a mass-independent fashion (just as we did for distance and
time in the previous section), in terms of fractions of LEdd or ṀEdd.
1.4 Classical Accretion Disk Theory
Classical, analytic accretion disk theory rests on the following assumptions [for a more de-
tailed treatment, see Krolik (1999b) or Frank, King, and Raine (2002)]:
1. The system is axisymmetric and time-steady.
2. The gas radiates promptly—energy dissipated at a point in space is radiated away as
photons at the same point in space. This assumption is often referred to as the gas
being “radiatively efficient,” and it is tantamount to requiring the cooling time to be
much shorter than the inflow time. Because radiation is a much more effective means
of losing energy than it is of losing angular momentum, efficiently radiating gas will
settle on orbits of minimum energy, i.e., circular orbits. It is further assumed that fluid
elements are, indeed, on very nearly circular orbits, with only a small inward radial
velocity.
3. A conserved radial angular momentum current (which is independent of radius due
to the assumption of time-steadiness) must be specified. This is done by specifying a
boundary condition. The most popular choice is to set the internal stress to zero at
and interior to some inner radius rin—and the choice for such a radius is almost always
the ISCO.
Simply from conservation laws and these assumptions, it is easy to show that, for a
10












The factor in square braces conveys the boundary condition information. For a fixed ṁ =
Ṁ/ṀEdd, at fixed radius (in units of gravitational radii), the characteristic disk temperature
scales weakly with black hole mass: T ∝ M−1/4. Stellar-mass black hole disks are therefore
expected to be hotter than AGN disks—it is for this reason we have first targeted our method
to the former, as it is easier to determine a photoionization equilibrium for hotter and thus
more strongly ionized gas. Integrating over the whole disk surface, Ldisk = GMṀ/2rin; that
is, the accreting material radiates its gravitational binding energy (as measured from the
inner disk terminus). From this last expression it is clear that, under the assumptions of
classical accretion disk theory, the radiative efficiency η is simply 1/c2 times the binding
energy per unit mass at the inner boundary of the disk.
Finally, if the disk’s vertical structure is in a gas-dominated hydrostatic equilibrium (i.e.,
the vertical pressure gradient balances the vertical component of gravity), and is sufficiently
optically thin that there is not significant vertical temperature variation, it can be shown
that the disk aspect ratio, H/r, is on the order of cs/vorb the ratio of the sound speed
(cs ∼
√
p/ρ) to the local Keplerian orbital velocity (vorb =
√
GM/r). Thus if the disk is
geometrically thin, H/r ≪ 1, the flow is considerably supersonic, vorb ≫ cs.
To solve for the detailed structure of the disk, or to calculate time-dependent behavior,
however, a fourth assumption is required: the mechanism of angular momentum transport
must be specified. The key insight of Shakura and Sunyaev (1973) was to assume—in a bold
application of dimensional analysis—that the azimuthally-averaged, vertically- and time-
integrated stress is proportional to the similarly averaged and integrated pressure. These
so-called α-disk models, after their label for the constant of proportionality, have enjoyed
significant, sustained popularity in many applications, including X-ray spectral modeling.
The relativistic generalization of time-steady, classical accretion disk theory was done by
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Novikov and Thorne (1973)—they formally identify the inner edge of the accretion disk as
the radius of the ISCO, and compute relativistically-corrected values for the classical disk
theory radiative efficiency, ηNT, as a function of the dimensionless spin parameter a∗. As
spin increases, the ISCO moves closer to the black hole, raising the ISCO-measured binding
energy and therefore ηNT—as an example, for spins a∗ = 0, 0.5, 0.9, and 0.99, ηNT = 0.0572,
0.0821, 0.1558, and 0.2640. The NT radiative efficiency is a useful benchmark to which we
refer throughout this work.
1.5 The Magnetorotational Instability
It was recognized fairly early (Pringle, 1981) that common hydrodynamic processes like
normal kinematic viscosity are far too inefficient to serve as the mechanisms of angular mo-
mentum redistribution in real accretion disks—their observed luminosities, and therefore
accretion rates, were simply too large. Observations require α ∼ 1, and the associated mean
free path for such a large kinematic viscosity is on order the disk scale height; if this were
the case, the fluid must be so collisionless that it hardly qualifies as a fluid. The actual
mechanism—the magnetorotational instability (MRI)—was discovered in the early 1990s
(Balbus and Hawley, 1991): it is a powerful and rapidly growing instability, the nonlinear
evolution of which results in stirring large amplitude magnetohydrodynamic (MHD) turbu-
lence, which amplifies the magnetic field until B2/8π ∼ 0.01–0.1 the gas pressure; orbital
shear then correlates the Br and Bϕ components so that the magnetic stress BrBϕ/4π is
nonzero, and facilitates the outward transport of angular momentum required for accretion.
Importantly, the instability conditions are trivially satisfied in an astrophysical accretion
disk. These are:
1. The fluid is a nearly perfectly conducting fluid, i.e., the fluid is in the MHD limit.
All real accretion disks are sufficiently hot (inferred from their spectra) that the vast
majority of their constituent atoms, H and He, will be completely ionized.
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2. The fluid undergoes differential rotation such that the orbital velocity decreases with
decreasing radius. For Keplerian rotation about a compact object this is indeed the
case.
3. There exists some initial—but arbitrarily weak—magnetic field.
The MRI is sufficiently critical to understanding the physics of real accretion disks that
it is worth recounting an intuitive explanation (the “spring” analogy). Two elements of
a perfectly conducting fluid threaded by a magnetic field line behave as though they are
connected by a spring [a consequence of so-called “flux-freezing” in MHD (Alfvén, 1942); for
an astrophysically-relevant review of MHD, see Spruit (2013)]: relative displacement between
these two fluid elements results in an attractive force between them proportional to the
displacement. If the fluid elements are on nearly Keplerian orbits about, say, a black hole—
but at slightly different radii—then the inner element will orbit at a slightly faster velocity,
but possess less angular momentum; likewise, the outer fluid element will orbit with a slightly
slower velocity, but possess greater angular momentum. The differential rotation results in a
displacement, and therefore an attractive force between the two elements. The inner element,
which is slightly ahead, experiences a force opposite its velocity, and therefore a negative
torque. The outer element, which is slightly behind, experiences a force parallel to its velocity,
and therefore a positive torque. The net result is an exchange of angular momentum from
the inner element to the outer element. This is the physical mechanism by which angular
momentum is transported outward in accretion disks. However, the outer element—having
gained angular momentum—moves yet further outward, increasing the displacement, the
magnetic tension, and the magnitude of the resulting torques. Thus the magnetorotational
instability.
The initial numerical studies of the MRI were confined to small patches of disk (Hawley
and Balbus, 1991; Hawley, Gammie, and Balbus, 1995; Stone et al., 1996). Nevertheless,
these “shearing box” simulations found that the MRI grows rapidly (saturating after only a
few tens of orbits), induces large scale turbulence that does not decay with time, is in fact
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largely independent of seed magnetic field topology or strength, and effectively redistributes
angular momentum, leading to estimates of the “effective α” ∼ 10−3–10−2, nearly sufficient
to explain the high accretion rates of observed accretion flows.
1.6 Magnetohydrodynamic Simulations
Global simulations (not limited to a small patch of disk) followed shortly after the initial
shearing box studies (Armitage, 1998; Hawley, 2000; Hawley and Krolik, 2001), from which
even larger effective α were measured, ∼ 0.1, as large-scale fields generated by the extended
accretion flow enhance the local angular momentum transport. These simulations, however,
were not relativistic. Rather, they were either Newtonian or “pseudo-Newtonian,” a scheme
in which some of the dynamics near a true Schwarzschild black hole are emulated by choice
of a modified potential (Paczyńsky and Wiita, 1980).
Fully General Relativistic MHD (GRMHD) codes were later developed, including harm
(Gammie, McKinney, and Tóth, 2003), of which harm3d (Noble, Krolik, and Hawley,
2009)—the three-dimensional global GRMHD code we use in this work—is an offshoot. As
we discuss in more detail in Chapter 4, the current cutting-edge of modern simulation work is
the attempt to incorporate radiative transport into 3D GRMHD codes. Global 3D GRMHD
simulations are fabulously costly to perform—they require thousands of CPUs to run for
thousands of hours each just to study a small stretch in the evolution of an accretion flow.
Codes which incorporate radiation are even more expensive. This is not surprising—after all,
these are coupled nonlinear partial differential equations which must be solved in three plus
one dimensions (or more with radiative transfer) at sufficient resolution in time and space to
resolve even the fastest growing mode of the MRI. It is exactly this expense that motivates
the main thrusts of our work—post-processing of the simulation data in order to generate
spectra, or an approximate calculation of a more realistic corona cooling function—as the
considerable additional physics which must be incorporated for these endeavors cannot be
fully treated in the course of these simulations—at least not with current (or any reasonable
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expectation of near future) computing power.
Finally, we briefly discuss two results which are of particular observational significance,
and which are representative of the gulf between classical accretion disk theory and simulated
MHD accretion flows. 1) The strong magnetic fields generated by the MRI rise above the disk
due to magnetic bouyancy (Miller and Stone, 2000); the energy carried by the magnetic field
is dissipated in the low density gas at high scale heights, leading to an extremely hot corona.
Analytic accretion disk theory makes no prediction of coronae, yet they must exist in order
to produce the hard X-ray power-laws observed—however, they appear naturally in MHD
simulations. 2) Magnetic fields can effectively transport angular momentum—and therefore
allow for dissipation—within the plunging region r < rISCO. This is explored analytically
in Krolik (1999a), Gammie (1999), and Agol and Krolik (2000), and shown explicitly in
the harm3d simulations of Noble, Krolik, and Hawley (2009). Figure 1.5 shows the time-
averaged harm3d radiative flux as a function of radius, compared to that predicted by a
standard NT disk, and the predictions of Agol and Krolik (2000). In sharp contrast to the
assumptions of analytic accretion disk theory, MHD disks appear quite capable of dissipating
energy interior to the ISCO.
1.7 The State of X-ray Spectra Modeling
The observation and analysis of X-ray spectra from stellar-mass black holes and AGN is a
thriving and vibrant sub-field of astronomy, the analytic workhorse of which is the software
package xspec (Arnaud, 1996), which facilitates the fitting of sundry model spectra (in
arbitrary linear and composite combination) to real X-ray spectral data. All specific models
referred to in this section are available in xspec.
Typically, black hole spectra are fit with a multicolor blackbody [diskbb (Mitsuda et
al., 1984), i.e., the spectra produced by the temperature profile of 1.9], plus a power-law
or (broken power-law) component beyond the thermal peak (typically with an exponential
cutoff at very high energies), plus an Fe Kα emission line [e.g., relline (Dauser et al.,
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Figure 1.5: From Noble, Krolik, and Hawley (2009). The time-, ϕ−, and vertically-averaged
disk flux as a function of radius from a 3D GRMHD simulation (solid line), compared to a
classical NT disk (dotted line) and the predictions of Agol and Krolik (2000) (dashed line).
2013)]. See Reynolds (2013) and Miller and Miller (2015) for recent, comprehensive reviews
of these techniques.
The Fe line profile is determined by assuming its emission obeys a radial power-law
with an abrupt inner cutoff at the ISCO radius. More sophisticated approaches [e.g., re-
flionx (Ross and Fabian, 2005), xillver (Garćıa and Kallman, 2010; Garćıa, Kallman,
and Mushotzky, 2011; Garćıa et al., 2013) and relxill (Garćıa et al., 2014)] compute the
reprocessed spectrum by performing radiative transfer and photoionization calculations in
semi-infinite plane-parallel slabs of the disk—but these models require assumptions for the
spectral shape and strength of the irradiating flux, the density and internal temperature of
the disk, how they vary with radius, etc., introducing many free parameters to be constrained
by data.
At present all methods rely in some way upon a parameterized description of the black
hole environment: an idealized corona—often a point source suspended at some supposed
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height on the z-axis (a “lamppost” model)—emits a power-law spectrum illuminating a semi-
infinite disk, with its inner edge precisely at the ISCO. Translating fits using these models
into knowledge of the system’s underlying physical properties depends on the tenuous link
between the reality of black hole accretion and the simple model which motivates these
assumptions.
Consider the role of the ISCO: as the ISCO radius is a one-to-one function of black hole
spin, identifying the inner disk edge as the ISCO allows it to enter as proxy for the spin in
model-fitting. Physically, however, the inner disk emission cutoff is not a function of the
spin alone—it is a complicated function of the disk’s surface density and ionization state
(Reynolds and Begelman, 1997; Krolik and Hawley, 2002; Beckwith, Hawley, and Krolik,
2008; Kinch et al., 2016; Kinch et al., 2019). Spin-measuring techniques (whether they derive
their estimate from the thermal continuum or the Fe line profile) without exception rely on
the identification of the ISCO as the inner disk cutoff. Throughout this work, we re-examine
the validity of this assumption in the context of our increasingly physical treatments of the
accretion flow structure.
More than two dozen stellar-mass and supermassive black hole spins have been reported
by multiple groups (Reynolds, 2014), typically using a combination of continuum- and line-
fitting techniques. In recent years, the relxill models of Garćıa et al. (2014) have become
the predominant tool used to measure black hole spin. While relxill is certainly the most
advanced treatment of disk reprocessing readily available to observers, its application tends
to infer substantially supersolar (2–10 times) Fe abundances (Garćıa et al., 2018)—whether
these are physical [which seems unlikely, though physical explanations have been offered
(Reynolds et al., 2012)], or an artifact of the model assumptions, is not well understood. In
addition, in order to achieve sufficient Fe Kα production, relxillmust assume disk densities
2–3 orders of magnitude larger than any reasonable disk model suggests. We return to the
“supersolar Fe abundance” problem in Chapters 2 and 3, and offer one explanation for how
a possible bias could arise from the usual model assumptions.
17
References
Giacconi, Riccardo, Herbert Gursky, Frank R. Paolini, and Bruno B. Rossi (1962). “Evidence
for x Rays From Sources Outside the Solar System”. In: Phys. Rev. Lett. 9.11, pp. 439–
443. doi: 10.1103/PhysRevLett.9.439.
Schmidt, M. (1963). “3C 273 : A Star-Like Object with Large Red-Shift”. In: Nature 197.4872,
p. 1040. doi: 10.1038/1971040a0.
Tanaka, Y., K. Nandra, A. C. Fabian, H. Inoue, C. Otani, T. Dotani, K. Hayashida, K.
Iwasawa, T. Kii, H. Kunieda, F. Makino, and M. Matsuoka (1995). “Gravitationally
redshifted emission implying an accretion disk and massive black hole in the active galaxy
MCG-6-30-15”. In: Nature 375, pp. 659–661. doi: 10.1038/375659a0.
Nandra, K., I. M. George, R. F. Mushotzky, T. J. Turner, and T. Yaqoob (1997). “ASCA
Observations of Seyfert 1 Galaxies. II. Relativistic Iron Kα Emission”. In: ApJ 477.2,
pp. 602–622. doi: 10.1086/303721. arXiv: astro-ph/9606169 [astro-ph].
Abbott, B. P. et al. (2016). “Observation of Gravitational Waves from a Binary Black Hole
Merger”. In: Phys. Rev. Lett. 116 (6), p. 061102. doi: 10.1103/PhysRevLett.116.
061102. url: https://link.aps.org/doi/10.1103/PhysRevLett.116.061102.
Event Horizon Telescope Collaboration, Kazunori Akiyama, Antxon Alberdi, Walter Alef,
Keiichi Asada, Rebecca Azulay, Anne-Kathrin Baczko, David Ball, Mislav Baloković,
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Dauser, T., J. Garcia, J. Wilms, M. Böck, L. W. Brenneman, M. Falanga, K. Fukumura,
and C. S. Reynolds (2013). “Irradiation of an accretion disc by a jet: general properties
and implications for spin measurements of black holes”. In: MNRAS 430, pp. 1694–1708.
doi: 10.1093/mnras/sts710. arXiv: 1301.4922 [astro-ph.HE].
Reynolds, C. S. (2013). “The spin of supermassive black holes”. In: Classical and Quantum
Gravity 30.24, 244004, p. 244004. doi: 10.1088/0264- 9381/30/24/244004. arXiv:
1307.3246 [astro-ph.HE].
Miller, M. C. and J. M. Miller (2015). “The masses and spins of neutron stars and stellar-
mass black holes”. In: Phys. Rep. 548, pp. 1–34. doi: 10.1016/j.physrep.2014.09.003.
arXiv: 1408.4145 [astro-ph.HE].
Ross, R. R. and A. C. Fabian (2005). “A comprehensive range of X-ray ionized-reflection
models”. In: MNRAS 358, pp. 211–216. doi: 10.1111/j.1365-2966.2005.08797.x.
eprint: astro-ph/0501116.
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Chapter 2
Predicting Fe Kα Emission Line
Profiles
This chapter was originally published as “Fe Kα Profiles from Simulations of Accreting Black
Holes” in The Astrophysical Journal, volume 826, in July 2016.
The immediate environment of black holes offers a unique laboratory for high energy as-
trophysics. Accretion onto black holes is among the most efficient astrophysical processes for
the transformation of potential energy into electromagnetic radiation—it is the mechanism
responsible for their prodigious luminosity. In addition, black holes provide an opportunity
to explore the strong-field regime (GM/Rc2 ∼ 1, where M and R are the mass and charac-
teristic scale of the gravitational source, respectively) of General Relativity. The Fe Kα line
can reveal valuable information about this regime. Due to the relatively high abundance of
iron in the Universe and its efficient production of photons by fluorescence and recombina-
tion, a strong emission line can be created so long as a strong hard X-ray source is available.
In addition, a relativistically broad line profile is an immediate signal of an origin deep in
a gravitational potential well. Relativistically broadened Fe Kα lines have been observed in
both supermassive active galactic nuclei (AGNs) (Tanaka et al., 1995; Nandra et al., 2007;
Brenneman and Reynolds, 2009), stellar-mass galactic black holes (Miller et al., 2004; Reis
et al., 2008; Reis et al., 2009), and galactic neutron stars (Cackett et al., 2010).
Detailed observations of this line therefore offer a direct channel to dynamics in the
strong-field regime of General Relativistic gravity. In principle, its flux, energy profile, and
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variability properties could constrain many aspects of accretion dynamics, disk coronae,
and possibly General Relativity itself [e.g., Fe Kα reverberation-mapping can lead to scale
estimates: Kara et al. (2015) and references therein]. The shape of the Kα profile has already
been used as a tool with which to measure black hole spin [see Reynolds (2013) and Miller and
Miller (2015) for reviews], and several dozen individual measurements have been reported.
However, interpretation of such data to date has in general relied upon “phenomenological”
models. For example, spin parameter inferences often rely on assumed functional forms of the
Fe Kα surface brightness, typically decreasing power-laws in the radial coordinate with some
inner radius cutoff [see Reynolds and Nowak (2003) for a review]. At best, these assumptions
introduce additional parameters, but it is also possible that the chosen functional forms do
not resemble the actual surface brightness profile. Many models (which we discuss below) do,
in fact, perform radiative transfer and photoionization calculations; these form the class of
disk reprocessing codes, like that which we discuss below. These more sophisticated models
nonetheless must still make arbitrary assumptions about important physical quantities such
as the spatial-dependence of the X-ray flux striking the disk and the internal density structure
of the matter within the disk.
These difficulties are well-illustrated by the common assumption that the inner cutoff of
Fe Kα emission falls precisely at the radius of the innermost stable circular orbit (ISCO).
As the radius of the ISCO is a one-to-one function of the central black hole spin, the radius
of disk truncation enters into parametric models as a proxy for the spin. But does the
disk—and, presumably, the Fe Kα emission—in fact truncate right at the radius of the
ISCO (Reynolds and Begelman, 1997; Krolik and Hawley, 2002)? Matter which has passed
through the ISCO must still travel to the event horizon, so the density is necessarily nonzero
there—and perhaps the Fe Kα surface brightness is as well. Moreover, as the inward radial
acceleration begins outside the ISCO (Krolik, Hawley, and Hirose, 2005), the fall in surface
density also starts there; the cutoff in Fe Kα surface brightness might then likewise be found
outside the ISCO. Thus, in order to make the Fe Kα line a quantitative diagnostic, it is
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essential to understand better the physical processes controlling its emission.
To this end, we have built numerical machinery to predict Fe Kα emission in a way
that is as close to first principles and as free from arbitrary assumptions and parameters as
possible. We show how it is possible to go directly from the data generated by a General
Relativistic magnetohydrodynamic accretion simulation to observed Fe Kα line profiles using
only well-understood physics. Below we describe the method, and present an example case:
a 10M⊙ Schwarzschild black hole accreting at 1% of the Eddington rate.
2.1 From First Principles to Fe Kα Line Profiles
The simple model of accretion onto a black hole consists of an optically thick, geometrically
thin disk, above and below which is a diffuse, hot corona (Liang, 1979; Haardt and Maraschi,
1991). Thermal photons emitted from the disk surface are boosted to high energies via
inverse Compton scattering with mildly relativistic electrons in the corona. Some of these
upscattered photons re-impinge on the disk surface, and those with sufficient energy—above
the Fe K-edge at approximately 7.0 keV—eject inner shell electrons from iron atoms. As
higher energy electrons fall to the now vacant lower energy levels, fluorescent photons of
energy ranging from 6.4 keV to 7.0 keV, depending on iron ionization state, are emitted,
forming the characteristic and prominent Fe Kα emission line frequently observed in black
hole X-ray spectra. The shape and strength of the iron line is a function of how the Fe
Kα emission varies over the disk surface, which in turn depends on the disk’s thickness and
vertical density profile, its temperature structure, the shape and intensity of the irradiating
flux, and the iron abundance.
2.1.1 The Disk Structure and the Irradiating Flux
Our calculation begins with the General Relativistic three-dimensional magnetohydrody-
namic (GRMHD) code harm3d (Noble, Krolik, and Hawley, 2009). harm3d is an intrinsi-
cally conservative GRMHD code which yields dynamic, three-dimensional information about
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the fluid density, four-velocity, magnetic pressure, gas pressure, and cooling at every point
throughout the computational domain. To ensure the production of a geometrically thin
disk—in the sense that its aspect ratio, Hdens/r (where Hdens is the density-weighted scale
height), remains small—harm3d solves a modified stress-energy conservation equation: in
gravitationally-bound gas above a target temperature T∗, excess heat is radiated away on
an orbital timescale. The target temperature T∗ is chosen so as to achieve a target aspect
ratio. Thus, at this point, we require only a target aspect ratio and the dimensionless spin
parameter. For what follows, we consider one representative snapshot of a high-resolution
simulation with Hdens = 0.06, a/M = 0 (Noble et al., 2011), and at time t = 12500M , when
the disk is nearly in a steady-state, i.e., inflow equilibrium.
The next step is to scale the simulation results from dimensionless code units to physical
(i.e., cgs) units, a procedure summarized in Schnittman, Krolik, and Noble (2013). This
requires the further specification of a central black hole mass M , which sets the natural
length and time scales (because we define G = c = 1, both time and space are measured in
units of the black hole mass M ; 1M = 4.9(M/M⊙) × 10−6 s = 1.5(M/M⊙) × 105 cm), and
the accretion rate Ṁ , which sets the scale for the gas density, cooling rate, and magnetic
pressure.
We then construct the photosphere surfaces, which separate the disk from the upper
and lower coronae, by integrating the optical depth dτ = κρ(r, θ, ϕ)
√
gθθdθ, where κ is
the Thomson scattering opacity, at constant (r, ϕ) from the poles at θ = 0, π toward the
x− y plane. The upper and lower photospheres are those surfaces, Θtop(r, ϕ) and Θbot(r, ϕ),
respectively, for which the integrated optical depth reaches unity; the midplane, Θmid(r, ϕ), is
that surface for which the integrated optical depths from both poles are equal—it is typically
close to π/2, but varies in space and time.
Surfaces of constant optical depth can also be constructed for other values of τ—of
particular relevance to our transfer solution is the τ = 0.1 surface. We consider the region
between the τ = 0.1 and τ = 1 surfaces to be a “boundary layer” between the disk and
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Figure 2.1: The ϕ−averaged gas density drawn from harm3d at t = 12500M , scaled to
10M⊙ and ṁ = 0.01 as described in the text, with several surfaces of constant optical depth
overlaid.
corona (see below). A schematic illustrating how these surfaces relate to one another and
to the geometry of a Schwarzschild black hole is presented in Figure 2.3. Figures 2.1 and
2.2 show ϕ−averaged density and temperature maps, respectively, for the snapshot of the
simulation we consider here, with several surfaces of constant optical depth overlaid. The
density snapshot illustrates the sharp vertical density gradient associated with the disk’s
small scale height. It also shows the location of the photospheric (τ = 1) surface; even after
azimuthal-averaging, there is still significant irregularity in this surface, the result of the
large amplitude turbulence within the disk. The temperature snapshot demonstrates how
poor an approximation it is to think of the corona as a single zone: the temperature ranges
from ∼ 1 MeV in the nearly hollow cone along the polar axis to only a few keV just outside
the disk photosphere.
In order to determine the shape and intensity of the hard X-ray flux incident upon
each point of the disk surface, we employ pandurata, a Monte Carlo relativistic radiation
transport code (Schnittman and Krolik, 2013). pandurata launches thermal seed photons
from the photosphere (the τ = 1 surfaces, see Figure 2.3) and follows their trajectories
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Figure 2.2: The ϕ−averaged electron temperature computed by pandurata as described in
the text, with several surfaces of constant optical depth overlaid.
through the curved spacetime around the black hole. These seed photons have a hardened
blackbody energy distribution at a temperature consistent with the local cooling within the
disk body as determined by harm3d. That is, Teff at the photospheres Θtop and Θbot at a
given (r, ϕ) is set by assuming that the energy dissipated between them is radiated thermally




2σT 4eff. The ϕ−averaged effective temperature at the photosphere, as a function of radius,
is shown in Figure 2.4. For most of the disk, the effective temperature declines slowly with
radius, ∝ r−1/3, steepening to ∝ r−3/4 at large radii. Some of these thermal seed photons
escape to infinity (making up part of the observed spectrum), while some are lost to the
black hole; others re-impinge on the disk surface, having been upscattered by relativistic
electrons in the corona.
In pandurata, as photons traverse the corona, they have a chance to Compton scatter
according to the opacity along their route. When a photon does scatter, the electron’s veloc-
ity in the local fluid frame is chosen according to a relativistic thermal velocity distribution
corresponding to the electron temperature at that point. The photon’s new direction is cho-





















Figure 2.3: A schematic, cross-sectional view of the black hole environment. For a
Schwarzschild black hole, the event horizon is at r = 2M , and the ISCO (not labeled here)
is at 6M in the equatorial plane. The red and blue lines indicate the τ = 0.1 and τ = 1
surfaces of constant optical depth; the thin black line indicates the midplane. The region
outside the event horizon and the disk is the corona; the region between the τ = 0.1 and
τ = 1 surfaces is a “boundary layer” between the corona and disk. The pair of solid black
lines connecting the upper and lower τ = 0.1 surfaces represent one of the finite columns in
which we perform our transfer and photoionization solution. The arrow labeled Fin(r, ϕ) (and
its counterpart for the lower surface) indicates the (energy-dependent) flux incident upon
the disk at that (r, ϕ), computed by pandurata as described in the text. The arrow labeled
Fout(r, ϕ) indicates the reprocessed emission (e.g., Fe Kα photons) computed by ptransx.
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Figure 2.4: The ϕ−averaged effective temperature at the disk photosphere (the τ = 1
surface).
using standard relativistic dynamics. The new photon 4-momentum is then transformed
back into the global coordinate frame. Eventually, a sufficient number of such events have
occurred throughout the corona to permit evaluation of the inverse Compton (IC) power
[the dominant emission mechanism in the corona (Schnittman, Krolik, and Noble, 2013)] at
each coronal cell by directly comparing the incoming and outgoing photon energies. This
value for the IC power at each coronal cell is then compared to the cooling rate found there
by harm3d, and the electron temperature (see Figure 2.2) is adjusted so that the former
better matches the latter—and so on, until ultimately a self-consistent picture of the coronal
radiation field emerges, including the hard X-ray component incident upon both τ = 0.1
surfaces. This flux is shown, at several radii, in Figure 2.5, compared to the spectrum as
seen by a distant observer over the same range. The incident flux is well described by a
power-law in energy with index ranging from −0.8 to −1.8, steepening at larger radii. The
flux as seen by the distant observer is also a power-law in energy, with index −1.4, nearly
independent of inclination. Thus, at small radii, the incident spectrum is somewhat harder
























Figure 2.5: The ϕ−averaged X-ray flux incident upon the upper τ = 0.1 surface as a function
of energy at three sample radii, compared to the flux in the same range as seen by a distant
observer at i = 45◦ (in black). The overall scale for the black curve is arbitrary, and it is
placed above the other three to facilitate comparison.
et al. (2015)]. See Schnittman, Krolik, and Noble (2013) for more details on the observed
continuum spectra.
Thus, having specified only the mass M , spin a, accretion rate Ṁ , a list of elemental
abundances, and a fiducial aspect ratio to ensure a geometrically thin disk, we construct a
disk with a known density structure and a known flux irradiating its surface.
2.1.2 The Transfer Solution
As briefly mentioned in section 2.1.1, we divide the simulation region into three portions: the
disk proper, the corona, and a boundary layer connecting the disk proper and the corona.
Because the physical circumstances in each of these three regions are different, we need to
employ different methods in each. In the corona, essentially every atom (even the heavy
elements) is fully-stripped, and thermodynamics is thoroughly dominated by MHD-driven
dissipative heating and inverse Compton cooling; there a code like pandurata is clearly
the appropriate description for both radiation transfer and temperature balance. On the
30
other hand, in the disk proper, where much of the Fe Kα emission is made, some elements
(principally Fe) retain a few electrons, while MHD heating is supplemented by photoion-
ization heating, and inverse Compton cooling becomes unimportant relative to a variety of
atomic cooling processes. What is needed there is a photoionization solution whose contin-
uum transfer scheme includes scattering; we find this with a new code we have constructed,
which we call ptransx. The boundary layer is the region where coronal physics gradually
gives way to disk physics. In this region, we need to employ both methods.
Although the boundary layer, by definition, does not have well-defined edges, we find it
convenient to place its outer edge at τ = 0.1 and its inner edge at τ = 1. So long as the
volume in which the photoionization solution is carried out contains the vast majority of
fluorescing Fe atoms, the choice of which specific surface of constant optical depth we choose
for the boundary layer’s outer edge is not important—choosing τ = 0.05, for example, would
yield similar results, but at the cost of extending ptransx’s calculation into the region better
suited to pandurata. Conversely, there is some flexibility in setting the inner edge as well,
but the primary consideration is to include all regions in which the electron temperature is
high enough to upscatter photons significantly.
Within the boundary layer as we have defined it, Fe is the only element not fully-stripped.
Consequently, only photons whose energy is just above the Fe K-edge are subject to absorp-
tive opacity. We verify this assertion post hoc: over a wide range in photon energy and
radius, we find that the absorption optical depth across the boundary layer is small except
for energies just above the Fe K-edge at radii ≃ 10–15M . This energy range is, of course, im-
portant for Fe Kα emission, so we treat its transfer accurately with ptransx; its narrowness,
however, means that approximations to its transfer in pandurata have very little effect on
the broadband continuum spectrum. For these reasons, we use pandurata to provide a
first approximation to continuum transfer and electron temperature in the boundary layer.
However, we also need to compute a ptransx equilibrium in this region for two reasons:
because it can contribute significantly to Fe Kα emission (see Figure 2.9 below), and because
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there can be places where the photoionization heating due to Fe K-edge absorption raises the
temperature above the pandurata-derived value. To achieve as reliable a result as possible,
we therefore begin the treatment of this region with pandurata, but then follow up with
ptransx.
ptransx is built upon the subroutines of the photoionization code xstar (Kallman
and Bautista, 2001) that calculate the local temperature, ionization, emissivity, and opacity.
xstar’s built-in transfer scheme is insufficient for our purposes both because it does not
include scattering, which is an important effect in determining the effective Fe Kα yield
(see below), and because it does not allow for a slab illuminated on both sides, which—
at small radii where the disk’s total optical depth falls below order unity—has important
consequences for the transfer solution. Instead, our continuum transfer solution employs
Feautrier’s method [see Mihalas (1978) and Mihalas (1985) for a description of the method
and numerical algorithm used here] applied to finite plane-parallel slabs, each of which is the
region between the upper and lower τ = 0.1 surfaces (see Figure 2.3) at fixed (r, ϕ). That is,
we take for the density structure in one slab the (curved) column of cells from one snapshot
of the GRMHD simulation with the same (r, ϕ) but with θ increasing from its value at the
upper τ = 0.1 surface to its value at the lower τ = 0.1 surface (as in Figure 2.3).
Because ptransx solves the continuum transfer problem for the boundary layer and
the disk together, its radiation boundary conditions are taken from the pandurata solution
evaluated on the upper and lower τ = 0.1 surfaces, assuming isotropy of the incident radiation
in the respective half-spaces. The transfer solutions in each (r, ϕ) slab are independent, and
we justify this approximation by noting that the ionization parameter near the disk surface
varies relatively slowly in space except for a region between 12M–14M in radius; this annulus,
however, accounts for only a few percent of the total Fe Kα emission. In addition, we set
all elemental abundances, including iron, to their solar values—that is, we set AFe = 7.50
(Grevesse, Noels, and Sauval, 1996).
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At each point within the disk proper and the boundary layer, we define a floor temper-
ature. In the disk proper, it is Tfloor = Teffτ
1/4 (Mihalas, 1978). Above and below the pho-
tospheres (that is, in the boundary layer), we scale the floor temperature as Tfloor = T1τ
−3/4
(Schnittman, Krolik, and Noble, 2013), where T1 is the temperature found by pandurata
just outside the photosphere. If the temperature corresponding to photoionization equi-
librium (as computed by xstar) exceeds the floor temperature at any point, we use the
photoionization equilibrium temperature; otherwise, we use the floor temperature. We make
these choices because in the thermal balance performed by pandurata, only MHD dissipa-
tion and Compton processes are included, whereas ptransx includes all the atomic heating
and cooling processes as well as Compton energy exchange, excluding only MHD dissipation;
thus, the larger of the two temperatures should generally be the better approximation. This
scheme is valid, of course, only if a disk photosphere exists for which we might specify a value
for Teff. At small radii for which no photosphere exists—i.e., where the disk is optically thin,
so defining an effective temperature by assuming radiation-gas thermal equilibrium is not
physically reasonable—we simply adopt the temperature corresponding to photoionization
equilibrium, with no floor. While the floor temperature is invoked within the disk body for
nearly every slab at r ≳ 10M , removing the floor temperature entirely affects the Fe Kα
yield by about only 10% (at least in this particular case).
We discretize each slab into cells such that the Thomson scattering optical depth, defined
at the boundary of each cell, increases logarithmically from its value at the upper surface
to its maximum value at the midplane, and likewise for the lower surface to the midplane.
Further, we discretize µ, the cosine of the angle with respect to the local plane normal
(i.e., the θ̂ unit vector), into evenly-spaced bins between −1 and 1, and the energy into
logarithmically spaced bins between 1 eV and 500 keV; additional, evenly-spaced energy
bins are added to the 6.3–7.0 keV region in order to resolve Fe Kα emission. For the analysis
we consider below: 128 optical depth cells are spaced such that ∆τ/τ ≃ 0.01–0.09, nearer to
the lower value except for (r, ϕ) slabs at least several M exterior to the ISCO; we employ 16
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angle groups; and 1000 energy bins are spaced such that ∆E/E ≃ 0.013, with 700 additional
bins in the 6.3–7.0 keV range. Numerical experimentation shows that the relevant results of
our calculations are not appreciably affected by increasing the resolution beyond the values
quoted above (for our purposes, in fact, far fewer angle groups are needed). Finally, we
assume isotropic and coherent scattering.
We determine a self-consistent internal radiation field in the following way. Initially,
we assume the gas to be completely ionized, so that there is zero true absorption. The
scattering opacity at each point is known, given the density and corresponding electron
number density. We then solve the equation of radiation transfer for the specific intensity
as a function of angle, energy, and position. This procedure yields a value for the energy-
dependent mean intensity at each point, which, along with the elemental abundances, density,
and temperature floor, is supplied to the xstar subroutines. These then return local values
for the energy-dependent continuum absorption and continuum emissivity (including thermal
bremsstrahlung, radiative recombination, and two-photon decays of metastable levels), line
emissivity (both continuum and line emission are treated as isotropic), the free electron
fraction, and photoionization equilibrium temperature (so long as it exceeds the floor, if
supplied). From these values, we update the source function and opacities—and then re-
solve the equation of radiation transfer, the mean intensity from which is again input for
xstar. We iterate until our quantity of interest—the Fe Kα emission—has converged to
within 1%; this typically requires ∼ 10 iterations. In this fashion we arrive at a self-consistent
radiation field, ionization balance, and temperature throughout the slab.
The computation of Fe Kα emission is more detailed. The local emissivity due to a very
large number of bound-bound transitions is computed by xstar as part of the iterative so-
lution described above. In the normal course of the solution, the line emissivities are binned
with the continuum emissivities when computing the source function at each point—the
outgoing flux determined this way includes both continuum and line contributions. After
the convergence criterion is met, the Feautrier method is employed once again, but with
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the source function including only continuum emission. In the 6.3–7.0 keV range, line emis-
sivity greatly exceeds continuum emissivity virtually everywhere in the disk; the outgoing
continuum in this range is due to the reflected (or transmitted, at small radii) incident flux.
All other quantities—e.g., the continuum scattering and absorption opacities—are those de-
termined self-consistently with the full radiation field. This final step yields the outgoing
continuum flux, which is then subtracted from the outgoing total flux to arrive at the line
emission part only, with no continuum-fitting necessary. We ignore the resonant absorption
of Fe Kα lines on the basis that their escape probabilities—computed by xstar [see the
xstar documentation (Kallman and Bautista, 2001) and references therein]—are all very
near to unity for the parameters considered here. The escape probability calculation re-
quires knowledge of the local turbulent velocity of the gas, which we take, fiducially, as 5%
the Keplerian orbital velocity (a figure consistent with the disk’s aspect ratio). However,
the statement that the escape probabilities for line photons in the vicinity of the Fe Kα line
are nearly unity remains true over a wide range of turbulent velocities relative to the orbital
velocity. Since the opacity for resonant absorption is small and such events are rare, we also
safely ignore Auger destruction (Ross, Fabian, and Brandt, 1996; Kallman et al., 2004).
The end result of this calculation is that, starting from a small number of assumptions
and working from first principles, we arrive at a self-consistent model of the line emission
over the disk surface. In what follows, we restrict our attention to the Fe Kα emission. As
the energy of the Kα emission varies with Fe ionization state, from 6.41 keV in neutral Fe
to 6.97 keV in H-like Fe (Krolik and Kallman, 1987), and because there are small but not
completely negligible contributions from other heavy elements in this range, what we refer
to as the Fe Kα flux is the sum of all emitted line photon fluxes in the range 6.3–7.0 keV.
There are fundamental differences between what we present here and previous disk re-
processing codes. First, we use plane-parallel slabs of finite thickness which are illuminated
by the corona on both sides, whereas it is usually assumed that the disk is semi-infinite [cf.
reflion (Ross and Fabian, 2005), the xillver code of Garćıa and Kallman (2010), Garćıa,
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Kallman, and Mushotzky (2011), and Garćıa et al. (2013), and its extension relxill (Garćıa
et al., 2014)]. This is an important distinction, because the total optical depth of the disk
drops to ≲ 1 in its inner region, where the radiative diffusion approximation, which typically
supplies the lower boundary condition for transfer calculations [e.g., a blackbody, with the
radial temperature-dependence of Shakura and Sunyaev (1973), placed at some large optical
depth beneath the disk surface], is not valid. In contrast, our upper and lower boundary
conditions—the flux incident upon the upper and lower τ = 0.1 surfaces—remain physical
even when the disk becomes optically thin. Second, both the density structure of our plane-
parallel slabs and the flux irradiating their surfaces are computed using realistic dynamic
models instead of assumed on the basis of simple and often arbitrary analytic relations. Since
inhomogeneities in the density structure can have important effects on Fe Kα production
(Ballantyne, Turner, and Blaes, 2004), drawing it from an MHD simulation represents a
particularly significant improvement.
Using the ray-tracing code pandurata, the Fe Kα photons are transported from the disk
surface to an observer at infinity. This geodesic transport includes all special and General
Relativistic effects, Compton scattering off coronal electrons, as well as returning radiation
[photons that are deflected by the black hole’s gravity and then scatter off the disk; see
(Schnittman and Krolik, 2009)].
2.2 Results
2.2.1 Fe Kα Emission in the Fluid Rest Frame
Our Fe Kα surface brightness predictions are summarized in three figures. Figure 2.6 shows
the Fe Kα surface brightness in the fluid rest frame for one quadrant of the accretion disk at
a sampling of 394 (r, ϕ) points [8 evenly spaced azimuthal zones, each with 48–51 logarith-
mically (∆r/r = 0.06) spaced radial zones; the number of radial zones per azimuth varies
depending on density variations at small radii (see Figure 2.6)] for one snapshot in time of
our 10M⊙, Schwarzschild, 1% Eddington case, assuming solar Fe abundance. The solid red
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Figure 2.6: A sampling of the Fe Kα surface brightness in the fluid rest frame, of the upper
disk surface for one quadrant of the accretion disk about a 10M⊙ Schwarzschild black hole,
with an accretion rate of 1% the Eddington value. Not all (r, ϕ) points are shown in this
view. The inner solid black line represents the location of the event horizon and the outer
dashed black line represents the radius of the ISCO. The reverse view—looking up toward
the midplane—is, on this scale, nearly indistinguishable.
line in Figure 2.7 presents the Fe Kα surface brightness for the ϕ = 0 azimuthal slice of
the same data (after the application of a smoothing kernel). The most salient feature of
Figure 2.7 is the rough power-law in radius the Fe Kα emission appears to obey exterior to
a maximum occurring at ≃ 7M , ≃ 1M outside the ISCO. This behavior is more apparent
in the ϕ-averaged picture of Figure 2.8, where we note that the the power-law portion of the
ϕ-averaged Fe Kα surface brightness varies with radius with index −2. The steeper than
∝ r−2 decline from 7 to 8M seen in Figures 2.7 and 2.8 is due to two effects. First, as the
disk becomes optically thick, some Kα photons are absorbed in the disk body before they
escape. This also explains why the Fe Kα surface brightness of the upper and lower surfaces
(the red and blue curves of Figure 2.7) vary together before ≃ 8M , but are independent at
larger radii. In addition, the atomic fluorescence yield of Fe is dependent upon ionization
state (see below), and the higher ionization found near 7M has an effectively higher atomic
fluorescence yield than the less-ionized Fe at larger radii.
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Figure 2.7: The red and blue solid lines are the Fe Kα surface brightness in the fluid rest
frame for the ϕ = 0 azimuth as a function of radius, for the upper and lower disk surfaces,
respectively. The dashed red and blue lines are the photon flux incident upon the upper and
lower disk surfaces, respectively, integrated above 7.0 keV. These four lines correspond to
the left axis. The black line is the fraction of unstripped Fe atoms in the disk at ϕ = 0 as
a function of radius, corresponding to the right axis. The vertical dashed line indicates the
ISCO. To facilitate interpretation, all curves have had a Gaussian smoothing kernel applied,
with standard deviation equal to the radial cell spacing.
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Figure 2.8: The black line is the Fe Kα surface brightness, averaged over the top and bottom
of the disk and over azimuth. No smoothing kernel has been applied. The red line is a power-
law fit to the region beyond r ≃ 7M . The fitted power-law index is −2. As in Figure 2.7,
the dashed line indicates the radius of the ISCO.
To understand why the decline in Fe Kα surface brightness at small radii occurs, consider
the black line in Figure 2.7, representing the fraction of Fe atoms in the disk at that radius and
azimuth retaining at least one electron. At smaller radii, the disk’s surface density decreases,
and the ionization parameter increases; within about 10M , the fraction of unstripped Fe
begins to decrease. Though recombination onto bare Fe nuclei still provides a fluorescence
mechanism in the highly ionized gas, the recombination rate is proportional to the unstripped
Fe fraction, and so Fe Kα emission through recombination decreases at small radii as well.
More importantly, the disk’s column density decreases at small radii—there are simply fewer
Fe atoms to undergo fluorescence.
Figure 2.7 also shows the photon flux incident upon the disk surface, integrated above
7.0 keV. The K-edge—the photon energy required to induce Kα fluorescence—varies with Fe
ionization state, from approximately 7.1 keV for neutral Fe to 9.3 keV for H-like Fe (Kallman
et al., 2004). The fluorescence yield—the fraction of absorbed K-edge photons resulting in
the production of a Kα photon—varies with ionization state as well (Krolik and Kallman,
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1987), but is typically ∼ 0.5. It is at first surprising, then, that while the Fe Kα surface
brightness in Figure 2.7 roughly follows the flux of incident photons above the K-edge—at
least exterior to the peak at about 7M—the former is approximately two orders of magnitude
smaller than the latter, smaller than the factor of 0.5 we might expect from the fluorescence
yield. Figure 2.9 provides a physical explanation. Due to the disk’s high degree of ionization,
Thomson scattering occurs throughout its volume, but appreciable Fe Kα production can
occur only in those regions in which there is a sufficient population of unstripped Fe atoms.
However, on much of the disk’s surface, the incident flux is so large that a significant number
of unstripped Fe atoms can exist only at optical depths where the flux has been substantially
reduced by reflection. For the particular (r, ϕ) slab considered in Figure 2.9, we see that after
one optical depth, beyond which the fraction of unstripped Fe reaches unity, approximately
40% of the photons incident upon the disk with energy above the K-edge have been absorbed
or scattered out. This first optical depth accounts for slightly less than half of the total Fe
Kα photons produced in (the half shown of) this slab, but for a greater portion of the Kα
emission, since Kα photons produced at points deeper must diffuse through an optically
thick disk body before escaping. Thus, the reflective outer layers of the accretion disk act
to suppress Kα production, depressing the effective fluorescent yield relative to the atomic
fluorescent yield. Nayakshin, Kazanas, and Kallman (2000) and Garćıa and Kallman (2010)
note a similar “hot skin” effect, where the first optical depth or so of their irradiated slabs
are at a much higher temperature and ionization than the underlying material. For the high
ionization parameter cases of Garćıa and Kallman (2010), they report a marked decrease in
the reprocessed Fe Kα equivalent width, generally consistent with our “depressed effective
yield” interpretation.
Figure 2.9 also provides the justification for our choice to forego a redistribution function
which accurately describes Compton scattering of Fe Kα lines in lieu of our simpler scheme.
From Figure 2.9—which is qualitatively similar for any (r, ϕ) point exterior to ≃ 7M—we see
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Figure 2.9: Cumulative Fe Kα (relative to the total Fe Kα power in one half of a disk slab),
unstripped Fe fraction, and fraction of incident flux (above 7.0 keV) remaining as a function
of scattering optical depth at ϕ = 0, r = 10M . The lines terminate at the midplane for this
azimuth and radius.
and therefore experiences on average one Compton scattering event as it escapes. Typically,
kT ∼ 5 keV in this region, so for Fe Kα photons with energy 6.3–7.0 keV, the broadening
due to Compton scattering, ∼ 2%, is small. It should be noted that the effects of Compton
heating and cooling are included in xstar’s determination of the temperature, though the
radiation field computed by ptransx does not reflect this.
2.2.2 Fe Kα Line Profiles
Figure 2.10 shows the shape of the Fe Kα lines as measured by a distant observer at sev-
eral inclinations, including all special and General Relativistic effects, but without electron
scattering of line photons in the corona; Figure 2.11 shows the line profiles with this effect
included. The line profiles in both Figures 2.10 and 2.11 possess features similar to those
from actual observations: the emission line is strongly and asymmetrically broadened, and at
non-zero inclinations takes on a “double-horned” quality [compare, e.g., to the observational
results discussed in Miller (2007)]. As might be expected, Compton scattering in the hot
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corona tends to redistribute line photons to higher energies. Such scatters are relatively few
for photons initially directed upward from the disk, but they are much more numerous for
photons that might otherwise go to observers closer to the disk plane. The result is to alter
only slightly the line profiles seen by observers viewing the disk face-on, but to diminish the
equivalent width of and broaden the line that observers with a more edge-on view might see
[see Wilkins and Gallo (2015)].
The equivalent width of the Fe Kα line (as would be measured by a distant observer,
and including coronal Compton scattering) as a function of inclination angle is presented
in Figure 2.12. The equivalent widths we find, in the range 60–180 eV, are in agreement
both with typical observational values [see Reynolds and Nowak (2003)] and previous disk
reprocessing codes (namely reflion, xillver, and relxill, as discussed above). It is
important to note that the specific equivalent widths we report are for solar Fe abundance,
though we expect the equivalent width to vary roughly linearly with Fe abundance. The dip
centered at i = 90◦—viewing the disk edge-on—is due to obscuration of the disk surface by
the disk itself as well as losses due to Compton scattering in the corona. Due to gravitational
lensing, even edge-on observers receive some of the line emission from the disk, and so the
equivalent width does not go to zero at i = 90◦.
2.3 Discussion
Figures 2.10, 2.11, and 2.12 represent the results achieved by our method. As we have
stressed throughout the development above, our prediction of observed Fe Kα lines requires
as input only a small number of physical parameters: the black hole mass and spin, the
accretion rate, the iron abundance, and the observer inclination. Significantly, none of these
parameters stands in for an unknown physical process. The most important aspect of Figure
2.11 is that it represents a quantitative prediction for how we expect the Fe Kα line profile
to appear from a 10M⊙ Schwarzschild black hole accreting at 1% the Eddington value,






























Figure 2.10: The Fe Kα line profile as would be seen by a distant observer, at several
inclinations i (where 0◦ is viewing the disk face-on), excluding electron scattering of the line


























Figure 2.11: The Fe Kα line profile as would be seen by a distant observer at several
inclinations, but including the effects of electron scattering of the line photons in the hot
corona.
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Figure 2.12: The equivalent width of the Fe Kα line as a function of observer inclination
angle, including the effects of Compton scattering of the line photons through the corona.
GR, a Monte Carlo radiation transfer code to determine the electron temperature throughout
the corona and the hard X-ray flux irradiating each point on the disk surface, and the disk
reprocessing code we describe above to construct maps of the Fe Kα emission over the disk
surface. The final results—Fe Kα line profiles—are observables founded upon the physics
which describe accreting black hole systems. The most significant gap remaining in the
physics is the equation of state used by the MHD code. The state-of-the-art for simulations
of bright, but sub-Eddington, accretion onto black holes assumes a local optically thin cooling
function designed to radiate quickly nearly all the heat dissipated, maintaining a disk scale
height as a function of radius determined a priori. For the simulation used here, this scale
height profile is close to what might be expected from conventional analytic accretion disk
theory (Shakura and Sunyaev, 1973) assuming a radiation-dominated disk with ṁ ≃ 0.2.
Schnittman, Krolik, and Noble (2013) present a more detailed account of the relation between
analytic accretion disk theory and the terms of our simulation. As simulation codes coupling
radiation transfer to MHD (Jiang, Stone, and Davis, 2014; Sa̧dowski et al., 2014) become
more efficient and eliminate restrictive approximations, it will be possible to close this gap.
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Model fits to data typically assume that the Fe Kα surface brightness is axisymmetric
and follows a power-law in radius with a cutoff at the ISCO. From Figure 2.8, it is clear that,
for this particular example, our more careful approach validates this model to some extent:
at least for the one point in the black hole parameter space we have considered, the radial
variation in Fe Kα emission turns out to be roughly power-law. The fundamental difference
is that the power-law index we find, −2, the location of the maximum, r ≃ 7M , and the
very fact that the behavior is power-law at all, arise in a natural way from the calculation:
they are neither fits to observations nor put in “by hand.”
The power-law we find is, in fact, shallower than those typically used in phenomenological
models, but this is a direct consequence of our extended coronal geometry. For radii greater
than that of the peak surface brightness, the Fe Kα emission should vary like the incident
hard X-ray flux—as in Figure 2.7. It is easily shown (in flat space) that if the corona is
treated as a point source at some height z above the center of a disk of constant aspect ratio,
the variation of the flux with the cylindrical radial coordinate r is either proportional to r−3
for the case when z ≪ r, or independent of r in the case when z ≫ r. Fully relativistic
ray-tracing calculations of “lamppost” geometries, like those of Wilkins and Fabian (2012)
and Dauser et al. (2013), typically find steep power-laws in the inner disk regions, where
z ≫ r, leveling off to r−3 at large radii, where z ≪ r. When they investigate more extended,
but still arbitrarily chosen, hard X-ray emissivity distributions (Wilkins and Fabian, 2012),
the Kα emissivity in the region covered by the extended hard X-ray source roughly mirrors
the coronal emissivity. Our physically-derived result that the Kα emissivity is ∝ r−2 is
therefore a consequence of the similarly extended coronal emission that follows directly from
the underlying MHD simulation. It is, however, important to note that the emissivity profile
may change as a function of accretion rate, black hole spin, or black hole mass. Magnetic
field topology may also be important, as the driver behind different coronal and jet properties
(Beckwith, Hawley, and Krolik, 2008).
Of particular importance to the use of observed Fe Kα line profiles to infer black hole
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spin is the fact that we find the line emission peaks approximately 1M outside the ISCO. We
have, of course, not performed a sufficiently detailed exploration of the black hole parameter
space to determine whether this is a systematic effect—indeed, it is possible that for a
different set of parameters, the peak may be found inside the ISCO. This latter alternative
might, for example, be expected when the accretion rate (and thus disk surface density) is
higher (Schnittman, Krolik, and Noble, 2013). In addition, in generating the line profiles of
Figures 2.10 and 2.11, we keep track of three separate energy channels within the 6.3–7.0
keV range; higher ionization states of Fe produce Kα photons at greater energies, and this
potentially several-hundred eV difference can have significant effects on the predicted line
profile. As an illustration, we show in Figure 2.13 the Fe Kα line profiles seen by a distant
observer using the power-law fit extended back to the ISCO from Figure 2.8, assuming all
Fe Kα emission occurs at 6.4 keV (as is often done), compared to those generated by our
method, i.e., from Figure 2.10. By moving the location of the interior cutoff inwards by
M , removing physically important features—like the brief yet steep decline in flux from 7
to 8M discussed in the previous section—which are not captured by a pure power-law, and
assuming all Kα photons are produced by near neutral Fe, the line profile is reddened and
altered in shape. When comparing to observed spectra, this shift can be expected to have
particularly important consequences for constraining the system’s inclination, for example.
With further exploration of the parameter space, we will learn how variations in mass,
spin, accretion rate, and Fe abundance manifest themselves in the strength and shape of
the Fe Kα line profile. Ultimately, we envision the construction of a grid of model profiles
spanning the parameter space, forming the foundation for an extension to xspec (Arnaud,
1996) which will take as input an X-ray spectrum of a stellar-mass black hole or AGN
from an observatory such as Chandra, XMM-Newton, Suzaku, or NuSTAR, and will output





























Figure 2.13: The Fe Kα line profile as would be seen by a distant observer at several
inclinations: those in dashed lines were computed from the power-law fit extended back
to the ISCO (assuming 6.4 keV Fe Kα photons), e.g., the red line in Figure 2.8, while those
in solid lines are reproduced from Figure 2.10 for comparison; for both solid and dashed
lines, color indicates inclination.
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Chapter 3
Predicting the Complete X-ray
Spectrum
This chapter was originally published as “Predicting the X-ray Spectra of Stellar-mass Black
Holes from Simulations” in The Astrophysical Journal, volume 873, in March 2019.
Both active galactic nuclei and stellar-mass black hole binaries produce X-ray spectra with
line and continuum features which convey information about the environment and spacetime
geometry from which they originate. Relativistically-broadened Fe Kα fluorescence lines are
one of the key indicators that these systems do in fact contain black holes (Tanaka et al.,
1995), and the thermal plus power-law continuum indicates the presence of disk and corona,
respectively (Liang, 1979; Haardt and Maraschi, 1991). Indeed, studying the governing
physics of accretion processes is tied to our ability to connect the underlying theory to
observations. The quantitative information inferrable from any spectrum is, however, limited
by the templates to which the observation is compared.
To this end, we have developed a technique with which model spectra are computed
directly from simulation data by applying the relevant physical principles while invoking
almost no assumptions. The numerical machinery we describe here is an extension of that
introduced in Kinch et al. (2016), where we applied our method only to the prediction of Fe
Kα line profiles; below, we greatly expand the predictive scope of our method by treating
the X-ray emission lines and the continuum in a self-consistent, energy-conserving fashion.
In addition, we explore the effects of varying the nominal accretion rate on the predicted
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spectrum.
A variety of methods are currently in use for modeling the spectra of black hole systems.
Some are purely phenomenological—the continuum is fit with a multicolor disk blackbody
[e.g., diskbb (Mitsuda et al., 1984)] plus a (typically broken) power-law at high energy, and
the Fe Kα emission from the disk surface is assumed to vary as a decreasing power-law (or
sometimes broken power-law) in radius with a hard cutoff at the innermost stable circu-
lar orbit (ISCO) and another at some outer radius [e.g., relline (Dauser et al., 2013); see
Reynolds and Nowak, 2003 for a discussion of these methods]. More sophisticated techniques
model the continuum with a single-zone Comptonization region and the disk reprocessed
component (the Fe Kα line, the K-edge, and the Compton bump) by performing detailed
radiative transfer and photoionization calculations within a sample section of the disk [e.g.,
the codes reflionx (Ross and Fabian, 2005), xillver (Garćıa and Kallman, 2010; Garćıa,
Kallman, and Mushotzky, 2011; Garćıa et al., 2013), and relxill (Garćıa et al., 2014)].
At present all methods rely in some way upon a parameterized description of the black
hole environment: at best, an idealized corona (often a “lamppost” point source or a single
homogeneous region) emits a power-law spectrum (perhaps with a thermal cutoff) which
illuminates a semi-infinite, blackbody-radiating disk, and this disk has a knife-edge cutoff
precisely at the ISCO. When using such a model to, for example, extract spin measurements
from spectral data (Reynolds, 2013; Miller and Miller, 2015), the accuracy of the measure-
ment is limited by the accuracy of the assumed accretion flow geometry and associated
coronal flux.
By starting with 3D GRMHD simulation data, we greatly reduce the number of assump-
tions needed to describe the accretion flow geometry. We therefore also reduce the number
of free parameters needed to specify a resulting observable spectrum. We do not, for exam-
ple, require a sharp cutoff in Fe Kα emission at the ISCO, nor do we specify the coronal
geometry (lamppost or otherwise) a priori ; the density and temperature structure of the
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disk are not assumed in advance either. Instead, these are computed directly from the un-
derlying physics, with the sole significant assumption being the equation of state employed
by the simulation; as simulations improve, e.g., by the use of more realistic equations of
state, our apparatus can easily be applied to their output as well. The resulting prediction
of our method, the full inclination-dependent observable spectrum, is a function of a very
small number of parameters, each physically meaningful: the black hole mass and spin, the
nominal accretion rate, and the elemental abundances.
3.1 Method
Our procedure has three main components. First, an accreting black hole system is simulated
using harm3d (Noble, Krolik, and Hawley, 2009). We take a three-dimensional snapshot
of the fluid density, four-velocity, and dissipation (cooling) rate at a time when the simula-
tion has achieved approximate inflow equilibrium (out to r ∼ 20M). Using a thermal seed
photon injection rate computed by integrating the local dissipation rate within the disk’s
photosphere, the Monte Carlo radiation transport code pandurata (Schnittman and Kro-
lik, 2013) determines the radiation field consistent with the simulation data and thermal
balance in the corona (Schnittman, Krolik, and Noble, 2013). With harm3d’s description
of the disk structure and pandurata’s calculation of the disk incident flux, ptransx com-
putes the disk’s reprocessed outgoing flux, requiring photoionization equilibrium and energy
conservation everywhere within the disk (Kinch et al., 2016). This step yields a new guess
for both the energy-dependent seed photon flux emerging from the disk surface and the
spatial- and energy-dependent disk albedo—input for the next pandurata run. We cycle
between pandurata (in the corona) and ptransx (in the disk) until a consistent picture of
the global radiation field develops. This cycling is a significant improvement to the original
pandurata method. To avoid confusion between the iterative procedures within each step
and the outermost iterations between pandurata and ptransx, we refer to the latter as
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Figure 3.1: A schematic overview of the general procedure.
emission are transported to a distant observer in order to construct the complete predicted
spectrum. The overall scheme is summarized in Figure 3.1.
3.1.1 Simulation Data — HARM3D
The density (ρ or ne) and cooling rate (L) data are from one snapshot of a harm3d
simulation, taken at a time when the disk is in a statistically steady state. harm3d is
a three-dimensional, intrinsically conservative General Relativistic Magnetohydrodynamic
(GRMHD) code, with a cooling function designed to produce a geometrically thin disk.
harm3d solves a modified stress-energy conservation equation: in gravitationally-bound gas
above a target temperature T∗, the excess heat is radiated away on an orbital timescale; T∗ is
chosen so as to achieve a target aspect ratio (Noble, Krolik, and Hawley, 2009). The specific
simulation we use, “ThinHR” (Noble et al., 2011), has an aspect ratio Hdens/r = 0.06 (where
Hdens is the density-weighted scale height), and is still one of the best-resolved GRMHD disk
simulations ever carried out (Hawley et al., 2013).
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Translating the simulation data from “code units” to physical (cgs) units requires spec-
ification of the central black hole mass M , which sets the length and time scales (1M =
(M/M⊙) ·1.5×105 cm = (M/M⊙) ·4.9×10−6 s), and the accretion rate (in Eddington units)














where κ = 0.4 cm2 g−1 is the electron scattering opacity and η = 0.061 (> 0.057, the Novikov
and Thorne (1973) value) is the radiative efficiency found in that simulation (Noble et al.,
2011). Below, we consider a 10M⊙ central black hole at four accretion rates, ṁ = 0.01, 0.03,
0.1, and 0.3.
With a known density structure (and a known spacetime geometry), surfaces of constant
optical depth can be defined by integrating the electron scattering opacity along arcs of
constant (r, ϕ), starting from the poles and continuing until the desired optical depth is










gθθdθ = τ (3.3)
(where θ is the polar angle) defines the (upper and lower) surfaces of constant optical depth
for the given value of τ . The natural choice of surfaces with which to divide the disk body
from the corona are the τ = 1 surfaces, which we call the disk photospheres and label Θtop
and Θbot. At any given (r, ϕ), the region between these surfaces—if they exist—is the disk
body; everywhere else is the corona. Which τ value to use for dividing the disk and corona
is somewhat arbitrary. For our purposes, a division is needed such that the only significant
cooling process in the corona is inverse Compton (IC) scattering, while all atomic processes
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(such as Fe Kα production) occur within the disk. Because the maximum local ratio of free-
free power to net IC power we compute post hoc in the corona is ≲ 4% (just outside τ = 1),
and we find significant Fe Kα production limited typically to τ > 1.5, the τ = 1 surface is a
satisfactory choice for the photosphere. Figure 3.2 shows a cross section of harm3d density
and cooling data, scaled to 10M⊙ and ṁ = 0.01, with several surfaces of constant optical
depth overlaid.
3.1.2 Coronal Radiation Field — PANDURATA
For the initial pass, we assume that the total cooling at one (r, ϕ) arc within the disk body
is radiated thermally at its photospheres. That is, at any (r, ϕ) for which the τ = 1 surfaces
exist, the flux outward at both Θtop and Θbot is described as a hardened blackbody with
effective temperature ∫ Θbot
Θtop
L√gθθdθ = 2σT 4eff. (3.4)
These thermal seed photons are ray-traced through the corona by the Monte Carlo radia-
tion transport and local temperature balance code pandurata. For all subsequent passes,
pandurata uses ptransx’s output seed photon spectra instead of the hardened blackbody.
pandurata takes as input the density and cooling maps from harm3d, as well as the seed
photon emission at the disk photosphere, and outputs: (1) an electron temperature map of
the corona; (2) the spectrum as seen by distant observers; and (3) the spectral shape and
strength of the flux incident upon the (upper and lower) disk photospheres at each (r, ϕ).
The operation of pandurata’s original version is described in detail, including series of
tests to demonstrate the algorithm’s validity, in Schnittman and Krolik (2013). In brief, the
code simulates the trajectories and scattering of seed photons in the corona while solving
for the electron temperature at each point in the corona by setting the net inverse Comp-
ton power equal to harm3d’s local cooling rate. Several modifications to pandurata were
made for its use in this project. First, photon packet scattering off of single electrons was
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Figure 3.2: The x− z slice of the harm3d simulation data, scaled to M = 10M⊙, ṁ = 0.01,
with three surfaces of constant optical depth overlaid. Note the great difference (and rapid
change) in density between the disk body and the corona (upper panel). The lower panel
shows the local instantaneous cooling rate—not all fluid elements are radiatively cooling at
each time step [see Schnittman, Krolik, and Noble (2013) for a more extensive discussion of
the cooling function]. There is significant cooling in the corona, even where the density is
very low.
58
replaced by an ensemble approach—when a photon packet scatters in the corona, the pho-
ton packet’s spectrum is redistributed according to an angle-averaged energy redistribution
function described below (see section 3.1.3.2); its new direction, however, is determined as
if it were a single photon scattering off a single electron whose particular velocity was se-
lected from the Maxwell-Jüttner distribution. Second, the coronal volume is divided into
sectors—a coarser grouping, compared to the underlying simulation grid, of ∼ 100 contigu-
ous grid-cells each—with the interior of each sector treated as having a single temperature;
net IC power is assessed for the sector as a whole, and a sector’s temperature is adjusted
by way of a Newton-Raphson method until its net IC power equals its total internal cooling
rate. These two changes to pandurata [compared to its description in Schnittman and
Krolik (2013)] allow faster determination of the coronal temperature map, now necessary
since pandurata must re-determine the temperature map each pass. We have verified that
modified pandurata produces the same output spectrum as unmodified pandurata. The
final modification, however, is more substantive: photon packets which strike the disk surface
are subject to absorption and Compton recoil according to albedo and redistribution tables
computed with ptransx output, using a procedure described in section 3.1.4. An example
cross section of an electron temperature map so computed is shown in Figure 3.3.
The end result is a complete description of the electron temperature and radiation field
everywhere in the corona—including the flux irradiating the disk surface—that is consistent
with the density and cooling structure of the GRMHD simulation as well as the temperature
and ionization structure of the disk body.
3.1.3 Disk Reprocessing — PTRANSX
3.1.3.1 Defining the Problem
At each (r, ϕ), the region between Θtop and Θbot constitutes a column of the disk body. Its
vertical density and cooling rate profiles are known from the harm3d simulation data, and
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Figure 3.3: The electron temperature map produced by pandurata for the same slice of
data shown in Figure 3.2 (M = 10M⊙, ṁ = 0.01). Note that within the disk body (between
the τ = 1 surfaces) the electron temperature is shown as the constant value Teff; pandurata
does not determine the electron temperature within the disk body. The visible “blockiness”
is due to our division of the coronal volume into sectors.
the fluxes incident upon its upper and lower surfaces are computed by pandurata. In ad-
dition, some choice of elemental abundances is required. The chief assumption is that such
a column can be treated as a finite, plane-parallel slab independent from its neighbors. The
problem is to find, for each slab, a description of the radiation field and ionization balance at
all vertical points that is energy-conserving, in photoionization equilibrium, consistent with
the boundary conditions and structure provided, and which includes as many of the relevant
physical processes as possible. Photoionization equilibrium is a reasonable assumption: for
the densities and temperatures typical of the accretion disks we consider, the recombina-
tion timescale is short, ∼ 10−7 s (for highly-ionized Fe), compared to the disk’s dynamical
timescale, ∼ 10−3 s. We accomplish this with an extended version of the code ptransx
introduced in Kinch et al. (2016); this version includes several major improvements, partic-
ularly in the treatment of Compton scattering but in other areas as well. Its operation is
described below.
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3.1.3.2 The Transfer Solution
We solve the radiative transfer equation in plane-parallel geometry, including all relevant










′, ε′;µ, ε)Iµ′ε′ . (3.5)
We employ the Feautrier method (Mihalas, 1978), which requires only that the redistribution









→ ∆θ ± π. (3.6)
R is a measure of the probability that photons with angle-energy (µ′, ε′) will scatter to
angle-energy (µ, ε). With a specification of boundary conditions—Iµε inward at the upper
and lower surfaces (the incident intensity from pandurata)—we solve a discretized version
of the above transfer equation directly via a forward-backward recursive sweep (Mihalas,
1985).
Our treatment of Compton scattering is expressed by our choice of R. Though we have
gone to great lengths to describe Compton scattering as accurately as possible, we are re-
quired by the Feautrier method to make the following approximation:











We replace the angular dependence of a more accurate redistribution function with the dipole
phase function of Thomson scattering, which has the required forward-backward symmetry.
The Klein-Nishina cross section does not have this symmetry—forward scattering is preferred
to backward scattering, and significantly so at energies approaching and beyond mec
2. For
the energies we are most concerned with (≲ 50 keV), however, that preference is modest.
R is the angle-average of the full Compton redistribution function (itself a function of the
local electron temperature) computed directly with an independent Monte Carlo calculation
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using relativistic dynamics, the Klein-Nishina cross section, and the Maxwell-Jüttner velocity
distribution. The same R is used in the ensemble scattering calculation of pandurata
described above.
In order to demonstrate the correctness of our transfer solution in general, and of
our treatment of Compton scattering in particular, we compare sample results between
a ptransx solution and those from a completely independent Monte Carlo transfer code.
A straightforward Monte Carlo implementation was supplied with the vertical structure for
the density, temperature, emissivity, and absorption opacity from a ptransx slab—though,
for ease of comparison, we consider here only the Fe Kα line emissivity. The independent
Monte Carlo code does not use the angle-averaged Compton redistribution function described
above; rather, it treats Compton scattering directly and with the appropriate angular depen-
dence. Nevertheless, as Figure 3.4 indicates, the seed photon flux so computed agrees with
the ptransx result exceedingly well. Note that the slight over-prediction of upscattering
relative to the Monte Carlo approach is due to the logarithmically-spaced energy grid in
ptransx. Even for a flat probability distribution, it is more likely for a photon to scatter
to bin i + 1 rather than bin i − 1 if the bin width increases logarithmically. Increasing the
number of grid-points alleviates the problem, though the discrepancy as it stands is well
below the intrinsic error of any real X-ray detector.
3.1.3.3 Equilibrium-Finding Procedure
We make use of subroutines of the photoionization code xstar (Kallman and Bautista, 2001)
in order to compute the local ionization balance—and consequent emissivity and absorption
opacity—of gas at a fixed temperature and density, immersed in a known radiation field, in
photoionization equilibrium.
At each (r, ϕ) sampled, the disk body is divided into some number of vertical cells (typ-
ically a few dozen, see section 3.1.6 below). For the ith cell, the net energy balance yi is
defined as the difference between the net energy flux out of the cell and the total cooling
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Figure 3.4: Comparison of example seed photon spectra (Fe Kα only) computed using both
ptransx and an independent Monte Carlo code. The profiles are normalized to unity.






F topi,ε − F boti,ε
)
− Li(∆z)i. (3.8)
The collection of these values for all cells in the given vertical column forms the vector
y; in total energy balance, y = 0. The vector y is directly computable from a complete
description of the radiation field, the result of solving the transfer equation. All heating and
cooling processes which are represented in either the emissivity, the absorption opacity, or
the redistribution function—that is, bremsstrahlung, all atomic processes (photoionization,
recombination, and line emission) and (inverse) Compton scattering—have their effects on
the energy balance included in the expression for y. Knowledge of Iµε in each cell constitutes
a full description of the radiation field; similar to y, we call such a collection I. Similarly,
the collection of energy-dependent absorption opacities and emissivities, (αε, jε), in all cells
is denoted S. Finally, the cell-by-cell list of temperatures is T.
The first step in the procedure is to zero out all emission and absorption and perform
a transfer solution with only Thomson scattering. This yields a guess at the radiation field
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in each cell. For each cell independently, we supply to the relevant xstar subroutines the
radiation field, density, temperature, and elemental abundances; xstar returns the pho-
toionization equilibrium values for the ionization balance, emissivity (line and continuum),
and absorption opacity. We do not use xstar’s built-in transfer apparatus. As described in
the previous chapter, we ignore the resonant absorption of line photons on the basis of a post
hoc analysis of their escape probabilities, computed by xstar—due to the extremely high
local turbulent velocity of the disk gas, these are all very near to unity. For this first itera-
tion, we use xstar’s ability to find a local energy-conserving temperature while performing
its photoionization equilibrium calculation. In addition to the heating and cooling rates
xstar considers [see Kallman and Bautista (2001) for details], we also supply the harm3d
simulation local cooling rate as an exogenous heating term. In subsequent iterations, we
supply a local temperature according to the procedure described next. We now have a first
guess at the absorption opacity, emissivity, and temperature in every cell. A second transfer
solution performed with this S0 and T0 yields I0 and the corresponding y0.
We imagine our transfer/xstar scheme as a vector function: xstar requires I and T
to determine the photoionization equilibrium S, which via our transfer solution produces (a
new) I and thus y. That is, F (I,T) = y. We seek a procedure by which, for a given I, we
can find the energy-conserving temperature structure T∗, such that F (I,T∗) = 0.
To do so, we employ the multidimensional Newton-Raphson algorithm. Starting with T0





The new guess at the energy-conserving temperature is
T = T0 − J−1y0. (3.10)
From this new temperature structure we determine the new S with xstar, and with that
perform a transfer solution to find the new y. We repeat the procedure until all elements of
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y are sufficiently close to zero, i.e., for all i, the two terms on the right-hand side of equation
3.8 differ by less than 1%. Thus we find T∗. As a practical matter, it occasionally happens
that elements in the new temperature vector are not reasonable (for example, negative
temperatures); this typically occurs in situations where there are relatively sharp changes
in density or cooling rate. In these cases, we require an additional step before the next
iteration: these “problem” cells are isolated and their individual y roots found by varying
only their own T using the secant or bisection methods; these new T values replace their
nonsensical counterparts in T, and iteration resumes. Following Nayakshin, Kazanas, and
Kallman (2000), we estimate that, for the disk temperatures we find in this paper, the
maximum Thomson depth over which heat conduction dominates is ∼ 10−4; because this is
much smaller than our cell sizes, it is safe to ignore heat conduction even for sharp cell-to-cell
changes in the cooling rate.
It is important to stress that at no step of the procedure described above is the radiation
field supplied to xstar altered. After the energy-conserving temperature structure T∗ is
found, and the absorption opacities and emissivities everywhere re-computed with it, one
last transfer solution gives us a new and by construction energy-conserving radiation field.
In fact, the full procedure can be thought of as a function which takes some radiation field I
as input and returns a new radiation field I∗—this new radiation field is energy-conserving,
but the gas is in photoionization equilibrium with the previous radiation field I. Naturally,
then, we just repeat the entire process until I∗ = I. Thus we accomplish our goal: we have a
complete description of a radiation field for which energy is conserved everywhere and with
which the gas is at all points in photoionization equilibrium.
In cases where the disk body is many Thomson depths in thickness, it becomes impractical
(mainly due to memory constraints) to treat it as a single finite slab extending from one
photosphere to the other. Rather, we are forced to set an interior boundary condition some
number of Thomson depths inward from the photosphere (we choose 10, see section 3.1.6
for details); the natural choice is to assume a blackbody flux into the computation volume
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from the otherwise excluded disk interior. This is similar to the interior boundary condition
used by Garćıa and Kallman (2010) [i.e., the radiative diffusion approximation (Rybicki and
Lightman, 1986)], but we do not set the disk temperature in advance according to Shakura
and Sunyaev (1973). Like the temperature within the computation volume, this boundary
temperature is not assumed a priori. Rather, it is found in the exact same way as part of
the same formalism. At the inner boundary, we define an additional element of T, T bound,







(total L in disk interior) , (3.11)
with the upper sign corresponding to the upper disk layers and the lower sign to the lower
disk. Defined so, ybound = 0 (at both upper and lower interior boundaries) indicates that
the net flux into the computation volume is equal to the total cooling rate excluded by the
computation volume—like all elements of y = 0, it is a statement of energy conservation.
With some reasonable starting guess for T bound (e.g., 2σT 4 = total L in disk interior), our
multidimensional Newton-Raphson method will find the energy-conserving interior boundary
temperature as part of its overall solution.
3.1.4 The Reprocessed Spectrum
Next we compute from the output of ptransx a new seed photon spectrum at all (r, ϕ)
points on the disk surface. This is done simply by performing one last radiative transfer
solution but with the incident intensity set to zero—the seed photon spectrum includes
only those photons emitted by the gas in the disk, not those which are reflected by it (see
section 3.1.5 below). In Figure 3.5 we compare the initially assumed hardened blackbody
seed photon spectrum at one point on the disk surface to the ptransx output seed photon
spectrum. The ptransx spectrum is broader, higher at all energies, has a prominent H-like
Fe Kα emission feature at 7 keV, and a small K-edge absorption dip near 9 keV. Though





















Figure 3.5: Comparison between the initial assumed seed photon spectrum (red curve) and
the converged ptransx output spectrum (black curve), at r = 10M , ϕ = 0, for ṁ = 0.03.
keV. This pattern generally holds (though with a variable dominant Fe ionization state) for
all accretion rates we consider, and at all radii except for where the disk’s total Thomson
thickness is ≲ 1—there the ptransx seed photon spectrum is just optically thin free-free
emission. For the example point shown, the integrated power of the ptransx seed photons
is ∼ 50% greater than that of the hardened blackbody—this is because the ptransx seed
photons must carry additional energy from Compton and photoionization heating of the
disk due to its irradiation by the corona. pandurata then ray-traces these new seed photon
packets from the disk surface with a limb-darkened angular distribution consistent with
ptransx’s transfer solution. In the initial pandurata solution, however, photon packets
which strike the disk surface are simply reflected; for this second pass, the absorption and
energy redistribution of photons impinging the disk surface is informed by the ptransx
output.
When a photon packet with energy-dependent intensity Iε intersects the disk surface, it




dε′f (ε′)G (ε, ε′) Iε′/ε
′. (3.12)
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The albedo f is the fraction of incident photons at a specific energy which are reflected,
i.e., not absorbed by the disk, regardless of their final, outgoing energy. G is a normalized
description of the redistribution of photons from energy ε′ at incidence to energy ε upon
reflection. Both f and G are functions of position on the disk surface and of the photon
packet’s incident angle with respect to the local disk normal. These functions are tabulated
using a separate, auxiliary Monte Carlo transport code. This additional code injects large
numbers of photons at each energy and incident angle from the ptransx grids, for each
point on the disk surface, using the ptransx output opacity and temperature structure; it
records for each energy and angle the fraction which are reflected (the albedo f) and the
energy-distribution of the reflected photons (G in equation 3.12). The Compton scattering
calculation therein is performed according to standard relativistic dynamics.
From this same Monte Carlo code, we have found that the distribution in angle of the
outgoing photons is a very nearly linear function of µ with respect to the local disk normal
[i.e., limb-darkening, but not exactly the pure scattering atmosphere expression of Chan-
drasekhar (1960)]; we therefore select the initial trajectory of the reflected photon packets
according to this distribution. Small portions of the disk are only marginally optically thick,
and in these regions there can be a significant transmitted fraction. Ideally, the transmit-
ted fraction would spawn a new photon packet in addition to the reflected packet. This is,
however, not computationally feasible at this time, so instead we include the transmitted
fraction in the reflected photon packet. To the extent that the upper and lower halves of
the computation volume are similar, this will ultimately produce the same result. For the
cases considered here, transmission through the disk is negligible for ≳ 99% of the disk area.
Figure 3.6 shows the energy-dependent albedo at several radii for ṁ = 0.03; Figure 3.7 shows
the albedo at r = 10M for the four sample accretion rates. The most dramatic feature in
both is, not surprisingly, the highly-ionized Fe K-edge at 8–10 keV: its depth increases at
larger radii (as cooler, less-ionized gas has a higher fraction of unstripped Fe atoms available
for absorption) and with decreasing ṁ (for the same reason; see equations 3.1 and 3.2).
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Figure 3.6: The energy-dependent albedo (including transmitted fraction) at the disk surface
at several radii (all ϕ = 0) for ṁ = 0.03.
















Figure 3.7: The energy-dependent albedo (including transmitted fraction) at the disk surface
at r = 10M , ϕ = 0, for several values of ṁ.
69
3.1.5 PTRANSX and PANDURATA Communication
The revised seed photon packets are the reprocessed emission from the disk, including atomic
emission features like the Fe K lines. As pandurata transports them through the corona,
they experience inverse Compton scattering in addition to all special and general relativistic
effects. When they scatter off the disk surface, absorption features like the Fe K-edge are
imprinted. A different spectrum of seed photons than that originally assumed affects the
efficiency of the IC cooling process in the corona—so we run pandurata again, with disk
albedo and Compton recoil tables in hand from the last ptransx run, and thus determine
a new coronal temperature map and radiation field. This pandurata run yields a new
irradiating flux, and so we run ptransx again to obtain new seed photon spectra and
albedo tables. The cycle repeats until the X-ray spectrum as seen by the distant observer
changes by less than 1% from one pass to the next.
Our method separates emission from the disk and absorption/reflection by the disk into
sequential steps: Fe Kα line photons, for example, are emitted as part of the seed photon
flux for a point on the disk surface consistent with the incident flux at that point found
from the previous pandurata run; likewise, photon packets which strike the disk as they
are ray-traced through the corona are subject to absorption according to the disk’s opacity
found in the preceding ptransx run. The same is true for the overall energy balance—the
power in the seed photon flux accounts for both the disk’s internal dissipation and Compton
and photoionization heating of the disk’s gas consistent with the incident flux from, again,
the previous pandurata run. By cycling between the two codes until the global radiation
field (including the disk incident flux) no longer changes, we ensure global energy balance
and the self-consistency of our non-simultaneous treatment of absorption and emission.
The final run of pandurata yields the desired product: a spectrum as seen by a distant
observer—a prediction, arrived at through consideration of the relevant physical principles,
for what we expect to observe from an accreting stellar-mass black hole, specifying only the
physical parameters of mass, spin, accretion rate, and elemental abundances.
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3.1.6 Numerical Specifics
In describing our technique, we have been intentionally vague concerning any numerical
values. While our general approach is applicable to a large volume of the stellar-mass (and
even AGN) black hole parameter space, the specific resolutions, samplings, etc., that we
use in a real calculation must be tailored to the kind of problem we want to solve—we must
balance the desired accuracy and completeness of our prediction with realistic computational
constraints. In practice, this requires numerical experimentation: resolutions and samplings
start off coarse and are repeatedly refined until the final results (presented in the next section)
no longer appear to change.
Here we consider four cases, at Ṁ/ṀEdd = ṁ = 0.01, 0.03, 0.1, and 0.3; per equations
3.1 and 3.2 in section 3.1.1, the choice of ṁ translates harm3d data snapshots into physical
(cgs) values for the density and cooling rate. For each, the central black hole mass is
10M⊙, the spin is zero, and the abundances are solar [Grevesse, Noels, and Sauval (1996)
values]. When running pandurata, the coronal volume is divided into ∼ 24, 000 sectors (the
exact number varies with the location of the disk photosphere, and therefore decreases with
increasing accretion rate) of ∆θ = π/36 and ∆ϕ = π/32 radians each, with a logarithmically
increasing radial extent such that ∆r/r = 0.062, starting at the event horizon, r = 2M . For
the snapshots we used, smaller sectors than these do not result in an appreciable change to
the shape or strength of the X-ray flux incident upon the disk surface or seen by the distant
observer—doubling the number of sectors results in less than a 1% change to the observable
spectrum in the 1–30 keV range. The majority of these sectors lie wholly in the corona,
but those which overlap with the disk have only their coronal part included in pandurata’s
calculation. When running ptransx, we sample ∼ 300–500 (r, ϕ) points per case (with more
for the higher accretion rate cases as the inner edge of the disk photosphere extends further
inward). These are chosen uniformly in azimuth (at 8 ϕ angles) and logarithmically in r such
that ∆r/r = 0.062. For each (r, ϕ) slab, the vertical cells are spaced semi-logarithmically
in Thomson depth τ , such that the increase in Thomson depth into the disk over one cell
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is ∆τ/τ = 0.25, but with ∆τ limited to a maximum of 0.4; the grid is laid out so that
the cells follow this semi-logarithmic spacing into the disk starting from both upper and
lower photospheres, meeting at the midplane. Slabs with a total Thomson depth of 20 or
greater are cleaved into an upper and lower computation volume as described above, with
the interior boundary always placed at a Thomson depth of 10 as measured from the relevant
photosphere. The number of vertical cells used varies from 6 at the extreme inner edge of
the disk to 50 at its thickest extent before the approximation just described is employed; the
“cleaved” slabs are separated into upper and lower volumes of 27 cells each. Neither finer
spacing in optical depth nor a deeper interior boundary result in an appreciable change to
the output seed photon spectrum.
The angle with respect to ẑ, the cosine of which is the µ in our transfer equation, is
discretized such that 16 bins uniformly spaced in µ cover the range -1 to 1. This is more
than sufficient to capture the angular dependence of the radiation field, which is nearly
isotropic for most of the disk body. Our energy grid is more complex. For the purposes
of determining the temperature structure and photoionization balance via multidimensional
Newton-Raphson, we span the range from 1 eV to 108 eV with a coarse 161-point grid
whose energy resolution is ∆ε/ε = 0.122. The computational cost of the transfer solution
scales poorly with the number of energy bins (cubically) and our multidimensional Newton-
Raphson scheme requires the transfer solution to be performed many times—typically 20–80
iterations per slab, depending on its thickness and ionization parameter. Yet because the
bulk of the power in the radiation field is in the continuum, and the broadband continuum
can be well-represented on such a coarse grid, increasing the energy resolution further results
in little change in the equilibrium temperature structure. Thus the approach we take is to
use a coarse grid to find the equilibrium temperature structure, then re-bin to a finer 801-
point grid (∆ε/ε = 0.0233) on which we perform one last transfer solution at a resolution
high enough so that line features are clearly distinguishable; we use this same procedure
(and identical energy grids) with pandurata as well.
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We take 1% as sufficient for all convergence tests. That is, “energy conservation” (for both
ptransx and pandurata) means (energy in) = (energy out) is satisfied in all cells/sectors
(and globally) to within at most 1%. The majority are better converged by the time this
is achieved—typically, ∼ 90% of cells/sectors conserve energy within 0.1%. For determining
if I∗ = I, we compute the first several energy moments of the mean photon intensity in the
range 1–30 keV (the region of the outgoing spectrum we are most concerned with) at each
cell; when the greatest fractional difference between any of these values and its counterpart
in the previous iteration has dropped below 1%, we consider the radiation field to have
converged. Finally, the cycling between ptransx and pandurata ceases when the greatest
difference between the spectrum as seen by a distant observer (at any inclination or energy
in the range 1–30 keV) from one iteration to the next differs by, again, at most 1%—this
takes, for the cases we discuss in this paper, between 5–10 passes.
3.2 Results
3.2.1 Continuum
The key results of our calculation are predicted X-ray spectra as seen by a distant observer.
Figure 3.8 shows the broadband spectral luminosity for the four accretion rate cases we con-
sider. Because the dynamical timescale for stellar-mass black holes is many times smaller
than the integration time for any reasonable observation of them, we present all distant ob-
server spectra as azimuthally-averaged. Particularly for the ṁ ≥ 0.03 cases, these broadband
spectra reproduce the forms inferred by phenomenological fitting of real black hole X-ray
binary data in the steep power-law state (Remillard and McClintock, 2006): there is a quasi-
thermal bump at 1–3 keV that is extended to high energy as a steep power-law that hardens
slightly above ∼ 10 keV. The photon index Γ computed over the 5–30 keV band ranges from
2.7 for ṁ = 0.01 to 4.5 for ṁ = 0.3, comparable to the observed values for black hole binaries
in the thermal and steep power-law states, Γ = 2.1–4.8 (McClintock and Remillard, 2006).
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The thermal bump is not too surprising, and its existence and temperature follow from hav-
ing a dense, optically thick disk body with a sub-Eddington accretion rate around a ∼ 10M⊙
black hole. On the other hand, the prediction of a steep power-law component, due to the
IC upscattering of thermal seed photons in a hot corona, represents a triumph for the theory
of MHD accretion disks. No coronal emission at all is predicted by the models of Shakura
and Sunyaev (1973) and Novikov and Thorne (1973). We find here that a purely physical
calculation, starting from a GRMHD simulation of black hole accretion, gives rise naturally
to the approximate spectral shape observed for black hole binaries in the steep power-law
state, with no phenomenological descriptions of the accretion geometry (of disk or corona)
or parameter-tweaking required. This result was first shown by Schnittman, Krolik, and
Noble (2013), also using pandurata analysis of harm3d simulations. With our more care-
ful treatment of the seed photon spectrum and the inclusion of disk absorption enabled by
coupling to ptransx, we predict slightly softer spectra than those reported in Schnittman,
Krolik, and Noble (2013). Curiously, using simulations nominally similar to ours (GRMHD
thin disk simulations with prescribed cooling functions) and a post-processing procedure cal-
culating the Comptonization of initially thermal photons, Narayan et al. (2016) were unable
to find any high-energy extension of the thermal component.
The spectra in Figure 3.8 have power-law tails which extend to very high energies. In
Figure 3.9, we show (for ṁ = 0.03) the distribution of IC power generation in the corona as a
function of the electron temperature. The photons which make up the observable spectrum
were upscattered by electrons with a wide range of temperature, 1–1000 keV, but the distri-
bution is distinctly bimodal with peaks at 10–30 keV and 400–800 keV. While the majority
of the cooling is due to electrons with temperatures less than 100 keV, approximately 20%
of the coronal power is radiated from electrons with temperatures in excess of 400 keV. The
other three accretion rate cases also have similarly bimodal distributions. It is evident from
this figure that a single-temperature Comptonization model of the corona cannot adequately
describe our results. Similarly, a single Compton y-parameter does not adequately describe
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Figure 3.8: The spectral luminosity at four accretion rates, each with a central black hole
mass of 10M⊙ and a = 0. Note that the spectra soften as the accretion rate increases.
Although not easily visible in this representation, the equivalent width of the Fe Kα feature
diminishes with increasing ṁ.
coronal scattering. A thermal 1 keV seed photon which escapes to the distant observer will
typically undergo 3–7 scatters. If it scatters through electrons at Te = 20 keV (roughly the
location of the first peak in Figure 3.9), then y ≈ 0.7; however, if it scatters through electrons
at Te = 500 keV (roughly the location of the second, smaller peak), y ≈ 70. From Figure
3.3 (which, while shown for ṁ = 0.01, is qualitatively similar to the ṁ = 0.03 case), we see
that there is a clear polar angle-dependency to the coronal temperature—hotter regions are
those more inclined relative to the midplane. We see from this figure as well that a single-
temperature description is unsatisfactory: a thermal disk photon will likely pass through
several layers of gas with very different temperatures, scattering in any or all of them.
We do not see clear evidence for Compton bumps in the spectra of Figure 3.8. These
bumps can be seen most clearly when the disk is absorptive across the soft X-ray band and
up through the Fe K-edge, and when the underlying continuum is relatively hard so that
there are plentiful photons above ∼ 10 keV to scatter. Here neither is the case. The result is
that the numerous photons with energy below the onset of absorption at the Fe K-edge can
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Figure 3.9: The distribution of IC power as a function of electron temperature in the corona
for ṁ = 0.03. The data are normalized to the total cooling in the corona. Note both the
broad range in temperature and the distinctly bimodal shape of the distribution.
be upscattered and smooth over the feature. We expect the reflection hump to be visible
when we scale these same simulations to AGN masses and temperatures. At that scale, we
expect elements other than Fe to produce important spectral features as well.
Figure 3.10 shows the photon index measured in the range 5–30 keV as a function of
observer angle for each accretion rate. The power-law slope varies irregularly, but only
slightly, with inclination; its range increases with increasing ṁ. The extent of the top-bottom
asymmetry seen in Figure 3.10 (and also in Figure 3.13 below, showing Fe Kα equivalent
width in the same fashion) provides a rough indication of the “cosmic variance” expected
for these simulations.
It is important to emphasize again (see section 3.1.1) that each accretion rate case we
consider is the same underlying simulation snapshot with the density and cooling rate scaled.
The simulation used here is most physically realistic for ṁ = 0.1–0.3; it is not surprising that
our results for this range of accretion rates most closely resemble observations. harm3d is
unable to relate disk vertical structure to accretion rate because it has an ad hoc procedure
for radiative cooling and does not include radiation forces at all. However, techniques for
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Figure 3.10: The photon index of the predicted spectrum, measured in the range 5–30 keV,
as a function of observer angle at four accretion rates.
coupling radiation transport to MHD are rapidly improving (Jiang, Stone, and Davis, 2014;
Sa̧dowski et al., 2014). In the future, it will be possible to reapply our method to data from
codes of that variety in order to work with a more realistic connection between accretion
rate and disk structure.
3.2.2 Fe Kα
To illustrate our predictions of the Fe Kα line profile, we adopt a procedure mimicking a
common approach to presenting observational data: we divide the data by a simple pre-
scription for the continuum—in this case, a power-law fit to the region 3–30 keV. Figure
3.11 shows this procedure applied to the ṁ = 0.01 case at an observer inclination of 25◦, for
which the fitted power-law has photon index Γ = 2.7. We reproduce the features expected:
a relativistically-broadened Kα emission line near 6.4 keV and a K-edge absorption trough
centered roughly at 10 keV. However, the contrast of both features relative to the power-law
fit is quite small, only 5–10%. In addition, above 15–20 keV there is a slight hardening of
the continuum relative to Γ = 2.7, the single value that best fits the 3–30 keV continuum
slope.
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Figure 3.11: The predicted spectrum divided by a power-law fit to the range shown for
ṁ = 0.01 and i = 25◦.
In Figure 3.12, we show those photons which originate from the Kα transition as a
fraction of continuum photons at the same energy, as seen by a distant observer, at several
inclinations for each accretion rate. It is important to note that while this representation
emulates model-fitting procedures, these are not themselves model fits divided by the total
flux. We produce these plots by keeping track of Kα photons as they diffuse from their point
of creation to the disk surface and are then ray-traced to infinity, with no continuum-fitting
needed. We calculate the equivalent width (EW) directly as well, as shown in Figure 3.13
as a function of observer angle.
The Fe Kα line profiles strongly resemble actual spectral data in the sense that they are
fairly broad and their EWs are in the range often measured (∼ 100 eV, see below). On
the other hand, they also differ in some respects. In particular, the “shelf” at high energies
in Figure 3.12 is due to the upscattering of Fe Kα photons as they traverse the corona,
taken relative to a steeply-declining continum; compare to Figure 3.14 which shows the
continuum-subtracted version of the line profiles. With the notable exception of composite
models like those presented in Steiner et al. (2017), this “shelf” line flux is typically not
78














































Figure 3.12: Photons whose origin is an Fe Kα transition, as a fraction of all continuum
photons, once they have reached the distant observer; for four accretion rate cases at several
inclinations each. The “shelf” at high energy is due to IC upscattering in the corona taken
in ratio to a steeply-declining continuum. Note the difference in scale for each subplot.




























Figure 3.13: The Fe Kα equivalent width, as a function of observer angle, for each of the
four accretion rate cases we consider. The EW is computed in the 2–8 keV range.
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Figure 3.14: Fe Kα line spectral flux, excluding continuum photons. The “shelf” at high
energy is less pronounced compared to Figure 3.12; this is due to subtracting, rather than
dividing by, the steeply-declining continuum. Note again the difference in scale for each
subplot.
accounted for by continuum-fitting models; rather, these upscattered Fe Kα photons would
appear as continuum photons, potentially introducing a systematic bias in a continuum-
subtraction procedure as the level of the perceived continuum at energies above the Kα
feature is artificially elevated by a few percent. This coronal upscattering effect, in addition
to our use of a non-spinning black hole, also explains the blueward asymmetry of the line
profiles in Figure 3.12. The simple data/fit representation of Figure 3.11 is the closest
approximation to actual observed line profiles: compared to, e.g., Cyg X-1 line profiles
(Reynolds and Nowak, 2003; Walton et al., 2016), ours are nearly as broad, though with a
slightly less extended red wing.
The Fe Kα feature becomes relatively weaker with respect to the continuum as the
accretion rate increases—the peak contrast drops by a factor of six from ṁ = 0.01 to ṁ = 0.3
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in Figure 3.12. This is consistent with the increasing ionization parameter (Tarter, Tucker,
and Salpeter, 1969): log ξ varies with position (decreasing with radius), but is in the range
2.5–3.0 for ṁ = 0.01, increasing to 3.0–3.5, 3.5–4.0, and 4.0–4.5, for ṁ = 0.03, 0.1, and 0.3,
respectively.
For the lower accretion rates, the line contrast drops monotonically with increasing incli-
nation. However, as ṁ increases, the near edge-on (i = 80◦) view becomes stronger relative
to the other viewing angles, and is twice the strength of the other three sample inclinations
for ṁ = 0.3. The overall line flux for the near edge-on viewing angles is less than the face-on
inclinations for all accretion rates (see Figure 3.14), but the strength of the line relative to
the continuum is greater when viewed near edge-on because the disk itself obscures emis-
sion from outer radii (where the line flux is weak compared to the continuum) while, due
to lensing, light from the inner disk region (where the line flux is strong compared to the
continuum) still reaches the distant observer; this is only the case when there is any Kα
emission at the innermost radii, i.e., for higher accretion rates (see Figure 3.15).
The line strengths we find are, overall, comparable to those typically observed, with EWs
in the range 40–400 eV. Compare, for example, to the Walton et al. (2016) analysis of Cyg
X-1 soft state spectra; they report an Fe Kα EW = 300–330 eV [see also the discussion
in Reynolds and Nowak (2003)]. It is a well-known phenomenon that modeling-fitting of
black hole X-ray spectra often results in inferred Fe abundances that are several-to-many
times the solar value (Tomsick et al., 2018; Garćıa et al., 2018). Because we have not yet
fit real data with our simulated spectra, nor do we analyze our theoretical spectra with the
same techniques used by observers, it is not possible to make direct comparisons between
our line strengths and those reported in, e.g., Walton et al. (2016). Nevertheless, that we
use only solar Fe abundances yet still find strong Kα lines is encouraging. Our approach is
fundamentally different from those often employed when fitting actual spectra, so it is difficult
to pinpoint a single reason why we do not need supersolar Fe abundances to achieve strong
lines. A major contributor, however, is likely our naturally extended corona (see Figure 3.3),
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which allows for Fe Kα production over a larger fraction of the disk surface. Figure 3.15
shows the radial dependence of the Fe Kα surface brightness for each accretion rate case,
averaged over azimuth and the two surfaces of the disk. Like most phenomenological models,
the variation with radius is roughly power-law—our power-laws, however, are approximately
∝ r−2 (steepening slightly with decreasing accretion rate), a shallower profile than is typically
assumed from lamppost geometries [∝ r−3 or steeper (Wilkins and Fabian, 2012; Dauser et
al., 2013)]. Azimuthal variations superimposed on these radial gradients can be sizable: the
relative standard deviation of the ϕ-variation of the Kα emission decreases with increasing
ṁ, from ∼ 50% for ṁ = 0.01 to ≲ 10% for ṁ = 0.3.
The radius of peak Kα surface brightness moves inward with increasing accretion rate,
from ∼ 10M for ṁ = 0.01 to ∼ 5M for ṁ = 0.3. The Kα surface brightness at radii
interior to the peak increases with accretion rate as well; for ṁ = 0.3, there is significant Kα
production even just outside the event horizon. While the strength of the Fe line relative
to the continuum diminishes with increasing accretion rate (Figure 3.13), the number of Kα
photons increases as the accretion rate, and therefore the total luminosity, increases. Though
we do find that the peak in Kα surface brightness occurs somewhat near the ISCO, we do not
find a sharp cutoff exactly at the ISCO. This should not be too surprising. If gas flows into
the black hole, there must be some gas between the event horizon and the ISCO which might
produce Fe Kα emission; conversely, if the accretion rate is low and the illuminating flux
particularly powerful, there could be no available unstripped Fe to emit photons except for
well outside the ISCO. In general, the interior Kα emission cutoff cannot just be a function
of the spin alone—it depends also on the disk’s surface density and ionization state, which
themselves depend on the accretion rate, as we demonstrate in Figure 3.15 [see also the
discussions in Reynolds and Begelman (1997), Krolik and Hawley (2002), and Beckwith,
Hawley, and Krolik (2008)].
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Figure 3.15: Fe Kα surface brightness, averaged over azimuth and both disk surfaces, for
four accretion rates. Note the location of the peaks with respect to the ISCO at r = 6M .
3.3 Discussion
The most important result is simply that our machinery can manufacture forward predictions
of the entire X-ray spectrum radiated by an accreting stellar-mass black hole—line and
continuum features together—in a self-consistent, energy-conserving fashion, directly from
the output of high-resolution 3D GRMHD simulations. It is worth repeating that we have
required no assumptions about the accretion flow geometry at any point—no lamppost
coronae, or disk inner edges fixed exactly at the ISCO. And yet, by specifying only the
physically meaningful parameters of mass, spin, accretion rate, and elemental abundances,
and then applying to the simulation data the relevant physical principles and carrying out
detailed radiative transfer and photoionization calculations, we are able to produce spectra
similar in shape and principal features to those actually observed from stellar-mass black
holes. It also bears emphasizing that we employed standard techniques without preference
for a desired outcome—a Monte Carlo radiation transport code which treats only Compton
scattering is the natural choice in the hot, optically thin corona, while a plane-parallel
Feautrier method which treats Compton scattering, free-free, and all atomic processes, is
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the natural choice in the cooler, optically thick disk. That the output of these methods
when applied to simulation data resemble so well the familiar X-ray spectra of their real
counterparts encourages us to attempt to understand these objects from the standpoint of
direct application of well-understood physical principles, as opposed to phenomenological
modeling. In this vein, we ultimately plan to use this method for the production of grids of
spectra—allowing observers to attempt to fit real spectral data with an xspec package that
requires only a relatively small set of physical parameters. Moreover, as simulation codes are
improved (in particular with regard to the equation of state), our methods can be readily
employed upon the data they produce.
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Dauser, T., J. Garcia, J. Wilms, M. Böck, L. W. Brenneman, M. Falanga, K. Fukumura,
and C. S. Reynolds (2013). “Irradiation of an accretion disc by a jet: general properties
and implications for spin measurements of black holes”. In: MNRAS 430, pp. 1694–1708.
doi: 10.1093/mnras/sts710. arXiv: 1301.4922 [astro-ph.HE].
Reynolds, C. S. and M. A. Nowak (2003). “Fluorescent iron lines as a probe of astrophysical
black hole systems”. In: Phys. Rep. 377, pp. 389–466. doi: 10.1016/S0370-1573(02)
00584-7. eprint: astro-ph/0212065.
Ross, R. R. and A. C. Fabian (2005). “A comprehensive range of X-ray ionized-reflection
models”. In: MNRAS 358, pp. 211–216. doi: 10.1111/j.1365-2966.2005.08797.x.
eprint: astro-ph/0501116.
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Narayan, R., Y. Zhu, D. Psaltis, and A. Saḑowski (2016). “HEROIC: 3D general relativistic
radiative post-processor with comptonization for black hole accretion discs”. In: MNRAS
457, pp. 608–628. doi: 10.1093/mnras/stv2979. arXiv: 1510.04208 [astro-ph.HE].
Jiang, Y.-F., J. M. Stone, and S. W. Davis (2014). “An Algorithm for Radiation Magnetohy-
drodynamics Based on Solving the Time-dependent Transfer Equation”. In: ApJS 213,
7, p. 7. doi: 10.1088/0067-0049/213/1/7. arXiv: 1403.6126 [astro-ph.IM].
Sa̧dowski, A., R. Narayan, J. C. McKinney, and A. Tchekhovskoy (2014). “Numerical simu-
lations of super-critical black hole accretion flows in general relativity”. In: MNRAS 439,
pp. 503–520. doi: 10.1093/mnras/stt2479. arXiv: 1311.5900 [astro-ph.HE].
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Improved Corona Cooling Function
As discussed in the previous chapters, the cooling function employed by harm3d uses a
target temperature approach: gravitationally-bound gas above a specified target temperature
is cooled to the target temperature over one orbital timescale; the target temperature is
chosen so as to achieve a pre-specified small disk aspect ratio, i.e., to achieve a geometrically
thin disk. An ideal cooling function would instead consider the relevant microphysics within
each fluid element and from there calculate the rate at which the internal energy of the
gas is converted to photons. Such a calculation requires knowledge of the energy-dependent
radiation field in all cells. Simultaneously solving the magnetohydrodynamics equations
and the global angle- and energy-dependent radiation transport equation, in full General
Relativity, is both computationally expensive (typically prohibitively so) and technically
challenging. Even so, significant progress has been made in the last decade, though the
problem is generally made tractable by introducing at least one of the following simplifying
assumptions: abandoning General Relativity in favor of a pseudo-Newtownian description of
the gravitational potential, while performing realistic, multi-angle group radiation transport
(Jiang, Stone, and Davis, 2014a; Jiang, Stone, and Davis, 2014b; Jiang, Stone, and Davis,
2017; Jiang et al., 2019); or, limiting the possible angular-dependence of the radiation field by
invoking either flux-limited diffusion (Zanotti et al., 2011; Roedig, Zanotti, and Alic, 2012)
or, more recently, the “M1 closure” relation, in either axisymmetric (2D) (Sa̧dowski et al.,
2014) or 3D simulations (Fragile et al., 2012; Fragile, Olejar, and Anninos, 2014; McKinney
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et al., 2014; Sa̧dowski et al., 2016). All attempts have eschewed energy-dependent transfer
in favor of a “grey” atmosphere—the radiation field is treated as monochromatic, coupled to
the fluid only through the Rosseland mean (Rybicki and Lightman, 1986) of the combined
Thomson scattering and free-free absorption opacities. The first of these approximations,
the pseudo-Newtonian potential, is especially problematic in regions close to the black hole
where General Relativistic effects play a critical role in determining both the structure of
the accretion flow and photon trajectories. The others are essentially variants of a diffusion
approximation, and are best suited to the cooler, denser, and optically thick body of the
accretion disk, where the environment is similar to those found in stellar atmospheres—the
field from which these methods, and grey transfer, originate. They are all especially poorly-
suited to the diffuse, hot, optically thin corona, especially at small radii near the black
hole.
In what follows, we describe a new cooling function specifically tailored to the corona
regime. It is “switched on” at a time after the simulation has evolved long enough with
the original, target-temperature cooling function that it has achieved a statistically steady-
state, and applies only in the corona as defined in previous chapters, i.e., outside the upper
and lower photosphere surfaces. Within the disk body (defined as the region between the
photospheres), the original, target-temperature cooling function remains in place. Our new
cooling function is a first effort to incorporate an approximate version of the physics treated
so carefully by pandurata into a 3D GRMHD simulation. In this chapter, we explore
the effect of a more realistic corona cooling function on the dynamical and thermodynamic
properties of a sample, a = 0 simulation.
4.1 Improving on the Target-Temperature Cooling Func-
tion
The “original” cooling function—what we have referred to as the “target-temperature” cool-
ing function—was introduced in Noble, Krolik, and Hawley (2009) and further developed
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in Noble, Krolik, and Hawley (2010) and Noble et al. (2011). A radius-dependent target











where Rz is the relativistic correction to the vertical component of gravity at radius r
(Abramowicz, Lanza, and Percival, 1997), and H is the density-weighted scale height of
the disk. The desired disk aspect ratio, H/r, is chosen a priori to achieve a geometrically
thin disk—for the ThinHR simulation series used throughout this dissertation, the desired
disk aspect ratio is H/r = 0.05. When gas on a bound orbit exceeds the target tempera-
ture, it is cooled back to the target temperature by introducing a nonzero sink term on the
right-hand side of the local stress-energy conservation equation solved by harm3d:
∇νT νµ = −Luµ, (4.2)
here T νµ is the stress-energy tensor and uµ is the specific four-momentum; L is chosen so that
the gas cools to the target temperature over one circular orbital period at its given radius.
If the gas is at or below T∗, or is gravitationally unbound, L = 0. As the gas is cooled, its
pressure and therefore support against gravity decreases, settling back toward the midplane,
thereby achieving a geometrically thin disk.
The target-temperature approach has several key benefits: as intended, it gives rise
to a geometrically thin, optically thick, cool, dense disk, sandwiched between a hotter,
diffuse corona—a configuration with considerable observational support; the implementation
is independent of the central black hole mass scale M and the nominal accretion rate ṁ (in
Eddington units) and therefore, in principle, the results of a single simulation can be scaled
to, for example, both stellar-mass X-ray binary systems and supermassive active galactic
nuclei; and it is easy to evaluate as it depends only on local properties of a given fluid
element.
On the other hand, of course, it is profoundly unphysical: the choice of target temperature
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is motivated not by the relevant microphysics, but by the desire to achieve a configuration-
by-design that agrees well with observational evidence. There are other concerns as well. By
virtue of its implementation as a local sink term, it is everywhere “optically thin”; that is,
the dissipation rate is an entirely intensive quantity—even deep within the disk, energy lost
(nominally to photons) simply vanishes, while in reality these photons would diffuse through
the optically thick material, scattering and undergoing absorption/re-emission along the way.
In the corona, large swaths of gravitationally unbound matter may not undergo cooling at
all, while the gas that is cooled does so on a circular orbital timescale which may not be
relevant to its actual dynamics.
An optically thin cooling function is, however, a good approximation in the truly optically
thin corona. Thus we can seek a more physical cooling function there while still retaining the
implementation of Equation 4.2. In addition, we understand the actual physical mechanism
behind coronal cooling: the inverse Compton (IC) scattering of thermal seed photons from
the disk surface off of very hot electrons—this is exactly the physics treated with great care
by pandurata. Below we detail the development of a new cooling function L to replace the
target-temperature cooling function in the corona; to emphasize the physical origin of the
new cooling function—and to distinguish it from the target-temperature cooling function
which will remain in use in the disk body—we refer to it simply as the IC cooling function.
4.2 One vs. Two Temperature Fluid
In this chapter, we require the ion and electron populations to be at the same temperature
in each simulation cell, Te = Ti, i.e., a one temperature fluid. In Chapter 6, we extend the
method to treat the ion and electron temperatures separately, Te ̸= Ti, i.e., a two temperature
fluid, with the assumption that electrons are heated only through Coulomb collisions with
ions.
As we will discuss in more detail in Chapter 6, these two prescriptions represent, essen-
tially, the limiting cases of maximally- and minimally-efficient radiative cooling, respectively.
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The one temperature fluid assumption has two distinct advantages: it is less computationally
taxing (and therefore the spin survey in the following chapter is less costly to perform using
it), and it requires no special description of the ion-electron coupling mechanism—we simply
assume that some such strong coupling mechanism exists, or that turbulent dissipation is
shared nearly equally between ions and electrons, or some combination thereof. In Chapter
6 we must assume a specific coupling mechanism, namely Coulomb collisions, in addition
to the assumption that all turbulent energy is initially injected into the ions only—though
these are both a simplification of the more complex underlying plasma physics.
4.3 Method
4.3.1 Inverse Compton Power
As discussed in previous chapters, the dominant emission mechanism in the corona is the
inverse Compton scattering of thermal seed photons originating from the disk surface. The
classic expression for IC energy exchanged per scatter per unit time is [see Blumenthal and






where σT is the Thomson scattering cross section, c is the speed of light, γ = 1/
√
1− β2
with β = v/c—where v refers to the electron velocity—and urad is the radiation energy
density. In the nonrelativistic limit, i.e., when the dimensionless electron temperature Θe ≡
kTe/mec













Because each expression is much larger than the other in their appropriate regimes, we
can represent the IC power in both limits by their sum. In addition, we multiply by the
electron density ne = χ(ρ/mi), where χ is the free electron fraction (number of free electrons
per ion, equal to 1.21 for a fully-ionized plasma with solar elemental abundances; a variable
χ might also be used to account for the presence of electron-positron pairs due to pair
production) and mi is the mean ion mass (≃ mp), to translate from energy exchanged per




ρuradΘe(1 + 4Θe). (4.6)
This is the expression for the IC cooling rate which enters into harm3d’s stress-energy
equation 4.2 in place of the target-temperature cooling rate for those fluid elements in the
corona. It requires as input: the density (which is of course already computed), the electron
temperature, and the radiation energy density. As discussed, we will assume in this chapter
that some strong coupling mechnanism forces Te = Ti. From standard thermodynamics and
the ideal gas law, the gas pressure pgas, the internal energy density u, and the electron and
ion temperatures are related by
pgas = (cP/cV − 1)u = nekTe + nikTi, (4.7)
where cP/cV is the specific heat ratio, i.e., the adiabatic index [equal to 5/3 for a monatomic
gas; though we assume cP/cV = 5/3 for simplicity in this work, a more detailed considera-
tion of relativistic plasma physics leads to slightly different, and variable, adiabatic indices











This expression depends only on the (mass) density and the internal energy density—
which, like the density, is part of harm3d’s fluid solution. Again, this equation holds so
long as there is some strong coupling mechanism forcing Te = Ti. What remains, then, is to
estimate urad.
4.3.2 Radiation Energy Density
In order to estimate the radiation energy density urad at each point in the corona, we first
make several key simplifications:
1. We ignore General and special relativistic effects. The thermal seed photons launched
from the disk surface are assumed to travel in straight rays, undergoing neither red/blue-
shifting nor beaming due to the bulk fluid flow of the rotating accretion disk, nor
gravitational redshifting due to their origin in a deep gravitational potential.
2. We do not account for scattering or obscuration of the disk emission by intervening
corona material between the disk surface and a given point in the corona.
3. We adopt the “fast light” approximation, i.e., we do not account for the light travel
time between a point on the disk photosphere and a point in the corona; rather, the
radiation energy density in the corona each timestep is computed from the thermal
flux from the disk surface at the same timestep.
With these assumptions in place, we can derive an expression for urad by integrating the
thermal seed photon flux over the disk surface with an appropriate geometric weight. Let









where the factor of 1/c translates flux into energy density, R = r−r′, ϑ is the angle between
R and the disk surface normal vector n̂, dA′ is the (infinitesimal) element of the disk surface
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area, and Fdisk is the assumed blackbody seed photon flux with effective temperature Teff set
in the same fashion as in pandurata, i.e., by integrating the cooling function within the
disk at the specified (r′, ϕ′):
∫ Θtop
Θbot
Ldθ√gθθ = 2σSBT 4eff. (4.10)
We can re-express cosϑ in terms of the spherical coordinates of the coronal and photosphere
cells:
cosϑ = ± r
R




where + is used for the lower half of the corona and − for the upper half. In addition, it can
be shown that the infinitesimal solid angle dΩ′ subtended by the disk surface element at r′




























This expression is computed in each coronal cell each timestep. To ease the computational
burden of the numerical integration of the right-hand side of the above equation, a coarsened
sampling of the photosphere grid (e.g., including only every eighth ϕ grid-point and every
sixth r grid-point) can be used without significant loss in accuracy.
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4.3.3 The Compton Temperature
It is also useful to estimate the Compton temperature, TC , in each coronal cell. The Compton
temperature—the temperature at which Compton heating is balanced by Compton cooling—













In other words, the Compton temperature is equal to a quarter the mean photon energy.
For a pure blackbody, it is easy to show that the mean photon energy is equal to 3.832kTeff.
Therefore, TC in a given coronal cell can be found by averaging Teff over the disk surface,
weighted by the contribution of each particular photosphere surface element’s flux to the








where Teff,n is the effective temperature of the n
th disk surface element and urad,n is the evalu-
ation of the right-hand side of equation 4.13 for a particular photosphere element (performed
in the course of numerical integration). The expression for IC power derived above, equation
4.6, is valid only if Te ≫ TC ; as we show below, under the assumption that Te = Ti, this
condition is always met, which indicates that Compton heating is negligible compared to
Compton cooling. We revisit Compton heating in Chapter 6 when we explore consequences
of relaxing the strong ion-electron coupling assumption.
4.3.4 The IC Cooling Time
Equation 4.6 for the IC cooling power is the time-rate change in the internal energy of the





If the expression for Θe in equation 4.8 (derived assuming Te = Ti) is substituted into



















From equation 4.17, we calculate the cooling time tcool, or the time over which—assuming










By inspection of the above equations, we see that the conditions for a short cooling time
are either a high radiation energy density or a high initial electron temperature. These
conditions make sense: for the former, plentiful photons make inverse Compton scattering
more efficient; for the latter, compare to equation 4.8 to see that bu0 = 4Θe, and it is generally
the case that hotter gas cools faster. Because of the quadratic term in the expression for the
IC cooling rate, using the instantaneous rate of equation 4.6 in harm3d can overestimate
the timestep-to-timestep cooling in very hot cells. We instead set the cooling rate equal to





where ∆τ is the proper time interval in the given coronal cell corresponding to the global
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simulation (coordinate) timestep ∆t. In addition, if tcool > ∆τ in any cell, the global timestep
is reset accordingly to match the shortest tcool. As mentioned above, the value of L̄IC is set
assuming urad and ρ are constant. While urad is a function of (an average over) the disk
structure—and will therefore vary more slowly—a given coronal cell’s density will of course
rapidly change in response to a change in its internal energy. To maintain the integrity of the
numerical fluid dynamics solution, then, we must be sure that no cells cool too substantially
each timestep.
In practice, L̄IC differs from LIC as given in equation 4.6, and tcool < ∆τ , only briefly
right after the new corona cooling function is first “switched on.” Because the target-
temperature cooling function only cools bound gas (and does so less efficiently, as we see
below), there are patches of unbound gas in the corona which may not have cooled for some
time—these very hot patches rapidly cool under the new regime, and the usual harm3d
timestep-determination procedure is generally sufficient after several-to-ten M of simulation
time have elapsed.
4.3.5 A Note on Units and Scaling
The derivations in the previous section were performed in physical, i.e., cgs units. To use
these in harm3d, however, we must translate them to code units. Using notation such that





[ρ]ρcode[urad]urad,codeΘe(1 + 4Θe). (4.22)
Note that, in units for which G = c = 1, Θe (already a dimensionless quantity) is trivially
re-expressed in code units by setting c = 1, u → ucode and ρ → ρcode in equation 4.8.














[urad] = [u] = c
2[ρ]. (4.25)








ρcodeurad,codeΘe(1 + 4Θe). (4.26)
The term in parentheses is dimensionless and, assuming a fixed free electron fraction (totally-
ionized plasma is essentially guaranteed in the corona), constant.
The other dimensionless term, (ṁ/η) /Ṁcode, does not appear in the “code units” form
of the expression for the target-temperature cooling rate, but it does appear in the code
units form of the IC cooling rate expression; it appears also in the expressions 4.23, 4.24 for
translating the cooling rate and density from code to cgs units. This term serves to set the
overall mass (and therefore dissipation) scale of the accretion flow. The radiative efficiency η
is defined such that, in cgs units, the bolometric luminosity is related to the mass accretion
rate by L = ηṀc2. The value of η used in the above expressions, however, must be chosen
in advance—though in principle an effective radiative efficiency can be calculated post hoc
using harm3d coupled with pandurata+ptransx. For ease of comparison with analytic
accretion disk theory, we choose the Novikov and Thorne (1973) values for the nominal
radiative efficiency; for a = 0, ηNT = 0.0572. The Novikov and Thorne (1973) radiative
efficiencies are calculated assuming the fluid elements of an axisymmetric, time-steady disk
radiate the entirety of their gravitational binding energy as measured from the ISCO radius.
By definition, an accretion flow characterized by some radiative efficiency, say, ηNT, accreting
at ṁ = 0.01, has a luminosity equal to 0.01 LEdd. We describe these choices as “nominal”
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because their purpose is not to specify a resulting luminosity, but simply to set a scale—the
actual luminosities should be on order of, but are not expected to be exactly equal to, 0.01
LEdd, as neither real nor simulated MHD accretion flows satisfy the assumptions of analytic
accretion disk theory.
In previous chapters, we emphasized that a single harm3d simulation required choosing
only the dimensionless spin a/M , the output of which could then be scaled to a particular
mass M and nominal accretion rate ṁ for analysis and post-processing. This is no longer the
case when using the IC corona cooling function, in part because ṁ appears in the expression
for Lcode, as described above, but also because the very first step when using this new cooling
function is to divide the disk and corona by calculating the location of the photosphere—
because ρ ∝ ṁ, the upper and lower photosphere surfaces move further from the midplane
with increasing ṁ, decreasing the volume of the simulation space governed by the IC corona
cooling function. The structure of the accretion geometry depends on the choice of ṁ.
For a chosen ṁ, however, the simulation results are still scalable with M . To see why
this remains possible, consider how each term in equation 4.6 scales with M : ρ ∝ M−1 and
urad ∝ Fdisk ∝ Lr ∝ M−2M ; therefore LIC ∝ M−2. Thus the IC corona cooling function has
the same scaling with M as does the target-temperature cooling function. The Compton
temperature scales with M like so: TC ∝ Teff,disk ∝ (Lr)1/4 ∝ M−1/4. The scaling is weak,
and such that TC decreases for more massive black holes. The condition for the validity of
the IC cooling rate, equation 4.6, is Te = (mec
2/k)Θe ≫ TC . As discussed earlier, Θe is a
dimensionless quantity that does not scale with M or ṁ (it is proportional to the ratio of
two quantities with identical scaling relationships, ρ and u). Therefore, because Te ≫ TC




The grids on which the original simulations (to which we now apply the IC cooling function)
were performed are such that the polar coordinate θ is closely-spaced near the midplane—
so as to better resolve the dynamics of a thin accretion disk—but is much more broadly
spaced near the poles, i.e, near to the z-axis. As a consequence, the values for gas properties
like density and internal energy for those cells near the poles are generally unreliable; a
cooling rate calculated in the method we describe above for these cells is so influenced by
invocation of the density and internal energy floors, and by poor spatial resolution, that
it would be essentially meaningless. Ideally, we would use a grid for which the corona is
more consistently spatially-resolved. At present, however, this is not feasible: re-running the
simulations from the very start on a different grid would be prohibitively computationally
expensive; in addition, interpolating the data as is onto a new grid while conserving key
relationships (like ∇ · B = 0) is not a straightforward procedure. Instead, we have found
through experimentation that by forcing the cooling rate to zero for those cells where the
magnetic energy density is greater than the rest mass energy density [i.e., (B2/8π)/ρc2 > 1;
or, in code units, simply B2/ρ > 1] we effectively exclude those extremely low density cells
near the z-axis.
4.4 Comparison of Coronal Properties
Below we show some key results for the IC corona cooling function applied to the harm3d
a = 0 simulation which we post-processed in the previous chapters, for ṁ = 0.01. The
new cooling function is “switched on” late enough into the simulation (after t = 104M)
that the general structure of the accretion flow is already established. This is necessary
because: 1) the IC cooling rate calculation requires a well-defined disk to exist in order
to locate photosphere surfaces, 2) this new corona cooling function is significantly more
computationally expensive, and results in a roughly five times slower code, and 3) the target-
temperature cooling function is independent of ṁ, but the IC cooling rate is not—this allows
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for one near steady-state “starter” simulation per spin value to be used for multiple, shorter
runs with varying ṁ.
4.4.1 Cooling Rate Comparison
Figure 4.1 shows the volume-integrated cooling rate, including both disk and corona con-
tributions, expressed in terms of the Eddington luminosity, as a function of time. The new
cooling function is switched on at t = 0; we include for reference the prior 100M of the sim-
ulation, with the division between the disk and corona superimposed on the accretion flow
structure, although for t < 0 the target-temperature cooling rate is used in all cells. Note
that while such a volume integral does account for General Relativistic geometric effects, it
does not account for either the capture of photons by the black hole nor for the difference
between proper time intervals in the fluid rest frame (in which the cooling rate is defined)
and the distant observer frame (for which LEdd would be reasonably defined)—these effects
are included in the pandurata+ptransx post-processing solution, however. Nevertheless,
the volume-integrated cooling rate is an easy-to-evaluate estimate of the luminosity, and
allows us to separate the share of total cooling in the disk and in the corona. At the instant
the IC cooling function is switched on, the corona cooling rate increases sharply. After the
“cooling off” period of ≈ 25M , the simulation reaches a new near steady-state, but with a
higher corona luminosity. Not surprisingly, the disk cooling—still governed by the target-
temperature cooling function—hardly changes. After 100M of evolution with the IC cooling
function in place, the total cooling increases by 65%; the share of total cooling in the corona
increases from 40% to 64%.
Figure 4.2 shows the ϕ-averaged cooling rate for both the last snapshot of the simulation
before the IC cooling function was switched on and after 100M of evolution with the new
cooling function in place (with the uncooled regions masked in white), expressed in dimen-
sionless code units. In both cases, the cooling rate generally decreases with distance from
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Figure 4.1: The volume-integrated corona cooling rate for the disk and corona, expressed as
fractions of the Eddington luminosity, as a function of time. The target-temperature cooling
function is used for both disk and corona for t < 0; the IC cooling function is used in the
corona for t ≥ 0. The dashed line indicates 0.01 LEdd for reference.
the disk, and increases nearer to the black hole. Consider Figure 4.3, which shows the distri-
bution of coronal cooling (integrated over azimuth and radius), as a function of polar angle
measured from the midplane, and Figure 4.4, which shows the distribution of coronal cooling
(integrated over polar angle and azimuth), as a function of radius. From these figures we
see that the spatial distribution of the cooling gas for both the target-temperature cooling
function and the IC cooling function is similar—for both, the cooling is mostly confined to
within 40◦ of the midplane, but extends over a broad range in radius. With the IC cooling
function, however, the coronal material cools at a higher rate everywhere.
4.4.2 Te Comparison
As shown in Figure 4.5, however, the coronal volume within 40◦ of the midplane—where
most of the cooling occurs—is at a lower electron temperature under the new IC corona
cooling function, as compared to the old target-temperature cooling function. This shift





































































(b) IC cooling function
Figure 4.2: Comparison of the ϕ-averaged target-temperature cooling function (left, masking
uncooled regions) and IC cooling function (right) of the a = 0, ṁ = 0.01 simulation before
switching on the IC cooling function, and at t = +100M , respectively.
























Figure 4.3: The distribution of coronal cooling (integrated over azimuth and radius) as a
function of polar angle measured from the midplane, for the a = 0, ṁ = 0.01 simulation,
both before switching on the IC cooling function and at t = +100M .
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Figure 4.4: The distribution of coronal cooling (integrated over polar angle and azimuth) as
a function of radius, for the a = 0, ṁ = 0.01 simulation, both before switching on the IC
cooling function and at t = +100M .
how the cooling material (in the coronae only for both snapshots) is distributed in Te:
the peak of the target-temperature distribution is at ∼ 200 keV, while for the IC cooling
function the peak shifts down to ≈ 50 keV; while the high Te tails are similar, the IC cooling
function material does not radiate significantly at temperatures quite so high as does the
target-temperature cooling function—conversely, essentially no gas radiates below 30 keV
for the target-temperature snapshots, while there is some radiation from material as cool
as 2–3 keV under the IC cooling function. The IC cooling function produces a corona
which radiates over a broader, but generally cooler, range of Te, but is more luminous.
While being simultaneously cooler and brighter might at first seem counter-intuitive, recall
that the target-temperature cooling function is simply a prescription designed to achieve a
geometrically thin disk, and—unlike the IC cooling function—is not physically-motivated.
Consider, for example, how the cooling times are set for each: in the target-temperature
scheme, it is assumed that excess heat is radiated away on one orbital timescale—while
this might be a more reasonable cooling timescale in the disk, the cooling time for the IC-





















































(b) IC cooling function
Figure 4.5: Comparison of the ϕ-averaged target-temperature cooling function values for Te
(left, masking uncooled regions) and IC cooling function (right) Te values, for the a = 0,
ṁ = 0.01 simulation before switching on the IC cooling function and at t = +100M .
which, of course, is the actual physical mechanism at work in real coronae. For the bulk
of the coronal gas, the IC cooling time, ≲ few M , is much shorter than the orbital period,
∼ 100M—thus the gas cools more efficiently, and thereby achieves a lower temperature in
the near steady-state, with the IC cooling function in place.
4.5 Discussion
The IC corona cooling function is a significant improvement over the target-temperature
cooling function. There remain, however, a few obvious possible improvements: 1) While
the B2/ρ > 1 criterion for not cooling the extremely low density gas near z-axis will not
significantly affect the predicted X-ray spectrum (discussed in the next chapter but, in short,
this gas accounts for too little of the total cooling, and is at such a high temperature that it
impacts the spectrum at energies much higher than the X-ray band), the condition is neces-
sary due to the poorly-resolved spatial grid there—it is exactly in this region, however, where
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Figure 4.6: The distribution of cooling as a function of Te, for the a = 0, ṁ = 0.01 simulation
before switching on the IC cooling function and at t = +100M .
we expect jets to form, and therefore the grid as chosen is insufficiently sparse near the poles
to properly resolve jet launching. In the next chapter, we apply the IC cooling function to
simulations at nonzero spin—with a properly resolved jet launching region, we could make
predictions about the correlation between jet strength and spin, and thereby make progress
toward understanding quantitatively, through simulation, the widely-held theory that jets
are powered through the extraction of black hole spin energy (Blandford and Znajek, 1977).
2) We have assumed “fast-light” in deriving the IC cooling function, i.e., we do not account
for the light-travel time between the disk surface and a given corona cell when calculating
the IC cooling rate. This is a reasonable approximation for simulations we will use to make
predictions for the time-integrated X-ray spectrum; for predicting light curves, however,
time lags between disk and corona can be important for the study of high-frequency quasi-
periodic oscillations (QPOs) [see Motta (2016) for a recent, brief review] and in particular
they underpin the field of reverberation mapping (Bentz, 2015). Introducing time-dependent
calculation of the radiation energy density in the corona would allow us to use these sim-
ulations to uncover the physical mechanism behind QPOs [of which there is much debate
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(Schnittman, 2005)], and to comment on the validity of the assumptions which underlie
reverberation mapping techniques. And 3), we neglect special and General Relativistic cor-
rections to the radiation energy density calculation—as we show in the next chapter, a more
careful calculation with pandurata reveals that, with the Te = Ti assumption in place, the
resulting error from ignoring these effects is small; in Chapter 6, however, we see that when
the Compton temperature is of the same order of magnitude as Te, failure to account for
relativistic effects results in systematic underestimation of the electron temperature. Ac-
counting for gravitational redshift and special relativistic boosting is a fairly straightforward
fix, at least in principle—accounting for the bending of light in curved spacetime, however,
will prove more difficult.
In addition to relaxing the assumptions behind our calculation of urad, there is another
obvious target for improvement: just as we have replaced the target-temperature cooling
function in the corona with one which treats the same physics as pandurata, we imagine
replacing the cooling function in the disk (still target-temperature in the simulations shown
in this and all chapters) with a ptransx-inspired cooling function. In the disk, an “opti-
cally thin” cooling function is not an accurate description—the effective net rate at which
gas cools is a function of its (total optical) depth from the disk photospheres, and is therefore
an extensive physical property; also, in the cooler, denser disk, radiative mechanisms beyond
Compton scattering, such as bremsstrahlung and photoionization, are significant. Incorpo-
rating such physics into the disk cooling function, however difficult it may be, will finally
enable us to remove the last remnants of the ad hoc equation of state from these simulations,
leaving us with a realistic and physically-founded picture of black hole accretion dynamics.
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In this chapter, we apply the IC corona cooling function developed in the previous chapter
to four simulations, each with the same 10M⊙ central black hole and scaled to ṁ = 0.01,
but with increasing spin, from a/M = 0 to a/M = 0.99. As discussed in the Introduction
and in Chapters 2 and 3, there have been attempts to infer the spin of black holes, both
stellar-mass (like we consider here) and supermassive, for at least two decades. At their core,
the various methods all require fitting model X-ray spectra to the observed X-ray spectral
data, and these models rely on a (varyingly) idealized description of the black hole accretion
flow geometry and a highly simplified model of the coronal illumination pattern. Here we
examine, with the aid of our more realistic depiction of the accretion flow from harm3d
and the pandurata+ptransx post-processing apparatus, predictions for how we expect
both the X-ray continuum and the Fe Kα emission line profile to vary with spin, holding
other parameters (mass, accretion rate, and elemental abundances) constant. We will also
verify the consistency of the simplified uurad calculation in harm3d against the special and
General Relativistically correct pandurata calculation by showing that the equilibrium Te
values found by the latter agree with those from the former.
5.1 IC Cooling Rate
Below we show some key results for the IC corona cooling function applied to four harm3d
simulations, each with ṁ = 0.01 and for dimensionless spin values a/M = 0, 0.5, 0.9, and
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0.99. (For what follows, we refer to the dimensionless spin a∗ = a/M as simply the “spin”
a.) The starting point for these simulations are those described in Noble et al. (2011); the
a = 0 version of which was the data post-processed in Chapters 2 and 3, and for which
we studied the IC corona cooling function vs. the target-temperature cooling function in
the last chapter. As in the last chapter, we use Novikov and Thorne (1973) values for the
nominal radiative efficiency required when specifying a particular ṁ: for the spins we survey,
these are ηNT = 0.0572, 0.0821, 0.1558, and 0.2640, in order of increasing spin—the analytic
radiative efficiencies increase with increasing spin simply because the radius of the ISCO
moves nearer to the black hole. We switch on the IC cooling function after t ≥ 104M (later
for higher spin) so that the accretion flow is in a near steady-state.
As we did for the a = 0 case in the previous chapter, each simulation is run for 100M
after switching on the IC cooling rate function. Figure 5.1 shows the volume-integrated
cooling rate for each case, including both disk and corona contributions, expressed in terms
of the Eddington luminosity. In order of increasing spin, the share of total cooling in the
corona is 64%, 71%, 87%, and 85%. In general, the corona accounts for an increased share
of the total cooling as spin increases, but not monotonically—the first instance of a trend we
will observe repeatedly throughout this chapter. For the remaining analysis of the harm3d
simulation data, and for the post-processed results following, we examine snapshots of each
simulation at t = +100M .
As can be seen from the curves of Figure 5.1, there is greater short-time variability with
increasing spin. For the a = 0.99 simulation in particular, there is a high degree of temporal
variability, making conclusions drawn from only a single snapshot suspect at best. Due to
the large amplitude turbulence in the accretion flows, a single snapshot cannot tell the whole
story. In addition, because the post-processing procedure is certainly a nonlinear function of
the underlying simulation input, we cannot simply time-average the simulation data and then
post-process that. To do this properly, we would extract snapshots from the original, target-
temperature simulation at relatively widely-spaced points in time, switch on the IC cooling
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Figure 5.1: The volume-integrated coronal (IC) cooling rates, disk (target-temperature)
cooling rates, and total cooling rates, expressed as fractions of the Eddington luminosity,
as a function of time, for each of the four spins. The dashed lines indicate 0.01 LEdd for
reference.
114
























Figure 5.2: The volume-integrated total target-temperature cooling rates, expressed as ratios
to their mean value for the time range shown, as a function of time, for each of the four
spins.
function and run until it “settles down,” post-process the simulation output from many such
runs, and average those results. This is not computationally feasible at the present time, and
so we are limited to our single snapshot analysis, keeping in mind that they might not be
representative of the properly-averaged spectra. Figures 5.2 and 5.3 provide a sense for the
time-variability: the former shows the total volume-integrated cooling rate as a function of
time, and the latter shows the azimuthally- and polar angle-integrated mass accretion rate
at r = 10M , both expressed in terms of ratios to the mean value over the range shown. The
data for both figures are the 2000M of time evolution, with the target-temperature cooling
function applied everwhere, starting from the same snapshot at which we first switch on
the IC cooling function. Clearly there is significant time variability, with the more locally
defined quantity (Ṁ(r = 10M)) showing, not surprisingly, a larger degree of variation. From
Figure 5.3 we see that the a = 0.99 simulation has both more rapid and higher amplitude
variability than does the a = 0 simulation—the solid angle-integrated accretion rate even
goes negative at times for the a = 0.99 simulation, indicating an occasional net outflow.
Figure 5.4 shows the ϕ-averaged cooling rate for each spin (for a snapshot at t = +100M),
115
















Figure 5.3: The ϕ- and θ-integrated mass accretion rate measured at r = 10M , expressed
as ratios to their mean value for the time range shown, as a function of time, for a = 0
and a = 0.99. The other two spin cases are excluded to ease comparison between the two
extreme cases.
for both corona and disk, expressed in dimensionless code units, with the uncooled gas regions
(where B2/ρ > 1) masked. As the spin increases, a larger swath of gas near the z-axis satisfies
B2/ρ > 1, and is therefore not cooled. Consider Figure 5.5, which shows the distribution of
cooling (integrated over azimuth and radius) as a function of polar angle measured from the
midplane. For each spin value, most of the cooling is contained within 40◦ of the midplane;
this material rarely ever satisfies B2/ρ > 1, and is therefore always properly cooled. Also
evident in this figure, however, is that as the spin increases, the few broadly-spaced cells
near the z-axis which do not satisfy B2/ρ > 1 (but are typically close to it) take on a larger
portion of the cooling. These cells, however, account for a very small portion of the total
mass budget of the accretion flow, as shown in Figure 5.6. While the poorly-resolved spatial
grid near the z-axis means that the simulation values for ρ there are likely dubious (due,
for example, to numerical diffusion—the density drops by a factor of several-to-ten from to
cell-to-cell for the last few θ cells approaching the poles), it can be confidently stated that
they are very low. Physically, there is a large centrifugal barrier to overcome for any material
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with nonzero angular momentum. Cells in those regions, then, which just marginally fail
to satisfy B2/ρ > 1 and are in fact cooled, will do so at very high temperatures, Te ≳ 1
MeV (see Figures 5.8–5.11 and the discussion below), and will therefore not affect our X-ray
spectral predictions for considerably lower energy spectral bands (1–100 keV).
Consider also Figure 5.7, which shows the distribution of coronal cooling (integrated over
polar angle and azimuth), as a function of radius, for each spin value. There is not much
of a discernible trend with spin in the radial distribution of cooling: as has been evident
from all figures presented so far in this chapter, the a = 0 and a = 0.9 snapshots are more
luminous than the others; in addition, the a = 0.9 and a = 0.99 simulations have significant
cooling even at large radii near the boundary of the simulation volume at r = 70M , with
the a = 0.99 snapshot showing a (noisy) jump after r = 50M ; overall, however, for all four
spin values there is a broad radial distribution in coronal cooling.
5.2 Post-processing: Continuum
The application of pandurata+ptransx to harm3d output of simulations run with the
IC corona cooling function proceeds in the same fashion as described in Chapter 3.
First, we consider the equilibrium electron temperature in the corona as re-determined
by pandurata. Figures 5.8–5.11 are side-by-side comparisons of Te from harm3d and Te
as found by pandurata for each spin value. They agree rather well, which indicates that
the assumptions enumerated in section 4.3.2, made so that determining urad each timestep is
computationally feasible for harm3d, do not appreciably impact the validity of the IC corona
cooling function as implemented—all but for the “fast light” approximation: pandurata
makes this assumption as well. Recall from Chapter 3 that pandurata’s Te-finding scheme
requires a relatively significant coarsening of the coronal volume—groups of ∼ 100 cells
on harm3d’s grid are combined into pandurata’s “sectors,” a procedure which makes









































































































































(d) a = 0.99.
Figure 5.4: Snapshots of the ϕ-averaged cooling rate, in code units, for the ṁ = 0.01
simulations at t = +100M . The uncooled material is masked (in white).
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Figure 5.5: The distribution of cooling (integrated over azimuth and radius) as a function
of polar angle measured from the midplane, for the ṁ = 0.01 simulations at t = +100M .



















Figure 5.6: The distribution of accreting gas mass (integrated over azimuth and radius) as
a function of polar angle measured from the midplane, for the ṁ = 0.01 simulations at
t = +100M . Note that the y-axis scale is logarithmic, and that the vast majority of matter
is in the disk at angles less than 10◦ from the midplane (not shown for the limits chosen).
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Figure 5.7: The distribution of coronal cooling (integrated over polar angle and azimuth) as
a function of radius, for the ṁ = 0.01 simulations at t = +100M .
practice, this amounts to a smoothing procedure, which accounts for the lower point-to-
point variation in the pandurata Te plots compared to those from harm3d. Beyond that,
the greatest discrepancy between the harm3d and pandurata Te maps is in the thin layer
immediately outside the photosphere: harm3d finds a higher Te for the same cooling rate,
indicating that it therefore determines a lower urad than does pandurata; pandurata
includes the effect of relativistic beaming and harm3d does not, so pandurata’s seed
photons launch preferentially at smaller angles with respect to the (rapidly spinning) disk,
while harm3d assumes the disk radiates isotropically—thus harm3d tends to underestimate
urad in the immediate vicinity of the disk surface. In addition, pandurata does account
for the increased intervening material for coronal cells further from the disk surface, as it
directly simulates scattering—corona layers near to the disk, then, are expected to have a
relatively higher urad compared to those further from the disk in pandurata’s calculation.
Note that regions where the harm3d coronal cooling rate is zeroed-out because B2/ρ > 1
will cause pandurata to find the equilibrium temperature which results in zero net cooling,


























































Figure 5.8: Comparison of the ϕ-averaged Te, as found by harm3d (left, masking uncooled
regions) and pandurata+ptransx (right), for the post-processed snapshot of the a = 0,












































































































































































Figure 5.11: Like Figure 5.8, but for the a = 0.99, ṁ = 0.01 simulation at t = +100M .
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Figure 5.12 shows the broadband spectral luminosity (νLν) as predicted by pandurata+ptransx,
for each spin. As shown in Figure 5.13, the photon index as measured over 2–80 keV generally
decreases with spin, though it is actually higher for a = 0.99 (at most viewing angles) than
for a = 0.9; nevertheless, there is a general trend of the X-ray continuum hardening with
increasing spin. The shape of the X-ray continuum changes with spin as well: the hump at
∼ 100 keV becomes larger. The rising hump is due to a larger portion of the cooling occur-
ring at higher temperatures (see Figure 5.14 below), both because thermal seed photons are
more likely to scatter to higher energies directly, and because the resulting harder spectrum
impinging on the disk causes a more substantial Compton reflection effect. These changes
in shape are most dramatic between a = 0 to a = 0.5, and from a = 0.5 to a = 0.9—the
difference in shape between the a = 0.9 and a = 0.99 spectra is much smaller. Also note that
the spectra appears harder when viewing the disk edge-on, due to two effects: those photons
which reach the distant observer along a trajectory nearly parallel to the disk surface must
pass through a larger optical depth of hot electrons (cf. Figures 5.5 and 5.8–5.11), providing
more opportunities for scattering to high energies (and thus hardening the spectrum); and,
relativistic beaming tends to direct more thermal seed photons, and boost them to higher
energies, for lines of sight more nearly parallel to the plane of the disk surface.
L/LEdd, as computed by pandurata for the distant observer, is 2.5%, 1.0%, 1.5%, and
0.37%, for spin values of a = 0, 0.5, 0.9 and 0.99, respectively. These are near to the nominal
1% LEdd we expect from our choice of ṁ = 0.01, but, as discussed in section 4.3.5, ṁ = 0.01
results in a luminosity of 0.01 LEdd only if the actual radiative efficiency of the simulation
matches the nominal radiative efficiency, ηNT, assumed for scaling from dimensionless code
units to cgs units. In our calculation—for these specific snapshots in time—we find that the
ηNT values underestimate the radiative efficiency for spins a = 0 and a = 0.9, are a very
good match for a = 0.5, and overestimate the efficiency for a = 0.99.
The shape of the broadband X-ray continuum is determined both by the distribution-





















Figure 5.12: The spectral luminosity for the four spin values considered, each with ṁ = 0.01
at t = +100M . The y-axis scaling is arbitrary—the curves are adjusted vertically for ease
of comparison.























Figure 5.13: The photon index measured between 2–80 keV as a function of observer incli-
nation angle (where i = 0◦ is a face-on view of the disk) for the four spin values considered.
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Figure 5.14: The distribution of IC power as a function of electron temperature in the corona
for the four spin cases considered.
photons scatter before traveling to the distant observer. Figure 5.14 shows the latter: as the
spin increases, the peak of the distribution moves to higher temperatures (except, curiously,
for a = 0.99, where the peak is cooler than it is for a = 0.9); for all spin cases, the distribution
is very broad, with significant cooling occuring for gas differing in temperature by 2–3 orders
of magnitude. The extremely hot tail observed for the a = 0.99 case only is located near
the boundary of the uncooled region—as discussed above, it is gas for which B2/ρ is only
marginally less than unity, and it does not contribute significantly to the predicted X-ray
continuum spectrum below 100 keV.
5.3 Post-processing: Fe Kα
As discussed in Chapter 3, pandurata allows for the separate identification of line (primarily
Fe Kα emission) photons from continuum photons, obviating the need for continuum-fitting
techniques. While this is particularly useful for understanding the physical processes behind
line photon production and transport, an actual continuum-fitting procedure is better suited
for comparison with real data, as it more closely mirrors black hole spectral analysis as done
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Figure 5.15: Photons whose origin is an Fe Kα transition, as a fraction of all continuum
photons, once they have reached the distant observer; for several sample viewing angles, for
each of the four spins considered.
in practice. Below we analyze the predicted Fe Kα emission with both methods.
Figures 5.15 shows the “true” Fe Kα emission, as seen by the distant observer at several
sample inclination angles, divided by the underlying (“true”) continuum. At first glance,
the Kα line profiles do not look all that dissimilar—except for the height of their peaks—for
the different spins. In particular, there is not a substantial increase in the red wing (lower
energy) line flux as the spin increases, as one might expect from the usual phenomenological
models (Reynolds and Nowak, 2003). A closer look, however, reveals that the structure of
the line profile near its peak changes with spin: as the spin increases, the “notch” near the
line core becomes more pronounced. This is particularly noticeable for the i = 30◦ profiles.
This is due both to changes in ionization state (Fe Kα photons range from 6.41 keV to 6.97
keV, depending on ionization state), and to increased relativistic beaming as the emitting
material orbits at smaller radii with increased spin (discussed further below).
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Figure 5.16: The predicted spectrum divided by a power-law fit to the range shown, at
i = 30◦, for each of the four spins. Note that the x-axis is logarithmic—as is the custom for
showing real data in this way—as opposed to the linear scales of Figure 5.15.
The difference in the structure of the line core as a function of spin is more apparent
in Figure 5.16, which shows the total spectrum divided by a power-law fit to the range
shown for each of the four spin cases. In this view, the peak contrast of the line relative
to the continuum appears to decline sharply with increasing spin: this effect is due to the
increasingly poor fit of a single power-law to the underlying continuum—compare to the
“true” continuum-divided plots of Figure 5.15. Interestingly, the width of the line feature,
and the depth of the troughs on either side, does not appear to trend consistently with spin:
the a = 0 and a = 0.9 profiles appear more similar in this regard, as do a = 0.5 and a = 0.99.
This is another consequence of the poor fit: from Figure 5.12, we see that the a = 0 and
a = 0.5 continua are straighter (i.e., more pure power-law) in the immediate vicinity of the
Fe Kα emission feature than are the other two cases.
The equivalent width of the Fe Kα emission line, measured from 4–7 keV, is shown as a
function of viewing angle and for each spin in Figure 5.17. While the peak contrast of the
Kα feature as shown in Figure 5.16 decreases with increasing spin, the equivalent width of
the feature generally increases—though, again, not in a monotonic fashion. The equivalent
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Figure 5.17: The equivalent width of the Fe Kα feature, measured over 4–7 keV, as a function
of viewing angle, for each of the four spins.
width over a range from εmin to εmax is defined as the ratio of the line flux to the continuum







In other words, it is the integral under (a part of) the curves shown in Figure 5.16. It is
also readily apparent from Figure 5.17 that there is significant asymmetry between the upper
and lower disk surfaces—observers on either side would see lines of very different strength
from the same object, especially for the a = 0.5 and a = 0.99 cases.
Figure 5.18 shows the Fe Kα surface brightness (emission from the disk surface), averaged
over azimuth and both disk surfaces, as a function of the radial coordinate. The vertical
dashed lines indicate the radius of the ISCO for each spin. The peak moves inward with
increasing spin, as one might expect, though it is always one-to-several M exterior to the
ISCO, consistent with the results shown in Chapters 2 and 3 for the a = 0, ṁ = 0.01 case
computed using the target-temperature cooling function in the corona. In the a = 0.9 and
a = 0.99 cases, however, there are large dips in the surface brightness, centered at r = 8M
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and r = 8–18M , respectively. For the higher spin cases, the disk thins considerably, in part
due to the choice of ηNT when scaling the density, which increases with increasing a and
therefore lowers the density upon conversion to cgs units, moving the photosphere surfaces
closer to the midplane; and in part due to the increased spatial and temporal variability
of the accretion flow as discussed above. Figure 5.19 shows, for each spin, the Thomson
scattering optical depth integrated from the positive z-axis to the midplane, as a function
of radial and azimuthal coordinates. When the optical depth to the midplane is less than
unity (shown in white in Figure 5.19), no photosphere surface exists, and ptransx cannot
perform a reprocessing calculation. While for a = 0 and a = 0.5 there is a general trend of
increasing disk thickness beyond the initial radius that reaches τ = 1 (the “reflection edge”),
the disk becomes “patchier” with increasing spin. For a = 0.9, there is an arc centered on
r = 8M where the photosphere surface is only barely present at most azimuths; for a = 0.99,
the marginally extant disk region extends over roughly the range r = 8–18M ; in both cases
corresponding to the drop in Fe Kα surface brightness in these regions seen in Figure 5.18.
For all four spin values, the reflection edge is located beyond the radius of the ISCO.























Figure 5.18: Fe Kα surface brightness, averaged over azimuth and both disk surfaces, for




































































































































































(d) a = 0.99.
Figure 5.19: The Thomson depth, integrated to the midplane, for several spins. The masked
regions (in white) do not reach unity, and therefore no photosphere exists. The solid black
line indicates the radius of the ISCO. Note the differing scale among subplots.
130
5.4 Discussion
In the standard language of X-ray binary spectral classification (Remillard and McClintock,
2006), the spectra we predict for a = 0.9 and a = 0.99 are squarely in the “hard” (also
referred to as “low/hard”) state, characterized by a a photon index Γ in the range 1.4–
2.1, and the majority of the luminosity due to the power-law (corona) component, rather
than the thermal (disk) component of the spectrum; the a = 0 and a = 0.5 spectra do not
fit as neatly—their Γ values are too soft to qualify for the “hard” state, but not quite so
soft to qualify for the “steep power-law” (also known as “very high”) state, for which the
cutoff is Γ > 2.4; the presence of a power-law extending to high energies which carries the
majority of the luminosity makes them a better fit for either the “hard” or “steep power-law”
states, rather than the third category—the “thermal” (or “high/soft”) state—in which the
luminosity is dominated by the disk contribution. Regardless of exact classification, however,
the very fact that our predicted spectra bear such resemblance to the real stellar-mass X-
ray spectra upon which the classification scheme is based means that our method is indeed
capable of simulating the relevant underlying physics and translating them into observable,
comparison-ready spectra.
A driving force motivating the development of X-ray spectra modeling techniques is their
application to the inference of black hole spin through comparison to real data. Because the
radius of the ISCO is a one-to-one function of the black hole spin, and the ISCO radius
has been with virtually no exceptions assumed exactly coincident with the inner edge of
the accretion disk in all X-ray spectra modeling efforts to date, it has long been assumed
in practice that whatever spectral feature or property one considers—photon index, Fe Kα
profile or equivalent width, etc.—will vary in a monotonic fashion with spin, holding all else
constant. In this context, it is rather surprising that, having varied only the spin, we do
not find this to be the case. While the X-ray continuum calculated from the a = 0, 0.5,
and 0.9 snapshots are easily distinguished by their increasing hardness, the a = 0.9 and
a = 0.99 continua are not all that dissimilar except for the nearly five-fold difference in
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luminosity (which, of course, is much more difficult to measure than spectral shape, as it
requires an independent distance measurement to compute). The Fe Kα lines are much less
easily distinguished by spin: we find virtually no movement in the red wing; the shuffling
of dominant emitting Fe ionization states is difficult to observe in practice due to limited
detector energy resolution and integration times; and the equivalent width shows only a
vague trend with spin, undermined by the near factor of two variation depending on which
side of the disk is viewed.
Overall, then, we conclude from this analysis that continuum-fitting techniques are in
general better suited to constraining spin in stellar-mass black holes than are methods which
rely on fitting the Fe Kα line profile. We temper this conclusion, however, with one major
caveat: a typical modern observation of a stellar-mass black hole—say, of Cyg X-1 using
NuSTAR [there are many examples of exactly this observation, but a particularly thorough
spectral analysis can be found in Walton et al. (2016)]—will have an integration time of ∼ 104
seconds; Cyg X-1 is roughly 15M⊙ by most estimates, so this is an integration time, in our
units, of ∼ 108M . This is many, many times longer than we can feasibly run a simulation,
and so even if we applied our post-processing to a large number of snapshots and averaged
their results, we would still adequately sample only a small fraction of a typical integration
time. It is possible that over ∼ 108M of evolution, the time-averaged Fe Kα line profiles, or
the a ≥ 0.9 continua predictions, would become more distinct.
The timescales work in our favor for AGN. Consider the 210 ks Suzaku observation of
the nearby Seyfert galaxy NGC 3783 reported in Brenneman et al. (2011). With a mass of
107M⊙ measured via reverberation mapping (Onken and Peterson, 2002), this observation of
NGC 3783 lasted only ∼ 5000M , a duration which could be feasibly sampled by a harm3d
simulation—even with the costlier IC corona cooling function—from which a representative
series of snapshots could be taken for post-processing. Though the cooler, less-ionized accre-
tion disks surrounding AGN will prove more challenging for ptransx’s equilibrium-finding
procedure (it is for this reason our initial test cases were the hotter, more thoroughly ionized
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stellar-mass black hole disks), and will almost certaintly require more ptransx–pandurata
passes due to the correspondingly higher disk absorptive opacity, the dramatic reduction in
required simulation time—by far the more expensive input—make AGN the more attractive
targets for real spin inference with our method.
We did not explore varying the nominal accretion rate ṁ. At higher accretion rates, the
increased mass of the accretion flow will reduce the patchiness of the disk surface seen in
Figure 5.19, perhaps providing greater distinction among the Fe Kα line profiles predicted
for different spins, as there will be a more unbroken trend of increased emission at smaller
radii. In addition, at higher accretion rates a greater share of the total cooling budget will
be due to the thermal disk component—as we saw in Chapter 3, the photon index tends to
increase with increasing accretion as the thermal component increases relative to the power-
law component. It would be worthwhile to repeat such a survey with our now more physical
corona cooling function.
Finally, while the choice of ηNT for the nominal radiative efficiency eases the compar-
ison between our results and analytic accretion disk theory, a “bootstrapped” radiative
efficiency—calculated from the simulation plus post-processing itself—would better facili-
tate comparison with observations. If the value for η used for the actual expression for
Lcode (equation 4.26) as implemented in harm3d is close to the value found by harm3d
plus post-processing, then the value for ṁ inferred through eventual fitting of these model
spectra to real data will better indicate the actual luminosity (in Eddington units) of the
X-ray source in question.
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The IC corona cooling function developed in Chapter 4, with which we performed the spin
survey in the previous chapter, was predicated on the assumption that Te = Ti. This as-
sumption has two parts: first, that the distribution of electron velocities and the distribution
of ion velocities are thermal, i.e., they are well-described by a Maxwell-Jüttner distribution;
and second, that through some mechanism the ion and electron populations are in thermal
equilibrium with each other—either through an effective coupling mechanism allowing effi-
cient and rapid energy exchange between the two populations, or because turbulent energy
is dissipated as thermal energy shared equally between the ions and the electrons, or some
combination thereof. In this final chapter, we explore the effects of relaxing the assumption
that Te = Ti in a particular scenario:
1. The ion and electron populations are individually in thermal equilibrium locally, de-
scribed by Ti and Te at each point in the corona, respectively.
2. Turbulent energy is dissipated into the ions only.
3. Energy is exchanged between the ion and electron populations through Coulomb scat-
tering.
4. Te adjusts instantaneously so that the rate at which energy is added to the electron
population—through either Coulomb collisions or Compton heating—is equal to the
rate at which energy is lost due to inverse Compton cooling.
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The problem, then, is to find Te and Ti given the above assumptions.
6.1 Method
We begin with the relativistically correct ion-electron energy exchange rate derived in Step-
ney (1983) and Stepney and Guilbert (1983):
d
dt





























σT c ln Λneni (kTi − kTe) f(Θe,Θi),
where ue is the internal energy per unit volume of the electron population, lnΛ is the Coulomb
logarithm (the logarithm of the ratio of the maximum to minimum impact parameters;
ln Λ ∼ 20), Θi is the dimensionless ion temperature, equal to kTi/mic2, and Kn is the nth
order modified Bessel function of the second kind. The term in braces—a complicated and
typically difficult to evaluate collection of Bessel functions—constitutes f(Θe,Θi).
The standard expression for Compton heating in the non-relativistic limit is
d
dt














ue (Compton cooling) = −
4σT cχ
mi
ρuradΘe(1 + 4Θe). (6.3)
The equilibrium Te is that for which these processes balance, i.e., due/dt = 0. Summing












ρuradΘe(1 + 4Θe) = 0.
With the identification that ne = χni and ni = ρ/mi, and some algebraic manipulation, we



















Θe(1 + 4Θe) = 0. (6.5)
We rearrange the ideal gas law, equation 4.7, to solve for Θi,





































Θe(1 + 4Θe) = 0.
We define three dimensionless quantities,
A ≡ u
ρc2
, B ≡ urad
ρc2
, and C ≡ ⟨ε⟩
mec2
, (6.8)




















+BC − 4BΘe(1 + 4Θe) = 0.
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Thus, we arrive at an equation for Θe, in terms of only dimensionless quantities, which
depends on three parameters which can be read off directly from already-computed values
in harm3d. Equation 6.9 is not amenable to real-time solution in each coronal cell each
timestep; rather, we tabulate its solution on a grid covering all possible, reasonable values of
A, B, and C, and use trilinear interpolation to calculate the appropriate equilibrium value
of Θe from said lookup-table in the course of the simulation run. From Θe we calculate Θi
from equation 6.6 and LIC from equation 4.6.
6.2 Simulation Results
We apply the cooling function as described above to the same a = 0 starter simulation used
in Chapter 4, and evolve for 100M . Figures 6.1 and 6.2 compare the cooling rate and electron
temperature between the Te = Ti simulation described in Chapters 4 and 5 and the Te ̸= Ti
method described here. The cooling rate is lower in the latter, and significant cooling is
confined to a region within 30◦ of the midplane, as opposed to more extended cooling in the
Te = Ti scenario. As in previous chapters, these trends are easier to discern as ϕ-integrated,
r- or θ-integrated distributions, Figures 6.3 and 6.4 respectively. From these figures we see
that while the IC corona cooling rate is everywhere depressed for the Te ̸= Ti simulation
relative to the Te = Ti case, this depression is less pronounced nearer to the midplane and
at larger radii. The share of total cooling in the corona for the Te ̸= Ti simulation is 48%,
compared to 64% for the Te = Ti simulation.
Likewise, Te as found by harm3d is both much lower in the Te ̸= Ti scenario, but different
in its spatial variation: whereas for the Te = Ti simulation, Te generally increases away from
the disk, for the Te ̸= Ti simulation it decreases, nearly monotonically, with distance from
the disk, achieving its hottest values in a thin layer just outside the disk surface.
Figure 6.9 compares the distribution-in-temperature of the IC cooling rate between both
scenarios. As is evident enough from Figure 6.2, the Te ̸= Ti cooling occurs in gas that is





































































(b) Te ̸= Ti
Figure 6.1: Snapshots of the ϕ-averaged cooling rate, in code units, for the a = 0 simulations
at t = +100M . The uncooled material is masked (in white). Left panel: Te and Ti required
























































(b) Te ̸= Ti
Figure 6.2: Comparison of the ϕ-averaged Te, as found by harm3d, for the a = 0 simulations
at t = +100M . The uncooled material is masked (in white). Left panel: Te and Ti required
to be equal. Right panel: Te and Ti determined as described in this chapter. Note a drastic
difference in scale between the two subplots.
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Figure 6.3: The distribution of coronal cooling (integrated over azimuth and radius) as a
function of polar angle measured from the midplane, for the a = 0, ṁ = 0.01 simulations at
t = +100M , for Te = Ti and Te ̸= Ti conditions.
























Figure 6.4: The distribution of coronal cooling (integrated over polar angle and azimuth) as
a function of radius, for the a = 0, ṁ = 0.01 simulations at t = +100M , for Te = Ti and
Te ̸= Ti conditions.
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Figure 6.5: The distribution of IC power as a function of electron temperature in the corona,
for the a = 0 simulations at t = +100M , for Te = Ti and Te ̸= Ti conditions.
The explanation for both the generally depressed equilibrium Te and the radically differ-
ent spatial variation lies in the difference in efficiency between ion-electron energy transfer
and electron-photon energy transfer. Ion-electron energy transfer, i.e., Coulomb heating, is
proportional to ρ2 (equation 6.1), and therefore decreases in efficiency as the density thins
out by several orders of magnitude from the midplane to the poles—see Figure 6.6. Electron-
photon energy transfer, i.e., net Compton cooling, on the other hand, is proportional to ρurad,
and because the corona is by definition optically thin, urad is, by comparison to the density,
constant throughout the corona—see Figure 6.7. Therefore electron-photon energy transfer
remains efficient relative to ion-electron energy transfer, even far from the disk: the result is
that electrons are able to quickly transfer whatever energy they receive from ions to photons,
keeping their temperature low, while the ions remain hot. In Figure 6.8, we show the ratio
Te/Ti: though Te/Ti ∼ 0.1–1 near the disk surface, this ratio rapidly drops off further into
the corona.
In Figure 6.9, we compare the harm3d Te values to the pandurata+ptransx values































Figure 6.6: The ϕ-averaged density, in code units, for the a = 0, ṁ = 0.01 simulation,
Te ̸= Ti, at t = +100M .
pandurata finds Te values which are approximately twice as high as harm3d’s values.
This disagreement is due to harm3d’s poor estimation of the Compton temperature, TC . In
general, the IC cooling rate in the non-relativistic regime is proportional to (Te − TC)urad.
When Te ≫ TC , as is the case when Te = Ti, the proper estimation of TC is not of much
importance. In this case, however, Te ∼ 20–30 keV, while TC ∼ 10 keV. If urad as determined
by harm3d is sufficiently accurate to achieve good agreement with pandurata in the Te =
Ti simulations, then the higher equilibrium Te found by pandurata for these simulations
must indicate that harm3d is consistently underestimating TC , by roughy a factor of 2.
Calculating TC in harm3d requires calculating the mean photon energy—ignoring special
and General Relativistic effects like Doppler boosting and gravitational redshift as well as
IC scattering has, apparently, a greater effect on the estimation of the first moment of the




































Figure 6.7: The ϕ-averaged radiation energy density, in code units, for the a = 0, ṁ = 0.01
























Figure 6.8: The ϕ-averaged Te/Ti ratio for the a = 0, ṁ = 0.01 simulation, Te ̸= Ti, at


























































Figure 6.9: Comparison of the ϕ-averaged Te, as found by harm3d (left, masking uncooled
regions) and pandurata+ptransx (right), for the post-processed snapshot of the a = 0
simulation at t = +100M , for which Te ̸= Ti.
6.3 Post-Processing
We can apply pandurata+ptransx to the Te ̸= Ti simulation to predict the resulting
spectra. Figure 6.10 shows the spectral luminosity for each case: not surprisingly, the
Te ̸= Ti spectrum is softer, with Γ = 2.6 compared to Γ = 2.3 for the Te = Ti spectrum; the
power-law also falls off both more sharply and at a lower energy than does its counterpart.
The Te ̸= Ti predicted total luminosity is 2.0% LEdd, lower than the the predicted 2.5% LEdd
for Te = Ti. The Fe Kα line profiles shown in Figure 6.11, are, however, remarkably similar,
with the Te ̸= Ti lines actually slightly stronger. This is not too surprising either, though:
the K-edge transition is the most absorptive in the range 7–30 keV (recall Figures 3.6 and
3.7), and the Te ̸= Ti corona does a larger share of its cooling through electrons within this



















Figure 6.10: The spectral luminosity for the post-processed snapshots of the a = 0 simula-
tions at t = +100M .

































Figure 6.11: Photons whose origin is an Fe Kα transition, as a fraction of all continuum
photons, once they have reached the distant observer; for several sample viewing angles, for
the two a = 0 simulations.
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6.4 Discussion
We have compared the two most limiting cases—excluding the possibility of non-thermal
electron populations—of coupling between the ion and electron populations. The actual
physical reality is likely somewhere in between. As we have shown, the choice makes a
significant difference for the predicted X-ray continuum shape and the predicted luminosity,
though not a significant difference for the Fe Kα line profile or strength. Comparing to the
general trends of stellar-mass X-ray spectra (Remillard and McClintock, 2006), the harder
spectra predicted for Te = Ti for a roughly similar ratio of thermal to power-law component
flux (that is, neither are in the “thermal” state) lends more observational support to the
stronger coupling hypothesis. Also, because we observe hard spectra from AGN as well, for
which the coronal density is much lower (recall ρ ∝ M−1, equation 4.24), and ion-electron
energy exchange through Coulomb collisions only is proportional to ρ2, we would expect this
bare minimum coupling to fail to predict sufficiently hard spectra at AGN scales—though we
have yet to explore this scale quantitatively with our spectral prediction apparatus. Using
observational data to more precisely discriminate between Te = Ti and Te ̸= Ti might be
difficult due to degeneracies with other physical parameters: for example, both stronger ion-
electron coupling and increased spin result in harder spectra, and both weaker coupling and
higher accretion rate result in softer specta. However, with a collection of simulations and
predicted spectra fully spanning the possible parameter space—mass, spin, and accretion
rate—it will be possible to characterize any such degeneracy and find more support for one
extreme over the other, especially for those objects with independent distance measurements
which allow for the accurate estimation of the X-ray luminosity.
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The most important result of the work so far is that we have developed a first-principles
approach to the prediction of X-ray spectra from simulations of accreting black holes. The
spectra so generated are comparable to the real X-ray observations of stellar-mass black hole
systems. Critically, we do not require supersolar Fe abundances, or unreasonably dense disks,
in order to achieve strong Fe Kα emission lines. We believe this contrast between our method
and the usual techniques is due primarily to our more realistic treatment of the corona. As
it stands now, our post-processing machinery pandurata+ptransx is relatively cheap to
run (compared to 3D GRMHD simulations), and—from a software development point of
view—can be used as a “black box,” translating simulation data into spectra without any
human intervention (except for checking, of course, that the results always make physical
sense!). With its long development cycle behind us, we imagine applying our powerful new
tool to a host of problems. Some of these are:
1. Applying the IC corona cooling function plus pandurata+ptransx to a broader
time-sampling of snapshots from the harm3d simulations. This will give us not only
a sense of the time-variability of the luminosity and individual spectral features, but
also—as discussed in Chapter 5—will also yield results more directly comparable to
the time-integrated spectra which are actually observed.
2. Perform an exploration of the parameter space, chiefly over both the accretion rate ṁ
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and the dimensionless spin a. We reported the effects of changing only one of these at
a time in Chapters 3 and 5, respectively, but a two-dimensional parameter study will
allow us to comment on how degenerate one might be with the other in real spectral fits.
Recall, for example, that both increasing ṁ and decreasing a lead to softer spectra:
might these effects be distinguished by, perhaps, the shape and strength of the Fe Kα
line, the energy of the thermal peak, or the Compton reflection hump?
3. Extend to AGN. In principle, the only required change to pandurata+ptransx is to
set a different value for M in a parameter file. In practice, however, the cooler AGN
disks are more absorptive, and their lower overall degree of ionization means that
more atomic species are not fully-stripped. This slows down the convergence of both
the internal ptransx photoionization equilibrium calculation, and the global cycling
between pandurata and ptransx. Nevertheless, this should be simply a question of
spending additional CPU-hours and perhaps some optimization. As we discussed in
Chapter 5, the difference in time scales between stellar-mass and super-massive black
holes make AGN a more favorable first target for our ultimate goal, fitting a real
spectrum.
4. Fit a real spectrum. Achieving a good fit to real data would be the greatest test of our
method—and an excellent test for the theory of MHD accretion flows more broadly.
This requires spanning the relevant parameter space: mass, spin, accretion rate, Fe
abundance, and viewer inclination angle. The most efficient way to do so is to take a
well-studied target, like MCG-6-30-15, and use the best estimates in the literature to
place starting bounds and initial guesses, and refine from there. We intend to release
the results of a broader sampling as an xspec model to be used by observers working
in the field, as a more physically-founded competitor to those models in wide use at
present (discussed in Chapters 1–3).
We clearly have much work to do. But the results so far are encouraging, and compel us
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