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Abstract—Device-to-device (D2D) communication has been
recognized as a promising technique to improve spectrum
efficiency. However, D2D transmission as an underlay causes
severe interference, which imposes a technical challenge to
spectrum allocation. Existing centralized schemes require global
information, which can cause serious signaling overhead. While
existing distributed solution requires frequent information ex-
change between users and cannot achieve global optimization.
In this paper, a distributed spectrum allocation framework based
on multi-agent deep reinforcement learning is proposed, named
Neighbor-Agent Actor Critic (NAAC). NAAC uses neighbor
users’ historical information for centralized training but is
executed distributedly without that information, which not only
has no signal interaction during execution, but also utilizes
cooperation between users to further optimize system perfor-
mance. The simulation results show that the proposed framework
can effectively reduce the outage probability of cellular links,
improve the sum rate of D2D links and have good convergence.
Index Terms—Device-to-device (D2D) communications, spec-
trum allocation, multi-agent deep reinforcement learning
I. INTRODUCTION
D2D communication allows two nearby users to form a
D2D pair and communicate with each other directly, thus
improving the transmit quality significantly due to short trans-
mission distance [1]. D2D underlay communication reuses
the spectrum of the cellular network to potentially increase
spectral efficiency. However, D2D communication generates
interference to the cellular network if the radio resources
are not properly allocated [2]. Thus, it is necessary to study
the resource allocation to ensure the reliability of cellular
communication and increase the network capacity.
There are many resource allocation methods in the ex-
isting literature, which can be divided into centralized and
distributed schemes. In the centralized schemes [3]–[5], the
BS is responsible for allocating resources to the CUEs and
D2D pairs, and monitoring information such as Signal to
Interference-plus-Noise Ratio (SINR), channel state informa-
tion (CSI), etc. However, as the number of users increases,
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acquiring global CSI will cause severe signaling overhead,
and a centralized scheme for spectrum allocation becomes
unrealistic. Moreover, the complexity of centralized algo-
rithms increases with the number of users, causing enormous
computational pressure on the BS.
In order to reduce the signaling overhead and alleviate
the computational pressure of the BS, a series of distributed
methods are proposed. In a distributed approach, without a
central controller, the D2D pairs opportunistically reuse the
spectrum of cellular users (CUEs). Distributed schemes can
scale well to larger networks, but require frequent exchange
of information between adjacent D2D users. Quite a few dis-
tributed algorithms are based on game theory. [6] models D2D
pairs sharing spectrumc with CUEs as an auction mechanism.
Large signaling overhead is incurred since the CSI and prices
have to be shared among the D2D pairs. Moreover, this type
of method requires a lot of iteration to converge.
In addition to game theory, machine learning has been
considered as a effective tool in solving different network
problems in 5G [7]. Reinforcement learning (RL) is one of the
most powerful machine learning tools for policy control [8].
Recently, many works have applied reinforcement learning to
solve the intelligent resource management problem in D2D
underlay networks [9]–[11]. Each D2D pair is supported by
an agent, which automatically selects a reasonable spectrum
based on the policy learned by reinforcement learning. A Q-
learning based resource allocation is proposed in [9]. Since
Q-learning isn’t suitable to deal with continuous valued state
and action spaces, an actor-critic (AC) approach is proposed
in [10]. In [11], a decentralized mechanism based on deep
reinforcement learning has been developed. The above previ-
ous works model the policy search process in reinforcement
learning as a Markov decision process (MDP). However, in
the decentralized settings of spectrum allocation problem, all
agents (D2D pairs) are independently updating their policies,
which is a multi-agent environment. The environment appears
non-stationary from the view of any one agent.
In this paper, we propose a distributed spectrum allocation
framework based on multi-agent deep reinforcement learning,
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named Neighbor-Agent Actor Critic (NAAC). NAAC is a
framework of centralized training with decentralized execu-
tion, which uses information from neighbor users for training
to effectively overcome the instability of the multi-agent
environment, while makes full use of cooperation between
users to further improve system performance. NAAC does
not require information interaction when it is executed, so it
significantly saves signaling overhead. The main contributions
of this paper are summarized as follows: 1. The multi-agent
environment is modeled by Markov game, which is more
accurate and helpful for the study of subsequent reinforcement
learning algorithms than MDP. 2. Proposing a multi-agent
reinforcement learning framework of centralized training with
decentralized execution, which solves the problem that the
multi-agent environment is unstable and leverages the partner-
ship between users to further increase system performance.
The rest of this paper can be organized as follows. Section
II shows the system model and formulates the optimization
problem. In Section III, we model the resource management
problem as a partially observable Markov games and the
NAAC framework is adopted to address it. The simulation
results and analysis are presented in Section VI. Finally,
Section V concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
An downlink scenario in a single cell system is considered.
A set of M CUEs, denoted as M = {1, ...,M} and a set of
N active D2D pairs, denoted as N = {1, ..., N} are located in
the coverage area of one BS. We denote the mth CUE in the
system by Cm, m ∈M, the nth D2D pair by Dn, n ∈ N , the
transmitter and the receiver of D2D pair Dn by Dtn and D
r
n,
respectively. Orthogonal Frequency Division Multiple Access
(OFDMA) is employed to support multiple access for both
the cellular and D2D communications, where a set of K
resource blocks (RBs) are available for spectrum allocation.
In this system, the D2D pairs share the same spectrum with
the CUEs.
We assume that the BS and the transmitter of a D2D pair
transmit with power P b and P d, respectively. The channel
gains of the cellular communication link from the BS to
CUE Cm, the D2D communication link from D2D transmitter
Dtn to D2D receiver D
r
n, the interference link from D2D
transmitter Dtn to CUE Cm, the interference link from the
BS to D2D receiver Drn and the interference link from D2D
transmitter Dti to D2D receiver D
r
n when they share the same
spectrum for data transmission, are represented by gb,cm , g
t,r
n ,
gt,cn,m, g
b,r
n and g
t,r
i,n, respectively. The energy of the additive
white Gaussian noise (AWGN) at a receiver is denoted by σ2.
The instantaneous SINR of the received signal at CUE Cm
from the BS in RB k can be written as
ξcm,k =
P bgb,cm∑
n∈Dk
P dgt,cn,m + σ2
, (1)
where Dk represents the set of D2D pairs to which RB k is
allocated. The instantaneous SINR of the received signal at
the Drn from D
t
n in RB k can be written as
ξdn,k =
P dgt,rn
P bgb,rn +
∑
i∈Dk,i6=n
P dgt,ri,n + σ
2
. (2)
B. Problem Formulation
We assume that each CUE has been assigned a RB and a
RB can be allocated to multiple D2D pairs. We define a RB
allocation matrix AN×K = [an,k] for the D2D pairs. When
RB k is allocated to Dn, an,k = 1, otherwise an,k = 0.
Our objective is to find a RB allocation matrix AN×K for
all D2D pairs to maximize the D2D sum rate, which can be
formulated as
max
AN×K=[an,k]
N∑
n=1
K∑
k=1
an,k log2(1 + ξ
d
n,k), (3)
s.t.

K∑
k=1
an,k ≤ 1, an,k ∈ {0, 1},∀n ∈ N , k ∈ K (4)
ξcm,k ≥ ξcmin,∀m ∈M, k ∈ K (5)
Constraints in (4) imply that a maximum of one RB can
be allocated to each D2D pair. Since CUEs are the primary
users of the frequency band, the transmission quality of CUEs
should be ensured, constraints in (5) imply that the SINR
of CUEs should satisfy a predefined constraint, where ξcmin
represents the SINR threshold of the CUE.
III. NEIGHBOR-AGENT DEEP REINFORCEMENT
LEARNING BASED SPECTRUM ALLOCATION
The optimization problem in (3) is difficult to solve as
it is a NP-hard combinatorial optimization problem [12]. In
addition, we assume that each D2D pair can only obtain its
own CSI, and there is no information interaction between D2D
users. Using a distributed method to solve this optimization
problem requires each D2D pair to choose RB autonomously.
The reinforcement learning method is an effective method to
solve such problems. Hence, in this section, we first model
the multi-agent environment and then a distributed framework
based on multi-agent reinforcement learning is proposed to
address the spectrum allocation problem.
A. Modeling of Multi-Agent Environments
Reinforcement learning is an area of machine learning,
which is about taking suitable action to maximize reward in
a particular situation. In reinforcement learning for spectrum
allocation in D2D underlay communications, an agent corre-
sponding to a D2D pair, interacts with the environment. In
this scenario, the environment is considered to be everything
outside the D2D link. At each time t, the D2D pair, as
the agent, observes a state, st, from the state space, S , and
accordingly takes an action, at, from the action space, A,
selecting RB based on the policy, pi. Following the action,
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Fig. 1. NAAC framework for spectrum allocation in D2D underlay commu-
nications.
the state of the environment transits to a new state st+1 and
the agent receives a reward, rt.
Most of the existing works model the policy search process
in reinforcement learning as a MDP. A MDP can be defined
as a tuple (S,A, rt, p, γ), p is the transition probability
p(st+1|st, at) when the agent takes the action at ∈ A from
the current state st ∈ S to a new state st+1 ∈ S , γ ∈ [0, 1)
is a discount factor. The return from a state is defined as
the sum of discounted future reward Rt =
∑T
n=0 γ
nrt+n,
where T is the time horizon. However, in the decentralized
settings of spectrum allocation problem, all D2D pairs as
agents are independently updating their policies as learning
progresses, which is a multi-agent environment, the environ-
ment appears non-stationary from the view of any one agent,
violating Markov assumptions required for convergence of
reinforcement learning.
To make up for the shortcomings of MDP, in this work,
we consider a multi-agent extension of MDP called partially
observable Markov games to model the multi-agent reinforce-
ment learning. At each time t, the D2D pair Di, as the agent i,
observes a state, sti , from the state space, S, and accordingly
takes an action, ati, from the action space, A, selecting RB
based on the policy pii. Following the action, the state of the
environment observed by agent i transits to a new state st+1i
and the agent receives a reward, rti .
An N-agent Markov game is formalized by a tu-
ple (S,A, rt1, ..., rtN , p, γ), p is the transition probability
p(st+1i |sti, at1, ..., atN ) when all agents take actions {ati ∈
A, i ∈ N} from the current state sti ∈ S to a new state
st+1i ∈ S, the constant γ ∈ [0, 1) represents the reward
discount factor across time. The return of agent i from
a state is defined as the sum of discounted future reward
Rti =
∑T
n=0 γ
nrt+ni , where T is the time horizon.
In our system, the state space S, the action space A, and
the reward function rti is defined as follows:
State space: The state observed by the D2D link Di (agent
i) for characterizing the environment consists of several parts:
the instant channel information of the D2D corresponding
link, Gd,ti , the channel information of the cellular link, e.g.,
from the BS to the D2D transmitter, Gc,ti , the previous
interference to the link, It−1i , the RB selected by the D2D
link in the previous time slot, Kt−1i . Hence the state can be
expressed as sti = [G
d,t
i , G
c,t
i , I
t−1
i ,K
t−1
i ].
Action space: At each time t, the agent i takes an action
ati ∈ A, which represents the agent select a RB, according
to the current state, sti ∈ S, based on the decision policy pii.
The dimension of the action space is K if there are K RBs.
Reward function: The learning process is driven by the
reward function in the reinforcement learning. Each agent
makes decision by maximizing its reward with the interactions
of the environment. In order to maximize the D2D sum rate
while guaranteeing the transmission quality of CUEs, we
design a reward function relating to two parts: the D2D link
rate and the SINR constraints of CUE. In our settings, the
reward remains positive if the SINR constraints are satisfied;
if the constraints are violated, it will be a negative reward,
rneg < 0. The positive reward is proportion to the D2D link
rate Rd,ti . We use the Shannon capacity model to evaluate
Rd,ti = log(1 + ξd,ti ), where ξd,ti is the instantaneous SINR
of the received signal at the D2D receiver Dri at time slot t.
B. Neighbor-Agent Actor Critic for Spectrum Allocation
The spectrum allocation problem formulated in Section II-B
can be solved by applying the Q-learning [9], deep Q Network
[11] and Actor-Critic (AC) [10] methods. However, all of the
above methods model the reinforcement learning as a MDP.
In order to overcome the inherent non-stationary of the multi-
agent environment, a Neighbor-Agent Actor-Critic (NAAC)
framework is adopted to optimize the policy by modeling
multi-agent environment as Markov game and considering ac-
tion policies of other agents so as to successfully learn policies
that require complex multi-agent coordination. In addition,
NAAC can make full use of the cooperation between users to
further improve the overall performance of the system.
NAAC framework for spectrum allocation in D2D underlay
communications is shown in Fig. 1, which is a framework of
centralized training with decentralized execution. A D2D pair
Di is supported by an autonomous agent i. NAAC framework
is a extension of AC [13] where each agent is divided into two
parts: critic and actor. The actor selects the action according
to the observed state, and critic is augmented with extra states
and actions information of other neighbor agents to evaluates
the quality of the action. We allow the policies to use extra
information to ease training, so long as this information is
not used at execution time. The centralized training process
is done at the BS. In the distributed execution process, a D2D
pair Di (agent i) downloads the trained weight of the actor
from the BS and loads it into its own actor i. The actor
i selects action (RB) ati based on the state s
t
i observed by
the agent i from the environment. When the agent i takes
the action ati, the environment returns a reward r
t
i . When
the communication is in good condition, the D2D pair Di
can upload the historical information including (sti, a
t
i, r
t
i)
collected at the time of execution to the BS for subsequent
training.
A primary motivation behind NAAC is that, if we know
the actions taken by all agents, the environment is stationary
even as the policies change [14], since
p(s′i|si, a1, ..., aN , pi1, ..., piN ) = p(s′i|si, a1, ..., aN )
= p(s′i|si, a1, ..., aN , pi′1, ..., pi′N )
(6)
for any pii 6= pi′i. The constant transition probability satisfies
the Markov assumption of reinforcement learning conver-
gence. In a wireless communication environment, inter-user
interference is mainly related to neighbor users. Since when
the user’s transmit power is constant, the main factor affecting
the inter-user interference strength is the large-scale fading,
which is mainly related to the distance between users. There-
fore, it’s no need all users’ information to ensure the stability
of the environment, just the information of the neighbor users
is enough. For a D2D pair Di, we denote a set of λ D2D
pairs closest to Di plus Di itself as Nnbi . We can use the
information of neighbor agents instead of all agents to ensure
the stability of the multi-agent environment, since
p(s′i|si, a1, ..., aN ) ≈ p(s′i|si,anbi ), (7)
where anbi = {aj , j ∈ Nnbi } contains the actions of the
neighbors of agent i.
The goal in reinforcement learning is to learn a policy pi
which maximizes the expected return from the start distri-
bution J = E[R0] = E[
∑∞
n=0 γ
nrn]. In order to simplify
the representation, the state st, action at and return Rt at
the current moment are simply denoted as s, a and R, st+1
and at+1 at the next moment are simply denoted as s′ and
a′. The action-value function Q(s, a) corresponds to critic is
used in many reinforcement learning algorithms. In a single
agent environment, according to AC [13], consider function
approximators parameterized by θQ, the critic Q(s, a) can be
optimized by minimizing the loss:
Loss(θQ) = Es,a,r,s′ [(Q(s, a|θQ)− y)2], (8)
where y = r+γQ(s′, µ(s′)|θQ), µ : S ← A is a deterministic
policy of actor.
Based on Deterministic Policy Gradient [15], a parameter-
ized actor function µ(s|θµ) can be used to specify the current
policy by deterministically mapping states to a specific action.
The actor is updated by following the applying the chain rule
to the expected return from the start distribution J :
∇θµJ ≈ Es∼D[∇aQ(s, a|θQ)|a=µ(s)]∇θµµ(s|θµ), (9)
NAAC extends the AC into multi-agent environment. Con-
sider a Markov game with N agents, and let pi = {pi1, ..., piN}
be the set of all agent policies. We use the states and actions
of the neighbor agents of agent i to evaluate the action-value
function (critic) of agent i, which can be written as:
Qpii (s
nb
i ,a
nb
i ) = Esnb′i ,ri∼E [ri + γEanb′i ∼piQ
pi
i (s
nb′
i ,a
nb′
i )],
(10)
where snbi contains the states of the neighbors of agent i,
snbi = {sj , j ∈ Nnbi }, Qpii (snbi ,anbi ) is a centralized action-
value function that takes the states and actions of the agent
and its neighbor agents as input, and outputs the Q-value for
agent i.
Let the extended idea work with deterministic policies.
If we now consider N deterministic policies (actor) and
let µ = {µ1, ..., µN} be the set of all policies, and the
function approximator of the centralized action-value function
Qi of agent i parameterized by θ
Q
i , which we optimize by
minimizing the loss:
Loss(θQi ) = Esnbi ,anbi ,ri,snb′i [(Qi(s
nb
i ,a
nb
i |θQi )− yi)2], (11)
where
yi = ri + γQi(s
nb′
i ,µ(s
′)|θQi ). (12)
Consider the deterministic policy µi of agent i parameter-
ized by θµi . We can write the gradient of the expected return
for agent i, Ji = E[Ri] as:
∇θµi Ji ≈ Esnbi ,anbi ∼D[∇θµi Qi(s
nb
i ,a
nb
i |θQi )|ai=µ(si|θµi )]
= Esnbi ,anbi ∼D[∇aiQi(s
nb
i ,a
nb
i |θQi )|ai=µi(si)]∇θµi µi(si|θ
µ
i ).
(13)
Here D is the replay buffer contains the tuples (s,a, r, s′),
recording experiences of all agents. The replay buffer is a
finite sized cache. At each timestep the actor and critic are
updated by sampling a minibatch uniformly from the buffer.
The mapping between the state and action space of the
actor and the action-value function of the critic need to be
approximated by function approximators. Q-learning can’t
work well when the state-action space is very large, where
many states may be rarely visited, thus the corresponding
Q-values are seldom updated, leading to a much longer
time to converge [11]. Therefore, deep learning is introduced
into NAAC, and deep neural networks (DNNs) are used to
approximate the mapping in high-dimensional space.
In NAAC, we denote the set of actor networks and critic
networks of all agents as µ = {µ1, ..., µN} and Q =
{Q1, ..., QN} with the weights θµ = {θµ1 , ..., θµN} and θQ =
{θQ1 , ..., θQN}, respectively. The input of the actor network is
the state observed by the agent, and the output is the selected
action. The hidden layers in the actor network are all fully
connected layers. For the critic network, first enter snbi , after
a fully connected layer, then enter anbi , then go through several
fully connected layers, and finally output Qpii (s
nb
i ,a
nb
i ) .
C. Training Algorithm
Since BS has more computing power than the mobile
device, the centralized training process is done at the BS, As
shown in the green part of Figure 1. The training algorithm is
shown in Algorithm 1. The NAAC framework uses historical
TABLE I
SIMULATION PARAMETERS
Parameter Value
RB bandwidth 180 KHz
Number of CUEs 10
Number of RBs 10
BS transmission power (P b) 46 dBm
D2D transmission power (P d) 13 dBm
Cellular link pathloss 128.1 + 37.6 log10(d[km])
D2D link path loss exponent 4
UE thermal noise density -174 dBm/Hz
CUE target SINR threshold (ξcmin) 0 dB
Negative reward (rneg) -1
information to train the DNNs of actor and critic, and returns
the weights of actor network θµ.
Algorithm 1 Training Algorithm
Input: Actor network structure, critic network structure.
Output: The weights of actor network θµ.
Training:
1: Random initialize actor network µ and critic network Q with
the weights θµ and θQ.
2: All agents (D2D pairs) receive initial observation states s0 =
{s01, ..., s0N}
3: for each time slot t = 0, 1, ...T . do
4: All agents select actions at = {ati = µi(sti), i ∈ N}
according to the current policy.
5: All agents take actions at, observe rewards rt = {rt1, ..., rtN}
and observe new states st+1.
6: Save the tuples (st,at, rt, st+1) in D.
7: Sample a random mini-batch of tuples (s,a, r, s′) from D.
8: Set yi = ri + γQi(snb
′
i ,µ(s
′|θµ)|θQi ).
9: Update critic by minimizing the loss in equation (11).
10: Update the actor policy according to equation (13).
11: end for
IV. PERFORMANCE EVALUATION
In this section, we present the simulation results of the
NAAC in comparison to four distributed approaches: 1. The
most classic reinforcement learning method Q-learning [9];
2. A reinforcement learning method with better convergence
performance, Actor-Critic (denoted as AC) [10]; 3. The most
classic deep reinforcement learning method Deep Q Net-
work (denoted as DQN) [11]; 4. A game theory approach,
Uncoupled Stochastic Learning Algorithm developed in [16]
(denoted as SLA). Since we assume that each D2D pair can
only obtain its own CSI and there is no information interac-
tion between D2D users, centralized approaches with global
information do not participate in performance comparisons.
For the simulations, we consider a single cell scenario with
a radius of 500m. The CUEs and D2D pairs are distributed
randomly in a cell, where the communication distance of each
D2D pair cannot exceed a given maximum distance 30m. The
detail parameters can be found in Table I.
A. Simulations Results
In order to compare the convergence of these algorithms.
Fig. 2 shows the training process of the four approaches in
Fig. 2. Comparison of total reward performance during training process.
Fig. 3. Outage probability of cellular links versus the number of D2D links.
terms of the total reward performance when the number of
D2D pairs is 10. Total reward is the sum of the rewards
obtained by all agents. Since SLA is an online learning
algorithm, it does not participate in the discussion of this
indicator. We can see that NAAC has achieved the greatest
total reward, while the convergence is most stable. The
total reward and convergence of Q-learning are the worst,
since Q-learning can’t work well when the state-action space
is vary large. DQN solves the mapping problem of high-
dimensional space by using DNN, improves in both total
reward performance and convergence than Q-learning. For
the AC, its performance is better than Q-learning and DQN,
since AC optimizes the policy by combining the process of
the policy learning and value learning with good convergence
properties. However, none of the above algorithms considers
the impact of multi-agent environment on stability of training
process and the cooperation between multiple agents (D2D
pairs) on system performance. The NAAC introduces the state
and action information of neighbor D2D pairs to assist the
training process, greatly improving the stability of the training
process, and achieving a higher total reward.
The outage probability can reflect the reliability of the com-
munication links. In Fig. 3, we show the outage probability of
Fig. 4. Sum rate of D2D links versus the number of D2D links.
cellular links as a function of the number of D2D pairs N , and
NAAC works with the number of neighbor users λ = 3. The
outage probability of cellular links increases as the number
of D2D links grows, since there are more D2D pairs sharing
the spectrum with CUEs, which causes the CUEs to suffer
more severe cross-layer interference. It’s shown that NAAC
achieved the best performance, since the other four methods
update their own policies independently during the training,
NAAC can learn the policy of cooperation among users by
introducing the states and actions of neighbor D2D pairs to
assist the training. Therefore, the policies between different
D2D pairs can be coordinated with each other to prevent
multiple D2D pairs from simultaneously selecting the same
RB to cause severe cumulative interference to the CUE.
Fig. 4 shows the D2D sum rate as a function of N , and
NAAC works with λ = 3. The the D2D sum rate increases
as the number of D2D links grows, since more D2D pairs are
allocated to RBs. It can be seen that NAAC is significantly
better than the other four algorithms, and as the number of
D2D links increases, the advantages become larger. Since the
other four algorithms can only achieve individual optimiza-
tion, the effect of global optimization cannot be guaranteed,
but NAAC of centralized training with decentralized execution
can cooperatively optimize the sum rate of D2D links.
B. Discussion
The proposed framework combines the strengths of central-
ized and distributed schemes. Compared with the centralized
method, our method is executed without global information,
which significantly reduces the signaling overhead and alle-
viates the computational pressure of the BS. Therefore, our
method can scale well to larger networks. Compared with
distributed method, our method uses the historical information
of neighbor users to learn the policies of mutual cooperation,
avoiding frequent real-time information exchange between
users, more suitable for user-intensive communication sce-
nario. In addition, our method can transfer complex training
processes to the cloud (BS), significantly reduces the com-
plexity of algorithm execution.
V. CONCLUSION
This paper has studied the resource management in D2D
underlay communications, and formulated the intelligent spec-
trum allocation problem as a decentralized multi-agent deep
reinforcement learning problem. For full cooperation between
users, the NAAC framework of centralized training with
distributed execution is adopted, which requires no signaling
interaction. The simulation results show that the proposed
approach can effectively reduce the outage probability of
cellular links, improve the sum rate of D2D links and have
good convergence.
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