Abstract-Large popular events are nowadays well reflected in social media fora (e.g. Twitter), where people discuss their interest in participating in the events. In this paper we propose to exploit the content of non-geotagged posts in social media to build machine-learned classifiers able to infer users' attendance of large events in three temporal periods: before, during and after an event. The categories of features used to train the classifier reflect four different dimensions of social media: textual, temporal, social, and multimedia content. We detail the approach followed to design the feature space and report on experiments conducted on two large music festivals in the UK, namely the VFestival and Creamfields events. Our attendance classifier attains very high accuracy with the highest result observed for the Creamfields dataset ∼87% accuracy to classify users that will participate in the event.
I. INTRODUCTION
Large events like music festivals or religious celebrations attract thousands of participants, and hence they are usually well reflected in social media, where interested users express, through posts, their feelings, experiences or opinions about such events. One interesting analysis that can benefit several applications like advertising or mobility management is to detect, from the analysis of these posts, the actual user attendance to the event. We propose a machine learning approach for analysing social media posts of users discussing the event to infer their actual attendance. This task could be simple when only using the geotagged posts since the "check-in" or the user position can be trivially associated to the event location. However, very few posts of social media make use of accurate geotagging (on Twitter it is about 2% on average [1] ) and this would therefore result in a very sparse dataset. The challenge we address here is to predict the actual attendance of users to the mentioned event by using non-geotagged posts.
We distinguish three temporal intervals: before, during or after the event. The posts shared before the event may express the interest of the users in the upcoming event and their intention to attend. During the event, people may express their feelings about the event, may report issues with the provided services or may also share photos and videos. After the event, users may share photos and videos or report feelings and comments on their past experience about the event.
In deploying a classifier for each of the three temporal intervals of the event, we make use of four categories of features representing various aspects of social media: textual, temporal, social & multimedia content. Hence, the contributions of this paper are two-fold: (1) We propose the task of predicting the attendance of users at specific events, based on non-geotagged posts; (2) We instantiate this task into three classification tasks tailored for posts made before, during and after the event. Our experiments are conducted with Twitter datasets related to two large UK music festivals. We generate our ground truth and use it to train different supervised classification models using four categories of features 1 . The experimental results demonstrate that our classifiers can detect event attendance quite effectively, achieving accuracies ranging from 80% to 87% for the three classification tasks and the two datasets.
In the remainder of this paper, we describe related work in Section II. In Section III, we introduce our approach for classifying attendance and the features used to train suitable classifiers, while in Section IV the accuracy of each classifier is reported and analysed. Section V provides concluding remarks.
II. RELATED WORK
Many papers tackle the problem of estimating the current location of users or their home from non geo-located tweets [2] , [3] , [4] , [5] , [6] . Compared to these proposals, we have a different objective as we do not want to estimate the user's exact location at the time of the post, but classify the single posts on the basis of the user's future, current and past attendance to a given event. Events in social media have been extensively studied. The main aspects investigated in the literature are: (1) prediction of events attendance in EventBased Social Networks (EBSN) [7] , [8] , [9] ; (2) recommendation of events to users [10] , [11] ; and, (3) estimation of the number of attendees in a given event [12] . Zhang et al. [8] propose a supervised learning model to predict event attendance based on semantic, temporal, and spatial features. [9] address the extent to which geospatial, temporal, and social factors influence the users' preferences towards events formulating a predictive modeling task trying to match a user's mobility profile against the collective past Foursquare checkin activity of potential event attendees. Compared to these approaches we do not specifically deal with ESBN but instead 1 downloadable from: https://github.com/viniciusmonteiro/asonam2017 Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
focus on popular social media where events can have an "echo". We do not use users' history or preferences as we aim at classifying single posts by disregarding the user profiles and specific event information. Within the second category, event recommendation, [10] , [11] and [13] address the challenge of recommending events within event-based social networks (EBSNs). Each of these approaches is challenged by the coldstart problem, and recommendation evidence may resort to the events that are geographically closest [10] . Our work is complementary with respect to these approaches since we are interested in identifying the posts related to event attendance rather than in making recommendations. In any case our approach could allow to identify more precisely the target users for recommendations.
Finally, within the third category of related works [12] investigates whether mobile phone usage and the geolocated Twitter data can be used to estimate the number of people in a specific area at a given time. In [14] , the authors describe a methodology for identifying the user behavior and mobility patterns of Instagram social network users visiting the EXPO 2015 world fair in Milan, Italy and the FIFA World Cup 2014. A key difference of our approach is that we do not use geotagged information to infer attendance.
III. CLASSIFYING EVENT ATTENDANCE
In the real world, an event is something that occurs in a certain place during a particular interval of time. The place where the event occurs can be associated with its geographical coordinates (<lat, long>), and the temporal duration, which may vary from minutes to days or weeks. A social media post by a user u, may contain text, links, emoticons, photos and/or videos (depending on the specific social network), as well as the timestamp at which the post was created and a social component representing the relations of u with other users (likes, followers, retweets, etc). We define an event-related post p as any post that mentions one or more event identifiers and is thus possibly related to the specific event considered. We distinguish these event-related posts as occurring before the event when posted in a date before the starting date, during the event when posted between during the event, and after the event when posted after the event.
Our work aims at understanding if these weak and noisy expressions of interest occurring in event-related posts can be exploited to identify the users who are likely to attend an event and discriminate them ones who are not going to attend it. Specifically, we propose to use supervised machine learning approaches to train binary classifiers that can automatically distinguish between posts of attendees and non-attendees. We instantiate our classifier in three different tasks referred to posts published before, during, or after the date of the event.
We exploit four different categories of features: textual, temporal, social, and multimedia dimensions.
Textual features model the textual content of the post. We used a Bag of Words (BoW) model with unigrams, bigrams and trigrams occurring in the post. We apply lemmatization to group together the different inflected forms of a word. Thus each lemma and each sequence of two and three adjacent lemmas are considered as features.
Temporal features represent the time (in days) of the post with respect to the event.
Social features characterize the social profile of the posting user. Our social features are the number of followers, the number of followees and the ratio between them. We notice that users with a high number of followers and a relatively low number of followees are typically sponsors, organizers or VIPs who not necessarily attend the event.
Finally, the multimedia content features identify when a post has any multimedia content, such as a photo, video or a link to visual content posted in other social network like Facebook or Instagram.
IV. EXPERIMENTAL RESULTS
In a scenario of large music festivals, our experiments are organized into two research questions: RQ1: How accurate is our event attendance prediction classifier? (Sections IV-B) RQ2: What features groups help most to attain high prediction accuracy? (Section IV-C).
A. Experimental Setup
Our experiments are conducted using Twitter posts about two premier UK music festivals: Creamfields 2016 (held in Daresbury, UK, on August 25th-28th), and VFestival 2016 (held in Chelmsford/South Staffordshire, UK, on August 20th-21st). We collected tweets using both the Streaming API and REST API provided by Twitter. To obtain tweets related to the VFestival, we used the terms 'vfest' and 'v21st' as identifiers, while for the Creamfields event we used its own name. We used the Streaming API from August 10th to September 15th 2016, while the REST API was used to also collect the available past tweets from March 1st to September 15th 2016. Tweets generated by the official accounts of the events (@vfestival and @Creamfields) were removed as not potential attendees.
Aligned with our proposed three attendance classifier tasks, for each respective event the collected tweets are split on the basis of their timestamp into three different disjoint sets: posts made before, during or after the event. We randomly sample (without replacement) 460 distinct tweets for each task from each dataset, thus 1,380 tweets in total for each festival. Then, for each of the three tasks, a binary label is assigned to each tweet (positive class: a user who intends/is/has attended, and vice versa for the negative class). This human assessment is based on the textual or visual content of the tweet that provide any explicit evidence of attendance at the event to be established. Any other kind of interpretation (advertisement, sale of tickets, general information, regrets or impossibility, etc) were labelled as negative. Specifically, for each dataset and task, Table I reports the total number of labeled tweets, the respective percentage of positive and negative labeled cases, the total number of tweets collected and the number of users. Our experiments are conducted using a 5-fold cross validation, while preserving the proportion of positive and negative instances in each fold. For each task and dataset we trained three different classification models using: Gradient Boosting Decision Trees (GBDT), Logistic Regression (LR) and Random Forest (RF). All these algorithms, chosen among those consistently delivering state-of-the-art performance in text classification tasks [15] , are available in the scikit-learn library 2 used to train our classifiers.
B. Results: RQ1
We compare the effectiveness of our classifiers with those of two baselines: (a) Naive Bayes classifier trained on textual features only; (b) Occurrences, a baseline constructed by considering positive and negative lists of words. The positive list contains the words occurring in positive tweets of our training set. Instead, the negative list considers the negative tweets. This baseline assigns the positive label to a tweet if its text contains more words matching the positive list of words, negative otherwise. The most frequent class is assigned to ties. Table II reports the performance of the classifiers for each dataset and classification task (before, during, after). For the classifiers reported in this table, all features groups are used, with the textual content of posts represented according to the BoW model. Classification performance is measured in terms of accuracy, precision, recall, and F1 measures.
On analysing the results in Table II , we find that at least one of our classifiers attain effectiveness higher than the baselines for all tasks, with the highest performance observed on the Creamfields dataset (∼87% accuracy at classifying users that will participate in the event) using GBDT. For posts made during the event, GBDT obtained an accuracy of ∼82% when classifying the attendance of the users at the Creamfields and also when inferring past attendance at VFestival. We highlight the high precision (∼87%) achieved by LR on classifying tweets of attendees posted before the Creamfields festival. The performance achieved with RF on the VFestival dataset for the during task is also impressive: nearly every positive attendance case is correctly identified (recall ∼99%).
In summary, for RQ1, the accuracy results reported in Table II show that our approach is effective at classifying user attendance. We observe that GBDT on average outperforms the other algorithms and LR achieves the best accuracy in one of the six cases. In this section, we address our second research question, concerned with the contribution of the feature groups defined in Section III. In addressing this research question, we aim to understand which feature groups provide the most benefit to performance, across the three attendance classification tasks.
In answering RQ2, we consider only the GBDT classifier, which, according to the results reported in Section IV-B, achieves, on average, the highest performance. To evaluate the contribution of each group of features, we conduct an ablation study, i.e. remove each group of features from the learned classifier model on all features. Table III reports the results of the ablation study sorted by accuracy for each of the before, during and after classification tasks. The representation 'alltext' means we exclude the textual features, and so on.
On analysing Table III , we find, for the during task, that the multimedia features are important for attaining high accuracy, particularly for the VFestival, where a ∼5% drop in accuracy is observed when the multimedia feature group is ablated (0.802 → 0.757). Indeed, in this dataset, for example, we have that around 0.85%, 22% and 27% of the tweets posted, respectively before, during and after the event has some multimedia content. For the Creamfields the corresponding percentages containing multimedia content are: 0.4%, 8% and 20%, respectively.
Next, we note that social features exhibit usefulness for the before task in Creamfields and for the after tasks on VFestival, where the exclusion implies loss of accuracy. We postulate that these features allow to identify (negative) advertisement posts coming from event sponsors or news providers, all of whom have high number of followers.
Temporal features are important when classifying attendance after the completion of the event. Indeed, we note that low values for this feature (i.e. shorter difference between the dates before or after the event) are indicative for identifying the actual attendees of the event, while higher values (distant from the event) are indicative for identifying non-attendees.
The users express their attendance in an event through the post text in different ways depending on the period (before, during, after). Hence, the textual features extracted from posts vary depending on the task. As we can see from the table, textual features are the most important for the before and after tasks. For these tasks, in both datasets, once we exclude those features, the accuracy drops tightly. Before the event, the users mention often their participation by posting about the purchase and delivery of their tickets. After the event, the users express their experience, how they feel after the event and state willingness to come back to next edition. The meta textual content (number of words, hashtags, mentions, URLs and emoticons) only exhibit importance for attaining accurate classifications for the before task of the VFestival.
Finally, and to summarise our findings for RQ2, we find that while each of the features groups has some impact for at least one of the tasks, we highlight again the usefulness of the textual features for the prediction of attendance before and after the event. Indeed, when this group is ablated from the model, the classification accuracy decreases remarkably V. CONCLUSIONS In this paper we proposed a classification approach to infer event attendance from users media posts. A key detail of our proposed approach is that our inference is done by classifying the non-geotagged content of the users' posts. We trained machine-learned classifiers using tweets related to two large music festivals in the UK, and we evaluated their accuracy and precision in comparison to two classical baselines The results show how our approach performs consistently better than the baselines, exhibiting 87% accuracy at classifying attending users.
