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ABSTRACT
Additive IncreaseMultiplicativeDecrease (AIMD) is a widely
used congestion control algorithm that is known to be fair
and efficient in utilizing the network resources. In this pa-
per, we revisit the performance of the AIMD algorithm un-
der realistic conditions by extending the seminal model of
Chui et al. [6]. We show that under realistic conditions
the fairness and efficiency of AIMD is sensitive to changes
in network conditions. Surprisingly, the root cause of this
sensitivity comes from the way the congestion window is
rounded during amultiplicative decrease phase. For instance,
the floor function is often used to round the congestion win-
dow value because either kernel implementations or protocol
restrictions mandate to use integers to maintain system vari-
ables.
To solve the sensitivity issue, we provide a simple solu-
tion that is to alternatively use the floor and ceiling functions
in the computation of the congestion window during a mul-
tiplicative decrease phase, when the congestion window size
is an odd number. We observe that with our solution the
efficiency improves and the fairness becomes one order of
magnitude less sensitive to changes in network conditions.
Keywords
AIMD, Sensitivity, Fairness, Efficiency, Integer Arith-
metic.
1. INTRODUCTION
The Additive Increase Multiplicative Decrease (AIMD) [17]
is the most popular congestion control algorithm be-
cause of its excellent trade-off between fairness and effi-
ciency unlike other algorithms such as additive increase
additive decrease (AIAD), multiplicative increase multi-
plicative decrease (MIMD), and multiplicative increase
multiplicative decrease algorithm (MIAD), as shown by
Chiu et al. [6].
Despite the popularity of their model, Chiu et al. [6]
acknowledge that it cannot be used for a realistic per-
formance evaluation of the AIMD algorithm. Their
model inherently assumes that each source’s reaction
to the feedback is instantaneous. They also assume ho-
mogeneous round trip times among competing flows;
this makes the reaction to the feedback synchronous.
Such synchronous and instantaneous reaction to feed-
back does not exist in real network because real net-
works consists of flows with different round trip times
competing for the bottleneck resource. The round trip
times introduces a non zero delay in the time to react
to the feedback. The heterogeneity in round trip times
also ensures that the reaction to the feedback is asyn-
chronous. Another shortcoming of their model is that
they assume that systems implementing AIMD can use
real numbers. However, either due to protocol restric-
tions or due to restrictions imposed by the operating
system kernels, developers may be restricted to use only
integer variables while implementing the AIMD algo-
rithm.
Additive IncreaseMultiplicative Decrease (AIMD) [17]
is the current congestion control algorithm used in TCP
[4] when losses are used as the signal of congestion. In
addition, the AIMD algorithm has been proposed for
ICP [5] to regulate the rate of content requests in Con-
tent Centric Networks [18]. We therefore believe that a
model to capture the behavior of AIMD under realistic
conditions is important and timely.
In this paper, we make the following contributions.
1. We extend the model of Chiu et al. [6] to improve
its realism by taking into account (a) asynchronous
feedback, (b) system variables maintained as inte-
ger, and (c) round trip time heterogeneity. We be-
lieve this extension can be easily applied to other
algorithms such as AIAD, MIAD, and MIMD.
2. We show that the AIMD fairness is highly sensitive
to changes in the capacity of the bottleneck and
also in the round trip time. We show that the root
cause of this sensitivity is the rounding operation
performed on the congestion window size during a
multiplicative decrease phase.
3. We provide a fix to the implementation of the
AIMD algorithm to solve this high sensitivity that
(a) improves fairness, (b) reduces the sensitivity
of fairness to changes in network conditions by an
order of magnitude, and (c) improves the overall
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efficiency. We also show the perfect compatibility
of our solution with current TCP implementation,
which makes an immediate and incremental de-
ployment of our solution possible.
The remainder of this paper is structured as follows.
We begin by providing a summary of our reference model,
the model of Chiu et al. [6], and detail its shortcomings
in Section 2. In Section 3, we extend the reference model
to abstract realistic conditions that exist in communica-
tion networks. We then provide numerical results that
highlight issues such as unfairness of AIMD under real-
istic network conditions. In Section 4, we present our
solution to address these issues of AIMD. We also pro-
vide supporting numerical results to quantify the ben-
efits of using our solution. We discuss the related work
in Section 5 and finally conclude in Section 6.
2. REFERENCE MODEL
In this section, we present the reference model of
Chiu et al. [6] and show the need to extend it. We
henceforth refer to this model as the reference model.
2.1 Model Description
Chiu et al. [6] consider a network of n flows that share
the service of a single bottleneck of capacity Xgoal. In a
given slot of their discrete time model, each user i gen-
erates a load given by xi(t). The total load generated
by the n users during the time slot t is X(t) =
i=n∑
i=1
xi(t).
Congestion at the bottleneck (that is X(t) > Xgoal) is
signaled with a binary feedback y(t) = 1 that indicates
users decrease their respective load. Conversely, when
there is no congestion (that is X(t) ≤ Xgoal), y(t) = 0,
which indicates users to increase their load.
In summary, Chiu et al. [6] use the following equa-
tions to represent the AIMD algorithm.
X(t) =
i=n∑
i=1
xi(t), (1)
y(t) =
{
0 when X(t) ≤ Xgoal
1 when X(t) > Xgoal
(2)
xi(t + 1) =
{
aI + xi(t) when y(t) = 0
mDxi(t) when y(t) = 1.
(3)
In Equation (3), aI and mD respectively represent the
additive increase and multiplicative decrease compo-
nents of the AIMD algorithm. In the rest of the paper,
unless explicitly specified, we consider the most popular
values of aI = 1 and mD = 0.5 [4, 9, 17].
2.2 Shortcomings of the model
The important shortcomings of this model are as fol-
lows.
1. The model assumes that each flow has the same
fixed round trip time.
2. As a consequence, all users get notified of a conges-
tion event in the same time slot, that is end-users
reaction to a congestion is synchronous.
3. The load generated by each flow is assumed to be
a floating point number (see Equation (3)).
However, there is a high round trip time heterogene-
ity in the Internet leading to asynchronous feedback
loops. In addition, integer variables are used in AIMD
algorithm implementations either because of protocol
restriction [5] or because popular kernels, such as the
Linux kernel, strongly recommend against using float-
ing point operations in the kernel [7]. We believe con-
sidering integer variables is important because the mul-
tiplicative decrease operation performed using integers
introduces rounding errors whose impact on the perfor-
mance of AIMD is not known.
We would like to point out that though Linux and
BSD implementations maintain the TCP congestion win-
dow as integer variables, the units used by these kernels
differ. The BSD kernel maintains the congestion win-
dow as bytes while the Linux kernel maintains the con-
gestion window as full sized segments. The IETF RFC
for TCP [4] suggests keeping the congestion window in
bytes, however, it acknowledges that some implemen-
tations maintain the window in units of full sized seg-
ments or packets; this RFC also acknowledges the use
of integer arithmetic while performing the multiplica-
tive decrease. We shall later see the impact of using
packets instead of bytes.
In summary, in this section, we described the refer-
ence model of Chiu et al. [6] and highlighted its short-
comings. In the next section, we present an extension
to address the shortcomings.
3. EXTENSION TO REFERENCE MODEL
In this section, we first present our extension to the
reference model. We then present the metrics we use for
the numerical resolution of our reference model. Finally,
we analyze the numerical resolution and identify the
root cause of a high sensitivity of the AIMD algorithm
to network conditions.
3.1 Description of Extension
We now extend the reference model to address its
shortcomings. To take into account the notion of round
trip time, we assume that the load generated by the i-th
source remains in the system for a round that lasts for a
duration of di slots; we call di the round duration of the
i-th user. For our analysis we assume that the round
duration of each user is fixed1. During the first slot of a
1The model can be extended to support a round duration
that varies with time. However, in this paper, we restrict
ourselves to a round duration that does not change with
time.
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Figure 1: Numerical resolution of a system of three
flows with round duration of 10, 11, and 13 slots when
Xgoal = 12.We observe that the flows respond asyn-
chronously to the feedback.
round, the i-th user updates its load depending on the
feedback received during the last round of di slots. The
i-th user increases its load only if the system was not
overloaded during the last round.
Our extension to the reference model keeps Equa-
tion (1) and Equation (2) and modifies Equation (3) as
follows.
xi(t + 1) =


xi(t) when t 6≡ 0(mod di) (4a)
aI + xi(t) when t ≡ 0(mod di) and
di−1∑
j=0
y(t − j) = 0 (4b)
max(⌊mDxi(t)⌋, 1) otherwise (4c)
In this extension, Equation (4a) abstracts the notion
of round trip times per flow, Equation (4b) and Equa-
tion (4c) ensure that the response time to a congestion
notification is a function of the round duration (di);
thus the flows react to a congestion asynchronously.
Equation (4c) restricts the minimum load to be 1, the
smallest non zero integer; similar restrictions exist in
TCP [4]. For example, the following code snippet shows
that the TCP implementation in Linux kernel version
3.5.2, one of the latest kernel versions2, uses the floor
function and restricts the minimum congestion window
to at least two TCP segments on a multiplicative de-
crease.
u32 tcp_reno_ssthresh(struct sock *sk)
{
const struct tcp_sock *tp = tcp_sk(sk);
return max(tp->snd_cwnd >> 1U, 2U);
}
We would like to point out that our extension can be
used for realistic evaluation of other algorithms such as
AIAD, MIAD, and MIMD, however in this paper we
restrict ourselves to the popular AIMD algorithm.
We now use Figure 1 to validate that our extension
indeed addresses the shortcomings presented in Sec-
tion 2.2. Figure 1 shows the time evolution of the load
2Proportional rate reduction [8] ensures that congestion win-
dow is set to the slow start threshold after loss recovery.
generated by three flows that share a single bottleneck
of capacity Xgoal = 15. The three flows have a round
duration of 10, 11, and 12 slots respectively; all the
three flows start with a load of 1. We see that each
source updates its load during different time slots. This
shows that the reaction to a feedback is asynchronous
and that it depends on the round duration. We also
see that the flow 1 (d1 = 10) dominates the other flows.
Considering the dominance of flow 1, it is desirable to
know if the flows are indeed receiving their fair share
and if the system is efficient. In the next section we
present the metrics we use to evaluate the fairness and
efficiency.
3.2 Metrics To Evaluate Performance of AIMD
Algorithm
We now present the metrics to evaluate the system
performance, and study the trade-off between fairness
and efficiency of the AIMD algorithm.
1) Mean Load (x¯i). The mean load generated by the
i-th flow is x¯i =
∑t=T
t=1 xi(t)
T
, where T represents the
total time for which the flow was active. We use the
mean load to compute the following metrics.
2) Load Ratio and Sensitivity of Load Ratio. We use
the ratio of the load generated by two flows as an in-
dicator of the fairness between these two flows. We
compute the load ratio between flow i and flow j as
follows, Lij =
x¯i
x¯j
. By using the technique used by
Mathis et al. [20], one can show that the desired value
of the load ratio is Lij =
dj
di
.
In the following, we define the sensitivity of the load
ratio to a change in the round duration and in Xgoal.
When all the system variables other than the round
duration of flow k are constant, a change in the round
duration dk of flow k by ∆dk results in the load ratio
between flow i and flow j to be modified by ∆Lij . We
define the sensitivity of the load ratio Li,j to the change
in round duration of flow k as |
∆Lij
∆dk
|. Similarly, when
all the system variables other than Xgoal are constant,
a change in Xgoal by an amount ∆Xgoal results in the
load ratio between flow i and flow j to be modified by
a value given by ∆Lij . We define the sensitivity of the
load ratio Li,j to the change in Xgoal as |
∆Lij
∆Xgoal
|.
3) System Efficiency (ρ) and Sensitivity of System
Efficiency. We define the efficiency of a system with n
flows competing for a bottleneck resource with a capac-
ity Xgoal to be ρ =
∑n
i=1 x¯i
Xgoal
.
In the following, we define the sensitivity of the ef-
ficiency to changes in round duration and changes in
Xgoal. When all the system variables other than the
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round duration of flow k are constant, then a change
in the round duration dk of flow k by an amount ∆dk
results in the efficiency to be modified by a value given
by ∆ρ. We define the sensitivity of the system effi-
ciency ρ to the change in round duration of flow k as
|
∆ρ
∆dk
|. Similarly, when all the system variables other
than Xgoal are constant, then a change in Xgoal by an
amount ∆Xgoal results in the efficiency to be modified
by a value given by ∆ρ. We define the sensitivity of the
system efficiency ρ to a change in Xgoal as |
∆ρ
∆Xgoal
|.
In summary, we use the load ratio Lij and the effi-
ciency ρ to evaluate the trade-off between system fair-
ness and system efficiency. We use the load ratio and
not the Jain fairness index [2,6] for evaluating the fair-
ness because the load ratio gave us a better picture on
the sensitivity of fairness. We use the sensitivity of the
load ratio and the sensitivity of the efficiency to quantify
the system sensitivity to changes in the network condi-
tions. One can also extend this study of sensitivity to
changes in the initial conditions of the load generated
by the flows. However, based on our results we present
in the following section, we believe that the parameters
we use give a clear picture of the behavior of the system.
3.3 Numerical Evaluation
For the sake of clarity, in this section, we only present
results for a network of two flows. We performed nu-
merical evaluation for a network of up to four flows and
our conclusions hold for all the different networks we
evaluated.
The goal of our evaluation is to assess the impact of
integer arithmetic on the fairness and efficiency of an
AIMD algorithm. To reach this goal, we compare the
numerical evaluation of our model using integer arith-
metic with the numerical evaluation of our model using
floating point arithmetic, that is Equation (4c) is re-
placed by xi(t) = max(mDxi(t), 1).
In the following, we start presenting the parameters
used for the numerical evaluation of our model, then we
discuss its fairness properties and finally its efficiency.
3.3.1 Parameters
In our extension to the reference model, the round du-
ration abstracts the round trip time in communication
networks. About 70% of the round trip times observed
by iPlane measurements are less than 150 ms [19]. Based
on their results, we select the round duration of flow 1,
d1, in the interval [50, 75] slots, and the round duration
for flow 2, d2 in the interval [25, 150] slots.
The load generated by each flow abstracts the notion
of congestion window. We now use the following calcu-
lations to determine the range of Xgoal values. Akamai
reports that 73% of the global links to Akamai servers
have a connection speed of less than 5 Mbps [3]. The
Variable Description
n The number of flows.
di The round duration of i-th source.
xi(t) The load generated by i-th flow.
X(t) The total load generated by the n flows.
Xgoal The capacity of bottleneck resource.
y(t) The feedback.
Lij The ratio of load generated by flow i and flow j.
ρ The system efficiency.
aI Additive increase component of AIMD
mD Multiplicative decrease component of AIMD
Table 1: Summary of variables used in our extension to
the reference model.
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Figure 2: Load Ratio for Xgoal of 10, 30 and 50. Round
duration was 50 slots for flow 1, and 50 slots to 100
slots for flow 2. Using integer arithmetic for the load
generated makes the system more sensitive to changes
in the round duration.
same report also mentions that 27% of connections from
India to Akamai servers use a link speed of less than
256 kbps. A one way delay of 75 ms (round trip time of
150 ms) for a link speed of 5 Mbps results in a conges-
tion window of 32 packets of 1500 bytes. Therefore, for
each pair of (d1, d2) we performed numerical evaluations
using an Xgoal in the interval [10, 75].
For our numerical evaluation, we assume that each
flow begins with a load of 1. We stop the evaluation
after 0.5 ∗ 106 slots. In this section, unless explicitly
specified we consider aI = 1 and mD = 0.5.
3.3.2 Fairness
Figure 2 shows the impact of integer and floating
point arithmetic on the fairness of an AIMD algorithm
under realistic network conditions. In this figure, we
plot the load ratio for d1 = 50, d2 in the interval [50, 100],
and Xgoal in the set 10, 30, 50. The desired value for the
load ratio Lij is d2/d1. However, in Figure 2 (a) we ob-
serve that with integer arithmetic the load ratio incre-
ments in steps as d2/d1 increases. These steps indicate
that one of the two flows gets more than its desired fair
share. Furthermore, we observe that the curves differ
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Figure 3: Maximum and minimum load ratio when
10 ≤ Xgoal ≤ 50, 50 ≤ d1 ≤ 75, and 0.5d1 ≤ d2 ≤ 2d1.
The maximum load ratio is significantly larger when us-
ing integer variables compared to when floating point
variables are allowed.
vastly for different values of Xgoal. We observe that
the steps become steeper, indicating a higher unfair-
ness, when Xgoal is smaller. The explanation is that
the steps become steeper because a decrease in the in-
put values for Equation (4c) causes the rounding errors
due to the floor function in Equation (4c) to increase.
In addition Figure 2 (b) shows that the fairness of the
AIMD algorithm with floating point arithmetic, does
not contain the steps observed in Figure 2 (a). This
validates our intuition that the rounding errors intro-
duced by Equation (4c) are responsible for the steps
observed in Figure 2 (a). .
We now specifically focus on the impact of Xgoal on
the fairness of an AIMD algorithm with integer (Int.)
and floating point (Flt.) arithmetic in Figure 3. In this
figure, for each value of Xgoal selected in the interval
[10, 50], we consider d1 ranging from 50 to 75, and for
each value of d1, we choose d2 ranging from 0.5d1 to
2d1. For each value of Xgoal, the desired value of the
load ratio is d2/d1. We therefore expect the maximum
load ratio to be 2 and the minimum load ratio to be
0.5 for all values of Xgoal. In Figure 3, we plot the
minimum and maximum load ratio observed for each
Xgoal for all d1 and d2.
When xi(t) is a floating point number we observe
that the maximum and minimum load ratios converge
to their desired values of 2 and 0.5 respectively when
Xgoal is large. However, for smaller values of Xgoal we
observe a significant difference between the desired val-
ues and the observed values. This difference is because
the amount of overload due to an additive increase of
1 (aI = 1) increases when Xgoal decreases. When xi(t)
is an integer, we observe a non-monotonous behavior.
This is because of the rounding errors introduced by the
floor function in Equation (4c).
We quantify the sensitivity of the load ratio to vari-
ations in the round duration and Xgoal in Figure 4 (a)
and Figure 4 (b) respectively. In Figure 4 (a) we use a
semilog scale to plot the maximum and minimum value
of the sensitivity to the round duration d2 for each value
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Figure 4: Sensitivity of load ratio. Sensitivity when
using integers is an order of magnitude larger compared
to when floating point numbers are used to maintain the
load.
of Xgoal; we use ∆d2 = 1 for this plot. The values of
d1, d2, and Xgoal were chosen from the same set used to
generate Figure 3. In Figure 4 (a) we observe that the
maximum sensitivity with floating point arithmetic is
an order of magnitude smaller than with integer arith-
metic for all the values of Xgoal considered. We also
observe that the difference between the maximum and
minimum sensitivity when using floating point num-
bers is visibly smaller than when using integer arith-
metic. Figure 4 (a) thus shows that using floating point
arithmetic makes the system less sensitive to changes in
round duration for a given value of Xgoal.
In Figure 4 (b), we use a semilog scale to plot the
sensitivity |
∆L12
∆Xgoal
|, when d1 = 50, and Xgoal was var-
ied from 10 to 50 in steps of 1. In this figure we con-
sider d2 from 50 to 100 giving 1 ≤ d2/d1 ≤ 2. As in
the case of Figure 4 (a), in Figure 4 (b) we observe that
using floating point arithmetic results in a smaller max-
imum sensitivity compared to when integer arithmetic
is used. We also observe that the difference between the
maximum and minimum sensitivity when using floating
point numbers is visibly smaller than when using integer
arithmetic.
In conclusion, a system that uses integer variables is
more sensitive to changes in the round duration and
Xgoal compared to a system that uses floating point vari-
ables.
3.3.3 Efficiency
We have seen that integer arithmetic adversely im-
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Figure 5: Efficiency when 10 ≤ Xgoal ≤ 50, 50 ≤ d1 ≤
75, and 0.5d1 ≤ d2 ≤ 2d1. Using integers as system
variables provides better system efficiency compared to
using floating point numbers.
pacts the fairness of an AIMD algorithm, we will now
explore its impact on efficiency. In Figure 5, we plot
the median efficiency of a system for a given value of
Xgoal, the error bars indicate the minimum and maxi-
mum efficiency of the system. In Figure 5 we observe
that the median efficiency when using integer arithmetic
is higher than the median efficiency when using floating
point arithmetic for even values of Xgoal. When Xgoal
is odd we observe that median efficiency is close to the
maximum and minimum efficiency when floating point
arithmetic is used.
The explanation for these observations is as follows.
When the system is overloaded, X(t) > Xgoal, integer
arithmetic causes the total load to exceed Xgoal by a
load of at least 1 and at most n (1 ≤ X(t)−Xgoal ≤ n).
Floating point arithmetic enables to signal an overload
even when Xt−Xgoal < 1; the range of values that can
cause an over load is therefore 0 < X(t) − Xgoal ≤ n
when floating point arithmetic is used. Therefore, the
flows can be more aggressive when integer arithmetic
is used compared to when floating point arithmetic is
used. Furthermore, when Xgoal is a multiple of the
number of flows, floating point arithmetic ensures that
0 < X(t) − Xgoal ≤ 1 when the round duration of at
least one pair of flows is different. Thus, for even val-
ues of Xgoal in Figure 5, we observe that the median
efficiency when using integer arithmetic is higher than
the median efficiency when using floating point arith-
metic. The system attains maximum efficiency when
the round duration of each of the flows is the same.
This is because all the flows are equally aggressive in
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Figure 6: Sensitivity of efficiency. Sensitivity when us-
ing floating point numbers is an order of magnitude
larger compared to changes in Xgoal when integers are
used to maintain the load.
attaining their respective fair share. When Xgoal is odd
(for n = 2), floating point arithmetic ensures that the
0 < Xt − Xgoal ≤ 1 for all combinations of round du-
ration in the steady state. Therefore we observe that
the median efficiency is close to the maximum and min-
imum efficiency.
.
We present the sensitivity of the efficiency to delay
and Xgoal variations in Figure 6. The range of input
values used to plot Figure 6 are the same as the ones
Figure 4. We observe in Figure 6 (a) that, when Xgoal
is odd, the maximum sensitivity is smaller with float-
ing point arithmetic than with integer arithmetic, but
the sensitivity in both cases is similar when Xgoal is
even. In Figure 6 (b) we observe a smaller difference
between the maximum and minimum sensitivity when
integer arithmetic is used compared to when floating
point arithmetic is used. In Figure 6 we observe that
the efficiency of a system that uses integer variables is
an order of magnitude less sensitive to changes in Xgoal
compared to a system that uses floating point numbers.
3.3.4 Summary
To recap, during the numerical evaluation of our ex-
tension to the reference model we made the following
observations.
1. With integer arithmetic, the load ratio (and hence
fairness) is sensitive to the round duration of the
competing flows and the value of Xgoal. We ob-
serve that the fairness is an order of magnitude
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more sensitive with integer than with floating point
arithmetic.
2. With integer arithmetic, the efficiency of the sys-
tem is higher than with floating point arithmetic.
We also observe that the efficiency of the system
using integers arithmetic is an order of magnitude
less sensitive to changes inXgoal than with floating
point arithmetic.
3.4 Discussion on Realistic Implementation of
AIMD
The numerical resolution of our extension to the ref-
erence model portrays the classical trade-off between ef-
ficiency and fairness. On the one hand we observe that
the system is more efficient when it uses integer vari-
ables while on the other hand the system suffer from
poor fairness.
We also observe that the error introduced by the floor
function performed during the multiplicative decrease
amplifies when the round duration of competing flows
are different. The amplification of the error makes the
fairness of the system sensitive to changes in the round
duration and Xgoal. Furthermore, we also observe that
the unfairness increases as the bottleneck resource ca-
pacity, Xgoal, decreases.
In our extension we assume that the floor function is
used when performing the multiplicative decrease. We
make similar observations when we use the ceiling func-
tion instead of the floor function in Equation (4c). Sim-
ilarly, in this section we present results for a system of
two flows. We have performed numerical evaluations
for a system of up to four flows and we make similar
observations with respect to fairness and efficiency and
their sensitivity to round duration and Xgoal.
It is important to remark that the issue we observe
with integer arithmetic is an implementation issue be-
cause of protocol restrictions or because of restrictions
by the operating systems. There is a rounding error,
when the floor operation is performed on an odd con-
gestion window during a multiplicative decrease phase.
Therefore, we qualify this issue as an implementation
bug that needs to be solved. In the following section,
we present our solution to this rounding error bug.
4. FIXING THE ROUNDING ERROR BUG
In this section, we first present a fix to the bug causing
rounding errors on a multiplicative decrease with inte-
ger arithmetic. Then, we show that our fix solves the
observed unfairness issue without sacrificing efficiency.
4.1 Description of the fix
Our fix simply consists in alternating between the
floor and the ceiling functions on successive calls to the
multiplicative decrease procedure when its input is an
odd number. The insight for this fix is the following.
The bug we observed in Section 3.3 is due to a round-
ing error. By alternating the floor and ceil functions, we
expect to compensate for the rounding errors. In addi-
tion, in Equation (4c), the multiplication by mD = 0.5
produces an error only if the input for the multiplica-
tive decrease is an odd number; there is no error when
the multiplicative decrease is performed for even num-
bers. We therefore alternate between the floor and ceil-
ing functions only when a multiplicative decrease is per-
formed when the load is an odd numbers. The imple-
mentation of this fix is simple. We maintain a state in
variable a which indicates whether the floor (a = 0) or
the ceiling function (a = 1) needs to be called during
the multiplicative decrease. The pseudo-code for our fix
is the following.
if x(t) is even then
x(t+ 1)← max(x(t)/2, 1)
else
x(t+ 1)← max(x(t)/2 + a, 1)
a← (a+ 1) mod 2
end if
We would like to point out that this fix is specific to an
AIMD algorithm with mD = 0.5. However, for other
values of mD similar fixes can be applied.
4.2 Numerical Evaluation
We evaluate in the following the efficiency and fair-
ness achieved by our fix, and the possibility to incre-
mentally deploy a patch. During incremental deploy-
ment flows that use our fix shall compete with flows
that use the floor function while performing the multi-
plicative decrease (see Equation (4c)). For qualitative
assessment of the impact of such a deployment, we also
consider a system with two flows where one flow uses
the floor function and the other uses the ceiling func-
tion while performing the multiplicative decrease. We
use the following notations in the legend of the figures
in this section.
• Our: The two flows use our fix.
• Int.: The two flows use integer arithmetic with the
floor function (see Equation (4c)).
• Flt.: The two flows use floating point arithmetic.
• Our-Int.: Both the flows use integer arithmetic,
however, one of the two flows uses our fix while the
other uses the floor function. We use this result to
assess the impact of incremental deployment of our
fix.
• Int.*-Int.: Both the flows use integer arithmetic,
however, one of the two flows uses the ceiling func-
tion while the other uses the floor function.
In Figure 7, we present the maximum and minimum
load ratio between two flows; the range of values for
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Figure 7: Maximum and minimum load ratio when
10 ≤ Xgoal ≤ 50, 50 ≤ d1 ≤ 75, and 0.5d1 ≤ d2 ≤
2d1. We observe that when using our fix the load ratio
monotonously converges to the desired values.
Xgoal, d1, and d2 are the ones we used for Figure 3 in
Section 3.3. We observe that values for the maximum
load ratio with our fix are very close to the ones with
floating point arithmetic. During incremental deploy-
ment (Our-Int.), we observe that the maximum load
ratio is not a monotonous function of Xgoal; the load
ratio is significantly larger compared to when both the
flows use our fix. This is because the flow that uses
our fix performs the ceiling function, which is more ag-
gressive that the floor function, during at most half of
the multiplicative decrease events. However, the max-
imum load ratio during incremental deployment (Our-
Int.) does not exceed the maximum load ratio observed
when one flow uses the ceiling function and the other
uses the floor function(Int*.-Int.). We make similar ob-
servations for the minimum load ratio in Figure 7 (b).
We show in Figure 8 that by using our fix the load ra-
tio, and thus system fairness, is an order of magnitude
less sensitive to changes in both the round duration
and Xgoal. We use the same range of values used to
plot Figure 4 (a) and Figure 4 (b) in Section 3.3. In
Figure 8 (a), we observe that with our fix (Our) the
sensitivity of the load ratio is close to the one obtained
with floating point arithmetic (Flt.), that is much bet-
ter than with integer arithmetic without our fix (Int.).
In a system where one flow uses our fix and the other
one uses the floor function during the multiplicative de-
crease (Our-Int.), the sensitivity is similar to that ob-
served when both the flows use the floor function. In
Figure 8 (b), we also observe that our fix solves the sen-
sitivity issue of the load ratio to Xgoal variations.
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Figure 8: Sensitivity of the load ratio to the round dura-
tion and to Xgoal when 10 ≤ Xgoal ≤ 50, 50 ≤ d1 ≤ 75,
and 0.5d1 ≤ d2 ≤ 2d1. We observe that with our fix the
system achieves the low sensitivity exhibited when using
real numbers.
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Figure 9: Efficiency when 10 ≤ Xgoal ≤ 50, 50 ≤ d1 ≤
75, and 0.5d1 ≤ d2 ≤ 2d1. We observe that by using
our fix the system does not loose out on efficiency.
We now show that our fix significantly improves ef-
ficiency compared to the case with integer arithmetic
without the fix. In Figure 9 (a), we plot the efficiency
of the system when both flows use our fix. By compar-
ing Figure 5 (a) and Figure 5 (b) with Figure 9 (a), we
observe that the median efficiency with our fix is better
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Figure 10: Sensitivity of the efficiency when 10 ≤
Xgoal ≤ 50, 50 ≤ d1 ≤ 75, and 0.5d1 ≤ d2 ≤ 2d1. We
observe that, despite using integers, by using our fix the
system becomes less sensitive to changes in round dura-
tion compared to when using only the floor function.
than the one observed with integer arithmetic or even
with floating point arithmetic. We also observe that the
minimum efficiency can be higher by up to 2.5% with
our fix than with integer arithmetic without our fix. In
Figure 9 (b), we observe that the system efficiency does
not suffer when one flow uses our fix while the other
uses integer arithmetic without our fix (that is the floor
function only) during the multiplicative decrease phase.
We now use Figure 10 to show that the sensitivity
of efficiency to changes in round duration and Xgoal
does not increase with our fix compared to when inte-
ger arithmetic is used with the floor function only. In
Figure 10 (a), we plot the sensitivity of the efficiency
to changes in the round duration. We observe that for
odd values of Xgoal, the sensitivity with our fix is more
than the low sensitivity observed with floating point
arithmetic; however, it does not exceed the sensitiv-
ity observed when using only integer arithmetic with
the floor function. When Xgoal is even, our fix mimics
the behavior of using integer arithmetic and we observe
a maximum sensitivity that is less than that observed
when floating point arithmetic is used to maintain the
system variables. Furthermore, when a source that uses
our fix competes with a source using the floor function
the maximum sensitivity does not increase to value be-
yond those exhibited when using either integer arith-
metic or floating point arithmetic. In Figure 10 (b) we
observe that our fix produces the smallest values for
maximum sensitivity of efficiency to Xgoal. We also ob-
serve that during incremental deployment of our fix the
maximum sensitivity does not exceed the maximum sen-
sitivity observed when floating point arithmetic is used.
To recap, we observe that with our fix the system fair-
ness improves to compared to when only integer arith-
metic is used. We also observe that during incremental
deployment of our fix the system fairness is never worse
than the fairness exhibited when one flow uses the ceil-
ing function and the other uses the floor function. Our
results show that the gains in fairness do not result in
poor efficiency. We observe that by using our fix the
system is able to maintain the levels of efficiency ex-
hibited when integer arithmetic is used with the floor
function.
4.3 Summary
In the previous section, Section 3, we observed that
the AIMD algorithm is the fairest with floating point
arithmetic and the most efficient with integer arith-
metic. In this section, we proposed a fix and showed
that our fix achieves both the best fairness and effi-
ciency. We observe that, despite using integers to main-
tain system variables, our fix makes the algorithm fair-
ness an order of magnitude less sensitive to changes in
the network condition without a decrease in system ef-
ficiency.
We also observe that during incremental deployment
of our solution the efficiency and fairness is similar to
that when the competing flows use integer arithmetic
with the floor function. Apart from alternating between
the floor and ceiling functions we also analyzed the im-
pact of randomly selecting between a floor and ceiling
function when the input for the multiplicative decrease
is an odd number. We do not present these results to
avoid redundancy. We observed that the results in the
average case are close to what we observe on successively
alternating between the floor and ceiling function, how-
ever in the worst case the behavior is like that of using
the floor function.
5. RELATED WORK
We would like to point out that we are not the first to
extend the model of Chiu et al. [6]. Gorinsky et al. [16]
have extended the model of Chiu et al. [6] to highlight
some of the issues with the AIMD algorithm. The au-
thors then extend their work and propose Multiplicative
Additive IncreaseMultiplicative Decrease (MIAMD) [15].
Though the authors support sources having different de-
lays to the bottleneck link they do not incorporate the
concept of a round duration in their paper. In their
paper, during the first slot of each round the sources
react to the feedback received only during a fraction of
the slots of the round duration. These two works by
Gorinsky et al.are the closest to our work in extending
the reference model of Chiu et al. [6] used in this paper.
Indeed, in this paper we show that AIMD with aI = 1
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and mD = 0.5 can have some serious shortcomings with
respect to fairness under realistic conditions. However,
we also show that AIMD (with aI = 1 and mD = 0.5)
implemented using our solution can converge to the de-
sired values of fairness and yet be efficient.
Floyd et al. [9] have studied the fairness of AIMD al-
gorithms for different values of aI and mD. They show
a flows with aI = 1 and mD = 0.5 will be fair only to
flows that have aI =
3mD
2−mD
. In this paper we restrict
ourselves to aI = 1 and mD = 0.5 because these values
of aI and mD are the most widely used values. Fur-
thermore, we are not the only ones restricting to these
values of aI and mD, most of the analysis of fairness
of TCP flows available in the literature either explicitly
mention or inherently aI = 1 andmD = 1 [10,11,17,23].
6. DISCUSSION AND CONCLUDING RE-
MARKS
In this paper we revisit the performance of AIMD, the
cornerstone algorithm used in internet congestion con-
trol. We extend the reference model of Chiu et al. [6]
to address its shortcomings which includes synchronous
response to system feedback. We use our extension to
show that the AIMD algorithm under realistic condi-
tions suffers from the classical trade-off between effi-
ciency and fairness.
Under realistic conditions we observe that AIMD suf-
fers from not only poor fairness but also high sensitivity
of fairness to changes in round duration or bottleneck
capacity. We also observe that the unfairness increases
as the bottleneck capacity decreases. We identify the
source of the problem to be the rounding errors intro-
duced by the multiplicative decrease operation. These
rounding errors arise because of restrictions to use in-
tegers; these restrictions are imposed either by the pro-
tocol using AIMD or the operating system kernels. We
the provide a simple fix to address this issue and show
that by using our fix the system fairness and efficiency
improves.
One argument against low resource availability could
be the ever increasing network capacities. However,
Akamai reports that about 44% of connection links to
the Akamai servers have a data rate of less than 5Mbps [3].
Furthermore, our model abstracts the available conges-
tion window as the resource and not the bottleneck
bandwidth. Recent advances in queuing techniques such
as CoDel [22] are aimed at operating at the optimal
value of the congestion window. CoDel ensures that the
TCP connections use a congestion window which signifi-
cantly lower than those observed when the queues suffer
from Bufferbloat [13]. On the same lines, applications
are also explicitly limiting the congestion windows used
by their TCP connections [14, 24].
The implementation of TCP in the Linux kernel main-
tains the congestion window in units of full sized seg-
ments while the BSD implementations use units of bytes.
By switching from packets to bytes, for the same con-
gestion window, the rounding error decreases by sev-
eral orders of magnitude. In this paper we show that
the rounding errors tend to amplify the unfairness and
make the system highly sensitive to changes in network
conditions. Based on our observations we recommend
maintaining the congestion window in units of bytes.
For other protocols that use AIMD we recommend us-
ing an appropriate unit for the load that minimizes the
rounding error.
We tested our solution using ns3 [1] simulations. We
considered a topology where n sources transfer data to
n destinations. These n TCP flows pass through a com-
mon bottleneck router. We used the actual linux kernel
stack for our simulations [1] and considered up to 10
flows and different bottleneck capacities from 256 kbps
to 5 Mbps. When no background traffic was passing
through the bottleneck router we observe phase effects
to be the dominating cause of unfairness [10, 12]. We
could not observe any noteworthy improvement by us-
ing our solution when using the drop-tail and CoDel
queue. With stochastic fair queuing [21] the system
was fair even without our fix and on adding our solu-
tion we observed an efficiency of no more than 1%. For
the CoDel and drop-tail queues, adding a background
traffic that randomly generated a load of 10% to 15% of
the bottleneck capacity desynchronized the flows. This
desynchronization also abstracted the random selection
between the floor and ceiling function; we therefore can-
not confidently quantify the impact of our solution for
existing TCP implementation. We would like to point
out that we did not observe any side-effects or unex-
pected behaviors on using our solution in the Linux
kernel.
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