Abstract. A basic task in distributed computation is the maintenance at each processor of the network, of a current and accurate copy of a common database. A primary example is the maintenance, for routing and other purposes, of a record of the current topology of the system. Such a database must be updated in the wake of locally generated changes to its contents. Due to previous disconnections of parts of the network, a maintenance protocol may need to update processors holding widely varying versions of the database.
1. Introduction 1.1. MOTIVATION. Many tasks in distributed computing deal with concurrently maintaining the "view" of a common object in the separate sites of a distributed system. This object may be the topology of a communication network (in which case the view is a description of the underlying network graph), or certain resources held at the system sites (in which case the view is an inventory A key result of Awerbuch et al. [1990b] is that the Topology Update problem effectively reduces to the Broadcast with Partial Knowledge problem. More precisely, any protocol for Broadcast with Partial Knowledge yields a Topology Update protocol with no greater overheads in communication and time.
1.2. THE PROBLEM. In the Broadcast with Partial Knowledge problem, we consider an asynchronous communication network consisting of n ϩ 1 processors, each holding an m-bit local input. One processor is distinguished as the source. The problem requires all the processors to write in their local output the value of the input at the source. Note that we allow the inputs of the various processors to differ in arbitrary ways. We make the neighbor-knowledge assumption: namely, that each processor knows the inputs of each of its network neighbors. This assumption is justified in the context of Topology Update because the cost of exchanging information among the two processors on a new "bridge edge" can be charged to the topology change, without effect on the asymptotic communication or time complexities for Topology Update. For details, see Awerbuch et al. [1990b] .
We need consider only the case in which the topology of the network is a tree, with the source node being its root. This fits into the framework of Awerbuch et al. [1990a; 1990b] in which topology changes are broadcast over a spanning tree. Furthermore, it will be sufficient to solve the problem on a chain, with the source at one of its ends. For, the broadcast problem on a spanning tree can be reduced to that on a chain by first computing a depth-first tour of the tree, and then running a chain algorithm on that depth-first tour; the length of the chain is then at most twice the number of processors. (This implementation does not affect the stabilization time of the algorithms, which will remain linear.)
For simplicity, we will assume (although this assumption can be dispensed with) that each processor knows its own position in the chain. This can be achieved by broadcasting a message from the source of the tree, with minimal overhead.
Note that we assume the network is static. Entry or departure of links or nodes must be handled by an underlying topology protocol (as in Awerbuch et al. [1990b; 1991] ), and our protocol may need to be restarted on a new tree of processors.
We will picture the global input configuration as a two-dimensional array of bits, with the source at the left, machine index increasing to the right, and each column vector representing a local input of a particular processor (see Figure 1) . In Section 3, this picture will be the setting for a geometric analysis of the time complexity of our protocol.
The input stored at each processor is the local representation of the database at this processor. The correct description of the database is held by the source; the local descriptions may differ from the correct one, and from each other, as a result of changes in the database and in the network topology. Our goal is to spread the source's view of the database throughout the network.
1.3. COMPLEXITY. The communication complexity of a protocol is defined as the number of one-bit messages that it transmits.
We use the standard notion of time for asynchronous systems, in which each link can at any time carry a single one-bit message, and convey it from one end of the link to the other in at most one unit of real time.
In order to quantify the possibility of exploiting local knowledge, we use a measure that captures the level of "correctness" of the knowledge held by each processor [Awerbuch et al. 1991] . Let the local discrepancy of a given processor be the number of bits in which the local input at this processor differs from the source's input. Define the total discrepancy ⌬ (which is not assumed to be known to the processors) as the sum of the local discrepancies.
The communication and time complexities of solutions will be expressed as functions of m, n and ⌬.
PREVIOUS SOLUTIONS.
We have already mentioned the Full Broadcast solution to the Broadcast with Partial Knowledge problem, which is wasteful in communication since it requires O(nm) messages without regard to ⌬; but which, implemented with pipelining, terminates in the optimal O(n ϩ m) time.
In the Incremental Update [Awerbuch et al. 1990b ] solution, machines are brought one at a time into complete agreement with the source's database. Neighbor-knowledge is assumed and therefore a machine holding the correct database can correct the errors in its neighbor's database with just one message per error. Thus, the communication complexity of this solution, O(n ϩ ⌬ log m), is optimal. However, since the corrections are made sequentially, the time complexity is also O(n ϩ ⌬ log m), which can be as bad as O(mn log m). Observe that although some "opportunistic" parallelism may be possible in a particular run of this protocol (once a processor has received a correction message for any bit beyond position j, it can correct bit j at its successor if necessary), there are many examples where little or no such parallelism occurs (e.g., errors only at every other processor). Since the network is asynchronous, there is no way for a processor to determine that a bit is correct on the basis, say, that a sufficient amount of time has elapsed for receipt of a correction message.
A nearly optimal randomized solution was given in Awerbuch et al. [1991] . That algorithm does not assume "neighbor knowledge", uses O(⌬ log m ϩ n log m/⑀) communication and O(n log(2 ϩ ⌬/n) ϩ m ϩ log 1/⑀) time, and achieves error probability ⑀. By comparison, in the absence of neighbor knowledge there is an ⍀(n ϩ m) time lower bound (even for randomized algorithms); and Awerbuch et al. [1991] provide an ⍀(n ϩ ⌬ log mn/⌬) communication lower bound. 1.5. OUR SOLUTION. We provide a deterministic solution to the Broadcast with Partial Knowledge problem that uses O((n ϩ ⌬)log m) communication and O((n ϩ min{m, ⌬})log 3 m) time. The corresponding lower bounds (assuming neighbor knowledge, and that n Ն 2) are ⍀(n ϩ ⌬) communication and ⍀(n ϩ min{m, ⌬}) time.
The communication lower bound is obtained by placing the identical ⌬/n errors at every processor but the source (processor 0), and observing that every processor but the neighbor of the source (processor 1) must learn the locations of these errors. (A standard counting argument provides the stated lower bound.) The time lower bound is obtained by placing the identical min{m, ⌬}/ 2 errors at processors 1 and 2, and observing that the locations of the errors must be conveyed across the link between processors 1 and 2. (The same counting argument is again employed.)
It follows that the multiplicative overheads of our solution in communication and time are both polylogarithmic, in comparison with previous deterministic solutions for which at least one of these overheads was polynomial. (See Figure  2 .)
The intuition behind our solution is as follows: We place one "process", a program that runs on the host processors, in charge of the entire protocol-that is, in charge of "cleaning" the entire array of bits. Then, in order to strive for good time complexity, we adopt a very weak version of pipelining, by allowing this process to work recursively and create "child" processes. Each of the child processes is in charge of cleaning a smaller subarray, and they are staggered relative to one another in their work. In order to clean their subarrays, the children run the same protocol as the main process (with smaller parameters). In particular, they can create children which are in charge of subarrays of their subarray, and so forth, down to descendents which are in charge of constant-size subarrays. Now, if each process were to immediately delegate all of its work to its children, the message complexity of the protocol would be very poor. We avoid this problem by allowing our processes to be lazy. For a while they will try, themselves, to clean the subarray that they are in charge of; only if this starts to take a long time, will they create children, and delegate the work. In this manner, the communication costs associated with the creation of children will not actually be incurred by a process unless enough errors are available to pay for these costs.
The time analysis is more involved. The time complexity of a protocol is proportional to the length of a longest chain of causally dependent messages in it (times the complexity of sending one message, which in our case will be O(log m)). We will view the history of our protocol geometrically, laying out the processors as one axis, and the data bits as another axis, of a grid in the plane; every message sent in our protocol will be at some location in this grid. Roughly speaking, every causally dependent chain of messages will induce a path in this 
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Full Broadcast nm n ϩ m Incr. Upd. [Awerbuch et al. 1990b] (n ϩ ⌬)log m (n ϩ ⌬)log m This paper (n ϩ ⌬)log m (n ϩ min{m, ⌬})log 3 m Lower Bd. n ϩ ⌬ n ϩ min{m, ⌬} grid; it is the length of such paths that we will bound. In order to prevent these paths from being contorted and long, we would like the protocol to impose conditions that make them as monotone as possible. For, the length of a monotone path (in which each coordinate is nondecreasing when the other is increased) is bounded by the sum of the dimensions of the grid, or m ϩ n. The causal paths in our protocol will not actually be monotone, but in a sense, they will be close to monotone: the protocol has a recursive structure, and each "backtracking" of the path will be amortized against a level of the recursion. It will be shown that the effect of these meanderings is only a multiplicative log 2 m factor on the maximal length of a causal path. (Another view of this analysis is that it is measuring the "fractal dimension" of a causal path; the length of the path will be shown to be (m ϩ n) (1ϩo (1)) by demonstrating that its dimension is 1.)
We stress that, analysis aside, the protocol is simple and easily implemented.
2. Protocol 2.1. PRELIMINARIES. For simplicity, we will assume that m is a power of 2 (otherwise, just "pad"). In the exposition we will also suppose that n is a multiple of m, and in this case we will label the machines M 0 (the source) through M n . However the protocol as described below will run correctly and within the stated time and communication bounds even if n is not a multiple of m, with the machines labelled M a (the source) through M nϩa , for a ϭ m(n/m Ϫ n/m).
Although communications are allowed in both directions in our model, our protocol will in fact use messages only in the direction away from the source (always to the right in our diagrams). We will refer to the right-hand neighbor of a machine as its successor. The incorrect bits at each machine will be corrected one-by-one in order of increasing bit index, by messages from the machine's left-hand neighbor. No machine will issue such a "correction" message for bit j until it knows that all its own bits 1, . . . , j are correct; thus the "clean" area of certified bits will have the monotone appearance of Figure 3 .
Our algorithm will be administered by the processes. These are programs which progress from machine to machine, and "run" on their current host machine. Each process Q is responsible for cleaning some rectangle in the diagram, which we will refer to as the Q-rectangle: for example, the entire protocol will be started and maintained by the main process, which is responsible for cleaning the whole table.
Each process Q will have two fixed parameters (see width of a Q-rectangle (number of processors) is at most equal to its height (number of bits).
In our diagrams, a vertical line through a machine whose index is divisible by m will be called an m-column.
OUTLINE.
A key observation to achieving a balance between the two extreme strategies is this: suppose a process starts correcting the errors in its Q-rectangle itself, thus (as in the incremental update algorithm) taking no risks with the message cost. If it progresses quickly-all is well. Conversely: slow progress is a sign that it is encountering many errors-enough, so that it can "pipeline" part of its task: it can generate a pair of child processes, delegate to each the cleanup of a subrectangle of Q, and pay for the messages that are required for them to travel from host to host. In this case, essentially by induction, the process's quick progress will be guaranteed, until the children terminate.
By the time it terminates, a process Q will have created either 0, 2, or 4 children (see Figure 5 ): either none of U, L, UЈ, LЈ; or one of the pairs U, L and UЈ, LЈ; or all four of U, L, UЈ, LЈ. The conditions for these events will be explained below.
In addition to its height and altitude, which are fixed from its creation, a process also maintains an "error counter" variable (in the range 0, . . . , m Q ) with which it counts the errors that it itself corrects.
Every message we use will be labelled with an index between 1 and m, corresponding to its "altitude" in the diagrams. The messages will satisfy a "local monotonicity" condition:
The messages sent by any machine to its successor during the protocol occur in order of nondecreasing altitude.
We will use two kinds of messages in the algorithm: corrections, and process messages. In a correction message, a machine tells its successor to "flip bit j", for some 1 Յ j Յ m. (Recall that thanks to the neighbor-knowledge assumption, a machine knows the current value of its neighbor's jth bit.) There will be exactly ⌬ such messages during the algorithm. The "altitude" of such a message is j. Note that such a message uses O(log m) bits. The other class of messages, the process messages, are simply the way in which a process moves from its current host machine, to that machine's successor. Such a message is of the form ( y, h, , b, c) , representing the altitude y, height h, and error counter of the process; a bit b representing which of two modes the process is in; and a bit c indicating whether this is the main process (i.e., in charge of the entire chain). Each of the first three variables is bounded by m so the process message uses O(log m) bits. The altitude of a process message is defined to be equal to the altitude y of the process it represents; so these two uses of the term altitude, agree.
At any moment, a process will be in one of two modes: open mode or split mode. In open mode, the process issues corrections itself; in split mode, it delegates the cleanup to its children and tags along behind them. (See Figure 6 .)
The first thing a process does when it is created is to start an open mode. The entire protocol begins when the main process, with height m and altitude m, starts an open mode at the source machine M 0 .
2.3. OPEN MODE. When a process Q starts an open mode, it initializes its "error counter" to 0, and then starts correcting every error it sees in its host's successor, in order of increasing altitude. Once the successor's vector is clean throughout the segment that the process is responsible for, the process moves on to the successor, and continues operating in open mode there. With each error that it corrects, it increments .
The process (of height m Q ) continues in this manner until either: it reaches an m Q -column, and terminates (unless it is the main process); or it reaches an m Q / 2-column which is not an m Q -column, in which case it resets to 0, effectively beginning a new open mode; or ϭ m Q , in which case it immediately starts a split mode (to continue until the nearest m Q / 2-column).
The only case not covered above is that of the main process reaching an m Q -column. In this case it is to reset to 0 and start a new open mode, unless it has reached the last machine in the chain in which case it terminates.
2.4. SPLIT MODE. In split mode, the process itself does not correct any errors. Rather, upon entering split mode, the process creates two child processes, each responsible, in each machine they encounter until the end of the split mode (where they terminate), for cleaning half of the sector of bits that their parent process is responsible for. After creating the child processes, the parent process just tags along behind them until they terminate.
If the parent is of height m Q and altitude y Q , then the height of each child is m Q / 2, the altitude of the upper one is y Q , and the altitude of the lower one is y Q Ϫ m Q / 2. Both children terminate at the next m Q / 2-column. Thus, each is responsible for a rectangle of width at most m Q / 2.
In accordance with the local monotonicity condition (Section 2.2) on the order of messages, all operations of the upper child will be staggered behind the lower child. All that remains to be specified is that the parent process itself tags along just behind the upper child. (Note that they are at the same altitude, so their order is not dictated by local monotonicity. It is convenient to think of a parent as having "slightly" higher altitude than its upper child.) Observe that when the parent proceeds from M x to M xϩ1 , the data at M xϩ1 is already clean up to altitude y Q .
When the child processes terminate at an m Q / 2-column then, if this is an m Q -column, the parent process terminates as well (unless it is the main process); while if it is not an m Q -column, the parent process resets to 0 and starts a new open mode.
If the parent process is the main process then, even upon reaching an m Q -column, it resets to 0 and starts a new open mode, unless it has reached the last machine in the chain in which case it terminates.
2.5. BASE CASE. A process with m ϭ 1 is always in open mode. If this process is not the main process, then it is in charge of cleaning just one bit j on one machine M a (since the width of a Q-rectangle is bounded by its height). The correction (if necessary) and process message are issued by M aϪ1 , and the process terminates at M a .
If the main process has m ϭ 1, that is, the database consists of just one bit, then it simply traverses the chain, always issuing corrections as it goes.
Analysis
It will be simplest to make both the message analysis and the time analysis in the "word model", where each message consists of O(log m) bits, and requires up to a unit of time. The following theorem summarizes the analysis: FIG. 6 . The operation of a process (correction messages marked by arrows).
THEOREM 3.1. In the word model, our algorithm has message complexity O(n ϩ ⌬) and time complexity O((n ϩ min{m, ⌬})log 2 m).
Our main result is obtained by straightforward conversion to the bit model: THEOREM 3.2. In the bit model, our algorithm has message complexity O((n ϩ ⌬)log m) and time complexity O((n ϩ min{m, ⌬})log 3 m).
3.1. MESSAGE ANALYSIS. First consider the correction messages: there is exactly one of these per error, for a total of ⌬.
Second, consider the process messages. The main process travels across the entire chain, thus costing n messages.
Each other process, of height mЈ Յ m, uses at most mЈ process messages, and is created as either the upper or lower child of a process (say Q) of height 2mЈ, after Q encountered 2mЈ errors in open mode. We use these errors to pay for both of Q's children. The cost per error is thus 1.
The total number of messages is therefore at most 2⌬ ϩ n.
3.2. TIME ANALYSIS. The standard model of time complexity in an asynchronous setting involves the following assumptions: (a) We ignore the computation time at each node. (b) We assume that each message traverses its link in at most one unit of real time.
DEFINITION 3.2.1. The quiescence time T* of a protocol is defined as the maximum over all combinations of link traversal times, of the real time required for the protocol to terminate.
We will bound the quiescence time of our protocol with another quantity, T, that we shortly define.
First, however, note that if ⌬ Ͻ m, the main process will never enter split mode, and the total number of messages transmitted will be n ϩ ⌬. Hence (in the word model), the time complexity will be O(n ϩ ⌬). We will therefore focus on obtaining an O((n ϩ m)log 2 m) bound for arbitrary ⌬.
3.2.1. THE DEPENDENCY GRAPH. First, we describe the dependency graph Ᏸ among messages in a protocol. This is a directed acyclic graph, whose vertices are the messages sent from the various machines to their successors; and in which arc (v, w) indicates that the transmission of message w is contingent upon that of message v.
There are two types of dependencies in Ᏸ (here by a link we mean the directed communication link between two processors): These categories can arise in any distributed protocol; in ours they occur in the following ways (see Figure 7 for some examples):
(1) Link-internal. Here v and w are both messages from M x to M xϩ1 , and v has higher priority than w. The ways in which this can arise are: Link-internal arcs always point straight up in our diagrams, while betweenlinks arcs point either across, or down and across. Note that every message has at most one dependence of each of these categories, that is, every vertex of Ᏸ has at most one incoming edge of each kind.
3.2.2. PROPERTIES OF THE DEPENDENCY GRAPH. Let T be the length of a longest path in Ᏸ. This allows us to discuss our time bound entirely in terms of path lengths in Ᏸ.
We also point out that in fact there is no loss suffered in the bounding of T* by T (although strictly speaking this does not matter for our result): LEMMA 3.2.2.2. In our algorithm, T* is greater than or equal to T. PROOF. Our algorithm has the property that the sequence of messages received and transmitted at each machine does not depend on the link traversal times. e If Q is a process, denote the process message that takes it from machine M x to M xϩ1 by Q( x). Definition 3.2.2.3. The time-line of Q is the horizontal line at altitude y(Q) (the altitude of process Q); the time-line starts at the processor where Q is created and ends at the processor where Q terminates.
If a path in Ᏸ passes through process messages of Q, and also through messages of both higher and lower altitude than Q, on machines between where Q starts and terminates, then we say that the path crosses the time-line of Q. If some messages of altitude less than altitude(Q) precede some messages of altitude more than altitude(Q) on the path, then we say that the path crosses the time-line going up; and if some messages of altitude more than altitude(Q) precede some messages of altitude less than altitude(Q), then we say that the path crosses the time-line going down. PROOF. Observe the following fact regarding Ᏸ. Let Q be a process which splits at some machine M x , creating a lower child L and an upper child U. Then the between-links arc from Q (i.e., from the process message Q( x Ϫ 1)) extends to the first message generated by L, which will be either the process message L( x), or the first correction in the L-rectangle. Thus, the between-links arc into L( x) comes from Q( x Ϫ 1). Next observe that for xЈ Ͼ x, the between-links arc into L( xЈ) comes from L( xЈ Ϫ 1). These two facts, along with our earlier note that there is only one between-links arc into any message, lead to the following (informal) conclusion: No event in the U-rectangle has any bearing on events in the L-rectangle. Let us say that a message is in the Q-rectangle if it is generated by Q or by a process that is a descendent of Q. (Thus, its altitude will be between y Q Ϫ m Q ϩ 1 and y Q , where y Q and m Q are the altitude and height of Q). Then, more formally: No message in the L-rectangle is a descendent of a message in the U-rectangle. Pictorially, this can be viewed as saying that no path crosses the time-line of a process, going down. (See Figure 8 .) The lemma follows. e On the other hand, note that events in the upper child U are dependent on those in the lower child L. In particular, no message in the U-rectangle can depart a machine M xЈ until after L( xЈ) does so.
We can now observe a property of the dependency graph that allows us to make our time analysis separately for the stages during which the main process is in open and in split mode. PROOF. We are concerned with the dependency graph Ᏸ among the messages in an (m/ 2) ϫ m rectangle (i.e., involving machines M 0 , . . . , M m/ 2 ). For each mЈ a power of 2, 1 Յ mЈ Յ m, we introduce a partition of the (m/ 2) ϫ m rectangle into (mЈ/ 2) ϫ mЈ rectangles that we call mЈ-rectangles. Each mЈ-rectangle is of height mЈ, and includes the bit indices kmЈ ϩ 1, . . . , (k ϩ 1)mЈ (for some k); it is of width mЈ/ 2 and extends between adjacent mЈ/ 2-columns. Observe that the rectangle to be cleaned by any process of height mЈ intersects at most two mЈ-rectangles (side by side between mЈ-columns).
The idea of the analysis will now be to consider any path ␥ through Ᏸ, and to assign the messages in ␥ to the mЈ-rectangles of various sizes, that ␥ encounters. Then we will bound the number of messages that might be assigned to any mЈ-rectangle. In this way the total length of ␥ will be related to the number of mЈ-rectangles of each size that it encounters. We will bound these numbers with a recurrence relation derived from properties that ␥ must satisfy. The combination of these elements will give us a bound on the length of ␥.
In order to accomplish this we first describe how to assign messages (vertices of Ᏸ) to mЈ-rectangles. Let w be a message issued by a process Q of height mЈ. We assign w to the mЈ-rectangle that contains it (which is one of those that the Q-rectangle intersects). (This assignment actually has two cases: w is either a correction message issued by Q in an open mode; or a process message for Q, in either mode.) Now, there is at most one process of height mЈ intersecting any given mЈ-rectangle. (This process is of height mЈ; its altitude is the index of the highest bit in the mЈ-rectangle; and it terminates at the nearest mЈ-column, which is either at the right-hand border of this rectangle, or another mЈ/ 2 processors to the right. Whether or not the process is run depends of course on the pattern of errors.) This process will use at most mЈ/ 2 process messages in the mЈ-rectangle, and issue at most mЈ corrections. Hence, an mЈ-rectangle is assigned at most 3mЈ/ 2 messages. Now we consider just the vertices of ␥. We will say that ␥ encounters an mЈ-rectangle, if it contains a message w that is assigned to that rectangle by the above rule. Let a denote the number of m/ 2 -rectangles that ␥ encounters. Since Ᏸ is acyclic, no vertex appears more than once in ␥. Therefore, with mЈ ϭ m/ 2 , we find that the number of messages in ␥ is at most:
Our definition of "encountering" vacuously demonstrates that no edge of ␥ is charged to an mЈ-rectangle that ␥ does not encounter. The definition further implies that ␥ cannot encounter an mЈ-rectangle without also encountering the enveloping 2mЈ-rectangle. For, let w be a vertex of ␥ in the mЈ-rectangle. Then   FIG. 9 . The constraints on a path (dashed) between consecutive open and split modes. The path from v to w must pass through Q(i Ϫ 1), and that from w to z must pass through Q( j Ϫ 1).
above w lies the time-line of the process P of height 2mЈ, which is the parent of the process that issued w, and which is currently in split mode. If ␥ exits the P-rectangle on a link-internal arc during this split mode, then it passes through a process message for P; while Observation 3.2.2.5(2) implies that this is also the case even if ␥ exits the split mode on a between-links arc.
We now study the numbers {a }.
PROPOSITION 3.2.3.2. a Յ 2 (/ 2 ϩ 1).
PROOF. The main step in the proof is to establish the following recurrence relation among the a .
PROOF. Throughout the proof of this lemma, let mЈ ϭ m/ 2 Ϫ1 . Recall that ␥ can encounter an mЈ/ 2-rectangle only if it encounters the enveloping mЈ-rectangle. Now consider any mЈ-rectangle that ␥ encounters. We claim that ␥ can encounter only three of the four mЈ/ 2-rectangles it contains: for, to encounter the upper-left one means that the process of height mЈ has split before the mЈ/4-column running down the middle of the mЈ-rectangle. Observe that in this case it continues in split mode until the mЈ/ 2-column at the righthand end of the mЈ-rectangle. Since ␥ never proceeds to the left, the lower-right mЈ/ 2-rectangle can only be encountered after the upper-left one. However, as observed earlier, no arcs descend from an upper child's rectangle into the time-line of a lower one. Hence, ␥ cannot encounter both the upper-left and lower-right subrectangles.
Next, examine any of the 2 Ϫ1 vertical bands of mЈ-rectangles, into which the array is partitioned by the mЈ/ 2-columns. ␥ enters this band from the left, and leaves it to the right. It encounters some subset of the mЈ-rectangles of this band, and we claim that it visits them in order of increasing altitude. That is, if v and w are messages issued by two different processes of height mЈ in this band, and v is issued by that of lower altitude, then ␥ cannot visit w before v. For, let Q be the process which is the first common ancestor of the two processes. Then, since Q itself issues neither v nor w, it must be in split mode at least as early (i.e., as far to the left) as the earliest of v and w. But then for ␥ to go from w to v, it would have to descend past the time-line of Q's lower child L: this it cannot do. (See Figure 10. ) Finally, we claim that in all but one of the mЈ-rectangles of the band, ␥ can visit only two (rather than three) of the subrectangles. For, since ␥ never travels leftwards, it has only one edge which crosses the mЈ/4-column running down the middle of this band. If this edge occurs within some mЈ-rectangle, then ␥ can encounter three of its subrectangles; but in lower mЈ-rectangles ␥ can encounter only the lefthand subrectangles, and in higher mЈ-rectangles it can encounter only the righthand subrectangles. (See Figure 11. ) Therefore, if ␥ encountered s mЈ-rectangles in this band, it can encounter within it at most 2s ϩ 1 mЈ/ 2-rectangles. The lemma follows by summing over all 2 Ϫ1 bands. e
Now we rewrite the recurrence we obtained in the lemma, in matrix form:
Both eigenvalues of the transition matrix are 2, therefore the upper bound for a obtained by saturating the inequality in this recurrence, has a closed form expression as 2 times a polynomial in . The solution, taking into account the boundary condition a 0 ϭ 1, is 2 (/2 ϩ 1). e
We now derive Theorem 3.2.3.1 from the proposition:
T Յ As mentioned in the introduction, there is a geometric sense to the above proof. A causal path ␥ can be specified by indicating first what m-rectangles it encounters; then what m/ 2-rectangles it encounters; then what m/4-rectangles it encounters; and so forth. Imagining that this process could go on indefinitely (which has no interpretation in terms of our protocol as it requires m to be infinite), the quantity dim͑␥͒ ϭ lim 3ϱ lg a , measuring the rate of growth of the a , is a fractal measure of the dimension of the path ␥, known as its Pontrjagin-Schnirelman dimension [Kolmogorov and Tihomirov 1959/1961; Mandelbrot 1982; Pontrjagin and Schnirelman 1932] . In our finite scenario, let us set d ϭ sup lg a / by analogy. The bound (1) on the length of ␥ is now at most protocol terminates in time m 1ϩo(1) , essentially amounts to showing that the dimension of a causal path is 1. Moreover the demonstration that the runtime is O(mlg 2 m) (in the word model, which is more natural for the present discussion), amounts to a bound on the rate of convergence of (lg a )/ to the dimension.
