Complying with several assumption and simplifications, most of the carbon budget studies based on eddy covariance (EC) measurements quantify the net ecosystem exchange (NEE) by summing the flux obtained by EC (FC) and the storage flux (SC). SC is the rate of change of a scalar, CO 2 molar fraction in this case, within the control volume underneath the EC measurement level. It is given by the difference in the quasi-instantaneous profiles of concentration at the beginning and end of the EC averaging period, divided by the averaging period. The approaches used to estimate SC largely vary, from measurements based on a single sampling point usually located at the EC measurement height, to measurements based on profile sampling. Generally a single profile is used, although multiple profiles can be positioned within the control volume. Measurement accuracy reasonably increases with the spatial sampling intensity, however limited resources often prevent more elaborated measurement systems. In this study we use the experimental dataset collected during the ADVEX campaign in which turbulent and non-turbulent fluxes were measured in three forest sites by the simultaneous use of five towers/ profiles. Our main objectives are to evaluate both the uncertainty of SC that derives from an insufficient sampling of CO 2 variability, and its impact on concurrent NEE estimates.Results show that different measurement methods may produce substantially different SC flux estimates which in some cases involve a significant underestimation of the actual SC at a half-hourly time scales. A proper measuring system, that uses a single vertical profile of which the CO 2 sampled at 3 points (the two closest to the ground and the one at the lower fringe of the canopy layer) is averaged with CO 2 sampled at a certain distance and at the same height, improves the horizontal representativeness and reduces this (proportional) bias to 2-10% in such ecosystems. While the effect of this error is minor on long term NEE estimates, it can produce significant uncertainty on half-hourly NEE fluxes.
Introduction
The estimation of the net ecosystem exchange (NEE) by the eddy covariance (EC) technique is based on simplifications of the mass balance equation, and on its integration over a control volume that extends horizontally on a representative surface and vertically from the soil level to the measurement height (Finnigan et al., 2003; Foken et al., 2012) . After Reynolds averaging, integrating over the control volume, ignoring horizontal turbulent flux divergence and the horizontal variation of the vertical flux, the source/sink strength of a scalar c integrated over the height z of the control volume is given by (Aubinet et al., 2005; Feigenwinter et al., 2010a Feigenwinter et al., , 2008 : where NEE denotes the biological source/sink of CO 2 , V m is the molar volume of dry air (m 3 mol −1 ), c the CO 2 molar fraction (μmol mol −1 ), t the time (s), u, v, w (m s −1 ) are the wind velocity components in x, y and z directions respectively. Overbars refer to the Reynolds averaging operator. The first term on the right hand side (RHS) of Eq. (1) is the turbulent vertical flux (FC, μmol m 2 s −1 ) measured by the EC system at the reference height z (m). The second term on the RHS refers to the rate of change in storage of CO 2 (SC, μmol m 2 s −1 ), usually estimated from vertical profile measurements. The third and fourth terms denote the non-turbulent vertical and horizontal advection fluxes, respectively.
In the prevalence of carbon budget studies, also those involved in continental and global monitoring networks like ICOS, Ameriflux or FLUXNET, the advection terms are rarely quantified directly either because of their assumed minor importance or because of the critical difficulties in measuring them with the required accuracy (Aubinet et al., 2010; Heinesch et al., 2007; Moderow et al., 2011; Vickers et al., 2012) . More often their contribution is partially, and indirectly, taken into account by applying specific corrections (e.g. the friction velocity filter, McHugh et al., 2017) . Especially in tall vegetation ecosystems, the storage term represents an important part of the mass balance equation. Although both terms (storage change and advection) are related and involved in the so called night-flux problem (Aubinet et al., 2010) , advection will not be considered in this paper, referring the readers to specific literature (e.g. Feigenwinter et al., 2008; Kang et al., 2017; Montagnani et al., 2009; Yi et al., 2000 and aforementioned references). Here, the focus is on the storage term because it commonly represents the only non-turbulent term quantified and used to estimate the NEE. Thus, after this simplification Eq. (1) reduces to = + NEE FC SC
(2)
The storage term SC reflects the temporal dynamics of CO 2 in the air volume below the FC measurement height, not influenced by turbulence. Positive SC values are due to an accumulation of CO 2 within the control volume while negative values mean a depletion. In practice, SC is the rate of change of CO 2 given by the difference in the instantaneous profiles of concentration at the beginning and end of the EC averaging period, divided by the averaging period itself (Finnigan, 2006) . While cumulating over daily to yearly periods leads to a nullification of SC, it can be significant at short time intervals such as half-hours or hours, especially around sunrise and sunset. During night, when atmospheric stratification is stable and turbulence is suppressed, SC becomes important, equalling or even exceeding FC. It follows that, for a closer quantification of the true NEE, SC cannot be ignored (Papale et al., 2006) . The typical approach to compute SC is based on a single tower concentration profile assuming horizontal homogeneity (one-dimensional integration), although ideally, it should be derived from concentrations averaged in the whole volume (three-dimensional integration). Under non-ideal conditions, as in cases of heterogeneity in the source/sink distribution or of tall canopies forests, the error caused by this assumption can be large (Pattey et al., 2002; van Gorsel et al., 2009) . Despite this evidence, it is not unusual that SC computation is further simplified based solely on the temporal changes of the concentrations measured at the tower top and assuming a constant CO 2 concentration in the air column underneath (also known as one-point, tower-top or discrete approach). The error associated with this additional assumption is proportional to the degree of decoupling between the CO 2 measurement height (generally the EC system height) and the below canopy air space. Some studies attested the comparability between profile and one-point SC estimates (Greco and Baldocchi, 1996; Knohl et al., 2003; Lee et al., 1999; Priante-Filho et al., 2004) while others reported general underestimates (Gu et al., 2012; Iwata et al., 2005) . The choice of one sampling design over another is essentially due to technical (and cost-related) aspects. By reducing the sampling intensity, the accuracy of SC is also reduced, according to the spatial variability of the source/sink distribution. On the other hand, an overly complex setup could be expensive, difficult to implement and manage, and possibly not needed. A functional distribution of sampling points (SPs) is thus crucial in order to avoid errors in the estimates. Some studies assayed the effect of profile vertical configuration on SC and NEE estimates (Bjorkegren et al., 2015; Gu et al., 2012; Wang et al., 2016; Yang et al., 2007 Yang et al., , 1999 based on a single vertical profile analysis. For example Gu et al. (2012) found that the CO 2 storage based on the tower-top measurement was underestimated by up to 34% with respect to the one based on their 8 level profile. Yang et al. (2007) reported that a profile system with 4 sampling levels or fewer, even if optimally distributed, is not adequate for CO 2 storage measurements in a forest with a complex vertical structure because its mean error is on the same order of magnitude as the nighttime NEE (1.0-5.8 μmol m −2 s −1 ).
In this paper we extend the analysis to a three-dimensional space with the objective to 1) quantify the error in SC measurements due to an insufficient sampling of the spatial variability of CO 2 concentration, 2) identify and evaluate an efficient measurement set-up, and 3) quantify the impact of SC sampling error on consequent NEE estimate.
The data used in this study are a part of the dataset of ADVEX, the CarboEurope-Integrated Project (CE-IP) advection campaigns (Feigenwinter et al., 2008) . It is worth to note that we focused on the spatial sampling error only. Other main sources of error in SC measurements, as the temporal sampling error (Finnigan, 2006) , are not considered (details on this can be found in e.g. Cescatti et al., 2016; Marcolla et al., 2014; Siebicke et al., 2011; Wang et al., 2016; Yang et al., 2007) .
Materials and methods

The dataset: ADVEX
The ADVEX project aimed at providing a possible methodology to accurately quantify advective fluxes in EC measurements. Three analogous experiments were performed at three different forest sites across Europe in 2005 and 2006. The sites were part of the CE-IP and are characterized by different orography (Fig. 1 ): Norunda (NO in the following) in Sweden is on a basically flat surface, Renon (RE) in Italy, is located on a notable alpine slope (11°), Wetzstein (WS) in Germany is located on a hill ridge (Feigenwinter et al., 2008) . Their mean altitude is 45 m, 1735 m and 782 m respectively, however the average temperature was comparable at the three sites. Also the species composition was similar and dominated by spruce (Picea abies L. Karst.), in association with Pinus sylvestris L. at NO and with Pinus cembra L. at RE. The average leaf area index was 4.5 at NO (Lagergren et al., 2005) , 5.1 at RE , 7.0 at WS . The mean canopy height was about 25 m at NO and RE and 22 m at WS. NEE was rather different as in the ADVEX experiment year NO was on average a net source of CO 2 (52 g C m −2 y −1 ), RE was a strong sink (−721 g C m −2 y −1 ) and WS was a moderate sink (−96 g C m −2 y −1 , Rebmann et al., 2010) .
The experimental set-ups were similar, composed by one main tower (M) surrounded by four shorter towers (A-D, named satellites from now on) forming a quadrangle (Fig. 1) . The main instrumentation on each tower is summarized in Table 1. A comprehensive description of sites' characteristics, data collection, instruments and setup used during ADVEX can be found in the related bibliography (Aubinet et al., 2010; Feigenwinter et al., 2010a Feigenwinter et al., , 2010b Feigenwinter et al., , 2008 Moderow et al., 2011; Montagnani et al., 2010) and in the supplementary material of this article.
Analysis rationale
Calculation of fluxes
SC fluxes (μmol m −2 s −1 ) from individual towers were calculated using a discrete form of the second term on the RHS of Eq. (1) that can be written as
in which the index i increases up to the total number of profile levels n (n = 8, 6, 9 for main towers in the case of NO, RE and WS, respectively and n = 4 in the case of satellite towers), ρ d is air molar density calculated as a function of air moisture, temperature and pressure, c Δ (z ) i is the CO 2 molar fraction difference at height z i over the time period Δt (i.e. 1800s), Δz i is the vertical extent of the corresponding i-th air layer. Several SC computations were used for the sampling error assessment, calculated according to different sampling designs by using the whole SPs of original profiles, series of lower-resolution profiles (LRP) obtained by excluding a certain number of SPs from the vertical integration, and their combinations. Then, four of them were considered in the assessment of SC in relation to turbulent fluxes, namely:
-target SC (SC TAR ), the storage flux considered as the closest representation of the true SC resulting from the spatial integration (averaging) of the individual SC measured at each tower (M, A, B, C, D) (Feigenwinter et al., 2008) ; -full profile SC (SC FUL ), the storage flux resulting from the classical one-dimensional approach (vertical integration of the whole SPs of a profile); -one-point SC (SC ONE ), the storage flux computed based solely on the temporal changes of [CO 2 ] measured at the tower top (highest profile level); -optimal SC (SC OPT ), the storage flux resulting from the setup showing the best trade-off among measuring system complexity and performance.
It is important to clarify that we assumed that the storage flux measured using all the available data (SC TAR ) is the best possible estimation, and by far the most complete of all the storage measurements done at the sites. Though, this is not the real storage flux, which is practically impossible to measure because it would require the sampling of the rate of change of [CO 2 ] in the whole control volume. In the specific cases considered in this analysis, given the distances between the main and satellites towers (70 m maximum), all the SC fluxes were likely measured within the typical flux footprint climatology area at the sites, being the 4 satellites placed in proximity of the footprint picks, and this assumption can be accepted.
Turbulent fluxes (FC, μmol m −2 s −1 ), were measured at the main towers at each site, details can be found e.g. in Moderow et al. (2009) . NEE (μmol m −2 s −1 ) was calculated by Eq. (2). The few gaps in the data set were not filled with the aim of basing the analysis on measured data only.
Storage flux uncertainty quantification and statistical analysis
The uncertainty in SC estimates has been evaluated considering both the vertical resolution of individual profiles and the spatial variability of [CO 2 ] (both vertical and horizontal). To this aim we produced series of SC based on a number of LRP as depicted in Fig. 2 . For satellite towers, as they all originally have 4 sampling levels, 5 LRPs were considered, in addition to the full and one-point profile, using 3 and 2 SPs. For the main towers, LRPs were extracted by permutation of the original SPs, then, only the 5 most statistically-performing LRP within those with the same SPs number were considered. This, in addition to full and one-point profiles, resulted in a total of 32, 22 and 37 profiles for NO, RE and WS respectively (Fig. 2) . Then, according to the specific case, we compared the actual SC with either SC FUL or SC TAR profile.
To evaluate the consistency between different SC we adopted some statistical goodness-of-fit measures (Zambrano-Bigiarini, 2017) . Three of them were directly used for the evaluation while others were used as complementary information (and reported in the supplementary material). The used metrics are the slope of the regression line times the coefficient of determination (bR2), the Nash Sutcliffe efficiency (NSE) and the mean absolute error (MAE). bR2 is a relative (dimensionless) measure obtained after Krause and Boyle (2005) 
where b is the slope and R 2 is the coefficient of determination of the linear regression between the compared series (forcing the intercept to zero). This statistical combination allows accounting for both underand over-estimations (described by b) as well as the spread of the series (described by R 2 ). bR2 has its optimal value at 1. NSE is a dimensionless statistical metric (Nash and Sutcliffe, 1970 , also known as model efficiency) that determines the relative magnitude of the residual variance compared to the observed data variance (here considered to be SC FUL or SC TAR according to the specific case). It is obtained by dividing the mean squared error (MSE) by the variance of the observations and subtracting that ratio from unity:
where n is the total number of (time-related) data points, y t is the actual SC value at time-step t, x t is the reference SC value (SC FUL or SC TAR ) at time-step t, and μ x and σ x are the mean and standard deviation of the series. NSE ranges from −∞ to 1, the closer to 1 the more the two series are similar (NSE < 0 indicates that using the actual SC is no better than using its mean). According to Gupta et al. (2009) , we decomposed the NSE values into separate components to stress the causes of possible series difference. These components represent the relative contribution of correlation (named f1 = 2·α·r, with α = σ y /σ x , the ratio of actual and reference SC and r their linear correlation coefficient), variability (f2 = α 2 ) and normalized constant bias (f3 = β n 2 , with β n = (μ y -μ x )/ σ x ). To evaluate the error in variable units we used the MAE given by
which describes the absolute uncertainty in terms of average deviations and where x t and y t are the reference (SC FUL or SC TAR ) and the actual SC values at time-step t, respectively. Note that SC FUL or SC TAR were alternatively considered as reference flux according to which source of uncertainty we were interested in. As example, looking at the effect of the profile vertical configuration and density we used the storage flux from the respective full profile configuration (SC FUL ) as reference. Looking at the effect of using one single profile only, we used the SC flux that has been considered as the best approximation of the real flux (SC TAR ).
Storage flux uncertainty impact on EC data
After differences among SC obtained by the various LRP and combinations were assessed, we continued our analysis based on three SC typologies only: the SC FUL and SC ONE as they represent the two most widely used setups, and the SC OPT as identified after the evaluation of the measurement system performance in relation to its complexity. We assessed the SC uncertainty in relation to FC and its impact on NEE estimates.
Results
Profile configuration impact on storage flux estimates
We compared individual LRP SC versus the respective SC FUL , here taken as reference, with the aim of evaluating this effect on the most common measurement approach, i.e. the single profile. This mono-dimensional analysis was applied to each tower independently (both main and satellites towers) though, given the consistency of the Left panels: average daily trend of CO 2 concentration time derivative over the whole experimental periods for Norunda (a), Renon (c) and Wetzstein (e). Right panels: schematic representation of the considered low-resolution profiles (LRP) for satellites and main towers at Norunda (b), Renon (d) and Wetzstein (f). Full and empty squares highlight the used and excluded sampling point (SP) for each LRP respectively. Colours gather profiles with the same number of sampling points. For satellite towers LRPs are identical among sites as original profiles on these towers have the same number of SP. For main towers LRP are site-specific and were clustered in groups of 5 LRP with an equal number of SPs (yet differently displaced). The dotted lines (white on the left panels, light-green on the right panels) approximate the canopy space. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) obtained results, only the former has been reported (see supplementary material for the latter). The selected performance statistics are plotted against the respective LRP in Fig. 3 , ordered according to Fig. 2 . As expected, the performance decreases along with the number of considered levels. However, they are not linearly related as performance depends on the actual SP distribution. For NO an example is given considering two LRP having the same SPs distribution below and above the canopy layer, though with 3 and 1 SP respectively within it (LRP ID 4 and 14, with a total of 7 and 5 SPs over 8, see also Fig. 2 ). While bR2 and NSE remain around 1.0 indicating a good reproduction of the target flux data variance, MAE increases from 0.02 to 0.15 μmol m −2 s −1 and the proportional bias from 0.4% to 1.25% respectively. Rearranging the same number of SPs (5) by moving one SP inside the canopy entails a reduction of MAE to 0.1 μmol m −2 s −1 and a bias reduction to 0.7% (LRP ID 12).
Considering a half of the original SPs and placing one SP in the middle of the canopy layer (LRP ID 17) the MAE of resulting SC is 0.18 μmol m −2 s −1 , yet if the canopy point is moved to the upper canopy level MAE doubles (LRP ID 21). At NO estimates start to be critically affected when half of the SPs are considered: proportional biases are in the range of ± 7% and MAE of 0.2-2.0 μmol m −2 s −1 . At RE both bR2 and NSE start to markedly decrease as soon as even just one SP is omitted. At this site exemplary results are obtained by considering three LRP with 3 and 1 SPs within, 1 below and 1 above the canopy (LRP ID 2 and 10 with a total of 5 and 4 SPs respectively). MAE is 0.13 and 0.32 μmol m −2 s −1 respectively while biases goes to 0.17% to −0.63%. However in this case, keeping the same SPs number (4) and moving one of the below canopy points into the canopy layer causes a worsening of the performances with a bias of −0.74%. Also at RE SC estimates start to be critically affected by profile density when half of the SPs are considered, but here overestimations reach 10% and MAE are in the range of 0.45-0.65 μmol m −2 s −1 , 20% to 35% of the typical nighttime fluxes at this site. At WS the effect of SPs density and positioning seem less evident. Considering again as example three LRP with 3, 2 and 1 SPs within the canopy layer, 2 below and 1 above it (ID 13, 19 and 25 with 6, 5 and 4 SPs over a total of 9), NSE and bR2 remain around unity, yet MAE doubles being 0.06, 0.08 and 0.12 μmol m −2 s −1 respectively (3-6% of the typical nighttime fluxes). For this site the performances of LRPs start to worsen after more than half of the SPs are excluded from the SC computation.
Each statistic showed, at all sites, the unsuitability of computing SC with one SP only (LRP ID 32, 22 and 37 for the three sites respectively). The very low values of bR2 that in the best case of WS is near 0.6, reflect both a lack of correlation and a systematic underestimation which reaches the 62%, 47% and 17% of SC FUL at NO, RE and WS respectively. MAE reaches values of 1.9, 0.8 and 0.4 μmol m −2 s −1 in the main towers of NO, RE and WS respectively, and similar values were observed for satellites. By considering the NSE components, it is noticeable that the degree of agreement between SC FUL and LRP SC is driven by the contribution of correlation (f1 in Fig. 3 ) that on average is responsible for about the 60% of the statistic. The remaining 40% is almost entirely due to the effect of variability (f2). However, the latter component starts to become more and more important as soon as less SPs are considered. The constant bias contribution (f3) turns out to be negligible in all case. Taking the components of bR2 separately (see supplement material) shows that the slopes start to critically depart from 1 when 50% of SPs are used while correlation (R 2 ) remains high in general.
CO 2 spatial variability impact on storage flux estimates
We first assessed the performance of each individual full tower profile SC. To avoid spurious effects given by the different configuration of main and satellite tower profiles, we made a further profile manipulation. For the main towers we considered as full profile the one obtained by a subset of original SPs to match the number and displacement of the SPs of the concurrent satellites. Then, at each site, the target flux has been obtained by averaging the SC from the main tower (obtained as described above) and those from the full profile of the 4 satellites. By this analysis we assessed the error that potentially affects the measurement when a single profile (the most common approach) is taken as representative of the whole EC footprint. Even though this analysis depends more on site-specific conditions, still interesting results can be obtained by analysing individual cases. In Fig. 4 bR2, NSE and MAE statistics of regressions are plotted for each tower. In general, relative indices (bR2 and NSE) are rather low while MAE is high.
As the three sites are characterized by different orography and vegetation density, results can be interpreted based on these differences. At NO, the soil surface is flat thus the variability of statistics likely depends on other causes (uneven local sources, wind patterns, or within canopy leaf area density profiles). The SC measured on M was the most similar to SC TAR (here the reference SC) with a bR2 of 0.75, a NSE of 0.71 and a MAE of 1.14 μmol m −2 s −1 . On the contrary SC on satellite B showed the worst performance with bR2 decreasing to 0.58, NSE to 0.34 and MAE rising up to 1.57 μmol m −2 s −1 . In this site bR2 values are driven by its correlation component as slopes vary within −2% and −5%, indicating that important under-or overestimations do not verify independently from the location where SC is measured. At RE, orography conditions may play an important role as the station is located on a mountain slope (see Fig. 1 ). In addition, the vegetation distribution is rather uneven compared to the other sites. Both characteristics are reflected on the statistics variability. bR2 highlighted a general poor agreement between individual SC FUL and SC TAR , with values between 0.5 and 0.6. From its components a generally higher dispersion of values as (indicated by low R 2 ) and differences in flux magnitudes ranging from −3.2% and −11.3% for satellites B and D and to −10.76% and 11.9% for satellites A and C are noticeable. Is interesting to link these results with the actual location of towers. The former satellites (B and D) are positioned about at the same elevation as M (perpendicularly with respect to the main slope) while the latter (A and C) are along the slope. NSE and MAE values highlight the worst agreement for the M and C towers, showing that SC measured at these points neither reproduces SC temporal dynamics (NSE of 0.1 and 0.35) or magnitude (MAE of 0.66 and 0.56 μmol m −2 s −1 ). At WS elevation changes are less pronounced with respect to RE and the vegetation is homogeneously distributed within the experimental area. Performance statistics are higher and consistent for each tower. This may suggest that SC variability, magnitude and dynamics are essentially reproduced by individual profiles independently from the sampling location. Anyway, the SC that diverged most from the reference fluxes was the one measured on M. The regression slope revealed an overestimation of about 11.5%, compared to underestimations observed for the other towers that range between −2 and −4%. The information deduced from NSE components was similar to that obtained from the profile density analysis, i.e. about a 60% of the statistic is due to the contribution of correlation and the remaining 40% is due to variability (f1 and f2 in Fig. 4 ).
The analyses above were based on individual profiles SC (LRP SC against SC FUL in the first, SC FUL against SC TAR in the second). We then explored the effect of considering multiple profiles with a certain number of SPs in the control volume (along the satellites) in addition to the ones on the main tower. As the number of all the possible combinations of profiles and SPs was massive and difficult to evaluate, we selected a set of profile combinations as reported in Fig. 5 (and all are reported in the supplementary material). In practice, after a full statistical survey, we selected three profile typologies for M, i.e. full profile (ID = 1 in Figs. 2 and 5 for all the sites), the best performing profile among those with the 50% of total SPs (which consistently among Figs. 2, 3, 5 are identified by LRP ID 17 at NO with SPs at 1.5, 8.5, 19.0 and 31.7 m; LRP ID 12 at RE with SPs at 4.0, 14.0 and 32.0 m; LRP ID 22 at WS with SPs at 2.0, 9.0, 15.0 and 23.8 m) and the one-point profiles (which consistently among Figs. 2, 3, 5 are identified by LRP ID 32 at NO with the SP at 36.9 m; LRP ID 22 at RE with the SP at 32.0 m; LRP ID 37 at WS with the SP at 30.0 m). Then we used them to calculate SC in combination with 1-4 (all) satellite towers according to all the LRPs reported in Fig. 2 .
Within each group, the amplitude of statistics' variability reflects the performances of the actual satellites LRP. For example at NO, considering the group that combines the semi-profile of M with 4 satellites (17 + 4 s in Fig. 5 ) the best statistics were clearly obtained by considering the full profile along satellites (bR2 = 0.99, NSE = 0.99, MAE = 0.03 μmol m −2 s −1 and bias around = 0.5%). Though by considering only 2 out of 4 points on the satellites, the performances sensibly worsen (bR2 = 0.7-0.9, NSE = 0.6-0.9, MAE = 0.6-1.3 μmol m −2 s −1 and bias up to15%). Two contrasting cases are especially interesting because of their potential application. The first is given by the setup that considers SC FUL on M and 2 satellites (1 + 2 s in Fig. 5 ). When the 2 satellites were taken with their full profile, the resulting SC showed an average (N = 6) bR2 and NSE above 0.9 at each site, a MAE of 0.5-0.6, 0.18-0.22, less than 0.1 μmol m −2 s −1 and a proportional bias of less than 1%, −4-6% and 1-2% at NO, RE and WS respectively. The second case is given by the setup that considers SC ONE on M and 4 satellites (32 + 4s, 22 + 4s, 37 + 4 s in Fig. 5 for NO, RE and WS respectively). When the latter were taken with their full profile, the resulting SC showed still acceptable performances as bR2 was of 0.85 for NO and RE and 0.94 for WS, NSE above 0.9 at each site, and MAE about 0.38, 0.16 and 0.1 μmol m −2 s −1 indicating that differences in flux dynamics, variances and average values were only small. However, fluxes were affected by a large bias that reaches −12%, −11% and −4% at NO, RE and WS, respectively.
To further assess the effect of the three-dimensional sampling on SC estimates by using a simpler measurement setup, we finally considered a singular profile (the one on M) after having averaged the [CO 2 ] measured at a certain number of SPs with the simultaneous [CO 2 ] measured at the same level along the satellite towers. As main and satellite towers had different SP distributions, such averaging was performed using linearly interpolated [CO 2 ] on satellites. In Fig. 6 performance statistics are reported for a set of averaging strategies identified because of their practical feasibility. In general, all metrics were rather good, with MAE in the range of 0.25-0.75 μmol m −2 s −1 at NO, 0.17-0.57 μmol m −2 s −1 at RE and 0.1-0.24 μmol m −2 s −1 at WS. The configuration named "ALL", which implies the use of all the SPs in both M and satellites, predictably performed best, yet acceptable values were also obtained by simpler setups. As example, the configuration that implies the mixing of the two lowermost SPs and one within the canopy layer (named 2L+C in Fig. 6) showed NSE values of 0.95, 0.55 and 0.85, bR2 of 0.93, 0.68 and 0.81 and MAE of 0.41, 0.44 and 0.21 μmol m −2 s −1 for NO, RE and WS respectively. The proportional bias that characterized the SC estimates from this setup was always positive and limited to 3% at NO, 2% at RE (overall range is 1-7% and from 1 to 6% respectively) and to 10% at WS (ranging from 10 to 15%).
Optimal set-up selection
Based on the trade-off between performance and measuring system complexity (see the supplementary material for further detail) we identified an optimal setup (named 2L+C in Fig. 6 and optimal, SC OPT , in the following). This setup requires the use of a vertical profile of which the [CO 2 ] sampled at three SPs, the two lowermost and one in the canopy, are averaged using the corresponding levels in the four satellites (simulating a sampling in multiple locations with the mixing of the sampled air). Note that such a setup does not involve additional sampling levels but just a manipulation of the original ones. The resulting SC estimate has been considered in the following analyses together with SC FUL and SC ONE (estimated on M), and compared against the reference fluxes SC TAR . Fig. 7 shows site-specific average SC diurnal cycles as obtained by these four different estimation schemes (SC FUL , SC ONE , SC OPT , SC TAR ), their average half-hour difference with respect to SC TAR , and concurrent FC diurnal cycles. While a discussion on SC intensity is beyond the scope of this analysis, it is worth to note the different magnitude of fluxes among sites, especially with respect to FC, as it influences the results obtained in the subsequent analyses (a companion figure is reported in the supplement, with scaled y-axes to better appraise SC and SC error, and with FC and NEE daily cycle for comparison of fluxes). It is noticeable that the diurnal trend is in general followed by the different estimations with negative values denoting a depletion of the storage whereas positive values denoting that CO 2 is added to the storage. Though, SC ONE shows the widest departure from SC TAR during the morning and evening peaks, with underestimations of the order of actual fluxes. At WS this effect is less evident but yet present. SC FUL also shows a certain degree of differences with SC TAR , to some extent higher than SC OPT .
Storage error impact on NEE
We then focused on SC setup-related errors in relation to FC and its impact on consequent NEE estimates. Only a light filtering has been made on half-hourly values, by removing a few exceptionally large values considered as spikes ( ± 60 μmol m −2 s −1 for NO and ± 40 μ mol m −2 s −1 for RE and WS) and no attempt has been made to fill gaps in the datasets.
In Fig. 8 the distribution of the SC absolute error (SC FUL , SC ONE , SC OPT respect to SC TAR ), expressed as percentage of concurrent FC values is shown and reported for daytime and nighttime conditions as median within flux bins of 4 μmol m −2 s −1 . At NO the measurement error of SC ONE spans from 45% to 87% of the FC within ± 4 μ mol m −2 s −1 and from 13% to 35% of the FC between ± 4 and ± 8 μmol m −2 s −1 . By considering SC OPT the error can be reduced by 75% and 50% for the two FC classes respectively. At this site using a single full profile (SC FUL ) may still causes errors of the order of 20-40% of the most represented FC for both day and night time. At RE the relative error made by estimating SC from the top-most SP only is even bigger. During daytime the most represented flux classes are between 0 and −12 μmol m −2 s −1 (for a cumulative contribution of 60% of fluxes) and the SC error spans from 20 to 97% of concurrent FC. During nighttime the most represented FC class is the 0-4 μmol m −2 s −1 (60% of fluxes) and the error is around 80% of FC. In this case, measuring SC with an optimized setup may halve this error. At WS the advantage of using SC OPT instead of SC ONE is evident for night fluxes only. In fact, while during the day the errors are equivalent for the most represented FC classes, the error affecting the 0-4 μmol m −2 s −1 class during night (70% of fluxes) can be reduced from 22% to 6%.
To put into perspective the error on SC measurement and its consequence on NEE estimates, we compared the selected SC and concurrent NEE fluxes against respective TAR values (Fig. 9 ). Normalprobability contours of comparisons are plotted by using 25, 50, 75 and 95% confidence levels. The departure from the 1:1 ratio is generally evident for SC ONE and SC FUL , but when projected to NEE, differences were strongly smoothed out. However, while relative metrics improved, MAE are conserved. Hence, also for NEE, lower fluxes are the ones prone to major uncertainties. This effect is again more evident at NO with respect to RE and WS, suggesting that SC error only marginally affects the actual NEE estimates in the latter two sites.
Lastly, we performed an ad-hoc analysis of the NEE differences (by mean of the Bland-Altman method, Altman and Bland, 1983) to better assess the effective level of disagreement between estimates. In Fig. 10 , the differences between two actual estimates are plotted against their mean. Two main inferences can be made: first, although the average differences are not exactly zero (as it should be in case of a fully stochastic variability of differences), they do not represent an effective bias (constant in this case) because their confidence interval crosses the zero line; second, the wide range of agreement, i.e. the range within which the 95% of differences are included, observed for NEE ONE (panels on the left) is sensibly reduced for NEE FUL and even more for NEE OPT (central and right panels respectively). Similarly to the results obtained Fig. 5 . Performance statistics (bR2, NSE, the relative contribution of its components and MAE) of different combinations of main tower profiles and groups of satellite towers, against target storage fluxes (SC TAR ). For the main towers, 3 profile typologies were considered: 1) full profile, with all originally available sampling points (identified by ID 1 in the x-axis); 2) the best performing among those with 50% of levels (ID 17, 12 and 22 in the x-axis for NO, RE and WS respectively); 3) one-point, using only one level at the tower top (ID 32, 22 and 37 in the x-axis for NO, RE and WS respectively). For satellite towers groups were made considering the same number of towers, independently from their profile configuration. They are identified by the number of actually used towers followed by 's' (e.g. 3 s means that 3 satellite towers were considered). For bR2, full circles highlight slope > 1 and empty circles slope < 1. Statistics are reported as mean and standard deviation within each group, for the 3 sites, Norunda (a), Renon (b) and Wetzstein (c). Fig. 6 . Performance statistics (bR2, NSE, the relative contribution of its components and MAE) for the comparison of storage fluxes obtained by different combinations of individual sampling level [CO 2 ] mixing against target storage (SC TAR ) fluxes. Setup acronyms indicate which SP level were used for averaging: ALL, all the sampling points in M and their respective on satellites; 1L, only the lowermost level (1.5 m at NO, 1 m at RE, 0.1 m at WS); 2L, the two lowermost levels (1.5 and 8.5 m at NO, 1 and 2 at RE, 0.1 and 0.3 m at WS); 1L + C, the lowermost level and one SP in the lower part of the canopy space (1.5 and 13.5 m at NO, 1 and 8 m at RE, and 0.1 and 5 m at WS); 2L + C, the two lowermost levels and one in the lower part of the canopy space (1.5, 8.5, and13.5 m at NO, 1, 2, 8 m at RE, 0.1, 0.3, 5 .0 m at WS); 1L + C + A, the lowermost level, one in the canopy and one just above the canopy top (1.5, 13.5 and 28.0 m at NO, 1, 8, 32 m at RE, 0.1, 5.0, 23.8 at WS). For bR2, full circles highlight slope > 1 and empty circles slope < 1. Statistics are reported for the 3 sites, Norunda (a), Renon (b) and Wetzstein (c). above ( Fig. 8 and 9 ) the magnitude of these differences would not be significant for high fluxes, yet large for the lower ones. For example, the contribution to the NEE uncertainty that derives from considering SC ONE would be about ± 5.5, ± 2.2 and ± 1.0 μmol m −2 s −1 at NO, RE and WS respectively, reduced to ± 1.4, ± 1.3 and ± 0.6 μmol m −2 s −1 by considering SC OPT . In general, with respect to measuring SC by the one-point approach, using the whole profile entails a reduction of the storage-related NEE uncertainty of about 37%, 22% and 30%, while using an optimized setup, such errors are reduced by 75%, 41% and 40% for NO, RE and WS respectively. FC and SC fluxes < 2 μ mol m −2 s −1 were not used for error estimation and classes with less than 5 observations were discarded. FC frequency distribution (black line) is reported on the secondary y-axis. Fig. 9 . Selected storage fluxes (SC FUL , SC ONE , SC OPT , upper panels) and consequent NEE estimates (lower panels) compared to respective target values. Normal-probability contours represent the 25, 50, 75 and 95% confidence level, the dashed line represents the 1:1. Performance statistics (bR2, NSE and MAE) are reported in each plot corner. Results are displayed for Norunda (a, d), Renon (b, e) and Wetzstein (c, f). Fig. 10 . Bland and Altman analysis for half-hourly NEE estimated by using the selected storage fluxes (differences between 'target' and 'one-point', 'full' and 'optimal' NEE against their means). The limits of agreement extend from −1.96 σ to +1.96 σ while the bias is represented by the gap between the mean (the line close to zero) and zero. Red shaded areas around mean and agreement limits lines show their confidence interval. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Discussion
In this paper we assessed the error in SC estimates due to a limited spatial resolution sampling of CO 2 variability, selected an effective measurement setup and finally, quantified the impact of such errors on consequent NEE estimates. Used data were collected during the ADVEX experiment, by means of a setup that was chosen and optimized to detect advection and not storage fluxes. Still, its design was suitable to assess the importance of storage fluxes, being by far more complete of what is generally done at eddy covariance sites. To evaluate the performance of the considered measurement setups, we used some effective dimensionless statistical measures named bR2 and the NSE, and the mean absolute error (MAE) as a measure of the uncertainty in absolute (and physical) terms. Although we considered the selected statistics as the most efficient in describing the relations between fluxes, they are not flawless and should be interpreted in conjunction with other measures of error. In the supplementary material of this article, additional statistics are reported and can be assessed to get further insights (reported results are not affected anyway).
The analysis of vertical profile configuration and density showed that performances decrease with the number of considered levels, though the decrease is not linearly related to the SP number as it depends on their distribution, mostly in relation to the canopy layer. This has been reported also by Wang et al. (2016) and Yang et al. (2007) and was observed at all the three analysed sites. This is probably due to, on one side, the important contribution of autotrophic respiration and photosynthesis in the canopy, and on the other, the structure of the canopy that promote the CO 2 accumulation. Given the same number of SPs a proper sampling of the canopy layer reduces both the estimate bias and uncertainty. However, at sites where a significant understorey vegetation is present (not the case for the sites analysed here) it may be important to properly sample this layer too.
We reported only the measuring performance of the top 5 LPR for a given number of sampling points (e.g. Fig. 3 ). This means that any different distributions of points cause a sensible worsening of the statistics. However, also the positioning of SPs inside the canopy layer depends on site-specific conditions. For example, differently from Norunda, at Renon and Wetzstein the lower canopy edge seems to play a major role as the point that samples in it is maintained even when a few sampling points are considered (see Fig. 3 ). All statistics highlighted, in every case, the divergence between SC measured with full profile and with the topmost SP only. The systematic underprediction reached 62%, 47% and 17% at NO, RE and WS respectively, reflecting the site-specific level of decoupling among the EC level and the ecosystem beneath. Also the resulting MAE values were high, equalling the 20-40% of the typical nighttime SC fluxes at the sites. This confirms the importance of measuring SC with, at least, one vertical profile in forest ecosystems, and that the use of the discrete approach based on a single measurement point at the eddy covariance system level introduces large errors and uncertainty.
The analysis of the effect of horizontal spatial sampling highlights the importance of the location when a single profile is used. In case of flat surfaces, as it was the case of Norunda, the error resulting from the use of individual tower profiles instead of a set of spatially distributed profiles was characterized by an increase of the uncertainty (MAE reached 1.6 μmol m −2 s −1 ) rather than a real flux bias that was limited to 5%. In case of more complex orography as in Renon and Wetzstein, where advective fluxes are expected, we observed a different situation. At Renon individual towers SC poorly reproduce the target SC temporal dynamics (highlighted by bR2 and NSE) or magnitudes (MAE up to 0.7 μmol m −2 s −1 ) and resulting biases critically ranged from −12% to 14%. In this site, the actual position of the profile has a great impact on the flux estimate. This is in line with a recent and detailed model-based study on local circulation at this site (Xu et al., 2017) . At Wetzstein, individual tower estimates were more consistent. However, while relative (dimensionless) metrics remain at or above 0.8 in all cases, proportional biases ranged from −2% to 12% and MAE reached 0.25 μmol m −2 s −1 . These are not trivial values if we consider the low SC flux magnitude at this site.
The analysis of the SC fluxes derived from different combinations of towers and profile highlighted that i. the deployment of multiple towers does not automatically lead to improvements of SC estimates as it depends on actual tower profile designs and their location, and ii. despite certain multiple tower setups showed good performances (e.g. such as those involving the use of dense profiles) their implementation is however over-demanding, becoming unrealistic in the majority of experimental sites. To follow-up on this, we assessed the performance of possible setups that allow for the best sampling of [CO 2 ] spatial gradient, being feasible at the same time. A very good approximation of the target SC flux was observed at Norunda and Wetzstein, while at Renon SC performance statistics were good but in a minor extent. One of the closest approximation of the target flux was provided by a relatively simple setup, with a vertical profile where 3 levels (the two closest to the ground and the one at the lower fringe of the canopy layer) have inlets for the sampling in different locations. This result highlighted the importance of the spatial variability of CO 2 accumulation below the canopy, that should be sampled to get a more accurate estimation of the storage flux. Such a sampling approach resemble the one proposed by Marcolla et al. (2005) and the one currently adopted in the ICOS network.
The analysis of the SC error in relation with the concurrent estimate of the turbulent flux showed that the error has the biggest impact on low fluxes (i.e. up to |8| μmol m −2 s −1 ), which represent the majority of nighttime and early-morning EC fluxes. The importance of such an error is evident also when compared to FC over short period just after sunset when, as also reported by Galvagno et al. (2017) , the turbulent flux is dominant and the advection terms are still negligible. The error magnitude can be sensibly reduced by using the proposed optimized setup.
Results suggest that SC error may only marginally affect the actual NEE estimates in the analysed sites. As a consequence, for budget studies (over temporal scales higher than daily sums) the SC measurement error could actually be acceptable because of its tendency of becoming negligible compared to NEE fluxes. However, when diurnal dynamics have to be determined, or gap-filling procedures to be applied (since they are based on single half-hourly values), errors in individual NEE may be important. This was also recently reported by Desai et al. (2015) for methane fluxes. As confirmed by the comparison of different NEE obtained by the selected SC fluxes (Fig. 10) , NEE was not affected by a constant bias, however, the wide ranges of agreement (considered as an estimate uncertainty) may be not acceptable, especially for lower fluxes. Measuring SC with a proper setup (SC OPT ), allows to reduce the uncertainty on individual NEE up to about 75% with respect to the onepoint approach, and up to about 60% with respect to using a single full profile. In this case, the advantage of optimally measuring SC was more evident for Norunda then for Renon or Wetzstein. In consideration of the inverse relationship between storage and advection, this result was somehow expected because the role of SC becomes more important at sites where advection is weak (advection drains the CO 2 accumulated in the canopy causing low SC fluxes). In fact in the ADVEX experiment Norunda was chosen as a "blank" site for advection, while the two latter sites were chosen exactly for the possible presence of advection. Therefore, the effect of a non-optimal SC for most of the sites would probably be in between these two extreme situations.
Conclusions
From our analysis we can conclude that: i. it is possible to improve the measure of the storage term by optimizing the sampling design integrating the vertical profile with a set of horizontal CO 2 sampling points so as to improve the spatial representativeness; ii. along the vertical profile, the canopy layer has an high importance followed by the layers close to the ground. Provided that additional points would always improve the quality of the SC measurement, when possible it is better to increase the horizontal sampling rather than adding extra vertical points; iii. when the error in storage measurement is put in relation with the resultant NEE fluxes, the effect of SC errors is, as expected, bigger when FC is low and a proper SC measurement can reduce the error by 75% iv. the uncertainty resulting from an improper/ insufficient SC sampling has a strong effect on single half hours while it is less important when budgets are of concern, v. the degree of importance of the storage term and its uncertainty is site-specific, with advection playing a key role: sites with presence of advection have generally lower storage fluxes and smaller effect of its uncertainty.
The analysis was based on data collected in three different sites, yet results were consistent in terms of main error sources and measuring system optimal design, suggesting that this approach can be used also in other similar sites. More data and experiments could help to further investigate this issue, in particular, for different green-house gases (such as CH 4 and N 2 O) currently measured with the eddy covariance technique for which the dynamic of the below-canopy accumulation could be sensibly different.
