We consider a generalized Langevin equation that can be used to describe thermal motion of a tracer in a viscoelastic medium by accounting for inertial and hydrodynamic effects at short times, subdiffusive scaling at intermediate times, and eventual optical trapping at long times. We derive a Laplace-type integral representation for the linear response function that governs the diffusive dynamics. This representation is particularly well suited for rapid numerical computation and theoretical analysis. In particular, we deduce explicit formulas for the mean and variance of the time averaged (TA) mean square displacement (MSD) and velocity autocorrelation function (VACF). The asymptotic behavior of the TA MSD and TA VACF is investigated at different time scales. Some biophysical and microrheological applications are discussed, with an emphasis on the statistical analysis of optical tweezers' single-particle tracking experiments in polymer networks and living cells.
I. INTRODUCTION
The diffusive motion of organelles, vesicles, and macromolecules inside the cytoplasm plays the central role in nutrition and functioning of living cells. The viscoelastic properties of the cytoskeleton, intracellular overcrowding, as well as active transport by motor proteins lead to anomalous diffusion for which the mean-square displacement (MSD) of a tracer does not evolve linearly with time [1] [2] [3] [4] [5] [6] . The anomalous behavior may strongly affect biochemical kinetics, e.g., by altering the efficiency of search mechanisms [7] [8] [9] [10] [11] . Single-particle tracking (SPT) techniques allow one to investigate individual trajectories of endogenous or artificial tracers inside viscoelastic media, notably, in living cells [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . In particular, the MSD of a tracer fluctuating inside such a medium is often used for extracting dynamical quantities (e.g., diffusion coefficient or subdiffusion scaling exponent) and microrheological quantities (e.g., stiffness [17] , compliance and dynamic moduli [22, 23] , or viscosities [24] ). A reliable analysis of experimental data requires an appropriate theoretical model which accounts for all the relevant transport mechanisms.
A broad class of such models relies on a linear generalized Langevin equation (GLE) that may include, for instance, inertial and hydrodynamic effects at short times, subdiffusive scaling at intermediate times, eventual optical trapping at long times, as well as active transport by motor proteins [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] . This equation can be formally solved by standard Laplace transform techniques. In this frame, the MSD, the velocity autocorrelation function (VACF), and other quadratic functionals of the trajectory are expressed through a linear response function G(t) that governs diffusive dynamics [36, 37] . This function is often known explicitly in the Laplace domain, i.e., G(t) is given as the inverse Laplace transform of an explicit functionG(s) which incorporates all the parameters of a chosen physical model. For subdiffusion, there is no simple representation of the linear response function * denis.grebenkov@polytechnique.edu G(t) suitable for theoretical analysis or efficient numerical computation. A practical solution to this problem can be found by approximating the subdiffusive scaling exponent by a rational number [39] [40] [41] . This approximation allowed us to express the linear response function G(t), MSD, and VACF in terms of Mittag-Leffler functions. The derived formulas were used to accurately fit experimental MSD and VACF curves for micron-sized tracers in actin filament solutions.
In this paper, we extend the theoretical analysis by deriving the asymptotic behavior of the linear response function and obtaining its integral representation that is particularly well suited for a rapid numerical computation. We also investigate the role of the time average and sample duration. We derive the exact formulas for mean and variance of time averaged (TA) MSD and VACF, and reveal their asymptotic behavior in the limit of long sample duration. The behavior of TA MSD and TA VACF is thoroughly investigated at different lag times.
The paper is organized as follows. Section II introduces the phenomenological model, summarizes the use of Laplace transform techniques for solving linear GLEs, and recalls general expressions of TA MSD and TA VACF through the linear response function G(t). Major theoretical developments are presented in Sec. III. We start by providing in Sec. III A a detailed derivation of several representations of G(t) in terms of Mittag-Leffler functions. These representations are then applied to investigate the asymptotic behavior (Sec. III B), to study the particular case without optical trapping (Sec. III C), and to derive integral representations (Sec. III D). Section IV describes several diffusion models that appear as particular cases of our phenomenological model: normal diffusion (Sec. IV A), normal diffusion with hydrodynamic interactions (Sec. IV B), subdiffusion without hydrodynamic interactions (Sec. IV C), and subdiffusion of massless tracers (Sec. IV D). After looking at these simpler cases, we summarize in Sec. V the major features of the general model that includes inertial and hydrodynamic effects at short times, subdiffusive scaling at intermediate times, and eventual optical trapping at long times. Appendices contain technical details such as an efficient numerical algorithm for computing the linear response function, as well as the mean and variance of TA MSD and TA VACF.
II. PHENOMENOLOGICAL MODEL

A. Generalized Langevin equation
Following Ref. [41] , we consider a phenomenological model based on a GLE that reads as the Newton's law for a tracer of mass m: mẌ(t) = F B (t) + F S (t) + F E (t) + F (t).
(
The right-hand side expresses the balance of forces acting on the tracer: (i) F B (t) is the Basset force accounting for hydrodynamic interactions of a spherical tracer of radius a with the surrounding fluid [42] F B (t) = − 2 3 πa 3 ρ fẌ (t) − 6a
where ρ f and η are the fluid density and viscosity; the influence of hydrodynamic interactions which manifest at short-time scales has been thoroughly investigated, both theoretically [43] [44] [45] [46] [47] [48] and experimentally [49] [50] [51] [52] [53] .
(ii) F S (t) is the generalized Stokes force with a friction memory kernel γ (t) for modeling viscoelastic properties of a medium [26] [27] [28] 
A slowly decaying memory kernel γ (t) allows one to describe subdiffusive behavior in viscoelastic media, notably in living cells [21, [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] .
(iii) F E (t) is an external force that may account for electric and magnetic fields, optical trapping, etc. We consider the effect of a harmonic potential which can be included through a Hookean force
with the spring constant k.
(iv) F (t) is the thermal force that drives diffusion by incorporating random collisions of a tracer with surrounding molecules.
Although the Basset and Stokes forces in Eqs. (2) and (3) introduce nonlocal time dependencies, the resulting GLE remains linear versus the trajectory X(t). This is the crucial point for the following analysis which remains limited to Hookean (or position-independent) external forces.
In order to interpret experimental trajectories acquired from a prescribed starting time (that we set to 0 for convenience), one employs the causality principle to cut the integrals in Eqs. (2) and (3) below 0 (i.e., by setting the lower limit to 0). As a consequence, Laplace transforms appear to be more convenient than Fourier transforms. The linearity of the GLE allows one to apply the standard Laplace transform technique to substitute time convolutions in Eqs. (2) and (3) by products in the Laplace space [36, 37] :
where the effective mass M is
while
characterizes hydrodynamic interactions, the tilde denotes Laplace transformed quantities, and x 0 and v 0 are the initial position and velocity of a tracer. Denoting
the above equation reads as
from which the inverse Laplace transform yields a convolution form
in which the linear response function G(t) is defined through the inverse Laplace transform ofG(s). The deterministic term X 0 (t), which depends on the initial conditions x 0 and v 0 , is
where G (1) (t) denotes the primitive of G(t):
Both the deterministic and stochastic terms in Eq. (8) are determined by G(t).
B. Quadratic functionals of the trajectory
The linear response function G(t) determines the position autocorrelation function (PACF), MSD, VACF, and other quadratic functionals of the trajectory X(t). For instance, the PACF (or two-point correlation) is (9) where . . . denotes the ensemble average (or expectation) over all realizations of the random force F (t), and we assumed F (t) = 0 [otherwise, the mean value of the random force could be included into X 0 (t) in a convolution form]. Other quadratic functionals can be either deduced from the above relation or obtained in a similar way. For instance, the MSD, [X(t 1 ) − X(t 2 )] 2 , and the VACF, Ẋ (t 1 )Ẋ(t 2 ) , are expressed through X(t 1 )X(t 2 ) .
In general, quadratic functionals depend on both the linear response function G(t) and the force covariance F (t 1 )F (t 2 ) .
However, under equilibrium conditions, the force covariance can be related to G(t) through the fluctuation-dissipation theorem
where k B is the Boltzmann's constant, and T the absolute temperature [54, 55] . The covariance function C(t), which is related to the dissipative forces, reads in the Laplace space
which may also be expressed throughG(s) according to Eq. (7) . In that case, all the dynamical properties are fully determined by the linear response function. Following the derivation from [36, 37] , one gets the exact formulas for the PACF, MSD, and VACF:
where g(t) =Ġ(t) is the derivative of G(t). These ensemble averaged functionals are typically not available from single-particle tracking data, and are therefore replaced by the time averaged MSD and VACF over the trajectory of duration t m :
In contrast to MSD and VACF, their time averaged counterparts M(t,t m ) and V(t,t m ) are random variables. The time average is performed to reduce stochastic fluctuations around their mean values:
where the correction terms M corr (t,t m ) and V corr (t,t m ) can be written explicitly by substituting Eq. (12) into Eqs. (13) and (14) . As shown in Appendix C3, the correction terms vanish in the limit of infinitely long samples (i.e., t m → ∞).
In the typical situation, the lag time t is much smaller than the sample duration t m so that the major contribution to the mean TA MSD and TA VACF is provided by 2k B T G (1) (t) and k B T g(t), respectively. As expected, these contributions are independent of the sample duration t m . The variance of M(t,t m ) and V(t,t m ) can also be expressed through G(t) if the random force F (t) is Gaussian (see Sec. III E and Appendix C).
III. EXPLICIT SOLUTIONS
In this section, we derive several explicit representations of G(t) for the case when the friction memory kernel γ (t) decays as a power law
with a fractional drag coefficient γ α and a scaling exponent α [here (z) is the gamma function]. The GLE with such slowly decaying memory kernel is known to lead to the subdiffusive behavior, as illustrated below [Eq. (50)]. Note that normal diffusion corresponds to α = 1 for which the gamma function cancels the power law in Eq. (17) . In that case, one uses γ 1 (t) = 2γ 1 δ(t) to retrieve the instantaneous Stokes force −γ 1Ẋ (t). The linear response function G(t) is defined as the inverse Laplace transform ofG(s), for which Eq. (7) yields
Formally, the inverse Laplace transform can be written as the Bromwich integral
where the integration is done along the vertical line Re{s} = χ in the complex plane such that χ is greater than the real part of all singularities ofG(s). The integration in the complex plane may be inconvenient for both numerical computation and theoretical investigation. Except for a few limiting cases, there is no simple representation for G(t).
A. Representation through Mittag-Leffler functions
An explicit representation through Mittag-Leffler functions can be found by approximating the scaling exponent α by a rational number p/q, where p and q are integers [39] [40] [41] . This approximation can be made as accurate as necessary [56] . For rational α = p/q, one can introduce a new variable z = (sτ ) 1/q so that s = z q /τ (with τ to be an appropriate time scale), and [57] 
is a polynomial of z of degree 2q (note that 3q/2 is integer when q is even). More generally, one can consider 012130-3 a polynomial of degree 2q with prescribed coefficients c n :
In practice, the number of nonzero coefficients is expected to be small (otherwise there would be too many degrees of freedom that would make fitting and further physical interpretation tenuous). In what follows, we assume that there are four nonzero coefficients:
, and c 0 = kτ 2 /M, according to Eq. (20) . We emphasize that the results can be easily extended to other cases. We also choose the time scale τ by setting c p = 1:
The polynomial P (z) has 2q (complex-valued) roots z j . In the general situation, all the roots are distinct (i.e., z j = z k for j = k) so that
with the coefficients
To proceed, one can use the following Laplace transform:
where E α,β (z) is the Mittag-Leffler function [58] 
Applying the above identity to Eq. (21) with z = (sτ ) 1/q , one gets
The identity
yields the analytical formulas for the primitive and derivative of G(t):
These representations were reported in [41] . According to Eqs. (15) and (16), the functions G (1) (t) and g(t) determine the mean TA MSD and TA VACF, respectively. Using the relation
the function g(t) can be alternatively represented as
In order to investigate the short-time asymptotic behavior, it is convenient to derive another representation for G(t). For this purpose, one can differentiate Eq. (21) n times to get 
where the Kronecker δ symbol is used to write compactly nonzero values of the sum for various n. Rewriting the identity (21) with z = 1/x, one formally gets
The first 2q − 2 derivatives of the left-hand side at x = 0 are 0, while the derivative of the order 2q − 1 is (2q − 1)!/c 2q .
One can also compute the higher-order sums. Since all the coefficients c j are zero for j = 2q − 1, . . . ,r + 1, one finds
The relation (29) with α = β = 1/q and n = 2q − 1, together with Eq. (33), yield an alternative representation of G(t):
from which
Yet another representation is more convenient at long times t:
where we used Eq. (31) with n = 0.
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B. Asymptotic behavior
In the short-time limit t → 0, Eqs. (24), (33) , and (35) yield the following asymptotic behavior:
The leading term has the classical ballistic form t 2 /(2M). This asymptotic expansion for subdiffusion without hydrodynamic interactions (γ h = 0) was derived by Desposito and Vinales [36] . The behavior for g(t) (determining the VACF) is obtained by double differentiation with respect to t.
The analysis of the long-time behavior relies on the asymptotic behavior of the Mittag-Leffler function E α,β (z) [58] [59] [60] . Depending on the argument of z, three cases are distinguished as |z| → ∞:
where N is the desired number of terms in the asymptotic series;
(iii) in the transition area around the Stokes lines | arg(z)| < πα ± δ (with δ < πα/2), the Berry-type smoothing yields [60] [61] [62] 
where erfc(z) is the complementary error function, c 2 = 1 + iθ − e iθ , with θ = arg(z 1/α ) ∓ π , and the upper (resp. lower) sign in formulas corresponds to the upper (resp. lower) Stokes line, while the principal branch of the parameter c is chosen such that
θ 3 for small θ . As pointed out by Seybold and Hilfer, this exponentially improved asymptotic series converges very rapidly for most values of z ∈ C, with |z| > 1 [60] . Substituting Eq. (41) into (37) and using (31) , one gets the long-time behavior
The exponential correction term (second line) is included only for the roots z j satisfying the condition | arg(z j )| < π/q (if there is no such root, the sum vanishes). The first and second derivatives of G (1) 
(t) yield the long-time behavior of G(t) and g(t):
where the derivatives of the exponential correction term in Eq. (42) have also to be included. For normal diffusion (α = 1), the two leading terms t −α
and t −2α in Eq. (42) vanish due to gamma functions and one retrieves the t −3/2 behavior, first derived by Clercx and Schram [45] . In Sec. IV B, we show that the inclusion of the exponential correction term (ignored by Clercx and Schram) is important for an accurate description of the long-time behavior.
C. Particular case without optical trapping
When k = 0, the polynomial P (z) has p zero roots, i.e.,
, and the product and the sum are taken over all nonzero roots z j of the polynomial P (z) [ 
The identity (26) implies
Using the relation
one deduces from Eq. (46) the long-time asymptotics
with α = p/q. As earlier, the exponential correction term from Eq. (41) has to be included when | arg(z j )| < π/q (and z j = 0). By integrating Eq. (49), one retrieves the expected subdiffusive behavior of the mean TA MSD:
with the generalized diffusion coefficient D α = k B T /γ α . By differentiating Eq. (49), one gets the asymptotic behavior for the VACF. For normal diffusion (α = 1), the leading term vanishes, and one retrieves the classical behavior
first reported by Widom [43] (note that this result is different by prefactor m/M from that by Widom).
Since the optical trapping affects only long times, the shorttime asymptotic behavior of G (1) 
(t), G(t), and g(t)
is still given by Eq. (38) and its derivatives.
D. Integral representation
The Mittag-Leffler function E α,β (z) with 0 < α < 1, z = 0, | arg z| = πα, and β < 1 + α admits the following integral representation [59] :
where the last term in square brackets has to be added only when | arg(z)| < πα. Note that the special case | arg(z)| = πα, which involves another integral term, is excluded from our analysis for the sake of simplicity. In other words, we assume the general situation when all the roots of the polynomial P (z) satisfy | arg(z j )| = πα, with α = 1/q (see following). Substituting Eq. (52) with α = 1/q and β = −1 into Eq. (30), one gets
where the second sum runs over such z j that | arg(z j )| < π/q (and the sum is zero when there is no such z j ). This integral is particularly well suited for numerical computation due to its rapid convergence. Changing the integration variable x → x/(t/τ ) 1 q and performing partial fraction decomposition for the quadratic polynomial in x in the denominator, one gets the following integral representation:
where
with
and
The Laplace-type integral representation (54) [63] [64] [65] .
The integration of g(t) yields
where we used the asymptotic behavior of G(t) and G (1) (t) at long time t to evaluate time-independent terms. In fact, one has (58) and (59) are suitable for small t, while the second representations are suitable for large t. When k = 0, only the first relation in Eq. (59) is applicable.
We conclude this section by technical remarks.
(i) Although the above derivation relies on Eq. (30) for k = 0, the integral representations (54), (58) , and (59) remain applicable for the case k = 0. This extension can be either rederived from Eq. (48), or justified by a limit argument as k → 0.
(ii) Since all the coefficients of the polynomial P (z) are real, any complex root z j is accompanied by its complex conjugate z * j , i.e., for any j there exists some index j such that z j = z * j . One can also check that A j = A * j so that g(t), G(t), and G (1) (t) are real valued, as expected.
(iii) The discrete part of Eq. (55) contributes to Eqs. (54) , (58) , and (59) as a sum of decaying exponential functions with the rates s j such that Re{s j } > 0. In fact, since the coefficients of the polynomial P (z) are positive, all the roots z j satisfy | arg(z j )| > π/(2q) [otherwise, there is no solution to the equation
(iv) The derived expressions do not depend on the particular choice of the rational representation α = p/q. For instance, if q is replaced by 2q, the new set of 4q roots is z
2q). As a consequence,
It means that the number of these terms remains the same.
(v) The derivation relies on the assumption that all the roots z j are simple (except possible zero roots for k = 0). If a root z j had multiplicity n, the partial fraction decomposition of
One could still perform the Laplace inversion of the related fraction 1/(s 1/q − c) n that would involve again Mittag-Leffler functions. However, the formulas would be cumbersome, especially for large n. It is important to emphasize that, for a generic polynomial, this situation is singular. Moreover, the final integral representations (54), (58) , and (59) incorporate the roots z j only as a sum of exponential functions that can be treated specifically (see Sec. V B). We do not consider this degenerate situation in detail. Similarly, the singular case | arg(z j )| = π/q is also ignored.
E. Variance of TA VACF and TA MSD
When the thermal force F (t) is Gaussian, the variance and even higher-order moments of TA MSD and TA VACF can be expressed through the linear response function [37] . The variance of the TA VACF, V (t,t m ) ≡ var{V(t,t m )}, is important to estimate the range of times for which the TA VACF from an acquired sample is statistically meaningful. In turn, the variance of the TA MSD, M(t,t m ) = var{M(t,t m )}, may improve fitting procedures by correctly renormalizing contributions from noisy data.
General expressions for M(t,t m ) and V (t,t m ) involve multiple integrals that make their numerical computation inaccurate and too time consuming. However, these variances are inversely proportional to t m for long enough samples (t m → ∞). In fact, although the contributionsẊ(t 0 + t)Ẋ(t 0 ) to the TA VACF are correlated, the variance of their sum still grows almost linearly with the "number" of terms (i.e., the sample duration t m ) that after division by the normalization factor (t m − t) 2 ≈ t 2 m yields V (t,t m ) ∝ 1/t m (similar for the TA MSD). In Appendix C, we compute the leading order approximation of the variance of the TA VACF as t m → ∞:
We show that the second term vanishes at long lag time t so that the variance can be roughly approximated by the first term, which is independent of t. Moreover, the integral representation for g(t) allows one to express the integral in terms of explicitly known functions:
This estimate is valid at large t, while its value is doubled at t = 0. At small t, one may need to multiply this expression by a prefactor varying essentially between 1 and 2. Finally, we show in Appendix C 2 how to compute this integral exactly. Such an estimate is particularly useful to check whether the acquired values of the TA VACF are statistically meaningful. In fact, the natural requirement for the mean value to be greater than the standard deviation V(t,t m ) √ V (t,t m ) implies restrictions either on lag time t, or the sample duration t m (see Sec. IV A for an example).
The variance of the TA MSD was studied in Ref. [37] . Using the integral representation (54), we express the leading asymptotic behavior of M(t,t m ) in the limit t m → ∞ through explicitly known function G(s):
The asymptotic behavior in the limit t → 0 is
In general, G(0) = 0 so that the variance of the TA MSD in the limit t → 0 is related to the variance of the TA VACF, M(t,t m ) 4t 4 V (t,t m ), as expected for the ballistic regime. In the case of G(0) = 0 (normal diffusion), the leading order asymptotic behavior is proportional to t 3 , as already discussed in Ref. [37] . In the opposite limit of large t, the leading term of the variance is
where we used the following identity for s > 0:
Note that the integral in Eq. (64) can be computed exactly (see Appendix C2). The transition between these two opposite limits can be analyzed by computing numerically Eq. (62).
IV. SEVERAL MODELS
The general formalism that we described in the previous section includes several well-known explicit solutions. In this section, we consider these particular cases and illustrate the behavior of TA MSD and TA VACF. For these illustrative purposes, we use the same physical parameters as in the experimental setup with the spherical tracers in actin filament solutions [41] : T = 295 K, ρ f = 1000 kg/m (ii) For subdiffusion (α < 1), the phenomenological parameters of the model (i.e., the scaling exponent α and the drag coefficients γ h and γ α ) were extracted by fitting the experimental TA MSD and TA VACF in actin filament solutions: α = i.e., τ h ∼ τ τ k . These parameters will be used as a reference. In addition, we also will show how the behavior of the MSD and VACF is modified when varying some of these parameters.
A. Normal diffusion (α = 1 and γ h = 0)
The most simple model with p = q = 1 describes normal diffusion (α = 1) of a massive tracer in a harmonic potential without hydrodynamic interactions (γ h = 0). In that case, E 1,1 (z) = e z so that
with z 1,2 = − 1 2
(1 ± √ 1 − 4km/γ 2 1 ) and 
from which the two limits k → 0 and m → 0 can also be obtained. Finally, standard Brownian motion is retrieved by setting m = k = 0 so that G(t) = 1/γ 1 . For long enough samples (t m → ∞), the mean TA MSD and TA VACF are given by Eqs. (15) and (16) (without correction terms):
where D = k B T /γ 1 is the diffusion coefficient. In turn, their variances are given by Eqs. (61) and (64) as
Note that the variance of the TA VACF is inversely proportional to the tracer mass. The exponential decay of the mean TA VACF in Eq. (67) , where we neglected optical trapping (k = 0) for simplicity. One can see that longer sample duration t m only marginally increases the limiting value t c . The above expression for the variance M(t,t m ) of the TA MSD extends an earlier result from Ref. [37] (see [66] ).
B. Normal diffusion with hydrodynamic interactions
Normal diffusion with hydrodynamic interactions (α = 1 and γ h > 0) in a harmonic potential is obtained by setting p = 2, q = 2, for which E 1 2 ,1 (z) = e z identity (29), one can also express E 1 2 , k 2 (z) for any integer k, e.g.,
so that
with τ = M/γ 1 . These relations yield the classical formulas for the MSD and VACF [45, 49, 53] .
The integral representations (54), (58), and (59) for g(t), G(t), and G (1) (t) involve the positive function
which is illustrated in Fig. 1 . The first maximum is much narrower than the second one. One also needs to analyze the roots z j of the polynomial
where we used Eq. (6) ) and complex for c r < 2 (i.e., ρ/ρ f > 5 8 ). One gets 
where the prefactor erfc(− c r kt √ 2γ 1 ) in front of the exponential function is close to 1 at large t and thus ignored. In general, the power law t −3/2 decays slower than the exponential function e −kt/γ 1 , and thus presents the leading contribution. However, the characteristic time scale of this decay
may be much smaller than the characteristic time τ k = γ 1 /k of the exponential function. For instance, this was the case of the experiment reported in Ref. [41] . In that case, the transition towards the saturation regime is mainly described by the exponential function while the power law behavior may be ignored. Note also that the inclusion of the exponential term allows one to smoothly remove the hydrodynamic interaction by setting γ h → 0, for which the behavior from Sec. IV A is retrieved. The double derivative of Eq. (74) yields at the very short times; the scaling behavior (51) predicted by Widom at short times (at which optical trapping can be neglected); the exponential decay from Eq. (75) (without power law corrections); and finally the power law t −7/2 decay from Eq. (75) predicted by Clercx and Schram at very long times. In particular, one can observe a transition from the exponential to power law decay at t ≈ 0.1 s. Note also that the VACF change the sign from positive to negative at t ≈ 0.3 ms.
Case k = 0
In the limit k → 0, one gets
where z 0 1,2 are given by Eq. (73). These are the classical formulas for normal diffusion [43, 44] . In the long-time limit, the last two terms of G (1) (t) rapidly decay, while the leading term grows linearly with time, as expected for normal diffusion.
As we mentioned in Sec. III D, the integral representations (58) and (59) have to be slightly modified for the case α = 1 and k = 0. In fact, G(t) → 1/γ 1 as t → ∞ so that
while the integral representation (54) for g(t) remains valid. In this case, there is no discrete contribution g j ≡ 0, whereas the continuous part involves the positive function
which is shown in Fig. 1 by full symbols. As a consequence, g(t) and thus the VACF is positive for all t (persistent motion). Note also that there is no exponential correction term in Eq. (42) and related equations for g(t) and G(t).
C. Subdiffusion without hydrodynamic interactions
Subdiffusion of a massive tracer without hydrodynamic interactions (γ h = 0) has been thoroughly investigated [35] [36] [37] [38] [39] [40] . For instance, Vinales and Desposito expressed the linear response function G(t) and the related quantities as infinite series with high-order derivatives of Mittag-Leffler functions. Although these formulas are applicable for any real 0 < α < 1, their practical use for numerical computation is rather limited. In fact, one would need to truncate the series and to compute many high-order derivatives of Mittag-Leffler functions. This procedure may be time consuming, while its numerical accuracy is difficult to control. In turn, our expressions [cf. Eq. (25) and similar] contain a finite number of terms for any rational α. Moreover, one can derive the representation by Vinales and Desposito from our formulas. For the sake of simplicity, we only consider the case without optical trapping (k = 0).
When k = 0, one has P (z) = z 2q + z p so that the nonzero roots of this polynomial are z j = e 2πi(j +1/2)/(2q−p) (j = 1, . . . ,2q − p) . Substitution of Eq. (24) into Eq. (34) 012130-10 yields
i.e., one retrieves the result reported by Desposito and Vinales [36] :
The identity (26) yields
In the limit m → 0, the time scale τ = (m/γ α )
, as expected. The integral representations (54), (58) , and (59) for the case γ h = 0 and k = 0 involve the negative function
The discrete contribution to Eq. (55) includes two terms with the roots z j = e 
. We obtain therefore
Since 0 < α < 1, one has cos( π 2−α ) < 0 so that the last term exponentially decreases with time, as expected.
D. Subdiffusion of massless tracers
Finally, one can consider subdiffusion of tracers in a harmonic potential in the limit of vanishing mass M (as a consequence, without hydrodynamic interactions). Since all the coefficients of the polynomial P (z) were divided by M (which stood in front of the highest degree term s 2 or z 2q ), this limit requires a careful analysis. In particular, the time scale τ = (M/γ α ) 1 2−α vanishes. Substituting the asymptotic expansion (39) into Eq. (25), one can formally resum the series in order to get [36] 
Alternatively, this formula could be directly obtained through the inverse Laplace transform (23) . One also deduces
These formulas are useful for small tracers for which the inertial and hydrodynamic effects can be ignored [21] . One can check that the integral representations (54), (58), and (59) are applicable with M = 0 and γ h = 0 (note that there is no discrete contribution: g j ≡ 0).
V. SUBDIFFUSION OF HEAVY TRACERS
In this section, we analyze the phenomenological model characterized by Eq. (18) that includes the inertial and hydrodynamic effects at short times, subdiffusive scaling at intermediate times, and eventual optical trapping at long times. Accounting for all these features was shown to be necessary for fitting experimental TA MSD and TA VACF from acquired 4 8 , 5 8 , 6 8 , 7 8 , and 1), the other parameters being kept fixed as described in the text. Plots trajectories of micron-sized spherical tracers in actin filament solutions [41] . Figure 3 illustrates the behavior of the linear response function G(t) for normal diffusion and subdiffusion, with and without optical trapping. As expected from its asymptotic behavior, G(t) increases linearly with time in the ballistic regime (at very short times) and then decays in the saturation regime (at very long times), except for the case of normal diffusion (squares) without optical trapping for which G(t) approaches to 1/γ 1 . In the broad intermediate range of times (here, between 10 −7 and 10 −2 s), the linear response function exhibits relatively small variations, especially for normal diffusion. Figure 4 shows the MSD and VACF of a heavy tracer in a viscoelastic medium, with and without optical trapping. We illustrate how the scaling exponent α influences the behavior of the MSD and VACF, the other parameters being kept fixed.
A. Behavior of the function G c (s)
From Eqs. (18) and ( 56), one can write explicitly
In particular, the sign of this function changes from negative to positive at s 0 which is determined by the ratio between γ h and γ α :
The asymptotic behavior of G c (s) at small s is Taking the derivative of this expression with respect to s, one finds two extrema at
(they are both positive for α > 1 2 ). Figure 5 illustrates the function G c (s). In contrast to normal diffusion (Fig. 1) , the presence of the term γ α sin(πα)s α in both the numerator and denominator of Eq. (89) significantly alters the behavior of G c (s). First, the sign changes from negative to positive, while G c (s) for normal diffusion (α = 1) was always positive. Second, a sharp first maximum of G c (s) for normal diffusion (Fig. 1) is getting much broader for subdiffusion.
B. Number of contributing roots
The number of the roots z j of the polynomial P (z) that satisfy the condition | arg(z j )| < π/q and thus contribute to g(t), G(t), and G (1) (t) depend on the coefficients of P (z). For the phenomenological model defined by Eq. (18), the polynomial P (z) is given by Eq. (20) so that the roots depend on q, p, c r , and c 0 , with
As we discussed in Sec. III D, the discrete contribution does not depend on the particular choice of the rational approximation α = p/q. Moreover, the parameter c 0 is typically small, and its variation would weakly affect the number of the roots with | arg(z j )| < π/q. Figure 6 shows how this number varies with the remaining relevant parameters α and c r (for c 0 = 0). When c r = 0, the equation z 2q + z p = 0 always has two roots satisfying the condition | arg(z j )| < π/q. In Sec. IV B, we also discussed the other limiting case α = 1 for which there are two contributing roots. One can notice that there are also two contributing roots for α 1 2 and α > 1. In turn, there is < α < 1 with no contributing roots. This is the most relevant region of scaling exponents for subdiffusion in viscoelastic media.
VI. CONCLUSIONS
In the earlier Ref. [41] , we have shown that the thermal motion of heavy tracers in viscoelastic media could be accurately modeled by a generalized Langevin equation with the Basset force, the generalized Stokes force, and the Hookean force that describe, respectively, hydrodynamic interactions at short times, viscoelastic properties at intermediate times, and eventual optical trapping at long times. This minimal phenomenological model was shown to capture the essential dynamical features of an optical tweezers' single-particle tracking of micron-sized beads in actin filament solutions. Standard Laplace transform techniques allowed us to express a formal solution for this GLE through a linear response function G(t), which is defined by its Laplace transform G(s). However, further analysis was limited by the lack of explicit representation of G(t) in time domain. In order to overcome this limitation, the scaling exponent α was approximated by a rational number that allowed us to derive an explicit representation of G(t) in terms of Mittag-Leffler functions [41] .
In this paper, we further studied this model and explored the proposed approximation. Using the properties of MittagLeffler functions, we managed to represent the linear response function G(t) in a form of the Laplace transform of an explicitly known function G(s). Formally, this integral representation [Eq. (58) ] is just a particular way to write the Bromwich integral (19) determining G(t) through the inverse Laplace transform. In practice, however, the possibility to operate with forward Laplace transform drastically simplifies both theoretical analysis and numerical computation. The integral representation (58) is one of the main results of this paper. On one hand, this representation is the basis for an efficient numerical computation of the linear response function G(t) and the related quantities such as TA MSD and TA VACF, over a broad range of times (Appendix A). On the other hand, the integral representation (58) leads to explicit, easily computable formulas for many quantities of interest. For instance, we analyzed the variances of TA MSD and TA VACF and derived exact formulas for their leading asymptotic behavior in the limit of long sample duration.
We also investigated the asymptotic behavior of G(t) and related quantities at different time scales. At very short times, we obtained not only the ballistic regime but also the higher-order corrections. The hydrodynamic interactions may dominate at short intermediate times, with the t 3/2 scaling of the MSD (Appendix B). For normal diffusion in a viscous medium (e.g., water), the time range of this intermediate regime is typically too short to clearly distinguish this scaling. However, this feature may become more apparent in viscoelastic media. At longer times, one gets the subdiffusive scaling which is reminiscent to viscoelastic media. Finally, the optical trapping leads to saturation of the MSD at a constant level. The asymptotic approach to saturation is known to be exponential for normal diffusion without hydrodynamic interactions. In contrast, Clercx and Schram predicted a much slower, power law approach to saturation due to hydrodynamic interactions. This result may sound counterintuitive, as hydrodynamic interactions typically manifest at short-time scales (microseconds, for the experiment reported in Ref. [41] ), while the optical trapping saturation occurs at much longer time scales (seconds, for the same experiment). We showed that the asymptotic analysis of Clercx and Schram was incomplete. A careful analysis of Mittag-Leffler functions reveals that both exponential and power law decays are present, with significantly different characteristic times. When the laser intensity is small (weak trapping), the exponential function may dominate and accurately describe the approach to saturation, as confirmed by experimental data reported in Ref. [41] . Similar behavior may be relevant for diffusion in viscoelastic media.
ACKNOWLEDGMENT
We thank the anonymous referee for bringing out attention to Refs. [39, 40] , in which a rational approximation of the scaling exponent has been proposed. One also has to include into Eq. (A1) the discrete contribution from Eq. (55), i.e., the sum of exponential functions j g j e −ts j , with g j and s j given by Eq. (57). For fitting procedure, one can use a vectorial representation. Denoting g k = g(t k ) for k = 1, . . . ,K (K being the number of fitting points), G m = W m G c (S m ) for m = 1, . . . ,nJ , and W k,m = e −t k S m , one gets g = WG, where the rectangular matrix W is of size K × (nJ ). Although this matrix can not be inverted, it allows for a rapid minimization procedure.
One can also compute G(t) and G (1) (t) by integration of g(t) as 
G(t) = −
where we used the asymptotic behavior of G(t) and G (1) (t) to omit time-independent terms. Similarly, one also has to include the discrete contributions with | arg(z j )| < π/q. on the leading behavior of the variance V (t,t m ) as the sample duration t m goes to infinity.
When t and t m are both large, the main contribution is expected to come from the term g(|t 1 
(t ) + g(|t − t|)g(t + t).
We deduced therefore Eq. (60) for the leading order approximation of the variance as t m → ∞. In Eq. (60), the first term (denoted as I 1 ) can be easily found by expressing one factor g(t ) according to Eq. (54) and changing the order of integrals:
In the next section, we show how to compute this integral exactly.
The computation of the second integral in Eq. (60), denoted as I 2 , is more subtle. Using the representation (54) for both factors g(|t − t|) and g(t + t), one gets 
This integral approaches I 1 in the limit t → 0, and vanishes as t → ∞. It is worth noting that I 2 may also take negative values.
Exact computation of integrals
The integral (C1) determining the leading behavior of the variance of the TA VACF contains the continuous and discrete parts: 
