A nonlinear signal-processing model is derived for the optical recording channel based on scalar diffraction theory. In this model, the signal waveform is written in closed form as an explicit function of the channel bits that are stored on an optical disk, thereby comprising both linear and nonlinear terms. Its explicit dependence on the channel bits makes this model well suited for signal-processing purposes. With the model it is also convenient to assess the importance of nonlinear contributions to the signal waveform. The model is applied for one-dimensional optical storage as well as for two-dimensional ͑2D͒ optical storage in which bits are arranged on a 2D hexagonal lattice. Signal folding is addressed as a typical nonlinear issue in 2D optical storage and can be eliminated by recording of pit marks of sizes considerably smaller than the size of the hexagonal bit cell. Further simplifications of the model with only a limited number of channel parameters are also derived.
Introduction
Accurate simulation of signal waveforms as obtained during readout of optical disks is important, for instance, for the design of new optical recording formats. A completely rigorous approach would necessitate inclusion of vector diffraction effects, 1,2 but doing so would be impractical because of computational complexity. A more convenient and still sufficiently accurate way of simulation is accomplished with a model based on scalar diffraction theory as introduced by Hopkins. 3 The scalar diffraction model considers the complex-valued optical wave front of the scanning laser spot, denoted p͑R Ϫ R p ͒, that is incident at a position R p in the two-dimensional ͑2D͒ plane of the information layer on the disk ͑R is the 2D position vector in that plane͒; the optical wave front is subsequently diffracted by the marks ͑or pits͒ and nonmarks ͑or lands͒ on the disk, after which it propagates back through the objective lens toward the photodetector. The information layer is represented by a ͑complex-valued͒ reflection function, denoted r͑R͒. For the commonly used central-aperture detection ͑CA͒, the power of the optical wave front is integrated within the detection aperture, which is located in the exit pupil of the objective lens: This yields the signal waveform, which is denoted I͑R p ͒ ͑with the laser spot at position R p in the plane of the disk͒, for which one has
where ⍀ represents the 2D spatial frequency vector in the plane of the exit pupil of the objective lens and FT denotes a 2D Fourier transform from the disk's plane ͑R͒ toward the plane of the exit pupil ͑⍀͒. Inasmuch as the terminology used in Hopkins's formalism comprises optical wavefronts, 2D Fourier transforms, and disk-reflection functions, it is not of direct use for signal-processing purposes for which one aims for a closed-form expression of the signal waveform in terms of the channel bits that are written to the disk. Such an explicit form in terms of the channel bits is required, for instance, for evaluation of the nonlinearities in the signal waveform: After a proper understanding of their origin is obtained, these nonlinearities can be combatted efficiently in the bit-detection module of the digital receiver by use of proper signal-processing measures. A commonly used approach that circumvents the drawback described above is to consider only instances of linear interference in the optical storage channel, thereby assuming that the linear are much more important than the nonlinear contributions. Note the intrinsic nonlinear character of the signal waveform in Eq. ͑1͒, as it results from detection of the power of the optical wave front at the photodetector. In the linear approximation, bit-synchronous signal waveform I k ͑at bit position k͒ is obtained as the convolution of the bipolar channel bit sequence b k ͑with values Ϯ1͒ and the impulse-response function ͑IRF͒ ͓also known as the point-spread function ͑PSF͔͒ of the channel, denoted h k , that is,
Impulse response function h k is computed as the FT of the modulation transfer function, denoted H͑⍀͒, which is given by a formula known in the optical storage signal-processing community as the BraatHopkins formula 4 ͑see also Chap. 6 of Ref. 5͒:
In Eq. ͑3͒ the cutoff frequency of the channel beyond which no information is transferred is denoted ⍀ c and is defined as
where is the wavelength of the light and NA is the numerical aperture of the objective lens. Obviously, the linear approach that uses the Braat-Hopkins formula, although it is elegant from a signal-processing point of view, is-by definitionnot capable of coping with nonlinear effects such as pit-land asymmetry. That nonlinear effect is prominent in conventional optical recording media such as CDs and DVDs: It can almost directly be observed from many eye patterns as the ͑mostly͒ downward shift of the inner eye ͑the inner eye originates from the shortest run lengths of the run-length-limited code used͒ relative to the ͑minimum and maximum͒ signal levels that correspond to the longest run lengths ͑see Ref. 6 for more details͒. Recently Kobayashi 7 introduced an improved and elegant method that can handle the nonlinearities with a high level of accuracy, with the additional advantage that it is directly suited for signal-processing purposes: The nonlinear terms are computed as the convolution between a so-called edge-spread function ͑ESF͒ and a series of ␦ impulses that are located at the transitions in the channel bit stream ͑the transitions occur from a pit run to a land run and vice versa͒. The shapes of the ESF and the PSF turn out to be almost identical. This observation explains why the so-called A-parameter model 8 for pit-land asymmetry, which is a phenomenological model ͑somewhat related to the ESF model 7 ͒, works well to describe the experimental signal waveforms. The A-parameter model transforms a fraction of the bipolar bits of a given polarity ͑either ϩ1 or Ϫ1͒, namely, those that are neighbors of the transitions in the channel bit stream, into a nonbinary value; after the binary bit stream is replaced by the ternary bit stream ͑they differ only at transitions͒, the bit stream is convolved with the standard PSF ͓just as in Eq. ͑2͔͒. An alternative approach 9 that handles nonlinear effects in optical recording decomposes the optical wave front into a number of separate components that are based on the various tracks within the area of the illuminating spot. A related decomposition in yet another approach 10 is based on contributions from individual marks. Both approaches 9,10 stress the importance of the nonlinear effects; however, unlike in the ESF model 7 and the A-parameter model, 8 they are not directly suited for signal-processing purposes.
A new concept for 2D optical storage is being developed in which the channel bits are arranged on a 2D hexagonal lattice. A characteristic feature of 2D optical storage is that the distance of a bit to its neighboring bits is identical for all ͑tangential and radial͒ directions, much unlike the situation in onedimensional ͑1D͒ optical storage for which the radial distances are significantly larger, leaving a considerable land portion between successive tracks. Because of this feature, signal nonlinearities in 2D optical storage are expected to be much more prominent. Furthermore, in 2D optical storage the concept of contiguous pit marks, as it applies for the 1D case, needs to be abandoned to reduce the nonlinearities. Altogether, 2D extensions of the previously mentioned models ͑ESF model and A-parameter model͒ for conventional 1D optical storage are not appropriate for describing the nonlinearities for 2D optical storage; consequently a new signal-processing model ͑based on scalar diffraction͒ needs to be designed. The derivation of this new signal-processing model is the main topic of this paper. The model is generic in the sense that it can be applied to conventional 1D optical recording as well, as an alternative to the ESF model. Unlike most of the methods mentioned above, the signal-processing model described in this paper does not require any additional approximation: It is completely identical to Hopkins's scalar diffraction approach. Apart from linear intersymbol interference ͑ISI͒, which is described by ͑an adapted form of ͒ the IRF or the PSF, the model also includes a separate nonlinear kernel for the nonlinear ISI.
The outline of this paper is as follows: In Section 2 the new signal-processing model is introduced as the central topic of the paper. Its application to 1D optical storage is described in Section 3. Section 4 deals with application to 2D optical storage. For 2D optical storage with a rotationally symmetric laser spot, a simplified signal-processing model with a reduced number of channel parameters is derived in Section 5. Options for future related research are addressed in the concluding Section 6.
Nonlinear Signal-Processing Model
The derivation of the model is based on two steps: First we need a convenient representation of the disk reflection function r͑R͒ as a function of the channel bits that are written to the disk; second, in Eq. ͑1͒ the order of integration over the central aperture and the summation over bits ͓which results from the expression for r͑R͔͒ is interchanged. We first introduce a number of definitions. On the information layer of the disk we identify pit areas, which have a reflection function equal to exp͑i͒, where is the double-pass phase depth, and land areas, which have a reflection function equal to 1. With a pit bit ͑b j ϭ ϩ1͒, we associate a pit area defined by the pit window function W͑R Ϫ R j ͒ centered at bit position R j : We have that W ϭ 1 inside the pit area and W ϭ 0 outside the pit area. Consequently a land bit ͑b j ϭ Ϫ1͒ is characterized by the absence of such a pit area. In this model, pit window functions of neighboring pit bits are assumed to be nonoverlapping. Disk reflection function r͑R͒ can then be written in the following notation:
In Eq. ͑5͒, a j represents the complex-valued bit value for the bit at position R j , which accounts for the difference in reflection between a land area and a pit area. With u j denoting the unipolar bit values ͑0, 1͒ derived from the bipolar bit values ͑Ϯ1͒ by
bit parameter a j is defined as
Note that disk reflection function r͑R͒ of Eq. ͑5͒ explicitly reflects the asymmetry between land and pit bits: For land bits we have that a j ϭ 0, so the area occupied by a land bit is physically identical to the so-called virginal disk ͑without any pit bits͒. For notational convenience we introduce the socalled bracket notation for the complex-valued optical wave front in the plane of the exit pupil. The bracket notation is well known in quantum mechanics, where it was introduced by Dirac 11 : it allows interference integrals of the type used in Eq. ͑1͒ to be written in extremely compact form. Accordingly, we rewrite the complex-valued optical wave function in the exit pupil as
The inner product ͑or bracket͒ of two functions, the bra ͉͗ and the ket ͉͘, is defined by the integral within the CA used for detection:
Hence the detected signal waveform according to Hopkins's scalar diffraction model becomes simply
Combining Eqs. ͑5͒ and ͑8͒ yields
Equation ͑11͒ represents a decomposition of ͉͘ into a number of terms. The first term is the wave front for the all-land situation when the optical disk contains only land bits ͑no pit marks͒, that is, when the disk surface is a perfect mirror; it is denoted ͉ L ͘ and is given by
The second term in Eq. ͑11͒ is a sum of contributions to the pupil wave front from all individual pit bits that are present in the information layer within the effective range of the spot. Each contribution of the second term contains a wave function ͉ j ͘ ͑called briefly the "pit wave front"͒ for a pit mark at position R j , which is given by
Using Eq. ͑11͒ in Eq. ͑10͒ finally yields the signal waveform as
Equation ͑14͒ is the basic formula of this paper. Signal waveform I of Eq. ͑14͒ is nonlinearly dependent on channel bits b j through complex-valued coefficients a j . The first term in Eq. ͑14͒ is a constant term, reflecting the maximum amplitude of the signal that occurs when there are no pits on the disk: It is the self-interference of all-land wave front ͉ L ͘. The next two terms in Eq. ͑14͒ represent that part of the signal that is linearly dependent on channel bits u j : These terms are due to linear interference between all-land wave front ͉ L ͘ and pit wave front ͉ j ͘. The last term in Eq. ͑14͒ is the bilinear term, which corresponds to the interference between the wave fronts that results from two pit bits, at positions R j and R k , that contribute to the signal waveform with the laser spot focused at R p .
We derive from Eq. ͑14͒ an expression that is directly suitable from a signal-processing point of view. First, for the sake of simplicity, we normalize all terms by a common gain factor such that the landland interference term ͗ L ͉ L ͘, which is the maximum level of the signal waveform, equals 1 ͑for this situation the disk's surface is a perfect mirror͒. Sec-ond, we make use of the following properties of the kernels for linear and nonlinear interferences:
The integral in Eq. ͑15͒ was obtained by application of Parseval's theorem and from the fact that ͉ L ͘ is band limited within the central aperture. Equation ͑15͒ reveals an elegant physical interpretation of the coefficients for linear interference: They are just the integral of the power of the laser spot ͉ p͉ 2 computed within pit window W for the pit bit considered at a certain position ͑R j ͒ relative to the center of the spot ͑R p ͒. Third, for unipolar bit value u j ͑0, 1͒ we have that u i 2 ϭ u i . Finally, we can rewrite Eq. ͑14͒ in compact form as
where the coefficients c j for the linear ISI are given by
and where the coefficients e j,k for nonlinear ISI are given by
The coefficients for the linear ISI, c j , are a combination of the ͑linear͒ interference term between the all-land wave front and a pit wave front ͗ L ͉ j ͘ and of the ͑nonlinear͒ self-interference term ͗ j ͉ j ͘ for a pit wave front. Note that we reserve the term "interference" to be used for optical wave fronts as in Eq. ͑14͒, whereas we adhere to the term intersymbol interference for interference of bits, as in Eq. ͑17͒. Another observation from Eqs. ͑18͒ and ͑19͒ is that the geometry of a pit bit ͑determined by pit window W͒ and phase depth of a pit bit are decoupled. The factor related to the phase depth is identical for both sets of coefficients and equals 2͓1 Ϫ cos͔͑͒. Consequently, a change in the phase depth of the pit marks will affect only the modulation range ͑minimum and maximum signal levels͒ of the signal waveform but not its overall shape.
A practical simulation based on Eq. ͑14͒ or Eq. ͑17͒ is performed in two steps as follows: In a first step, all the relevant linear and nonlinear coefficients ͑͗ L ͉ j ͘ and ͗ k ͉ j ͘, or, equivalently, c j and e j,k ͒ are precomputed ͑e.g., by use of fast FTs͒ for the conditions of the optical channel at hand ͑, NA, and track and pit geometries͒. In a second step, the signal waveform for a given channel bit stream b j is computed according to Eq. ͑14͒ or Eq. ͑17͒.
Equation ͑17͒ holds for any arbitrary sampling phase of the laser spot; that is, position R p of the laser spot can be at any possible location in the 2D plane of the disk. However, linear and nonlinear kernels c i and e i, j depend on the actual sampling phase; thus, for each sampling phase that is required in a given simulation, a separate pair of kernels ͑c i and e i, j ͒ has to be precomputed.
We conclude this section with a remark on the expansion for disk reflection function r͑R͒ in Eq. ͑5͒. It has been implicitly assumed that the pit window W has infinitely steep vertical edges: This assumption resulted in a separate factor for phase depth . For a more realistic situation in which pit bits are represented by a pit area that has edges of a limited steepness, the above formalism needs to be modified slightly. Let window W still represent the area of the pit outside of which we have that r͑R͒ ϭ 1. We then need to replace the constant phase depth , assumed in the analysis above, by a positiondependent phase depth, denoted ͑R Ϫ R j ͒. In that case the previous analysis with linear and nonlinear kernels remains valid after disk reflection function r͑R͒ is rewritten as
with, for the complex-valued modified window function W ,
Obviously the most important difference from the previous analysis is that the integrals for computation of the resultant linear and nonlinear kernels should in this case include position-dependent phase depths ͑R Ϫ R j ͒. Note that, for the applications described henceforth, we assume infinitely steep edges.
Application to One-Dimensional Optical Storage
The model of Section 2 was applied to a DVD-ROM system with the following physical parameters: ϭ 650 nm; NA ϭ 0.60; channel bit length, T ϭ 133 nm; radial pit width, 260 nm. The linear interference kernels ͗ L ͉ j ͘ are shown in Fig. 1 ; the nonlinear interference kernels ͗ k ͉ j ͘ are shown in Fig. 2 for several values of bit position j ͑note that the prefactor that is due to phase depth of the pits is not included͒. The typical shapes of the curves for the nonlinear kernels are illustrated in Fig. 2 : They are reminiscent of the shape of the spot profile, and the tap values depend on the actual locations of interfering bits j and k within the spot profile. Therefore the tap with the maximum value shifts with the position of bit j, and its magnitude decreases with increasing j. For ϭ 180°, Fig. 3 shows the simulated signal waveform for a typical bit sequence: The complete signal is shown, together with its linear approximation ͑with constant term 1 and the linear contributions that are due to ͗ L ͉ j ͒͘ and with the separate nonlinear contributions related to ͗ k ͉ j ͘ for different values of ͉k Ϫ j͉. From Fig. 3 we can observe that the nonlinear contributions are very small in the center area of long land runs ͑5T and 11T͒ but are nonnegligible at the center of the shortest land runs which are equal to 3T; also, at the edge regions of the long land runs there are some nonlinear contributions from the pit bits in the neighboring pit runs. The nonlinear contributions are most significant in the center area of long pit runs, and their amplitude increases with increasing run length. The nextneighbor nonlinearity that is due to ͗ jϮ1 ͉ j ͘ is the most important one, but the other contributions with values of ͉k Ϫ j͉ of as much as 4 are not negligible. For the DVD conditions considered, the resultant eye pattern is drawn in Fig. 4 : An eye pattern consists of many overlaid traces of small sections of the signal waveform, all synchronized to the bit clock. In Fig.  4 a pit-land asymmetry of ϳ16% is clearly observable.
Application to Two-Dimensional Optical Storage
A new concept for 2D optical storage is currently being developed in which the information on the disk fundamentally has a 2D character. 12, 13 The aim is to achieve an increase over the third generation of optical storage ͓Blu-ray Disc ͑BD͒ with wavelength ϭ 405 nm and a NA of 0.85; see Refs. 14 and 15͔ by a factor of 2 in data density and by a factor of 10 in data rate ͑for the same physical parameters of the optical readout system͒. In this new concept, the bits are organized in a broad spiral. Such a spiral consists of a number of bit rows stacked one upon another with a fixed phase relation in the radial direction, such that the bits are arranged on a 2D lattice. A 2D closed-packed hexagonal ordering of the bits is chosen because it has a 15% higher packing fraction than the square lattice. 16, 17 Successive revolutions of the broad spiral are separated by a guard band consisting of one empty bit row ͑Fig. 5͒. A multispot light path for parallel readout is realized, where each spot has BD characteristics. Signal processing with equalization, timing recovery, and bit detection is carried out in a 2D fashion, that is, jointly over all the bit rows within the broad spiral. 12, 13 For 1D optical storage with a small pit-land asymmetry, the linear model of Eq. ͑2͒ is quite a reasonable approximation for the channel, irrespective of whether we use the Braat-Hopkins IRF of Eq. ͑3͒ or the IRF from Kobayashi. 7 In such a linear model, long land runs and long pit runs lead to maximum and minimum signal amplitudes, respectively. The reason why a long pit mark has a small signal amplitude is that the spot diameter is normally larger than the radial width of a pit on the disk. Hence, when the spot scans such a long pit mark, the reflected light beam loses intensity merely by radial diffraction outside the CA of the lens. Note that Kobayashi's 7 linear IRF indeed takes account of the finite radial extent of a pit, whereas the BraatHopkins IRF is based on purely tangential diffraction from phase fronts that vary sinusoidally in the tangential direction but are constant in the radial direction; nevertheless, despite this basic conceptual difference, the two approaches yield quite similar impulse responses. For 2D optical storage, however, nonlinear effects are substantially more important, as is explained in the remainder of this section.
A characteristic feature of 2D optical storage is that the distance of a bit to its neighboring bits is identical for all ͑tangential and radial͒ directions, quite unlike the situation for 1D optical storage for which the radial distances are significantly larger, leaving a considerable land portion between successive tracks. This intermediate land portion is missing in the 2D case: Therefore the problem of what we may call signal folding may arise when the pit mark for a pit bit is assumed to cover the complete hexagonal bit cell. For a large contiguous pit area consisting of a number of neighboring pit bits, there is no diffraction at all: Consequently, a large pit area and a large nonpit ͑or land͒ area will show identical readout signals because they both act as perfect mirrors. As a result the channel becomes highly nonlinear. In view of robust bit detection in 2D optical storage, the signal waveform should preferably show a systematic roll-off ͑which should be as linear as possible͒ for an increasing number of neighboring bits of the pit type: This property must hold for both possible bit values for the central bit. Signal folding occurs when the central bit is of the pit type, that is, a 1 bit: ͑Part of ͒ the signal values increase ͑instead of decrease͒ with an increasing number of neighboring pit bits. One can eliminate signal folding by recording each pit bit as a separate pit hole with a size considerably smaller than the size of the hexagonal bit cell. In this way, large contiguous areas of pit marks are prevented because the pit holes are always separated by intermediate land areas, leading to diffraction outside the CA.
We now quantify the nonlinearities of the 2D optical storage channel in more detail. With the nonlinear signal-processing model for scalar diffraction as outlined in Section 2, the signal levels for all possible hexagonal clusters are calculated. A hex- agonal cluster consists of a central bit at its center position and of six nearest-neighbor bits at the neighboring lattice positions. Because the ͑nomi-nal͒ spot is circularly symmetric, it is necessary only to identify the central bit and the number of pit bits among the nearest-neighbor bits ͑neglecting only for the purpose of identification the extra level dispersion that is due to nonlinear effects͒. This results in a total of 14 unique signal levels, for which each of the signal levels is N n -fold degenerate with N n ϭ ͑ n 6 ͒ and n is the number of nearestneighbor pit bits ͑n ϭ ¥ iϭ1 6 u i ͒. A first example of the 2D hexagonal format with a hexagonal lattice parameter a H ϭ 165 nm is shown in Fig. 6 for two pit-hole diameters, b ph ϭ 122.5 nm ͑50% filling of hexagonal bit cell͒ and b ph ϭ 165 nm ͑which is the maximum size of circular nonoverlapping pit holes͒. For a broad spiral consisting of 11 bit rows and with a guard band 1 bit row wide, this lattice parameter yields a capacity of 1.4ϫ that of the BD format. The levels are normalized to the all-land reflection level ͑which is set equal to 1͒. A second example with a hexagonal lattice parameter a H ϭ 138 nm is shown in Fig. 7 for two pit-hole diameters, b ph ϭ 102.5 nm ͑50% filling͒ and b ph ϭ 138 nm ͑maximum size͒, corresponding to a capacity that is 2.0ϫ that of the BD format.
In these figures, level identification is based only on the six nearest-neighbor lattice bits ͑the socalled first shell͒, which make the most significant contribution to the 2D ISI. The scalar diffraction model, however, also takes all other relevant shells into account. The seven-bit hexagonal clusters are identified by a cluster index, computed as 7u 0 ϩ ¥ iϭ1 6 u i ͑with the summation running over the six nearest neighbors͒. Signal-level variations that are due to differences in nonlinear effects within the seven-bit cluster and to the influence of the shells beyond the first shell are not shown. Instead, an average is taken across all possible bit patterns in these shells. This explains the fact that the signal level of the all-land cluster is not equal to 1, as we would expect from a normalized model, but somewhat smaller. Based on a detailed evaluation of the signal levels for various sizes of pit holes, and for a fixed phase depth of the pits ϭ 180°͑we omit the signal plots for the sake of brevity͒, it turns out that the best roll-off as a function of the number of neighboring pit bits n and maximum signal modulation are obtained for a pit hole that covers approximately half the area of the available hexagon. Indeed, for maximum signal modulation the signal level of the all-pit cluster should be as small as possible, which is to be expected for a 50% coverage criterion. The optimum pit-hole diameter b ph 50% equals
(20)
Figures 6 and 7 reveal the quasi-linear roll-off of the signal levels for the 50% filling criterion ͑left͒; for the maximum ͑circular͒ pit-hole size ͑right͒, the signal folding becomes clear from the signal levels where the central bit of the cluster is a pit bit ͑1͒. The 50% filling criterion yields the best linearized channel condition. However, even in that case some obvious nonlinearities remain: ͑i͒ the signal range between minimum and maximum signal level is larger when the central bit of the cluster is a land bit ͑0; left-hand curve in each plot͒; ͑ii͒ each of the curves shows a nonlinear curvature, for a central bit that is both a land bit ͑0͒ and a pit bit ͑1͒, with the latter ͑right-hand curve in each plot͒ revealing the largest nonlinearity and the highest curvature. It can further be observed from Figs. 6 and 7 that the signal levels for bits 0 and bit 1 overlap. The range of signal overlap for the lower density of Fig. 6 amounts to three levels; for the higher density of Fig. 7 it amounts to somewhere from four to five levels. Although the signal overlap seems to be a serious problem at first sight, it is completely overcome in the signal processing of the digital receiver by means of a 2D maximum-likelihood bit detector. 12,13
Reduction of Channel Parameters by Exploiting Rotational Symmetry in Two-Dimensional Optical Storage
A simplified but completely equivalent expression for the channel model of Eq. ͑14͒ or Eq. ͑17͒ in 2D optical storage can be obtained under the assumption of nominal read-out conditions with a nonaberrated rotationally symmetric spot profile. 
A. General Case
The signal-processing model of Section 2 yields linear and bilinear terms. Among the bilinear terms we have self-interference terms for each pit bit ͑close enough to the center that the bit is within the area of the illuminating spot͒, and cross-interference terms for each pit pair ͑with both pit bits within the area of the illuminating spot͒. These two types of bilinear term are illustrated in Fig. 8 . For the linear interferences, the only differentiating parameter is the distance from the current pit bit to the center of the spot ͑assumed to be centered on the central bit͒. It is therefore advantageous to classify the neighboring bits into shells ͑or rings͒, where all bits in a given shell have the same distance to the center of the spot. We distinguish shells with increasing distance d toward the center of the spot: shell 1 consists of the nearest neighbors of the central bit, all at distance d ϭ 1; shell 2 consists of the next-nearest neighbors of the central bit, all at d ϭ ͌ 3; shell 3 consists of the next-next-nearest neighbors of the central bit, all at d ϭ ͌ 4, and so on. We denote the number of pit bits in shell j, n j ; and the total number of shells that we consider, N shell . For N shell ϭ 3, all three shells are shown in Fig. 9 .
The value of the coefficients for the kernels of the bilinear interferences depends in this simplified model on three parameters: ͑i͒ the distance of the first pit bit to the center of the spot, or, equivalently, its shell number i; ͑ii͒ the distance of the second pit bit to the center of the spot, or, equivalently, its shell number j; and ͑iii͒ the distance between the two pit bits.
When we account for a number N shell of shells, signal waveform I can be modeled as a sum of five basic terms:
In Eq. ͑21͒ we have used the following notations: u 0 is the unipolar bit value of the central bit, at which the laser spot is centered; n j is the number of neighboring pit bits in shell j; l 0 is the tap value of the linear interference kernel for the central pit bit; l j is the tap value of the linear interference kernel for a neighboring pit bit in shell j; s 0,0 is the value for self-interference of the central pit bit; s j, j is the value for self-interference of a neighboring pit bit in shell j; x 0, j is the value of the cross-interference kernel between the central pit bit and a neighboring pit bit in shell j; D i, j is the set of all possible nonzero distances d between a bit in shell i and a bit in shell j; x i, j ͑d͒ is the value of the cross-interference kernel between two neighboring pit bits, with one pit bit in shell i, the other pit bit in shell j, and a distance equal to d; and finally, p i, j ͑d͒ is the number of the last-named neighboring pit pairs.
Each of the five terms in Eq. ͑21͒ has a straightforward interpretation. The first term is a ͑normal-ized͒ constant term. The second term is the interference that results only from the central pit bit. The third term is a sum over all shells, with for each shell j the interference that results only from each individual pit bit in the shell. The fourth term is a sum over all shells, with for each shell j the cross interference of each pit bit in the shell with the central pit bit. And, finally, the fifth term in Eq. ͑21͒ is a double sum over all shells, with for each pair of shells i and j the cross interference of a pit bit in shell i and a pit bit in shell j at a distance d.
The sets A further approximating simplification of the multiple-shell rotationally symmetric channel model of Eq. ͑21͒ can be made when we limit all interferences to the first shell. A next approximating step is to neglect all cross interferences ͑between pit bits of shell 1͒ for pit bits that are separated by a distance larger than 1: In fact, we then consider only nearest-neighbor cross interference. Such an approximation turns out to be valid for the situation that the hexagonal lattice parameter equals a H ϭ 165 nm ͑for a BD optical pickup unit͒. The signal waveform of Eq. ͑21͒ becomes in that case
This is essentially a four-parameter channel model. There is one global channel parameter for each of the four nontrivial terms in relation ͑22͒: ͑l 0 Ϫ s 0,0 ͒ for the linear ISI of the central bit; ͑l 1 Ϫ s 1,1 ͒ for the linear ISI of the nearest-neighbor bits; x 0,1 for the nonlinear ISI between the central and the nearest-neighbor bits; and x 1,1 ͑1͒ for the nonlinear ISI between nearest-neighbor bit pairs. Note that this simplified model needs only three parameters from the channel bit stream for each bit position:
The central bit value u 0 , the number of nearestneighbor bits n 1 , and the number of nearestneighbor bit pairs at distance d ϭ 1, denoted p 1,1 ͑1͒.
The possible values of parameter p 1,1 ͑1͒ ͑and its average value͒ are shown for all seven values of the number of nearest-neighbor pit bits n 1 ͑of the first shell͒ in Table 1 . A simplified channel model with only a limited number of canonical channel parameters is ideal to serve as a compact nonlinear target response in a partial-response maximum-likelihood bit detector ͑see Ref. 18 for partial-response maximum-likelihood bit detection and target responses for linear 1D channel models͒. Figure 10 shows the signal pattern for a H ϭ 165 nm and pit diameter b ph ϭ 122.5 nm according to relation ͑22͒. From the figure we can clearly observe the two sets of eleven different signals as the isolated stars ͑one set for the central bit equal to 0; another set for the central bit equal to 1͒ according to the number of different p 1,1 ͑1͒ parameters in Table 1 . The average signal value ͑indicated by the solid curve in Fig. 10͒ is obtained as the average over all clusters with a given value of the number of nearest pit neighbors n 1 ͑rang-ing from 0 to 6͒. This average value is determined by the value of ͗p 1,1 ͑1͒͘ that is listed in the rightmost column of Table 1 . Inasmuch as x 1,1 ͑1͒ is a positive number, the graphs curve in an upward direction for higher values of n 1 ͑for both cases, u 0 ϭ 0 and u 0 ϭ 1͒. Thus, in conclusion, there are two basic types of nonlinearity in this simplified model. First, there is the nonlinearity associated with cross interference x 1,1 ͑1͒, which is governed by the number of pit pairs p 1,1 ͑1͒. Second, there is the nonlinearity associated with cross interference x 0,1 , which depends on the number of pit pairs that contain the central pit bit and one of the pit bits among the nearest neighbors of the central bit ͑the number of which is defined as n 1 ͒: So the prefactor of x 0,1 equals u 0 n 1 ͑thus linear in n 1 , and nonzero only when u 0 ϭ 1͒. Because x 0,1 is a positive number, the second type of nonlinearity boils down to a less negative slope of the linear interferences when the central bit is u 0 ϭ 1, compared with u 0 ϭ 0.
C. Simulation and Analysis of Main Nonlinearities for Hexagonal Lattice Parameter a H ‫؍‬ 165 nm
In addition, Fig. 10 also shows the signal levels for the full model, i.e., with five shells included ͑dashed curves͒. The curve for the four-parameter model shows an offset relative to the full-model curve, but the overall shapes of the two curves are almost identical. The offset is caused by interferences that involve pit bits beyond the first shell of neighbors. Further note that the offset depends slightly on the cluster type because of nonlinear effects: The smallest offset between the four-parameter model and the full-model curves occurs at the all-pit cluster ͑with index 13͒.
Conclusions and Subjects for Future Study
A new, computationally efficient channel model for read-out of optical disks based on scalar diffraction has been derived. The new model does not require additional approximations on top of the basic assumption of scalar diffraction. The model is convenient from a signal-processing point of view because it is written in closed-form with explicit dependence on the channel bits that are written to the disk; the model comprises kernels for linear and nonlinear interferences. The model has been applied for 1D and 2D optical storage. For 2D optical storage, for which the bits are arranged on a 2D hexagonal lattice, we have addressed the issue of signal folding, which is due to severe channel nonlinearities: One can linearize the overall channel to a satisfactory level by assigning to each pit bit a pit mark that covers not more than 50% of the bit cell. The new signal-processing model has yielded additional insights into the origin of the nonlinearities of the signal waveform. Finally, for 2D optical storage we have also described signal modeling schemes with a reduced number of channel parameters by making use of the rotational symmetry of the laser spot for read-out under nominal nonaberrated conditions. As subjects for potential future study we identify a couple of extensions of the current channel model. A first extension is concerned with 1D optical storage and the practical situation in which pit marks are systematically too large ͑too small͒, thereby reflecting, e.g., for a read-only disk the overetching ͑under-etching͒ conditions during manufacture of the stamper disk. This phenomenon can be modeled in terms of a nonlinear disk reflection function r͑R͒: the nonlinear term is triggered at the edges of a contiguous pit mark and provides for the expansion or compression of the pit window at the pit bits that are located at the edges of the pit mark. Note that, with the disk reflection function having terms of maximum second order in the channel bits, the signal waveform will contain terms up to fourth order in the channel bits. A second extension of our model is concerned with a multichannel situation achieved through partitioning of the photodetector ͑each partition corresponds to one channel͒. The approach followed in this paper can be applied for each of these channels separately, yielding a signal waveform that is expressed in linear and nonlinear interference with kernels that are characteristic for the channel at hand. Such an approach can be applied for detector partitioning in the plane of the exit pupil as well as for detector partitioning in the image plane, e.g., the image plane of an additional astigmatic lens with a quadrant detector as is typically used for an astigmatic focus servo system. Yet another possible extension of the model of this paper is concerned with 1D or 2D optical storage by use of multilevel instead of binary modulation and in which pit hole sizes may vary to generate the required multilevel signal amplitudes.
