We address the challenge of detecting time-variant interactions in multivariate systems. Inferring Granger-causal interactions between processes promises to gain deeper insights into mechanisms underlying network phenomena, e.g., in the neurosciences. Renormalized partial directed coherence (rPDC) has been introduced as a means to investigate Granger causality in such multivariate systems. When using rPDC a major challenge is the reliable estimation of parameters in vector autoregressive processes. For time-varying connections a time-resolved estimation of the coefficients is mandatory. We show that the State Space Model in combination with the Kalman filter is a powerful tool for estimating time-variate AR process parameters.
Introduction
Interactions of network structures are of particular interest in many fields of research since they promise to disclose underlying mechanisms. In order to identify causes and effects in networks, information on the direction of interaction is important. Such knowledge may then be used to determine the best target for interference with the network.
Several analysis techniques exist to determine relationships and causal influences in multivariate systems [5, 8, 13, 14, 16, 18] . A powerful tool is the renormalized partial directed coherence which is based on modeling time series by vector autoregressive processes. Not only does this generalization of the partial directed coherence [18, 15] detect the connection of nodes in a network and its directionality, it additionally quantifies the strength of a connection.
In order to compute the renormalize partial directed coherence, a set of parameters of a vector autoregressive process is fitted to the data. This set contains information about the dynamics of nodes of the network as well as the connection strengths to other nodes of the network. In general, the dynamics of the nodes and the connections strengths are assumed to be constant in time. However, in most realworld applications, changing dynamics or interactions are a crucial characteristics of the systems. In order to describe mechanisms of a system, such as the "learning brain", transitions between physiological and pathological brain states or weather phenomena such as El Niño, nonstationary approaches are needed. We propose a time-resolved analysis technique that can deal with nonstationary data detecting causal influences between processes in multivariate systems. For this, we combine the renormalized partial directed coherence with the State Space Model and Kalman filter [19] by fitting time-dependent autoregressive parameters and therefore interaction strengths.
Methods
When analyzing the direction of connections in a network a definition of causality is mandatory. A widely used definition is based on Granger's linear predictability criterion, called Granger-causality [7] . It is based on the common sense conception that causes precede their effects in time and is directly linked to autoregressive processes [6] . Based on this, Baccala et al. [1, 15] introduced partial directed coherence (PDC) to examine causal influences in multivariate systems. This frequency-domain measure was refined to the renormalized partial directed coherence (rPDC) in order to also allow conclusions about the strengths of interactions [18] rather than the relative connection strength of one link relative to others. For both PDC and rPDC, a vector autoregressive process is fitted to the multivariate time series. In the following section we review a method commonly used for a time-constant estimation of the coefficients of the autoregressive processes [12] . The time-resolved extension we propose is explained in the subsequent section.
Renormalized Partial Directed Coherence
The renormalized partial directed coherence (rPDC) of an n-dimensional system is based on estimating coefficients of a n-dimensional vector autoregressive process of order p (VAR[p])
where ε x denotes independent Gaussian noise with zeromean 0 and covariance matrix Σ. The a r matrices contain the parameters of the VAR [p] . A single component of such a vector autoregressive process can be interpreted in phys-ical terms as a combination of stochastically driven relaxators and damped oscillators [10] . The spectral matrix S (ω) = H (ω) Σ H H (ω) of a VAR process is given by the covariance matrix Σ of the noise and the transfer matrix
−1 with the ndimensional identity matrix I n and the Fourier transform A * k j (ω) = ∑ p r=1 a r,k j e −iωr of the parameter matrices a r . The superscript (·)
H in the equation of the spectrum denotes the Hermitian transpose [3] . The inverse of the transfer matrix is
From this, the partial directed coherence (PDC) [1] 
is derived. For this normalized measure a pointwise α-significance level is given in [17] . For a given influence from x j to x i the denominator depends on the influences of x j onto all other processes. Therefore the value of the PDC π i← j may change due to a change of other interactions, even if the influence from x j to x i remains the same. Thus, the PDC quantifies the relation of influence of process x j onto x i and x j onto all nodes of the network; a higher value at a given frequency does not necessarily reflect a stronger interaction. A renormalization based on estimating
solves this short-coming. For the estimator [18]
, the true parameter matrices A need to be substituted by the estimated ones. This estimator is unbiased with covariance
with R the covariance matrix of the VAR process, and c k = cos(kω), s k = sin(kω) [12] . Normalizing |X i j (ω)| 2 , Eq. (3), to its covariance matrix, Eq. (4), leads to renormalized partial directed coherence (rPDC)
where (·) denotes matrix transposition. If λ i← j (ω) = 0, a Granger-causal, linear influence from x j to x i taking all other processes into account can be positively excluded at the frequency ω. The α-significance level for zeroGranger-causal linear influence, λ i← j (ω) = 0, is given by χ 2 2,1−α /N [18] . Higher values of rPDC correspond to stronger connections. For estimating the rPDC, Eq. (5), reliable estimation of ndimensional VAR[p]-coefficient matrices a r is the major task.
Time-Resolved Estimation of Coefficients
If interaction between processes varies with time, the timeresolved estimation of parameters is essential.
Blockwise Estimation
As a first approach, the data can be cut into blocks and the parameters can be estimated blockwise. One drawback of this approach is that the result highly depends on the relation of chosen blocksize and time scale in which the parameters vary.
State Space Model and Kalman Filter Based Estimation
Alternatively, we propose to combine the nonstationary State Space Model and the Kalman filter for a time-resolved estimation of the autoregressive parameters without cutting the data into snippets of certain duration [9, 11] . The stationary State Space Model (SSM)
consists of a linear dynamics equation, Eq. (6), and a linear observation equation, Eq. (7). The hidden process y(t) is determined by its own past and the process matrix B, which carries the information about the dynamcis of the process. Furthermore y(t) is influenced by independent Gaussian white noise ε y (t) with mean 0 and covariance matrix Σ. This hidden process y(t) is observed according to Eq. (7) by the observation matrix C and independent Gaussian observational noise ε z (t) with mean 0 and covariance Γ. A stationary vector autoregressive process of order p (VAR[p]) and dimension n, x(t) = ∑ p r=1 a r x(t − r) + ε x (t) (Eq. (1)), can be rewritten as a process of first order (Eqs. (6), (7)) by augmenting its dimension
. . .
, such that it becomes directly accessible for the SSM. The new vector y(t) is an equivalent VAR [1] representation of the VAR[p] process x(t). The matrix 0 n denotes the n×n matrix of zeros.
To include nonstationary dynamics the parameter matrix with n 2 p time varying entries a 1 (t), . . . , a p (t) of the VAR [p] process is modeled in the dynamics equation (Eq. (6))
with the process matrix B as the identity matrix. The parameters are influenced by Gaussian white noise ε A (t) with zero-mean and covariance Q A . For the implementation, the matrix A(t) is rewritten as a vector of size (n 2 p · n 2 p)×1.
The nonstationary process u(t) = A(t) u(t − 1) + ε u (t) is modeled in the observation equation, Eq. (7), as a function of the previous observation u(t − 1) and the process parameters
The observation matrix has to be replaced C = A(t) u(t − 1) such that the vector of parameters A(t), which corresponds to the parameter matrix in Eq. (8), map u(t − 1) onto u(t) except for the noise term ε u (t).
In order to estimate the parameters of the nonstationary SSM Eqs. (9) and (10), the Kalman filter has been proposed [20] . The Kalman filter uses two steps in the estimation procedure. In a first step, the process at time t is predicted from the past t = 1, . . . ,t − 1 steps, denoted by A(t|t − 1), with
Accordingly, the variance P of the parameters A(t) is predicted from the past information,
where Q A is the covariance matrix of the parameter noise. In a second step, the prediction is corrected according to the observation u(t)
where K(t) is the Kalman gain, which weighs the deviation of state of the observed system u(t) and the predicted state C(t)A(t|t − 1) based on the filter. The matrix Q u is the covariance matrix of the observational noise ε u . The Kalman filter estimates the most likely trajectory given the observations. This is not necessarily a typical trajectory of the process. In order to obtain the optimal parameters of the State Space Model the Expectation-Maximization algorithm can be used [19] .
Results
To demonstrate that the State Space Model (SSM) and Kalman-Filter based estimation is more adaptive and therefore more powerful than the blockwise estimation, we simulated 5 000 data points of the 2-dimensional VAR [2] process
where
sinosoidally varying causal strength
of an influence from x 2 onto x 1 . The main frequency of process x 1 is ω 1 = 0.12 Hz. Respectively x 2 oscillates at ω 2 = 0.05 Hz. We analyzed this process both with the blockwise and the SSM and Kalman based approach for an order of p = 10.
Blockwise Estimation of Time-Dependent Coefficients
We estimated renormalized partial directed coherence (rPDC) for 20 non-overlapping segments evaluated at the respective main frequency of the influencing oscillator ( Fig. 1) . As expected for the absent influence of process x 1 onto x 2 rPDC is very low during the whole simulation duration. The existing influence from x 2 onto x 1 is found but the sinusoidal nature of the interaction strength is not revealed. 
State Space Model and Kalman Filter Based Estimation of Time-Dependent Coefficients
Other than for the blockwise analysis, the renormalized partial directed coherence (rPDC) reveals the temporal, sinusoidal influence from process x 2 onto x 1 , Eq. (11), when employing the State Space Model (SSM) combined with the Kalman filter for estimating the process parameters (Fig. 2, right) at the respective main frequencies, 0.05 Hz and 0.12 Hz, of the influencing processes x 1 (left) and x 2 (right), respectively.
At the same time, the absent interaction direction from x 1 onto x 2 is found to be nonsignificant (left). 
Conclusion
Detection of relationships and causal influences is of special interest in multivariate time series analysis. In many applications this task is hampered by time-dependent parameters of processes and especially relationships between processes. We presented a time-resolved measure of interaction strength based on the State Space Model (SSM) and Kalman filtering in combination with the renormalized partial directed coherence, which is based on autoregressive modeling. For this, the squared modulus of the Fourier transform of the autoregressive parameters is normalized to the covariance matrix of its estimator. Therefore, higher values of rPDC correspond to stronger connections. We showed that for the time-resolved estimation of autoregressive parameters a SSM and Kalman-filter approach is superior to a blockwise estimation.
