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Abstract
Despite the phenomenal success of deep learning in
recent years, there remains a gap in understanding
the fundamental mechanics of neural nets. More
research is focussed on handcrafting complex and
larger networks, and the design decisions are of-
ten ad-hoc and based on intuition. Some recent re-
search has aimed to demystify the learning dynam-
ics in neural nets by attempting to build a theory
from first principles, such as characterising the non-
linear dynamics of specialised linear deep neural
nets (such as orthogonal networks). In this work,
we expand and derive properties of learning dy-
namics respected by general multi-layer linear neu-
ral nets. Although an over-parameterisation of a
single layer linear network, linear multi-layer neu-
ral nets offer interesting insights that explain how
learning dynamics proceed in small pockets of the
data space. We show in particular that multiple lay-
ers in linear nets grow at approximately the same
rate, and there are distinct phases of learning with
markedly different layer growth. We then apply a
linearisation process to a general RelU neural net
and show how nonlinearity breaks down the growth
symmetry observed in LNNs. Overall, our work
can be viewed as an initial step in building a theory
for understanding the effect of layer design on the
learning dynamics from first principles.
1 Introduction
Deep learning has admittedly been a breakthrough in the
recent history of AI, and vigorous research is directed to-
wards building progressively complex networks that can train
larger and more unstructured data such as video and text
[Krizhevsky et al., 2012; Russakovsky et al., 2014; He et al.,
2015; Greff et al., 2015]. However, fundamental understand-
ing of the mechanics of learning in deep neural nets is in many
cases elusive [Tachet des Combes et al., 2018]. Theoretical
explanation of the effect of design parameters in neural nets
such as layer depth and layer dimension on convergence and
learning speed are in preliminary stages.
A mature theoretical foundation for training dynamics is
essential to handcrafting complex networks. Admittedly,
closed form solutions for the evolution of learning in general
neural nets (GNN) is notoriously difficult. Hence, an intuitive
way of following the dynamics of neural nets is by devel-
oping theories for simpler surrogate networks such as LNNs
and extending it to more complex GNNs [Saxe et al., 2013;
Arora et al., 2018].
Multi-layer LNNs provide an over-parameterisation of a
single layer linear network in the sense that the expressivity of
the network is still limited (the input-output relationship can
be described by a single matrix multiplication). However, due
to the multiplication of weight matrix elements in the multi-
layer networks, the cost function (empirical squared loss, for
instance) becomes a non-linear and non-convex function of
the weight matrices.
Many interesting phenomenon in GNNs such as periods of
sharp learning followed by slow learning, and dependence of
convergence on layer depth and dimensions, can be observed
in LNNs and might possibly be due to the non-linearity intro-
duced by multiplication of weights. Additionally, reasonable
linearisation of non-linear activation functions in GNNs allow
us to view all GNNs operating in a linear mode in different
pockets of the data space. Therefore, much insight can be
derived from the characterisation of theoretical properties of
LNNs, and techniques can be developed to incorporate those
insights for linearised neural nets as a proxy for GNNs.
Earlier and some recent work on LNNs [Baldi and Hornik,
1989; Kawaguchi, 2016; Fukumizu, 1998; Choromanska et
al., 2014; Hardt and Ma, 2016; Poggio and Liao, 2017;
Soudry and Carmon, 2016] have focussed on the character-
isation of the shape of the squared empirical loss surface in
linear networks. Some remarkable properties of such loss
surfaces are that all local minima are global minima, and
[Kawaguchi, 2016] show that loss surfaces of non-linear net-
works also can be reduced to loss surfaces of linear networks.
The common observation that arbitrary initialisations all con-
verge to good minima in deep learning can be explained with
such characterisations.
More recently, there has been a resurgence in the analysis
of LNNs [Saxe et al., 2013; Advani and Saxe, 2017; Arora
et al., 2018; Goodfellow et al., 2016; Poggio et al., 2018a;
Poggio et al., 2018b] from the point of view of learning dy-
namics. For example, [Saxe et al., 2013] quantify the evo-
lution of the singular values of different layer matrices in or-
thogonally initialised linear networks. They show that in such
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networks, the different modes of input-output correlation and
the layer weights balance each other in a decoupled manner
independent of other modes.
[Arora et al., 2018] show that in a general linear deep net-
work, the effect of the over-parameterisation of multiple lay-
ers is to accelerate convergence, and the same effect cannot be
obtained by simple regularisation of the cost function. Depth
acts as a pre-conditioner to the update step.
[Poggio et al., 2018a; Poggio et al., 2018b] recently
showed that the gradient descent dynamics in a non-linear
network is topologically equivalent to a linear gradient sys-
tem with quadratic potential with a degenerate Hessian. They
extend this result to show that similar to gradient descent in
linear networks, there is an early stopping criterion to avoid
overfitting.
In short, many defining properties of deep learning can be
observed in multilayer linear networks, and possibly arise be-
cause of the same phenomenon of coupling of weight ele-
ments in both networks. Therefore, a solid theoretical under-
standing of general LNNs seems like a practical and logical
step to have a fundamental understanding of deep learning. In
this work, we illustrate how layer growth rates are related to
each other, and quantify evolution of the layer weights across
time. In addition, we provide directions on how multilayer
LNN theory can be used to construct a theory for GNNs.
The rest of the paper is organised as follows - section 2
sets the background for LNNs and describes relationships be-
tween layers during training. Section 3 describes a particular
linearisation technique for GNNs and extends insights from
section 2 to GNNs. Section 4 provides a brief empirical study
to validate some claims from sections 2 and 3, which is fol-
lowed by conclusion in section 5.
2 Linear Neural Networks
In this section, we will give a brief overview of general LNNs,
and then derive various properties of such networks.
We define X .= Rd as the feature space (say a space
of images or text embeddings), and Y .= Rk as the out-
put space (for example, the weight of the k possible infer-
ences). Let the learning algorithm learn a prediction function
yˆ = f(x;W ), x ∈ X , y ∈ Y,W ∈ W ⊂ RD, where W
is the D-dimensional parameterisation of the learning func-
tion. Given a point-wise loss function l(yˆ, y) that measures
discrepancies between predicted and real labels, and a train-
ing set {xi, yi}mi=1 of features and corresponding predictions,
the learning algorithm learns f by estimating
W = arg min
W∈W
[ 1
m
m∑
i=1
l(f(xi;W ), yi)
]
(1)
In case of a general L + 1 layer neural network in it’s
simplest form, the parameterisation W consists of L weight
matrices {W1, · · · ,WL} and L biases {b1, · · · , bL}, and to-
gether with a non-linear function σ(.) (where σ : R→ {0, 1}
in case of sigmoid, tanh, or σ : R→ {0,∞} in case of RelU),
the predictor function f(.) takes the form
f(x,W ) = σ(WLσ(WL−1(· · ·σ(W1x+b1) · · · )+bL−1)+bL)
(2)
(2) can be further simplified in case of a LNN, and ignoring
biases, the linear predictor function can be written as
yˆ = f(x,W ) = WLWL−1 · · ·W1x (3)
.
In this context, a multi-layer LNN with depth L, (L ≥ 2)
will have weights {W1, · · · ,WL} with dimensions {n2 ×
n1, n3 × n2, · · · , nL+1 × nL} with n1 = d and nL+1 = k.
For a general loss function l(f(x;W ), y), the gradient de-
scent or GD step for iterative minimisation of the cumulative
loss L = 1m
∑m
i=1 l(f(xi;W ), yi) in (1) is given as
W t+1l ← [W tl − η ∂L∂W tl (4)
where η > 0 is the learning rate, l denotes layer number
and t is the iteration index. A popular practice is to study it-
erative updates such as (4) from the point of view of ordinary
differential equations (ODEs) by assuming η → 0 [Li et al.,
2015; Chaudhari and Soatto, 2017]; such an approximation
allows well studied theory of ODEs to be applied to GD for
gaining critical insight. Defining τ = η−1, and via standard
backpropagation (for example, see [Arora et al., 2018]) we
can show that for a LNN, the derivative of the l-th weight
matrix in (4) is given by -
τ
dWl
dt
= −
[ L∏
j=l+1
Wj
]T [ 1
m
m∑
i=1
∂l(yˆi, yi)
∂yˆi
xTi
][ l−1∏
j=1
Wj
]T
.
(5)
The special form of (5) offers a very interesting symmetry in
the weight updates of adjacent layers of an LNN, which we
prescribe below
Theorem 1. For a multilayer linear neural network as de-
scribed in (3), for all t and l ∈ {1, · · · , L}, we have
d
dt
(WTl+1Wl+1) =
d
dt
(WlW
T
l ) (6)
Proof. Right multiplying both sides of the l-th equation of (5)
byWTl and left multiplying both sides of the l+1-th equation
of (5) byWTl+1 and comparing the RHS of both equations, we
get:
dWl
dt
WTl = W
T
l+1
dWl+1
dt
(7)
The proof follows by taking the transpose of (7) and adding
to (7).
Theorem 1 has also been noted in [Arora et al., 2018] as
a precursor to a special orthogonal initialisation. Fundamen-
tally, theorem 1 implies that for LNNs, the norm of the adja-
cent layers grow at the same rate. This creates a limit on the
discrepancy between adjacent layers over time, and even ar-
bitrary initialisations cannot make isolated layers to run away
to divergence - this is captured in the following lemma:
Lemma 2. For any arbitrary initialisation of weight matrices
Wl(t0) and Wl+1(t0) for the LNN described in (3) at time
t0 and layers l, l + 1 ∈ {1, · · · , L}, there exists a constant
Cl(t0) only dependent on initialisation of the weight matrices
(and independent of t) such that ‖|Wl+1(t)|F − |Wl(t)|F ‖ ≤
Cl(t0) ∀t. Here |Wl(t)|F refers to the Frobenius norm.
Proof. Integrating both sides of theorem (1) with time, we
get:
W (t)lW (t)
T
l = W (t)
T
l+1W (t)l+1 + C (8)
where C is the constant of integration given by
C = W (t0)
T
l+1W (t0)l+1 −W (t0)lW (t0)Tl (9)
which is only dependent on initialisation of the weight ma-
trices. Now consider the singular value decomposition of the
weight matrices in (8)
UlΣlV
T
l VlΣ
T
l U
T
l = Vl+1Σ
T
l+1U
T
l+1Ul+1Σl+1V
T
l+1 + UCΣCV
T
C
⇒ ΣlΣTl = UTl Vl+1ΣTl+1Σl+1V Tl+1Ul + UTl UCΣCV TC Ul
Taking the 2-norm on both sides, noting that |ΣlΣTl |2 =
|Wl|22 and UTl Vl+1, UTl UC and V TC Ul are rotations,
|Wl|22 ≤ |Wl+1|22 + |ΣC |2 (10)
⇒||Wl|2 − |Wl+1|2| ≤ |ΣC |2. (11)
Invoking the equivalence of norms,
||Wl|F − |Wl+1|F | ≤ λ|ΣC |2 (12)
for some λ > 0 and setting Cl(t0) = λ|ΣC |2, we have the
required bound.
As an immediate consequence, we get the corollary below:
Corollary 2.1. For any arbitrary initialisation of weight ma-
trices Wl(t0) and Wk(t0) for the LNN described in (3) at
time t0 and layers l, k ∈ {1, · · · , L}, there exists a con-
stant κlk(t0) only dependent on initialisation of the weight
matrices (and independent of t) such that ‖|Wk(t)|F −
|Wl(t)|F ‖ ≤ κl(t0) ∀t
Proof. Since difference of norms of adjacent weight matri-
ces are bounded by a constant Cl(t0) as shown in lemma 2,
difference of norm of any two layers is also bounded.
More interestingly, it can be observed from (11) that the
initial constant Cl(t0) is dependent on the magnitude of the
initial difference |ΣC |2. Depending on the initialisation of the
weight matrices, |ΣC |2 can be very close to zero or exactly
zero. Consequently, the norm of the weight matrices can be
kept arbitrarily close to each other during training.
Corollary 2.2. There exists an initialisation called the or-
thogonal initialisation of adjacent weight matrices such
that |ΣC |F = 0 in (11). Consequently, |Wl(t)|F =
|Wk(t)|F , l, k ∈ {1, · · · , L},∀(t).
Proof. Consider the singular value decomposition (SVD) of
Wl(t0) -
Wl(t0) = Ul(t0)Σl(t0)V
T
l (t0)
Initialise Σl(t0)Σl(t0)T = Σl+1(t0)TΣl+1(t0),
Vl+1(t0) = Ul(t0) ∀l. From (9),
|ΣC |F = |C|F = |V Tl+1(t0)CVl+1(t0)|F
= |ΣTl+1(t0)Σl+1(t0)−
Vl+1(t0)
TUl(t0)Σl(t0)Σ
T
l (t0)U
T
l (t0)V
T
l (t0)|F
≤ ||ΣTl+1(t0)Σl+1(t0)|F − |Σl(t0)ΣTl (t0)|F | = 0
⇒ |ΣC |F = 0
With the initialisation in corollary 2.2, the weight matri-
ces start from the same weight initially, and evolve exactly at
the same pace so that their norms are the same at all times.
For realistic starting points such as the Glorot initialisation
([Glorot and Bengio, 2010]), we can expect |ΣC |F ∼ 0.
Corollary 2.3. Let the weight matrices be Glorot initialised
as in ([Glorot and Bengio, 2010]). Then, E[||Wl(t)|F −
|Wk(t)|F |] = 0, l, k ∈ {1, · · · , L},∀(t).
Proof. In the Glorot initialisation, elements of Wl(t0) are
i.i.d sampled ∼ N (0, (
√
β
nlnl+1
)), β > 0.
⇒ E[Wl(t0)Wl(t0)T ] = β
nl+1
Inl+1 , var(|Wl|2F ) =
2β2
nlnl+1
and,E[WTl+1(t0)Wl+1(t0)T ] =
β
nl+1
Inl+1 , var(|Wl+1|2F ) =
2β2
nl+1nl+2
⇒ E[|ΣC |F ] = 0, var(|ΣC |F ) ≤ 2β2( 1
nlnl+1
+
1
nl+1nl+2
)
From lemma 2.2, E[||Wl(t)|F − |Wk(t)|F |] = 0.
Thus, realistic initialisation schemes, at least in LNNs,
have the effect of evolving different layers at the same rate,
so that there is no bottleneck layer, or one rogue layer does
not destabilise the whole learning process. There are stronger
guarantees for the evolution of the weight matrices if we con-
sider particular cases of the loss function l(yˆ, y) in (1). For
example, consider the L2 loss l(yˆ, y) = 12 |yˆ − y|2 in (5).
Corollary 2.4. Suppose that compared to corollary 2.2,
we have Vl+1(t0) = Ul(t0) ∀l, but Σl(t0)Σl(t0)T 6=
Σl+1(t0)
TΣl+1(t0). Also, let Σyx = UyySyxV Txx be the SVD
of Σyx and UL = Uyy, V1 = Vxx. Then Σl(t)Σl(t)T →
Σl+1(t)
TΣl+1(t) as t→∞,∀l.
Proof. Let Σl = diag{σ1,l, · · · , σK,l}, Syx =
diag{s1, · · · }, where K = min{nl, nl+1}. Then, for
the initialisation in corollary 2.4, [Saxe et al., 2013] has
shown that for the L2 loss, the same modes in each layer
influence each other independently of the other modes (the
so called decoupling) to evolve as
τ ˙σk,l =
∏
i∈[L]\l
σk,i
(
sk −
∏
i∈[L]
σk,i
)
(13)
Denoting sk −
∏
i∈[L] σk,i = ck, it being a layer-
independent constant for each mode k, we get, τ ˙σk,l =
ck
∏
i∈{[L]\l σk,i. Let us now consider the case when σk,l >
0 for all l. Denoting dk =
∏
i∈[L] σk,i, in this case, from
(13), we can write ˙σk,l˙σk,l′ =
ckdk
σk,l
σk,l′
ckdk
=
σk,l′
σk,l
. Suppose wlog
σk,l′ (t0)
σk,l(t0)
= rk,l,l′ > 1. Then,
σk,l′(t0 + δt)
σk,l(t0 + δt)
=
σk,l′(t0) + ˙σk,l′(t0)δt
σk,l(t0) + ˙σk,l(t0)δt
=
rk,l,l′σk,l(t0) +
˙σk,l(t0)δt
rk,l,l′
σk,l(t0) + ˙σk,l(t0)δt
= rˆk,l,l′ < rk,l,l′
For δ → 0, 1 ≤ rˆk,l,l′ < rk,l,l′ , and repeating the argument
∀t the ratio will smoothly approach 1, ⇒ Σl(t)Σl(t)T →
Σl+1(t)
TΣl+1(t) as t→∞,∀l.
Clearly, 1 ≤ rˆk,l,l′ < rk,l,l′ . Taking δ → 0 and re-
peating the argument ∀t, rˆk,l,l′rk,l,l′ → 1 ⇒ Σl(t)Σl(t)
T →
Σl+1(t)
TΣl+1(t) as t→∞,∀l.
Additionally, we can show that in case of L2 loss the up-
date equation for the Wl-th matrix in (5) now becomes -
τ
dWl
dt
=
[ L∏
i=l+1
Wi
]T [
Σyx−
( L∏
i=1
Wl
)][ l−1∏
i=1
Wi
]T
. (14)
where Σyx = 1m
∑m
i=1 yix
T
i is the input-output covariance
matrix, and the input has been assumed to have been whitened
(i.e., Σxx = 1m
∑m
i=1 xix
T
i = Id ).
It is easy to infer about the upper bound on the rate of
growth of the norm of the weight matrices from (14) -
τ
d|Wl|F
dt
≤ τ
∣∣∣dWl
dt
∣∣∣
F
≤
∣∣∣ L∏
i=1,i6=l
Wi
∣∣∣∣∣∣Σyx − ( L∏
j=1
Wj
)∣∣∣
F
(15)
For a general LNN with arbitrary initialisation, it is difficult
to arrive at an exact rate of evolution of the norm of weight
matrices. However, it is imperative from (14) that
∏L
i=1Wl
reaches Σyx at convergence. Therefore, we can study the evo-
lution of a modified upper bound in (15), which will allow us
to bound the fastest possible time for the LNN to reach the
solution. This is captured by the following lemma -
Theorem 3. Assume that the LNN described in (3) has a
reasonable initialisation of weight matrices such as given
by corollary 2.3 for at time t0. Also assume 4 .=
arg max
l,k∈L
||Wl|F−|Wk|F | be the maximum difference between
any two layer norms, which is determined at initialisation
(and invariant over time). Define
U = (|Wl|F +4)L (16)
Then there exists constants κ1 > 0 and 0 ≤ κ2 ≤ 1 such
that the combined and individual layer strengths evolve at a
maximum rate of
τ
dU
dt
≤ LU2(1− 1L )[(2κ1 + 1)|Σyx|F − κ2U ] (17)
.
Also, for very deep LNNs where L → ∞, tU = time re-
quired to reach a combined mode strength U from initial state
U0, or alternatively, time required for individual layer norms
to reach O(U
1
L ) from an initial point of O(U
1
L
0 ) is given by
tU ≥ κ2τ
L
[ 1
M2
log
U(M − U0)
U0(M − U) −
1
MU
+
1
MU0
]
(18)
where M = (2κ1 + 1)|Σyx|F .
Proof. For realistic initialisation as in corollary 2.3, the norm
of weight matrices start from a small value (∼ 0) and gradu-
ally grow over time during training. Hence we can reasonably
assume that over the course of training, there exists a (small)
κ1 > 0 such that |Σyx|F ≥ κ1|
∏L
i=1Wi|F , t ∈ T . Here T is
the total evolution time.
Similarly, if 0 ≤ κ2 .= arg min
t∈T
|∏Li=1Wi|F
(|Wl|F+4)L ≤ 1, then at
least towards convergence we can expect κ2 ∼ 1. Now,
U = (|Wl|F +4)L ⇒ |Wl|F = U 1L −4
⇒ d|Wl|F
dt
=
dU
1
L
dt
(19)
From (15),
τ
d|Wl|F
dt
≤
∣∣∣ L∏
i=1,i6=l
Wi
∣∣∣∣∣∣Σyx − L∏
j=1
Wj
∣∣∣
F
⇒ τ dU
1
L
dt
≤ U L−1L
∣∣∣Σyx − L∏
j=1
Wj
∣∣∣
F
(20)
A simple algebraic manipulation shows that
∣∣∣Σyx − L∏
j=1
Wj
∣∣∣
F
≤ (2κ1 + 1)|Σyx|F −
∣∣∣ L∏
j=1
Wj
∣∣∣
F
≤ (2κ1 + 1)|Σyx|F − κ2U
From (20),
τ
dU
1
L
dt
≤ U L−1L [(2κ1 + 1)|Σyx|F − κ2U ] (21)
⇒ τ dU
dt
≤ LU2(1− 1L )[(2κ1 + 1)|Σyx|F − κ2U ] (22)
which is claim (17). For very deep networks where L →
∞, (22) reduces to
τ
dU
dt
≤ LU2[(2κ1 + 1)|Σyx|F − κ2U ] (23)
which when integrated, implies (18).
Theorem 3 suggests that the fastest time to convergence,
for a small and fixed learning rate (such that the ODE in (14)
is a valid approximation to the discrete evolution via gradient
descent) does improve with increasing depth, and can reach a
very small value for a very deep network. This is a generali-
sation of the orthogonally initialised network in [Saxe et al.,
2013].
3 Linearisation of Neural Networks
In this section, we will describe a linearisation technique for
applying the insights gained from section 2 in understanding
the behaviour of layer growth in some forms of GNNs.
Consider the GNN in (2), and specifically focus on the case
of no bias and σ being the RelU function; a corresponding
time-dependent matrix form can be written for (2) for one
individual training point {xi, yi} as
yˆi = φ(DL,i,tWL(t)DL−1,i,tWL−1(t) · · ·D1,i,tW1(t)xi)
(24)
where in (24), Dl,i,t is a diagonal nl+1 × nl+1 ma-
trix capturing the time dependent effect of RelU for
sample i. That is, the j-th diagonal entry of Dl,i,t
is 0 or 1 depending on whether the j-th output of
Wl(t)Dl−1,i,tWl−1(t) · · ·D1,i,tW1(t)xi is ≤ 0 or > 0 re-
spectively. Let φ be the softmax function in (24).
In order to apply insights from LNN to (24), a reasonable
assumption is that inside a time window [t − 4t, t + 4t],
the behaviour of the network is constant wrt the RelU, that is,
Dl,i,t is constant
.
= D¯l,i. D¯l,i denotes the piecewise lineari-
sation of a nonlinear RelU network along the time and sample
dimensions, and allows us to apply LNN theory to nonlinear
networks. Then the corresponding form of (5) for sample i,
with l as the cross-entropy loss becomes
τD¯li
dWl
dt
= −
[ L∏
j=l+1
D¯jiWj
]T [
(yi−oi)]xTi
][ l−1∏
j=1
D¯jiWj
]T
.
(25)
where oi = DL,i,tWL(t) · · ·D1,i,tW1(t)xi. In similar
lines to the proof in theorem 1, right multiplying both sides of
the l-th equation of (25) by WTl D¯
T
li and left multiplying both
sides of the l + 1-th equation of (25) by WTl+1D¯
T
l+1,i, taking
transpose followed by adding to both sides, and recalling that
we are treating D¯li as a constant inside a time window, we
can show
d
dt
(WTl+1D¯
T
l+1,iD¯l+1,iWl+1) =
d
dt
(D¯liWlW
T
l D¯
T
li ),
t ∈ [t−4t, t+4t] (26)
Note that W¯li = D¯liWl is a modified weight matrix spe-
cific to sample i with those rows of Wl removed where there
are zeros in the diagonal of D¯li. Also, note that, the original
weight matrix Wl can be written as
Wl =
1
m
m∑
i=1
W¯li = [
1
m
m∑
i=1
D¯li]Wl (27)
⇒ d
dt
(WlW
T
l ) =
1
m2
∑
i,j
d
dt
(D¯liWlW
T
l D¯
T
lj) (28)
⇒ d
dt
(WTl+1Wl+1)−
d
dt
(WlW
T
l ) =
1
m2 −m
d
dt
[∑
i6=j
(
W¯Tl+1,iW¯l+1,j − W¯liW¯Tlj
)]
6= [0] (29)
after cancelling the equal terms for the same samples using
(26).
Thus, unlike LNNs in theorem 1, the rate of growth of the
norm of adjacent layers in the non-linear case is not guaran-
teed to be equal, even within a small time window, because of
the coupled effects of the RelU from different samples. Each
sample tries to modify the partial norm of adjacent layers at a
similar rate (refer (26)), but coupling from different samples
breaks down the symmetry observed in LNNs.
However, it is known that a multilayer neural net progres-
sively combine features into common groups as information
passes through the network [Mahendran and Vedaldi, 2014].
This means that 2 samples i and j such that yi = yj (same la-
bels) will after some layer l and time t, have similar behaviour
wrt the RelU for all layers l´ > l, t´ > t; these 2 samples will
be similarly classified after the l-th layer after some training
time (⇒ D¯l´,i = D¯l´,j∀l´ > l, t´ > t) and will cancel out in the
RHS in (26).
This implies that the sum in RHS in (29), which isO(m2−
m) at the beginning of training when the weights are random,
will be some O(m2−αl(t)) as training progresses, such that
αl+1(t) ≥ αl(t) and αl denotes the ever increasing number
of input samples whose coupled contributions cancel out fol-
lowing (26). This implies that growth rates of higher layers
progressively match as training time progresses - this is cap-
tured in the following conjecture.
Conjecture 4. When training a RelU network described in
(24), | ddt (WTl+1Wl+1)− ddt (WlWTl )|F → 0 as l→ L, t→∞
for some l > l∗.
4 Experiments
In this section, we empirically validate the insights we gained
in sections 2 and 3 by training LNNs on synthetically gen-
erated data and observe training performance of a RelU net-
work on MNIST [Lecun et al., 1998].
For the experiments with LNN, we generate 10-
dimensional samples from a mixture of 3 Gaussians with 400
samples from each Gaussian. Each Gaussian has a randomly
scaled and rotated covariance. We generate the 3-dimensional
predictions (ground truth) by multiplying the sample with a
randomly initialised 3× 10 matrix. During training, we try to
Figure 1: Growth of layer norms in a LNN (please view in colour). (i) In a 2 layer scenario, individual layers grow at the same rate, staying
equidistant to each other. The upper bound (in brown) dominates closely the product of norms (in red) (ii) In a 4 layer scenario, layers again
grow at the same rate (iii) Analysis of upper bound in (17) for 2,3 and 4 layers show the effect of depth in attaining convergence
Figure 2: Evolution of layer norms in a 6 layer RelU network learn-
ing the MNIST dataset (please view in colour); 1 denotes closest to
the input. The rate of growth of the upper layers (4-6) is similar,
specially towards the end of training
learn the linear transform by a 3 layer and a 5 layer network
respectively. The dimension of the weights of the 3 layer net-
work is 6× 10 for W1 and 3× 6 for W2. The corresponding
dimensions for the 5 layer network is 8×10 forW1, 6×8 for
W2, 4 × 6 for W3 and 3 × 4 for W4. All matrices have been
Glorot initialised.
Figure 1 (i) shows the growth of norms of W1 (blue) and
W2 (orange) with the same rate in the 2 layer case, always
keeping within the distance that they started from at initiali-
sation. Reading and deriving from figure 1 (i), κ1 = 0.98 and
κ2 = 0.65 for (17). |W2W1|F (green) approaches |Σyx|F (vi-
olet) at convergence, while |W1|F |W2|F (red) is dominated
by the upper bound from (17) (brown).
Figure 1 (ii) shows the growth of norms of W1 −W4 for
the 5 layer case, where the ground truth settings are similar
to Figure 1 (i), thus showing that the layers indeed grow at
the same pace. Figure 1 (iii) shows the utility of the upper
bound from (17). With identical settings of κ1, κ2, Wl(t0)
and |Σyx|F in (17) and by only varying the number of layers
(from 2 to 4), we observe that smaller networks have a slower
but smoother transition to convergence, whereas larger layers
have periods of low learning followed by a sharp transition
and explosion in growth. This suggests that smaller networks
might be inherently stable at the cost of slower learning.
We also experiment to test our insights from section 3. We
train a 7 layer fully connected RelU network on the MNIST
dataset [Lecun et al., 1998], with the number of hidden units
in layers 1 to 6 all set to 100. As can be seen from figure 2,
the norm of the layers have a similar rate of growth towards
the end of training.
Note that the initial part of the layer growth till 1600 has
different layers growing at different speed, but after that the
upper layers, specially layers 4-6 seem to follow a similar
growth rate. This seems to support conjecture 4 for this par-
ticular example, but more analysis and experimental valida-
tion is needed to prove conjecture 4 firmly.
5 Discussion and Conclusion
In this work, we analyse the behaviour of layer growth in gen-
eral linear neural networks, where the coupling between ad-
jacent layer weights leads to several interesting phenomenon
that can also be observed in nonlinear nets.
In particular, we show that irrespective of the layer dimen-
sions, reasonable initialisations make the layers in a LNN
grow at approximately the same rate. Increasing layers have a
compounding effect in the rate of layer growth. More layers
lead to starkly separated growth phases in training; periods
of low growth are followed by rapid growth to convergence.
However, fewer layers might lead to a more stable but slower
learning.
We also demonstrate a novel linearisation technique to ap-
ply insights from LNN to general nets; we show that individ-
ual samples force adjacent layers to grow at similar rates, but
the nonlinearity breaks down overall symmetry in the growth
of adjacent layers. We also hypothesise that upper layers
should grow at similar rates in a GNN as training progresses.
Several interesting directions present themselves as a fol-
lowup - replacing fully connected layers by CNNs, under-
standing the effect of batch processing on learning dynamics
as well as developing a more well rounded theory for lineari-
sation will be pursued for further development.
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