We present a group theoretic construction of the Virasoro algebra in the framework of wreath products. This can be regarded as a counterpart of a geometric construction of Lehn in the theory of Hilbert schemes of points on a surface.
Introduction
It is by now well known that a direct sum n≥0 R(S n ) of the Grothendieck rings of symmetric groups S n can be identified with the Fock space of the Heisenberg algebra of rank one. One can construct vertex operators whose components generate an infinite-dimensional Clifford algebra, the relation known as boson-fermion correspondence [F] (also see [J] ). A natural open problem which arises here is to understand the group theoretic meaning of more general vertex operators in a vertex algebra [B, FLM] .
A connection between a direct sum R Γ = n≥0 R(Γ n ) of the Grothendieck rings of wreath products Γ n = Γ ∼ S n associated to a finite group Γ and vertex operators has been realized recently in [W] and [FJW] . When Γ is trivial one recovers the above symmetric group picture. On the other hand, this wreath product approach turns out to be very much parallel to the development in the theory of Hilbert schemes of points on a surface (cf. [W, N2] and references therein). As one expects that new insight in one theory will shed new light on the other, this refreshes our hope of understanding the group theoretic meaning of general vertex operators.
The goal of this paper is to take the next step in this direction to produce the Virasoro algebra within the framework of wreath products. Denote by Γ * the set of conjugacy classes of Γ, and by c 0 the identity conjugacy class. Recall [M, Z] that the conjugacy classes of the wreath product Γ n are parameterized by the partition-valued functions on Γ * of length n (also see Section 2). Given c ∈ Γ * , we denote by λ c the function which maps c to the one-part partition (2), c 0 to the partition (1 n−2 ) and other conjugacy classes to 0. We will define an operator ∆ c in terms of the convolution with the characteristic class function on Γ n (for all n) associated to the conjugacy class parameterized by λ c . We show that this 1 operator can be identified with a differential operator which is the zero mode of a certain vertex operator when we identify R Γ as in [M] with a symmetric algebra. A group theoretic construction of Heisenberg algebra has been given in [W] (also see [FJW] ) which acts on R Γ irreducibly. The commutator between ∆ c and the Heisenberg algebra generators on R Γ provides us the Virasoro algebra generators. Our construction is motivated in part by the work of Lehn [L] in the theory of Hilbert schemes. Among other results, he showed that an operator defined in terms of intersection with the boundary of Hilbert schemes may be used to produce the Virasoro algebra when combined with earlier construction of Heisenberg algebra due to Nakajima and independently Grojnowski [N1, Gr] . It remains an important open problem to establish a precise relationship between Lehn's construction and ours.
We remark that the convolution operator in the symmetric group case (i.e. Γ trivial), when interpreted as an operator on the space of symmetric functions, is intimately related to the Hamiltonian in Categero-Sutherland integrable system and to the Macdonald operator which is used to define Macdonald polynomials [AMOS, M] .
After we discovered our group theoretic approach toward the Virasoro algebra, we notice that our convolution operator in the symmetric group case has been considered by Goulden [Go] when studying the number of ways of writing permutations in a given conjugacy class as products of transpositions. We regard this as a confirmation of our belief that the connections between R Γ and (general) vertex operators are profound. It is likely that often time when we understand something deeper in this direction, we may realize that it is already hidden in the vast literature of combinatorics, particularly on symmetric groups and symmetric functions for totally different needs. Then the virtue of our point of view will be to serve as a unifying principle which patches together many pieces of mathematics which were not suspected to be related at all.
The plan of this paper is as follows. In Sect. 1, we recall some basics of Heisenberg and Virasoro algebras from the viewpoint of vertex algebras. In Sect. 2 we set up the background in the theory of wreath products which our main constructions are based on. In Sect. 3 we present our main results.
Basics of Heisenberg and Virasoro algebras
In the following we will present some basic constructions in vertex algebras which give us the Virasoro algebra from a Heisenberg algebra.
Let L be a rank N lattice endowed with an integral non-degenerate symmetric bilinear form. Indeed we will only need the case L = Z N with the standard bilinear form.
Denote by h = C Z L the vector space generated by L with the bilinear from −, − induced from L. We define the Heisenberg algebra
with the following commutation relations:
where a n denotes t n ⊗ a, a ∈ h. We denote by S L the symmetric algebra generated by h
It is well known that S L can be given the structure of an irreducible module over Heisenberg algebra h by letting a −n , n > 0 acts as multiplication and letting a n .a
We say an operator on S L is of degree p if it maps any n-th graded subspace of S L to (n + p)-th graded subspace.
The space S L carries a natural structure of a vertex algebra [B, FLM] . It is convenient to use the generating function in a variable z:
In the language of vertex algebras, this is the vertex operator associated to the vector a −1 ∈ S L . The normally ordered product between two vertex operators a(z) and b(z) is defined as
We remark that the commutation relations between a n , b m , n, m ∈ Z are encoded in the following operator product expansion (OPE) (cf. [FLM] ):
We recall that the Virasoro algebra is spanned by L n , n ∈ Z and a central element C, with the following commutation relations:
Given an orthonormal basis a i , i = 1, . . . , n of h, we define a series of operators L i n
The following proposition is well known (cf. e.g. [FLM] ).
From now on we will simply write L i n as L i n . We introduce operators
These are well-defined operators of degree 0 acting on S L . One can easily check that
Here we omit on the right hand side the terms involving a 0 since a 0 acts as 0 on the Fock space S L .
Lemma 1 We have
This can be proved by direct computation. Here we present a proof in the framework of vertex algebras. Indeed by the Wick theorem (cf. [FLM] ), we have the following OPE
Representation rings of wreath products
Given a finite group Γ, we denote by Γ * the set of complex irreducible characters and by Γ * the set of conjugacy classes. We denote by R Z (Γ) the Z-span of irreducible characters of Γ. Denote by c 0 the identity conjugacy class. We identify R(Γ) = C ⊗ Z R Z (Γ) with the space of class functions on Γ.
For c ∈ Γ * let ζ c be the order of the centralizer of an element in the class c. Denote by |Γ| the order of Γ. The usual bilinear form −, − Γ on R(Γ) is defined as follows (often we will omit the subscript Γ):
where c −1 denotes the conjugacy class {x −1 , x ∈ c}. Clearly ζ c = ζ c −1 . It is well known that
One may regard C[Γ] as the space of functions on Γ, and thus R(Γ) as a subspace
In particular if f, g ∈ R(Γ), then so is f * g. It is well known that
where d γ is the degree of the irreducible character γ. Denote by K c the sum of all elements in the conjugacy class c. By abuse of notation, we also regard K c the class function on Γ which takes value 1 on elements in the conjugacy class c and 0 elsewhere. It is clear that K c , c ∈ Γ * , form a basis of R(Γ). The elements K c , c ∈ Γ * actually form a linear basis of the center in the group algebra C[Γ]. But we will not need this fact.
For wreath products we basically follow the excellent presentation of Macdonald [M] , Appendix B, Chapter 1, with the exception of Theorem 1 which is quoted from [W] (also see [FJW] ). Given a positive integer n, let Γ n = Γ × · · · × Γ be the nth direct product of Γ. The symmetric group S n acts on Γ n by permutations:
The wreath product of Γ with S n is defined to be the semi-direct product
with the multiplication
The integer l is called the length of the partition λ and is denoted by l(λ). We will identify the partition (λ 1 , λ 2 , · · · , λ l ) with (λ 1 , λ 2 , · · · , λ l , 0, · · · , 0). We will also make use of another notation for partitions:
where m i is the number of parts in λ equal to i. For a finite set X and ρ = (ρ(x)) x∈X a family of partitions indexed by X, we write ρ = x∈X |ρ(x)|.
Sometimes it is convenient to regard ρ = (ρ(x)) x∈X as a partition-valued function on X. We denote by P(X) the set of all partitions indexed by X and by P n (X) the set of all partitions in P(X) such that ρ = n. The conjugacy classes of Γ n can be described in the following way. Let x = (g, σ) ∈ Γ n , where g = (g 1 , . . . , g n ) ∈ Γ n , σ ∈ S n . The permutation σ is written as a product of disjoint cycles. For each such cycle y = (i 1 i 2 · · · i k ) the element g i k g i k−1 · · · g i 1 ∈ Γ is determined up to conjugacy in Γ by g and y, and will be called the cycle-product of x corresponding to the cycle y. For any conjugacy class c and each integer i ≥ 1, the number of i-cycles in σ whose cycle-product lies in c will be denoted by m i (c). Denote by ρ(c) the partition (1 m 1 (c) 2 m 2 (c) . . .), c ∈ Γ * . Then each element x = (g, σ) ∈ Γ n gives rise to a partition-valued function (ρ(c)) c∈Γ * ∈ P(Γ * ) such that i,c im i (c) = n. The partition-valued function ρ = (ρ(c)) c∈G * is called the type of x. It is known that any two elements of Γ n are conjugate in Γ n if and only if they have the same type.
Given a partition λ = (1 m 1 2 m 2 . . .), we define z λ = i≥1 i m i m i !. We note that z λ is the order of the centralizer of an element of cycle-type λ in S |λ| . The order of the centralizer of an element x = (g, σ) ∈ Γ n of the type ρ = (ρ(c)) c∈Γ * is
Recall that R(Γ n ) = R Z (Γ n ) ⊗ Z C. We set
A symmetric bilinear form on R Γ is given by
where u = n u n and v = n v n with u n , v n ∈ Γ n . Since R Z (Γ) may be regarded as an integral lattice with non-degenerate symmetric bilinear form given by (1) and with an orthonormal basis Γ * , we can apply the constructions in Sect. 1 to the lattice R Z (Γ). We denote the corresponding Heisenberg algebra by h Γ with generators a n (γ), n ∈ Z, γ ∈ Γ * , and its irreducible representation by S Γ .
By identifying a −n (γ) (n > 0, γ ∈ Γ * ) with the n-th power sum in a sequence of variables parameterized by γ ∈ Γ * , we may regard S Γ as the algebra of symmetric functions parameterized by γ ∈ Γ * . In particular the operator a n (γ) (n > 0, γ ∈ Γ * ) acts as the differential operator n
From the orthogonality of the irreducible characters (2) it follows that
Thus a n (c) (n ∈ Z, c ∈ Γ * ) and C form a new basis for the Heisenberg algebra h Γ . Given a partition λ = (λ 1 , λ 2 , . . .) and c ∈ Γ * , we define
For any ρ = (ρ(c)) c∈Γ * ∈ P(Γ * ), we further define
The elements P ρ , ρ ∈ P(Γ * ) form a C-basis for S Γ .
We define a bilinear form , on the space S Γ by letting
Let Ψ : Γ n → S Γ be the map defined by Ψ(x) = P ρ if x ∈ Γ n is of type ρ. We define a C-linear map ch :
where f ρ is the value of f at elements of type ρ. Most often we will think of ch as a map from R Γ to S Γ as in [M] , usually referred to as the characteristic map. It is well known that ch : R Γ → S Γ is an isometry for the bilinear forms on R Γ and S Γ defined in (5) and (7). As we identify a −n (γ) (n > 0, γ ∈ Γ * ) with the n-th power sum p n (γ) and the space S Γ with the space of symmetric functions indexed by Γ * , we may regard the Schur function s λ (γ) associated to γ and a partition λ a corresponding element in S Γ . For λ ∈ P(Γ * ), we denote
Then s λ is the image under the characteristic map ch of the character of an irreducible representation χ λ of Γ n (cf. [M] ). Denote by c n (c ∈ Γ * ) the conjugacy class in Γ n of elements (x, s) ∈ Γ n such that s is an n-cycle and the cycle product of x lies in the conjugacy class c. Denote by σ n (c) the class function on Γ n which takes value nζ c (i.e. the order of the centralizer of an element in the class c n ) on elements in the class c n and 0 elsewhere. For ρ = {m r (c)} r≥1,c∈Γ * ∈ P n (Γ * ), σ ρ = r≥1,c∈Γ * σ r (c) mr(c) is the class function on Γ n which takes value Z ρ on the conjugacy class of type ρ and 0 elsewhere. Given γ ∈ R(Γ), we denote by σ n (γ) the class function on Γ n which takes value nγ(c) on elements in the class c n , c ∈ Γ * , and 0 elsewhere. We define an operator a −n (γ), n > 0 to be a map from R Γ to itself by the following composition
We also define another operator a n (γ), n > 0 to be a map from R Γ to itself (which is the adjoint of a −n (γ) with respect to the bilinear form (5) ) as the composition
The following theorem was established in [W] (also see [FJW] ).
Theorem 1
The space R Γ affords a representation of the Heisenberg algebra h Γ by letting a n (γ) (n ∈ Z\0) act as a n (γ), and C as 1. The characteristic map ch is an isomorphism of R Γ and S Γ as representations over the Heisenberg algebra.
Virasoro algebra and group convolution
We first look at the case when Γ is trivial and so Γ n becomes the symmetric group S n . We simply write the i-th power sum p i (γ) as p i . We consider the convolution product on the space of class functions on S n with the class function K (1 n−2 2) , which takes value 1 at elements of cycle type (1 n−2 2) and 0 otherwise. It follows from (8) that
We denote
Given f, g ∈ R(S n ), it is natural to define the convolution of two symmetric functions ch(f ) and ch(g) as ch(f ) * ch(g) := ch(f * g).
The next theorem describes the effect of the convolution with K (1 n−2 2) on the space of symmetric polynomials by means of the characteristic map.
Theorem 2 For any
f ∈ C[S n ], we have ch(K (1 n−2 2) * f ) = ∆ch(f ).
Equivalently we have
proof. Take a transposition (a, b) and a permutation τ . If a and b lie in different cycles of τ , the product (a, b)τ will have the effect of combining the two cycles, say of cycle length i and j respectively, in τ containing respectively a and b into a single cycle. For example, let n = 7, a = 3, b = 5 and τ = (1, 3)(2, 6, 5)(4, 7), then (3, 5)τ = (1, 5, 2, 6, 3)(4, 7). Thus one p i p j in ch(τ ) is replaced by one p i+j in ch((a, b)τ ). Among all transpositions (a, b) ∈ S n , there are exactly ij of which have the effect of replacing one p i p j by one p i+j .
On the other hand, if a and b lie in a same cycle, say of cycle length k, of τ , then the product (a, b)τ will have the effect of splitting this cycle in τ containing a and b into two disjoint cycles. For example, let n = 8, a = 3, b = 5 and τ = (8, 7, 3, 1, 4, 5)(2, 6), then (3, 5)τ = (8, 7, 5)(1, 4, 3)(2, 6). More precisely the cycle of τ splits into two disjoint cycles of length i and k − i if a and b in the cycle of τ are separated by i − 1 and k − i − 1 elements. Thus one p k in ch(τ ) is replaced by one p i p k−i in ch((a, b)τ ). We can see easily among all possible transpositions there are k (resp. k/2) of them which have the effect of replacing one p k by one p i p k−i when k/2 = i (resp. k/2 = i).
Combining the above considerations together, we have proved the theorem. 2
Remark 1 Our purpose of studying this convolution is to find a group theoretic construction of the Virasoro algebra. It turns out that such a convolution appeared earlier in a paper of Goulden ([Go] , Proposition 3.1) in his study of the number of ways of writing permutations in a given conjugacy class as products of transpositions.
Recall that s λ denotes the Schur functions associated to the partition λ. We denote by f λ the degree of s λ , i.e. the dimension of the irreducible representation of S n corresponding to s λ .
Proposition 2 We have
Proof. By the orthogonality relation of characters (2) we have s µ , s λ = δ µ,λ , and thus p n−2 1
Now we return to the general case of wreath product Γ n . Given c ∈ Γ * , we denote by λ c ∈ P n (Γ * ) the function which maps c to the one-part partition (2), c 0 to the partition (1 n−2 ) and other conjugacy classes to 0. We denote by K λc the sum of all the elements in the conjugacy class corresponding to λ c .
We introduce the operator acting on R Γ
where a γ (z) = n∈Z a n (γ)z −n−1 . We define
The operator ∆ c reduces to (9) for Γ trivial. By the characteristic map, the operator ∆ γ can be identified with the differential operator
.
where
is the order of the centralizer of an element in the conjugacy class associated to λ c , cf. (4). The following theorem generalizes Theorem 2.
Equivalently we have
We need some preparation for the proof of the theorem. Recall that the image of the irreducible character associated to λ ∈ P n (Γ * ) under the characteristic map is s λ = γ s λ(γ) (γ). We set n γ = |λ(γ)|. The first lemma below is straightforward.
Lemma 2 Given β ∈ Γ * and a sequence of non-negative integers m γ , γ ∈ Γ * such that m γ = n γ for at least one γ, we have
Lemma 3 Given β ∈ Γ * , λ ∈ P n (Γ * ), and setting n γ = |λ(γ)| (for all γ ∈ Γ * ), we have
Proof. It follows from Proposition 2 that
Noting also that
we calculate that (12) and (13),
This proves the lemma. 2
Proof of Theorem 3 . Consider the irreducible character associated to λ ∈ P n (Γ * ) which maps by the characteristic map ch to s λ = γ s λ(γ) (γ). We set n γ = |λ(γ)|.
We calculate that
where the sum {mγ } is taken over all sequences of nonnegative integers m γ , γ ∈ Γ * such that γ m γ = n − 2. Recall [M, Z] that the degree of the irreducible character associated to λ ∈ P n (Γ * ) is
We also obtain by using (3) and |Γ n | = n!|Γ| n that Combining (10), Lemma 1, Theorem 1 and Theorem 3, we obtain the following.
Theorem 4
The operator ∆ c acting on R Γ is realized by the convolution with K λc . The commutation relation between ∆ c and the Heisenberg algebra generator a n (γ) (constructed in a group theoretic manner) is given by
[∆ c , a n (γ)] = n|Γ| 2 γ(c
where the operators L 
