Many first-person vision tasks such as activity recognition or video summarization requires knowing, which objects the camera wearer is interacting with (i.e. actionobjects). The standard way to obtain this information is via a manual annotation, which is costly and time consuming. Also, whereas for the third-person tasks such as object detection, the annotator can be anybody, action-object detection task requires the camera wearer to annotate the data because a third-person may not know what the camera wearer was thinking. Such a constraint makes it even more difficult to obtain first-person annotations.
Introduction
In the recent years, the availability of wearable firstperson cameras led to an increased popularity of firstperson vision tasks. Recent work includes first-person activity recognition [27, 7, 33, 17, 31, 22] , video summarization [15, 21] , and object detection [29, 4, 3, 8] . The latter task of object detection is particularly important because most activity recognition and video summarization methods rely on accurate object detection from the first-person videos. It is important to note, that unlike in the traditional object detection task, where the goal is to detect all objects in the scene, the activity recognition and video summarization approaches require detecting the objects that the camera wearer is interacting with. In prior work, such objects have been referred to as "important objects", "objects of interest", "handled objects", etc. However, since these objects are typically associated with camera wearer's actions we refer to these objects as action-objects.
The most successful approaches for action-object detection typically employ some form of a discriminative classifier [22, 17, 15, 27, 7, 3] , which uses annotated ground truth data for training. With the emergence of data-hungry deep learning approaches, manually collecting ground truth annotations has become a common practice for many of the traditional vision tasks such as object detection or semantic segmentation [30, 19] . However, whereas for the traditional third-person tasks such as object detection any person can be an annotator, the action-object annotation process typically requires camera wearer to annotate the actionobjects [15, 17, 3] . This is because some of the interactions with objects, particularly the ones that do not involve hand-touching, (e.g. watching a TV, window shopping, etc) are difficult for the third-person to identify since a thirdperson does not know what the camera wearer was thinking. Thus, requiring the camera wearer to annotate the firstperson data is a common practice for these tasks. However, this severely limits the scalability of first-person datasets since a camera-wearer alone cannot produce thousands or hundreds of thousands of annotations, which is common for the third-person datasets. Additionally, a task such as action-object detection requires collecting per-pixel labels, which makes the annotation task even more difficult.
To address this issue, recent prior work [17] proposed to use a gaze tracking device instead of action-object labels to track where the person's attention is. However, gaze is often random and does not necessarily capture conscious person's interactions with the objects. Thus, using a gaze tracker is not only more invasive than using a wearable camera but it The illustration of our unsupervised action-object training procedure (best viewed in color). Given a set of unlabeled first-person training images, we initialize its pseudo ground truth to our selected action-object prior, which is projected on the MCG [1] regions. In the S2V round, the visual pathway of our Visual-Spatial Network (VSN) is optimized to predict the pseudo ground truth while the spatial pathway is fixed. In the V2S round, the predictions from the visual pathway are used to update the pseudo action-object ground truth, which is then used as a supervisory signal for the spatial pathway, while the visual pathway is fixed. Such an alternating cross-pathway supervision scheme is repeated for several rounds. also often produces incorrect action-object annotations.
In this work, we propose a Visual-Spatial Network (VSN) that detects action-objects without using actionobject labels or a gaze tracking device. We do so by (1) exploiting the visual-spatial co-occurrence in the first-person data and (2) by employing an alternating cross-pathway supervision scheme between the visual and spatial pathways. We visualize our VSN's training procedure in Figure 1 .
Our key observation is that the first-person camera is always aligned with the camera wearer's head direction, which provides an approximate location of person's interactions with objects. Thus, instead of relying on manually annotated action-object labels, we use such firstperson location information as a supervisory signal for our VSN. Our learning is accomplished via a novel alternating cross-pathway supervision in a synergistic interplay between "what" and "where" aspects of visual attention (see Fig. 1 ). During training, we first use a selected action-object prior location to initialize the pseudo action-object ground truth, which is then used by the visual pathway to learn the appearance cues that co-occur with this location.The visual pathway then relays its predictions to the spatial pathway, which uses these predictions as a supervisory signal to learn to detect its own action-objects. The predictions from the spatial pathway are then transferred back to the visual pathway. The supervision proceeds in such an alternate fashion, as the two pathways improve each other and also improves on its own. To obtain action-object predictions during testing, we use the pathway that was optimized the last, which leads to an efficient and compact action-object model.
Our approach is advantageous because we do not need any first-person action-object annotations. Instead, we can use large amounts of unlabeled first-person data to train our model. Our results on the First-Person Action-Object RGBD [3] , and GTEA Gaze+ [17] action-object datasets show that even without using first-person annotations our method achieves similar or even better results than the supervised methods. We also show that our VSN can be used to pretrain a supervised action-object detection network.
Related Work
First-Person Action-Object Detection. There have been a number of first-person methods that explored actionobject detection task either as a main task [3, 29, 8] , or as an auxiliary task for an activity recognition [27, 17, 22, 7] or video summarization [15, 21] . The work in [15, 8, 17, 27] employ hand-crafted appearance features, egocentric and optical flow features to describe a first-person image, and then train a discriminative classifier to detect the regions that correspond to the action-objects. The more recent work [22, 3] use FCNs [20] to predict action-objects endto-end. Whereas the method in [3] employs a two stream visual appearance and 3D network, the work in [22] exploits the connection between the activities and objects and proposes a two stream appearance and optical flow network with a multi-loss objective function. All of these methods assume the existence of manually annotated action-object data, which may be costly and difficult to obtain.
Our method offers several contributions over prior work. To the best of our knowledge we are the first to introduce a data driven first-person action-object detection method that does not need first-person action-object annotations, and instead exploits visual-spatial co-occurrence in the firstperson data. Additionally, we show that our proposed training scheme can be effectively used to pretrain an FCN for the supervised action-object detection task.
Training FCNs with Weakly-Labeled Data. Recently, there have been several deep learning approaches that proposed learning with weakly labeled or unlabeled datasets [16, 6, 2, 23, 34, 26, 18, 25, 24] . Due to the high cost of obtaining per-pixel labels, this has been a particularly important problem for semantic segmentation. Actionobject detection task also requires per-pixel level annotations, which makes it an important problem too.
The weakest form of supervision for semantic segmentation includes image-level labels, which were used to train FCNs in several prior approaches [26, 25, 24, 23] . Some recent work used point supervision, which requires almost as much effort as the image-level labels but also provides some spatial information [2] . Several approaches employed free form squiggles as a supervisory signal [34, 18] which provides even more information, and are still easy enough to annotate. Furthermore, several approaches utilized bounding box level annotations for FCN training [23, 6] . Finally, recent work achieved excellent edge detection results without using any annotations at all [16] .
In comparison to prior work, which focuses on the thirdperson data, our method is explicitly designed to exploit the characteristics of the first-person data, mainly the visualspatial co-occurrence in the first-person data. Additionally, we use a novel alternating cross-pathway supervision scheme between the visual and spatial pathways of our VSN. Both of these techniques allow us to detect actionobjects without using any action-object labels.
Visual-Spatial Network
In this section, we describe our Visual-Spatial Network (VSN) architecture and the details behind our alternating cross-pathway supervision training scheme, which allows us to learn action-objects without using any action-object labels (illustrated in Figure 1 ) . Our network consists of the (1) visual and (2) spatial pathways. During training, we use a selected action-object prior location to initialize the pseudo action-object ground truth, which is then used to optimize both pathways in an alternating fashion. The predictions from the spatial pathway are used to update the
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Visual Pathway Spatial Pathway Figure 3 : The visualization of the fc7 activations in the visual and spatial pathways. Note that the two pathways complement each other. Whereas the visual pathway has higher activation values on objects that stand out visually (e.g. a TV), the spatial pathway "picks up" objects that appear at a certain spatial location (e.g. the remote control).
pseudo ground truth for the visual pathway and vice versa, which allows both pathways to improve each other. We now describe each of these components in more detail.
Learning Action-Objects without Labels
Spatial First-Person Action-Object Prior. During an interaction with an action-object, people tend to position themselves at a certain distance and orientation relative to that object. As a result, an action-object typically appears in a certain position in a person's field of view, which means that it also gets mapped to a consistent spatial location in the first-person image. Because people tend to look down at the objects they interact with and due to a fixed arm length, this location typically ranges between the bottom and the center of a first-person image. Also, due to most people being right-handed, this location is slightly shifted towards the right. Using these observations, we make an educated guess that the first-person action-object spatial prior should be approximately at location (0.75H, 0.6W ), where H and W denote the height and width of the first-person image.
To obtain pseudo action-object ground truth with sharp object boundaries, we then place a Gaussian around the location of our selected action-object prior, and project it on the MCG [1] regions. For every MCG region, we compute the mean value of all the Gaussian values falling in that region, and assign that value to that region. Since MCG regions tend to overlap with each other, we resolve the conflicting assignments via a max-pooling.
We want to stress that our selection of the prior does not mean that our network will only predict action-objects that occur at that specific location. The spatial first-person action-object prior is only used for the initialization, and is later refined automatically by the system. Thus, given a first-person image, the network will eventually learn to predict action-objects at other locations too. This is also illustrated in Figure 1 , where we observe that our selected prior is wrong for one of the input training images containing a laptop. However, the network eventually learns to correctly predict a laptop as an action-object.
Visual-Spatial First-Person Co-Occurence. Prior Figure 4 : A figure showing visual-spatial co-occurrence in the first-person data (best viewed in color). We sample 50K points from our training data, extract their fc7 features from a VGG FCN that was never trained on the first-person data, and plot its PCA embedding. The color of each point indicates its XY location in the first-person image. AOP in the colorbar indicates the location of our selected actionobject prior. Even though the points were clustered by their fc7 features, they also cluster nicely by their XY location, which indicates visual-spatial first-person co-occurrence.
methods [10, 28, 9] exploited co-occurence between different classes of objects in the third-person data (e.g. a chair and a desk typically appear together). Instead, we exploit visual-spatial co-occurrence in the first-person data. We hypothesize that most first-person data contains an inherent relationship between visual and spatial action-object cues, which we can use to learn action-objects without any firstperson labels. Our selected action-object prior location, implicitly instructs the network to learn visual cues that often appear at that spatial location. If there was no consistent visual pattern at this location, the network could not learn anything meaningful. However, if visual-spatial co-occurrence existed, then given enough data, VSN should learn actionobjects without using any action-object labels.
To verify the existence of visual-spatial co-occurrence in the first-person data, we show that there is a correlation between what the object looks like and where it is in the firstperson image. To do this, we sample 50K randomly selected points from a random set of 500 training images and then use a pretrained Pascal object segmentation network (VGG FCN [32] ) to extract the fc7 features, which encode general object appearance characteristics. We stress that this VGG FCN network has not been trained or tuned for an action-object detection task in any way. We then apply PCA on these 1024 dimensional fc7 features, and compress them to 2 dimensions. Finally, we visualize such embedding in Figure 4 , where the color of the points indicates each point's XY location in the first-person image. The AOP label in the colormap denotes the location of our selected action-object prior, which is marked by an orange color.
Note that the points were clustered by their visual appearance cues, yet they also cluster nicely according to their XY location in the first-person image. This suggests that there is a consistent visual-spatial structure in the firstperson data, which we can exploit to learn action-objects without using any action-object labels.
The concept of visual-spatial co-occurrence also allows us to answer certain questions about our system's behavior. For instance, why does our VSN correctly predict a laptop in one of the training images from Figure 1 even when the initial action-object prior for that image is selected incorrectly? Why is the person's right arm in that same image not detected even though it overlaps with the initially selected action-object prior? Even though the laptop from this training image appears at a different location than our selected action-object prior, the other training images probably contain other "laptop-like" objects that appear at our selected action-object prior location. Thus, VSN learns to detect such "laptop-like" appearance cues, and is able to detect such objects even if they appear at different location than our initial action-object prior. Similarly, VSN does not detect the arm in the same image because there may be very few other training images that contain similar "arm-like" objects appearing at our selected action-object prior location. Thus, exploiting such visual-spatial co-occurrence in the first-person data, allows VSN to learn visually-spatially consistent action-objects without any action-object labels.
Visual Pathway
The visual pathway of our VSN is based on a fully convolutional VGG architecture [32] , which is pretrained for the segmentation task on Pascal VOC dataset with 20 distinct classes such as airplane, bus, cow, etc. We note that the classes in Pascal VOC dataset are quite different from the actual action-object classes in the first-person datasets that we use in this work. For instance, Pascal VOC segmentation dataset does not include annotations for classes such as food package, knife, suitcase, sweater, pizza and many more object classes. In the experimental section, we also verify this claim by showing that the VGG FCN [32] that was pretrained for the Pascal VOC semantic segmentation task alone produces poor action-object detection results.
We also note that in this work, we do not claim that our method does not need any annotations at all. Our main claim is that visual-spatial co-occurrence in the first-person data can be used as a supervisory signal instead of manually annotated action-object labels. However, our VSN still needs a visual recognition capability, otherwise it would not be able to differentiate between the visual appearance cues, which would prevent it from detecting cues that co-occur spatially. Thus, the pretraining step is necessary.
Spatial Pathway
The spatial pathway is also based on the pretrained VGG FCN [32] . However, unlike the visual pathway, the spa- Despite not using any action-object labels during training our VSN correctly predicts action-objects in all three cases.
tial pathway incorporates a two-channel grid of normalized X and Y first-person coordinates that correspond to every pixel in the resized first-person image. These coordinates are concatenated to the visual features in the fc7 layer, and such concatenated representation is then used as an input to the fc8 layer that predicts action-objects. Such a scheme allows the spatial pathway to blend visual and spatial features and use them in conjunction to reason about action-objects in the first-person image visually and spatially. Some may argue that the visual pathway also incorporates spatial information, and thus, there is no need for the spatial pathway. However, unlike the visual pathway, the spatial pathway uses first-person coordinates directly in the convolution operation, which means that its convolutional output will be different than the output from the visual pathway. Furthermore, the local nature of a convolution operation prevents the visual pathway from "seeing" the whole image globally. In contrast, the concatenated first-person coordinates, allow the spatial pathway to reason about the object's location globally, which is beneficial. Thus, despite such a subtle difference between the two pathways, given the same input image, their respective action-object predictions will be different. In Figure 3 , we qualitatively demonstrate that the two pathways can complement each other. We also empirically demonstrate the benefit of using both pathways in our experimental evaluations.
Alternating Cross-Pathway Supervision
We now describe our alternating cross-pathway supervision scheme, in which the two VSN pathways exploit visual and spatial first-person cues to learn action-objects by interacting with each other in an alternating fashion. Our alternating cross-pathway supervision scheme consists of alternating S2V (spatial to visual) and V2S (visual to spatial) optimization rounds. The detailed illustration of our alternating cross-pathway supervision scheme is presented in Figure 1 . We now describe each of these components.
S2V Round. At Round 1, we project our selected actionobject prior on the MCG regions, and use it as a pseudo action-object ground truth to optimize the visual pathway while keeping the spatial pathway fixed (See Figure 1) . At later rounds, instead of using our action-object prior, we use the predictions from the spatial pathway for an MCG projection. Intuitively, during an S2V round, the goal of the visual pathway is to learn what the object looks like given a spatial location for the visual pathway to focus on.
V2S Round. Then, the predictions from the visual pathway are used to update the pseudo action-object ground truth, and the spatial pathway is optimized while the visual pathway is fixed. Intuitively, during a V2S round, the spatial pathway receives object templates from the visual pathway (in a form of its predictions), and tries to find image regions where such object templates appear.
Alternation. We repeat such an alternating crosspathway supervision process until there is no significant change in the pseudo ground truth. Typically it is enough to run the it for 3 rounds. In our experimental section, we show that such an alternating cross-pathway supervision scheme leads to better action-object detection results than the other baselines that do not use such a scheme. In Figure 1 , we also demonstrate several qualitative examples of how this alternating cross-pathway supervision scheme works in practice.
Using Extra Unlabeled Data for Training
One of the advantages of our VSN training scheme is that during the training, we can utilize any existing unlabeled first-person dataset, which are typically much larger than the annotated first-person datasets. For all of our experiments, VSN is trained on the combined datasets of (1) first-person action-object RGBD, (2) GTEA Gaze+, and (3) five relevant first-person videos downloaded from YouTube (without using the labels even if they exist). We demonstrate that using more unlabeled data to train our model improves action-object detection accuracy.
Action-Object Prediction during Testing
During testing, we feed a first-person input image through the pathway that was optimized the last, and use its output as our final action-object prediction. Such a predictions scheme leads to a compact action-object model, as we only need to store the parameters from the pathway that was optimized the last. Furthermore, this makes our model as efficient as standard FCN methods, since we only need to feed an image through a single pathway during testing. Table 1 : The quantitative action-object detection results on the first-person action-object RGBD and GTEA Gaze+ datasets. We evaluate the results by max F-score (MF) and average precision (AP) metrics. Our results indicate that even without using action-object labels our VSN achieves similar or even better results than the supervised baselines.
Implementation Details
For all of our experiments, we used a Caffe deep learning library [12] . We employed visual and spatial pathways that adapted the VGG FCN architecture [32] . During training, each of the optimization rounds was set to 2000 iterations. During those rounds one of the selected pathways was optimized to minimize the per-pixel sigmoid cross entropy loss, while the other was fixed. We performed 3 rounds in total, which was enough for the pseudo ground truth to converge. During the training we used a learning rate of 10 −7 , the momentum equal to 0.9, the weight decay of 0.0005, and the batch size of 15. We also employed data augmentation [14] .
Experimental Results
In this section, we present quantitative and qualitative results of our VSN method. We test our method on two first-person datasets, that have per pixel action object annotations: (1) First-Person Action-Object RGBD [3] , and (2) GTEA Gaze+ [17] datasets. Even though both datasets have annotations for action-object detection task, they are quite different. GTEA Gaze+ dataset captures the activities of cooking different meals, and thus there is less variation in the scene and the activity itself. In comparison, the firstperson Action-Object RGBD dataset is smaller but captures people doing seven different activities in pretty different scenes, which makes the dataset more diverse and slightly more challenging. The First-Person Action-Object RGBD dataset has 4247 annotated examples from seven video sequences, whereas for the GTEA Gaze+ dataset we use 6332 images from 22 different sequences.
We evaluate the action-object detection accuracy using max F-score (MF), and average precision (AP) metrics, which are obtained by thresholding the probabilistic actionobject maps at small intervals and computing a precision and recall curve against the ground-truth action-objects.
As our baselines we use a collection of the methods that were recently shown to perform well at this task as well as some of our own baselines. EgoNet [3] is a two-stream network that incorporates appearance and 3D cues to detect action-objects. We also include a DeepLab [5] system, which we train for the action-object detection task. Additionally, we incorporate an MCG [1] method trained for the first-person action-object detection (FP-MCG). Furthermore, we include two popular visual saliency methods: (1) Judd [13] , and (2) GBVS [11] . Additionally, we also evaluate the results achieved by (1) our selected action-object prior (AOP), and (2) an action-object prior that was obtained by extracting it from the training data using groundtruth action-object labels. Furthermore, to show that the network that we used to pretrain our VSN performs poorly by itself, we include a VGG FCN [32] baseline. To obtain action-object predictions we simply sum up the probabilities for all 20 predicted Pascal VOC classes. Finally, to show that the predictions of our VSN method are highly complementary to the state-of-the-art EgoNet method's predictions, we combine these two methods via averaging, and demonstrate that for each dataset VSN significantly improves EgoNet's results. Out of the above listed baseline methods, Judd [13] , GBVS [11] , selected AOP, VGG-FCN, and our VSN methods do not use any first-person actionobject annotations. All the other methods are trained using the manually annotated action-object labels. We also note that all the FCN based baselines (VGG-FCN, DeepLab, EgoNet and VSN) have been pretrained for the semantic segmentation task under the same conditions.
Our evaluations provide evidence for four conclusions:
• In Subsections 4.1, 4.2, we show that despite not using any action-object labels our VSN achieves results similar or even better than the supervised methods.
• In Subsection 4.3, we provide several ablation experiments, which show that (1) our alternating crosspathway supervision scheme is beneficial, (2) the location of a selected action-object prior is important, and that (3) using a larger quantity of unlabeled data for training leads to better results.
• In Subsection 4.4, we also show that our training scheme can be successfully used to pretrain a supervised action-object detection network.
• Finally, in Subsection 4.5, we show that visual-spatial consistency is important for action-object detection.
First-Person Action-Object Dataset Results
In Table 1 , we present action-object detection results on the First-Person Action-Object RGBD dataset [3] , averaged over 7 video sequences from different activities. The results indicate that our VSN achieves the best per-class mean MF score and is second best according to the AP metric. These results may seem surprising, because unlike EgoNet and all the other supervised baselines, our VSN does not use any first-person action-object annotations. However, VSN uses a larger amount of unlabeled data for its training, For instance, while the First-Person Action-Object RGBD dataset contains 4247 annotated examples, our unlabeled dataset contains 11379 samples. The difference in the amount of labeled and unlabeled data is even further amplified by the data augmentation. In Subsection 4.3, we demonstrate that using the same amount of data as EgoNet (but unlabeled), our VSN produces significantly worse results.
We also note that the VGG-FCN, which we use as an initialization for both of our VSN pathways, achieves the worst performance among all the baselines, which suggests that predicting 20 Pascal VOC classes alone is not enough to achieve a good performance on the action-object detection task. We also point out that combining VSN and EgoNet predictions, leads to a greatly improved accuracy according to both metrics, which implies that both methods learn complementary action-object information.
In Figure 4 , we also compare qualitative action-object detection results of our VSN and a supervised EgoNet model. We show that unlike EgoNet, our VSN correctly detects and localizes action-objects in all three cases.
GTEA Gaze+ Dataset Results
In Table 1 , we present MF and AP action-object detection results on the GTEA Gaze+ dataset [17] averaged over 22 videos. The results indicate that our VSN outperforms all the other methods according to AP metric, and is outperformed only by EgoNet according to the MF metric. We also note that just like with the previous dataset, combining VSN and EgoNet predictions leads to a dramatic accuracy boost according to both metrics. Furthermore, we point out that unlike our method, EgoNet [3] uses RGBD data in its prediction scheme. Thus, using RGBD data could presumably improve our results even further.
Ablation Experiments
In this section, we analyze how does (1) our alternating cross-pathway supervision scheme, (2) the selection of action-object prior, and (3) the size of the unlabeled training dataset affect our method's results. We perform the ablation experiments on the First-Person Action-Object RGBD dataset since it's smaller and requires less time for training. The MF results are illustrated in Figure 5 . The blue, green, and red bars denote Rounds 1, 2, and 3 respectively. The VSN in the x-axis of Figure 5 denotes our visual and spatial network, VN and SN refer to the independent visual and spatial networks respectively. AOP, CP, TLP refer to our Our results suggest that (1) our alternating cross-pathway supervision (VSN+AOP+LD) is better than the baselines that use an alternating optimization with either just the visual (VN+AOP+LD) or the spatial (SN+AOP+LD) pathways. We also show that (2) our selected action-object prior location leads to better results than the center (VSN+CP+LD) or top-left (VSN+TLP+LD) prior. Finally, we show (3) that using more unlabeled data produces better accuracy compared to the baseline that uses a smaller dataset (VSN+AOP+SD).
selected action-object prior, and center, and top-left priors respectively. Finally, LD and SD refer to the large and small unlabeled training datasets. Alternating Cross-Pathway Supervision. We first test the claim whether the cross-pathway supervision scheme between the visual and spatial pathways (VSN+AOP+LD) is necessary. To do this we employ the same training procedure as before but using either just the (1) visual pathway (AN+AOP+LD) alone, or (2) the spatial pathway (SN+AOP+LD) alone. The Figure 5 shows that our alternating cross-pathway supervision scheme outperforms these two baselines by at least 0.0234 according to the MF metric.
Selecting an Action-Object Prior. Earlier we claimed that if there was no consistent visual pattern at our selected action-object prior location, the network would not learn anything meaningful. We test these claims by comparing our selected prior (VSN+AOP+LD) with the center prior (VSN+CP+LD), as well as the top-left prior (VSN+TLP+LD). The top left prior denotes the prior at location (0.15H, 0.2W ), where H,W denote the height and the width of a first-person image respectively. Based on our intuition, the top-left prior should serve as a baseline where no consistent visual pattern is present, whereas the center prior should exhibit some consistency (but not as good as our selected prior). Our claims are well supported by the results, since our VSN+AOP+LD baseline achieves at least Note that compared to a supervised actionobject FCN, our VSN feature embedding is more visuallyspatially consistent. For instance, the points around our selected action-object prior (AOP) location (denoted by an orange color) are clustered more consistently in our VSN than in the supervised action-object FCN.
0.194 better MF accuracy than the other two baselines. Unlabeled Training Dataset Size. We also confirm our claim that using more unlabeled data for VSN training (VSN+AOP+LD) leads to better results. We train VSN on the same amount of unlabeled data, as there is labeled data used by the supervised methods (4247 samples). We show that using more unlabeled data leads to 0.0911 improved MF accuracy compared to the VSN+AOP+SD baseline, which uses less unlabeled data.
Using VSN for Pretraining
Furthermore, we show that our proposed VSN learning scheme can be used to pretrain supervised action-object detection FCNs. To verify this, we initialize the FCN with our VSN's visual pathway after Round 2 and then train the FCN with the actual action-object ground truth labels. We compare the performance of an FCN with and without the VSN pretraining. We perform these experiments on both firstperson action-object datasets. In Table 2 , we show that the supervised FCN that was pretrained with our VSN achieves better action-object detection results.
Visually-Spatially Consistent Representation
Finally, we want to show that visual-spatial consistency is important for an accurate action-object detection. In Figure 6 , we visualize the fc7 PCA feature embeddings from a supervised action-object FCN (without the VSN pretraining) and from the visual pathway of our VSN network. We generate this figure in the exactly the same way as Figure 4 , which was described in Subsection 3.1. Based on these figures, we observe that our VSN feature embedding achieves a more consistent visual-spatial clustering of these points, than the supervised action-object FCN. For instance, Table 2 : The quantitative results demonstrating the benefit of using our VSN to pretrain a supervised action-object FCN on both first-person action-object RGBD and GTEA Gaze+ dataset according to MF and AP metrics.
the points around the location of our selected action-object prior (AOP) (denoted by an orange color) cluster pretty coherently in our VSN's fc7 feature embedding. In comparison, the points around this location in the supervised action-object FCN's embedding, are further away from each other, and also contain the points from other locations inbetween. As shown in Table 2 , a supervised FCN achieves 0.421 (MF), and 0.328 (AP) mean accuracy across both datasets. In comparison, our visually-spatially consistent VSN achieves 0.445 (MF), and 0.387 (AP) mean accuracy. These quantitative results along with the evidence from the Figure 6 suggest that visual-spatial consistency is important for good action-object detection.
Conclusions
In this work, we introduced a Visual-Spatial Network (VSN) that exploits spatial and visual co-occurrence in the first-person data, and an alternating cross-pathway supervision scheme to detect action-objects without using any action-object labels. We showed that by using large unlabeled first-person datasets for training, our method can achieve even better performance than most supervised methods that use action-object labels during training. We also showed that our learning scheme with the unlabeled first-person data can be used as an effective pretraining technique for a supervised action-object detection task.
Nowadays more and more people are using wearable cameras to record various events of their lives and sharing it with other people. The increased popularity of first-person cameras opens up great possibilities for building large scale unlabeled first-person datasets, which are currently relatively rare in the first-person vision community. We believe that the availability of such datasets, would allow to apply similar techniques such as our VSN to the other tasks such as activity recognition, egomotion prediction , etc. We plan to investigate these possibilities in our future work.
