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a b s t r a c t
In this paper a class of polynomial interior-point algorithms for P∗(κ) horizontal linear
complementarity problem based on a new parametric kernel function, with parameters
p ∈ [0, 1] and σ ≥ 1, are presented. The proposed parametric kernel function is not
exponentially convex and also not strongly convex like the usual kernel functions, and
has a finite value at the boundary of the feasible region. It is used both for determining
the search directions and for measuring the distance between the given iterate and the
µ-center for the algorithm. The currently best known iteration bounds for the algorithm
with large- and small-update methods are derived, namely, O((1+ 2κ)√n log n log n
ε
) and
O((1 + 2κ)√n log n
ε
), respectively, which reduce the gap between the practical behavior
of the algorithms and their theoretical performance results. Numerical tests demonstrate
the behavior of the algorithms for different results of the parameters p, σ and θ .
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
GivenM ∈ Rn×n and q ∈ Rn, the standard linear complementarity problem (SLCP) is to find a pair x, s ∈ Rn such that
s = Mx+ q, xTs = 0, (x, s) ≥ 0. (1)
IfM is positive semidefinite matrix, i.e.,
xTMx ≥ 0, ∀x ∈ Rn, (2)
then the SLCP is called a monotone SLCP, which is a fundamental decision and optimization problem. It also arises from
economic equilibrium problems, noncooperative games, traffic assignment problems, and optimization problems. For an
overview of these results we refer to [1–4].
The generalization of this problem is called the horizontal linear complementarity problem (HLCP), which seeks vectors
x, s ∈ Rn such that
Mx+ Ns = q, xTs = 0, (x, s) ≥ 0, (3)
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where q ∈ Rn, andM,N ∈ Rn×n. IfM and N have the column monotonicity property, i.e.,
Mx+ Ns = 0 H⇒ xTs ≥ 0, (4)
then the HLCP is called a monotone HLCP.
It is worth noting that HLCP becomes the SLCP if N is nonsingular, then HLCP reduces to SLCP. HLCP also includes the
standard linear optimization (LO) and convex quadratic optimization (CQO) [5]. There are a variety of solution approaches
for HLCP which have been studied intensively. Among them, the interior-point methods (IPMs) gained much attention
than other methods. After the seminal work of Karmarkar, many researchers have proposed IPMs for LO CQO and SLCP
and achieved plentiful results [6–12]. Theoretically, HLCP can be solved by using any algorithm for SLCP [13], but directly
solving HLCP is a better choice than using any algorithm for SLCP for solving the HLCP. Due to the close connection between
HLCPLOCQO and SLCP, some IPMs for LO CQO and SLCP have been extended to HLCP. For instance, Gonzaga et al. [14,15]
studied the largest step path following algorithm formonotone HLCP and showed that the fast convergence of the simplified
largest step path following algorithm. Huang et al. [16] proposed a high-order feasible interior-point method for HLCP
with O(
√
n log ε0
ε
) iterations. Monteiro et al. [17] studied the limiting behavior of the derivatives of certain trajectories
associated with the monotone HLCP. Zhang [5] presented a class of infeasible IPMs for HLCP and showed that the algorithm
has O(n2 log 1
ε
) under some mild assumptions. Some other relevant references can be found in [18–22].
It should be noted that all most known polynomial various of IPMs used the so-called central path as a guideline to
the optimal set, and some various of the Newton method to follow the central path approximately. However there is still
a gap between the practical behavior of these algorithms and these theoretical performance results with respect to the
update strategies of the duality gap parameter in the algorithm. The so-called large-update IPMs have superior practical
performance but with relatively weak theoretical results. While the so-called small-update IPMs enjoy the best known
worst-case iteration bound but their performance in computational practice is poor. This gap was reduced by Peng et al.
[10] who introduced the so-called self-regular barrier functions based on IPMs for LO and semidefinite optimization (SDO).
Bai et al. [7,8,23] who presented IPMs based on a new class of non-self-regular kernel functions for LO and second-order
cone optimization (SOCO) and also obtained the same best known iteration bounds for the algorithmswith large- and small-
update methods as they are in [10]. Recently, Bai et al. [24], Cho et al. [25] proposed large-update interior-point algorithms
for P∗(κ)-SLCP, i.e., for κ ≥ 0, x ∈ Rn, the matrixM satisfies
s = Mx H⇒ xTs ≥ −4κ
∑
i∈I+
xisi, I+ = I+(x, s) = {i : xisi ≥ 0}, (5)
based on special kernel functions, respectively. Note that for κ = 0, P∗(0)-SLCP is the monotone SLCP.
In this paper, we consider P∗(κ)-HLCP, i.e., the matricesM and N satisfy additionally the following assumption.
Assumption 1.1.
Mx+ Ns = 0 H⇒ xTs ≥ −4κ
∑
i∈I+
xisi, ∀(x, s) ∈ R2n, (6)
where κ is a nonnegative number.
It should be noted that Assumption 1.1 can guarantee that themodified Newton-system has a unique solution. The proof
of the following lemma is quite similar to Lemma 4.1 in [4], so we omit it here.
Lemma 1.2. Under Assumption 1.1, the modified Newton-system(
M1x+ N1s
S1x+ X1s
)
=
(
0
h
)
has a unique solution (1x,1s) for (x, s) > 0, where X = diag(x) and S = diag(s).
Obviously, if κ = 0, the P∗(κ)-HLCP reduces the monotone HLCP.
Kernel functions play an important role in the design and analysis for the interior-point algorithms [8,10]. They not
only can be used to define the new search directions but also can be considered as a measure for the distance between the
given iterate and the µ-center. In general each kernel function gives rise to an interior-point algorithm. Recently, Bai et al.
[7] presented a new efficient large-update primal–dual interior-point method for LO based on a finite kernel function as
follows
ψ1,σ (t) = t
2 − 1
2
+ e
σ(1−t) − 1
σ
, σ ≥ 1. (7)
It is not exponentially convex and also not strongly convex like the usual kernel functions [8,10], which has a finite value at
the boundary of the feasible region, i.e.,
lim
t→0ψ1,σ (t) = ψ1,σ (0) =
eσ − 1
σ
− 1
2
<∞. (8)
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They also obtained the currently best known iteration bound for the algorithm with large-update method, namely,
O(
√
n log n log n
ε
). Later on, Ghami et al. [9] considered the generalization of the finite kernel function ψ1,σ (t) as follows
ψp,σ (t) = t
p+1 − 1
p+ 1 +
eσ(1−t) − 1
σ
, p ∈ [0, 1], σ ≥ 1. (9)
It is worth pointing out that the parametric kernel function also has finite value at the boundary of the feasible region
and its growth terms are between linear and quadratic. They designed and analyzed a class of primal–dual interior-point
algorithms for LO based on the parametric kernel function ψp,q(t), and derived the currently best known iteration bounds
for the algorithm with large- and small-update methods, namely, O(
√
n log n log n
ε
) and O(
√
n log n
ε
), respectively.
Motivated by their work, we propose a class of polynomial interior-point algorithms for P∗(κ)-HLCP based on the
parametric kernel function ψp,σ (t). Our purpose is to analyze the interior-point algorithms based on ψp,σ (t) uniformly.
For simplification, below we denote ψp,σ (t) as ψ(t) throughout the paper. We develop some new analysis tools that are
used in complexity analysis of the algorithms and derive the currently best known iteration bounds for the algorithms with
large- and small-update methods, namely, O((1+ 2κ)√n log n log n
ε
) and O((1+ 2κ)√n log n
ε
), respectively. The numerical
results are also presented.
The paper is organized as follows. In Section 2, we briefly review the basic concepts on IPMs for P∗(κ)-HLCP, such
as the central path, the new search directions. The generic polynomial interior-point algorithm for P∗(κ)-HLCP and the
properties of the parametric kernel function are also presented. In Section 3, we analyze the algorithms by selecting the
feasible step size and estimating the decrease of the barrier function at each inner iteration. The currently best known
iteration bounds for the algorithms with large- and small-update methods are derived. In Section 4, we present the
numerical results for several choices of p, σ and θ . Finally, some concluding remarks and further research are given in
Section 5.
Some notations used throughout the paper are as follows. First, Rn, Rn+ and R
n
++ denote the set of vectors with n
components, the set of nonnegative vectors and the set of positive vectors, respectively. Rm×n is the space of all m × n
matrices. ‖x‖ denotes the 2-norm of the vector x. For any x ∈ Rn, xmin (or xmax) denotes the smallest (or largest) value of the
components of x. e and E denote the identity vector and matrix, respectively. I is the index set, i.e. I = {1, 2, . . . , n}. Finally,
if g(x) ≥ 0 is a real valued function of a real nonnegative variable, the notation g(x) = O(x)means that g(x) ≤ c¯x for some
positive constant c¯ and g(x) = Θ(x) that c1x ≤ g(x) ≤ c2x for two positive constants c1 and c2.
2. Preliminaries
2.1. The central path
Throughout the paper, we assume that P∗(κ)-HLCP satisfies the interior-point condition (IPC), i.e., there exists (x0, s0) >
0 such thatMx0+Ns0 = q, which implies the existence of a solution to P∗(κ)-HLCP. In fact wemay choose x0 = s0 = e as the
initial start point. For this and some other properties mentioned below we refer to [4,5]. Finding an approximate solution
of P∗(κ)-HLCP is equivalent to solving the following system of optimality conditions
Mx+ Ns = q,
xs = 0,
x, s ≥ 0.
(10)
The basic idea of the path following interior-point algorithm is to replace the second equation in (10), the so-called
complementarity condition for P∗(κ)-HLCP, by the parameterized equation xs = µe, with µ > 0. Thus we consider the
system
Mx+ Ns = q,
xs = µe,
x, s ≥ 0.
(11)
The parameterized system (11) has a unique solution for each µ > 0. This solution is denoted as (x(µ), s(µ)) and we call
(x(µ), s(µ)) the µ-center of P∗(κ)-HLCP. The set of µ-centers (with µ running through all positive real numbers) gives
a homotopy path, which is called the central path of P∗(κ)-HLCP. If µ → 0, then the limit of the central path exists and
since the limit points satisfy the complementarity condition xs = 0, the limit yields an optimal solution for P∗(κ)-HLCP
[4,5].
The existence and uniqueness of the central path can also be verified in the following way. Considering the following
problem
minimize {xTs− µ log xs : Mx+ Ns = q, x, s > 0}, (12)
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i.e., the minimization of the log-barrier function over the interior of P∗(κ)-HLCP. The first-order necessary conditions for
this problem are
s− µ s
xs
+MTλ = 0,
x− µ x
xs
+ NTλ = 0,
Mx+ Ns = q.
(13)
The first two equations of the system (13) are multiplied by X and S, respectively. We get
xs− µe+ XMTλ = 0,
xs− µe+ SNTλ = 0,
Mx+ Ns = q,
(14)
where X = diag(x) and S = diag(s). From the first two equations of the system (14), we have
XMTλ− SNTλ = 0. (15)
Since X  0, then
(MT − X−1SNT)λ = 0. (16)
By Lemma 1.2, for (x, s) > 0, we know(
M N
S X
)
(17)
is a nonsingular matrix. From (17), one can easily verify that MT − X−1SNT is nonsingular. It follows that λ = 0. Then the
system (14) can be written as
Mx+ Ns = q,
xs = µe,
x, s ≥ 0.
(18)
This system becomes identical to the system (11). In other words, the existence and uniqueness of the central path is
equivalent to the existence of a uniqueminimizer of the problem (12) for eachµ > 0. The objective function of the problem
(12) is strictly convex and any minimizer of the problem is therefore unique.
2.2. The new search directions
The core idea of a path following interior-point algorithm is to follow the central path and to approach the optimal set
of P∗(κ)-HLCP by letting µ go to zero. For any strictly feasible x > 0 and s > 0, we want to find displacements 1x and 1s
such that
M(x+1x)+ N(s+1s) = q,
(x+1x)(s+1s) = µe. (19)
Neglecting the quadratic term1x1s in the left-hand side expression of the second equation, we obtain the following system
for the search directions1x and1s
M1x+ N1s = 0,
s1x+ x1s = µe− xs. (20)
From Lemma 1.2, the modified Newton-system (20) has a unique solution.
To describe the ideas underlying this paper, we need to consider a scaled version of the system (20) that defines the new
search directions. Now we introduce the scaled vector v and the scaled search directions dx and ds according to
v :=
√
xs
µ
, dx := v∆x
x
, ds := v1s
s
. (21)
Note that the pair (x, s) coincides with the µ-center (x(µ), s(µ)) if and only if v = e. One can easily verify that the kernel
function ψ(t) as defined by (9) is a strictly convex function which is defined for any t ∈ R++ and which is minimal at
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t = 1 whereas the minimal value equals 0. Corresponding to the kernel function ψ(t), we define the barrier function
Ψ (v) : Rn++ → R+ as follows
Ψ (v) := Ψ (x, s;µ) :=
n∑
i=1
ψ(vi). (22)
In the analysis of the algorithms we also use the norm-based proximity measure δ(v) : Rn++ → R+, defined by
δ(v) := 1
2
‖ 5Ψ (v) ‖ . (23)
obviously, Ψ (v) is a strictly convex function and attains minimal values at v = e and Ψ (e) = 0. Then we have
5 Ψ (v) = 0⇔ δ(v) = 0⇔ Ψ (v) = 0⇔ v = e. (24)
Hence, the value ofΨ (v) can be considered as ameasure for the distance of the given pair (x, s) to theµ-center (x(µ), s(µ)).
According to (21), the system (20) can be rewritten as
Mdx+ Nds = 0,
dx+ ds = v−1 − v, (25)
where M := MXV−1,N := NSV−1 with V := diag(v), X := diag(x), S := diag(s). A crucial observation is that the
right-hand side v−1 − v in the second equation of system (25) equals minus the gradient of the classical logarithmic barrier
function
Ψc(v) :=
n∑
i=1
(
v2i − 1
2
− log vi
)
. (26)
Then we have the following system
Mdx+ Nds = 0,
dx+ ds = −∇Ψc(v). (27)
The approach in this paper differs only in one detail, we replace the right-hand side of the second equation in (27) by
−∇Ψ (v). Thus we will use the following system to define our new search directions
Mdx+ Nds = 0,
dx+ ds = −∇Ψ (v). (28)
The new search directions dx and ds are obtained by solving (28) so that 1x and 1s are computed via (21). If (x, s) 6=
(x(µ), s(µ)) then (1x,∆s) is nonzero. By taking a step along the search directions, with the step size α defined by some
line search rules, one constructs the new iteration point according to
x+ := x+ α4x, s+ := s+ α4s. (29)
2.3. The generic interior-point algorithm for P∗(κ)-HLCP
It is clear from the above description that the closeness of (x, s) to (x(µ), s(µ)) is measured by the value of Ψ (v), with
τ > 0 as a threshold value. If Ψ (v) ≤ τ then we start a new outer iteration by performing a µ-update, otherwise we
enter an inner iteration by computing the search directions at the current iterates with respect to the current value ofµ and
apply (29) to get new iterates. If necessary, we repeat the procedure until we find iterates that are in the neighborhood of
(x(µ), s(µ)). Thenµ is again reduced by the factor 1− θ with 0 < θ < 1 and we apply the Newtonmethod targeting at the
newµ-centers, and so on. This process is repeated untilµ is small enough, say until nµ < ε, at this stage we have found an
ε-approximate solution of P∗(κ)-HLCP.
The parameters τ , θ and the step size α should be chosen in such a way that the algorithm is ‘optimized’ in the sense
that the number of iterations required by the algorithm is as small as possible. The choice of the so-called barrier update
parameter θ plays an important role both in theory and practice of IPMs. Usually, if θ is a constant independent of the
dimension n of the problem, for instance θ = 12 , thenwe call the algorithm a large-update (or long-step)method. If θ depends
on the dimension of the problem, such as θ = 1√n , then the algorithm is named a small-update (or short-step) method.
The choice of the step size α (0 < α ≤ 1) is another crucial issue in the analysis of the algorithm. It has to be taken such
that the closeness of the iterates to the current µ-center improves by a sufficient amount. In the theoretical analysis the
step size α is usually given a value that depends on the closeness of the current iterates to the µ-center.
The generic form of this algorithm is shown in Fig. 1.
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Fig. 1. Algorithm.
2.4. The properties of the new parametric kernel (barrier) function
In this section, we study the basic properties of ψ(t) and Ψ (v). For ease of reference, we give the first three derivatives
of ψ(t)with respect to t as follows
ψ ′(t) = tp − eσ(1−t), ψ ′′(t) = ptp−1 + σeσ(1−t), ψ ′′′(t) = p(p− 1)tp−2 − σ 2eσ(1−t). (30)
It is quite straightforward to verify
ψ(1) = ψ ′(1) = 0, ψ ′′(t) > 0, t > 0, ψ ′′′(t) < 0, t > 0, lim
t→∞ψ(t) = +∞. (31)
Moreover, from (31), ψ(t) is strictly convex and ψ ′′(t) is monotonically decreasing in t ∈ (0,+∞).
Lemma 2.1. If t1 ≥ 1σ and t2 ≥ 1σ , one has
ψ(
√
t1t2) ≤ 12 (ψ(t1)+ ψ(t2)).
Proof. Recall Lemma 1 in [10], it shows thatψ(
√
t1t2) ≤ 12 (ψ(t1)+ψ(t2)) is equivalent to tψ ′′(t)+ψ ′(t) ≥ 0, whenever
t > 1q . By using the first two equalities of (30), one can easily verify that tψ
′′(t)+ψ ′(t) = (1+ p)tp+ (σ t − 1)eσ(1−t) ≥ 0.
This implies the lemma. 
Note that ψ(t) is exponentially convex, whenever t ≥ 1q . The following lemma makes clear that when v belongs to the
level set {v : Ψ (v) ≤ L}, for some given L ≥ 9, the exponential convexity is guaranteed and it is proved that the value of q
is large enough.
Lemma 2.2 (Lemma 2.7 in [9]). Let L ≥ 9 and Ψ (v) ≤ L. If σ ≥ 1+ 2 log(1+ L), then vi ≥ 32σ , for any i = 1, 2, . . . , n.
Lemma 2.3. If t ≥ 1, one has
ψ(t) ≤ p+ σ
2
(t − 1)2.
Proof. From Taylor’s theorem and the fact that ψ ′′(1) = p+ σ , the inequality is straightforward. 
Lemma 2.4. If σ ≥ 2 and t ≥ 1, one has
t ≤ 1+√tψ(t).
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Proof. Defining f (t) := tψ(t) − (t − 1)2, we have f (1) = 0 and f ′(t) = ψ(t) + tψ ′(t) − 2(t − 1). Hence f ′(1) = 0 and
f ′′(t) = 2ψ ′(t) + tψ ′′(t) − 2 = 2(tp − 1) + (σ t − 2)eσ(1−t) ≥ 0. The last inequality holds since σ ≥ 2 and t ≥ 1. This
implies the lemma. 
Lemma 2.5. Let % : [0,∞)→ [1,∞) be the inverse function of ψ(t) for t ≥ 1. If σ ≥ 1, one has
((p+ 1)s+ 1) 1p+1 ≤ %(s) ≤
(
(p+ 1)s+ p+ σ + 1
σ
) 1
p+1
. (32)
If σ ≥ 2, one has
%(s) ≤ 1+√s
(
(p+ 1)s+ p+ σ + 1
σ
) 1
2(p+1)
. (33)
Proof. Let %(s) = t ≥ 1. Then s = ψ(t). Hence, using t ≥ 1,
tp+1 − 1
p+ 1 −
1
σ
≤ s = t
p+1 − 1
p+ 1 +
eσ(1−t) − 1
σ
≤ t
p+1 − 1
p+ 1 .
The left inequality gives
%(s) = t ≤
(
1+ (p+ 1)
(
s+ 1
σ
)) 1
p+1 =
(
(p+ 1)s+ p+ σ + 1
σ
) 1
p+1
, (34)
and the right inequality
%(s) = t ≥ ((p+ 1)s+ 1) 1p+1 .
Now we turn to the case that σ ≥ 2. By Lemma 2.4 we have
t ≤ 1+√tψ(t) = 1+√ts.
Substituting the upper bound for t given by (34) we obtain (33). This completes the proof of lemma. 
Remark 2.6. Note that at s = 0 the upper bound in (33) for %(s) is tighter than in (32). This will be important later on when
we deal with the complexity of small-update methods.
Lemma 2.7 (Lemma 2.1 in [9]). If β ≥ 1 and t ≥ 1, one has
ψ ′′(t)ψ ′(βt)− βψ ′(t)ψ ′′(βt) ≥ 0.
Note that during the course of the algorithm the largest values ofΨ (v) occur just after the update ofµ. So next we derive
an estimate for the effect of a µ-update on the value of Ψ (v). According to Lemma 2.7, after some elementary reductions,
the following theorem holds.
Theorem 2.8 (Theorem 3.2 in [8]). If v ∈ Rn++ and β ≥ 1, one has
Ψ (βv) ≤ nψ
(
β%
(
Ψ (v)
n
))
.
Corollary 2.9. Let 0 ≤ θ < 1 and v+ = v√1−θ . If Ψ (v) ≤ τ , one has
Ψ (v+) ≤ nψ
(
%( τn )√
1− θ
)
.
Proof. With β = 1√
1−θ ≥ 1 and Ψ (v) ≤ τ , the corollary follows immediately from Theorem 2.8. 
Lemma 2.10. If t > 1, one has
(ψ ′(t))2 > 2ψ(t)ψ ′′(t).
G.Q. Wang, Y.Q. Bai / Journal of Computational and Applied Mathematics 233 (2009) 248–263 255
Proof. Defining f (t) := (ψ ′(t))2 − 2ψ(t)ψ ′′(t), we have f (1) = 0 and
f ′(t) = 2ψ ′(t)ψ ′′(t)− 2ψ ′(t)ψ ′′(t)− 2ψ(t)ψ ′′′(t) > 0.
This implies the lemma. 
Lemma 2.11. If t ≥ 1, one has
tψ ′(t) > ψ(t).
Proof. Defining f (t) := tψ ′(t)− ψ(t), we have f (1) = 0 and
f ′(t) = tψ ′′(t) ≥ 0.
This implies the lemma. 
From Lemma 2.10, the following theorem holds, which gives a lower bound δ(v) in terms of Ψ (v).
Theorem 2.12 (Theorem 4.9 in [8]). One has
δ(v) ≥ 1
2
ψ ′(%(Ψ (v))), v ∈ Rn++.
Corollary 2.13. If Ψ (v) ≥ 1, one has
δ ≥ 1
10
(Ψ (v))
p
p+1 , v ∈ Rn++.
Proof. Since Ψ (v) ≥ 1 and σ ≥ 1, from (32), we have
%(Ψ (v)) ≤
(
(p+ 1)Ψ (v)+ p+ σ + 1
σ
) 1
p+1 ≤ (5Ψ (v)) 1p+1 ≤ 5(Ψ (v)) 1p+1 .
By applying Theorem 2.12 and Lemma 2.11, we have
δ(v) ≥ 1
2
ψ ′(%(Ψ (v))) ≥ ψ(%(Ψ (v)))
2%(Ψ (v))
= Ψ (v)
2%(Ψ (v))
≥ Ψ (v)
10(Ψ (v))
1
p+1
= 1
10
(Ψ (v))
p
p+1 .
This completes the proof of the lemma. 
3. Analysis of the algorithm
3.1. Selecting the feasible step size
In each inner iteration after a feasible step, we get a new iteration (x+α1x, s+α1s). Note that during an inner iteration
the parameter µ is fixed. Hence, after the step the new scaled vector v is given by
v+ =
√
x+s+
µ
.
Since
x+ = x+ α1x = x
(
e+ α1x
x
)
= x
(
e+ α dx
v
)
= x
v
(v + αdx),
s+ = s+ α1s = s
(
e+ α1s
s
)
= s
(
e+ α ds
v
)
= s
v
(v + αds).
Also using xs = µv2, we obtain
v+ =
√
(v + αdx)(v + αds).
We consider the decrease in Ψ (v) as a function of α and define
f (α) := Ψ (v+)− Ψ (v).
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Our aim is to find an upper bound for f (α) by using the exponential convexity of ψ(t), and according to Lemma 2.1. In
order to do this we assume for the moment that the step size α is such that the coordinates of the vectors v + αdx and
v + αds are not smaller than 1
σ
, i.e.,
vi + αdxi ≥ 1
σ
, and vi + αdsi ≥ 1
σ
, i ∈ I. (35)
Lemma 2.1 implies that
Ψ (v+) = Ψ (
√
(v + αdx)(v + αds)) ≤ 1
2
(Ψ (v + αdx)+ Ψ (v + αds))− Ψ (v).
Denoting
f1(α) := 12 (Ψ (v + αdx)+ Ψ (v + αds))− Ψ (v).
This makes clear that f1(α) is an upper bound of f (α), and one can easily verify that f (0) = f1(0) = 0. Taking the derivative
with respect to α, we get
f ′1(α) =
1
2
n∑
i=1
(ψ ′(vi + αdxi)dxi + ψ ′(vi + αdsi)dsi). (36)
This gives, also using the second expression of (28),
f ′1(0) =
1
2
5 Ψ (v)T(dx+ ds) = −1
2
5 Ψ (v)T 5 Ψ (v) = −2δ(v)2. (37)
Differentiating once again, we get
f ′′1 (α) =
1
2
n∑
i=1
(ψ ′′(vi + αdxi)dx2i + ψ ′′(vi + αdsi)ds2i ). (38)
SinceM and N satisfy Assumption 1.1 andM∆x+ N1s = 0 from the scaled Newton-system, we obtain
1xT1s ≥ −4κ
∑
i∈J+
1xi1si,
which is equivalent to
(1+ 4κ)
∑
i∈J+
1xi1si ≥
∑
i∈J−
1xi∆si, (39)
where J+ = {i ∈ I : 1xi1si ≥ 0}, J− = I − J+.
From (21), we have
dxds = v
21x1s
xs
= 1x1s
µ
.
Thus we can rewrite (39) as
(1+ 4κ)
∑
i∈J+
dxidsi ≥
∑
i∈J−
dxidsi, (40)
In order to facilitate discussion, we denote δ := δ(v), δ+ :=∑i∈J+ dxidsi, and δ− :=∑i∈J− dxidsi throughout the paper.
Lemma 3.1. One has
δ+ ≤ δ2, and δ− ≤ (1+ 4κ)δ2.
Proof. We have
δ+ =
∑
i∈J+
dxidsi ≤ 14
∑
i∈J+
(dxi + dsi)2 ≤ 14
∑
i∈I
(dxi + dsi)2 = 14‖dx+ ds‖
2 = δ2.
On the other hand, from (40), we get
(1+ 4κ)δ+ − δ− ≥ 0.
Then
δ− ≤ (1+ 4κ)δ+ ≤ (1+ 4κ)δ2.
This completes the proof of the lemma. 
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Lemma 3.2. One has
‖dx‖ ≤ 2√1+ 2κδ, and ‖ds‖ ≤ 2√1+ 2κδ.
Proof. From Lemma 3.1, we have
4δ2 = ‖dx+ ds‖2 =
n∑
i=1
(dxi + dsi)2 =
n∑
i=1
(dx2i + ds2i )+ 2(δ+ − δ−) ≥
n∑
i=1
(dx2i + ds2i )−
8k
1+ 4kδ−.
Thus
n∑
i=1
(dx2i + ds2i ) ≤ 4δ2 +
8k
1+ 4kδ− ≤ 4(1+ 2κ)δ
2. (41)
This implies the lemma. 
Lemma 3.3. One has
f ′′1 (α) ≤ 2(1+ 2κ)δ2ψ ′′(vmin − 2α
√
1+ 2κδ).
Proof. From Lemma 3.2, we obtain
vi + αdxi ≥ vmin − 2
√
1+ 2καδ, and vi + αdsi ≥ vmin − 2
√
1+ 2καδ, i ∈ J.
Since ψ ′′(t) is monotonically decreasing in t ∈ (0,+∞), from (38) and (41), we get
f ′′1 (α) ≤
1
2
ψ ′′(vmin − 2
√
1+ 2καδ)
n∑
i=1
(dx2i + ds2i ) ≤ 2(1+ 2κ)δ2ψ ′′(vmin − 2α
√
1+ 2κδ).
This completes the proof of the lemma. 
Lemma 3.4. One has f1(α) ≤ 0 if the step size α satisfies
− ψ ′(vmin − 2α
√
1+ 2κδ)+ ψ ′(vmin) ≤ 2δ√
1+ 2κ . (42)
Proof. From (37) and Lemma 3.3, we have
f ′1(α) = f ′1(0)+
∫ α
0
f ′′1 (ξ)dξ
≤ −2δ2 + 2(1+ 2κ)δ2
∫ α
0
ψ ′′(vmin − 2
√
1+ 2κδξ)dξ
= −2δ2 −√1+ 2κδ
∫ α
0
ψ ′′(vmin − 2
√
1+ 2κδξ)d(vmin − 2
√
1+ 2κδξ)
= −2δ2 −√1+ 2κδ(ψ ′(vmin − 2
√
1+ 2καδ)− ψ ′(vmin))
≤ −2δ2 +√1+ 2κδ 2δ√
1+ 2κ
= 0.
This implies the lemma. 
The following two lemmas are similar to the LO case in [8] and the P∗(κ)-SLCP case in [25]. To save space, we omit their
proofs here.
Lemma 3.5 (Lemma 5.7 in [24]). Let ρ : [0,∞)→ (0, 1] denote the inverse function of the restriction of 12ψ ′(t) to the interval
(0, 1]. Then the largest possible value of the step size of α satisfying (42) is given by
α¯ := 1
2
√
1+ 2κδ
(
ρ(δ)− ρ
((
1+ 1√
1+ 2κ
)
δ
))
.
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Lemma 3.6 (Lemma 5.8 in [24]). Let ρ and α¯ as define in Lemma 3.5. One has
α¯ ≥ 1
(1+ 2κ)ψ ′′
(
ρ
((
1+ 1√
1+2κ
)
δ
)) .
By Lemma 3.6 and the definition of ρ, we obtain
α¯ = 1
(1+ 2κ)(ptp−1 + σeσ(1−t)) , t ∈
[
1
σ
, 1
]
where eσ(1−t) − tp = 2
(
1+ 1√
1+ 2κ
)
δ. (43)
From the second equation of (43), we get
eσ(1−t) = tp + 2
(
1+ 1√
1+ 2κ
)
δ ≤ 1+ 2
(
1+ 1√
1+ 2κ
)
δ ≤ 1+ 4δ.
Substituting this in the first equation of (43), we have
α¯ ≥ 1
σ(1+ 2κ)(1+ eσ(1−t)) ≥
1
2σ(1+ 2κ)(1+ 2δ) ≥
1
24σδ(1+ 2κ) .
The last inequality holds due to Corollary 2.13. Since Ψ (v) ≥ 1, we have
δ ≥ 1
10
(Ψ (v))
p
p+1 ≥ 1
10
.
In what follows we use the notation
α˜ = 1
24σδ(1+ 2κ) . (44)
And we will use α˜ as the default step size. It is obvious that α¯ ≥ α˜.
Finally, to validate the above analysis we need to show that α˜ satisfies (35). In fact, from Lemma 2.2 and (44), we have
vi + α˜dxi ≥ 32σ −
2
√
1+ 2κδ
24σδ(1+ 2κ) ≥
17
12σ
≥ 1
σ
, i ∈ J,
and
vi + α˜dsi ≥ 32σ −
2
√
1+ 2κδ
24σδ(1+ 2κ) ≥
17
12σ
≥ 1
σ
, i ∈ J.
3.2. The decrease of the barrier function during an inner iteration
Lemma 3.7 (Lemma 4.5 in [8]). If the step size α is such that α ≤ α˜, then
f (α) ≤ −αδ2.
Theorem 3.8. One has
f (α˜) ≤ − (Ψ (v))
p
p+1
240σ(1+ 2κ) .
Proof. From Lemma 3.7, Corollary 2.13 and (44). Since the decrease depends monotonically on δ, we get
f (α˜) ≤ −α˜δ2 = − δ
24σ(1+ 2κ) ≤ −
(Ψ (v))
p
p+1
240σ(1+ 2κ) .
This completes the proof of the theorem. 
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3.3. The iteration bounds of the large-update method
For the analysis of the iterations of the algorithm, we need to count how many inner iterations are required to return
to the situation where Ψ (v) ≤ τ . We denote the value of Ψ (v) after the µ-update as Ψ0, the subsequent values in the
same outer iteration are denoted as Ψk, k = 1, 2, . . . , K , where K denotes the total number of inner iterations in the outer
iteration. According to the decrease of f (α˜), we get
Ψk+1 ≤ Ψk − β(Ψk)1−γ , k = 0, 1, . . . , K − 1, (45)
where β = 1240σ(1+2κ) and γ = 1p+1 .
For t ≥ 1, we get
ψ(t) ≤ tp+1 − 1. (46)
Applying Corollary 2.9, (32) and (46), after some elementary reductions, we obtain
Ψ0 ≤ n
(p+ 1)(1− θ) p+12
(
(p+ 1) τ
n
+ p+ 1
σ
)
. (47)
Lemma 3.9 (Lemma 14 in [10]). Suppose t0, t1, . . . , tK be a sequence of positive numbers such that
tk+1 ≤ tk − βt1−γk , k = 0, 1, . . . , K − 1,
where β > 0 and 0 < γ ≤ 1. Then K ≤ d t
γ
0
βγ
e.
Theorem 3.10. One has
K ≤ 240σ(1+ 2κ)(p+ 1)(Ψ0)
1
p+1 .
Proof. By applying (45), and also using Lemma 3.9, the proof is trivial. 
The number of outer iterations is bounded above by 1
θ
log n
ε
(cf. [12]Π .17, page 116). Bymultiplying the number of outer
iterations and the number of inner iterations we get an upper bound for the total number of iterations, namely,
240σ(1+ 2κ)(p+ 1) pp+1 n 1p+1
θ
√
1− θ
(
(p+ 1) τ
n
+ p+ 1
σ
) 1
p+1
.
After some elementary reductions, we have the following theorem, which gives the iteration bound for the algorithm
with large-update method.
Theorem 3.11. For large-update method, one takes for θ a constant (independent on n), namely θ = Θ(1), and τ = O(n). Then
the algorithm requires at most
O
(
σ(1+ 2κ)n 1p+1 log n
ε
)
iterations. The output gives an ε-approximate solution of P∗(κ)-HLCP.
Corollary 3.12. If we take p = 1 and σ = log n, The iteration bound becomes
O
(
(1+ 2κ)√n log n log n
ε
)
,
which is the currently best known iteration bound for the algorithm with large-update method.
3.4. The iteration bounds of the small-update method
It may be noted that in the above case the worse iteration bound is not as good as it can be for small-update method. For
analysis the complexity of small-update method, we need to estimate the upper bound of Ψ0 again. Applying Corollary 2.9,
Lemma 2.3 and (33), we obtain
Ψ0 ≤ n(p+ σ)2
1+√ τn ((p+ 1) τn + p+σ+1σ ) 12(p+1)√
1− θ − 1
2 .
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Using 1−√1− θ = θ
1+√1+θ ≤ θ again this can be simplified to
Ψ0 ≤ p+ σ2(1− θ)
(
θ
√
n+√τ
(
(p+ 1) τ
n
+ p+ σ + 1
σ
) 1
2(p+1)
)2
.
From Theorem 3.10, we can conclude that the total number of iterations is bounded above by
240σ(1+ 2κ)(p+ 1)
θ
 p+ σ
2(1− θ)
(
θ
√
n+√τ
(
(p+ 1) τ
n
+ p+ σ + 1
σ
) 1
2(p+1)
)2
1
p+1
log
n
ε
.
After some elementary reductions, we have the following theorem, which gives the iteration bound for the algorithm
with small-update method.
Theorem 3.13. For small-update method, namely, θ = Θ( 1√n ) and τ = O(1). Then the algorithm requires at most
O
(
σ 2(1+ 2κ)√n log n
ε
)
iterations. The output gives an ε-approximate solution of P∗(κ)-HLCP.
Corollary 3.14. If we take σ as small as possible, i.e., σ = 2. The iteration bound becomes
O
(
(1+ 2κ)√n log n
ε
)
,
which is the currently best known iteration bound for the algorithm with small-update method.
4. Numerical results
In this section, we present some numerical results. Our numerical example serves to demonstrate the influence of the
parameters p, σ and θ on the number of iterations.
In general, though there exists (x0, s0) > 0 for the HLCP problem which satisfies the IPC, we do not know the value of
(x0, s0). Thus we should modify the system (20) as follows
M1x+ N1s = q−Mx− Ns,
s1x+ x1s = µe− xs. (48)
Noting that µe− xs = −µv∇Ψc(v), as described in Section 2, we will replace ∇Ψc(v) by ∇Ψ (v) in the second equation of
system (48). Then we consider the following system
M1x+ N1s = q−Mx− Ns,
s1x+ x1s = µv∇Ψ (v). (49)
The new search directions1x and1s are obtained by solving (48). By taking a step along the search directions, with the
step size α defined by the following strategy [12]
αmaxx =
1
maxi=1,2,...n
{
1,− 4xi0.95xi
} , αmaxs = 1
maxi=1,2,...n
{
1,− 4si0.95si
} .
The new iteration point is defined by
x+ = x+ αmaxx 4x, s+ = s+ αmaxs 4s.
We consider the following example
M =

0.0368 0.0188 0.0920 0.0211 0.0332 0.0162
0.0188 0.0393 0.0634 0.0176 0.0300 0.0248
0.0920 0.0634 0.4293 0.0617 0.1355 0.1124
0.0211 0.0176 0.0617 0.0203 0.0239 0.0107
0.0332 0.0300 0.1355 0.0239 0.0513 0.0480
0.0162 0.1248 0.0124 0.0107 0.0480 0.0824
 , q =

0.1630
−0.2820
0.4500
−0.3560
0.2420
−0.2489
 ,
and N = −E. Without loss of generality, we choose x = s = e as the initial point. An optimal solution of the example is
given by
x∗ = (0.4169; 0.0000; 0.0000; 0.0000; 4.4476; 0.0000)
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Fig. 2. Numbers of iterations for several choices of p, σ and θ .
and
s∗ = (0.0000; 0.4233; 0.1910; 0.4711; 0.0000; 0.4691).
We took p ∈ {0, 0.25, 0.50, 0.75, 1}, σ ∈ {1.0, 1.5, 2.0, 2.5, 3.0, 3.5} and θ ∈ {0.1, 0.3, 0.5, 0.7, 0.9}. We used τ = 3
and ε = 10−8 in all experiments. The tables in Fig. 2 give the numbers of iterations for all possible combinations of these
numbers.
The tables in Fig. 2 show that the iteration number of the algorithm depends on the values of the parameters p, σ and θ .
It is quite surprising that p = 1.0, σ = 2.0 and θ = 0.9 gives the lowest iteration number in all cases. The larger values of p
and 0.1 < θ < 0.7 give better results. Fixing p and θ , we find the smallest iteration bound when 1.0 ≤ σ ≤ 3.0. However,
the algorithm is inefficient when p = 0, θ = 0.9 and p = 1, σ ≥ 3. It may be mentioned that it is hard to get a clear insight
of how the complexity bound of algorithm is impacted by the parameters p, σ and θ . On the average, taking θ large, p = 1
and σ ≈ 2 leads to the best performance of the algorithm.
Particularly, we choose p = 1.0, σ = 1.0 and θ = 0.9. The tables in Fig. 3 demonstrate the reduction of xTs after each
iteration, where the first column denotes the iteration number.
5. Concluding remarks and further research
We have proposed a class of polynomial interior-point algorithms for P∗(κ)-HLCP based on a new parametric
kernel function and developed some new analysis tools that can be used in complexity analysis of the algorithms. The
currently best known iteration bounds for the algorithms with large- and small-update methods are derived, namely,
O
(
(1+ 2κ)√n log n log n
ε
)
and O((1 + 2κ)√n log n
ε
), respectively, which reduce the gap between the practical behavior
of the algorithms and their theoretical performance results. Numerical tests demonstrate the behavior of the algorithms
with different parameters p, σ and θ .
Some interesting topics need further research. Firstly, numerical results may help us to compare the behavior of the
algorithms of the paper with the existingmethods. Secondly, the extensions to general nonlinear complementarity problem
(NCP) [20] and second-order cone complementarity problem (SOCCP) [19] deserve to be investigated.
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Fig. 3. The behavior of the algorithm for p = 1.0, σ = 1.0 and θ = 0.9.
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