Spectral expansions and excursion theory for non-self-adjoint Markov semigroups with applications in mathematical finance by Zhao, Yi Xuan
SPECTRAL EXPANSIONS AND EXCURSION
THEORY FOR NON-SELF-ADJOINT MARKOV
SEMIGROUPS WITH APPLICATIONS IN
MATHEMATICAL FINANCE
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Yi Xuan Zhao
December 2017
c© 2017 Yi Xuan Zhao
ALL RIGHTS RESERVED
SPECTRAL EXPANSIONS AND EXCURSION THEORY FOR
NON-SELF-ADJOINT MARKOV SEMIGROUPS WITH APPLICATIONS IN
MATHEMATICAL FINANCE
Yi Xuan Zhao, Ph.D.
Cornell University 2017
This dissertation consists of three parts. In the first part, we establish a spectral
theory in the Hilbert space L2(R+) of the C0-semigroup P and its adjoint P̂ hav-
ing as generator, respectively, the Caputo and the right-sided Riemann-Liouville
fractional derivatives of index 1 < α < 2. These linear operators, which are non-
local and non-self-adjoint, appear in many recent studies in applied mathemat-
ics and also arise as the infinitesimal generators of some substantial processes
such as the reflected spectrally negative α-stable process. We establish an inter-
twining relationship between these semigroups and the semigroup of a Bessel
type process which is self-adjoint. Relying on this commutation identity, we
characterize the spectrum and the (weak) eigenfunctions and provide the spec-
tral expansions of these semigroups on (at least) a dense subset of L2(R+). We
also obtain an integral representation of their transition kernels that enables to
derive regularity properties.
Inspired by this development, we further exploit, in the second part of this
dissertation, the concept of intertwining between general Markov semigroups.
More specifically, we start by showing that the intertwining relationship be-
tween two minimal Markov semigroups acting on Hilbert spaces implies that
any recurrent extensions, in the sense of Itoˆ, of these semigroups satisfy the
same intertwining identity. Under mild additional assumptions on the inter-
twining operator, we prove that the converse also holds. This connection en-
ables us to give an interesting probabilistic interpretation of intertwining rela-
tionships between Markov semigroups via excursion theory: two such recurrent
extensions that intertwine share, under an appropriate normalization, the same
local time at the boundary point. Moreover, in the case when one of the (non-
self-adjoint) semigroup intertwines with the one of a quasi-diffusion, we obtain
an extension of Krein’s theory of strings by showing that its densely defined
spectral measure is absolutely continuous with respect to the measure appear-
ing in the Stieltjes representation of the Laplace exponent of the inverse local
time. Finally, we illustrate our results with the class of positive self-similar
Markov semigroups and also the reflected generalized Laguerre semigroups.
For the latter, we obtain their spectral decomposition and provide, under some
conditions, a perturbed spectral gap estimate for its convergence to equilibrium.
The third part of this dissertation is devoted to the applications of some of
these theoretical results to some substantial problems arising in financial math-
ematics. Keeping in mind the fundamental theorem of asset pricing, we suggest
several transformations on a tractable and flexible Markov process (or equiva-
lently, its respective semigroup) in order that the discounted transformed pro-
cess becomes a (local) martingale while still keeping its tractability. In partic-
ular, we suggest using an intertwining approach and/or Bochner’s subordina-
tion (random time-change via a subordinator) to achieve this goal. Moreover,
in order to illustrate our approach, we discuss in details several examples that
include the class of Le´vy, self-similar and generalized CIR processes that reveal
the usefulness of our result. Furthermore, we provide for the non-self-adjoint
pricing semigroups associated to the latter family of processes a spectral expan-
sions on which we carry out some numerical analysis.
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CHAPTER 1
INTRODUCTION
The spectral theory of linear operators has been an essential subject in func-
tional analysis. First introduced by David Hilbert in his original formulation of
Hilbert space theory, it has revealed its importance in various fields of mathe-
matics, including differential equations, probability theory, harmonic and com-
plex analysis, etc. Moreover, it is also widely used in a large number of dif-
ferent application areas, such as superconductivity, fluid mechanics, quantum
mechanics, kinetic theory, and more recently, financial mathematics.
In functional analysis, the motivation for studying spectral theory is to un-
derstand the structure of a linear operator. Such a structure often includes, but
is not restricted to, classifying the operator by means of equivalent transforma-
tions, reconstructing the operator in simple forms such as a direct sum or direct
integral, identifying invariant subspaces, characterizing a basis for its domain
or range, etc. For finite dimensional matrices, these problems can be solved by
means of eigenvalues and their corresponding eigenvectors. While in the case
of a infinite-dimensional functional operator, the idea of eigenvalues general-
izes into the so-called spectrum, whose formal definition will be given later in
the context. Moreover, spectral theory enables us to classify a bounded normal
operator by means of unitary equivalence, or represent it as an integral with
respect to projection-valued measures over its spectrum, i.e. the resolution of
identity. Such results are analogous to the eigendecomposition for finite dimen-
sional matrices.
However, the classical spectral theory is mainly focused on normal operators
in Hilbert spaces. For the class of non-self-adjoint (NSA) operators, on the con-
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trary, there has been only limited results, due to their non-local and non-normal
nature, which brings significant difficulty in studying their spectral properties.
In a recent work by Patie and Savov [91], the authors suggest an original ap-
proach to tackle this problem for a certain class of non-local and non-self-adjoint
operators, that they name the generalized Laguerre semigroups. Their main
idea stems on an intertwining relationship that they establish between each
element of this class and the classical self-adjoint Laguerre semigroup (Qt)t≥0,
whose spectral properties have been well studied. In other words, they man-
aged to show that for each semigroup (Pt)t≥0 in the class of generalized Laguerre
semigroups there exists an intertwining kernel Λ, such that for any t ≥ 0,
PtΛ = ΛQt (1.1)
where the identity holds on a weighted Hilbert space. Using this intertwining
relationship, they successfully characterized a sequence of eigenfunctions and
co-eigenfunctions (that is, the eigenfunctions for the Hilbert space adjoint semi-
group), and provided a eigenvalues expansion for such type of non-self-adjoint
generalized Laguerre semigroups under various conditions.
This intertwining idea in [91] naturally inspires the first issue of this disserta-
tion. Besides the generalized Laguerre semigroups, does there exist such type of
intertwining relationship between other NSA semigroups and self-adjoint ones?
Can we apply this method to study the spectral properties of some other NSA
semigroups that are of significant importance in modeling and applications?
Moreover, note that in [91], the intertwined semigroups P and Q both have 0 as
an entrance-no-exit boundary. Therefore, it is natural to ask whether there ex-
ist intertwined pairs of semigroups with a common killing boundary (i.e. with
a Dirichlet boundary condition), or reflecting boundary (Neumman boundary
condition), or a combination of both (Robin boundary condition)? If so, it is
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more interesting to ask that in a more general sense, given two intertwined
semigroups, both killed at a common boundary, does it imply the same type of
intertwining relationship between their extensions? What about the converse?
For these issues, noticing that the construction of Markovian extensions of
minimal (killed) semigroup is based on excursions theory, we aim at establish-
ing a connection of this latter theory and intertwining relationships. To this end,
let us briefly recall that, as initiated by Itoˆ [59], the purpose of excursion theory
is to describe the evolution of a strong Markov process X in terms of its behav-
ior between visits to a specific regular point b in its state space. The excursions
from b are then pieces of paths, starting and ending at b, each of random lengths
which are almost surely finite. Moreover, the path of the original process can be
reconstructed from the excursions and the time spent at b, the latter called the
“local time” at b. Its inverse process, which is known to be a Le´vy subordina-
tor, that is a non-decreasing real-valued continuous time process with stationary
and independent increments, provides a convenient way to label the set of all
excursions from b. Therefore, by considering two Markov processes whose re-
spective semigroups intertwine and share a common regular point b, our next
issue of this dissertation is whether this intertwining relation can be explained
by excursion theory. In particular, does there exist a relationship between their
local times, excursion lengths, excursion laws, etc?
In fact, there is already, for one-dimensional quasi-diffusions, a known and
beautiful connection between the spectral and excursion theory which is the
celebrated Krein’s spectral theory of strings, see e.g. [63, 65]. In short, Krein
provides a bijection between the inverse local times (at a regular point b) of
quasi-diffusions and the spectral measures of their corresponding semigroups
3
killed at b. We will exlain the Krein’s result in detail later in this dissertation,
but nevertheless, it motivates us to combine our discovery in the spectral ex-
pansions and inverse local times, again for non-diffusion processes, to seek a
potential extension for the classical Krein’s theory.
Last but not the least, we are interested in applying our results, especially
the idea of intertwining relationship and the spectral expansions for non-self-
adjoint semigroups, to some substantial issues arising in financial mathematics.
We shall recall from the fundamental theorem of asset pricing that a market
admits no free lunch if and only if there exists an equivalent martingale measure
under which all discounted risky asset prices are (local) martingales. We relate
this requirement with the notion of extended generators as presented in [36] via
Dynkin’s theorem. In particular, a Markov process X is a martingale if and only
if A˜p1 = 0, where A˜ is the extended generator of X and p1(x) = x is the identity
function. However, although some classes of tractable stochastic processes have
very nice features that we would like to incorporate into financial modeling,
these processes often do not, by themselves, form (local) martingales under the
current measure. Therefore, the problem of transforming the original process
(or its corresponding semigroup) in order to make it a martingale now becomes
essential. We call this procedure risk-neutral pricing techniques. In particular, for
some classes of non-self-adjoint semigroups whose spectral expansions can be
represented in a simple form, we can easily compute its value numerically and
provide an approximation with high accuracy.
This dissertation, solving all the above issues, consists of four chapters. Be-
sides this current chapter of introduction and preliminaries, each of the remain-
ing three chapters are based on published or submitted papers and unpublished
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manuscripts. Chapter 2 is based on “Spectral decomposition of fractional oper-
ators and a reflected stable semigroup”, published in Journal of Differential Equa-
tions. It focuses on studying the spectral properties of some fractional operators,
namely the Riemann-Liouville derivative and the Caputo fractional derivative.
These operators play an important role in many areas, such as population dy-
namics, chemical technology, biotechnology and control of dynamical systems.
Since these fractional operators indeed serve as the infinitesimal generators for
stable related semigroups, we focus on studying these semigroups instead of
the operators directly. Our approach relies on intertwining relations that we es-
tablish between these semigroups and the semigroup of a Bessel type process
whose generator is a self-adjoint second order differential operator. In particu-
lar, from this commutation relation, we characterize the positive real axis as the
continuous point spectrum of P and provide a power series representation of
the corresponding eigenfunctions. We also identify the positive real axis as the
residual spectrum of the adjoint operator P̂ and elucidates its role in the spec-
tral decomposition of these operators. By resorting to the concept of continuous
frames, we proceed by investigating the domain of the spectral operators and
derive two representations for the heat kernels of these semigroups. As a by-
product, we also obtain regularity properties for these latter and also for the
solution of the associated Cauchy problem.
Chapter 3 is based on the paper “Intertwining, excursion theory and Krein
theory of strings for non-self-adjoint Markov semigroups”. In this chapter, we
study the intertwining relationship between general non-self-adjoint and non-
local Markov semigroups, and interpret this relationship via excursion theory.
In particular, assuming that there exists a common regular point b for two strong
Markov processes, we show that under certain conditions, the intertwining re-
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lation between the minimal semigroups (killed at the first hitting time of b) im-
plies the same relation between their extensions, and the converse also holds
under additional assumptions on the intertwining kernel. We also show that
under this intertwining relation, the Laplace exponents of the inverse local time
at b for these two processes coincide. Relying on this observation, we offer an
extension of Krein’s theory of strings to non-diffusions by relating the (density
of the) Le´vy measure of the inverse local time to the Laplace transform of a weak
version of the spectral measure, which is defined only on a dense subset, of
the minimal semigroup. Furthermore, we illustrate these ideas by studying the
class of (non-self-adjoint) self-similar and reflected (at 0) generalized Laguerre
semigroups for which we show that they satisfy the extended Krein property
by characterizing their spectral expansions and the Laplace exponent of their
inverse local times.
Chapter 4 is based on the manuscript “Risk-neutral pricing techniques and
examples”, which is a joint work with Robert Jarrow, Pierre Patie and Anna Sra-
pionyan. Starting with a general Markov process whose discounted value is not
necessarily a martingale, we suggest several methods to transform the process
or its corresponding semigroup such that, after the transformation, the identity
function is r-invariant, while still remaining its tractability. The first method is
via an intertwining relation, from which we deduce two special cases, one us-
ing an invariant function and the other using Doob’s h-transform. The second
method is to perform a Bochner’s subordination to the process, i.e. a random
time change according to a Le´vy subordinator. We further provide a few exam-
ples, illustrating some classes of Markov processes where our techniques find
useful. We mention that these methods can be used to solve various problems in
mathematical finance, e.g. modifying the Merton’s structural model, interpret-
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ing a firm’s stock price as a function of macro-economic factors, modeling an
asset’s liquidity by means of random time-change, etc.
At the end of this introduction, we shall introduce some notations and pre-
liminary knowledge that will be used throughout the dissertation, as presented
in the following section.
1.1 Notations and preliminaries
Let (E,E) be a Lusin state space, with Bb(E) (resp. B+b (E)) denote the space of
bounded real-valued (resp. bounded real-valued and non-negative) measurable
functions on E, Cb(E) denote the space of bounded continuous functions on E.
We also write L2(E) for the Hilbert space of square integrable Lebesgue mea-
surable functions on E endowed with the inner product 〈 f , g〉 = ∫
E
f (x)g(x)dx
and the associated norm ‖ · ‖. For any weight function m defined on E, i.e. a
non-negative Lebesgue measurable function, we denote by L2(m) the weighted
Hilbert space endowed with the inner product 〈 f , g〉m =
∫
E
f (x)g(x)m(x)dx and
its corresponding norm ‖ · ‖m. We also denote
( f , g)m =
∫
E
f (x)g(x)m(dx) (1.2)
Whenever this integral exists.
In particular, when E = R+ = (0,∞) is the positive half-line, we let C0(R+) de-
note the space of continuous real-valued functions on R+ tending to 0 at infinity,
which becomes a Banach space when endowed with the uniform topology ‖ · ‖∞.
Additionally, we denote C20(R+) to be the space of twice continuously differen-
tiable functions on R+, which vanishes at both 0 and infinity, and C∞(R+) the
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space of functions with continuous derivatives on R+ of all orders.
For any −∞ ≤ a < a ≤ ∞, we denote the strip C(a,a) = {z ∈ C; a < <(z) < a},
and write simply C+ = C[0,∞). We write C(−∞,0)c = {z ∈ C; arg(z) , pi} for the
complex plane cut along the negative real axis.
For Banach spaces H1,H2, we define
B(H1,H2) = {L : H1 → H2 linear and continuous mapping}.
In the case of one Banach space H, the unital Banach algebra B(H,H) is simply
denoted by B(H). Moreover, a semigroup P = (Pt)t≥0 where Pt ∈ B(H) is called
a positive C0-semigroup on H if Pt+s = Pt ◦ Ps, Pt f ≥ 0 for f ≥ 0, and for any
functions f ∈ H, ‖Pt f − f ‖H → 0 as t → 0. In the case when H = C0(R+) endowed
with the uniform topology, we say P is a Feller semigroup on R+. Furthermore,
for an operator T ∈ B(H1,H2), we use the notation Ran(T ) (resp. Ker(T )) for the
range (resp. the kernel) of T and Ran(T ) (resp. Ker(T )) for its closure. For any set
of functions E ⊆ H, we use Span(E) to denote the set of all linear combinations
of functions in E, and Span(E) for its closure.
For two functions f , g : R+ → R, we write f a= O(g) (resp. f a= o(g))
if lim supx→a
f (x)
g(x) < ∞ (resp. limx→a f (x)g(x) = 0), and f  g (resp. f a∼ g) if ∃ c >
0 such that c ≤ f (x)g(x) ≤ c−1 for all x ∈ R+ (resp. if limx→a f (x)g(x) = 1 for some
a ∈ R ∪ {±∞}). Furthermore, for any q ∈ R+, we write dq f (x) = f (qx) the di-
lation operator. Next, let P be a bounded linear operator acting on a Hilbert
space H over C, and let I denote the identity operator on H, then we use σ(P) to
denote the spectrum of P, which is defined by
σ(P) = {λ ∈ C; P − λI does not have a bounded inverse in H},
with the following three distinctions:
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• λ ∈ σp(P), the point spectrum, if Ker(P − λI) , {0}. In this case, we say
a function fλ is an eigenfunction for P, associated to the eigenvalue λ, if
fλ ∈ Ker(P − λI).
• λ ∈ σc(P), the continuous spectrum, if Ker(P− λI) = {0} and Ran(P− λI) = H
but Ran(P − λI) ( H.
• λ ∈ σr(P), the residual spectrum, if Ker(P − λI) = {0} and Ran(P − λI) ( H.
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CHAPTER 2
SPECTRAL DECOMPOSITION OF FRACTIONAL OPERATORS AND A
REFLECTED STABLE SEMIGROUP
2.1 Introduction
Fractional calculus, in which derivatives and integrals of fractional order are
defined and studied, is nearly as old as the classical calculus of integer orders.
Ever since the first inquisition by L’Hopital and Leibniz in 1695, there has been
an enormous amount of study on this topic for more than three centuries, with
many mathematicians having suggested their own definitions that fit the con-
cept of a non-integer order derivative. Among the most famous of these defini-
tions are the Riemann-Liouville fractional derivative and the Caputo derivative,
the latter being a reformulation of the former in order to use integer order initial
conditions to solve fractional order differential equations. In this context, it is
natural to consider the following Cauchy problem, for a smooth function f on
x > 0, 
d
dtu(t, x) = Dαu(t, x)
u(0, x) = f (x),
(2.1)
where, for any 1 < α < 2, the linear operator Dα is either the Caputo α-fractional
derivative
Dα f (x) = CDα+ f (x) =
∫ x
0
f ([α]+1)(y)
(x − y)α−[α]
dy
Γ([α] + 1 − α) , (2.2)
with, for any k = 1, 2, . . ., f (k)(x) = d
k
dxk f (x) stands for the k-th derivative of f , or,
the right-sided Riemann-Liouville (RL) derivative
Dα f (x) = Dα− f (x) =
(
d
dx
)[α]+1 ∫ ∞
x
f (y)(y − x)[α]−α
Γ([α] + 1 − α) dy, (2.3)
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with [α] representing the integral part of α. We point out that when α = 2, in
both cases, D2 f (x) = 12 f
(2)(x) is a second order differential operator.
In this paper, we aim at providing the spectral representation in L2(R+)
Hilbert space and regularities properties of the solution to the Cauchy problem
(2.1).
The motivation underlying this study are several folds. On the one hand,
the last three decades have witnessed the most intriguing leaps in engineering
and scientific applications of such fractional operators, including but not lim-
ited to population dynamics, chemical technology, biotechnology and control of
dynamical systems, and, we refer to the monographs of Kilbas et al. [61], Meer-
schaert and Sikorskii [74] and Sankaranarayanan [105] for excellent and recent
accounts on fractional operators. On the other hand, some recent interesting
studies have revealed that the linear operator CDα+ is the infinitesimal generator
of P = (Pt)t≥0 the Feller semigroup corresponding to the so-called spectrally neg-
ative reflected α-stable process, see e.g. [6, 12, 92]. We will provide the formal
definition of this process and semigroup in Section 2.2, and, we simply point
out that the reflected Brownian motion is obtained in the limiting case α = 2.
The reflected α-stable processes have been studied intensively in the stochastic
processes literature. In particular, we mention that, in a recent paper, Baeumer
et. al. [6] showed the interesting fact that the transition kernel of P allows to map
the set of solutions of a Cauchy problem to its fractional (in time) analogue. Mo-
tivated by these findings, they provide a numerical method to approximate this
transition kernel. In this perspective, in Theorem 2.6.2 below, we provide two
analytical and simple expressions for this transition kernel.
Although the Cauchy problem for the fractional operators associated to re-
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flected stable processes plays a central role in many fields of sciences, to the best
of our knowledge, their spectral representation remain unclear. This seems to be
attributed to the fact that there is not a unified theory for dealing with the spec-
tral decomposition of non-local and non-self-adjoint operators, two properties
satisfied, as we shall see in Proposition 2.2.1, by the fractional operators consid-
ered therein. For a nice account on classical and recent developments on this
important topic, we refer to the two volume treatise of Dunford and Schwartz
[45, 46] and the monograph of Davies [41], and the survey paper by Sjo¨strand
[110].
The purpose of this paper is to provide detailed information regarding the
solution of the Cauchy problem (2.1) along with its elementary solution which
corresponds to the transition probabilities of the Feller semigroups P and its
dual P̂. More specifically, we provide a spectral representation of this solu-
tion in an integral form involving the absolutely continuous part of the spectral
measure, the generalized Mittag-Leffler functions as eigenfunctions and a weak
Fourier kernel, a terminology which is defined in [87] and recalled in Section 2.5.
This kernel admits on a dense subset an integral representation which is given in
terms of a function, having a simple expression, that we name a residual func-
tion for the dual semigroup (or co-residual function for P), as it is associated
to elements in its residual spectrum. We refer to Section 2.5 for more precise
definitions. As by-product of this spectral representation, we manage to derive
regularity properties for the solution of (2.1) and also for the transition kernel.
We already mention that we observe a cut-off phenomenon in the nature of the
spectrum for the class of operators indexed by the parameter α ∈ (1, 2]. Indeed,
while the class of Bessel operators which include the limit case D2, i.e. α = 2,
has the positive axis (0,∞) as continuous spectrum, we shall show that this axis
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corresponds, when α ∈ (1, 2), to the continuous point spectrum of the Caputo
operator and the residual spectrum of the right-sided RL fractional operator.
Our approach relies on an in-depth analysis of an intertwining relation that
we establish between the Caputo fractional operator and a second order differ-
ential operator of Bessel type, which the latter turns out to be the generator of
a self-adjoint semigroup in L2(R+). This is combined with the theory of con-
tinuous frames that have been introduced recently in the mathematical physics
literature, see [2]. This work complements nicely the recent works of Patie and
Savov in [88] and [91] where such ideas are elaborated between linear opera-
tors having a common discrete point spectrum. We also mention that recently
Kuznetsov and Kwasnicki [66] provide a representation of the transition kernel
of α-stable processes killed upon entering the negative real line, by inverting
their resolvent density that they manage to compute explicitly. In this vein but
in a more general context, Patie and Savov in the work in progress [87] explore
further the idea developed in our paper to establish the spectral theory of the
class of positive self-similar semigroups.
The rest of this chapter is organized as follows. In Section 2.2, we intro-
duce the reflected one-sided α-stable processes and establish substantial analyt-
ical properties of the corresponding semigroups. In Section 2.3, we shall derive
the intertwining relation between the spectrally negative reflected stable semi-
group and the Bessel-type semigroup. From this link, we extract a set of eigen-
functions that are described in Section 2.4 which also includes some of their
interesting properties such as the continuous upper frame property, complete-
ness and large asymptotic behavior. In Section 2.5 we investigate the so-called
co-residual functions. Finally, in Section 2.6 we gather all previous results to
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provide the spectral decomposition of the two semigroups P and P̂ including
two representations for their transition kernels. The regularity properties are
also stated and proved in that Section.
2.2 Fractional operators and the reflected stable semigroup
Let Z = (Zt)t≥0 be a spectrally negative α-stable Le´vy process with α ∈ (1, 2),
defined on a filtered probability space (Ω,F, (Ft)t≥0,P = (Px)x∈R). It means that
Z is a process with stationary and independent increments, having no positive
jumps, and its law is characterized, for t > 0, by
logE[ezZt] = zαt, z ∈ C+. (2.4)
Here and below zα is the main branch of the complex analytic function in the
complex half-plane <(z) ≥ 0, so that 1α = 1. Let X = (Xt)t≥0 be the process Z
reflected at its infimum, that is, for any t ≥ 0,
Xt =

Zt if t < T Z(−∞,0],
Zt − inf s≤t Zs if t ≥ T Z(−∞,0],
with T Z(−∞,0] = inf{t > 0; Zt ≤ 0}, and we write, for any f ∈ Bb(R+), t, x ≥ 0,
Pt f (x) = Ex
[
f (Xt)
]
, (2.5)
where Ex stands for the expectation operator associated to Px(Z0 = x) = 1. Next,
let Ẑ = −Z be the dual process of Z (with respect to the Lebesgue measure),
which is a spectrally positive α-stable process, and, let X̂ = (X̂t)t≥0 be the process
defined from Ẑ by a random time-change as follows, for any t ≥ 0,
X̂t = Ẑτˆt , (2.6)
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where τˆt = inf{u > 0; Âu > t} and Ât =
∫ t
0
I{Ẑs>0}ds. We also write for any f ∈
Bb(R+), t, x ≥ 0,
P̂t f (x) = Êx[ f (X̂t)],
where Êx stands for the expectation operator associated to P̂x(Ẑ0 = x) = 1. We
are now ready to state our first result.
Proposition 2.2.1. 1. P is a positive contractive C0-semigroup on C0(R+), i.e. a
Feller semigroup, whose infinitesimal generator is (CDα+,Dα) where
Dα =
{
f ∈ C0(R+); f (x) =
∫ ∞
0
(
e−yJα(x) − J ′α(x − y)I{y<x}
)
g(y)dy, g ∈ C0(R+)
}
,
with
Jα(z) = 1
Γ(1 + 1
α
)
∞∑
n=0
(eipizα)n
Γ(αn + 1)
, z ∈ C, (2.7)
which is easily seen to define a function holomorphic on C(−∞,0)c .
2. P admits a unique extension as a contractive C0-semigroup on L2(R+), which is
also denoted by P = (Pt)t≥0 when there is no confusion (otherwise we may denote
PF for the Feller semigroup). The domain of its infinitesimal generator LX is given
by
Dα(L2(R+)) =
{
f ∈ L2(R+);
∫ ∞
−∞
∣∣∣F +f (ξ)∣∣∣2 |ξ|2αdξ < ∞} (2.8)
where F +f (ξ) =
∫ ∞
0
eiξx f (x)dx is the one-sided Fourier transform of f taken in the
L2 sense.
3. X̂ is the (weak) dual of X with respect to the Lebesgue measure. Moreover, P̂ is a
Feller semigroup which admits a unique extension as a contractive C0-semigroup
on L2(R+), also denoted by P̂, which has (Dα−,Dα(L2(R+))) as infinitesimal gener-
ator. Clearly as P , P̂, we get that P is non-self-adjoint in L2(R+).
Remark 2.2.1. We point out that when α = 2, P is the 1-dimensional Bessel semi-
group, see [23, Appendix 1], which also belongs to the class of the so-called α-Bessel
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semigroups, which are reviewed in more details in Appendix 2.7. In this case, P̂ = P
and P is self-adjoint in L2(R+).
Remark 2.2.2. Note that the function Jα(eipiz 1α ) is the (generalized) Mittag-Leffler
function of parameters (α, 1), see e.g. [61] for a detailed account on this function.
In order to prove this Proposition, we first state and prove the following
lemma, which generalizes [13, Lemma 2] and may be of independent interests.
Lemma 2.2.1. Let Yt = Zτt , t ≥ 0, where τt = inf{u > 0; Au > t} and At =
∫ t
0
I{Zs>0}ds.
Then (Yt)t≥0 is a (Fτt)t≥0 strong Markov process and for any f ∈ Bb(R+), t, x ≥ 0, we
have
Pt f (x) = Ex[ f (Yt)]. (2.9)
Moreover, (Yt)t≥0 and (X̂t)t≥0 are dual processes with respect to the Lebesgue measure.
Proof. For any f ∈ Bb(R+), q > 0, let
Uq f (x) =
∫ ∞
0
e−qtPt f (x)dt, U0q f (x) =
∫ ∞
0
e−qtEx
[
f (Xt)I{t<TX0 }
]
dt
be the resolvents of X and X0 = (X0t )t≥0, the process X killed at time T X0 = inf{t >
0; Xt = 0}, respectively. It is easy to observe from the construction of X that
T X0 = T
Z
(−∞,0]. Moreover, by [101, Example 3], X can also be defined as the unique
self-similar recurrent extension of X0 and we get, from an application of the
strong Markov property, that for all x ≥ 0,
Uq f (x) = U0q f (x) + Ex
[
e−qT
X
0
]
Uq f (0). (2.10)
Next, since Z has paths of unbounded variation, by [67, Theorem 6.5], we have
Px(T Z[0,∞) = 0) = 1 for x ≥ 0 and Px(T Z[0,∞) > 0) = 1 for any x < 0, where T Z[0,∞) =
inf{t > 0; Zt ≥ 0}. Thus, the fine support of the additive functional (At)t≥0, defined
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as the set {x ∈ R; Px(τ0 = 0) = 1}, is plainly [0,∞). Moreover, as the Le´vy process
Z is a Feller process and therefore a Hunt process (see e.g. [35, Section 3.1]), we
have from [56] that (Yt)t≥0 is a (Fτt)t≥0 strong Markov process, whose resolvent is
defined, for f ∈ Bb(R+), by
Vq f (x) =
∫ ∞
0
e−qtEx[ f (Yt)]dt.
Furthermore, it is easy to observe that At = t for any t ≤ T Z(−∞,0] and thus τt = t for
any t < T Z(−∞,0]. On the other hand, since Z is a spectrally negative Le´vy process
with no Gaussian component, Z does not creep below, see e.g. [67, Exercise 7.4],
and therefore T Z0 = inf{t > 0; Zt = 0} > T Z(−∞,0] a.s., where a.s. throughout this
proof, means Px-almost surely for all x > 0. Moreover, observe that a.s.
ATZ0 =
∫ TZ(−∞,0]
0
I{Zs>0}ds +
∫ TZ0
TZ(−∞,0]
I{Zs>0}ds = ATZ(−∞,0] = T
Z
(−∞,0].
Next, recalling that T Z(−∞,0] = T
X
0 , we deduce from the previous identity that, with
the obvious notation, a.s.
T Y0 = ATZ0 = T
Z
(−∞,0] = T
X
0 . (2.11)
Since it is clear that Yt = Zτt = Zt = Xt for t < T X0 , we have for any f ∈ Bb(R+) and
q > 0,
V0q f (x) =
∫ ∞
0
e−qtEx
[
f (Yt)I{t<TY0 }
]
dt =
∫ ∞
0
e−qtEx
[
f (Xt)I{t<TX0 }
]
dt = U0q f (x).
Hence, the strong Markov property of (Yt)t≥0 together with (2.11) yield that, for
every x ≥ 0,
Vq f (x) = V0q f (x) + Ex
[
e−qT
Y
0
]
Vq f (0) = U0q f (x) + Ex
[
e−qT
X
0
]
Vq f (0).
Next, according to [13, Lemma 2] and after an obvious dual argument, (Yt)t≥0
and (Xt)t≥0 have the same law under P0 and therefore Vq f (0) = Uq f (0). Hence
Uq f (x) = U0q f (x) + Ex
[
e−qT
X
0
]
Uq f (0) = U0q f (x) + Ex
[
e−qT
X
0
]
Vq f (0) = Vq f (x),
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which proves the identity (2.9). Next, by [116, Proposition 4.4], we observe
that (At)t≥0 and (Ât)t≥0 are dual additive functionals, both of which are finite for
each t and continuous. Hence by [116, Theorem 4.5], (Yt)t≥0 and (X̂t)t≥0 are dual
processes with respect to the Revuz measure associated to A, which, by [99], is
the Lebesgue measure. This completes the proof of this lemma.
Proof of Proposition 2.2.1. The Feller property of the semigroup P is given in [14,
Proposition VI.1]. Moreover, the fact that the infinitesimal generator of P is CDα+
has been proved in various papers, see e.g. [12] and [92], and the domain Dα is
given in [92, Proposition 2.2], which completes the proof of the first item. Next,
from [101, Lemma 3] and its proof, we know that, up to a multiplicative positive
constant, the Lebesgue measure is the unique excessive measure for P, where
with the notation of [101, Example 3], γ = 1 − 1
α
. Thus, since X is stochastically
continuous, see [69, Lemma 2.1], a classical result from the general theory of
Markov semigroups, see e.g. [38, Theorem 5.8], yields that the Feller semigroup
P admits a unique extension as a contractive C0-semigroup on L2(R+). We now
proceed to characterize the domain of the infinitesimal generator of the L2(R+)-
extension, denoted byDX. To this end, we first observe from [11, Theorem 12.16]
that since Z is a Le´vy process, its semigroup (Pt)t≥0, i.e. Pt f (x) = Ex[ f (Zt)], x ∈ R,
is a L2(R)-Markov semigroup, and its infinitesimal generator, denoted by LZ,
has the following anisotropic Sobolev space as its domain
DZ =
{
f¯ ∈ L2(R);
∫ ∞
−∞
∣∣∣F f¯ (ξ)∣∣∣2 |ξ|2αdξ < ∞} , (2.12)
where F f¯ (ξ) =
∫ ∞
−∞ e
iξx f¯ (x)dx is the Fourier transform of f¯ . Now for a function
f on R+ we define its extension f¯ : R → R as f¯ (x) = f (x)I{x>0}. Then, for any
f ∈ Dα(L2(R+)) = { f ∈ Dα(L2(R+)); f¯ ∈ C20(R)}, we have clearly f¯ ∈ DZ ∩ C20(R)
and thus by combining [14, Section I.2] and [56, Theorem 2.1] we get, that for
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any x > 0,
LX f (x) = a(x)LZ f¯ (x), (2.13)
where a(x) = I{x>0} from [56, (3.6)]. Therefore, since LZ f¯ ∈ L2(R), it is obvi-
ous that LX f ∈ L2(R+), which implies that f ∈ DX. Next, for any τ > 0,
let fτ(x) = τ3x3e−τx, x > 0, then easy computations yield that for all τ > 0
fτ ∈ Dα(L2(R+)), hence by the Wiener’s theorem for Mellin transformDα(L2(R+))
is dense in L2(R+) and therefore, for any f ∈ Dα(L2(R+)), we can take ( fn)n≥0 ⊂
Dα(L2(R+)) ∩ C20(R+) such that fn → f in L2(R+). Writing f¯n and f¯ their corre-
sponding extensions to L2(R) as above, we still have f¯n → f¯ in L2(R) and f¯ ∈ DZ.
Also note that for each ξ ∈ R,
F +LX fn(ξ) = FLZ f¯n(ξ) = (−iξ)αF f¯n(ξ)→ (−iξ)αF f¯ (ξ) = FLZ f¯ (ξ), (2.14)
where we used [11, Theorem 12.16] for the second and last identity. Therefore
LX fn converges in L2(R+) and f ∈ DX by the closedness of infinitesimal generator.
This shows thatDα(L2(R+)) ⊆ DX. On the other hand, take now f ∈ DX ∩C20(R+)
and let f¯ be constructed as above. Then by [56, Theorem 2.6] and recalling that
the fine support of (At)t≥0 is R+, we have
LZ f¯ (x) =

b(x)LX f (x) for x ≥ 0,
0 for x < 0,
(2.15)
where, denoting I+(x) = I{x>0},
b(x) = lim
t→0
Ex[
∫ t
0
I{Zs>0}ds]
t
= lim
t→0
∫ t
0
PsI+(x)ds
t
= lim
t→0
PtI+(x) = I{x>0}
for each x ∈ R. Therefore, we have∫
R
(
LZ f¯ (x)
)2
dx =
∫
R
(
(I{x<0} + I{x≥0})LZ f¯ (x)
)2
dx =
∫ ∞
0
(
LZ f¯ (x)
)2
dx =
∫ ∞
0
(
LX f (x)
)2
dx,
which implies that f¯ ∈ DZ and f ∈ Dα(L2(R+)). Next, since we have proved that
Dα(L2(R+)) ⊆ DX andDα(L2(R+)) ∩ C20(R+) is dense in L2(R+), we have thatDX ∩
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C20(R+) is also dense in L
2(R+). Hence the same argument as above shows that
(2.15) still holds for any f ∈ DX, which further proves thatDX ⊆ Dα(L2(R+)) and
completes the proof for the second argument. For the duality argument, we first
observe from Lemma 2.2.1 that X and X̂ are dual processes with respect to the
Lebesgue measure. Moreover, note that the minimal process X0 belongs to the
class of positive 1
α
-self-similar Markov processes as introduced in [69], which also
provides a bijection between positive self-similar processes and Le´vy processes
stated as follows. Let us define, for any t ≥ 0, ϑt = inf{u > 0;
∫ u
0
(X0s )
−αds > t}, then
the process
ξ0t = log X
0
ϑt
, (2.16)
is a Le´vy process killed at an independent exponential time. More specifically,
by [92], the Laplace exponent of ξ0 is
ψ0(u) =
Γ(u + 1)
Γ(u − α + 1) , u > −1. (2.17)
Note that by writing θ for the largest non-negative root of the convex function
ψ0, it is easy to check that θ = α − 1 ∈ (0, 1). Hence by [101, Section 5], there
exists a dual process of X0, denoted by X̂0, with the Lebesgue measure serving
as the reference measure. Moreover, X̂0 is also a positive 1
α
-self-similar process
with its corresponding Le´vy process denoted by ξ̂0, which is the dual of the
Le´vy process obtained from ξ0 by means of Doob h-transform via the invariant
function h(x) = eθx, x ∈ R. Therefore, the Laplace exponent of ξ̂0 takes the form,
for u < 0,
ψ̂(u) = ψ0(−u + θ) = ψ0(−u + α − 1) = Γ(α − u)
Γ(−u) .
Note that ξ̂0 drifts to −∞ a.s. and thus X̂0 has a a.s. finite lifetime T X̂00 = inf{t >
0; X̂0t ≤ 0}. Hence by recalling that X can be viewed as the recurrent extension
of X0 that leaves 0 continuously a.s., we deduce from [101, Lemma 6] that X̂
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can also be viewed as the recurrent extension of X̂0 which leaves 0 by a jump
according to the jump-in measure Cx−α, x,C > 0. The Feller property of the
semigroup of such recurrent extension has been shown in [20, Proposition 3.1],
while the existence of the L2(R+)-extension follows by the same argument than
the one we developed for P. Moreover, from [11, Theorem 12.16], we deduce
easily that DẐ = DZ, hence using the same method as above, we get that DX̂ =
DX = Dα(L2(R+)). Finally, using the same arguments as in (2.14), we see that for
any f ∈ Dα(L2(R+)),
F +
LX̂ f
(ξ) = FLẐ f¯ (ξ) = (iξ)αF f¯ (ξ).
Comparing this identity with [48, Lemma 2.1 and Theorem 2.3], we conclude
that LX̂ f = Dα− f onDα(L2(R+)). This completes the proof.
2.3 Intertwining relationship
We say that a linear operator Λ is a multiplicative operator if it admits the follow-
ing representation, for any f ∈ Bb(R+),
Λ f (x) =
∫ ∞
0
f (xy)λ(y)dy,
for some integrable function λ. When in addition λ is the density of the law
of a random variable X, i.e. λ(y) ≥ 0 and 〈1, λ〉 = 1, we say that Λ is a Markov
multiplicative operator. Moreover,Mλ =MΛ =MX is called a Markov multiplier
where for at least<(s) = 1,
MΛ(s) =
∫ ∞
0
ys−1λ(y)dy,
is the Mellin transform of λ. By adapting the developments in [114, 2.1.9] based
on the Fourier transform, we also have that if
∫ ∞
0
y−
1
2λ(y)dy < ∞ then Λ ∈ BL2(R+)
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with, for any f ∈ L2(R+),
MΛ f (s) =MΛ(1 − s)M f (s). (2.18)
Note that this latter provides that Λ is one-to-one in L2(R+) if MΛ(1 − s) , 0.
We also recall from [83] that if s 7→ Mλ(s) is defined, absolutely integrable and
uniformly decays to zero along the lines of the strip s ∈ C(a,a) for some a < a,
then the Mellin inversion theorem applies to yield, for any x > 0,
λ(x) =
1
2pii
∫ a+i∞
a−i∞
x−sMλ(s)ds, a < a < a. (2.19)
Now we are ready to state the following.
Theorem 2.3.1. Let us write, for any α ∈ (1, 2),
MΛα(s) =
Γ( s−1
α
+ 1)Γ( s
α
)
Γ( 1
α
)Γ(s)
, s ∈ C+. (2.20)
Then, the following holds.
1. MΛα is a Markov multiplier and Λα ∈ B(L2(R+)) ∩ B(C0(R+)). Moreover, it is
one-to-one on C0(R+), and, in L2(R+), Ran(Λα) = L2(R+).
2. Moreover, for any t ≥ 0 and f ∈ L2(R+), the following intertwining relation holds
PtΛα f = ΛαQt f , (2.21)
where Q = (Qt)t≥0 is the L2(R+)-extension of the α-Bessel self-adjoint semigroup
as defined in Appendix 2.7.
3. Consequently, we have, for any f ∈ DL(L2(R+)),
CDα+Λα f = ΛαL f , (2.22)
where the fractional operator CDα+ was defined in (2.2), while the second order
differential operator L and its L2(R+)-domain DL(L2(R+)) are defined in (2.61)
and (2.67), respectively.
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The proof of this Theorem is split into three steps. First, we show that (2.20)
is indeed a Markov multiplier. Then, we establish the identity (2.21) in the space
C0(R+). Finally, by remarking that C0(R+) is dense in L2(R+), we can extend the
intertwining identity to L2(R+) by a continuity argument.
2.3.1 The Markov multiplicative operator Λα
In order to prove Theorem 2.3.1(1), which provides some substantial properties
of Λα, we shall need the following claims. Here and throughout the rest of this
section, we set, for any α, τ > 0,
eα,τ(x) = dτ 1α eα (x) = e
−τxα , x > 0. (2.23)
Lemma 2.3.1. Let us define
gα(z) =
∞∑
n=0
Γ
(
1
α
)
Γ(αn + 1)
Γ(n + 1
α
)(n!)2
(eipizα)n, (2.24)
then gα is holomorphic on C(−∞,0)c . Moreover, gα ∈ L2(R+) with Λαgα = eα where eα is
defined in (2.23).
Proof. First, from the Stirling approximation
Γ(a) ∞∼ √2piaa− 12 e−a, (2.25)
see [70, (1.4.25)], we get that Γ(αn+α+1)Γ(n+
1
α )
Γ(αn+1)Γ(n+1+ 1α )(n+1)
2
∞
= O(nα−3), hence, as α ∈ (1, 2), gα is
holomorphic on C(−∞,0)c . We now proceed to show that gα ∈ L2(R+). To this end,
let us define, for 0 < <(s) < 1,
Mα (s) =
Γ(1 + 1
α
)Γ( s
α
)Γ(1 − s)
Γ(1 − s
α
)Γ( 1−s
α
)
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and we first aim at proving thatMα = Mgα the Mellin transform of gα. For this
purpose, observe that s 7→ Mα(s) is holomorphic on C(0,1) and then consider
the contour integral IN,B = 12pii
∫
CN,B
z−sMα (s) ds where CN,B is the rectangle with
vertices at 12 ± iB and −αN − α2 ± iB for some large N ∈ N and B > 0. Then we can
obviously split IN,B into four parts, namely IN,B = I1 + I2 + I3 + I4 where
I1 =
1
2pii
∫ −αN− α2 +iB
1
2 +iB
z−sMα(s)ds, I2 = 12pii
∫ −αN− α2−iB
−αN− α2 +iB
z−sMα(s)ds,
I3 =
1
2pii
∫ 1
2−iB
−αN− α2−iB
z−sMα(s)ds, I4 = 12pii
∫ 1
2 +iB
1
2−iB
z−sMα(s)ds.
Next, observing from the Stirling approximation, see e.g. [83, (2.1.8)], that for
fixed a ∈ R,
|Γ(a + ib)| ±∞∼ C|b|a− 12 e− pi2 |b|, (2.26)
with C = C(a) > 0, we deduce, for some Cα > 0, that
|Mα (a + ib)| ±∞∼ Cα|b| 3αa−a− 1α e− pi2 (1− 1α )|b|, (2.27)
and, hence ∣∣∣z−(a+ib)Mα (a + ib)∣∣∣ ±∞∼ Cα|z|−a|b| 3αa−a− 1α e− pi2 (1− 1α )|b|+arg(z)b. (2.28)
Therefore, if | arg(z)| < pi2 (1 − 1α ) and N is kept fixed, we have both
lim
B→∞ |I1| = limB→∞ |I3| = 0. (2.29)
For the integral I2, we have
|I2| ≤ 12pi |z|
αN+ α2
∫ ∞
−∞
earg(z)b
∣∣∣∣∣∣∣Γ(1 +
1
α
)Γ(−N − 12 + i bα )Γ(1 + αN + α2 + ib)
Γ(N + 32 − i bα )Γ(N + 12 + 1α − i bα )
∣∣∣∣∣∣∣ db
=
1
2
|z|αN+ α2
∫ ∞
−∞
earg(z)b
∣∣∣∣∣∣∣ Γ(1 +
1
α
)Γ(1 + αN + α2 + ib)
Γ(N + 32 − i bα )2Γ(N + 12 + 1α − i bα ) cosh(pibα )
∣∣∣∣∣∣∣ db
where we have used the reflection formula for the gamma function. Using the
Stirling approximation again, it is easy to derive, for large N, the upper bound∣∣∣∣∣∣∣Γ(1 + αN +
α
2 + ib)
Γ(N + 32 − i bα )2
∣∣∣∣∣∣∣ ≤ CeN(α logα−α−2)N(α−2)N+ α−12
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which is uniform in b ∈ R and where C > 0. Moreover, recalling, from [83,
(5.1.3)], that, for N ≥ 1 and b ∈ R, ∣∣∣Γ(N + 12 + 1α − i bα )∣∣∣ ≥ Γ(N+ 12 + 1α )cosh 12 ( pibα ) , we find
|I2| ≤ Ce
N(α logα−α−2)N(α−2)N+
α−1
2
Γ(N + 12 +
1
α
)
∫ ∞
−∞
earg(z)b
cosh
1
2 (pib
α
)
db
where the last integral converges absolutely whenever | arg(z)| < pi2α . For such
z, since 1 < α < 2, we get that limN→∞ |I2| = 0. Therefore, combining this with
(2.29), we have, for | arg(z)| < pi2α ∧ pi2 (1 − 1α ) = pi2α ,
lim
N,B→∞ IN,B = limB→∞ I4 =
1
2pii
∫ 1
2 +i∞
1
2−i∞
z−sMα (s) ds.
Hence an application of Cauchy’s integral theorem yields
1
2pii
∫ 1
2 +i∞
1
2−i∞
z−sMα (s) ds =
∞∑
n=0
Γ( 1
α
)Γ(αn + 1)
Γ(n + 1
α
)(n!)2
(−1)nzαn = gα(z) (2.30)
where we sum over the poles s = −αn, n = 0, 1 . . . of Γ
(
s
α
)
with residues α(−1)
n
n! .
This shows that Mgα = Mα. Since α ∈ (1, 2), we have, from (2.27), that b 7→
Mα( 12 + ib) ∈ L2(R) and by the Parseval identity for the Mellin transform we
conclude that gα ∈ L2(R+). Finally, by means of a standard application of Fubini
theorem, see e.g. [113, Section 1.77]), one shows that, for any x > 0,
Λαgα(x) =
∞∑
n=0
Γ( 1
α
)Γ(αn + 1)
Γ(n + 1
α
)(n!)2
MΛα(αn + 1)(−1)nxαn =
∞∑
n=0
(−1)n x
αn
n!
= eα(x),
where we used the expression (2.20). This completes the proof of the lemma.
Next, let us show thatMΛα is the Mellin transform of a random variable that
we denote by Iα. To this end, we write, for any u > 0,
φα(u) =
Γ(αu + 1)
Γ(αu + 1 − α)
1
u − 1 + 1
α
=
α
Γ(2 − α) +
∫ ∞
0
(1 − e−uy)α(α − 1)
Γ(2 − α)
e−
y
α
(1 − e− yα )αdy,
where the second identity follows after some standard computation, see e.g. [86,
(4.2)]. As plainly
∫ ∞
0
(y∧1) e−
y
α
(1−e− yα )αdy < ∞, we get, from [107, Theorem 3.2], that φα
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is a Bernstein function, whose definition is given in [107, Definition 3.2]. More-
over, by [107, Section 5], φα is the Laplace exponent of a subordinator, that is
an increasing process with stationary and independent increments, which we
denote by (ξt)t≥0. Next, observing that for any n ∈ N,
MΛα(αn + 1) =
n!Γ(n + 1
α
)
Γ( 1
α
)Γ(αn + 1)
=
n!∏n
k=1 φα(k)
, (2.31)
we deduce, from [30, Proposition 3.3], that (MΛα(αn + 1))n≥0 is the Stieltjes mo-
ment sequence of the random variable
∫ ∞
0
e−ξtdt. Moreover, observe from its def-
inition (2.20) and applications of the recurrence relation of the gamma function
thatMΛα satisfies the functional equation, on s ∈ C+,
MΛα(αs + 1) =
s
φα(s)
MΛα(α(s − 1) + 1), MΛα(1) = 1,
hence, by a uniqueness argument developed in [91, Section 7], we have
MΛα(s + 1) = E
(∫ ∞
0
e−ξtdt
) s
α
 = E [I sα] . (2.32)
ConsequentlyMΛα(s) is the Mellin transform of the variable Iα =
(∫ ∞
0
e−ξsds
) 1
α . Fi-
nally, since the law of
∫ ∞
0
e−ξtdt is known to be absolutely continuous, see e.g. [91,
Proposition 7.7], so is the one of Iα, therefore we conclude thatMΛα is indeed a
Markov multiplier, which provides the first claim of Theorem 2.3.1(1). Next, the
one-to-one property of Λα follows from the fact that the mapping s 7→ MΛα(s)
is clearly zero-free on the line 1 + iR. Moreover, writing λα the density of Iα,
we have by dominated convergence that for any f ∈ C0(R+), Λα f ∈ C0(R+) with
‖Λα f ‖∞ ≤ ‖ f ‖∞, that is, Λα ∈ B(C0(R+)). On the other hand, for f ∈ L2(R+),
Jensen’s inequality and a change of variable yield
‖Λα f ‖2 =
∫ ∞
0
E
[
f (xIα)
]2 dx ≤ ∫ ∞
0
E
[
f 2(xIα)
]
dx = E[I−1α ] ‖ f ‖2
where E[I−1α ] = MΛα(0) = Γ(1−
1
α )
Γ(1+ 1α )
< ∞. Hence Λα ∈ B(L2(R+)). Moreover, from
Lemma 2.3.1, it is easy to conclude that Λαdqgα = dqeα for all q > 0, where
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dqgα ∈ L2(R+) since qdq is a unitary operator in L2(R+). Hence, by the well-
known result that Span(dqeα)q>0 = L2(R+), we have that Λα has a dense range in
L2(R+), which completes the proof of Theorem 2.3.1(1).
2.3.2 Proofs of Theorem 2.3.1(2) and (3)
We recall that a collection of σ-finite measures (ηt)t>0 is called an entrance law
for the semigroup P if for any t, s > 0 and any f ∈ C0(R+), ηtPs f = ηt+s f where
ηt f =
∫ ∞
0
f (x)ηt(dx). We also recall from Appendix 2.7 that Gα is the 1α power of a
gamma variable with parameter 1
α
> 0, that is P(Gα ∈ dy) = e−y
α
Γ(1+ 1α )
dy, y > 0. Now
we are ready to state the following Lemma.
Lemma 2.3.2. P admits an entrance law (ηt)t>0 defined for any t > 0 by ηt f = η1dt f =∫ ∞
0
f (ty)η1(dy) where η1(dy) = λXα(y)dy, with λXα ∈ L2(R+), is the probability measure
of a variable Xα. Its Mellin transform takes the form
MXα(s) =
Γ(s)
Γ( s
α
+ 1 − 1
α
)
, s ∈ C+. (2.33)
Moreover, we have the following factorization of the variable Gα
Gα
d
=Xα × Iα,
where d= stands for the identity in distribution and Xα is considered independent of Iα,
which we recall was characterized in (2.32).
Proof. First, let us observe from (2.33) that for any n ≥ 0,
MXα(αn + 1) =
Γ(αn + 1)
n!
=
∏n
k=1
Γ(αk+1)
Γ(α(k−1)+1)
n!
=
n∏
k=1
ψ0(αk)
k
, (2.34)
where we recall from the proof of Proposition 2.2.1 that ψ0(u) = Γ(u+1)
Γ(u−α+1) , u > α−1,
is the Laplace exponent of the killed Le´vy process ξ0 defined in (2.16). Then
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by [8, Theorem 1], we deduce that (MXα(αn + 1))n≥0 is the moment sequence
of the variable Xα1 under P0, for which we used the fact that since X is a
1
α
-
self-similar process, Xα is a 1-self-similar process whose minimal process is
associated, through the Lamperti mapping, to a Le´vy process with Laplace
exponent ψα(u) = ψ0(αu). Moreover, note from (2.33) that MXα satisfies the
functional equation MXα(αs + 1) = ψα(s)s MXα(α(s − 1) + 1) with MXα(1) = 1,
hence by a uniqueness argument, see again [91, Section 7], we conclude that
MXα(s + 1) = E0[Xs1] is indeed the Mellin transform of X1 under P0. Using again
the Stirling approximation (2.26), we see that |MXα( 12 + ib)|
±∞
= O
(
|b| 12α− 12 e− pi2 (1− 1α )|b|
)
,
and thus b 7→ MXα(12 + ib) ∈ L2(R). Hence by Mellin inversion and Parse-
val identity, we get that the law of Xα is absolutely continuous with a density
λXα ∈ L2(R+). Now, recalling that η1(dy) = λXα(y)dy and for any t > 0, ηt f = η1dt f ,
we get, from (2.34) augmented by a moment identification that (ηt)t>0 is an en-
trance law for the semigroup P. Finally, from the expression of MΛα in (2.20),
we conclude that for s ∈ C+,
MXα(s)MΛα(s) =
Γ(s)
Γ( s
α
+ 1 − 1
α
)
Γ( s−1
α
+ 1)Γ( s
α
)
Γ( 1
α
)Γ(s)
=
Γ( s
α
)
Γ( 1
α
)
=MGα(s)
where we used for the last identity the expression (2.63). We complete the proof
by invoking the injectivity of the Mellin transform.
We are now ready to prove the intertwining relation stated in Theorem
2.3.1(2). First, since s 7→ MXα(s) is zero-free on the line 1 + iR, we again
conclude that the Markov operator ΛXα associated to the positive variable Xα,
i.e. ΛXα f (x) =
∫ ∞
0
f (xy)λXα(y)dy, is injective on C0(R+). This combined with the
fact that the law of Gα is the entrance law at time 1 of the semigroup Q and
with the factorization of this latter stated in Lemma 2.3.2 provide all conditions
for the application of [30, Proposition 3.2], which gives that for any t ≥ 0 and
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f ∈ C0(R+), the following intertwining relationship between the Feller semi-
groups (PFt )t≥0 and (QFt )t≥0,
PFt Λα f = ΛαQ
F
t f . (2.35)
in C0(R+). Futhermore, since C0(R+) ∩ L2(R+) is dense in L2(R+), we can extend
the intertwining identity into L2(R+) by continuity of the involved operators
and complete the proof of Theorem 2.3.1(2). Finally, Theorem 2.3.1(3) follows
directly from (2.21) by recalling that CDα+ and L are the infinitesimal generators
of P and Q, respectively, where the L2(R+)-domain of L is given in (2.67). This
concludes the proof of Theorem 2.3.1.
2.4 Eigenfunctions and upper frames
We start by recalling a few definitions concerning the spectrum of linear oper-
ators and we refer to [46, XV.8] for a thorough account on these objects. Let
P ∈ B(L2(R+)). We say that a complex number z ∈ σ(P), the spectrum of P, if
P − zI does not have an inverse in L2(R+) Moreover, we also recall from [2] that
a collection of functions (gq)q>0 is a frame for L2(R+) if for all q > 0 gq ∈ L2(R+)
and there exists constants A, B > 0, called the frame bounds, such that, for all
f ∈ L2(R+),
A‖ f ‖2 ≤
∫ ∞
0
〈
f , gq
〉2
dq ≤ B‖ f ‖2.
Moreover, we say (gq)q>0 is upper frame if it only satisfies the second inequality.
Finally, recalling thatJα was defined in (2.7), we are ready to state the following
claims which include the expression along with substantial properties of the set
of eigenfunctions of Pt.
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Theorem 2.4.1. 1. For any q, t > 0, dqJα is an eigenfunction for Pt associated to
the eigenvalue e−qαt. Consequently, we have (e−qαt)q>0 ⊆ S p(Pt).
2. Let the linear operatorHα be defined for any f ∈ L2(R+) by
Hα f (q) =
∫ ∞
0
f (x)Jα(qx)dx, q > 0, (2.36)
then Hα ∈ B(L2(R+)) with |||Hα||| = sup‖ f ‖=1 ‖Hα f ‖ ≤ Γ(1−
1
α )
Γ(1+ 1α )
. Consequently, the
collection of functions (dqJα)q≥0 is a dense upper frame for L2(R+), with upper
frame bound Γ(1−
1
α )
Γ(1+ 1α )
.
3. For any k ∈ N, J (k)α admits the following asymptotic expansion for large x > 0,
J (k)α (x) ≈
x−k−α
piΓ(1 + 1
α
)
∞∑
n=0
an,k x−αn (2.37)
where an,k = (−1)n+kΓ(αn+α+ k) sin(piα(n+ 1)) and ≈ means that for any N ∈ N,
J (k)α (x) − x−k−αpiΓ(1+ 1α )
∑N
n=0 an,k x
−αn ∞= o
(
x−k−α−α(N+1)
)
.
Remark 2.4.1. Note that there is a cut-off in the nature of the spectrum when one
considers the family of operators P indexed by α ∈ (1, 2). Indeed, when α = 2, then
J2 = J2 < L2(R+) (see (2.64) for the definition of the Bessel-type function J2) and
hence, for all q, t > 0, e−q2t < S p(Pt) but instead e−q
2t ∈ S c(Pt).
Proof. First, we recall that Jα, the Bessel-type function, is defined in (2.64) as an
holomorphic function on C(−∞,0)c . As α ∈ (1, 2) and Jα(x) ∞= O
(
x
α−2
4
)
, see e.g. [109],
we get that Jα ∈ C0(R+). Hence, as above, applying Fubini’s theorem, we obtain,
for x > 0, that
ΛαJα(x) = α
∞∑
n=0
(eipixα)n
n!Γ(n + 1
α
)
MΛα(αn + 1) =
1
Γ(1 + 1
α
)
∞∑
n=0
(eipixα)n
Γ(αn + 1)
= Jα(x), (2.38)
which shows, since Λα ∈ B(C0(R+)), that both Jα ∈ C0(R+) and dqJα ∈ C0(R+) for
all q > 0. Thus, we can use the relation (2.35) to get, for all q > 0 and x ≥ 0,
PFt dqJα(x) = PFt ΛαdqJα(x) = ΛαQFt dqJα(x) = e−qαtΛαdqJα(x) = e−qαtdqJα(x). (2.39)
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Next, proceeding as in the proof of Lemma 2.3.1, we get, for | arg(z)| <
(
1
α
− 12
)
pi,
that
Jα(z) = 12pii
∫ 1
2 +i∞
1
2−i∞
z−sMJα(s)ds,
where, for 0 < <(s) < α,
MJα(s) =
Γ(1 − s
α
)Γ( s
α
)
Γ(1 − s)Γ( 1
α
)
. (2.40)
Since from (2.26),
∣∣∣∣MJα (12 + ib)∣∣∣∣ ±∞= O (|b|αa− α2 e− pi2 ( 2α−1)|b|), we get, by the Parseval
identity, that Jα ∈ L2(R+). Moreover, since PF coincides with its extension P
on C0(R+) ∩ L2(R+), we conclude from (2.39) that, for all q, t > 0, dqJα is an
eigenfunction of Pt with eigenvalue e−q
αt. This completes the proof of the first
item. Next, with Λ̂α ∈ B(L2(R+)) as the L2(R+)-adjoint of Λα ∈ B(L2(R+)), we
have, for any f ∈ L2(R+),
‖Hα f ‖2 =
∫ ∞
0
〈
f ,ΛαdqJα
〉2
dq = ‖HαΛ̂α f ‖2 = ‖Λ̂α f ‖2 ≤
Γ2(1 − 1
α
)
Γ2(1 + 1
α
)
‖ f ‖2
where we used successively the identity (2.38), the definition as well as the uni-
tary property of Hα, see Proposition 2.7.1, and the identity |||Λ̂α||| = |||Λα||| ≤ Γ(1−
1
α )
Γ(1+ 1α )
,
giving the second claim. Furthermore, for any k ∈ N, by a classical argu-
ment since the first series below is easily checked to be uniformly convergent
in z ∈ C(−∞,0)c , we get
zkΓ(1+
1
α
)J (k)α (z) =
∞∑
n=0
(eipizα)n
Γ(αn − k + 1) = 1Ψ1(e
ipizα) ≈ z−α
∞∑
n=0
(−1)n
n!
Γ (n + 1) z−αn
Γ(−αn − α − k + 1) ,
where, for | arg(z)| < pi2 (2−α), we used [82, Theorem 1], with the notation therein,
that is, 1Ψ1 stands for the Wright function and we made the choice of parameters
p = q = 1, α1 = 1, a1 = 1, β1 = α, b1 = −k + 1, κ = 1 + β1 − α1 = α ∈ (1, 2). The
proof is completed by an application of the reflection formula for the gamma
function.
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2.5 Co-residual functions
In this section, we focus on characterizing the spectrum of the L2(R+)-adjoint
operator P̂ = (P̂t)t≥0. We point out that the non-self-adjointness of Pt does not
ensure the existence of eigenfunctions for P̂t. In fact, we shall show in the fol-
lowing Lemma that the point spectrum of P̂t is empty and S p(Pt) = S r(P̂t), the
residual spectrum of P̂t.
Lemma 2.5.1. For each t ≥ 0, S p(P̂t) = ∅ and (e−qαt)q>0 ⊆ S r(P̂t) = S p(Pt).
Proof. Assume that there exists z ∈ S p(P̂t), then there exists a non-zero function
fz ∈ L2(R+) such that P̂t fz = z fz. Moreover, since Λα has a dense range in L2(R+),
we see that Ker(Λ̂α) = {0} and therefore gz = Λ̂α fz , 0 with gz ∈ L2(R+) as Λ̂α ∈
BL2(R+). Now by the adjoint intertwining relation of (2.21), we have
Qtgz = QtΛ̂α fz = Λ̂αP̂t fz = zΛ̂α fz = zgz,
which implies that z ∈ S p(Qt), a contradiction to the fact that S p(Qt) = ∅. There-
fore we have S p(P̂t) = ∅ and moreover, from the known fact that S r(P̂t)∪S p(P̂t) =
S p(Pt), we conclude that (e−q
αt)q>0 ⊆ S r(P̂t).
Next, we will characterize a sequence of the so-called residual functions as-
sociated to S r(P̂t), by means of (weak) Fourier kernels. To this end, we first recall
from [87] that a linear operator Ĥ is called a weak Fourier kernel if there exists
a linear space D(Ĥ) dense in L2(R+) and MĤ : 12 + iR → C such that, for any
f ∈ D(Ĥ),
b 7→ MĤ f
(
1
2
+ ib
)
=MĤ
(
1
2
+ ib
)
M f
(
1
2
− ib
)
∈ L2(R). (2.41)
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Theorem 2.5.1. Let us write, for s ∈ C(0,1),
MĤα(s) =
Γ
(
1
α
)
Γ(s)
Γ
(
1−s
α
)
Γ
(
1 − 1
α
+ s
α
) . (2.42)
Then the following statements hold.
1. Ĥα is a weak Fourier kernel andD ⊆ D(Ĥα), where the linear spaceD is defined
by
D =
{
f ∈ L2(R+);
∣∣∣∣∣∣M f
(
1
2
+ ib
)∣∣∣∣∣∣ ±∞= O (|b|− 12−e −(2−α)pi2α |b|) for some  > 0
}
.
(2.43)
Moreover, we have ĤαHα f = f on L2(R+) and HαĤαg = g on D(Ĥα). Conse-
quently, Ĥα is a self-adjoint operator onD(Ĥα).
2. We have Ran(Λα) ⊆ D(Ĥα), and, on L2(R+), ĤαΛα = Hα andHα = ΛαHα.
3. For any f ∈ L2(R+) and t, q > 0, we have ĤαPtΛα f (q) = e−qαtĤαΛα f (q). More-
over, for any 1 < κ < α2−α , Eκ = Span(eκ,τ)τ>0 is a dense subset of L2(R+), and, for
all f ∈ Eκ, we have the integral representation, for almost every (a.e.) q > 0,
Ĥα f (q) =
∫ ∞
0
f (x)Ĵα(qx)dx (2.44)
where, for | arg(z)| < pi, we set, with piα = piα ,
Ĵα(z) =
Γ
(
1
α
)
pi
sin (piα − z sin (piα)) e−z cos(piα). (2.45)
We say that dqĴα is a residual function for P̂t (or co-residual function for Pt)
associated to residual spectrum value e−qαt.
Proof. First, since from (2.26) and 0 < a < 1 fixed,
∣∣∣MĤα (a + ib)∣∣∣ ±∞= O (|b|a− 12 e (2−α)pi2α |b|),
we deduce from (2.43) and the fact that, for all b ∈ R,
∣∣∣∣M f (12 − ib)∣∣∣∣ = ∣∣∣∣M f ( 12 + ib)∣∣∣∣,
that
b 7→
∣∣∣∣∣∣MĤα
(
1
2
+ ib
)
M f
(
1
2
− ib
)∣∣∣∣∣∣ ±∞= O (|b|− 12−) ∈ L2(R).
33
Therefore D ⊆ D(Ĥα). Next, observing that for any 1 < κ < α2−α , τ > 0 and
s ∈ C(0,∞),
Meκ,τ(s) =
∫ ∞
0
xs−1e−τx
κ
dx = τ−
s
κ κ−1Γ
( s
κ
)
, (2.46)
we get
∣∣∣∣Meκ,τ (12 − ib)∣∣∣∣ ±∞= O (|b| 12κ− 12 e− pi2κ |b|), and thus, for any 1 < κ < α2−α , (eκ,τ)τ>0 ⊆
D. Moreover, since (eκ,τ)τ>0 is dense in L2(R+), we obtain that D(Ĥα) is dense in
L2(R+) and therefore Ĥα is a weak Fourier kernel. Next, using the definition of
Hα f in (2.36), we get, by performing a change of variable in (2.18), that for any
f ∈ L2(R+) and s ∈ 12 + iR,
MHα f (s) =MJα(s)M f (1 − s) =
Γ
(
1 − s
α
)
Γ
(
s
α
)
Γ
(
1
α
)
Γ(1 − s)
M f (1 − s). (2.47)
Thus, for such s, we have
MĤα(s)MHα f (1 − s) =
Γ
(
1
α
)
Γ(s)
Γ
(
1−s
α
)
Γ
(
1 − 1
α
+ s
α
)MHα f (1 − s) =M f (s).
Therefore, an application of the Parseval identity yields that Hα f ∈ D(Ĥα) and
ĤαHα f = f for all f ∈ L2(R+). Similarly, one gets that HαĤαg = g for all g ∈
D(Ĥα). Next, from (2.36) one gets readily thatHα is self-adjoint in L2(R+), hence
Ĥα is also self-adjoint as the inverse operator of Hα, which concludes the proof
of Theorem 2.5.1(1). Next, from (2.18), we have, for any f ∈ L2(R+), MΛα f (s) =
M f (s)MΛα(1 − s), therefore for at least s ∈ 12 + iR,
MĤα(s)MΛα f (1 − s) =
Γ
(
1
α
)
Γ(s)
Γ
(
1−s
α
)
Γ
(
1 − 1
α
+ s
α
)MΛα(s)M f (1 − s)
=
Γ( s
α
)
Γ(1−s
α
)
M f (1 − s) =MHα f (s)
where the Mellin transform of Hα f is given in (2.66). Since from Proposi-
tion 2.7.1, Hα f ∈ L2(R+), we get, by the Parseval identity, that Λα f ∈ D(Ĥα)
and ĤαΛα f = Hα f for any f ∈ L2(R+). Combine this relation with the self-
inverse property of Hα from Proposition 2.7.1, we have, for any f ∈ L2(R+), that
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ĤαΛαHα f = HαHα f = f , which impliesHα = ΛαHα and finishes the proof of The-
orem 2.5.1(2). Next, combining the intertwining relation (2.21) and the spectral
expansion (2.68) for Qt, we get that, for any f ∈ L2(R+), t > 0,
PtΛα f = ΛαQt f = ΛαHαeα,tHα f = Hαeα,tHα f . (2.48)
Hence, by observing that PtΛα f ∈ Ran(Hα) and by means of Theorem 2.5.1(1),
we get
ĤαPtΛα f = ĤαHαeα,tHα f = eα,tHα f = eα,tĤαΛα f .
Finally, since, from above, we have, for any 1 < κ < α2−α , (eκ,τ)τ>0 ⊆ D, we get that
Ĥαeκ,τ ∈ L2(R+) and by combining (2.42) with (2.46), that, for at least s ∈ 12 + iR,
MĤαeκ,τ (s) =
τ
s−1
κ Γ( 1
α
)Γ(s)Γ( 1−s
κ
)
κΓ(1 − 1
α
+ s
α
)Γ(1−s
α
)
.
By following a line of reasoning similar to the one used in the proof of
Lemma 2.3.1, we obtain
Ĥαeκ,τ(q) =
Γ( 1
α
)
κ
∞∑
n=0
(−1)nτ− n+1κ Γ(n+1
κ
)
n!Γ(1 − 1
α
− n
α
)Γ( n+1
α
)
qn =
Γ
(
1
α
)
κpi
∞∑
n=0
(−1)nΓ
(
n+1
κ
)
sin ((n + 1)piα)
τ
n+1
κ n!
qn,
which defines an entire function since, by the Stirling approximation (2.25),
Γ( n+1κ )
nΓ( nκ )
∞
= O
(
n
1
κ−1
)
and κ > 1. On the other hand, since for any x > 0,
pi
Γ
(
1
α
)Ĵα(x) = cos (piα)= (e−xeipiα ) + sin (piα)< (e−xeipiα ) = ∞∑
n=0
(−1)n
n!
sin ((n + 1)piα) xn,
a standard application of Fubini’s theorem, see again [113, Section 1.77], yields∫ ∞
0
eκ,τ(x)Ĵα(qx)dx =
Γ
(
1
α
)
pi
∞∑
n=0
(−1)n
n!
sin ((n + 1)piα) qn
∫ ∞
0
e−τx
κ
xndx
=
Γ
(
1
α
)
κpi
∞∑
n=0
(−1)nΓ
(
n+1
κ
)
sin ((n + 1)piα)
τ
n+1
κ n!
qn = Ĥαeκ,τ(q),
from which we conclude that Ĥα f (q) =
∫ ∞
0
f (x)Ĵα(qx)dx for all f ∈ Eκ. This
completes the proof.
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2.6 Spectral representation, heat kernel and smoothness prop-
erties
We have now all the ingredients for stating and proving the spectral representa-
tion of the semigroups P and P̂ along with the representation of the heat kernel.
2.6.1 Spectral expansions of P and P̂ in Hilbert spaces and the
heat kernel
Theorem 2.6.1. 1. For any g ∈ L2(R+) and t > 0, we have in L2(R+)
P̂tg = Ĥαeα,tHαg. (2.49)
2. The heat kernel of P admits the representation
Pt(x, y) =
∫ ∞
0
e−q
αtJα(qx)Ĵα(qy)dq, (2.50)
where the integral is locally uniformly convergent in (t, x, y) ∈ R3+.
3. For any t > Tα, we have in L2(R+),
Pt f = Hαeα,tĤα f (2.51)
where
(a) if f ∈ D(Ĥα) then Tα = 0,
(b) otherwise if f ∈ L2
(
eκ,η
)
for some κ ≥ α
α−1 and η > 0, where we set eκ,η(x) =
eηx
κ
, x > 0, then Tα =
η
α−1
(
2α−1
αη
cos((α + 1)piα)
)α
I{κ(α−1)=α} and Ĥα f (q) =∫ ∞
0
f (y)Ĵα(qy)dy.
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Remark 2.6.1. We mention thatD(Ĥα)\L2
(
eκ,η
)
, ∅ meaning that the two conditions
(3a) and (3b) are applicable under different situations. For instance, for 0 < β <
min
(
α
2−α ,
α
α−1
)
, eβ ∈ Ran(Λα)\L2
(
eκ,η
)
, as one can show that ΛαBβ = eβ with x 7→
Bβ(x) =
∑∞
n=0
(−1)n
MΛα (βn+1)n! x
βn ∈ L2(R+).
Proof. First, since for any f ∈ L2(R+), P̂t f ∈ L2(R+), we get, for all q > 0,
HαP̂t f (q) =
〈
P̂t f , dqJα
〉
=
〈
f , PtdqJα
〉
= e−q
αt
〈
f , dqJα
〉
= e−q
αtHα f (q)
where we used Theorem 2.4.1(1) for dqJα ∈ L2(R+) and for the third identity.
Therefore, we can apply Theorem 2.5.1(1) to get that for any g ∈ L2(R+),
P̂tg = ĤαHαP̂tg = Ĥαeα,tHαg,
which proves (2.49). On the other hand, for any f ∈ D(Ĥα), g ∈ L2(R+), we have,
using the self-adjoint property of Ĥα andHα, see Theorem 2.5.1(1),
〈Pt f , g〉 =
〈
f , P̂tg
〉
=
〈
f , Ĥαeα,tHαg
〉
=
〈
Hαeα,tĤα f , g
〉
,
which proves (2.51) for f ∈ D(Ĥα) and Tα = 0, that is, the claim (3a). Next,
let us consider the density function λXα ∈ L2(R+) of the random variable Xα,
which we recall was studied in Lemma 2.3.2. Then using (2.47) again, it is easy
to deduce that MHαλXα (s) = Γ(
s
α )
Γ( 1α )
, which coincides with the Mellin transform of
Gα (see (2.63)). Hence we have, for all q > 0, that HαλXα(q) = λGα(q) = e−q
α
Γ(1+ 1α )
.
Therefore, we see that for any τ > 0, q 7→ eα,tHαdτλXα(q) = e−(τ
−α+t)qα
τΓ(1+ 1α )
∈ Eα. Hence,
using Theorem 2.5.1(3), we can write
P̂tdτλXα(y) = Ĥαeα,tHαdτλXα(y) =
∫ ∞
0
e−q
αtĴα(qy)
∫ ∞
0
λXα(τx)Jα(qx)dxdq. (2.52)
Next, from (2.37) we deduce that |Jα(x)| 0= O(1) and |Jα(x)| ∞= O(x−α) and thus,
since λXα is a probability density function,
∫ ∞
0
λXα(τx)|Jα(qx)|dx ≤ C(1 + q−α) for
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some C = C(τ) > 0. On the other hand, from (2.45), we get that there exists Cˆ > 0
such that for all y > 0, |Ĵα(y)| ≤ Cˆey, which justifies an application of Fubini
theorem to obtain∫ ∞
0
e−q
αtĴα(qy)
∫ ∞
0
λXα(τx)Jα(qx)dxdq =
∫ ∞
0
λXα(τx)
∫ ∞
0
e−q
αtJα(qx)Ĵα(qy)dqdx.
(2.53)
Now let us define the Mellin convolution operatorX byX f (τ) = ∫ ∞
0
f (y)λXα(τy)dy
and, since λXα ∈ L2(R+), X ∈ BL2(R+) and by performing a change of variable in
(2.18) we get, from (2.33), MX(s) = MXα(s) = Γ(s)Γ( sα+1− 1α ) which is clearly zero-free
on<(s) = 1 entailing that X is one-to-one in L2(R+). Moreover, by means of the
same upper bounds used above, we deduce that for any y fixed,
x 7→
∫ ∞
0
e−q
αtJα(qx)Ĵα(qy)dq ∈ L2(R+)
and thus the right-hand side of (2.53) is in L2(R+) and hence from (2.52), we get
that, for any τ > 0,
P̂tdτλXα(y) =
∫ ∞
0
λXα(τx)
∫ ∞
0
e−q
αtJα(qx)Ĵα(qy)dqdx.
The one-to-one property of X implies that the transition kernel of P̂t, denoted
by P̂t(y, x), can be represented, for a.e. y > 0, as P̂t(y, x) =
∫ ∞
0
e−q
αtJα(qx)Ĵα(qy)dq.
Since the last integral is also locally uniformly convergent for any (t, x, y) ∈ R3+,
and Ĵα is continuous, the identity holds everywhere. This last fact combined
with the duality stated in Proposition 2.2.1(3) yield the expression (2.50) by re-
calling, from Proposition 2.2.1(3), that since the Lebesgue measure serves as ref-
erence measure we get that Pt(x, y) = P̂t(y, x), t, x, y > 0. While (3a) has been
proved above, we now proceed to the justification of (3b). First, by the Cauchy-
Schwarz inequality, observe that for any f ∈ L2
(
eκ,η
)
, writing Ĵe(qy) =
Ĵα(qy)
eκ,η(y)
, we
have ∫ ∞
0
f (y)Ĵα(qy)dy =
∫ ∞
0
f (y)Ĵe(qy)eκ,η(y)dy ≤ || f ||eκ,η
∣∣∣∣∣∣∣∣dq Ĵe∣∣∣∣∣∣∣∣
eκ,η
.
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Moreover, since for all y > 0,
∣∣∣∣Ĵα(y)∣∣∣∣ ≤ Ce−y cos(piα),C > 0, we have by an applica-
tion of the Laplace method, see e.g. [80, Ex.7.3 p.84], that for large q,
∣∣∣∣∣∣∣∣dq Ĵe∣∣∣∣∣∣∣∣2
eκ,η
≤ C2
∫ ∞
0
e−ηy
κ
e−2q cos(piα)ydy ∞= O
(
qaecκq
κ
κ−1
)
,
where a > 0 and we set cκ = (κ − 1)η 11−κ
(
2 cos((α+1)piα)
κ
) κ
κ−1
> 0 since κ > α > 1. Note
that c α
α−1 = Tα and for any t > Tα, since α ≥ κκ−1 , q 7→ Fκ(q) = eα,t(q)
(
C + qaecκq
κ
κ−1
)
is integrable on R+. This justifies an application of Fubini Theorem which gives
that, for such f , t and x > 0,
Pt f (x) =
∫ ∞
0
f (y)
∫ ∞
0
e−q
αyJα(qx)Ĵα(qy)dqdy. (2.54)
Finally, as Fκ ∈ L2(R+) and from Theorem 3.2.1, the sequence (dqJα)q>0 is an
upper frame, we obtain that in fact Pt f ∈ L2(R+) and, in L2(R+), Pt f = Hαeα,tĤα f
with Ĥα f (q) =
∫ ∞
0
f (y)Ĵα(qy)dy. This completes the proof.
2.6.2 Regularity properties
Finally, we extract from the spectral decomposition stated in Theorem 2.6.1 the
following regularity properties as well as an alternative representation of the
heat kernel.
Theorem 2.6.2. 1. For any f ∈ L2
(
eκ,η
)
∪ D(Ĥα), (t, x) 7→ Pt f (x) ∈ C∞((Tα,∞) ×
R+) and Tα was defined in Theorem 3.2.1.
2. We have (t, x, y) 7→ Pt(x, y) ∈ C∞(R3+) and, for any non-negative integers k, p, q,
dk
dtk
P(p,q)t (x, y) = (−1)k
∫ ∞
0
qαke−q
αt
(
dqJα
)(p)
(x)
(
dqĴα
)(q)
(y)dq (2.55)
where the integral is locally uniformly convergent in (t, x, y) ∈ R3+.
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3. Moreover, the heat kernel can be written in a series form as
Pt(x, y) =
∞∑
n=0
(1 + t)−n−
1
αPn(xα)Vn
(
y(1 + t)−
1
α
)
, (2.56)
where Pn(x) = 1Γ(1+ 1α )
∑n
k=0(−1)k (
n
k)k!
Γ(αk+1) x
k and Vn(y) = 1n!
∫ ∞
0
qαne−q
αĴα(qy)dq and
the series is locally uniformly convergent in (t, x, y) ∈ R3+.
Proof. We actually prove only the item (2) as the first item follows by developing
similar arguments. First, from Theorem 2.4.1 and Theorem 2.5.1, we have that
Jα, Ĵα ∈ C∞(R+) and for any x, y > 0 fixed and non-negative integers k, p, q,∣∣∣∣∣∣ dkdtk e−qαt(dqJα)(p)(x)(dqĴα)(q)(y)
∣∣∣∣∣∣ ∞= O (qα(k−1)+qe−qαt+qy)
and ∣∣∣∣∣∣ dkdtk e−qαt(dqJα)(p)(x)(dqĴα)(q)(y)
∣∣∣∣∣∣ 0= O (qαk+p+q) .
Hence (2.50) yields
dk
dtk
P(p,q)t (x, y) = (−1)k
∫ ∞
0
qαke−q
αt(dqJα)(p)(x)(dqĴα)(q)(y)dq
where the integral is locally uniformly convergent in (t, x, y) ∈ R3+. Hence
(t, x, y) 7→ Pt(x, y) ∈ C∞(R3+). To prove (2.56), we first observe, from [37, Proposi-
tion 2.1(ii)], that for any x, q ∈ R+,
eq
αJα (qx) =
∞∑
n=0
Pn(xα)q
αn
n!
, (2.57)
which by substitution in (2.50) gives, assuming, for a moment, that one may
interchange the sum and integral,
Pt(x, y) =
∫ ∞
0
e−q
α(t+1)Ĵα(qy)
∞∑
n=0
Pn(xα)
n!
qαndq =
∞∑
n=0
(1 + t)−n−
1
αPn(xα)Vn
(
y(1 + t)−
1
α
)
.
In order to justify the interchange we provide some uniform bounds for large n
of Pn andVn. First, since z 7→ Jα(z 1α ) is an entire function of order limn→∞ n ln nΓ(αn+1) =
40
1
α
and type 1, by following a line of reasoning similar to the proof of [91, Theo-
rem 8.4(5)], we obtain the following sequence of inequalities, valid for all x > 0
and n large,
|Pn(x)| ≤ Pn(−x) = n!2pii x
n
∮
nx
e
z
xJα
(
−z 1α
) dz
zn+1
≤ en 1α x 1α n!e
−n ln n
2pi
∫ 2pi
0
en cos θdθ = O
(
n
1
2 e(xn)
1
α
)
where the contour is a circle centered at 0 with radius nx > 0 and for the last
inequality we used the bound n! ≤ e1−nnn− 12 . Hence, we have, for all fixed x > 0
and n large,
|Pn(xα)| = O
(
n
1
2 exn
1
α
)
. (2.58)
Next, since for any q > 0, |Ĵα(q)| ≤ Ĵα(−q) ≤ Ceq, for some constantC = C(α) > 0,
we get, for all y > 0 and n ∈ N,
|Vn(y)| ≤ Cn!
∫ ∞
0
e−q
α
qαn
∞∑
k=0
(yq)k
k!
dq = C
∞∑
k=0
Γ(n + 1 + k
α
)
n!k!
yk
where for the equality we use the integral representation of the gamma function.
Now, by performing the same computations that in the proof of [88, Proposition
2.2], we get, for all y > 0 and n large,
|Vn(y)| = O
(
nec¯αyn
1
α
)
(2.59)
where c¯αα =
α
α−1 . Hence combining the bounds (2.58) and (2.59), we obtain, for
any fixed x, y, t > 0 and large n,
(1 + t)−n−
1
α
∣∣∣∣Pn(xα)Vn (y(1 + t)− 1α )∣∣∣∣ = O(n 32 e(c¯αy(1+t)− 1α +x)n 1α −ln(1+t)n), (2.60)
which justifies the interchange and completes the proof.
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2.7 The α-Bessel semigroup and the operator Hα
We say Q = (Qt)t≥0 is an α-Bessel semigroup with index 1 < α < 2 if it is a Feller
semigroup whose infinitesimal generator is given by
L f (x) =
2
α2
x2−α f (2)(x) +
2
α
(
2
α
− 1
)
x1−α f (1)(x), x > 0, (2.61)
where f ∈ DL = { f ∈ C0(R+); L f ∈ C0(R+), f +(0) = 0}, the domain of L, with
f +(x) = limh↓0
f (x+h)− f (x)
s(x+h)−s(x) is the right-derivative of f with respect to the scale func-
tion s(x) = x
α−1
α−1 . We point out that
Qt f (x) = Ktp 1
α
f (xα), x > 0, (2.62)
where K = (Kt)t≥0 is the semigroup of a squared Bessel process of dimension
2
α
, or equivalently of order 1
α
− 1 and p 1
α
f (x) = f (x
1
α ). We refer in this part to
[23, Appendix 1] for concise information on squared Bessel processes that can
be easily transferred to Q by means of the identity (2.62). Furthermore, writing
(ϑt)t>0 for the entrance law of Q, we have ϑt f =
∫ ∞
0
f (ty)λGα(y)dy where λGα(y) =
e−yα
Γ(1+ 1α )
, y > 0, is the density of the variable Gα. Note that Gαα is simply a gamma
variable of parameter 1
α
, the law of this latter being the entrance law at time 1 of
K. The Mellin transform of Gα is given by
MGα(s) =
Γ( s
α
)
Γ( 1
α
)
, <(s) > 0. (2.63)
Next, defining the function Jα, for z ∈ C(−∞,0)c , by
Jα(z) = α
∞∑
n=0
(eipizα)n
n!Γ(n + 1
α
)
, (2.64)
we can deduce from [23, Appendix 1] that for any q, t, x ≥ 0,
QtdqJα(x) = e−q
αtdqJα(x).
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Next, we introduce the linear operator defined, for a smooth function f on q > 0,
by
Hα f (q) =
∫ ∞
0
Jα(qx) f (x)dx. (2.65)
Then, Hα has the following properties reminiscent of the classical Hankel trans-
form.
Proposition 2.7.1. Hα is a unitary and self-inverse operator on L2(R+), i.e. ‖Hα f ‖ =
‖ f ‖ and HαHα f = f for all f ∈ L2(R+). Moreover, for any f ∈ L2(R+), the Mellin
transform of Hα f is given by
MHα f (s) =MJα(s)M f (1 − s) =
Γ( s
α
)
Γ(1−s
α
)
M f (1 − s), s ∈ C(0,1). (2.66)
Proof. First, note that Jα(x) = αx
α−1
2 J 1
α−1
(
2x
α
2
)
where J 1
α−1 denotes the standard
Bessel function of the first kind of order 1
α
− 1, see e.g. [70, Section 5.3]. Then
recall that the standard Hankel transform is defined, for any g ∈ L2(m) where
m(dx) = xdx, as
Hαg(r) =
∫ ∞
0
J 1
α−1(rx)g(x)xdx, r > 0.
Then by [95, Chapter 9], Hα is unitary and self-inverse on L2(m), i.e. for any
g ∈ L2(m), we have ‖Hαg‖m = ‖g‖m and HαHαg = g. Now for any f ∈ L2(R+), we set
g(x) = x
1
α−1 f
(
( x2 )
2
α
)
. Then it can be easily checked, through a standard change of
variable, that g ∈ L2(m) and ‖g‖2m = α2 2α−1‖ f ‖2. Therefore, by applying a change
of variable, one gets
‖Hα f ‖2 =
∫ ∞
0
∣∣∣∣∣∫ ∞
0
f (x)Jα(qx)dx
∣∣∣∣∣2 dq = 12 2α
∫ ∞
0
∣∣∣∣∣∫ ∞
0
J 1
α−1(q
α
2 y)g(y)ydy
∣∣∣∣∣2 dqq1−α
=
1
2
2
α
∫ ∞
0
qα−1
∣∣∣Hαg(q α2 )∣∣∣2 dq = 1
α2
2
α−1
‖Hαg‖2m =
1
α2
2
α−1
‖g‖2m = ‖ f ‖2.
This proves that Hα is a unitary operator. Next, for any f ∈ L2(R+), again by
change of variable, we have
HαHα f (y) =
∫ ∞
0
Jα(qy)
∫ ∞
0
f (x)Jα(qx)dxdq =
y
α−1
2
2
1
α−1
HαHαg(2y
α
2 ) =
y
α−1
2
2
1
α−1
g(2y
α
2 ) = f (y),
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which proves that Hα is self-inverse. Next, using again a change of variable in
(2.18), we haveMHα f (s) =MJα(s)M f (1−s), where for 0 < <(s) < 1,MJα(s) = Γ(
s
α )
Γ( 1−sα )
can be proved by the Mellin-Barnes integral representation of Bessel functions,
see e.g. [83, Section 3.4.3], which gives that
1
2pii
∫ 1
2 +i∞
1
2−i∞
z−s
Γ( s
α
)
Γ( 1−s
α
)
ds = α
∞∑
n=0
(eipizα)n
n!Γ(n + 1
α
)
= Jα(z).
This concludes the proof of the Proposition.
Next, by referring to [23, Chapter II], we see that the speed measure of Q
is (up to a multiplicative positive constant) the Lebesgue measure, hence Q ex-
tends uniquely to a self-adjoint contractive C0-semigroup on L2(R+), also de-
noted by Q when there is no confusion (otherwise, we may denote QF for the
Feller semigroup). The infinitesimal generator L of this L2(R+)-extension is an
unbounded self-adjoint operator on L2(R+), and, by [73, Remark 3.1], its L2(R+)-
domain, denoted byDL(L2(R+)), is given by
DL(L2(R+)) = { f ∈ L2(R+); L f ∈ L2(R+), f +(0) = 0}. (2.67)
Moreover, for any t ≥ 0, Qt ∈ BL2(R+) with S (Qt) = S c(Qt) = (e−qαt)q≥0 and
S p(Qt) = S r(Qt) = ∅. Finally, using the spectral expansion of the self-adjoint
squared Bessel operator Kt, see e.g. [79, Section 6] and [78], one can deduce that
for any t > 0 and f ∈ L2(R+), Qt f has the following spectral expansion in L2(R+),
Qt f = Hαeα,tHα f . (2.68)
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CHAPTER 3
INTERTWINING, EXCURSION THEORY AND KREIN THEORY OF
STRINGS FOR NON-SELF-ADJOINT MARKOV SEMIGROUPS
3.1 Introduction
The famous problem “Can we hear the shape of a drum?” raised by Kac [60] in
1966 has attracted much attention in the past decades. The question asks that
whether one can determine a planar region Ω ⊆ R2, up to geometric congruence,
from the knowledge of all the eigenvalues of the problem
1
2
∆u + λu = 0 on Ω,
where ∆ is the Laplacian operator, with Dirichlet or Neumann boundary con-
ditions. In other words, if we consider the triplet (∆,Ω, (λn)n≥0) where (λn)n≥0
represents the sequence of eigenvalues of ∆ on Ω, then Kac’s problem asks
if Ω can be determined by providing (λn)n≥0. It was not until 1992 that Gor-
don, Webb and Wolpert [55] answered this question negatively by constructing
a counterexample with two non-congruent planar domains Ω1 and Ω2 which
are isospectral, that is, the sequence of eigenvalues of ∆ on these domains coin-
cide, counted with multiplicities. These domains are the first planar instances of
non-isometric, isospectral, compact connected Riemannian manifolds that were
previously enunciated by Sunada [111] in the context of the Laplace Beltrami
operator. An equivalent formulation of Kac’s problem can be described as fol-
lows. Writing (PΩ jt )t≥0, j = 1, 2, the semigroups generated by ∆|Ω j on L2(Ω j), and
assuming that there exists a unitary operator Λ : L2(Ω2) 7→ L2(Ω1) such that
PΩ1t Λ f = ΛP
Ω2
t f
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for all f ∈ L2(Ω2), then does it follow that Ω1 and Ω2 are congruent? This
idea was first exploited by Be´rard [9, 10] who reconsidered Sunada’s isospec-
tral problem by providing an explicit transplantation map, that is an intertwin-
ing operator which is an unitary isomorphism, which carries each eigenspace
in L2(Ω2) into the corresponding eigenspace in L2(Ω1). In addition, Arendt [3]
(resp. Arendt et al. [4]) showed that for subdomains of RN (resp. for manifolds),
if the intertwining operator is order isomorphic, that is, Λ is linear, bijective, and
f ≥ 0 a.e. ⇔ Λ f ≥ 0 a.e., then Ω1 and Ω2 are congruent, offering a positive an-
swer to Kac’s problem. Furthermore, Arendt et al. [5] considered a more general
setting by studying isospectrality of the Dirichlet or Neumann type semigroups
associated to elliptic operators, including non-self-adjoint ones, by means of the
concept of similarity, which is an intertwining relationship with Λ a bounded
operator with a bounded inverse from the Hilbert space L2(Ω1) to L2(Ω2). Note
that the similarity relation between their corresponding semigroups is equiv-
alent to the isospectral property in the case of Laplacians, but, in general, a
stronger property for non-self-adjoint operators. On the other hand, for Ωi ⊂ R2,
they also showed that it is impossible to have a similarity transform that simul-
taneously intertwins Dirichlet and Neumann operators on Ω1 and Ω2, and there-
fore there does not exist a similarity transform that intertwins elliptic operators
with Robin boundary conditions.
In this paper, we reconsider these problems from another perspective. More
specifically, we consider the intertwining relationship
PtΛ f = ΛQt f (3.1)
where P = (Pt)t≥0 and Q = (Qt)t≥0 are two Markov semigroups defined on
L2(m) = L2(E,m) and L2(m) = L2(E,m), respectively, with (E,E) a Lusin state
space which contains a point b ∈ E which is regular for the two semigroups,
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m,m two measures, and Λ : L2(m) 7→ L2(m) is merely a densely defined closed
and one-to-one operator. In other words, compared to Kac’s framework, we are
interested in a (weak) isospectrality from an analytical viewpoint rather than
a geometric one: while the state space remains the same we consider different
operators acting on this domain that intertwine in a weak sense. We emphasize
that the fact that we do not require a similarity relation between the operators
may imply that their spectrum differ drastically.
The first issue we investigate is to understand whether in our set up the in-
tertwining relation is stable under any modification of the boundary conditions.
For instance, is that possible that there exists an operator that links simultane-
ously the Dirichlet and Neumann operators, providing an opposite answer to
the one obtained in [5] for identical operators acting on different planar do-
mains? We shall show that indeed if two Dirichlet semigroups intertwin (in the
sense given above) then any of their recurrent extensions in the sense of Itoˆ, are
also linked with the same operator. This includes for instance the case of Neu-
mann boundary condition, but also reflecting type condition with a jump and
sticky boundary conditions and a mixture of them. We carry on by providing
sufficient conditions for the reverse claims to hold.
We proceed by studying the following question. Can one provide a prob-
abilistic interpretation of intertwining relationships between Markov semi-
groups? This is a natural and fundamental question as this type of commutation
relationships appears in various issues in recent studies of stochastic processes,
see e.g. [92, 88, 91, 42, 49, 92]. We show that when two Dirichlet semigroups in-
tertwin then any of its recurrent extension share, under an appropriate normal-
ization, the same local time at the regular boundary point. Indeed we prove that
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the law of their inverse local time which is, from the general theory of Markov
processes, a subordinator, is characterized by the same Bernstein function. This
has the nice pathwise interpretation that the intertwining Markov processes be-
have the same at a common regular boundary point, but, of course, have differ-
ent behavior elsewhere.
Next, we recall that the inverse local time of a quasi-diffusion also plays an
important role in Krein’s spectral theory of strings, since it contains informa-
tion about the spectrum of the quasi-diffusion process killed at the boundary.
Therefore, the question arises naturally that whether one can, through an inter-
twining relation with the semigroup of a quasi-diffusion, derive a similar result
for non-diffusions. We answer this question positively by showing that if P and
Q satisfy relation (3.1) with Q being the semigroup of a quasi-diffusion, then the
Laplace exponent of the inverse local time of the (non-diffusion) Markov pro-
cess corresponding to P also admits a Stieltjes representation, and the (densely
defined) spectral measure of the killed semigroup of P is absolutely continuous
with respect to the measure appearing in this Stieltjes representation. This de-
fines a weaker version of Krein’s property, which can be seen as an extension to
Krein’s theory to non-diffusions.
The rest of this paper is organized as follows. After this current section of
introduction and basic setups, we start in Section 2 by stating our main theorem
and its three corollaries, which give results on the intertwining of semigroups of
recurrent extensions, excursion theory and Krein’s theory of strings. We prove
these results in Section 3. In Section 4, we provide two classes of semigroups
which serve as examples for such intertwining relationship. In particular, we
study the classes of positive self-similar semigroups and reflected generalized
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Laguerre semigroups, and show that these (non-self-adjoint) semigroups inter-
twine with the Bessel semigroup and (classical) Laguerre semigroup respec-
tively. We also deduce the expression for the Laplace exponents of their inverse
local times. For a reflected generalized Laguerre semigroup, we also obtain in
Section 4 its spectral expansion under some conditions, and derive its rate of
convergence to equilibrium, which follows a perturbed spectral gap estimate.
3.1.1 Preliminaries
Let (E,E) be a Lusin state space, and let X = (Xt)t≥0 (resp. Y = (Yt)t≥0) de-
fined on a filtered probability space (Ω,F , (Ft)t ≥ 0,P) be a strong Markov pro-
cess on E, which is assumed to have an infinite lifetime, and let P = (Pt)t≥0
(resp. Q = (Qt)t≥0) denote its corresponding Borel right semigroup, that is,
Pt f (x) = Ex[ f (Xt)] (resp. Qt f (x) = Ex[ f (Yt)]) for f ∈ Bb(E), where Ex denote the
expectation under measure Px(X0 = x) = 1 (resp. Px(Y0 = x) = 1). We also assume
that for any f ∈ Cb(E) (resp. Bb(E)) and x ∈ E, the mappings
t 7→ Pt f (x) and t 7→ Qt f (x) are continuous (resp. Borel), (3.2)
and we recall that condition (3.2) also means that Pt and Qt are stochastically
continuous, see e.g. [38, Definition 5.1]. We further suppose that b ∈ E is a regular
point for itself, that is Pb(T Xb = 0) = Pb(T
Y
b = 0) = 1, where T
X
b = inf{t > 0; Xt = b} is
the hitting time of b for process X, and T Yb is defined similarly. Let X
† = (X†t )t≥0 =
(Xt; 0 ≤ t ≤ T Xb ) be the process X killed when it hits b, after which it is sent to
the cemetery point ∆, where we adopt the usual convention that a real-valued
function f on E can be extended to ∆ by f (∆) = 0. We also let P† = (P†t )t≥0 denote
the semigroup of X†, i.e. P†t f = Ex[ f (Xt); t < T Xb ], and we define the process
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Y† = (Y†t )t≥0 along with its semigroup Q† = (Q
†
t )t≥0 in a similar fashion. Next,
let Uq f =
∫ ∞
0
e−qtPt f dt and U†q f =
∫ ∞
0
e−qtP†t f dt be the resolvents of P and P†,
respectively, and, Vq and V†q be the resolvents of Q and Q†.
We now assume that there exists an excessive measure m (resp. m) on (E,E)
for the semigroup P (resp. Q), i.e. m (resp. m) is a σ-finite measure and mPt ≤ m
(resp. mQt ≤ m) for all t > 0, and in particular, when mPt = m (resp. mQt = m), m
(resp. m) is an invariant measure. Then a standard argument, see [38, Theorem
5.8], indicates that P extends uniquely into a strongly continuous semigroup on
L2(m), which is the weighted Hilbert space
L2(m) = { f : E → R measurable ; ‖ f ‖m =
∫
E
f 2(x)m(dx) < ∞}
endowed with the norm ‖ · ‖m (when there is no confusion and for sake of sim-
plicity, If m is absolutely continuous, we also use m to denote its density and
write L2(m) the Hilbert space with weight m(x)dx.) Similarly, Q also admits a
strongly continuous extension to L2(m). Note that since mP†t ≤ mPt ≤ m, m is
also an excessive measure for P†, hence P† can also be uniquely extended to a
strongly continuous semigroup on L2(m). Similar results holds for Q† as well.
Now let us follow the construction as described in [54] to observe that there
exists a left-continuous X̂ = (X̂t)t≥0 under probabilty measure P̂x, which is the
dual process of X with respect to m, and is moderate Markov. Note that the
measures (P̂x)x∈E are only determined modulo an m-polar set. Let P̂t f = P̂x[ f (X̂t)]
denote the moderate Markov dual semigroup associated with X̂ and Ûq be the
resolvent, then P̂ and Ûq are linked to P and Uq via the duality formula
(Pt f , g)m = ( f , P̂tg)m, (Uq f , g)m = ( f , Ûqg)m
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for each f , g ∈ Bb(R+)(E), q > 0, t ≥ 0, where we recall that
( f , g)m =
∫
E
f (x)g(x)m(dx) (3.3)
whenever this integral exists.
Because b is a regular point, the singleton {b} is not semipolar and there ex-
ists a local time lX at b, which is a positive continuous additive functional of X,
increasing only on the visiting set {t ≥ 0; Xt = b}. We mention that lX is uniquely
determined up to a multiplicative constant. The inverse local time τX = (τXt )t≥0 is
the right continuous inverse of lX, i.e.
τXt = inf{s > 0; lXs > t}, t ≥ 0.
It is a standard argument that under the law Px, τX is a strictly increasing subor-
dinator and therefore for any q > 0,
Ex[e−qτ
X
t ] = e−tΦX(q),
where ΦX(q) is the Laplace exponent of τX and admits the following Le´vy-
Khintchin representation
ΦX(q) = δX + qγX +
∫ ∞
0
(1 − e−qr)µX(dr), (3.4)
with δX = limq→0 ΦX(q) is the so-called killing parameter, γX = limq→∞
ΦX(q)
q is the
so-called elasticity parameter, and µX is the Le´vy measure of τX, that is a σ-finite
measure concentrated on (0,∞) satisfying ∫ ∞
0
(1∧ y)µX(dy) < ∞. Furthermore, we
follow [100, Chapter X, Section 2] to define the so-called Revuz measure RlX for
local time lX as
RlX f = lim
t→0
1
t
Em
[∫ t
0
f (Xs)dlXs
]
,
which, in the case whenm is an invariant measure, can be defined by the simpler
formula
RlX f = Em
[∫ 1
0
f (Xs)dlXs
]
.
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Its total mass, denoted by c(m), is
c(m) = RlX1, (3.5)
which is a positive constant. Since the local time can be defined up to a multiplicative
constant, in order to streamline the discussion, we suppose for the remainder of this
paper that the local time lX has been normalized so that c(m) = 1. The notations for
lY , τY ,ΦY(q), δY , γY , µY are trivial to understand, and we also suppose that lY has
been normalized to make c(m) = 1.
Moreover, by [51, Proposition (A.4)], since b is regular, we have P̂b[T X̂b = 0] =
1, where T X̂b is hitting time of X̂ to b. Let X̂
† = (X̂t)t<T X̂b
denote the process X̂ killed
at b, and P̂† and Û†q for its semigroup and resolvent. In addtion, for x ∈ E, we let
ϕXq (x) = Ex[e−qT
X
b ], ϕX(x) = ϕX0 (x) = Px[T Xb < ∞], ϕX̂q (x) = Ex[e−qT
X̂
b ], ϕX̂(x) = ϕX̂0 (x).
It is well-known that strong Markov property implies the following relation, for
any x ∈ E and f ∈ Bb(E) ∪ L2(m),
Uq f (x) = U†q f (x) + ϕ
X
q (x)Uq f (b). (3.6)
On the other hand, although the dual process X̂ is moderate Markov, by [51,
Corollary (A.11)], we have for all f ∈ B+b (E),
Ûq f (x) = Û†q f (x) + ϕ
X̂
q (x)Ûq f (b). (3.7)
Similarly there exists a moderate Markov dual process Ŷ associated with Y and
m, whose semigroup and resolvent are denoted by Q̂ and V̂q respectively. The
killed process is denoted by Ŷ† and its semigroup and resolvent are denoted by
Q̂† and V̂†q , and the notations ϕYq , ϕY , ϕŶq , ϕŶ are self-explanatory.
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3.2 Statements of main results
In this section, we will state the main theorem and some of its corollaries. We
start by defining a few notations. For two sets A and B, we write A ⊆d B if A ⊆ B
and A = B, where A is the closure of A. Moreover, for some operator Λ, we
denoteDΛ to be its domain, and we define the following class of operators
C(m,m) = {Λ : DΛ ⊆d L2(m)→ Ran(Λ) ⊆d L2(m) linear, injective and closed.}.
(3.8)
Note that if Λ ∈ C(m,m), then Λ̂ ∈ C(m,m) where Λ̂ is the L2-adjoint of Λ, i.e. for
any f ∈ DΛ, g ∈ DΛ̂, we have 〈Λ f , g〉m =
〈
f , Λ̂g
〉
m
, where 〈·, ·〉m (resp. 〈·, ·〉m)
denotes the standard inner product in L2(m) (resp. L2(m)). In addition, we say
Λ is mass preserving if Λ1E ≡ 1E where 1E(x) = 1 for all x ∈ E, and it is assumed
that 1E is in the (possibly) extended domain of Λ. Then we have the following
results.
3.2.1 Intertwining relations and inverse local time
The main result of this section is stated in the following Theorem.
Theorem 3.2.1. Let Λ ∈ C(m,m), with both Λ and Λ̂ being mass preserving. Consider
the following claims.
1. P†t Λ f = ΛQ
†
t f for all f ∈ DΛ ∪ {1E}.
2. PtΛ f = ΛQt f for all f ∈ DΛ ∪ {1E}.
3. For any q > 0, we have ϕXq (x) = ΛϕYq (x) m-almost everywhere (a.e. for short) on
E, and ϕŶq (x) = ΛϕX̂q (x) m-a.e. on E.
53
4. ΦX(q) = ΦY(q) for each q > 0.
Then, we have
(1)⇒ (3)⇒ (4) and (1)⇒ (2).
If in addition, writing 1{b} the indicator function at {b}, we have
Λ1{b}(x) = 1{b}(x), Λ̂1{b}(x) = 1{b}(x) for any x ∈ E, and
ΛQt f (b) = Qt f (b), Λ̂P̂tg(b) = P̂tg(b) for all f ∈ DΛ ∪ {1E}, g ∈ DΛ̂ ∪ {1E},
(3.9)
then
(2)⇒ (3) and (1)⇔ (2).
Remark 3.2.1. 1. Note that Λ can be defined up to a multiplicative constant c,
hence the mass preserving condition (resp. condition (3.9)) can be stated in a
slightly more general way as, there exists a constant c , 0 such that cΛ is mass
preserving (resp. satisfies (3.9)).
2. If m is of finite mass on E, then clearly 1E ∈ L2(m). Otherwise, we understand the
conditions (1) and (2) as Qt and Pt acting as a Markov operator on Bb(R+)(E).
For sake of simplicity, we keep the same notations as the L2-semigroups.
Corollary 3.2.1. Under assumption (1) or equivalently, (2) together with the additional
condition (3.9) for Λ, then Λ also intertwins two generators with Robin boundary con-
dition at b.
Here we address that as opposed to the setting in [5], where there are no sim-
ilarity transforms between two Laplacians acting on two isospectral domains
with Robin boundary condition, our situation is different in two aspects. First,
the two generators are acting on the same space and both have the same bound-
ary at 0. Second, the intertwining operator Λ that we consider in this paper
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is not a similarity transform as in [5]. Therefore, we see that under a differ-
ent setting, there indeed exists an intertwining relation between two Robin type
generators.
3.2.2 Excursion theory
We now provide a further probabilistic explanation for the intertwining relation
by means of excursion theory. We first recall from Maisonneuve [72] that, for
the excursions of X from the regular point b, we can associate an exit system
(P, lX) where P is the so-called (Maisonneuve) excursion measure. Moreover, let
us define the collection of σ-finite measures (Pt)t>0 by
Pt( f ) = P[ f (Xt), t < Tb],
for any f ∈ B+b (E). Then (Pt)t>0 is an entrance law of semigroup P†, in other
words, Ps+t = PsP†t for any s > 0, t ≥ 0. Furthermore, for any q > 0,
we define Uq( f ) =
∫ ∞
0
e−qtPt( f )dt. Similarly, let Q denote the Maisonneuve
excursion measure for process Y , (Qt)t>0 be the associated entrance law, and
Vq( f ) =
∫ ∞
0
e−qtQt( f )dt. We use lX(a) (resp. lY(a)) to denote the length of the first
excursion interval with length l > a for the process X (resp. Y). In addition, we
let MX (resp. MY) denote the closure in [0,∞) of the visiting set {t ≥ 0; Xt = b}
(resp. {t ≥ 0;Yt = b}), and ζX = sup MX (resp. ζY = sup MY) be the last exit time of
X (resp. Y) from b. Then we have the following corollary.
Corollary 3.2.2. Under the assumption in Theorem 3.2.1 (1), the following statements
hold.
(a) For any A ∈ B(R+) a Borel set, we have P(T Xb ∈ A) = Q(T Yb ∈ A).
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(b) For every a ∈ R+, lX(a) and lY(a) have the same distribution.
(c) For every x > 0, ζX and ζY have the same distribution under Px.
3.2.3 Krein’s spectral theory of strings
We first recall that the Laplace exponent of the inverse local time is an essential
object in Krein’s spectral theory of strings, for which we will provide a brief
review of the known results herein, and we refer to [65, 63] for an excellent
account. For sake of simplicity, here we take b = 0 as the regular boundary but
note that the choice of 0 is indeed arbitrary. Suppose Y is the Markov process
corresponding to the generalized second order differential operator G = ddm
d
dx
with boundary condition f −(0) = limx↓0
f (0)− f (−x)
x = 0, where m is a string, that
is a right-continuous and non-decreasing function defined on [0, l) → [0,∞) for
some 0 < l = l(m) ≤ ∞ with m(0) = 0. Then Y is called a quasi-diffusion (also
called generalized diffusion or gap diffusion) with 0 being a regular boundary.
In this case, it is known that ΦY is a Pick function, that is, a holomorphic function
that preserves the upper half-plane, i.e. =(ΦY(z)) ≥ 0 for all =(z) > 0. Moreover,
recalling the Le´vy-Khintchin representation of ΦY as given in (3.4), then the Le´vy
measure µY admits a density uY which is completely monotone, with
uY(r) =
∫ ∞
0
e−rqνY(dq), (3.10)
for some νY a measure satisfying
∫ ∞
0
νY (dq)
1+q < ∞, and δY = νY({0}).
Indeed, let M and P denote the spaces of strings and Pick functions, respec-
tively, then Krein’s theory shows that there exists a bijection between M and
P, in the sense that for any Pick function Φ ∈ P, there exists a quasi-diffusion
Y with generator ddm
d
dx for some m ∈ M, such that Φ is the Laplace exponent of
56
the inverse local time of Y . The converse also holds. Moreover, recalling that
Q†t is the semigroup of Y killed at hitting 0, and let G† denote its infinitesimal
generator, defined as
G† f = lim
t→0
Q†t f − f
t
for f in domainD(G†) = { f ∈ L2(m); G† f ∈ L2(m)}. We also recall that a family of
orthogonal projection operators E = (Eq)q∈(−∞,∞) on L2(m) is called a resolution of
identity if for all f ∈ L2(m),
1. limq↑r Eq f = Er f , i.e. Eq is strongly left continuous for all q ∈ (−∞,∞).
2. limq↓−∞ Eq f = 0, limq↑∞ Eq f = f .
3. EqEr f = Emin(q,r) f .
Note that since G† is a self-adjoint operator, it generates a unique resolution of
identity EY = (EYq )q∈(−∞,∞), which can be represented by
EYq = 1(−∞,q](G
†). (3.11)
Finally, let σ(G†) represent the spectrum of G†, then Y (or its corresponding
semigroup Q) satisfies the Krein’s property, which is defined as follows.
1. For any f ∈ L2(m), Q†t f admits the spectral expansion in L2(m)
Q†t f (x) =
∫
σ(G†)
e−qtdEYq f . (3.12)
2. For any f , g ∈ L2(m), the signed measure
〈
dEYq f , g
〉
m
is absolutely contin-
uous with respect to νY(dq), the spectral measure of the Pick function ΦY
as shown in (3.4) and (3.10), and the Radon-Nikodym derivative between
these two measures is given by〈
dEYq f , g
〉
m
νY(dq)
= ( f , hq)m(g, hq)m (3.13)
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for some function hq.
During the last decades, there have been a lot of nice developments of
Krein’s theory of strings, see e.g. Kotani [62] for a generalization of Krein’s
theory into the case of singular boundaries. However, these works are still in
the framework of quasi-diffusion or differential operator. In what follows, we
propose an extension of Krein’s theory to general Markov semigroups. Since
these linear operators are in general non-self-adjoint operators (neither nor-
mal), meaning that there is no spectral theorem available, we need to intro-
duce this weaker notion of resolution of identity. First, fix some interval [α, β],
−∞ ≤ α < β ≤ ∞, we follow [27] to define a non-self-adjoint resolution of identity
as a family of measure-valued operators E = (Eq)q∈[α,β] : D(E) → L2(m) which
satisfies the following.
(i) D(E) ⊆d L2(m) and EqD(E) ⊆ D(E) for all q ∈ [α, β].
(ii) Eα f = 0, Eβ f = f for all f ∈ D(E).
(iii) EqEr f = Emin(q,r) f for all q, r ∈ [α, β], f ∈ D(E).
Definition 3.2.3.1. Suppose that {0} is a regular point for X, then we say X (or its
corresponding semigroup P) satisfies the weak-Krein property if the following conditions
hold.
(i) The Le´vy measure µX of ΦX (the Laplace exponent of the inverse local time at 0)
has a completely monotone density, which can be represented in the form (3.10)
for some measure νX.
(ii) There exists a Borel set C andD(EX) ⊆d L2(m) such that onD(EX),
P†t =
∫
C
e−qtdEXq (3.14)
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for any t > 0, where EX = (EXq )q∈[infC,supC] is a non-self-adjoint resolution of identity
onD(EX).
(iii)
〈
dEXq f , g
〉
m
is absolutely continuous with respect to νX for any f ∈ D(EX), g ∈
L2(m).
Note that the weak-Krein property only requires the spectral expansion (3.14) to
hold on a dense subset of L2(m), which is distinguished from the Krein property
for quasi-diffusions, where this expansion holds on the entire Hilbert space.
Then we have the following corollary.
Corollary 3.2.3. Suppose that Theorem 3.2.1(1) holds, with Q being the semigroup of
a quasi-diffusion and Λ ∈ B(L2(m),L2(m)). Further assume that for any q ∈ σ(G†),
EYqg ∈ DΛ for all g ∈ DΛ, then P has the weak-Krein property, with C = σ(G†).
3.3 Proof of Theorem 3.2.1 and its corollaries
3.3.1 Proof of Theorem 3.2.1
We start the proof with the following results, which may of independent inter-
est.
Lemma 3.3.1. Assume that (1) (resp. (2)) holds, then for any f ∈ DΛ and q > 0, we
have
U†qΛ f = ΛV
†
q f . (3.15)
(resp. UqΛ f = ΛVq f .) (3.16)
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Proof. First, assuming that (2) holds and let us define for any n > 0, Unq f =∫ n
0
e−qtPt f dt and Vnq f =
∫ n
0
e−qtQt f dt, then by the intertwining relation, we have,
for f ∈ DΛ,
UnqΛ f =
∫ n
0
e−qtPtΛ f dt =
∫ n
0
e−qtΛQt f dt = Λ
∫ n
0
e−qtQt f dt = ΛVnq f .
However, note that limn→∞ Vnq f = Vq f in L2(m), and limn→∞ΛVnq f =
limn→∞UnqΛ f = UqΛ f in L2(m), then by the closeness property of Λ, we have
ΛVq f = UqΛ f .
Similar arguments hold under assumption (1) and this completes the proof.
Lemma 3.3.2. For each q > 0, we have ϕXq , ϕX̂q ∈ L2(m) and ϕYq , ϕŶq ∈ L2(m).
Proof. First, by [51, Theorem (3.6)(ii)], we can write
(1E, ϕX̂q )m = (δX + q(ϕ
X
q , ϕ
X̂)m)Uq1E(b).
Now since qUq1E(b) ≤ 1 and δX + q(ϕXq , ϕX̂)m = ΦX(q) < ∞, we see that (1E, ϕX̂q )m <
∞ for each q > 0, i.e. ϕX̂q ∈ L1(m) since it is non-negative. Moreover, since ϕX̂q (x) ≤
1 for all x, we have∫ ∞
0
(
ϕX̂q (x)
)2
m(dx) ≤
∫ ∞
0
ϕX̂q (x)m(dx) = (1E, ϕ
X̂
q )m < ∞.
Therefore ϕX̂q ∈ L2(m). Similarly, we have
(1E, ϕXq )m = (δX + q(ϕ
X̂
q , ϕ
X)m)Ûq1E(b).
By [51, Proposition (3.9)], δX + q(ϕX̂q , ϕX)m = δX + q(ϕXq , ϕX̂)m < ∞, while on the
other hand qÛq1E(b) ≤ 1, hence ϕXq ∈ L1(m) and also in L2(m) since it is bounded
by 1. The same arguments apply for the proof for ϕYq and ϕŶq , and this completes
the proof of this Lemma.
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Proof of (1)⇒ (3)
Note that for any x ∈ E† where we denote Eb = E\{b}, we have Px(T Xb = 0) = 0,
hence since X has an a.s. infinite lifetime, we can rewrite ϕXq (x) using integration
by parts, which yields
ϕXq (x) =
∫ ∞
0
e−qtPx(T Xb ∈ dt) =
∫ ∞
0
qe−qtPx(T Xb ≤ t)dt = 1 −
∫ ∞
0
qe−qtP†t 1E(x)dt
= 1 − qU†q1E(x),
where we used the fact that P†t 1E(x) = Px(T Xb > t). On the other hand, since b is
regular for itself, we have ϕXq (b) = 1. Combining with the fact that U
†
q1E(b) = 0,
we see that for all x ∈ E,
ϕXq (x) = (1E − qU†q1E)(x). (3.17)
Similarly, we have ϕYq (x) = (1E − qV†q1E)(x). Furthermore, by recalling that Λ1E =
1E and applying Lemma 3.3.1, we have
U†q1E(x) = U
†
qΛ1E(x) = ΛV
†
q1E(x). (3.18)
Combining the above results, we get that for any q > 0 and x ∈ E,
ϕXq (x) = (1E − qU†q1E)(x) = Λ
(
1E − qV†q1E
)
(x) = ΛϕYq (x).
Since we have shown ϕYq ∈ L2(m), we also see that ϕYq ∈ DΛ. Next, by (1), we
deduce easily the series of identities that for any f ∈ DΛ, g ∈ DΛ̂,〈
f , Λ̂P̂†t g
〉
m
=
〈
Λ f , P̂†t g
〉
m
=
〈
P†t Λ f , g
〉
m
=
〈
ΛQ†t f , g
〉
m
=
〈
Q†t f , Λ̂g
〉
m
=
〈
f , Q̂†t Λ̂g
〉
m
,
(3.19)
which means that Q̂†t Λ̂g − Λ̂P̂†t g ∈ D⊥Λ̂ = {0} since DΛ̂ = L2(m). Therefore, P̂† and
Q̂† have the intertwining relation onDΛ̂,
Λ̂P̂†t = Q̂
†
t Λ̂.
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By [51, Proposition (A.6)], we have P̂y(T Ŷb = 0) = 0 for all y ∈ Eb\S where S
is an m-semipolar set, which m does not charge. On the other hand, since we
are assuming that Λ̂ is also mass preserving, we can use the same arguments as
above to prove that Λ̂ϕX̂q (x) = ϕŶq (x) for all q > 0 and x ∈ Eb\S . This completes
the proof.
Proof of (3)⇒ (4)
Recall from [51, Theorem 3.6] that under the normalization c(m) = 1, the Laplace
exponent of the inverse local time can be written as
ΦX(q) = δX + q(ϕXq , ϕ
X̂)m, (3.20)
where we recall that the notation (·, ·)m is given in (1.2), which means that
(ϕXq , ϕ
X̂)m < ∞ for all q > 0. Similarly, (ϕYq , ϕŶ)m < 0 for all q > 0. On the other
hand, by Lemma 3.3.2, we see that ϕXq , ϕX̂q ∈ L2(m) and ϕYq , ϕŶq ∈ L2(m) for any
q > 0. Hence the assumption (3) implies that for any q, r > 0,
〈
ϕXq , ϕ
X̂
r
〉
m
=
〈
ΛϕYq , ϕ
X̂
r
〉
m
=
〈
ϕYq , Λ̂ϕ
X̂
r
〉
m =
〈
ϕYq , ϕ
Ŷ
r
〉
m
.
Next, since plainly ϕX̂r (x) ↑ ϕX̂(x) and ϕŶr (x) ↑ ϕŶ(x) pointwise as r ↓ 0, we easily
deduce by monotone convergence that
(ϕXq , ϕ
X̂)m = lim
r↓0
(ϕXq , ϕ
X̂
r )m = limr↓0
〈
ϕXq , ϕ
X̂
r
〉
m
= lim
r↓0
〈
ϕYq , ϕ
Ŷ
r
〉
m
= lim
r↓0
(ϕYq , ϕ
Ŷ
r )m = (ϕ
Y
q , ϕ
Ŷ)m,
where we used the fact that ( f , g)m = 〈 f , g〉m for any f , g ∈ L2(m). Moreover, from
[51, Remark (3.21)], the killing term δX can be represented as
δX = lim
q→∞(ϕ
X̂
q , 1E − ϕX)m = limq→∞(ϕ
X̂
q ,Λ(1E − ϕY))m
= lim
q→∞(Λ̂ϕ
X̂
q , 1E − ϕY)m = limq→∞(ϕ
Ŷ
q , 1E − ϕY)m = δY .
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Therefore, combining the above results yields
ΦX(q) = δX + q(ϕXq , ϕ
X̂)m = δY + q(ϕYq , ϕ
Ŷ)m = ΦY(q),
where we consider again the normalization c(m) = c(m) = 1. This finishes the
proof of (3)⇒ (4).
Proof of (1)⇒ (2)
By [51, Theorem 3.6 (ii)], for any f ∈ L2(m) and q > 0, Uq f (b) can be written as
Uq f (b) =
( f , ϕX̂q )m
ΦX(q)
=
〈
f , ϕX̂q
〉
m
ΦX(q)
,
where the second identity comes from Lemma 3.3.2. Since we have proved
(1)⇒ (4) (resp. (1)⇒ (3)), which means that ΦX = ΦY (resp. Λ̂ϕX̂q = ϕŶq m-a.e.), we
deduce that, for f ∈ DΛ,
UqΛ f (b) =
〈
Λ f , ϕX̂q
〉
m
ΦX(q)
=
〈
f , Λ̂ϕX̂q
〉
m
ΦY(q)
=
〈
f , ϕŶq
〉
m
ΦY(q)
= Vq f (b). (3.21)
Furthermore, by (1), we have U†qΛ f = ΛV
†
q f , hence the strong Markov property
(3.6) yields that for any x ∈ Eb,
UqΛ f = U†qΛ f + UqΛ f (b)ϕ
X
q = Λ
(
V†q f + Vq f (b)ϕ
Y
q
)
= ΛVq f , (3.22)
which proves that PtΛ = ΛQt onDΛ and this completes the proof.
Proof of (2)⇒ (3)
Now let us further assume condition (3.9) for Λ and Λ̂. We start by recalling
from [102, Theorem 1] that for any f ∈ L2(m) ∪ {1E},
Uq f (b) =
Uq( f ) + γX f (b)
δX + qUq(1E) + qγX
. (3.23)
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To this end, we will split the proof into three cases, depending on the value of
δX and γX.
Case 1. δX > 0. Let us take f = 1E, then under the condition Λ1E = 1E, we
combine (3.6) and (3.17) to get, for any x ∈ E,
UqΛ1E(x) = Uq1E(x) = U†q1E(x) + ϕ
X
q (x)Uq1E(b) =
1
q
− ϕ
X
q (x)
q
+ ϕXq (x)Uq1E(b)
=
1
q
+
(
Uq1E(b) − 1q
)
ϕXq (x). (3.24)
Note that Vq satisfies similar identities as (3.6) and (3.24), hence by linearity of
Λ, we have
ΛVq1E(x) =
1
q
+
(
Vq1E(b) − 1q
)
ΛϕYq (x).
Since UqΛ f = ΛVq f by Lemma 3.3.1, we have(
Uq1E(b) − 1q
)
ϕXq (x) =
(
Vq1E(b) − 1q
)
ΛϕYq (x). (3.25)
Moreover, by taking f = 1E in (3.23), we see that, under the assumption δX > 0,
Uq1E(b) − 1q =
Uq(1E) + γX
δX + qUq(1E) + qγX
− 1
q
= − q
−1δX
δX + qUq(1E) + qγX
< 0.
On the other hand, using the intertwining relation (2) and the assumptions that
ΛQt f (b) = Qt f (b),Λ1E ≡ 1E, we have
Uq1E(b) = UqΛ1E(b) = ΛVq1E(b) = Vq1E(b),
which is a strictly less than 1q if δX > 0. Therefore we can easily conclude from
(3.25) that ϕXq (x) = ΛϕYq (x). The dual argument ϕŶq (x) = Λ̂ϕX̂q (x) on Eb\S is proved
similarly using the dual intertwining relation Λ̂P̂t = Q̂tΛ̂, which can be shown
via similar methods as (3.19), and the Markov property equation (3.7) for Ûq and
V̂q.
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Case 2. δX = 0, γX > 0. Since b is regular, we have that U†q1{b}(x) = 0 for any
x ∈ E, and therefore
Uq1{b}(x) = ϕXq (x)Uq1{b}(b). (3.26)
Recalling the condition Λ1{b} ≡ 1{b}, we therefore have
ϕXq (x)Uq1{b}(b) = Uq1{b}(x) = UqΛ1{b}(x) = ΛVq1{b}(x) = Vq1{b}(b)Λϕ
Y
q (x),
where for the last identity we used a similar argument as in (3.26) for Vq. More-
over, taking f = 1{b} in (3.23) with δX = 0, we have
Uq1{b}(b) =
Uq(1{b}) + γX1{b}(b)
qUq(1E) + qγX
=
γX
qUq(1E) + qγX
> 0.
Moreover, the assumption ΛQt(b) = Qt f (b) yields that
Uq1{b}(b) = UqΛ1{b}(b) = ΛVq1{b}(b) = Vq1{b}(b) > 0,
therefore ϕXq (x) = ΛϕYq (x). We can prove ϕŶq (x) = Λ̂ϕX̂q (x) on Eb\S using similar
techniques with the dual intertwining relation Λ̂P̂t = Q̂tΛ̂ and identity (3.7).
Case 3. δX = γX = 0. Recall that (Pt)t>0 is the (Maisonneuve) entrance law
of P†, and define Q˜t be such that Q˜t( f ) = Pt(Λ f ). Our aim is to show that Q˜t is
indeed the Maisonneuve entrance law of Q†. To this end, we define the measure
V˜0 on Eb be such that
V˜0( f ) =
∫ ∞
0
Q˜s( f )ds.
Note that V˜0( f ) = U0(Λ f ) as by definition, U0( f ) =
∫ ∞
0
Ps( f )ds. Using the fact
that Q† is the minimal semigroup, i.e. Q†t f ≤ Qt f for f ≥ 0, and together with the
intertwining relation (2), we have for all f ≥ 0,
V˜0(Q†t f ) ≤ V˜0(Qt f ) = U0(ΛQt f ) = U0(PtΛ f ). (3.27)
By [51, Corollary 3.23], we can write U0 = ϕX̂m|Eb . Moreover, it is well-known
that ϕX̂ is an excessive function of P̂, hence for any f ∈ L2(m),
ϕX̂mPt f = (ϕX̂, Pt f )m = (P̂tϕX̂, f )m ≤ (ϕX̂, f )m.
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In other words, the measure ϕX̂m is an excessive measure for P. However, since
we are under the case γX = 0, which means {b} is a null set for m, we see from
(3.27) that, for f ≥ 0,
V˜0(Q†t f ) ≤ U0(PtΛ f ) = ϕX̂mPtΛ f ≤ ϕX̂mΛ f = U0(Λ f ) = V˜0( f ).
Moreover, V˜0(Q†t f ) → 0 as t → ∞, so V˜0 is a purely excessive measure for Q†.
Hence by a standard result, see e.g. [53, Theorem 5.25], V˜0 is the integral of a
uniquely determined entrance law, therefore Q˜t is an entrance law of Q†. Fur-
thermore, let V˜q =
∫ ∞
0
e−qtQ˜tdt, then by [102], the decomposition of resolvents
yields
Vq f (b) = ΛVq f (b) = UqΛ f (b) =
Uq(Λ f )
qUq(1E\{b})
=
V˜q( f )
qV˜q(1E\{b})
,
where we used the fact that Λ1E\{b} = Λ(1E − 1{b}) = 1 − 1{b} = 1E\{b}. Hence Q˜t
is indeed the Maisonneuve entrance law of Q† and Vq ≡ V˜q. Finally, we use
the relation Vq = ϕŶqm|Eb , see [51, (3.22)], to get that for any q > 0, f ∈ L2(m) ∩
Bb(R+)+(E),
〈
ϕŶq , f
〉
m
= Vq( f ) = Uq(Λ f ) =
〈
ϕX̂q ,Λ f
〉
m
=
〈
Λ̂ϕX̂q , f
〉
m
,
which yields ϕŶq (x) = Λ̂ϕX̂q (x) m-a.e. for all q > 0. The dual relation works simi-
larly.
Proof of (2)⇒ (1)
Since (2) implies that UqΛ f = ΛVq f , and we further have UqΛ f (b) = ΛVq f (b) =
Vq f (b) under the assumption ΛQt f (b) = Qt f (b) for all f ∈ DΛ, hence by simply
reordering the strong Markov identity (3.6), we have
U†qΛ f (x) = UqΛ f (x) − UqΛ f (b)ϕXq (x) = Λ
(
Vq f (x) − Vq f (b)ϕYq (x)
)
= ΛV†q f (x),
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where the second identity uses the fact that (2) ⇒ (3). This proves the desired
argument.
3.3.2 Proof of corollaries
Proof of Corollary 3.2.1. First, by Theorem 3.2.1, we have ΦX(q) = ΦY(q) and
therefore,
γY = lim
q→∞
ΦY(q)
q
= lim
q→∞
ΦX(q)
q
= γX.
Moreover, recall that for all f ∈ L2(m) ∪ {1E}, Uq f (b) can be expressed as (3.23),
where γX represents the stickiness of X at point b, and similar expression holds
for Vq f (b). In other words, when γX = γY = 0, b is a reflecting boundary for both
X and Y , hence both processes have a Neumann boundary condition at b. While
when γX = γY > 0, both X and Y have a Robin boundary condition at b and this
completes the proof.
Remark 3.3.1. If Λ is a bounded operator with DΛ = L2(m), we can also prove this
result via infinitesimal generators. In particular, let L (resp. G) denote the infinites-
imal generator of P (resp. Q) in L2(m) (resp. L2(m)), and D(L) (resp. D(G)) for its
domain. Then for any f ∈ D(G), by the definition of infinitesimal generators, we have
limt→0
Qt f− f
t = G f in L
2(m). On the other hand, since Λ ∈ B(L2(m),L2(m)), we see that
for any sequence tn → 0 and n, k ∈ N,∥∥∥∥∥ΛQtn f − ftn − ΛQtk f − ftk
∥∥∥∥∥
m
≤ |||Λ|||
∥∥∥∥∥Qtn f − ftn − Qtk f − ftk
∥∥∥∥∥
m
→ 0,
which implies that
(
Λ
Qtn f− f
tn
)
n≥0 is a Cauchy sequence in L
2(m), and hence convergent.
Since Λ is also a closed operator, we have
ΛG f = Λ lim
t→0
Qt f − f
t
= lim
t→0
ΛQt f − Λ f
t
= lim
t→0
PtΛ f − Λ f
t
, (3.28)
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where the last identity comes from assumption (2). Moreover, since Λ maps L2(m) to
L2(m), we have ΛG f ∈ L2(m) and therefore the right-hand side of the above equation
converges in L2(m). Hence we conclude that Λ f ∈ D(L) and LΛ f = ΛG f on D(G).
As both L and G have Robin boundary condition at b when γX = γY > 0, this completes
the proof.
Proof of Corollary 3.2.2. First, we combine the representation of ΦX as in (3.4) and
the statement in Theorem 3.2.1 to make the easy observation that
µX(dy) = µY(dy). (3.29)
Hence by [51, Corollary 2.22], we have
P(T Xb ∈ A) = µX(A) = µY(A) = Q(T Yb ∈ A).
Note that although the normalizing constants c(m) and c(m) are not 1 in [51],
this will not bring any issue because the Maisonneuve excursion measure P and
Q are defined up to a multiplicative constant, i.e. if (P, lX) is an exit system,
then so is (c−1P, clX) for any c > 0. To see this in more detail, we can simply
replace lX by c(m)lX and P by P/c(m), and note that µX is also replaced by µX/c(m).
Similar arguments hold for process lY and Q as well, which proves the first item.
Moreover, denoting µX(c) = µX(c,∞) for any c > 0, it is easy to see from (3.29)
that µX(c) = µY(c) for any c > 0. Therefore, by Bertoin [14, Section IV.2 Lemma
1], for any b ≥ a, we have
P(lX(a) > b) =
µX(b)
µX(a)
=
µY(b)
µY(a)
= P(lY(a) > b), (3.30)
which proves the second item. Finally, for the last item, we simply apply [51,
Proposition 2.17] to get, for any x, q > 0, that
Ex[e−qζX ] =
δX
ΦX(q)
=
δY
ΦY(q)
= Ex[e−qζY ],
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Hence ζX and ζY have the same distribution under Px and this concludes the
proof of this Proposition.
Proof of Corollary 3.2.3. Given the intertwining relation in (1), by Theorem 3.2.1,
we see that ΦX = ΦY . Moreover, assuming that Y is a quasi-diffusion, which
means that µY has an absolutely continuous density uY which admits the repre-
sentation (3.10) for some measure νY , hence so does µX since we can simply take
νX = νY . On the other hand, since Y has the Krein’s property, Q†t satisfies the
expansion given in (3.12), and there exist functions (hq)q∈σ(G†) such that
〈
dEYq f , g
〉
m
= ( f , hq)m(g, hq)mνY(dq),
for any f , g ∈ L2(m). Now let us define the family of operators (EXq )q∈σ(G†) as
EXq = ΛE
Y
qΛ
−1 on D(EX) = Ran(Λ). For any f ∈ D(EX), let g = Λ−1 f ∈ DΛ, and we
observe the following.
(i) D(EX) = Ran(Λ) is assumed to be dense in L2(m). Moreover, for any q ∈
σ(G†), we have EYqg ∈ DΛ by assumption. Hence
EXq f = ΛE
Y
qΛ
−1 f = ΛEYqg ∈ D(EX),
i.e. EXqD(EX) ⊆ D(EX).
(ii) Using the property of the resolution of identity EY and the boundedness of
Λ, we have
lim
q→inf σ(G†)
EXq f = lim
q→inf σ(G†)
ΛEYqΛ
−1 f = lim
q→inf σ(G†)
ΛEYqg = 0,
lim
q→supσ(G†)
EXq f = lim
q→supσ(G†)
ΛEYqΛ
−1 f = ΛΛ−1 f = f .
(iii) EXq EXr f = ΛEYqΛ−1ΛEYr Λ−1 f = ΛEYmin(q,r)Λ
−1 f = EXmin(q,r) f for any q, r ∈ σ(G†).
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Hence EX is a non-self-adjoint resolution of identity. Next, let (qk)nk=0 be a
partition of [inf σ(G†), supσ(G†)]. Then for any f ∈ D(EX), g ∈ L2(m), since
EY(∆k) = EYqk − EYqk−1 is an orthogonal projection, we have
n∑
k=1
∣∣∣∣〈[EXqk − EXqk−1] f , g〉∣∣∣∣ = n∑
k=1
∣∣∣∣〈EY(∆k)Λ−1 f , Λ̂g〉∣∣∣∣ ≤ ‖Λ̂g‖ n∑
k=1
‖EY(∆k)Λ−1 f ‖
≤ ‖Λ̂g‖
 n∑
k=1
‖EY(∆k)Λ−1 f ‖2

1
2
= ‖Λ̂g‖
 n∑
k=1
〈
EY(∆k)Λ−1 f ,Λ−1 f
〉
1
2
= ‖Λ̂g‖‖Λ−1 f ‖ ≤ ‖Λ̂g‖|||Λ−1|||‖ f ‖
since the series
∑n
k=1
〈
EY(∆k)Λ−1 f ,Λ−1 f
〉
is telescoping. Therefore, we see that〈
EX· f , g
〉
is of bounded variation on [inf σ(G†), supσ(G†)], and by Riesz represen-
tation theorem, there exists a unique operator P˜†t f =
∫
σ(G†) e
−qtdEXq f on D(EX).
Then it is easy to see that for f ∈ D(EX), g ∈ L2(m),〈
P˜†t f , g
〉
m
=
∫ ∞
0
e−qtd
〈
EXq f , g
〉
m
=
∫ ∞
0
e−qtd
〈
ΛEYqΛ
−1 f , g
〉
m
=
∫ ∞
0
e−qtd
〈
EYqΛ
−1 f , Λ̂g
〉
m
=
〈
Q†t Λ
−1 f , Λ̂g
〉
m
=
〈
P†t ΛΛ
−1 f , g
〉
m
=
〈
P†t f , g
〉
m
,
which shows that indeed P†t f = P˜
†
t f on D(EX). Moreover, for any f ∈ D(EX), g ∈
L2(m), 〈
dEXq f , g
〉
m
=
〈
ΛdEYqΛ
−1 f , g
〉
m
=
〈
dEYqΛ
−1 f , Λ̂g
〉
m
= (Λ−1 f , hq)m(Λg, hq)mνY(dq) = (Λ−1 f , hq)m(Λg, hq)mνX(dq),
which means that
〈
dEXq f , g
〉
m
is absolutely continuous with respect to νX and this
shows that X (or its semigroup P) also satisfies the weak-Krein property.
3.4 Reflected self-similar and generalized Laguerre semigroups
The aim of this part is two-fold. On the one hand, we illustrate the main results
of the previous sections by studying two important classes of Markov processes,
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namely the spectrally negative positive self-similar Markov processes that were
introduced by Lamperti [69] and their associated generalized Laguerre pro-
cesses whose definition will be recalled below. We emphasize that these two
classes have been studied intensively over the last two decades and appear in
many recent studies in applied mathematics, such as random planar maps, frag-
mentation equation, biology, see e.g. [15], [16] and [91]. On the other hand,
we also provide the spectral expansion of both the minimal and reflected semi-
groups associated to the generalized Laguerre processes. This complements the
work of Patie and Savov [91] where such analysis has been carried out for the
transient with infinite lifetime generalized Laguerre semigroups. From now on,
we fix the Lusin space to be (E,E) = (R+,B(R+)), the space of Borel sets on non-
negative real numbers, and we set b = 0. Next, we denote by Y = (Y t)t≥0 the
squared Bessel process with parameter −θ, with θ ∈ (0, 1), and write Q = (Qt)t≥0
its corresponding semigroup, i.e. Qt f (x) = Ex[ f (Y t)], f ∈ C0(R+), x, t ≥ 0. It is well
known, see e.g. [23, Chapter IV.6], that Q is a Feller semigroup, whose infinites-
imal generator is given by
G f (x) = x f
′′
(x) + (1 − θ) f ′(x), x > 0,
for f ∈ D(G) = { f ∈ C0(R+);G f ∈ C0(R+), f +(0) = 0} where f +(x) = limh↓0 f (x+h)− f (x)s(x+h)−s(x)
is the right derivative of f with respect to the scale function s(x) =
∫ x
yθ−1eydy.
Note that Q possesses the so-called 1-self-similarity property, i.e. for all t, x, c > 0,
Qt f (cx) = Qc−1tdc f (x),
where dc f (x) = f (cx). Moreover, the measure m(x)dx = x−θdx, x > 0, is the unique
excessive measure for Q, and therefore Q admits a unique strongly continuous
contraction extension on L2(m), also denoted by Q when there is no confusion.
Furthermore, note that 0 is a regular reflecting boundary for Y , hence we let
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Q
†
= (Q
†
t )t≥0 denote the L2(m)-semigroup of the killed process (Y ,T Y0 ) where T
Y
0 =
inf{t ≥ 0;Y t = 0}. Now let the process Y = (Yt)t≥0 be defined as
Yt = e−tYet−1, t ≥ 0, (3.31)
which is the (classical) Laguerre process of parameter −θ, also known as the
squared radial Ornstein-Uhlenbeck process with parameter −θ. Its semigroup
Q = (Qt)t≥0, which admits the representation
Qt f = Qet−1de−t ◦ f , (3.32)
is also a Feller semigroup in C0(R+) with infinitesimal generator given by
G f (x) = x f
′′
(x) + (1 − θ − x) f ′(x), x > 0,
with D(G) = { f ∈ C0(R+);G f ∈ C0(R+), f +(0) = 0}. Moreover, Q admits an
invariant measure m(x)dx with density given by
m(x) =
x−θe−x
Γ(1 − θ) , x > 0, (3.33)
which is the probability density of a Gamma random variable of parameter 1−θ,
denoted by G(1 − θ). Therefore, Q admits a strongly continuous contraction
extension on L2(m), also denoted by Q when there is no confusion. It is well-
known that Q is self-adjoint in L2(m) with a spectral decomposition given in
terms of the (classical) Laguerre polynomials, see e.g. [7, Section 2.7.3]. We also
let Q† = (Q†t )t≥0 be the L2(m)-semigroup of the killed process (Y,T Y0 ) since 0 is also
a reflecting boundary for Y .
We proceed by introducing two classes of Markov processes with jumps
which are natural generalizations of the processes Y and Y in the sense that they
share the 1-self-similarity property of Y and the second class is constructed from
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the first one by means of the relation (3.31). To this end, let ξ = (ξt)t≥0 be a spec-
trally negative Le´vy process, which is possibly killed at a rate κ ≥ 0, that is, killed
at an independent exponential time with parameter κ. It is then well-known that
ξ can be characterized by its Laplace exponent ψ : C+ = {z ∈ C : <(z) ≥ 0} → C,
which is defined, for any<(z) ≥ 0, by
ψ(z) = βz +
σ2
2
z2 −
∫ ∞
0
(e−zy − 1 + zy1|y|<1)Π(dy) − κ, (3.34)
where β ∈ R, σ ≥ 0, κ ≥ 0, and Π is a σ-finite measure satisfying ∫ ∞
0
(y2∧y)Π(dy) <
∞. Note that the quadruplet (β, σ,Π, κ) uniquely determines ψ and therefore
uniquely determines ξ. Furthermore, let
T(t) = inf
{
s > 0;
∫ s
0
eξrdr > t
}
, (3.35)
and for an arbitrary x > 0, define the process X = (Xt)t≥0 by
Xt = xeξT(tx−1) , t ≥ 0, (3.36)
where the above quantity is assumed to be 0 when T(tx−1) = ∞. According to
Lamperti [69], X is a 1-self-similar Markov process, and its infinitesimal gener-
ator takes the form
L f (x) = σ2x f ′′(x) +
(
β + σ2
)
f ′(x) +
∫ ∞
0
(
f (e−yx) − f (x) + yx f ′(x)) Π(dy)
x
− κ f (x),
(3.37)
for at least functions f ∈ DL = { fe(·) = f (e·) = C2([−∞,∞])}. Next, writing the set
N = {ψ of the form (3.34)}, the Lamperti transformation (3.36) enables to define
a bijection between the subspace of negative definite functionsN and the 1-self-
similar processes X. Moreover, when
ψ ∈ N↑ = {ψ ∈ N ; β ≥ 0, κ = 0} (3.38)
then X never reaches 0 and has an a.s. infinite lifetime. Otherwise, if ψ ∈ N \N↑,
then 0 is an absorbing point, which is reached continuously if κ = 0 and β < 0 or
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by a jump if κ > 0. In addition, according to Rivero [101], see also Fitzsimmons
[50], for each
ψ ∈ NX =
{
ψ ∈ N ; ∃ θ ∈ (0, 1) such that ψ(θ) = 0 and
∫
x>1
xeθxΠ(dx) < ∞
}
,
X admits a unique recurrent extension that leaves a.s. 0 continuously, denoted
by X = (Xt)t≥0. Its minimal process X
†
= (X
†
t )t≥0 = (Xt; 0 ≤ t ≤ T X0 ) is equivalent
to X, and 0 is a regular boundary for X. Let P = (Pt)t≥0 and P
†
= (P
†
t )t≥0 denote
the Feller semigroups of X and X
†
, respectively, i.e. Pt f (x) = Ex[ f (Xt)], P
†
t f (x) =
Ex[ f (Xt), t < T X0 ], f ∈ C0(R+). We also deduce from [101, Lemma 3] that m is,
up to a multiplicative constant, the unique excessive measure for P and also
an excessive measure for P
†
, hence both P and P
†
can be uniquely extended
to a strongly continuous contraction semigroup on L2(m), still using the same
notations when there is no confusion.
Moreover, we define the process X = (Xt)t≥0 by Xt = e−tXet−1, t ≥ 0, which,
by the self-similarity property of X is a homogeneous Markov process and is
called a reflected generalized Laguerre process, with 0 also being a regular bound-
ary. X† = (X†t )t≥0 stands for its minimal process, that is the one killed at the
stopping time T X0 . Note that, due to the deterministic and bijective transform
between processes X and X, X can also be uniquely characterized by ψ ∈ NX.
We further let P = (Pt)t≥0 and P† = (P†t )t≥0 denote the Feller semigroups of X and
X†, respectively. Then we easily get that
Pt f = Pet−1de−t ◦ f , (3.39)
and the infinitesimal generator of P is given, for f ∈ DL, by
L f (x) = L f (x) − x f ′(x). (3.40)
We observe that Y and Y are special instances of X and X respectively, when
κ = 0 and Π ≡ 0 in (3.37). Before stating the main result of this section, we
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need to introduce a few additional objects. First, we recall that the Wiener-Hopf
factorization for spectrally negative Le´vy processes, see e.g. [67], yields that the
function φ defined by φ(u) = ψ(u)u−θ , u ≥ 0, is a Bernstein function, that is the Laplace
exponent of a subordinator η = (ηt)t≥0 (i.e. a non-decreasing Le´vy process), see
e.g. [107] for an excellent account of Bernstein functions. Then, for f ∈ C0(R+)
we define the Markov multiplier Λφ by
Λφ f (x) = E[ f (xIφ)] (3.41)
where Iφ =
∫ ∞
0
e−ηtdt is the so-called exponential functional of η, see e.g. [90] and
the references therein for a recent account on this variable. We are now ready to
state the following.
Theorem 3.4.1. For each ψ ∈ NX, the following statements hold.
1. There exists a positive random variable VΨ whose law is absolutely continuous
with a density denoted by m, and it is an invariant measure for the semigroup P.
Moreover, the law of VΨ is determined by its entire moments
MVΨ(n + 1) =
n∏
k=1
ψ(k)
k
, n ∈ N. (3.42)
2. Λφ ∈ B(C0(R+)) ∩ B(L2(m)) ∩ B(L2(m),L2(m)) and has a dense range in both
L2(m) and L2(m). Furthermore, both Λφ and Λ̂φ are mass-preserving and satisfy
the condition (3.9).
3. For all f ∈ L2(m) (resp. f ∈ L2(m)), we have
PtΛφ f = ΛφQt f (resp. PtΛφ f = ΛφQt f ), (3.43)
and consequently,
P
†
t Λφ f = ΛφQ
†
t f (resp. P
†
t Λφ f = ΛφQ
†
t f ). (3.44)
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4. Under the normalization c(m) = c(m) = c(m) = 1, we have for any q > 0,
ΦY(q) = ΦX(q) =
Γ(1 − θ)
Γ(θ)
21−θqθ, ΦX(q) = ΦY(q) =
θΓ(q + θ)
Γ(1 + θ)Γ(q)
. (3.45)
5. X and X satisfy the weak-Krein property.
Remark 3.4.1. (i) The expression of the entire moment of Vψ appears in the work of
Barczy and Do¨ering [8, Theorem 1]. Their proof rely on a representation as the so-
lution of stochastic differential equation of some recurrent extensions of Lamperti
processes. We shall provide an alternative proof which is in the spirit of the papers
of Rivero [101] and Fitzsimmons [50] and could be used in a more general context.
(ii) To prove (3.43), we shall resort to a criteria that was developed in [31], and the
details of this proof can be found in Section 3.4.1. Note that a crucial assumption
is the conservativeness of the semigroups (i.e. Pt1 = 1, Pt1 = 1), a property that
is not fulfilled by P
†
or P†. Instead, to prove (3.44), we use our Theorem 3.2.1,
revealing its usefulness in this context.
(iii) It is well-known that the local time is defined up to a normalization constant. In
this paper, it is considered as an additive functional whose support is {0} and with
the total mass of its asociated Revuz measure normalized to c(m) = c(m) = c(m) =
1. However, one can also view the local times of Y and Y as the unique increas-
ing process in the Doob-Meyer decomposition of the semi-martingale (Y
θ
t )t≥0 and
(Yθt )t≥0 respectively, see e.g. [58, Theorem 3.2], which are denoted by l˜Y and l˜Y . The
local times for X and X can be defined similarly, see Section 3.4.2 for the proof.
Under this definition, the total mass of the Revuz measure is given by
c˜(m) =
θWφ(1 + θ)
Γ(1 − θ)Γ(1 + θ) , c˜(m) =
θ
Γ(1 − θ) , (3.46)
where Wφ will be defined later in the context. Under this normalization, the corre-
sponding Laplace exponents take the form
Φ˜X(q) =
Γ(1 − θ)Γ(q + θ)
Wφ(1 + θ)Γ(q)
, Φ˜Y(q) =
Γ(1 − θ)
Γ(1 + θ)
Γ(q + θ)
Γ(q)
. (3.47)
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We will detail this computation in Section 3.4.2.
(iv) The intertwining relation (3.43) is also a useful tool for deriving the spectral ex-
pansion of Pt f and P†t f in L2(m) under various conditions. We will provide such
expansions in Section 3.4.3.
The rest of this section is devoted to proving Theorem 3.4.1.
3.4.1 Proof of Theorem 3.4.1(1), (2) and (3)
First, let us prove that the expression of the entire moments of the variable X1
under P0 is given by (3.42). Writing ψ↑(u) = ψ(u + θ), u ≥ 0, we observe that
ψ↑(0) = ψ(θ) = 0, ψ↑(u) > 0 for u > 0, ψ
′
↑(0+) = ψ
′
(θ) > 0,
hence ψ↑ ∈ N↑ is the Laplace exponent of a spectrally negative Le´vy process ξ↑,
which drifts to +∞ a.s. and is associated, via the Lamperti mapping, to a 1-self-
similar process which can be viewed as the minimal process X† conditioned to
stay positive. Let Iψ↑ =
∫ ∞
0
e−ξ
↑
t dt denote the exponential functional of ξ↑, which,
by [18, Theorem 1], is well-defined, i.e. Iψ↑ < ∞ a.s., and has negative moments
of all orders, see [18, Theorem 3]. We also let Uq f (x) =
∫ ∞
0
e−qtPt f (x)dt denote
the resolvent of the self-similar semigroup P. Then combining [101, Theorem 2]
and [18, Equation (4)], with pz(x) = xz, we get, for each q > 0,<(z) ≥ 0,
Uqpz(0) =
1
MIψ↑ (θ)Γ(1 − θ)qθ
MIψ↑ (−z + θ)
∫ ∞
0
e−qttz−θdt
=
Γ(z − θ + 1)
Γ(1 − θ)
MIψ↑ (−z + θ)
MIψ↑ (θ)
p−z−1(q).
(3.48)
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On the other hand, from the definition of the resolvent Uq and the 1-self-
similarity of P, we have
Uqpz(0) =
∫ ∞
0
e−qtPtpz(0)dt =MVΨ(z + 1)
∫ ∞
0
e−qttzdt =MVΨ(z + 1)Γ(z + 1)p−z−1(q).
(3.49)
Combining equation (3.48) and (3.49), we deduce that
MVΨ(z + 1) =
Γ(z − θ + 1)
Γ(1 − θ)Γ(z + 1)
MIψ↑ (−z + θ)
MIψ↑ (θ)
=MB(1−θ,θ)(z + 1)
MIψ↑ (−z + θ)
MIψ↑ (θ)
, (3.50)
where B(1− θ, θ) is a random variable following a Beta distribution with param-
eters (1 − θ, θ). By [89, (2.3)], the Mellin transform of Iψ↑ satisfies the functional
equation
MIψ↑ (−z + 1) =
z
ψ↑(z)
MIψ↑ (−z), (3.51)
which holds on the domain {z ∈ C : ψ↑(<(z)) ≤ 0}. Combining (3.51) and (3.50),
we get, for<(z) ≥ 0, that
MVΨ(z + 1)
MVΨ(z)
=
Γ(z)
Γ(z + 1)
Γ(z − θ + 1)
Γ(z − θ)
MIψ↑ (−z + θ)
MIψ↑ (−z + θ + 1)
=
z − θ
z
ψ↑(z − θ)
z − θ =
ψ↑(z − θ)
z
=
ψ(z)
z
.
Hence (3.42) can be easily observed from the above relation together with the
initial conditionMVΨ(1) = 1. Next, the estimates∣∣∣∣∣∣∣∣
∏n+1
k=1 ψ(k)
((n+1)!)2∏n
k=1 ψ(k)
(n!)2
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣ψ(n + 1)(n + 1)2
∣∣∣∣∣→

σ2
2 if σ
2 > 0
0 if σ2 = 0
as n→ ∞,
yields that the series
E[eqVΨ] =
∞∑
n=1
MVΨ(n + 1)
n!
qn =
∞∑
n=1
∏n
k=1 ψ(k)
(n!)2
qn (3.52)
converges for |q| < 2
σ2
when σ2 > 0 and converges for |q| < ∞ when σ2 = 0.
Therefore, we get that VΨ is moment determinate. This completes the proof of
Theorem 3.4.1(1). Now, combining [101, Theorem 1] and [85, Proposition 2.4]
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combined, we obtain that the law of VΨ is absolute continuous and we denote
its density m. Then, we write, for any t, x > 0,
tnt(tx) = m(x),
i.e. changing slightly notation here and below
∫ ∞
0
f (x)m(x)dx = m f =
ntd1/t f . Then, combining (3.42) with the self-similarity property of P identi-
fies (nt(x)dx)t≥0 as a family of entrance laws for P, that is, for any t, s > 0 and
f ∈ C0(R+), ntPs f = nt+s f . Next, using successively the relation (3.39), the previ-
ous identity with t = 1 and s = et − 1, and the definition of nt above, we get that,
for any t > 0,
mPt f = mPet−1de−t ◦ f = netde−t ◦ f = m f .
Hence, m(x)dx is an invariant measure for P. Therefore, P can be uniquely ex-
tended to a strongly continuous contraction semigroup on L2(m), also denoted
by P when there is no confusion.
Next, we proceed by proving Theorem 3.4.1(2). The fact that Λφ ∈ B(C0(R+))
follows immediately by dominated convergence. For any f ∈ L2(m), we use the
Cauchy-Schwarz inequality and a change of variable to deduce that
‖Λφ f ‖2m ≤ E
[∫ ∞
0
f 2(xIφ)m(x)dx
]
=MIφ(θ)
∫ ∞
0
f 2(x)m(x)dx =MIφ(θ)‖ f ‖2m.
Since MIφ(θ) < ∞ by [91, Proposition 6.8], we get that Λφ ∈ B(L2(m)). In order
to prove that the range of Λφ is dense in B(L2(m)), we first define the following
function, for<(z) ∈
(
θ
2 ,
θ
2 + 1
)
,
Mg(z) =
Wφ(−z + θ2 + 1)Γ(z − θ2 )
Γ(−z + θ2 + 1)
, (3.53)
where Wφ is the unique log-concave solution to the functional equation Wφ(z +
1) = φ(z)Wφ(z) for<(z) ≥ 0, with initial condition Wφ(1) = 1, see [91, Theorem 5.1]
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and [90] for a comprehensive study of this equation. Using the Stirling formula,
see e.g. [83, (2.1.8)],
|Γ(z)| = C|e−z||zz||z|− 12 (1 + o(1)), C > 0, (3.54)
which is valid for large |z| and | arg(z)| < pi, as well as the large asymptotic behav-
ior, along the imaginary line 12 + ib, of Wφ, see [91, Theorem 5.1(3)], we have
Mg
(
1
2
+ ib
)
= o
(
|b|−θ−u
)
(3.55)
as |b| → ∞, for any u > 12 − θ. Mg being analytical on the strip<(z) ∈
(
θ
2 ,
θ
2 + 1
)
, it
is therefore absolutely integrable and decays to zero uniformly along the lines of
this strip. Hence one can apply the Mellin inversion theorem which combines
with the Cauchy’s Theorem, see e.g. [93, Lemma 3.1] for details of a similar
computation, gives that
g(x) =
1
2pii
∫ 1
2 +i∞
1
2−i∞
x−zMg(z)dz =
∞∑
n=0
(−1)nWφ(n + 1)
(n!)2
xn−
θ
2 .
On the other hand, again by (3.55), one easily observes that the mapping b 7→
Mg( 12 +ib) ∈ L2(R) and therefore, by the Parseval identity of the Mellin transform,
we have g ∈ L2(R+), which further yields that
g(θ)(x) = x
θ
2g(x) =
∞∑
n=0
(−1)nWφ(n + 1)
(n!)2
xn ∈ L2(m).
Moreover, we recall from [17] that the law of Iφ is absolutely continuous, with a
density denoted by ι, and is determined by its entire moments
MIφ(n + 1) = E[Inφ] =
n!∏n
k=1 φ(k)
=
n!
Wφ(n + 1)
, n ∈ N. (3.56)
Hence, by means of a standard application of Fubini theorem, see e.g. [113, Sec-
tion 1.77], one shows that, for any c, x > 0,
Λφdcg(θ)(x) =
∞∑
n=0
(−1)nWφ(n + 1)
(n!)2
(cx)nMIφ(n + 1) =
∞∑
n=0
(−1)n
n!
(cx)n = dce(x),
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where e(x) = e−x ∈ L2(m). Since the span of (dce)c>0 is dense in L2(m), we conclude
that Λφ has a dense range in L2(m). Next, combining (3.42) and (3.56), we obtain
that, for all n ∈ N,
MVψ(n + 1)MIφ(n + 1) =
∏n
k=1(k − θ)φ(k)∏n
k=1 φ(k)
=
Γ(n + 1 − θ)
Γ(1 − θ) =MG(1−θ)(n + 1),
where we recall that G(1 − θ) is a Gamma random variable with parameter 1 − θ
whose law is denoted by m. Since both Iφ and G(1 − θ) are moment determinate
and so is Vψ, see Theorem 3.4.1(1), we have
G(1 − θ) d=VΨ × Iφ, (3.57)
where d= stands for the identity in distribution and × represents the product of
independent variables. Therefore, for any f ∈ L2(m), by Ho¨lder’s inequality and
the factorization identity (3.57), we have
‖Λφ f ‖2m ≤
∫ ∞
0
Λφ f 2(x)m(x)dx =
∫ ∞
0
∫ ∞
0
ι(y) f 2(xy)dym(x)dx (3.58)
=
∫ ∞
0
f 2(z)
∫ ∞
0
1
x
ι
( z
x
)
m(x)dxdz =
∫ ∞
0
f 2(z)m(z)dz = ‖ f ‖2m, (3.59)
where the second last equality comes from the factorization (3.57). There-
fore, we see that Λφ ∈ B(L2(m),L2(m)) with |||Λφ||| ≤ 1. Next, for an arbitrary
polynomial of order n ∈ N, denoted by pn(x) = ∑ni=0 aixi, ai ∈ R, we write
gn(x) =
∑n
i=0
ai
MVΨ (i+1) x
i. It is easy to observe that gn ∈ L2(m) and Λφgn(x) = fn(x).
Therefore, pn ∈ Ran(Λφ) ⊆ L2(m). Using the fact that Vψ is moment determi-
nate, we deduce that the set of polynomials are dense in L2(m), see [1, Corollary
2.3.3], hence Λφ has dense range in L2(m). Moreover, as Λφ is a Markov mul-
tiplier, i.e. Λφ1(x) =
∫ ∞
0
ι(y)dy = 1 where here 1 = 1R+ . Furthermore, observe
that
Λφ1{0}(x) =
∫ ∞
0
ι(y)1{0}(xy)dy =

∫ ∞
0
ι(y)dy = 1 if x = 0,
0 if x , 0,
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and hence Λφ1{0} ≡ 1{0}. Moreover, for any f ∈ L2(m), Λφ f (0) =
∫ ∞
0
f (0)ι(y)dy =
f (0). To prove similar results for Λ̂φ, let us first observe that for any f ∈ L2(m), g ∈
L2(m), f , g ≥ 0,
〈
f , Λ̂φg
〉
m
=
〈
Λφ f , g
〉
m
=
∫ ∞
0
f (xy)ι(y)dyg(x)m(x)dx
=
∫ ∞
0
f (r)m−1(r)
∫ ∞
0
ι(r/x)g(x)m(x)/xm(r)dr
=
∫ ∞
0
f (r)m−1(r)
∫ ∞
0
g(rv)m(rv)ι(1/v)1/vdvm(r)dr.
Moreover, for any f ∈ L2(m), g ∈ L2(m), | f | ∈ L2(m), |g| ∈ L2(m), hence we get that
for any g ∈ L2(m),
Λ̂φg(x)
a.e.
=
1
m(x)
∫ ∞
0
g(xy)m(xy)ι
(
1
y
)
1
y
dy. (3.60)
Therefore, for any x ≥ 0, Λ̂φ1(x) = 1m(x)
∫ ∞
0
m(xy)ι
(
1
y
)
1
ydy = 1 by the factoriza-
tion (3.57). Furthermore, both properties Λ̂φ1{0} = 1{0} and Λ̂φ f (0) = f (0) can be
proved using the same method as before. Next, we prove (3.43) in two steps.
The first step is to establish (3.43) in C0(R+). Note that by identities (3.39) and
(3.32), in order to prove PtΛφ = ΛφQt on C0(R+), it suffices to show only that
PtΛφ = ΛφQt on C0(R+), for which we use the criteria stated in [31, Proposition
3.2]. On the one hand, by (3.57), we have
MG(1−θ)(z) =MVΨ(z)MIφ(z) (3.61)
for all z ∈ 1+ iR. sinceMG(1−θ)(z) , 0 on z ∈ 1+ iR andMIφ(z) < ∞ on z ∈ 1+ iR, see
[91, Proposition 6.7], we see from (3.61) thatMVΨ(z) , 0 on z = 1 + iR. Hence by
an application of the Wiener’s Theorem, see e.g. [91, Lemma 7.9], one concludes
that the multiplicative kernel Vψ associated to VΨ, i.e. Vψ f (x) = E[ f (xVΨ)],
is injective on C0(R+). This combined with (3.57) provides all conditions for
the application of [31, Proposition 3.2], which gives that (3.43) holds for all
t ≥ 0 and f ∈ C0(R+). Next, recalling that C0(R+) ∩ L2(m) is dense in L2(m)
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(resp. C0(R+) ∩ L2(m) is dense in L2(m)), and since Λφ ∈ B(L2(m),L2(m)) and, for
all t ≥ 0, Pt ∈ B(L2(m)),Qt ∈ B(L2(m)) (resp. Pt ∈ L2(m),Qt ∈ L2(m)), we con-
clude the extension of the intertwining relation between P and Q from C0(R+)
to L2(m) (resp. between P and Q from C0(R+) to L2(m)) by a density argument.
Finally, using the properties of Λφ proved in the first statement, we can directly
apply Theorem 3.2.1 to deduce (3.44) from (3.43). This concludes the proof of
Theorem 3.4.1(3).
3.4.2 Proof of Theorem 3.4.1(4)
In order to compute ΦY , we first note that [94] has considered the normalization
Ex[l˜Rt ] =
∫ t
0
qs(x, 0)ds, where qs(x, y) is the transition density of Q with respect to
the speed measure m. Under this normalization, we have
c(m) = lim
t→0
1
t
∫ t
0
∫ ∞
0
m(x)qs(x, 0)dxds = 1
where we used the property that the integration of qs(x, 0) with respect to the
speed measure is 1. Hence by [43, Section 5], we have, for q > 0,
ΦY(q) = 2θΦ˜R(q) =
Γ(1 − θ)
Γ(θ)
21−θqθ.
Combining this formula with the intertwining relation PtΛ = ΛQt and Theo-
rem 3.2.1, we easily deduce that ΦX = ΦY and this completes proof of the first
half of Theorem 3.4.1(4). Now let us focus on computing ΦX and ΦY . As previ-
ously mentioned in Remark 3.4.1(ii), l˜Y is defined in [58] as the unique continu-
ous increasing process such that
Nt = Yθt − l˜Yt is a martingale, (3.62)
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which uses the Doob-Meyer decomposition of the semi-martingale Yθ, where we
recall that Y is the squared radial Ornstein-Uhlenbeck process of order −θ. The
expression of Φ˜Y , the Laplace exponent of the inverse of l˜Y , is given in (3.47).
Therefore, our goal is to compute the constants c˜(m) and c˜(m) and we simply
have,
ΦX(q) =
Φ˜X(q)
c˜(m)
, ΦY(q) =
Φ˜Y(q)
c˜(m)
.
In this direction, we will need the following Lemma, which is a generaliza-
tion of [58, Proposition 2.1] from continuous semi-martingales to ca`dla`g semi-
martingales, and serves as a stepping stone for computing c˜(m).
Lemma 3.4.1. Let (Mt)t≥0 be a ca`dla`g semi-martingale with M0 = 0. Let g : R+ → R+
be an increasing continuous function with g(0) = 0, and let h : R+ → R+ be a strictly
positive, continuous function, locally with bounded variation. We set
Nt = h(t)Mg(t), t ≥ 0,
and we denote by l˜M (resp. l˜N) the local time at 0 of the ca`dla`g semi-martingale M
(resp. N). Then l˜N can be obtained from a simple transform of l˜M by
l˜Nt =
∫ t
0
h(s)dl˜Mg(s). (3.63)
Proof. By definition of the local time via the Meyer-Tanaka formulae, see [96,
Chapter IV], one has
|Mt| =
∫ t
0
sgn(Ms)dMs + l˜Mt +
∑
0<s≤t
(|Ms| − |Ms−| − sgn(Ms−)∆Ms), (3.64)
|Nt| =
∫ t
0
sgn(Ns)dNs + l˜Nt +
∑
0<s≤t
(|Ns| − |Ns−| − sgn(Ns−)∆Ns), (3.65)
where the function sgn is the sign function defined by sgn(x) = 1{x>0} − 1{x<0}.
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Consequently,
|Mg(t)| =
∫ g(t)
0
sgn(Ms)dMs + l˜Mg(t) +
∑
0<s≤g(t)
(|Ms| − |Ms−| − sgn(Ms−)∆Ms)
=
∫ t
0
sgn(Ns)d((h(s))−1Ns) + l˜Mg(t) +
∑
0<s≤t
(h(s))−1(|Ns| − |Ns−| − sgn(Ns−)∆Ns)
=
∫ t
0
sgn(Ns)(h(s))−1dNs −
∫ t
0
(h(s))−2|Ns|dh(s) + l˜Mg(t)
+
∑
0<s≤t
(h(s))−1(|Ns| − |Ns−| − sgn(Ns−)∆Ns).
Therefore using integration by parts, we have
|Nt| = h(t)|Mg(t)| =
∫ t
0
h(s)dMg(s) +
∫ t
0
Mg(s)dh(s)
=
∫ t
0
sgn(Ns)d(Ns) −
∫ t
0
(h(s))−1|Ns|dh(s) +
∫ t
0
h(s)dl˜Mg(s) +
∫ t
0
(h(s))−1|Ns|dh(s)
+
∑
0<s≤t
(|Ns| − |Ns−| − sgn(Ns−)∆Ns)
=
∫ t
0
sgn(Ns)dNs +
∫ t
0
h(s)dl˜Mg(s) +
∑
0<s≤t
(|Ns| − |Ns−| − sgn(Ns−)∆Ns), (3.66)
which, by identification between (3.65) and (3.66), yields that l˜Nt =
∫ t
0
h(s)dl˜Mg(s).
Now let us compute the constants c˜(m) and c˜(m). To this end, we first recall
from [101] that pθ(x) = xθ, x > 0, is an invariant function for the semigroup
P
†
, therefore Ptpθ(x) ≥ P†t pθ(x) = pθ(x), from which we deduce that the process
(X
θ
) = (X
θ
t )t≥0 is a submartingale. Hence using a similar definition as (3.62), we
define l˜X as the unique increasing process such that
Mt = X
θ
t − l˜Xt is a martingale. (3.67)
Using the deterministic time change (3.31) between X and X, we get Xθt =
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e−θtX
θ
et−1, hence Lemma 3.4.1 yields that
l˜Xt =
∫ t
0
e−θsdl˜Xes−1 =
∫ t
0
e−θs
(
dX
θ
es−1 + dMes−1
)
=
∫ t
0
e−θsd(eθsXθs) +
∫ t
0
e−θsdMes−1
= θ
∫ t
0
Xθsds + X
θ
t − Xθ0 +
∫ t
0
e−θsdMes−1.
Now we observe that, on the one hand,∫ ∞
0
Ex
[∫ t
0
Xθsds
]
m(x)dx =
∫ t
0
∫ ∞
0
Ex
[
Xθs
]
m(x)dxds =
∫ t
0
mPspθds
=
∫ t
0
mpθds =
Wφ(1 + θ)
Γ(1 − θ)Γ(1 + θ) ,
where we used the fact that m(x)dx is an invariant measure for the semi-
group P. On the other hand, by the martingale property of (Mt)t≥0, we have
Ex[
∫ t
0
e−θsdMes−1] = 0 for all x ≥ 0. Hence, by the definition of c˜(m), see (3.5), and
the definition of semigroup P, we get
c˜(m) =
∫ ∞
0
Ex[l˜X1 ]m(x)dx =
∫ ∞
0
Ex
[(
θ
∫ 1
0
Xθsds + X
θ
1 − Xθ0
)]
m(x)dx
=
θWφ(1 + θ)
Γ(1 − θ)Γ(1 + θ) + mP1pθ −mpθ =
θWφ(1 + θ)
Γ(1 − θ)Γ(1 + θ) .
In particular, since φY(u) = u, we have c˜(m) = θ
Γ(1−θ) , and Theorem 3.4.1(4) follows
from dividing (3.47) by c˜(m).
3.4.3 Proof of Theorem 3.4.1(5) and spectral expansions
In the section, we will prove Theorem 3.4.1(5) by providing the spectral expan-
sion of Pt f and P†t f . In fact, we will find conditions on ψ, f and t such that
these expansions hold. Note that the expansions for P and P
†
require additional
analysis that will be detailed in a forthcoming paper, see already the paper by
Patie and Zhao [93], which provides the spectral expansions for reflected stable
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processes. Let us start by recalling some well-known results for the self-adjoint
semigroups Q and Q†. For n ≥ 0, let Ln and L†n be the Laguerre polynomials (of
different orders) defined by
Ln(x) = R
(n)m(x)
m(x)
=
n∑
k=0
(−1)k Γ(n + 1 − θ)
Γ(k + 1 − θ)Γ(n − k + 1)
xk
k!
, (3.68)
L†n(x) =
n∑
k=0
(−1)k Γ(n + 1 + θ)
Γ(k + 1 + θ)Γ(n − k + 1)
xk+θ
k!
, (3.69)
where R(n) f (x) = (xn f (x))(n)n! is the Rodrigues operator. Then Ln ∈ L2(m) (resp. L†n ∈
L2(m)) is an eigenfunction of Qt (resp. Q†t ) associated with eigenvalue e−nt
(resp. e−(n+θ)t), i.e. QtLn(x) = e−ntLn(x) (resp. Q†tL†n(x) = e−(n+θ)tL†n(x)) for all n ≥ 0.
Moreover, for any t > 0, f ∈ L2(m), Qt and Q†t admit the following spectral ex-
pansions in L2(m)
Qt f =
∞∑
n=0
e−ntcn(−θ) 〈 f ,Ln〉mLn, (3.70)
Q†t f =
Γ(1 − θ)
Γ(1 + θ)
∞∑
n=0
e−(n+θ)tcn(θ)
〈
f ,L†n
〉
m
L†n, (3.71)
where for any n ≥ 0, u > −1, we set
cn(u) =
Γ(1 + u)Γ(n + 1)
Γ(n + 1 + u)
. (3.72)
In order to study the spectral expansions of P and P†, we again recall from [101]
that the function pθ(x) = xθ is an invariant function for semigroup P
†
. Hence we
have
P†t pθ(x) = P
†
et−1de−t pθ(x) = P
†
1−e−t pθ(xe
−t) = pθ(xe−t) = e−θtpθ(x),
i.e. pθ is a θ-invariant function for semigroup P†. Therefore, by Doob’s h-
transform, we can define a semigroup P↑ = (P↑t )t≥0, for t ≥ 0 and x > 0, by
P↑t f (x) = e
θtP
†
t pθ f (x)
pθ(x)
. (3.73)
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Note that P↑ is a generalized Laguerre semigroup associated to ψ↑ ∈ N↑, which
we recall is defined as ψ↑(u) = ψ(u + θ) for all u ≥ 0. Therefore, as shown in
[91], the semigroup P↑ has an invariant measure m↑, whose law is absolutely
continuous and determined by its entire moments
Mm↑(n + 1) =
∏n
k=1 ψ↑(k)
n!
, n ∈ N. (3.74)
Next, we say that a sequence (Pn)n≥0 in the Hilbert space L2(m) is a Bessel se-
quence if there exists A > 0 such that
∞∑
n=0
|〈 f , Pn〉ν|2 ≤ A|| f ||2ν (3.75)
hold, for all f ∈ L2(m), see e.g. the monograph [34]. The constant A is called a
Bessel bound. Recalling that the class N is defined as the collection of ψ in the
form (3.34), we further define the following subclasses of N . Denoting Π(y) =∫ ∞
y
∫ ∞
r
Π(dx)dr the double tail of Π, we set
NP = {ψ ∈ N ;σ2 > 0}, (3.76)
N∞ = NP ∪ {ψ ∈ N ;σ2 = 0,Π(0+) = ∞}. (3.77)
Note that when ψ ∈ N∞ then limu→∞ ψ(u)u = ∞. Moreover, define the following
sets of (ψ, f ),
DX(Λφ) = {(ψ, f ); ψ ∈ NX, f ∈ Ran(Λφ)}, (3.78)
DNP(m) = {(ψ, f ); ψ ∈ NP ∩ NX, f ∈ L2(m)}. (3.79)
Finally, for any ψ ∈ N , we let
Pψn (x) =
n∑
k=0
(−1)k
(
n
k
)
k!∏k
i=1 ψ(i)
xk. (3.80)
We are now ready to state the following theorem, which provides spectral prop-
erties of the non-self-adjoint semigroups Pt f and P†t f .
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Theorem 3.4.2. For any ψ ∈ NX, we have the following.
1. Let us write, for any n ∈ N,
Pn(x) = Pψn (x), P†n(x) = xθPψ↑n (x). (3.81)
ThenPn ∈ L2(m) (resp.P†n ∈ L2(m)) is an eigenfunction of Pt (resp. P†t ) associated
to the eigenvalue e−nt (resp. e−(n+θ)t). Moreover, the sequence
(
c
− 12
n (−θ)Pn
)
n≥0
is a
dense Bessel sequence in L2(m) with upper bound 1, where we recall that cn(u) is
defined in (3.72). Finally, we have (e−nt)n≥0 = S (Qt) ⊆ S (Pt), and (e−(n+θ)t)n≥0 =
S (Q†t ) ⊆ S (P†t ).
2. For any ψ ∈ NX ∩ N∞ and n ≥ 0, let
mn(x) =
R(n)m(x)
m(x)
, m†n(x) =
R(n)m↑(x)
xθm(x)
. (3.82)
Then mn (resp. m†n) is an eigenfunction of P̂t (resp. P̂†t ) associated to the eigenvalue
e−nt (resp. e−(n+θ)t). Moreover, the sequences (Pn)n≥0 and (mn)n≥0 (resp. (P†n)n≥0 and
(m†n)n≥0) are biorthogonal sequences in L2(m). Furthermore, if ψ ∈ NP ∩NX, then
for any  > 0 and large n,
‖mn‖m = O(en). (3.83)
If in addition Π(0+) < ∞, then with b = β+Π(0+)
σ2
, we have for large n,
‖mn‖m = O(nb), (3.84)
and the sequence (
√
cn(b)mn)n≥0 is a Bessel sequence in L2(m) with bound 1.
3. For any t > 0 and (ψ, f ) ∈ DX(Λφ) ∪ DNP(m), we have in L2(m) the following
spectral expansions
Pt f (x) =
∞∑
n=0
e−nt 〈 f ,mn〉mPn(x), (3.85)
P†t f (x) =
∞∑
n=0
e−(n+θ)t
〈
f ,m†n
〉
m
P†n(x). (3.86)
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Before proving the previous Theorem, we state the following corollary which
gives the speed of convergence to equilibrium in the Hilbert space topology
L2(m).
Corollary 3.4.1. Let ψ ∈ NP ∩NX with Π(0+) < ∞, then recalling that b = β+Π(0+)σ2 , we
have, for any f ∈ L2(m) and t > 0,
‖Pt f −m f ‖m ≤
√
b + 1
1 − θe
−t‖ f −m f ‖m. (3.87)
The rest of this section is devoted to the proof of these results.
Proof of Theorem 3.4.2(1)
Let ψ ∈ NX and recall that Λφpk(x) = E[xkIkφ] = k!ak(φ) pk(x). Use the linearity of Λφ
and note that for any n ≥ 0,
ΛφLn(x) =
n∑
k=0
(−1)kΓ(n + 1 − θ)
Γ(k + 1 − θ)Γ(n − k + 1)
1
k!
Λφpk(x)
=
n∑
k=0
(−1)k(n − θ) . . . (k + 1 − θ)
(n − k)!
1∏k
i=1 φ(i)
pk(x)
=
n∑
k=0
(−1)k (n − θ) . . . (k + 1 − θ)
(n − k)!
k∏
i=1
i − θ
ψ(i)
pk(x) =
(
n − θ
n
) n∑
k=0
(
n
k
)
(−1)kk!∏k
i=1 ψ(i)
xk
=
Pn(x)
cn(−θ) .
Since Ln ∈ L2(m), and Λφ ∈ B(L2(m),L2(m)), we get that Pn ∈ L2(m). Apply the
intertwining relation (3.43), together with QtLn(x) = e−ntLn(x), we get, for each
n ∈ N,
PtPn(x) = cn(−θ)PtΛφLn(x) = cn(−θ)ΛφQtLn(x) = cn(−θ)e−ntΛφLn(x) = e−ntPn(x).
This proves the eigenfunction property of Pn. Next, using the fact that Vψ is
moment determinate, we see that the set of polynomials are dense in L2(m), see
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[1, Corollary 2.3.3], which proves the completeness of (Pn)n≥0. Next, to get the
Bessel property of
(
c
− 12
n (−θ)Pn
)
n≥0
, we observe that, for any f ∈ L2(m),
∞∑
n=0
∣∣∣∣∣〈 f , c− 12n (−θ)Pn〉
m
∣∣∣∣∣2 = ∞∑
n=0
∣∣∣∣〈 f , √cn(−θ)ΛφLn〉
m
∣∣∣∣2 = ∞∑
n=0
∣∣∣∣〈Λ̂φ f , √cn(−θ)Ln〉
m
∣∣∣∣2
= ‖Λ̂φ f ‖2m ≤ ‖ f ‖2m,
where we used the Parseval identity for the (normalized) Laguerre polynomials
in L2(m), see e.g. [7, Section 2.7], and the fact that Λ̂φ ∈ B(L2(m),L2(m)) as the
adjoint of Λφ ∈ B(L2(m),L2(m)) with |||Λ̂φ||| = |||Λφ||| ≤ 1. Finally, using similar
computations than above, we observe that P†n = Wφ(1+θ)Γ(1+θ) cn(θ)ΛφL†n, and the proof
for P†n being an eigenfunction for P†t with eigenvalue e−(n+θ)t follows through a
similar line of reasoning using the intertwining relation with Q†t . This concludes
the proof.
Proof of Theorem 3.4.2 (2)
Let us write T1ψ(u) = uu+1ψ(u + 1) for u > 0, then by [68, Lemma 2.1], T1ψ is the
Laplace exponent of a spectrally negative Le´vy process, which satisfies T1ψ(0) =
0 and (T1ψ)′(0) = ψ(1) > 0. Hence T1ψ ∈ N↑ and therefore by [91, Theorem 1.5],
T1ψ characterizes a generalized Laguerre semigroup, denoted by P˘ = (P˘t)t≥0,
with an invariant measure denoted by m˘, and the spectral properties of P˘ have
been studied in [91]. In the rest of the paper, this semigroup P˘ will serve as
a reference semigroup in order for us to develop further spectral results for P.
Our first aim is to establish an intertwining relation between the semigroups P
and P˘. To this end, we need introduce a few objects and notation. Let Z be a
random variable whose law is given by
P(Z ∈ dx) = ψ(1)W ′+(− ln x)dx + W(0)δ1(x), x ∈ [0, 1], (3.88)
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with δ1 denoting the Dirac mass at 1, and W
′
+ being the right-derivative of the so-
called scale function of the Le´vy process ξ, see e.g. [67, Section 8.2], which is an
increasing function W : [0,∞) −→ [0,∞) characterized by its Laplace transform∫ ∞
0
e−λxW(x)dx =
1
ψ(λ)
, λ > 0. (3.89)
We also recall that W(0) = 0 whenever ψ ∈ N∞ and thus in such case the law of Z
is absolutely continuous with a density denoted by z. We are now ready to state
and prove the following lemma.
Lemma 3.4.2. Define the multiplicative kernel ΛZ as ΛZ f (x) = E[ f (xZ)], then ΛZ ∈
B(C0(R+)) ∩ B(L2(m),L2(m˘)) with |||ΛZ||| ≤ 1. Furthermore, for all f ∈ L2(m), we have
ΛZPt f = P˘tΛZ f . (3.90)
Proof. First, we observe that, for all n ∈ N,
MVΨ(n + 1) =
∏n
k=1 ψ(k)
n!
=
∏n
k=1
k
k+1ψ(k + 1)
n!
ψ(1)(n + 1)
ψ(n + 1)
=MVT1ψ(n + 1)
ψ(1)(n + 1)
ψ(n + 1)
,
where, by [91, Theorem 2.1], VT1ψ is the random variable whose law is the sta-
tionary distribution of P˘ and is determined by its entire momentsMVT1ψ(n+ 1) =∏n
k=1 T1ψ(k)
n! . Now by (3.89), we have, using an obvious change of variable and
integration by parts, that for each n ∈ N,
1
ψ(n + 1)
=
∫ ∞
0
e−(n+1)xW(x)dx =
∫ 1
0
unW(− ln u)du = 1
n + 1
(
W(0) +
∫ 1
0
unW
′
+(− ln u)du
)
.
Therefore,
MVΨ(n + 1) =MVT1ψ(n + 1)
ψ(1)(n + 1)
ψ(n + 1)
=MVT1ψ(n + 1)ψ(1)
∫ 1
0
unW
′
+(− ln u) + W(0)δ1(u)du
=MVT1ψ(n + 1)
∫ 1
0
unζ(u)du =MVT1ψ(n + 1)MZ(n + 1).
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Both variables VΨ and VT1ψ are moment determinate by Theorem 3.4.1(1) and [91,
Theorem 2.1], and so does Z since it has compact support. Hence we conclude
that
VΨ
d
=VT1ψ × Z. (3.91)
Therefore, the facts that ΛZ ∈ B(L2(m),L2(m˘)) and |||ΛZ||| ≤ 1 follow from similar
arguments as (3.58) and ΛZ ∈ B(C0(R+)) follows easily from dominated conver-
gence. Moreover, by [91, Lemma 7.9], the multiplicative kernelVT1ψ defined by
VT1ψ f (x) = E[ f (xVT1ψ)] is one-to-one in C0(R+). Hence again using [31, Propo-
sition 3.2], the intertwining relation (3.90) holds for all f ∈ C0(R+), and we can
further extend this relation to L2(m) using a density argument as C0(R+) ∩ L2(m)
is dense in L2(m) and the fact that Pt ∈ L2(m), P˘t ∈ L2(m˘). This completes the
proof.
Corollary 3.4.2. For any ψ ∈ N∞ ∩ NX, we have m(x) > 0 for any x > 0 and m ∈
C∞(R+)0(R+).
Proof. Let us write φ1(u) =
T1ψ(u)
u , u ≥ 0, then since T1ψ ∈ N↑, an application
of the Wiener-Hopf factorization yields that φ1 is a Bernstein function, see [91,
(1.8)]. Moreover, by observing that φ1(u) = u+1−θu+1 φ(u + 1), it is easy to see that
limu→∞ φ1(u) = φ(u) = ∞ as ψ ∈ N∞. Hence by [91, Theorem 1.6], the density of m˘
is concentrated and positive on (0,∞). Now since, for all n ∈ N
E[Vn+1ψ ] =
∏n+1
k=1 ψ(k)
(n + 1)!
= ψ(1)
∏n
k=1 T1ψ(k)
n!
= ψ(1)E[VnT1ψ],
we get by moment determinacy that
xm(x) = ψ(1)m˘(x), x > 0. (3.92)
This implies that the density of m has the same support as m˘. Now let Π1 denote
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the Le´vy measure of T1ψ, then by [85, Theorem 2.2],
Π1(y) =
∫ ∞
y
(e−rΠ(r)dr + e−rΠ(dr)) = e−yΠ(y), Π1(0+) = Π(0+), (3.93)
therefore if ψ ∈ N∞, so does T1ψ and therefore m˘ ∈ C∞0 (R+) by [91, Theorem 2.5].
Again using (3.92), m and m˘ have the same smoothness properties, which shows
that m ∈ C∞0 (R+).
We now have all the ingredients to prove Theorem 3.4.2(2). From (3.93), it
is easy to see that if ψ ∈ N∞ ∩ NX, then T1ψ ∈ N∞ ∩ N↑ and we see from [91,
Theorem 2.19] that P˘t has co-eigenfunctions m˘n ∈ L2(m˘), given by m˘n(x) = R(n)m˘(x)m˘(x) .
Now let us define, for any n ∈ N,
mn = Λ̂Zm˘n, (3.94)
then mn ∈ L2(m) since Λ̂Z ∈ B(L2(m˘),L2(m)). Moreover, similar to (3.60), we
deduce that, for almost every (a.e.) x > 0,
mn(x) = Λ̂Zm˘n(x) =
1
m(x)
∫ ∞
0
y−1m˘n(xy)m˘(xy)z
(
1
y
)
dy =
1
m(x)
∫ ∞
0
y−1R(n)m˘(xy)z
(
1
y
)
dy,
where we recall that z denotes the density of the random variable Z whose law is
absolutely continuous as W(0) = 0 with ψ ∈ N∞. We write, for any n ∈ N, wn(x) =
mn(x)m(x) and w˘n(x) = m˘n(x)m˘(x) = R(n)m˘(x), x > 0, then the above equation is
equivalent to
wn(x) =
∫ ∞
0
y−1w˘n(xy)z
(
1
y
)
dy (3.95)
for a.e. x > 0. In other words, we have, with the obvious notation, wn
a.e.
= w˘
√
z
where
√
represents the Mellin convolution, see [77, Section 11.11]. Therefore,
by [77, (11.11.4)], we have, for any<(z) > n,
Mwn(z) =MZ(z)Mw˘n(z) =MZ(z)
(−1)n
n!
Γ(z)
Γ(z − n)MVT1ψ(z) =
(−1)n
n!
Γ(z)
Γ(z − n)MVψ(z)
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where the last identity comes from the factorization (3.91). Observe that the
right-hand side of the above equation is indeed the Mellin transform of R(n)m(x),
and by injectivity of the Mellin transform, we conclude that wn(x)
a.e.
= R(n)m(x), or
equivalently
mn(x) =
R(n)m(x)
m(x)
for almost every x > 0, which can be extended to every x > 0 by the conti-
nuity of mn and the smoothness of m, see Corollary 3.4.2. Furthermore, by the
intertwining relationship (3.90),
P̂tmn(x) = P̂tΛ̂Zm˘n(x) = Λ̂Ẑ˘Ptm˘n(x) = e−ntΛ̂Zm˘n(x) = e−ntmn(x), (3.96)
which shows that mn is an eigenfunction for P̂ (or co-eigenfunction for P). Fi-
nally, take any g ∈ L2(m), then by the co-eigenfunction property of mn and the
intertwining relation (3.43), we have
e−nt
〈
Λ̂φmn, g
〉
m
= e−nt
〈
mn,Λφg
〉
m
=
〈
P̂tmn,Λφg
〉
m
=
〈
mn, PtΛφg
〉
m
=
〈
mn,ΛφQtg
〉
m
=
〈
Λ̂φmn,Qtg
〉
m
.
In other words, Λ̂φmn is a co-eigenfunction of Qt, which is indeed Ln since Qt is
self-adjoint. Moreover, recalling that Λφ has a dense range in L2(m), we have that
Λ̂φ is one-to-one on L2(m) and thus equation Λ̂φ f = Ln has at most one solution
in L2(m), which is indeed mn. Therefore, we deduce that, for any m, n ≥ 0,
〈Pm,mn〉m = cm(−θ)
〈
ΛφLm,mn
〉
m
= cm(−θ)
〈
Lm, Λ̂φmn
〉
m
= cm(−θ) 〈Lm,Ln〉m = 1{m=n},
(3.97)
by the orthogonality property of the Laguerre polynomials. This shows that
the sequences (Pn)n≥0 and (mn)n≥0 are biorthogonal. Next, by [33], T1ψ and ψ
have the same parameter σ2, hence ψ ∈ NP ∩ NX if and only if T1ψ ∈ NP ∩ N↑.
Moreover, observing that φ(∞) = φ1(∞) = β + Π(0+), hence by [91, Theorem 9.1
95
and Theorem 10.1], the bounds on the right-hand side of (3.83) and (3.84) hold
for ‖m˘n‖m˘. Since mn = Λ̂Zm˘n and |||Λ̂Z||| = |||ΛZ||| ≤ 1, we conclude the same bounds
for ‖mn‖m. Finally, by [91, Theorem 10.1], the sequence (√cn(b)m˘n)n≥0 is a Bessel
sequence in L2(m˘) with bound 1, hence we have, for any f ∈ L2(m),
∞∑
n=0
∣∣∣∣〈 f , √cn(b)mn〉
m
∣∣∣∣2 = ∞∑
n=0
∣∣∣∣〈 f , √cn(b)Λ̂Zm˘n〉
m
∣∣∣∣2 = ∞∑
n=0
∣∣∣∣〈ΛZ f , √cn(b)m˘n〉
m˘
∣∣∣∣2 ≤ ‖ΛZ f ‖2m˘ ≤ ‖ f ‖2m
since |||ΛZ||| ≤ 1. This proves that (√cn(b)mn)n≥0 is a Bessel sequence in L2(m).
Now in the case of m†n, let us first prove that it is in L2(m), which suffices to
show its L2(m)-integrability around the neighborhoods of 0 and infinity. To this
end, define dφ1 = sup{u < 0; φ1(u) = −∞ or φ1(u) = 0}, where we recall that φ1(u) =
T1ψ(u)
u =
ψ(u+1)
u+1 , then we easily observe that dφ1 = θ−1 since θ is the largest root of ψ.
Hence by combining [91, Theorem 5.4] and (3.92), we see that for any a > θ and
A ∈ (0, r), that exists a constant Ca,A > 0 such that m(x) ≥ Ca,Axa for all x ∈ (0, A).
Therefore, denoting w†n = m
†
nm, then we see that
(m†n(x))
2m(x) =
(w†n(x))2
m(x)
≤ 1
Ca,A
x−a(w†n(x))
2
for all x ∈ (0, A). Hence to prove the L2(m)-integrability of m†n around 0, it suf-
fices to prove the L2(p−a)-integrability of w†n around 0, where p−a(x)dx = x−adx.
However, observe that w†n = R
(n)m↑
pθ
, thus by taking the Mellin transform on both
sides, we have, for<(z) > n + θ,
Mw†n(z) =MR(n)m↑(z− θ) =
(−1)n
n!
Γ(z − θ)
Γ(z − θ − n)Wφ↑(z− θ) =
(−1)n
n!
Γ(z − θ)
Γ(z − θ − n)
Wφ(z)
Wφ(1 + θ)
,
where for the last identity we used [91, (8.12)], with φ↑(u) = ψ↑(u)u = φ(u+θ). There-
fore, using the Stirling approximation (3.54) as well as the asymptotic behavior
of Wφ by [91, Theorem 5.1(3)], we have, for large |b|, that
Mp− a2 w†n
(
1
2
+ ib
)
=Mw†n
(
1 − a
2
+ ib
)
= o
(|b|n−u) (3.98)
96
for some u > n+ 12 . Hence b 7→ Mp −a
2
w†n
(
1
2 + ib
)
∈ L2(R), and x 7→ x− a2w†n(x) ∈ L2(R+)
by the Parseval identity of Mellin transform, that is w†n ∈ L2(p−a). This proves the
L2(m)-integrability of m†n around 0. On the other hand, sinceMm↑(u) = Wφ↑(u) =
Wφ(u+θ)
Wφ(1+θ)
, we have
Mpθm(u) =Mm(u + θ) =
Γ(u)
Γ(u + θ)Γ(1 − θ)Wφ(u + θ) = CMB(1,θ)(u)Mm↑(u),
where C = Wφ(1+θ)
Γ(1−θ)Γ(1+θ) and B(1, θ) is a Beta distribution of parameter (1, θ). Hence
by the formula for the density of product of random variables, we have, for x
large enough such that m↑ is non-increasing on (x,∞),
1
C
m(x)pθ(x) =
∫ ∞
x
m↑(y)
(
1 − x
y
)θ−1 1
y
dy =
∫ ∞
x
y−θm↑(y)(y − x)θ−1dy
≥
∫ x+1
x
y−θm↑(y)(y − x)θ−1dy ≥ (x + 1)−θm↑(x + 1) ≥ Cψx−θm↑(x)
for some Cψ > 0 by [91, Theorem 5.5 (1)]. Combine the above relations together,
we have, for x large enough,
m↑(x)
x2θm(x)
≤ 1
CCψ
.
Now denoting m↑n = R
(n)m↑
m↑ , which is in L
2(m↑) by [91, Theorem 8.1], then we have
(m†n(x))2m(x) = (m
↑
n(x))2m↑(x)
m↑(x)
x2θm(x) ≤ 1CCψ (m
↑
n(x))2m↑(x) and is integrable around∞.
Hence m†n ∈ L2(m) for all n ∈ N. Furthermore, again by [91, Theorem 8.1], m↑n is
the co-eigenfunction for P↑t with eigenvalue e−nt. Hence we have, for any n ∈ N,〈
P†t f ,m
†
n
〉
m
= e−θt
〈
pθP
↑
t
f
pθ
,
R(n)m↑
pθm
〉
m
= e−θt
〈
P↑t
f
pθ
,m↑n
〉
m↑
= e−(n+θ)t
〈
f
pθ
,m↑n
〉
m↑
= e−(n+θ)t
〈
f ,
m↑nm↑
pθm
〉
m
= e−(n+θ)t
〈
f ,m†n
〉
m
.
Therefore m†n is a co-eigenfunction for P
†
t with eigenvalue e−(n+θ)t. On the other
hand, any solution f of the equation Λ̂φ f = L†n shall satisfy the relation
Γ(1 − θ)
Wφ(1 + θ)
m(x)L†n(x) a.e.=
∫ ∞
0
y−1 f (xy)m(xy)ι
(
1
y
)
dy.
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Hence taking Mellin transform on both sides and after some careful computa-
tions, we have
Mm f (u) = (−1)
n
n!
Γ(u − θ)
Γ(u − θ − n)
Wφ(u)
Wφ(1 + θ)
=Mw†n(u).
Therefore we see that m†n is a solution of Λ̂φ f = L†n by injectivity of the Mellin
transform, and the uniqueness of this solution is due to the one-to-one property
of Λ̂φ. Hence the biorthogonality of (P†n,m†n)n≥0 follows by a similar argument as
(3.97). This completes the proof.
Proof of Theorem 3.4.2(3)
First, take any f ∈ Ran(Λφ) with Λφg = f for some g ∈ L2(m), then by the inter-
twining relation (3.43) and the spectral expansion for Qt, see (3.70), we have
Pt f (x) = PtΛφg(x) = ΛφQtg(x) = Λφ
∑
n≥0
e−ntcn(−θ) 〈g,Ln〉mLn(x) =
∑
n≥0
e−nt 〈g,Ln〉mPn(x),
where the last identity is justified by the fact that Λφ ∈ B(L2(m),L2(m)), the
Bessel property of
(
c
− 12
n (−θ)Pn
)
n≥0
combined with the fact that the sequence(√
cn(−θ)e−nt 〈g,Ln〉m
)
n≥0 ∈ `2 since
(〈g,Ln〉m)n≥0 ∈ `2. Moreover, recalling that
Λ̂φmn = Ln, we see that 〈g,Ln〉m =
〈
Λφg,mn
〉
m
= 〈 f ,mn〉m, hence this proves (3.85)
for all (ψ, f ) ∈ DX(Λφ). Now let us define the spectral operator S t, t ≥ 0, by
S t f (x) =
∞∑
n=0
e−nt 〈 f ,mn〉mPn(x). (3.99)
We first note that under the conditionDNP(m),
√
cn(−θ)e−nt 〈 f ,mn〉m ≤ e−nt‖ f ‖m ‖mn‖m = O
(
n
θ
2 e(−t+)n
)
.
Hence (
√
cn(−θ)e−nt 〈 f ,mn〉m)n≥0 ∈ `2. By the Bessel property of the sequence(
c
− 12
n (−θ)Pn
)
n≥0
, we get that S t f (x) ∈ L2(m) for (ψ, f ) ∈ DX(Λφ) ∪ DNP(m). Our
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next aim is to show Pt f (x) = S t f (x) under the conditions DNP(m)\DX(Λφ).
Since Ran(Λφ) is dense in L2(m), for any f ∈ L2(m), there exists a sequence
(gm)m≥0 ∈ L2(m) such that limm→∞Λφgm = f in L2(m). Hence we have from the
previous part that
PtΛφgm(x) =
∞∑
n=0
cn,t(Λφgm)c
− 12
n (−θ)Pn(x),
where the constants cn,t are defined by cn,t( f ) =
√
cn(−θ)e−nt 〈 f ,mn〉m for f ∈ L2(m).
Now let us define operator S : `2 → L2(m) by, for any (cn)n≥0 ∈ `2,
S((cn)) =
∞∑
n=0
cnc
− 12
n (−θ)Pn. (3.100)
Then by [91, (2.5)], S is a bounded operator with operator norm |||S||| and
‖PtΛφgm − S t f ‖2m = ‖S(cn,t(Λφgm − f ))‖2m ≤ |||S|||
∞∑
n=0
c2n,t(Λφgm − f ) ≤ Ct‖Λφgm − f ‖2m
for some constant 0 < Ct < ∞. Hence limm→∞ PtΛφgm = S t f . However, since Pt is
a contraction, we conclude that Pt f = S t f underDNP(m). The spectral expansion
of P†t f for (ψ, f ) ∈ DX(Λφ) can be proved similarly using the spectral expansion
of Q†t f in (3.71), the intertwining between P† and Q†, and the properties of P†n as
well as m†n. Finally, for (ψ, f ) ∈ DNP(m), we have ψ↑ ∈ NP ∩ N↑ and therefore by
[91, Theorem 1.11], for all f ∈ L2(m↑),
P↑t f =
∞∑
n=0
e−nt
〈
f ,m↑n
〉
m↑
Pψ↑n .
Hence
P†t f = e
−θtpθP
↑
t
(
f
pθ
)
=
∞∑
n=0
e−(n+θ)t
〈
f
pθ
,m↑n
〉
m↑
P†n =
∞∑
n=0
e−(n+θ)t
〈
f ,m†n
〉
m
P†n.
This completes the proof of Theorem 3.4.2.
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Proof of Corollary 3.4.1
For any ψ ∈ NP ∩ NX and assuming Π(0+) < ∞, since by Theorem 3.4.2,(
c
− 12
n (−θ)Pn
)
n≥0
and (
√
cn(b)mn)n≥0 are both Bessel sequences in L2(m) with bound
1, we have, for t > Tb = 12 ln
(
b+2
2−θ
)
,
‖Pt f −m f ‖2m = ‖S(cn,t( f ))‖2m ≤
∞∑
n=1
cn(−θ)
cn(b)
∣∣∣∣〈Pt f , √cn(b)mn〉
m
∣∣∣∣2
= e−2t
∞∑
n=1
e−2(n−1)tcn(−θ)
cn(b)
∣∣∣∣〈 f , √cn(b)mn〉
m
∣∣∣∣2
=
e−2tc1(−θ)
c1(b)
∞∑
n=1
e−2(n−1)tc1(b)cn(−θ)
cn(b)c1(−θ)
∣∣∣∣〈 f −m f , √cn(b)mn〉
m
∣∣∣∣2
≤ b + 1
1 − θe
−2t
∞∑
n=1
∣∣∣∣〈 f −m f , √cn(b)mn〉
m
∣∣∣∣2
≤ b + 1
1 − θe
−2t‖ f −m f ‖2m,
where we used the fact that by the Stirling approximation, e
−2(n−1)tc1(b)cn(−θ)
cn(b)c1(−θ) ≤ 1 for
all t > Tb. On the other hand, for t ≤ Tb, b+11−θe−2t ≥ b+1b+2 2−θ1−θ ≥ 1 since b ≥ 0 > −θ.
Invoking that Pt is a contraction, this concludes the proof of this corollary.
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CHAPTER 4
RISK-NEUTRALIZATION TECHNIQUES AND EXAMPLES
4.1 Introduction
When using a stochastic process to model a financial asset and perform deriva-
tive pricing, one shall always refer to the Fundamental Theorem of Asset Pric-
ing (FTAP), which was first suggested by M. Harrison and D. Kreps in 1979, and
was generalized by M. Harrison and S. Pliska (1981) as well as F. Dalbaen and W.
Schachermayer (1994). The notion of arbitrage is crucial in the modern theory of
finance. An arbitrage opportunity is the possibility to make a profit in a financial
market without risk and without net investment of capital. The principle of no
arbitrage states that a mathematical model of a financial market should not allow
for arbitrage possibilities. The basic message of the FTAP is that a model of a
financial market is free of arbitrage if and only if there is a probability measure
Q, equivalent to the original (real-world, physical) probability measure P such
that any price process is a martingale under Q. This theorem was proved by
M. Harrison and S. Pliska [57] in 1981 for the case where the underlying prob-
ability space (Ω,F , (Ft)t≥0,P) is finite. In the same year D. Kreps [64] extended
this theorem to a more general setting: A bounded process X = (Xt)0≤t≤T admits
no free lunch if and only if there is a probability measureQ equivalent to P such
that X is a martingale under Q. Delbaen and Schachermayer [39] state the most
general case of FTAP as follows, where we also refer to [39] for the definition
of the concepts of sigma/semi-martingales, and No Free Lunch with Vanishing
Risk which is a mild strengthening of the concept of No Arbitrage.
Theorem 4.1.1. A semi-martingale X = (Xt)0≤t≤T admits no free lunch with vanishing
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risk if and only if there is a probability measure Q equivalent to P such that X is a
sigma-martingale under Q.
If X is bounded (resp. locally bounded) the term sigma-martingale may equivalently be
replaced by the term martingale (resp. local martingale).
In this case, the price of a derivative is indeed the discounted expected value
of the future payoff under the risk-neutral measure. This risk-neutral probabil-
ity measure generally differs from its statistical (real-world or physical) coun-
terpart. The latter one describes the likelihood of these risky outcomes and is
typically estimated from historical time series data on past realizations. The risk
neutral probability, on the other hand, is the market price of Arrow-Debreu se-
curities associated with risky events. The question then arises as to how one
may construct the risk neutral density from the estimated statistical density for
such risks, to price contingent claims written on these uncertainties.
The traditional way of risk-neutral valuation is to do a change of measure
using Girsanov’s theorem. Girsanov’s theorem describes how the dynamics of
stochastic processes change when the original measure is changed to an equiva-
lent probability measure. In mathematical finance, this theorem will tell us how
to convert from the physical measure to the risk-neutral measure. However, one
of the drawbacks of this method is that it can only be used in a limited number of
situations, namely when the pricing process is modeled by a diffusion adapted
to the natural filtration of the Wiener process. When the process is not a diffu-
sion, it is very hard to apply the Girsanov way of risk-neutralization. Moreover,
even when one starts with a stochastic process which has various properties
that can capture the behavior of a financial asset, and are easily tractable, after
changing the measure although it becomes risk-neutral but in most of the cases
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it loses its tractability.
On the other hand, there are some additional issues in risk-neutralization.
For example, one major issue is that even if we are already under a risk-neutral
measure, we may need to model some sectors that are not traded in the market,
which do not have to follow the local-martingale requirement due to their non-
tradability. Then the question naturally arises that, is it possible to represent
the traded asset as a function or transformation of these non-traded sectors,
such that the discounted transformed process is a local martingale under the
same measure? For example, we may want to represent a stock index in terms
of macro-economic data, or represent a firm’s stock price in terms of its (non-
traded) asset value, etc. This is particularly useful when we consider Merton’s
structural model of credit risk, as suggested by Merton in 1974 [76], which has
long been criticized for being unrealistic because a firm’s value is not tradable.
To overcome this, we suggest several transformations on a tractable pro-
cess (or equivalently, its respective semigroup) in order to make the discounted
transformed process a martingale, while still keeping its tractability. We refer to
such procedures as risk-neutralization transformations. In particular, we suggest
using an intertwining relation between semigroups to achieve this goal. More-
over, we provide examples that illustrate several classes of processes (Le´vy, self-
similar and generalized CIR) to reveal the usefulness of our result, and further-
more, show that under certain circumstances, the derivative pricing formula can
be represented by spectral expansions and evaluated numerically.
The paper is organized as follows. In section 1, we describe the risk-
neutralization method and some corollaries with their proofs. In section 2, we
apply above mentioned methods on some important classes of Markov pro-
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cesses (Le´vy processes, Self-similar processes and Generalized CIR (Laguerre)
processes), and some special instances of those processes. In section 3, we show
why these methods are useful and numerically tractable when one does pricing
of derivatives.
4.1.1 Preliminaries
Let X = (Xt)t≥0 be a Markov process on a filtered probability space
(Ω,F , (Ft)t≥0,P) and state space E ⊆ R, and denote its semigroup by P = (Pt)t≥0,
i.e. for all x ∈ E, t ≥ 0,
Pt f (x) = Ex[ f (Xt)],
for f ∈ B(E) such that Pt| f | < ∞, where Ex denotes the expectation associated
to Px(X0 = x) = 1, and B(E) is the set of all measurable functions on E. We also
define Bb(E), the set of all measurable bounded functions, and the shift operator
θ = (θt)t≥0, θt : Ω→ Ω, with the property Xs ◦ θt = Xt+s, t, s ≥ 0.
The infinitesimal generator of X (or of its semigroup P) is defined as
A f = lim
t→0
Pt f − f
t
(4.1)
for f ∈ D(A) = { f ∈ Bb(E); limt→0 Pt f− ft exists in Bb(E)}. We call D(A) the domain
of the generator A. Furthermore, according to Dynkin’s theorem, if f ∈ D(A),
then the process {
f (Xt) − f (X0) −
∫ t
0
A f (Xs)ds
}
t≥0
(4.2)
is a martingale, see e.g. [108].
In practice, the payoff functions in financial modeling are not necessarily
bounded. However, one can also define a version of the generator that acts on
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unbounded functions as follows, see e.g. [108].
Definition 4.1.1.1. A function f ∈ B(E) is said to belong to the domainD(A) of the
full generator if there exists a function g ∈ B(E) such that the function t → g(Xt) is
integrable Px-a.s. for each x ∈ E and the process{
M ft := f (Xt) − f (X0) −
∫ t
0
g(Xs)ds
}
t≥0
(4.3)
is a martingale. Then we write g = A f and (A,D(A)) represents the full generator of
the process (Xt)t≥0.
Note that g is not uniquely defined. We identify all functions g such that (4.3)
is a martingale and write A f instead of g. It is easy to note that the domain of
the infinitesimal generator is contained in the domain of the full generator, i.e.
D(A) ⊂ D(A). Moreover, we can equivalently define the full generator using
the operator resolvent (Uq)q>0 associated to the transition semigroup P = (Pt)t≥0
by the following proposition.
Proposition 4.1.1. Let f ∈ B(E) and limt→∞ e−qtPt f (x) = 0 for any x ∈ E. Then
f ∈ D(A) if and only if there exists a function g ∈ B(E) such that the function t → g(Xt)
is integrable Px-a.s, Uq|g| < ∞, and
Uq(q f − g) = f (4.4)
for all q > 0, where Uq f (x) =
∫ ∞
0
e−qtPt f (x)dt is the q-resolvent of P. The function
g = A f is uniquely determined up to a set of potential zero, that is, a set C ⊆ E such
that Uq1C = 0 for all q > 0.
Proof. First, let f ∈ D(A). Then, by the definition of the full generator, there ex-
ists a function g ∈ B(E) such that M f defined by (4.3) is a martingale. Therefore,
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for any t ≥ 0 and x ∈ E, Ex[M ft ] = 0, or, equivalently,
Ex
[
f (Xt) − f (X0) −
∫ t
0
g(Xs)ds
]
= Pt f (x) − f (x) −
∫ t
0
Psg(x)ds = 0. (4.5)
Then, for all q > 0, we have
Uq(q f − g)(x) = q
∫ ∞
0
e−qtPt f (x)dt −
∫ ∞
0
e−qtPtg(x)dt
= q
∫ ∞
0
e−qt
[
f (x) +
∫ t
0
Psg(x)ds
]
dt −
∫ ∞
0
e−qtPtg(x)dt
= f (x) + q
∫ ∞
0
e−qt
∫ t
0
Psg(x)dsdt −
∫ ∞
0
e−qtPtg(x)dt
= f (x) − e−qt
∫ t
0
Psg(x)ds
∣∣∣∣∣∞
0
= f (x) + lim
t→∞
[
e−qt(Pt f (x) − f (x))] = f (x),
where we used that by Lebesgue’s theorem ddt
∫ t
0
Psg(x)dx = Ptg(x), and
limt→∞ e−qtPt f (x)dt = 0 for any x ∈ E, hence (4.4) holds. Conversely, assume
there exists a function g such that (4.4) is true. Denote
lg(x) := lim
t→∞ e
−qt
∫ t
0
Psg(x)ds, (4.6)
and note that for any x ∈ E,
|lg(x)| =
∣∣∣∣∣∣limt→∞ e−qt
∫ t
0
Psg(x)ds
∣∣∣∣∣∣ ≤
∫ ∞
0
e−qsPs|g|(x)ds = qUq|g|(x) < ∞.
Therefore for any x ∈ E, lg(x) is finite, and we will actually show that lg ≡ 0.
Then, by integration by parts, we have
Uqg(x) = q
∫ ∞
0
e−qt
∫ t
0
Psg(x)dsdt+ lg(x) = q
∫ ∞
0
e−qt
(∫ t
0
Psg(x)ds + lg(x)
)
dt. (4.7)
On the other hand, from (4.4), we get
Uqg(x) = qUq f (x) − f (x) = q
∫ ∞
0
e−qt (Pt f (x) − f (x)) dt. (4.8)
Combining (4.7) and (4.8), and applying inverse Laplace transform, we see that
for any t ≥ 0 and x ∈ E,
Pt f (x) − f (x) −
∫ t
0
Psg(x)ds − lg(x) = 0. (4.9)
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Note that from this equation it follows that for any x ∈ E,
lg(x) + lim
t→∞ e
−qtlg(x) = lim
t→∞ e
−qtPt f (x) − lim
t→∞ e
−qt f (x) = 0, (4.10)
which means that lg ≡ 0. Therefore, for any t ≥ 0,
Pt f (x) − f (x) −
∫ t
0
Psg(x)ds = 0. (4.11)
Now, take any u, t ≥ 0, then
Ex
[
f (Xt+u) − f (X0) −
∫ t+u
0
g(Xs)ds
∣∣∣∣∣Fu] = Ex [ f (Xt+u) − ∫ t+u
0
g(Xs)ds
∣∣∣∣∣Fu] − f (X0)
= Ex
[(
f (Xt) −
∫ t
0
g(Xs)ds
)
◦ θu
∣∣∣∣∣Fu] − ∫ u
0
g(Xs)ds − f (X0)
= Pt f (Xu) −
∫ t
0
Psg(Xu)ds −
∫ u
0
g(Xs)ds − f (X0)
= f (Xu) − f (X0) −
∫ u
0
g(Xs)ds,
where in the last equality we used (4.11) for Xu. This implies that M f defined by
4.3 is a martingale, and hence f ∈ D(A) and g = A f .
We will also need some basic concepts from potential theory, and we follow
Dellacherie, Meyer [40, Chapter XII], for the definitions of the sets of excessive
and invariant functions.
Definition 4.1.1.2. Let r ≥ 0.
1. The set of r-excessive functions for the semigroup P is defined as
Er(P) = {hr : E → R+; e−rtPthr(x) ≤ hr(x), lim
t↘0
e−rtPthr(x) = hr(x)}.
Moreover, hr is called r-purely excessive if hr ∈ Er(P) and limt→∞ e−rtPthr(x) = 0.
2. The set of r-invariant functions for P is defined as
Ir(P) = {hr ∈ Er; e−rtPthr(x) = hr(x)}.
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When r = 0, we will simply call them excessive or invariant functions.
Next, we have the following lemma that links terminologies from stochastic
calculus to potential theory.
Lemma 4.1.1. Let r ≥ 0.
1. hr ∈ Ir(P) if and only if (e−rthr(Xt))t≥0 is a positive martingale under P.
2. hr ∈ Er(P) if and only if (e−rthr(Xt))t≥0 is a positive super-martingale under P.
3. If (e−rthr(Xt))t≥0 is a local martingale bounded from below under P, then hr ∈
Er(P).
Therefore, it is natural for us to define the following set:
Elocr (P) = {hr ∈ Er; (e−rthr(Xt))t≥0 is a local martingale}. (4.12)
Proof. First, let hr ∈ Ir(P), then clearly Pt|hr|(x) = Pthr(x) = erthr(x) < ∞ for any
t ≥ 0 and x ∈ E. Moreover, for any s < t, the Markov property entails that
E
[
e−rthr(Xt)|Fs] = e−rtE[hr(Xt−s) ◦ θs|Fs] = e−rtPt−shr(Xs) = e−rshr(Xs),
where for the last identity we use the fact that hr ∈ Ir(P). Hence, (e−rthr(Xt))t≥0
is a positive martingale under P. The reverse statement is obvious. Item (2) is
proved similarly. Finally, to show item (3), we recall that every local martingale
which is bounded from below is a super-martingale. Therefore, (e−rthr(Xt))t≥0 is
a super-martingale under P, and by item (2), hr ∈ Er(P).
The requirement of discounted prices being martingales can be reinterpreted
from the viewpoint of semigroups, and the concept of the pricing semigroups in
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financial economics goes back to Garman (1985) [52]. More precisely, let the
stock price have dynamics X = (Xt)t≥0, and recall that we call a measure P a
risk-neutral measure, if (e−rtXt)t≥0 is a martingale under P, where r ≥ 0 is the
interest rate. The collection of operators P(r) = (e−rtPt)t≥0 defined by P
(r)
t f (x) :=
Ex[e−rt f (Xt)] is referred as the pricing semigroup of S . We will then call P = (Pt)t≥0
an r-pricing semigroup. Now we present a potential-theoretical characterization
of pricing semigroups as follows.
Proposition 4.1.2. For any r ≥ 0, P is an r-pricing semigroup if p1 ∈ Ir(P), where
p1(x) = x is the identity function.
Remark 4.1.1. Note that by (4.4), this condition is equivalent to p1 = qU (r)q p1 =
qUq+rp1 for all q > 0, where (U (r)q )q>0 is the q-resolvent for P(r).
Proof. Let p1 ∈ Ir(P). Then, by part (1) of Lemma 4.1.1, (e−rtXt) is a martingale
under the measure P. Therefore, (e−rtPt)t≥0 defines a pricing semigroup, and P is
an r-pricing semigroup.
Now, having presented some required definitions and notations, we are
ready to describe our risk-neutralization techniques in the following section.
4.2 Risk-neutralization transformations
As we have already mentioned, to perform derivatives pricing, one should al-
ways refer to the Fundamental Theorem of Asset Pricing. Therefore, to price
derivatives using the risk-neutral pricing approach, one has to identify a risk-
neutral measure under which the discounted price process is a (local) martin-
gale. To do this, we suggest a transformations on a tractable and flexible process
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(or equivalently, its respective semigroup), based on a concept of intertwining
relationships, in order to make the discounted transformed process a martin-
gale, while still keeping its tractability. Recall that we refer to such procedures
as risk-neutralization transformations.
4.2.1 An intertwining approach
We are now ready to state our first risk-neutralization technique, which involves
an intertwining relationship between semigroups. We propose the concept of
intertwining relation between Markov semigroups as a comprehensive tool to
develop some risk-neutralization techniques. We emphasize that the literature
on intertwining is important with a borad range of applications in stochastic and
functional analysis (see e.g. Dynkin [47], Rogers and Pitman [103], Diaconis and
Fill [42], Patie and Savov [91]).
Theorem 4.2.1. Let P = (Pt)t≥0 and Q = (Qt)t≥0 be two semigroups, and assume that
there exists a linear operator Λ such that for any t ≥ 0
PtΛp1 = ΛQtp1. (4.13)
Then, Q is an r-pricing semigroup if one of the following conditions holds.
a) Λp1 ∈ Ir(P) and Λ is injective.
b1) P is an r-pricing semigroup and b2) ∃c > 0 s.t. Λp1 = cp1.
Remark 4.2.1. In the literature usually the intertwining relation (4.13) between two
operators P and Q is given for all bounded measurable functions, i.e. PtΛ f = ΛQt f for
all t ≥ 0 and f ∈ Bb(E). However, we only require the identity (4.13) to hold for the
function p1, to make the theorem as comprehensive as possible.
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Proof. First, let us assume that a) holds. Since Λp1 ∈ Ir(P), then for any t ≥ 0 one
has
ΛQtp1 = PtΛp1 = ertΛp1.
Therefore, since we assumed that Λ is injective, p1 ∈ Ir(Q), and Q is an r-pricing
semigroup by Proposition 4.1.2.
Next, assume b) holds. Then, successfully using b2), (4.13), b1), the linearity of
Λ and b2) again, for any t ≥ 0 we get
Qtp1 =
1
c
QtΛp1 =
1
c
ΛPtp1 =
1
c
Λertp1 = ertp1.
Hence, p1 ∈ Ir(Q), and according to Proposition 4.1.2, Q is an r-pricing semi-
group, which concludes the proof.
Remark 4.2.2. Let P = (Pt)t≥0 and Q = (Qt)t≥0 be the semigroups defined in Proposition
4.2.1, and denote the associated full generators by A and G respectively. Then, to find
the pricing semigroups one can formulate Proposition 4.2.1, by Proposition 4.1.1, using
an intertwining relation between the associated full generators, i.e.
AΛ f = ΛG f , (4.14)
for f ∈ D(G) s.t. Λ f ∈ D(A). It is also important to note that if one wants to consider
local martingales instead of true martingales, then Lemma 4.1.1 tells us to focus on
excessive functions instead of their invariant counterparts. In that case, to get similar
results it is more convenient to work with extended generators, see e.g. Bujorianu [26]
for the definition of extended generators.
Here it is useful to recall that if functions f and g are r-excessive for some r ≥ 0,
and f = g except of a potential zero set then f = g everywhere, see e.g. Blumenthal
et al. [21, P. 80]. Moreover, since the full generator is also uniquely determined up
to the zero potential set by equation (4.4), we notice that for our purposes there is a
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one-to-one correspondence between invariant (resp. excessive) functions and their full
(resp. extended) generators.
We proceed by providing two instances of this risk-neutralization technique
using an intertwining relation that correspond to some known transformations
and can be easily identified. The first one hinges on an observation from Dynkin
[47], and the second one is related to Doob’s h-transform and the so-called eigen-
measure defined in [98].
Corollary 4.2.1. Assume there exists a function hr ∈ Ir(P) which is a homeomorphism.
Then the the family of operators Q = (Qt)t≥0 defined by
Qt f (y) = Pt( f ◦ hr)(x), y = hr(x), (4.15)
for measurable functions f : E → R+, is an r-pricing semigroup.
Proof. First, note that since hr is a homeomorphism, Q as defined by (4.15) is a
Markov semigroup by Dynkin’s criterion, see e.g. Carmona et al. [32]. Then, it
is easy to check that the following intertwining relation
PtΛ f = ΛQt f
with Λ f (x) = f ◦hr(x), holds. Therefore, since hr is a homeomorphism, its inverse,
h−1r , exists, and by defining Λ−1 f = f ◦ h−1r , we note that it is the left inverse of Λ.
Recalling that a linear operator has a left inverse if and only if it is injective, and
noting that Λp1 = hr, we see that condition a) of Theorem 4.2.1 holds. Hence, Q
is an r-pricing semigroup.
Corollary 4.2.2. Let Hλ : E → R+ be a strictly positive function such that
e−λtPtHλ(x) = Hλ(x) for some λ ∈ R. Moreover, let s := hrHλ be a homeomorphism
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for some hr ∈ Ir(P), r ≥ λ. Then the family of operators Q = (Qt)t≥0 satisfying the
intertwining relation
PtΛ f = ΛQt f (4.16)
with Λ f = ( f ◦ s)Hλ, is an r-pricing semigroup. Moreover, when r ≥ λ, then Q(λ) =(
e−λtQt
)
t≥0 is an (r − λ)-pricing semigroup.
Proof. First, note that through identity (4.16) we can be equivalently define the
operator Q as follows:
Qt f (y) =
1
Hλ(x)
Pt(Hλ( f ◦ s))(x), y = s(x). (4.17)
Therefore Doob’s h-transform and the assumption of s being a homeomorphism
insure that Q indeed is a Markov semigroup again by Dynkin’s criterion. Now,
on one hand, we have
Λp1 = (p1 ◦ s)Hλ = sHλ = hr.
On the other hand since hr ∈ Ir(P), by an application of Proposition 4.2.1, Q is
an r-pricing semigroup. Moreover, it is easy to see that since hr ∈ Ir(P), then
when r ≥ λ, hr is an (r − λ)-invariant function for the semigroup P(λ) = (e−λtPt)t≥0.
Therefore, Q(λ) = (e−λtQt)t≥0 is an (r − λ)-pricing semigroup, and this concludes
the proof.
In Remark 4.3.1 we will show that Corollary 4.2.2 is a generalization of the
well-known Esscher transform. We would also like to point out how Corollary
4.2.2 can be useful when considering the famous Ross recovery theorem, see
Ross [104]. The objective of the Ross recovery theorem is to find the physical
(real-world) probability measure, P, under Markovian structure assuming that
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the risk-neutral measure, Q, and the short interest rate function are known ex
ante.
Later on, many authors extended the original Ross recovery theorem, see
e.g. Carr, Yu [29], Dubinskiy and Goldstein[44], Qin, Linetsky [97], Walden
[115], Borovicka et al. [24]. In particular, Park [84] describes all possible beliefs
of market participants on physical measures under Markovian environments
when a risk-neutral measure is given, using the Martin integral representation
of Markovian pricing kernels (or numeraires).
More precisely, Ross [104] assumed that all prices depend only on a single
driver X = (Xt)t≥0, and the short interest rate rt is determined by Xt, i.e. there
is a continuous function r(·) such that rt = r(Xt). Further, it is assumed that the
pricing kernel is Markovian. Define a pricing operator P = (Pt)t≥0 by
Pt f (x) := E
[
e−
∫ t
0 r(Xs)ds f (Xt)
]
, (4.18)
and denote the corresponding infinitesimal generator byL. Then, Ross recovery
theorem argues that if there exists a positive solution h of Lh = −λh such that(
eλt−
∫ t
0 r(Xs)ds
h(Xt)
h(X0)
)
t≥0
is a martingale under Q, than such a pair (h, λ) is unique, Xt is recurrent under
the corresponding transformed measure P, and hence Ross recovery is possible
by
dP
dQ
∣∣∣∣∣Ft = eλt−
∫ t
0 r(Xs)ds
h(Xt)
h(X0)
. (4.19)
Therefore, to recover the physical probability measure P, one can first construct
its risk-neutral counterpart Q using Corollary 4.2.2, and then get the physical
one through equation (4.19).
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4.3 Examples
Now that we presented the risk-neutralization techniques, we are ready to il-
lustrate how these transformations can be applied on some classical processes
which are used in finance because of their flexibility and tractability, in particu-
lar for doing risk-neutral pricing of derivatives. Namely, we will focus on Le´vy
processes (with two-sided jumps), self-similar processes, and generalized CIR
(Laguerre) models. Moreover, we provide analytical formulas which are very
tractable from the computational point of view, and which can also be used for
numerical estimation of model parameters.
4.3.1 Le´vy processes
Let ξ = (ξt)t≥0 be a real-valued Le´vy process, that is a real-valued random pro-
cess with stationary and independent increments, defined on a filtered prob-
ability space (Ω,F , (Ft)t≥0,P) with characteristic triplet (σ,m,Π), where σ ≥
0, m ∈ R, and Π is the Le´vy measure concentrated on R \ {0} and satisfying∫
R(1 ∧ x2)Π(dx) < ∞. Let X = (eξt)t≥0, and denote its semigroup by P = (Pt)t≥0, i.e.
Pt f (x) = Ex[ f (Xt)] = Eln x[ f (eξt)] for any t ≥ 0 and x ∈ R. Then a well-known fact,
see e.g. Kyprianou [67], shows that the law of ξ is characterized by the charac-
teristic exponent Ψ, such that for any t ≥ 0 and x ∈ R, Ptpz(x) = etΨ(z)pz(x), where
pz(x) = xz, and Ψ is in the form
Ψ(z) = σ2z2 + mz +
∫ ∞
−∞
(ezx − 1 − zx1{|x|<1})Π(dx).
Now let
C :=
{
u ∈ R;
∫
|x|>1
euxΠ(dx) < ∞
}
, ∅,
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then Ψ admits an analytical extension on <(z) ∈ C and Ψ′′(u) > 0 in the interior
of C by Sato [106, Lemma 26.4]. Therefore, Ψ : C → R is a convex function on C.
Let θ denote the largest root of Ψ, which is either 0 (when Ψ′(0+) ≥ 0), or strictly
greater than 0 (when Ψ′(0+) < 0). Let M denote the supremum of C which can
be infinity, and note that Ψ is increasing on [θ,M), hence there exists a function
Φ : [0,Ψ(M−))→ [θ,M) which is the inverse of Ψ, where Ψ(M−) = limu↑M Ψ(u) and
can be either finite or∞.
Proposition 4.3.1. For any 0 < r ≤ Ψ(M−), define the family of operators Q = (Qt)t≥0
by the following intertwining relation
PtΛ f = ΛQt f ,
where Λ f (x) = f
(
xΦ(r)
)
. Then, Q is an r-pricing semigroup.
Proof. Since
∫ ∞
1
euxΠ(dx) < ∞ for all u ∈ [0,M), by Sato [106, Theorem 25.17], we
have
E[euξt] = etΨ(u)
for all u ∈ [0,M). Hence, defining hr(x) = xΦ(r), we have
Pthr(x) = Ex[hr(Xt)] = Ex[XΦ(r)t ] = Eln x[eΦ(r)ξt] = E[eΦ(r)(ξt+ln x)] = xΦ(r)eΨ(Φ(r))t = hr(x)ert.
Therefore, hr ∈ Ir(P), and since hr is a monotonic function, it is a homeomor-
phism. Hence, noting that we can write Λ f (x) = f ◦ hr(x), Q is an r-pricing
semigroup by direct application of Corollary 4.2.1.
Remark 4.3.1. In this remark we show that Corollary 4.2.2 is a generalization of the
well-known Esscher transform. Let (Xt = eξt)t≥0, where (ξt)t≥0 is a real-valued Le´vy
process with characterisitc exponent Ψ (see Section 4.3.1). Then, Pt f (x) = Ex[ f (Xt)] =
Eln x[ f (eξt)]. Further assume that for a fixed r > 0, there exists u ∈ R s.t. u, u + 1 ∈ C,
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z 7→ Ψ(z) admits analytical extension on R(z) ∈ (min(u, u + 1),max(u, u + 1)) and
Ψ(u+1)−Ψ(u) = r, and define P(Ψ(u)) = (e−Ψ(u)tPt)t≥0. Next, it can be easily checked that
HΨ(u)(x) := xu solves e−Ψ(u)tPtHΨ(u)(x) = HΨ(u)(x), and p1HΨ(u) ∈ IΨ(u+1)(P), i.e. s = p1
in Corollary 4.2.2. Therefore, if the semigroup Q = (Qt)t≥0 is defined via the following
intertwining relation
P(Ψ(u))t Λ f (x) = ΛQt f (x), (4.20)
where Λ f (x) = ( f ◦ s)HΨ(u)(x) = f HΨ(u)(x) = f (x)xu, then Q is an Ψ(u + 1) − Ψ(u) =
r-pricing semigroup by Corollary 4.2.2. Next, we observe that (4.20) indeed can be
written as another classical transformation, known as Doob’s h transform, as follows:
Qt f (x) =
1
HΨ(u)
P(Ψ(u))t (HΨ(u) f )(x).
Recalling that h-transforms can be seen as a change of measure, we can equivalently say
that
(
e−rtXt
)
t≥0 is a martingale under the measure Q defined by
dQ
dP
∣∣∣∣∣Ft = HΨ(u)(Xt)e−Ψ(u)t = euξt−Ψ(u)t.
In stock price modeling, this result is a classical transformation known as Esscher
transform, and it is widely used in options pricing.
4.3.2 Self-Similar Processes
Self-similar processes are stochastic processes that are invariant in distribution
under suitable scaling of time and space. These processes can typically be used
to model random phenomena with long-range dependence. They are also in-
creasingly important in many other fields of application, as there are economics
and finance.
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Recall that a positive self-similar Markov process X = (Xt)t≥0 defined on a filtered
probability space (Ω,F , (Ft)t≥0,P) is a ca´dla´g Markov process which fulfills a
scaling property, that is, there exists a constant α > 0 such that for any c > 0,
(Xct)t≥0
d
= (cαXt)t≥0 in the sense of equality of finite-dimensional distributions. If
we let K = (Kt)t≥0 be the semigroup associated with X, then the definition in
terms of these operators will be equivalent to the following relation:
Kt f (cx) = Kc− 1α t(dc f )(x),
where dc is the dilation operator, i.e. dc f (x) = f (cx) for all t, x, c > 0.
Properties of positive self-similar Markov processes have been deeply stud-
ied by the early 1960s, especially through Lamperti’s work on one-dimensional
branching processes. Lamperti [69] proposed the construction of self-similar
Markov processes in a following way where we will follow the notations of
Bertoin and Yor [17]. Let ξ = (ξt)t≥0 be a real-valued Le´vy process which does
not drift to −∞, i.e. lim supt→∞ ξt = +∞ a.s. First, implicitly define τ = (τt)t≥0 by
the identity
t =
∫ τ(t)
0
exp(ξs)ds, t ≥ 0,
and then for an arbitrary x > 0, define the process X(x) started from x at time
t = 0 by
X(x)t := x exp{ξτ(t/x)}, t ≥ 0.
The family of processes (X(x), x > 0) is Markovian and self-similar, since there is
the scaling identity X(x)t
d
= xX(1)t/x. Conversely, any Markov process on (0,∞) with
the scaling property can be constructed like this.
We recall from Section 4.3.1 that ξ can be characterized by its characteristic
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exponent Ψ, which admits the following Le´vy-Khintchine representation
Ψ(u) =
σ2
2
u2 + bu +
∫ ∞
−∞
(eux − 1 − ux1{|x|<1})Π(dx), (4.21)
The condition of finite exponential moments is equivalent to
∫ ∞
1
euxΠ(dx) < ∞
for all u > 0, which holds for instance when the jumps of ξ is bounded above by
some fixed number, and, in particular, include the spectrally negative case (see
Sato [106, Theorem 25.17]). We will then have
E[euξt] = etΨ(u) < ∞, t, u ≥ 0. (4.22)
In this direction, the condition that ξ does not drift to −∞ is equivalent to
m = E[ξ1] = Ψ′(0+) ∈ [0,∞). (4.23)
Moreover, note that by the well-studied Wiener-Hopf factorization, see e.g. [67,
Section 6], Ψ can be decomposed by
Ψ(u) = −φ+(−u)φ−(u), u ≥ 0,
where φ± both are Bernstein functions necessarily taking the form
φ±(z) = κ± + γ±z +
∫ ∞
0
(1 − e−zy)Π±(dy), (4.24)
with κ± ≥ 0 such that κ+κ− = 0, γ± ≥ 0 and Π± being a Le´vy measure which
satisfies the integrability condition
∫ ∞
0
(y ∧ 1)Π±(dy) < ∞. One shall note that,
on one hand, 0 < limu→∞ |φ+(−u)| < ∞ only when φ+ = κ+ is a constant; on
the other hand, 0 < limu→∞ |φ−(u)| < ∞ only when φ− is the Laplace exponent
of a compound Poisson process. Therefore, limu→∞Ψ(u) < ∞ only when ξ is
a decreasing compound Poisson process, and we can exclude this case in our
discussion. Therefore, we will assume limu→∞Ψ(u) = +∞ in the rest of this paper.
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Proposition 4.3.2. Assume that ξ is not a compound Poisson process. Let K = (Kt)t≥0
be the semigroup of the 1-self-similar Markov process X = (Xt)t≥0 associated to Ψ defined
by (4.21). Assume that (4.22) and (4.23) hold, and define
IΨ(z) =
∞∑
n=0
an(Ψ)zn, (4.25)
where a0(Ψ) = 1 and an(Ψ) = 1∏n
k=1 Ψ(k)
for n ≥ 1. Then, we have the following.
(i) IΨ is an entire function. Moreover, it is positive and increasing on R+.
(ii) For any q > 0, dqIΨ ∈ Iq(K).
(iii) For any q > 0,
K∗t f (x) := Kt( f ◦ dqIΨ)(x) (4.26)
defines a q-pricing semigroup.
Proof. To show (i), first observe that for all n ∈ N, we have |an+1(Ψ)||an(Ψ)| = 1Ψ(n+1) . Hence,
recalling that we excluded the case of the negative of compound Poisson pro-
cesses, the analyticity of IΨ follows from the fact that limu→∞Ψ(u) = +∞. More-
over, using a dominated convergence argument similar to [106, Lemma 26.4],
we see that Ψ′′(u) = σ2 +
∫ ∞
−∞ x
2euxΠ(dx) ≥ 0, and Ψ′′(u) = 0 only if σ = 0 and
Π ≡ 0, which means X is a pure drift and this case is excluded from our discus-
sion. Hence Ψ′′(u) > 0 and Ψ is a purely convex function. Meanwhile, under
the assumption (4.23) that Ψ′(0+) ≥ 0, we must have Ψ′(u) > 0 for all u ≥ 0.
Therefore, Ψ is a non-decreasing function. Moreover, since Ψ(0) = 0, we see that
Ψ(u) > 0 for all u > 0, which means an(Ψ) > 0 for all n ≥ 0. Therefore, IΨ is
an entire function with all positive coefficients, and, in particular, positive and
monotone increasing on R+. To show (ii), note that if (4.22) and (4.23) hold, then
by [17, Proposition 1], we have for every t ≥ 0 and n ≥ 0,
Ktpn(x) =
n∑
k=0
Ψ(n) · · ·Ψ(n − k + 1)
k!
tkpn−k(x) =
1
an(Ψ)
n∑
k=0
an−k(Ψ)
k!
tkpn−k(x). (4.27)
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Now, for any q > 0, using the definition of IΨ in (4.25), (4.27) and applying
Fubini’s theorem, we have
KtdqIΨ(x) =
∞∑
n=0
an(Ψ)qnKtpn(x) =
∞∑
n=0
qn
n∑
k=0
an−k(Ψ)
tk
k!
pn−k(x)
=
∞∑
n=0
n∑
k=0
qn−kan−k(Ψ)
(qt)k
k!
pn−k(x) =
∞∑
k=0
(qt)k
k!
∞∑
n=0
an(Ψ)dqpn(x) = eqtdqIΨ(x),
where we used that for any sequence (an,k)n,k≥0, the following holds
∞∑
n=0
n∑
k=0
an,k =
∞∑
k=0
∞∑
n=0
an+k,k. (4.28)
Therefore, e−qtKtdqIΨ(x) = dqIqΨ(x), hence dqIΨ ∈ Iq(K).
Part (iii) directly follows from Corollary 4.2.1.
Remark 4.3.2. Proposition 4.3.2 can be generalized for 1
α
-self-similar processes for any
α > 0. That is, if K = (Kt)t≥0 is the semigroup associated to the 1α -self-similar Markov
process X = (Xt)t≥0, and (4.22) and (4.23) hold, then for any q ≥ 0, IqΨ,α(x) := IΨ,α(qxα)
is a q-invariant function for the semigroup K where
IΨ,α(x) =
∞∑
n=0
an(Ψ, α)xn, x ≥ 0
with an(Ψ, α) = 1∏n
k=1 Ψ(αk)
.
Special sub-classes of self-similar processes have many applications in finan-
cial modeling, and next we talk we talk about Bessel processes.
Bessel processes
Definition 4.3.2.1. Let W = (W (1),W (2), · · · ,W (m)) be an m-dimensional Brownian
motion. The process R(ν) defined by
R(ν)t := (W
(1)
t )
2 + · · · + (W (m)t )2, t ≥ 0,
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is called a squared Bessel process of dimension m, or equivalently, of order/index ν =
m/2 − 1.
Clearly, if we take the radial part of an n-dimensional Brownian motion, the
resulting diffusion belongs to the family of squared Bessel processes. In other
words, Bessel process is constructed as the squared distance between the origin
and the position of the m-dimensional Brownian motion at time t.
Using Itoˆ’s formula, we get
R(ν)t = mdt + 2
√
R(ν)t dW
∗
t ,
where W∗t is a one-dimensional Brownian motion constructed from Wt as
W∗t =
n∑
i=1
∫ t
0
W (i)s√
R(ν)s
dW (i)s .
Next, we can provide an interpretation of Lampertis relation in terms of the
mappings we introduced earlier in this chapter. The latter states that, for any
fixed ν, there exists a Brownian motion B such that one has
eB
ν
t = R(ν)
(∫ t
0
eB
ν
sds
)
where eBνt = Bt + νt for any t ≥ 0.
The infinitesimal generator of the squared Bessel process R(ν)t of dimension m
is given by
A f (x) = 2x f ′′(x) + 2(1 + ν) f ′(x).
It is well known that a squared Bessel process is a continuous-path 1-self-similar
strong Markov processes on [0,∞) (see Lamperti [69]). Hence, we can apply the
risk-neutralization techniques for self-similar processes discussed above and in
122
particular, for squared Bessel processes too. Note that in this case, we have
Ψ(u) =
1
2
u2 + νu,
and an(Ψ) =
∏n
k=1
1
2k
2 + νk = 12nn!
Γ(n+1+2ν)
Γ(1+2ν) . Hence the function
Iq(x) = Γ(1 + 2ν)
∞∑
n=0
(2qx)n
n!Γ(n + 1 + 2ν)
=
Γ(1 + 2ν)
(2qx)ν
I2ν(2
√
2qx)
where I2ν denotes the modified Bessel function of the first kind of order 2ν, is a
q-invariant function for the squared Bessel semigroup of order ν.
Bessel processes emerge in many financial problems and have remarkable
properties. It plays an essential role for evaluating Asian option and contingent
claims under the CIR model. In many financial applications, the calculation
of the first time a diffusion process reaches a certain level is important, as for
instance in the case of barrier options.
4.3.3 Generalized Cox-Ingersoll-Ross Models
The generalized Cox-Ingersoll-Ross (CIR) or generalized Laguerre (gL) pro-
cesses are intimately connected to the so-called generalized Ornstein-Uhlenbeck
processes, and hence our interest to look at these processes from the financial
applications viewpoint.
We say a semigroup P = (Pt)t≥0 is a generalized CIR semigroup if it can be
represented as
Pt f (x) = Ket−1 f ◦ de−t(x), x > 0, (4.29)
for some K = (Kt)t≥0 being a 1-self-similar semigroup defined in Section 4.3.2,
where we recall that dc f (x) = f (cx) is the dilation operator. We say that a process
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X = (Xt)t≥0 defined on a filtered probability space (Ω,F , (Ft)t≥0,P) is a generalized
CIR process if the family of linear operators P = (Pt)t≥0 defined, for any t ≥ 0
and f ∈ C0(R+), by Pt f (x) = Ex[ f (Xt)], is a generalized CIR semigroup. To see
that this class of processes is indeed a generalization of CIR processes, one can
equivalently define P = (Pt)t≥0 to be the semigroup of generalized CIR process,
if writing Pt = etA, we have fore f smooth on x > 0,
A f (x) = σ2x f ′′(x) + (m + σ2 − x) f ′(x) + x
∫ ∞
0
f ′′(xy)M(y)dy, (4.30)
where σ,m ≥ 0, and M = ∫ ∞− ln y Π(r)dr with Π being the tail of the Le´vy measure.
From Section 4.3.2, we already know that any self-similar Markov process can
be constructed from a real-valued Le´vy process ξ = (ξt)t≥0 with characteristic
exponent Ψ : iR → C defined by (4.21). Hence by the deterministic relation
(4.29) between P and K, we see that there is a bijection between each generalized
CIR semigroup P (or its corresponding process) and the function Ψ. Assume
that Ψ(n) < ∞, for some n ∈ N, then with pn(x) = xn,
Apn(x) = Ψ(n)pn−1(x) − npn(x).
Note that if M = Π = 0, then P os the semigroup of the CIR process. Now, again
assume ξ has finite exponential moments of any positive order, and it does not
drift to −∞, i.e. (4.22) and (4.23) hold. For any α > 0, define the function Fq as
Fq(z) =
∞∑
n=0
an(Ψ;α)(q)nzn, z ∈ C, (4.31)
with a0 = 1, an(Ψ;α)−1 =
∏n
k=1 Ψ(αk), and (q)n =
Γ(q+n)
Γ(q) is the Pochhammer symbol.
Then we have the following results.
Proposition 4.3.3. If (4.22) and (4.23) hold, and further assuming that limu→∞ Ψ(u)u =
R, then for any q ≥ 0, the following statements hold.
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(i) The function Fq defined by (4.31) is analytic on |z| < R, and is non-negative and
non-decreasing on (0,R). Moreover, Fq ∈ Iq(P).
(ii) The family of operators Q = (Qt)t≥0 defined by
Qt f (y) = Pt( f ◦ Fq)(x), y = Fq(x),
is a q-pricing semigroup.
Proof. First, for q ≥ 0, note that
|an+1(Ψ;α)(q)n+1|
|an(Ψ;α)(q)n| =
q + n
Ψ(α(n + 1))
.
Since we have that limu→∞ Ψ(u)u = R, it follows that Fq is analytic function on
|z| < R. Moreover, observe that F′q(x) =
∑∞
n=0 nan(Ψ;α)(q)nx
n−1. Due to the non-
negativeness of Ψ, an(Ψ;α) ≥ 0 for all n and so does (q)n, hence Fq is non-
decreasing on (0,R). On the other hand, since Fq(0) = 0, we see that Fq(x) ≥ 0 for
all x ∈ (0,R). Hence Fq is also non-negative on (0,R). For the second part, we will
demonstrate the proof for the case α = 1 with notation an(Ψ; 1) = 1∏n
k=1 Ψ(k)
= an(Ψ)
without loss of generality, since the case for general α > 0 follows similarly.
First, we apply Tonelli’s theorem to change the order of integration and get
PtFq(x) =
∞∑
n=0
an(Ψ)(q)nPtpn(x) =
∞∑
n=0
an(Ψ)(q)nKet−1pn ◦ de−t(x), (4.32)
where we have successively used the linearity of Pt and the identity (4.29). With
a change of variable et − 1 = s and hence e−t = 11+s , we now have
PtFq(x) =
∞∑
n=0
an(Ψ)(q)nKspn ◦ d 1
1+s
(x) =
∞∑
n=0
an(Ψ)(q)n(1 + s)−nKspn(x). (4.33)
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Now, since (4.23) and (4.22) hold, we can substitute (4.27) in (4.33) to get
PtFq(x) =
∞∑
n=0
an(Ψ)(q)n(1 + s)−nKspn(x) =
∞∑
n=0
n∑
k=0
Γ(q + n)
Γ(q)
(1 + s)−nan−k(Ψ)pn−k(x)
sk
k!
=
∞∑
n=0
n∑
k=0
an−k(Ψ)
Γ(q + n − k)
Γ(q)
pn−k(x)
1
(1 + s)n−k
1
(1 + s)k
(
q + n − 1
k
)
sk
=
∞∑
n=0
an(Ψ)
Γ(q + n)
Γ(q)
pn(x)
1
(1 + s)n
∞∑
k=0
(
q + n + k − 1
k
) ( s
1 + s
)k
=
∞∑
n=0
an(Ψ)
Γ(q + n)
Γ(q)
xn
1
(1 + s)n
1(
1 − s1+s
)q+n = (1 + s)qFq(x) = eqtFq(x),
where for the second last identity, we used the following binomial formula for
which the radius of convergence of the series is 1,
1
(1 − z)c+1 =
∞∑
n=0
(
n + c
n
)
zn
where
(
c
k
)
=
c(c−1)···(c−k+1)
k(k−1)···1 for k ∈ N and arbitrary c ∈ C are the generalized Binomial
coefficients. Therefore Fq ∈ Iq(P), and, consequently, the semigroup Q = (Qt)t≥0
defined by Qt f (x) = Pt( f ◦ Fq)(x) is a q-pricing semigroup. Finally, item (ii) is a
direct application of Corollary 4.2.1, and this concludes the proof.
Besides the risk-neutralization techniques presented in this paper, we recall
from [91] that one can also deduce a spectral expansion for Pt f under certain
circumstances. In particular, when Π(dx) ≡ 0 on (0,∞), which means X only has
negative jumps, then P admits an invariant measure, that is, a positive measure
with an absolutely continuous density ν(x), such that νPt f = ν f for all t ≥ 0 and
f ∈ L2(ν). Moreover, for f in a proper subspace of L2(ν), we have the spectral
expansion of Pt f
Pt f =
∞∑
n=0
e−nt〈 f ,Vn〉νPn
where, for all n ≥ 0,
Pn(x) =
n∑
k=0
(−1)k
(
n
k
)
Wφ(k + 1)
xk ∈ L2(ν),
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with Wφ(1) = 1 and Wφ(n + 1) =
∏n
k=1 φ(k), n ≥ 1, is an eigenfunction of Pt with
eigenvalue e−nt, and
Vn(x) = R
(n)ν(x)
ν(x)
=
(xnν(x))(n)
n!ν(x)
∈ L2(ν),
in a co-eigenfunction of Pt (eigenfunction for the dual semigroup) with eigen-
value e−nt. In the following section, we will present an example to illustrate the
usefulness of our risk-neutralization techniques, and moreover, show that these
techniques can be combined with the spectral expansion to yield powerful re-
sults.
Small perturbation of Laguerre process
One specific instance of generalized CIR semigroups is the small perturbation
of the Laguerre semigroup. Below we’ll give the description of this process, and
later we’ll do some pricing of European options and show a numerical illustra-
tion. Let m ≥ 1 and consider, for any u > 0,
φm(u) =
(u + m + 1)(u + m − 1)
u + m
= u +
m2 − 1
m
+
∫ ∞
0
(1 − e−uy)e−mydy.
From this we can also get that
ψ(u) = u
(u + m + 1)(u + m − 1)
u + m
.
The infinitesimal generator of the associated generalized CIR semigroup is the
integro-differential operator
Am f (x) = x f ′′(x) +
(
m2 − 1
m
+ 1 − x
)
f ′(x) +
m
x
∫ ∞
0
( f (e−yx) − f (x) + yx f ′(x))e−mydy,
(4.34)
for at least functions in D = { f ; x 7→ fe(x) = f (ex) ∈ C2([−∞,∞])}. Moreover,
Wφm(n + 1) =
m
n+m
Γ(n+m+2)
Γ(m+2) , that is, by moment identification,
ν(x) =
1 + x
m + 1
xm−1e−x
Γ(m)
=
(1 + x)
m + 1
εm−1(x), x > 0,
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where for any α with −α < N, εα(x) = xαe−xΓ(α+1) , x > 0. For n ≥ 1, the Pn’s and Vn’s
can be expressed in terms of the Laguerre polynomials as follows,
Pn(x) =
n∑
k=0
(−1)k
(
n
k
)
Γ(m + 2)
Γ(m + k + 2)
m + k
m
xk, (4.35)
Vn(x) = 1x + 1L
(m−1)
n (x) +
x
x + 1
L(m)n (x), (4.36)
where cn(m + 1) = Γ(n+1)Γ(m+2)Γ(n+m+2) and for any −α < N, L(α)n is the n-th associated
Laguerre polynomial (or generalized Laguerre polynomial) of order α, defined
either by means of the Rodrigues operator R(n) as follows
L(α)n (x) =
R(n)εα(x)
εα(x)
=
1
n!
(xnεα(x))(n)
εα(x)
x > 0,
or, through the polynomial representation
L(α)n (x) =
n∑
k=0
(−1)k
(
n + α
n − k
)
xk
k!
.
We also have that for all f ∈ L2(ν) and t > 0,
Pt f (x) =
∞∑
n=0
e−nt〈 f ,Vn〉νPn(x).
Moreover, by Proposition 4.3.3, we can easily write the q-invariant function as
Fq(x) =
∞∑
n=0
an(ψm)(q)nxn =
∞∑
n=0
1∏n
k=1 ψm(k)
(q)nxn
=
∞∑
n=0
n∏
k=1
k + m
k(k + m + 1)(k + m − 1)(q)nx
n =
∞∑
n=0
(m + 1)n(q)n
(m + 2)n(m)n
xn
n!
= 2F2(m + 1, q,m + 2,m; x),
where 2F2 is the generalized hypergeometric function. Figure 4.1 shows a plot
of Fq under different m’s (assuming a constant risk-free rate at r = 0.03).
Using this process, we can also provide an example for Corollary 4.2.2. First,
observe that for each n ≥ 0, (q)n is a polynomial of q with order n, hence for any
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Figure 4.1: Plot for r = 0.03,m = 1.1, 2, 4
fixed x, q 7→ Fq(x) is an entire function of q. Moreover, since Fq(0) = 1 and by
[86, Theorem 2.1], we have E0[e−qTx] = 1Fq(x) , where Tx = inf{t ≥ 0 : Xt = x} is the
first hitting time of x, we have that, for any fixed x ≥ 0, the mapping q 7→ Fq(x)
is, as the reciprocal of a Laplace transform, holomorphic and zero-free on the
right-half plane C+ and its first zero, if any, should be located on R−. Let us take
x = a for some a > m(m+2)
m+1 , and let ζ1 denote the first (negative) zero of q 7→ Fq(a),
then we make the following observations. On the one hand, we have Fq(a) > 0
for all q ≥ 0 and on the other hand, F−1(a) = 1 − m+1m(m+2)a < 0. Therefore, we must
have ζ1 ∈ (−1, 0), which implies that Γ(ζ1) < 0 while Γ(ζ1 + n) > 0 for all n ≥ 1.
Furthermore, since
F′ζ1(x) =
1
Γ(ζ1)
∞∑
n=1
(m + 1)nΓ(ζ1 + n)
(m + 2)n(m)n
xn−1
(n − 1)! < 0,
we see that Fζ1(x) is decreasing on (0, a), and this combined with the fact that
Fζ1(a) = 0 yields the conclusion that Fζ1(x) is a positive and monotonically de-
creasing function on (0, a).
Let us consider the semigroup P†t f (x) = Ex[ f (Xt), t < Ta], i.e. the semigroup of
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the process X killed at a. Its infitesimal generator is Am as given in (4.34), for at
least functions in f ∈ D satisfying the boundary condition f (a) = 0. In order to
show that Fζ1(x) is an eigenfunction of P
†
t , we simply applyAm as shown in (4.34)
to Fζ1 . Note that all derivatives and integrations can be applied term-by-term,
and we get
AmFζ1(x) = ζ1Fζ1(x),
and Fζ1(a) = 0 is trivial by definition of ζ1. Equivalently, we have P
†
t Fζ1(x) =
eζ1tFζ1(x). We now proceed by proving that F
†
q ∈ Iq(P†), where F†q(x) = Fq(x)1{x<a}.
To this end, we observe that for any x < a,
GmF†q(x) = limt→0
P†t Fq(x) − Fq(x)Px(Ta > t)
t
= lim
t→0
PtFq(x) − Fq(x)Px(Ta > t) − Ex[Fq(Xt)1{t>Ta}]
t
= lim
t→0
eqtFq(x) − Fq(x)Px(Ta > t)
t
− lim
t→0
Ex[Fq(Xt)1{t>Ta}]
t
= qFq(x) = qF†q(x),
where we successively used the facts that Fq ∈ Iq(P) and limt→0 Ex[Fq(Xt)1{t>Ta}]t = 0.
Combined with the fact that F†q is strictly increasing on (0, a), we see that, the
function s = F
†
q
Fζ1
is monotonically increasing on (0, a) and thus it is a homeo-
morphism. Hence, the semigroup Q as defined by (4.16) is a (q − ζ1)-pricing
semigroup, where we recall that ζ1 < 0.
4.4 Pricing Derivatives
In this section we want to implement our transformation techniques to some
financial models. As we know, the price of a contingent claim can be expressed
as the expectation, under the risk-neutral measure, of the payoff discounted to
present value. More precisely, we consider a contract of European type, which
specifies a payoff V(S T ), depending on the level of the underlying asset S t at
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maturity t = T . The value V of such contract at time t = 0, conditional to an
underlying value S 0 is
V(S 0) = E[e−rTV(S T )],
where E denotes the expectation under the risk-neutral measure and r is the
risk-free rate. Particularly, let us suppose the market is driven by a small per-
turbation of the Laguerre process X = (Xt)t≥0, which we recall was studied in
Section 4.3.3, and we model the price process as S t = Fr(Xt) and the current spot
is S 0 = Fr(x). Consider a European put option with strike K and maturity T ,
then the option value is given by
P(S 0,K, r,T ;m) = EFr(x)
[
e−rT (K − S T )+
]
= e−rTEx
[
(K − Fr(XT ))+]
= e−rT
∞∑
n=0
e−nT
〈
(K − Fr)+,Vn〉νPn(x).
Note that the inner product 〈(K − Fr)+,Vn〉ν is easy to evaluate numerically. On
the other hand, in order to evaluate the rate of convergence, we introduce, for
N = 1, 2, . . . the N-th order spectral approximate for the option price
SN =
N∑
n=0
e−nT
〈
(K − Fr)+,Vn〉νPn(x). (4.37)
We also introduce the following quantity, for  > 0,
N = inf{N ≥ 4; max{|SN − SN−1|, |SN − SN−2|, |SN − SN−3|} ≤ }. (4.38)
That is, N is the smallest number of terms needed in the spectral expansion
such that the truncated series has “converged” in the sense that the (N − 1)-th,
(N − 2)-th and (N − 3)-th order truncated summation do not differ from the
N-th by more than . To illustrate a numerical example, we evaluate an at-the-
money put option with S 0 = K = 10, r = 0.03,T = 1 and m = 4, with tolerance
level  = 10−4. Our algorithm returns the option price P(S 0,K, r,T ;m) ≈ SN10−4 =
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Figure 4.2: Relative series truncation error for S 0 = K = 10, r = 0.03,T =
1,m = 4
5.9571. The relative truncation error at order k, which is denoted by e(k), and
defined as
e(k) =
∣∣∣∑kn=0 e−nT 〈(K − Fr)+,Vn〉νPn(x) − SN10−4 ∣∣∣
SN10−4
,
is shown in Figure 4.2. Moreover, in Table 4.1 the value of N for  = 10−4 are
computed for various strikes and expiry times. The approximated option values
are shown in Table 4.2.
```````````````Maturity T
Strike K
7 10 13 17
0.33 23 23 23 22
0.5 17 18 18 18
1 11 11 11 11
2 7 7 7 7
Table 4.1: Values of N10−4 for various K and T with parameters S 0 = 10, r =
0.03,m = 4.
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```````````````Maturity T
Strike K
7 10 13 17
0.33 3.656 6.176 8.831 12.443
0.5 4.314 6.984 9.745 13.457
1 5.152 7.969 10.831 14.634
2 5.438 8.241 11.070 14.814
Table 4.2: Values of SN10−4 for various K and T with parameters S 0 = 10, r =
0.03,m = 4.
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