Abstract-we present a fresh new hypothesis that CNN is insensitive to some variants from input training data example, these variants relate to original training inputs by group actions, and will verify this hypothesis experimentally. This hypothesis means CNNs can generalize well on these variants when training on randomly generated training data and illuminates the paradox Why CNNs fit real and noise data and fail drastically when making predictions for noise data. Our findings suggest the study about generalization theory of CNNs should consider into these invariance of group actions to the input training data samples.
I. INTRODUCTION
With the dramatically growth in power of computer, data generated by electronic devices and the invention of efficient training techniques of several hidden layer neural nets [1] , deep learning has proven to be powerful for a wide range of problems, including fields of computer vision, such as image classification [2] , [3] and object detection [4] , [5] , fields of natural language processing, for instance, speech recognition [6] , [7] and Speech Synthesis [8] , [9] , reinforcement learning [10] , [9] , [11] , even in predicting DNAprotein binding [12] , organic chemistry reactions [13] ,drug discovery [14] , Fluid Simulation [15] .
Following the strong capability of deep networks, there has been some theoretical work eager to find the source of its powerful generalization ability. Some theoretical works have focused on the loss surface of neural nets [16] , [17] , [18] . Some other theoretical research have placed emphasis on universal approximation power of neural networks, earlier works [19] prove universal approximation for functions. Lately, in [20] by counting the number of regions of linearity to tells us how well the nets can approximate arbitrary curved shapes. In contrast, [21] proposed a new measure, based on Betti numbers, to show that the expressive power of deep nets is superior to its shallow counterparts. [22] has shown that threshold network may require an exponentially larger number of hidden unit so it can capture the decision boundary of a two-layer ReLU network . Similarly, [23] specifically study the topology of classification regions created by deep nets, as well as their associated decision boundary. [24] propose a new measure based on an interrelated set of measures of expressivity to the neural network expressivity, they find that the complexity of the neural nets grows exponentially with depth. All these methods have greatly promoted the understanding of the neural network, though we will give some experiments in this paper that all these theories can't explain.
In supervised learning applications the traditional view of generalization refers to the ability of the learned algorithm to fit previously unseen instance and if the model is excessively complex to memorize the training data, then it is overfitting. A model that has been overfitted has poor predictive performance, due to that it overreacts to noise fluctuations in the training data. Yet it is not well-justified that CNNs often achieve excellent generalization performance with excessively complex model. [25] conducts experiments to show that CNNs are rich enough to memorize the training data regardless of the type of training data. They argue that all kinds of regularization techniques in deep learning should not be counted that important as in traditional machine learning. Then building on this work, [26] proposes that CNNs always learn simple pattern first then fits noise, they also note that data maybe play a important role in memorization and generalization in CNNs. Though there still has a pending issue that CNNs fit random noise input datasets and pattern datasets equally, in real semantic datasets it does a good job, the other it does not, see Figure 1 .
In this paper, We're going to put forward a conjecture to aim at settle the generalization divergency of CNNs between benchmark data and made-up data. And we will do some experiments, although these experiments do not fully prove 978-1-5386-8069-8/18//$31.00 ©2018 IEEE Proceeding of the IEEE International Conference on Information and Automation Wuyi Mountain, China, August 2018 the hypothesis as theory, they can support our hypothesis to a certain extent. The rest of this paper are organised as follows: (1) We will lay stress on generalization of CNNs. We put forward a conjecture that functions represented by CNNs after training with optimization method map input data and this data under some transformation invariably. This conjecture could reasonably explain performance diversity of CNNs on benchmark and made-up datasets as in [25] . And then, experiments were conducted to validate this hypothesis and resolve inconsistency in Figure 1 .
(Section II). (2) Finally, Section III concludes the paper with possible problem and future works.
II. SPECIFIC GENERALIZATION
In this section we do not presents any theoretical stuff to prove some bounds or visualization technique to weights or activation of DNNs as most previous work but adopt a novel hypothesis. This hypothesis let us resolve the contradiction as in 1 explained by a overfitting regularization paradigm prevalence in traditional statistics machine learning theory.
We presents several definitions. Decision domain(DD) created by group actions for a DNN function f after successful training on a training set (X , Y) is define by Definition 2.1:
For a specific class label y = k, X k means all training samples with label k, we define Definition 2.2:
Similarly, for a certain training samples (x, y) ∈ (X , Y), we define Definition 2.3:
We name group action g as generating function, and denote all such functions g as set G, After the neural network were trained, the set G is changeless. Broadly, the scope of function g is subtle and intricate, decide what kind of test sample can be generalized? The identity function is a trivial element of G, we want more than that, but not too more. In this paper, We're not attempting to figure out all of elements of G, instead, we will authenticate that the elements of G consist of more than trivial identity function. [25] conducted several experiments with the modifications of the labels and input images, these experiments verify the universal fitting ability of DNN. We attribute the extreme disparity between training accuracy and test accuracy to that test samples in these experiments lies in that, DNN partition the input space into linear regions that depends on the input training data as Fig.2 [?] .
We will chase down some typical functions g. Inspiration from DNNs trained on real semantic image should performance well in affine transformation, Gaussian smooth, flip left right, rotation, adding small norm noise of images, we will adopt these as experimental functions. Besides these functions, we will adopt random shuffle training image as function g. From these functions and different types of training samples, test samples are constructed, then the performance of DNN are verified on these test examples.
A. Experiments
We adopt wide residue network with depth 16 and width factor 1 (W-16-1), all the input image size is 32 × 32 × 3. To verify the performance of different type of input training data, some of them use similar settings as in [25] : partially corrupted labels, random labels, random shuffled pixels, Gaussian, but note that we only use them as training example and for partially corrupted labels, the label of each image is independently corrupted by a uniform distribution with parameter 0.3 as typical. For shuffled pixels situation, we think it is simpler than random shuffled pixels because it is the same permutation is applied to all the training images and random shuffled pixels employ random permutation for each image, so we dismiss it. Other than these, we will experiment on binary CIFAR10 and will see miraculous DNNs could distinguish bird and bird, automobile and automobile.
Test data generated from training data above by transformations as follows:
• Flip left right: mirror every training data.
• Rotation: although rotation is a special case of affine transformation, we experiment on it in order to increase credibility of our hypothesis.
• Gaussian smoothing: we use gaussian filter function in Scipy package, with standard deviation (0.5, 0.5, 0) for Gaussian kernel.
• Random shuffle: for each image in the input, a different random permutation of range (3072) that:
(1) First and most important, CNNs based on stochastic optimization method could mystically be invariant to these group actions. (2) It is noteworthy that the same input data but different label strategy as standard label, random label, test data created from input by generating functions inheriting input label. Our hypothesis could explain this paradox that CNNs have different performances with different label strategy, as Fig. 2 . (3) From the definition of DD(X , g), we conclude that the more training data, more likely the space DD(X , g) is bigger, the better generalization performance of CNNs, so we can anticipate the performance on vision tasks increases based on volume of training data as [27] observed. In this paper we demonstrate our hypothesis which CNNs learn decision domain related to generating functions, through a series of experiments. In statistics machine learning theory, a lot of theories is based on training data and test data sampled from the same distribution, this hypothesis can not explain experiments by ours and [25] .
The remaining issue is how to explain CNNs trained with SGD-variants to produce such generating functions from theoretical proof? Why generating functions stay fixed disregarding the training data? Further work is needed to investigate the property of generating functions of CNNs. 
