A b s t r a c t Two methods for estimating the sensor offset of a cylinder pressure transducer are developed. Both methods fit the pressure data during pre-combustion compression t o a polytropic curve. The first method assumes a known polytropic exponent, and the other e s timates the polytropic exponent. The first method results in a linear least-squares problem, and the second method results in a noidinear least-squares problem.
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The nonlinear least-squares problem is solved by s e p arating out the nonlinear dependence and solving the single-variable minimization problem. For this, a finite difference Newton method is applied. Using this method, the cost of solving the nonlinear least-squares problem is only slightly higher than solving the linear least-squares problem. Both methods show good statistical behavior. Estimation error variances are inversely proportional t o the number of pressure samples used for the estimation. The method is computationally inexpensive, and well suited for real-time control applications.
I n t r o d u c t i o n
Crank angle resolved cylinder pressure measurement on internal combustion engines can be made using various kinds of transducer types, of which the piezoelectric, and the optical transducer types are the most prevalent. 
Problem Formulation
Assume that cylinder pressure measurements have an unknown but constant offset Ap,
Combining (1) and (2) yields
where Further assume that K is known
Posing the problem as a system identification problem
where y is known as the output, rp the regressor vector, and 0 the parameter vector. Here,
= ( 2 ) (6)
Assume crank-angle resolved data is available for cylinder pressure and combustion chamber volume during the compression stroke, and form
Combining ( 5 ) and (7) yields For equation (8) to hold, it is necessary to select a crank angle interval for which (1) is valid, i.e. comhustion chamber closed, and no comhustion taking place. This means that all the data has t o he collected between the point where the intake valve closes and the point where combustion starts.
The Least Squares Solution
Assume that the number, n, of cylinder pressure measurements in Y , is larger than the number of unknown parameters in 0, which is two. Then, the least-squares solution to (8) is given by
where O+ is the Moore-Peurose pseudo inverse of
For the problem at hand, the least-squares solution (9) translates t o where
Statistical Properties of the Least-Squares E s t i m a t e
The statistics of the estimates can be analyzed by assuming that Y is a random variable defined hy
where V represents the measurement noise. If V is assumed to be white Gaussian noise, it can he shown [3] that the estimate is consistent, and that the variances of the estimates are roughly inversely proportional to the the number of measurements as predicted by the central limit theorem. Figure 1 shows the standard deviation of the estimate for Ap as a function of the number of samples n. The inverse square-root dependence on n, predicted by the central limit theorem is also plotted for comparison. It can he seen that this approximation is quite accurate for large values of n, and can thus be used for a quick approximation of how many samples are required for the desired accuracy.
3.4
Experimental R e s u l t s Even though R can, with good precision, be assumed t o be constant during the compression stroke, it is not constant from cycle to cycle. These variations can be caused e.g. by changes in inlet conditions or operating conditions. Since the dependence of n on operating conditions can be fairly complex, it may he necessary t o estimate R also. This is covered in Section 4.
Estimation of the Polytropic Exponent
As mentioned above, it is likely that R is not known a priori. In this case it will be necessary t o estimate K as well. One way of estimating R is to minimize the RMS error of the pressure trace with respect to R , i.e. where it is noted that P is a symmetric projection ma- So finally, using (6)
The dependence of J on K turns out to be nearly quadratic, so a Newton method should converge t o the minimum in just a few steps.
N e w t o n Methods for Optimization
The base Newton optimization method (see e.g. [2]) approximates, at each iteration, the function with its second order Taylor polynomial, for which an analytical solution to the optimization problem exists. This, of course, requires an analytical expression for the second derivative.
In the cme that an analytic expression for the second derivative is not available or, as in this case, it is expensive t o compute on line, a modified version of the Newton method can be applied. The method used here is called a finite difference Newton method, and estimates the second derivative by a finite difference of first derivatives. Thus, the second derivative, G(zk), is approximated by where y is the first derivative Since g ( z k ) and g(zk-l) are computed anyway, the additional computational effort required for estimating the second derivative is very small.
In [3] it is shown that this method converges superlinearly if the second derivative is Lipschitz in a neighborhood of a local minimizer. Figure   5 indicate that there can indeed be a significant change in the pressure offset over time. 
Conclusions
Both methods presented in this paper allow estimation of the pressure sensor offset.
The linear least-squares estimates of pressure sensor offset , A p , and initial combustion chamber pressure, With unknown polytropic exponent, the nonlinear least-squares method proposed in Section 4 can be applied. Each iteration of the finite difference Newton method to find the least-squares estimate of K involves applying the linear least-squares method once, and computing the derivative of the loss function once. The cost of computing the actual Newton step is negligible. The cost for computing the derivative is the same as for applying the linear least-squares method. Both prohlems involve solving a linear system of equations with the same IeRhand side though, so information from one can be used for the other. Thus, the cost for solving both these problems is essentially the same as for just applying the linear least-squares method once. Furthermore, the Newton method converges in a few steps, so the total cost is only a few times the cost of applying the linear least-squares method. This makes the method suitable for real-time applications e.g. where cylinder pressure measurements are used for feedhack control.
The standard deviations of the estimates are somewhat higher for the nonlinear least-squares estimates. This is to be expected since one more parameter is estimated. If K is known t o be constant or if it varies little from cycle to cycle, the estimate for K can be low-pass filtered, and the filtered estimate can be used for linear least-squares estimation of the other two parameters. Sufficient filtering should result in similar standard deviations as for the "known K" case.
