Purpose: Megavoltage CT (MVCT) images are noisier than kilovoltage CT (KVCT) due to low detector efficiency to high-energy x rays. Conventional denoising methods compromise edge resolution and low-contrast object visibility. In this work, we incorporated block-matching 3D-transform shrinkage (BM3D) transformation into MVCT iterative reconstruction as nonlocal patch-wise regularization. Methods: The iterative reconstruction was achieved by adding to the existing least square data fidelity objective a regularization term, formulated as the L1 norm of the BM3D transformed image. A Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) was adopted to accelerate CT reconstruction. The proposed method was compared against total variation (TV) regularization, BM3D postprocess method, and filtered back projection (FBP). Results: In the Catphan phantom study, BM3D regularization better enhances low-contrast objects compared with TV regularization and BM3D postprocess method at the same noise level. The spatial resolution using BM3D regularization is 2.79 and 2.55 times higher than that using the TV regularization at 50% of the modulation transfer function (MTF) magnitude, for the fully sampled reconstruction and down-sampled reconstruction, respectively. The BM3D regularization images show better bony details and low-contrast soft tissues, on the head and neck (H&N) and prostate patient images. Conclusions: The proposed iterative BM3D regularization CT reconstruction method takes advantage of both the BM3D denoising capability and iterative reconstruction data fidelity consistency. This novel approach is superior to TV regularized iterative reconstruction or BM3D postprocess for improving noisy MVCT image quality.
INTRODUCTION
Megavoltage CT (MVCT) is used in image-guided TomoTherapy treatment but its quality is plagued by high noise level as a result of low detector quantum efficiency (DQE) of high-energy x rays. 1, 2 Both postprocessing and iterative reconstruction were used to suppress the noise. In iterative CT reconstruction, regularization terms play an important role. 3 Inspired by the compressed sensing theory, L1-type regularization terms such as total variation (TV) have been widely used in CT iterative reconstructions to preserve image edges. [4] [5] [6] Recently, a tensor framelet regularization scheme, the generalization of TV, wavelet, and L1-norm, was proposed by Gao et al. to maintain the object boundary in MVCT reconstruction while suppressing noise. 7 These techniques are effective to remove the image noise and streaking artifacts due to view aliasing in reconstructed images, but still result in noticeable image resolution loss when noise variation is high as shown in MVCT.
The block-matching 3D-transform shrinkage (BM3D) algorithm was recently proposed and achieved superior image noise suppression relative to local denoising methods by clustering similar but nonlocal 2D image patches into one group and performing denoising within each group. 8, 9 Because of the desired denoise performance, BM3D has been used in CT reconstruction. In a na€ ıve fashion, BM3D was applied directly on the CT projection 10 or reconstructed CT images [11] [12] [13] as a preprocessing or postprocessing component separate from the reconstruction. These studies showed superior image resolution preservation to local denoising methods but the inherit balance between data fidelity and BM3D regularization was not fully exploited as a single optimization problem. The integrated optimization approach was initially implemented for deblurring and denoising natural images, [14] [15] [16] where BM3D was formulated as L1 regularization to encourage data sparsity in the BM3D transformation domain. This method exploited data consistency while suppressing image noise, better preserved image features and outperformed the na€ ıve application. In 2013, Yang et al. 17 used BM3D patches extracted from a priori fully sampled images to regularize sparse view reconstruction of a 2D digital phantom. However, iterative CT reconstruction using BM3D on real phantom and patient projections has not been demonstrated. In this study, BM3D regularization was applied to Catphan and patient MVCT reconstruction.
MATERIALS & METHODS

2.A. Problem Formulation
The CT iterative reconstruction with BM3D regularization is formulated as
where g is the measured projection data, A is the forward projection matrix, U is the BM3D transformation matrix, b is the hyperparameter controlling the tradeoff between data fidelity and regularization, and H l is the Huber penalty function with a smoothing parameter l 18 that approximates the L1 norm, defined as
& In Eq. (1), the quadratic data fidelity term minimizes the discrepancy between the measured and the estimated projections, and the regularization term promotes sparsity in the BM3D transformation domain, which subsequently encourages image smoothness and maintains image texture.
As shown in Fig. 1 , the workflow involved two main steps. In the first step, a block-matching process was performed on a coarsely reconstructed initial image to generate the matched groups, from which the BM3D analysis matrix U was constructed. In the second step, matrix U was utilized in Eq. (1) for iterative reconstruction.
2.B. Construction of BM3D transformation matrix
The block-matching was performed on the initial CT images from TV reconstruction, on which each reference patch P r r ¼ 1; 2; . . .; R ð Þ , with size n p by n p and a separation distance n d in both the row and column directions, is denoted by the index of the voxel at the left upper corner. For each P r , a nonlocal searching procedure is performed within the P r -centered n w -by-n w window on the initial CT image to obtain a group of similar patches G r ¼ S r;j¼1 ; S r;j¼2 ; Á Á Á ; S r;j¼J È É to P r with respect to Euclidean distance. Let x be the vectorized MVCT image with dimension N. An indicator matrix I r;j with dimension ðn p Þ 2 -by is defined for the j th patch in the r th group, such that I r;j Á x is a vector containing every pixel in the similar patch S r;j : The indicator matrix I r for group G r is a concatenation of all I r;j j ¼ 1; 2; . . .; J ð Þ , and the matrix-vector product I r Á x provides the vectorized group G r .
Aside from the indicator matrix, two independent linear transformation matrices T 1 and T 2 are utilized in the construction of BM3D analysis matrix. T 1 is the 1D Hadamard transformation matrix that performs interpatch transformation across different patches within one group. T 2 is the 2D Haar wavelet matrix for intrapatch transformation within each patch. T 1 and T 2 together implement a 3D transformation on the group G r that transforms image patches in G r to the BM3D spectra, with spectra coefficients given by
The joint BM3D spectra are a concatenation of the BM3D spectra for all groups. By defining the BM3D analysis matrix U as
the joint BM3D spectra are related to the vectorized image x by x ¼ Ux.
2.C. Minimization of objective function
The objective function in Eq. (1) was minimized using a Fast Iterative Shrinkage-Thresholding Algorithm (FISTA), a fast proximal method that solves optimization problem in the form of
where F is convex and differentiable function with a Lipschitz continuous gradient, and G is a convex simple function in that its proximal operator can be evaluated efficiently. The proximal operator is evaluated through
Algorithm 1 summarizes the FISTA with line search algorithm, where the main operation in each iteration of FISTA are the evaluation of the proximal operator of G and the gradient of F.
Algorithm 1: FISTA with line search.
The proposed optimization problem Eq. (1) is presented in a canonical FISTA form by defining:
The proximal operator of G simply projects onto the non-negative orthant:
and the gradient of F is given by
This allows a direct application of FISTA to our formulation.
2.D. Evaluation
A Siemens imaging quality phantom, 19 a head and neck (H&N) patient, and a prostate patient was scanned on an onboard TomoTherapy imaging system 20 with a 3.5 MV helical fan beam. A total number of 800 projections were acquired. The proposed method is compared with Filtered Back Projection (FBP), TV, and BM3D postprocessing methods, where the BM3D postprocess performs the BM3D denoising filter on a FBP-reconstructed CT image. Evaluation includes both full sampled reconstruction and down-sampled reconstruction, where 25% of the uniformly sampled projections are utilized. The task-based modulation transfer function (MTF) 21 is evaluated for comparison of image resolution across both linear and nonlinear reconstruction methods.
RESULTS
3.A. Phantom study
The reconstruction results using BM3D regularization, TV, BM3D postprocess and FBP on a line pair slice and a contrast rod slice of the Siemens imaging quality phantom are shown in Figs. 2 and 3 respectively, for both fully sampled reconstruction and down-sampled reconstruction. The image noise, computed as the standard deviation (STD) within the squares on Figs. 2(d1) and 3(d1), is kept at the same level across all reconstruction methods except for FBP. TV reconstruction loses the fine feature as shown by the 8th line pair on the 800 projection image and the 7th line pair on the 200 projection image, whereas these line pairs are distinguishable on images reconstructed from other methods. BM3D postprocess method achieves comparably high spatial resolution as the BM3D regularization methods, as evaluated by these high-contrast line pairs, but the postprocessing method amplifies streaking artifacts, [ Fig. 2(c2) ], which originates from the noisy FBP image in Fig. 2(d2) , due to the lack of iterative fidelity penalty in this approach. Compared to other methods, the BM3D regularization method is able to maintain image spatial resolution while removing both the noise and artifacts.
The contrast rod slice compares performance on high-and low-contrast objects across different reconstruction methods. Both TV and BM3D postprocess are less effective at preserving low-contrast objects while removing the image noise, whereas the BM3D regularization image is able to distinguish low-contrast fine structures that were obscured by the noise in the FBP images. Table I presents the quantitative CNR values evaluated on the contrast rod object indicated by the region-of-interest (ROI) with label 1 on Fig. 3(d1) .
Image resolution comparison across BM3D regularization, TV, and BM3D postprocess methods under the same noise level is presented by the line profile plots of the 6 th line pair in Fig. 4 and the MTF plots in Fig. 5 , evaluated basing on the highest contrast object (ROI2) on Fig. 3(d1) . Figures 4  and 5 show that, for high-contrast objects, with equal image noise suppression, both the BM3D postprocess and the BM3D regularization methods maintained resolution comparable to the FBP, whereas the TV regularization degraded the resolution. At 50% of the MTF magnitude, the spatial resolution using BM3D regularization is 5.00 and 4.33 lp/cm, whereas that of using TV is 1.79 and 1.70 lp/cm, for the fully sampled reconstruction and down-sampled reconstruction, respectively. TABLE I. The CNR for the contrast slice with the ROI1 indicated in Fig. 3(d1) . Figure 6 shows the tradeoff between image noise and resolution for different reconstruction methods. The image noise is computed as the STD of the square on Fig. 3 (d1) , and the image resolution is calculated as the area under the MTF curve, where the task-based MTF is evaluated on the object in ROI2 on Fig. 3 (d1) . Across a suitable range of image noise, both the BM3D regularization and the BM3D postprocess were able to maintain a comparably high image resolution compared with TV, for both the fully sampled reconstruction and down-sampled reconstruction. The images shown in Fig. 3 corresponds to 
3.B. Patient study
The reconstruction results for a H&N patient slice and a prostate patient slice using BM3D regularization, TV, BM3D postprocess, and FBP are shown in Figs. 7 and 8 d1), is kept at the same level across all reconstruction methods except for FBP. TV images lose fine bone structures as shown in the zoom-in ROI displays of H&N patient in Fig. 7 , and produce cartoon-like artifacts characteristic to TV regularization. BM3D postprocess images are able to preserve image spatial resolutions in the high-contrast region comparable to BM3D regularization and FBP, but are less effective in preserving the low-contrast structures, shown in the zoom-in ROIs. For the prostate patient, the TV images showed more blurred bony boundaries. Compared with BM3D regularization, the BM3D postprocess results in worse soft tissue contrast, as shown in Fig. 8(c2) , and magnifies the FBP image artifacts.
DISCUSSION
CT imaging dose is a concern for diagnostic imaging and image-guided radiation therapy, motivating the development of low-dose CT. In practice, imaging dose reduction is achieved using sparse projection sampling and/or reduced x-ray tube current. 22, 23 Due to the ill-conditioned system matrix brought by the heavily undersampled data and/or high noise in low-dose CT imaging, iterative reconstruction has shown superiority in image artifact reduction and noise control in comparison to the analytical filtered-backprojection (FBP) algorithm since the former incorporates physical constraints and image features into the iterative framework as regularization terms. 3 Because of the low DQE, MVCT can be a viewed as a special case of low-dose CT that can benefit from iterative CT reconstruction.
In this work, we for the first time implemented nonlocal BM3D regularization as L1 regularization for raw CT data reconstruction. Compared with TV regularization, both BM3D postprocess and regularization are more effective in maintaining the resolution while reducing the noise. BM3D regularization, however, is better at enhancing low-contrast conspicuity and controlling artifacts than BM3D postprocess due to the iterative application of the fidelity term.
One limitation of the BM3D regularization is its higher computational cost. Compared with the 2D natural image processing reported by Danielyan et al., 14 the CT reconstruction problem is several orders of magnitude greater. The previous method of solving BM3D regularized iterative reconstruction using ADMM, 17 except for the difference of relying on a priori data for reconstruction, is impractically slow for real patient data. In this study, to improve the computational speed, the optimization problem was solved using FISTA, 24 a fast proximal gradient method. On one hand, FISTA requires only the multiplication with the system matrix and its transpose at each iteration, substantially reduces the computational costs as compared with other first order methods such as the alternating direction method of multipliers (ADMM). 25 On the other hand, it achieves a convergence rate of O 1 k 2 , a significant improvement over the O 1 k À Á convergence rate of most other first-order methods such as ADMM and Chambolle-Pock algorithm. 26 In addition, to reduce matrix multiplication time and reduce the memory usage, the BM3D analysis matrix was implemented as sequential multiplication of small transformation matrices in different dimensions. 8 With these acceleration methods, reconstruction for one image slice currently takes approximately 30 s with BM3D regularization, whereas FBP reconstruction and TV reconstruction takes less than 0.2 and 3 s, respectively, on a Intel Core i7-7700K CPU with 64 GB RAM and a GTX TITAN X. As a future development, the embarrassingly parallelizable matrix multiplication time can be further reduced with hardware acceleration techniques, e.g., graphics processing unit (GPU). 27 
CONCLUSION
We proposed a novel iterative reconstruction method for MVCT using the BM3D regularization. The method takes advantage of the BM3D denoising capability and formulate it as an L1 type regularization. At the same level of noise suppression, BM3D regularization is remarkably more effective than TV regularization in maintaining the resolution and enhancing low-contrast conspicuity. Compared with BM3D postprocess, BM3D regularization better improves low-contrast conspicuity and controls artifacts.
