Many statistical models are given in the form of non-normalized densities with an intractable normalization constant. Since maximum likelihood estimation is computationally intensive for these models, several estimation methods have been developed which do not require explicit computation of the normalization constant, such as noise contrastive estimation (NCE) and score matching. However, model selection methods for general nonnormalized models have not been proposed so far. In this study, we develop information criteria for non-normalized models estimated by NCE or score matching. They are derived as approximately unbiased estimators of discrepancy measures for non-normalized models. Experimental results demonstrate that the proposed criteria enable selection of the appropriate non-normalized model in a data-driven manner. Extension to a finite mixture of non-normalized models is also discussed.
Introduction
Consider a parametric distribution
where θ is an unknown parameter and Z(θ) is the normalization constant. Many statistical models are defined in the form of non-normalized densities or probability functions p(x | θ) and the calculation of Z(θ) is intractable: for instance, Markov random field models (Li, 2001) , truncated Gaussian graphical models (Lin et al., 2016) , and energy-based overcomplete independent component analysis models (Teh et al., 2004) . Such models are often called non-normalized models or unnormalized models. Since maximum likelihood estimation is computationally intensive for non-normalized models, several estimation methods have been developed which avoid calculation of the normalization constant. These methods include pseudo-likelihood (Besag, 1974) , Monte Carlo maximum likelihood (Geyer, 1994) , contrastive divergence (Hinton, 2002) , score matching (Hyvärinen, 2005) , and noise contrastive estimation (Gutmann and Hyvärinen, 2010) . Among them, noise contrastive estimation (NCE) does not require Markov chain Monte Carlo and also applicable to general non-normalized models for both continuous and discrete data. In NCE, the normalization constant Z(θ) is estimated together with the unknown parameter θ by discriminating between data and artificially generated noise, which is related to the Generative Adversarial Networks (Goodfellow et al., 2014) .
On the other hand, score matching is a computationally efficient method for continuous data which is based on a simple trick of integration by parts. The idea of score matching has been generalized to the theory of proper local scoring rules (Parry et al., 2012) and also applied to Bayesian model selection with improper priors (Dawid and Musio, 2015; Shao et al., 2019) . Although non-normalized models enable more flexible modeling of data-generating processes, versatile model selection methods for these models have not been proposed so far, to the best of our knowledge. In general, model selection is the task of selecting a statistical model from several candidates based on data (Burnham and Anderson, 2002; Claeskens and Hjort, 2008; Konishi and Kitagawa, 2008) . By selecting an appropriate model in a data-driven manner, we obtain better understanding of the underlying phenomena and also better prediction of future observations. Akaike (1974) established a unified approach to model selection from the viewpoint of information theory and entropy. Specifically, he proposed the Akaike Information Criterion (AIC) as a measure of the discrepancy between the true and the estimated model in terms of the Kullback-Leibler divergence. Thus, the model with minimum AIC is selected as the best model. AIC is widely used in many areas and has been extended by several studies (Takeuchi, 1976; Konishi and Kitagawa, 1996; Kitagawa, 1997; Spiegelhalter et al., 2002) . However, these existing information criteria assume that the model is normalized and thus they are not applicable to non-normalized models.
In this study, we develop information criteria for non-normalized models estimated by NCE or score matching. For NCE, based on the observation that NCE is a projection with respect to a Bregman divergence (Gutmann and Hirayama, 2011) , we derive noise contrastive information criterion (NCIC) as an approximately unbiased estimator of the model discrepancy induced by this Bregman divergence. Note that AIC (Akaike, 1974) was derived as an approximately unbiased estimator of the Kullback-Leibler discrepancy. Similarly, for score matching, we develop score matching information criterion (SMIC) as an approximately unbiased estimator of the model discrepancy induced by the Fisher divergence (Lyu, 2009) . Thus, the model with the minimum NCIC or SMIC is selected as the best model. Experimental results show that these procedures successfully select the appropriate non-normalized model in a data-driven manner. Thus, this study increases the practicality of non-normalized models. We note that Ji and Seymour (1996) proposed model selection criteria for non-normalized models estimated by the pseudo-likelihood (Besag, 1974) . Whereas their criteria are useful for discrete-valued data, our criteria are applicable to continuous-valued data, and NCIC is equally applicable to discrete-valued data. This paper is organized as follows. In Sections 2 and 3, we briefly review noise contrastive estimation (NCE) and score matching, respectively. In Section 4, we explain Akaike information criterion (AIC). In Sections 5 and 6, we derive information criteria for non-normalized models estimated by NCE and score matching, respectively. In Section 7, we confirm the validity of NCIC and SMIC by numerical experiments. In Section 8, we discuss extension of NCIC to non-normalized mixture models. In Section 9, we give concluding remarks.
Noise contrastive estimation (NCE)
In this section, we briefly review noise contrastive estimation (NCE), which is a general method for estimating non-normalized models. For more detail, see Gutmann and Hyvärinen (2012) .
Procedure of NCE
In NCE, we rewrite the non-normalized model (1) to
where c = − log Z(θ). We regard c as an additional parameter and estimate it together with θ. Suppose we have N i.i.d. samples x 1 , · · · , x N from the non-normalized model (1). In addition to data x 1 , · · · , x N , we generate M noise samples y 1 , · · · , y M from a noise distribution n(y). The noise distribution should be as close as possible to the true data distribution, while having a tractable probability density function: for example, the normal distribution with the same mean and covariance with data. Then, we estimate (θ, c) by discriminating between the data and noise as accurately as possible:
wherê
.
The objective functiond NCE is the negative log-likelihood of the logistic regression classifier. Note thatĉ NCE = − log Z(θ NCE ) and so the model p(x |θ NCE ,ĉ NCE ) estimated by NCE is not exactly normalized for a finite sample. NCE has consistency and asymptotic normality under mild regularity conditions (Gutmann and Hyvärinen, 2012; Uehara et al., 2018) . Gutmann and Hirayama (2011) pointed out that NCE is interpreted as a projection with respect to a Bregman divergence. Specifically, consider a Bregman divergence between two nonnegative measures q and p defined as
Bregman divergence related to NCE
where n(x) is a probability density and
This divergence is decomposed as
where g(q) is a quantity depending only on q and
dy. (7) Then, the objective functiond NCE (θ, c) of NCE in (4) satisfies
whereq is the empirical distribution of
, and E y denotes the expectation with respect to noise samples y 1 , · · · , y M . Thus, NCE is interpreted as minimizing the discrepancy d NCE (q, p θ,c ) between the empirical distributionq(x) and the model distribution p(x | θ, c). This is analogous to the maximum likelihood estimator being interpreted as minimizing the Kullback-Leibler discrepancy between the empirical distributionq(x) and the model distribution p(x | θ) in (13). Uehara et al. (2018) showed that the function f in (6) is optimal in terms of asymptotic variance.
Score matching
In this section, we briefly review the score matching estimator (Hyvärinen, 2005) , which is a computationally efficient estimation method for non-normalized models of continuous data. The score matching method is based on a divergence called the Fisher divergence (Lyu, 2009; Gutmann and Hirayama, 2011) . For two probability distributions q and p on R d , the Fisher divergence is defined as
By using integration by parts, it is transformed as
Now, suppose we have N i.i.d. samples x 1 , · · · , x N from an unknown distribution q(x) and fit the non-normalized model (1). Then, an unbiased estimator of d SM (q, p θ ) in (9) is obtained asd
Importantly, we do not need Z(θ) for computingd SM (θ). Thus, the score matching estimator is defined asθ
This estimator has consistency and asymptotic normality under mild regularity conditions (Hyvärinen, 2005) . Hyvärinen (2007) extended score matching to non-normalized models on
Through a similar argument to the original score matching, the score matching estimator for non-negative data is defined asθ
For exponential families, the objective functions of the score matching estimators reduce to quadratic forms (Hyvärinen, 2007; Forbes and Lauritzen, 2015) . Specifically, for an exponential family
For the exact forms of Γ(x), g(x) and c(x), see Lin et al. (2016) . Therefore, the score matching estimator is obtained by solving the following linear equation:
Akaike information criterion (AIC)
In this section, we briefly review the theory of Akaike information criterion. For more detail, see Burnham and Anderson (2002) and Konishi and Kitagawa (2008) . Suppose we have N independent and identically distributed (i.i.d.) samples x N = (x 1 , · · · , x N ) from an unknown distribution q(x). Based on them, we predict the future observation z from q(z) by using a predictive distribution. For this aim, we assume a parametric distribution p(x | θ) with an unknown parameter θ ∈ R k and estimate θ from x N by the maximum likelihood estimator defined asθ
By plugging in the maximum likelihood estimate, a predictive distribution p(z |θ MLE (x N )) is obtained. Then, the difference between the true distribution q(z) and the predictive distribution p(z |θ MLE (x N )) is evaluated by the Kullback-Leibler divergence
This Kullback-Leibler divergence is decomposed as
where E z denotes the expectation with respect to z ∼ q(z) and
is the Kullback-Leibler discrepancy from the true distribution q(z) to the predictive distribution p(z |θ MLE (x N )). Here, the first term
Thus, information criteria are derived as approximately unbiased estimators of the expected
, where E x denotes the expectation with respect to
Letq be the empirical distribution of x 1 , · · · , x N . Then, the quantity
can be considered as an estimator of E z [d KL (q,θ MLE (x N ))]. However, this simple estimator has negative bias, because the maximum likelihood estimateθ MLE (x N ) is defined to minimize
Therefore, information criteria are derived by correcting this bias. Consider the asymptotics N → ∞. Then, as shown in Burnham and Anderson (2002) ,
where
and k × k matrices I(θ) and J(θ) are defined as
Based on (12) and (14), Takeuchi Information Criterion (TIC; Takeuchi, 1976 ) is defined as
where k × k matricesÎ andĴ are given bŷ
TIC is an approximately unbiased estimator of the expected Kullback-Leibler discrepancy:
Assume that the model includes the true distribution: q(x) = p(x | θ * ) for some θ * . Then, both I(θ * ) and J(θ * ) in (14) coincide with the Fisher information matrix and so tr(I(θ * )J(θ * ) −1 ) = k. Based on this, Akaike Information Criterion (AIC; Akaike, 1974 ) is defined as
AIC is an approximately unbiased estimator of the expected Kullback-Leibler discrepancy:
Thus, information criteria enable to compare the goodness of fit of statistical models. Among several candidate models, the model with minimum information criterion is considered to be closest to the true data-generating process. In practice, TIC often suffers from instability caused by estimation errors inÎ andĴ, and so AIC is recommended to use regardless of whether the model is well-specified or not (see Burnham and Anderson, 2002 , Section 2.3).
Information criteria for NCE (NCIC)
In this section, we derive information criteria for NCE, which we call the Noise Contrastive Information Criterion (NCIC).
Bias calculation
To derive the bias correction terms in NCIC, we prepare some lemmata.
Suppose we have N i.i.d. samples x N = (x 1 , · · · , x N ) from an unknown distribution q(x) and estimate a non-normalized model (2) by using NCE. Here, the true distribution q(x) may not be contained in the assumed non-normalized model.
For convenience, we denote ξ = (θ, c), m = dim(ξ) = dim(θ) + 1,ξ =ξ NCE andp(x) = p(x |ξ). Also, we define
and write p * (x) = p(x | ξ * ). Note that p * (x) = q(x) when the model includes the true distribution. Rigorous treatments of the asymptotic theory for NCE require the concept of stratified sampling (Wooldridge, 2001; Uehara et al., 2018) . Namely, there are two strata: data (size N ) and noise (size M ). Correspondingly, we define
Then, the objective function of NCE is represented aŝ
ρ n (y t , ξ). (2012), we consider the asymptotics under stratified sampling where N → ∞, M → ∞ and M/N → ν with 0 < ν < ∞. We denote the expectation with respect to
Following Gutmann and Hyvärinen
in Section 2, the quantityd NCE (ξ NCE ) has negative bias as an estimator of E x,y [d NCE (q,p)]. The bias is calculated as follows. Here, ∇ ξ represents the gradient with respect to ξ, ∇ 2 ξ represents the Hessian with respect to ξ, and E p and Cov p denote the expectation and covariance matrix with respect to z ∼ p(z).
where m × m matrices I(ξ) and J(ξ) are defined as
Proof. From Theorem 3.2 of Wooldridge (2001) , the asymptotic distribution of NCE is
The left hand side of (20) is decomposed as
From (4) and (7), we obtain D 2 = 0.
Therefore,
Similarly, from ∇ ξdNCE (ξ) = 0 at ξ =ξ and ∇ 2 ξd NCE (ξ) = J(ξ * ) + o p (1),
Hence, we obtain (20).
When the model includes the true distribution (well-specified case), the bias takes a simpler form. Let
is a mixture distribution of p * and n.
Lemma 2. Assume that the model includes the true distribution:
where E r denotes the expectation with respect to z ∼ r(z) in (21).
and j m (ξ * ) be the m-th column vector of J(ξ * ), which corresponds to c. By straightforward calculation,
Thus,
Substituting (23) into (20), we obtain (22). Gutmann and Hyvärinen (2012) pointed out that NCE converges to the maximum likelihood estimator as M/(N + M ) → 1. In this setting, r(z) converges to n(z) and so E r [b(z)] goes to one. As a result, the coefficient of the leading term in the right hand side of (22) goes to m − 1, which is equal to the dimension of the parameter θ.
Mattheou et al. (2009) derived information criteria with the density power divergence based on similar bias calculation. In comparison, the bias term here takes more complicated form because we estimate not only the parameter but also the normalization constant in NCE.
Noise Contrastive Information Criterion (NCIC)
Now, we derive NCIC by using the bias calculation in the previous subsection.
Based on (18) and (19), let
and define m × m matricesÎ andĴ bŷ
From the discussion in Section 3.3 of Wooldridge (2001) ,Î andĴ are consistent estimators of I(ξ * ) and J(ξ * ), respectively. Thus, Lemma 1 leads to an information criterion for NCE as follows.
Theorem 1. The quantity
is an approximately unbiased estimator of N E x,y [d NCE (q,p)]:
When the model includes the true distribution, we can simplify the information criterion by using Lemma 2. Letb
Theorem 2. Assume that the model includes the true distribution: q(x) = p(x | ξ * ). Then, the quantity
is an approximately unbiased estimator of
By minimizing NCIC, we can select from non-normalized models (2) estimated by NCE. NCIC 1 in (24) and NCIC 2 in (26) are viewed as analogues of TIC (15) and AIC (16) for nonnormalized models, respectively. As will be shown in Section 7.1, NCIC 2 has much smaller variance than NCIC 1 . Also, NCIC 2 is easier to compute than NCIC 1 . Therefore, NCIC 2 is recommended to use when the model is considered to be not badly mis-specified. This situation is quite similar to that of TIC and AIC (see Burnham and Anderson, 2002 , Section 2.3).
Information criteria for score matching (SMIC)
In this section, we derive information criteria for score matching, which we call the Score Matching Information Criterion (SMIC). For convenience, we focus on the original score matching estimatorθ SM in the following. Analogous results for the score matching estimatorθ SM+ for non-negative data are obtained by replacingd SM and ρ SM withd SM+ and ρ SM+ , respectively.
Suppose we have N i.i.d. samples x N = (x 1 , · · · , x N ) from an unknown distribution q(x) and fit a non-normalized model (1) with θ ∈ R k by score matching. Here, the true distribution q(x) may not be contained in the assumed non-normalized model. For convenience, we denotê p(x) = p(x |θ SM ). Also, we define
and write p * (x) = p(x | θ * ). Note that p * (x) = q(x) when the model includes the true distribution. We consider the asymptotics N → ∞. Similarly to d KL (q,θ MLE (x N )) in Section 4, the quantityd SM (θ SM ) has negative bias as an estimator of E x [d SM (q,p)]. By using a similar argument to Lemma 1, the bias is calculated as follows. Here, ∇ θ and ∇ 2 θ denote the gradient and the Hessian with respect to θ, respectively, and E q and Cov q denote the expectation and covariance matrix with respect to z ∼ q(z).
Lemma 3.
where k × k matrices I(ξ) and J(ξ) are defined as
SinceÎ andĴ are consistent estimators of I(θ * ) and J(θ * ), Lemma 3 leads to an information criterion for score matching as follows.
Theorem 3. The quantity
For exponential families, the function ρ SM (x, θ) is given by the quadratic form (10) and sô I andĴ in (27) become simple:
Unlike NCIC, it seems difficult to simplify SMIC in well-specified case. Also, note that our focus here is different from Dawid and Musio (2015) and Shao et al. (2019) , who applied the idea of score matching to Bayesian model selection with improper priors.
Simulation results
In this section, we confirm the validity of the proposed information criteria (NCIC 1 , NCIC 2 , and SMIC) by simulation. For numerical optimization in NCE and score matching, we use the nonlinear conjugate gradient method (Rasmussen, 2006) .
Accuracy of bias correction: NCIC
First, we check the accuracy of the bias correction terms in NCIC 1 and NCIC 2 .
We generated N = 10 3 independent samples from the two-component Gaussian mixture distribution (1 − ε) · N(0, 1) + ε · N(0, 10). Then, we applied NCE to estimate the parameters of the non-normalized model which is a non-normalized version of the Gaussian distribution (m = 3). The M = 10 3 noise samples were generated from N(0, 1) independently. When ε = 0, the true distribution is included in the model (28). This experimental setting follows Konishi and Kitagawa (1996) . NCIC 1 and NCIC 2 were derived by correcting the bias of the quantity Nd NCE (ξ NCE ) as an estimator of N E x,y [d NCE (q,p)]. Namely, the true bias is
and NCIC 1 in (24) and NCIC 2 in (26) are based on the bias estimateŝ
respectively. We compare these values numerically by a Monte Carlo simulation with 10 5 repetitions. Fig. 1 plots B, E x,y [B 1 ] and E x,y [B 2 ] as a function of ε. When ε = 0 (well-specified case), the bias B is approximately equal to −(m − 1) = −2 and both E x,y [B 1 ] and E x,y [B 2 ] are close to this value. When ε > 0 (mis-specified case), B and E x,y [B 1 ] coincide quite well. These results are consistent with Theorems 1 and 2. Whereas the standard deviation ofB 1 is around 0.1 (see dotted lines in Fig. 1 ), that ofB 2 is smaller than 10 −8 . Thus, NCIC 2 has much smaller variance than NCIC 1 .
Accuracy of bias correction: SMIC
We also check the accuracy of the bias correction term in SMIC.
Similarly to the previous subsection, we generated N = 10 3 independent samples from the two-component Gaussian mixture distribution (1 − ε) · N(0, 1) + ε · N(0, 10). Then, we applied score matching to fit the normal distribution (28). In this case, the model is exponential family 
In SMIC, the true bias
is estimated byB = −tr(ÎĴ −1 ). Note that the bias is larger than NCIC.
Truncated Gaussian graphical model
Next, we apply NCIC 2 to selection of the Gaussian graphical model (GGM) with truncation (Lin et al., 2016) . Let G = (V, E) be an undirected graph where V = {1, · · · , d}. Then, the truncated GGM with graph G is defined as
where Σ ∈ R d×d is a positive definite matrix satisfying (Σ −1 ) ij = 0 for (i, j) ∈ E. Similarly to the original GGM (Lauritzen, 1996) , X i and X j are independent conditionally on the other variables X k (k = i, j) if (i, j) ∈ E. Thus, we consider selection of the graph G. Since the observation X is restricted to the positive orthant R d + , computation of the normalization constant of the truncated GGM (29) requires numerical integration and so maximum likelihood estimation of Σ is intractable. Thus, we estimate Σ for each possible graph G by using NCE or score matching and then select G based on NCIC 1 , NCIC 2 or SMIC.
Following Drton and Perlman (2004) , we consider the path graph of size three: G 3 = (V 3 , E 3 ) where V 3 = {1, 2, 3} and E 3 = {(1, 2), (2, 3)}, and generated N independent samples x 1 , · · · , x N from a truncated GGM (29) 
Application to natural image data
In this section, we apply the proposed criteria to analysis of natural image data (Hyvärinen et al., 2009) . We use the energy-based overcomplete independent component analysis (ICA) model (Teh et al., 2004) :
where x ∈ R d is the observation, w = (w 1 , · · · , w B ) ∈ (R d ) B is the overcomplete set of filters, and G(u) = −|u|. This model is related to ICA with overcomplete bases (Hyvärinen et al., 2001 ) and enables to extract useful features of data. In previous work, the number of filters B (> d) has been selected arbitrarily. Here, we determine B by minimizing NCIC.
We used N = 5 × 10 4 image patches of 8 × 8 pixels taken from natural images. This data is provided in Hoyer's imageica package (http://www.cs.helsinki.fi/patrik.hoyer/). Following Hyvärinen (2005) , we removed the DC component and then applied whitening. Thus, the data dimension is d = 63. For NCE, we generated M = 5 × 10 4 noise samples from the Gaussian distribution with the same mean and covariance as data. In this setting, computation of NCIC 1 was intractable. Fig. 3 (a) plots NCIC 2 as a function of B. NCIC 2 takes minimum at B = 118. Some of the estimated filters w 1 , · · · , w B when B = 118 are shown in Fig. 3 (b) . Here, the filters are converted back to the original space from the whitened space for visualization. Similarly to the result by score matching (Hyvärinen, 2005) , the filters represent localized patterns in image patches (Hyvärinen et al., 2009 ). 9 Extension to non-normalized mixture models
In this section, we discuss extension of NCIC to a finite mixture of non-normalized models, which we call a non-normalized mixture model (Matsuda and Hyvärinen, 2019) .
Extended NCE
Consider a finite mixture model
where π k > 0, K k=1 π k = 1, and
We assume that the normalization constant Z(θ k ) of each component p(x | θ k ) is intractable. Matsuda and Hyvärinen (2019) extended NCE to estimate (31) as follows. First, we reparametrize (31) as
where c = (c 1 , · · · , c K ) with c k = log π k − log Z(θ k ) and each p(x | θ k , c k ) is defined as
Similarly to the original NCE, we consider c as an additional unknown parameter. Then, we generate M noise samples y 1 , · · · , y M from a noise distribution n(y) and estimate ξ = (θ, c) in the same way as the original NCE in (3) and (4), that is, we use the definition (33) in the original NCE objective function (4). This extended NCE has consistency under mild regularity conditions (Matsuda and Hyvärinen, 2019) .
NCIC for non-normalized mixture models
Now, we consider extension of NCIC to non-normalized mixture models. The problem setting is essentially the same with Section 5. Specifically, we have
from an unknown distribution q(x) and estimate a non-normalized mixture model (33) by using the extended NCE. Note that the value of m is changed from Section 5 to m = dim(ξ) = K(dim(θ 1 ) + 1). Here, assume that the distribution p * (x) = p(x | ξ * ) defined by (17) has exactly K mixture components:
In this case, the model is regular around ξ * . Therefore, Lemma 1 is valid and so NCIC 1 in (24) is approximately unbiased. Also, by replacing j m (ξ * ) with h = m l=m−K+1 j l (ξ * ) in the proof, Lemma 2 for well-specified cases is valid as well and so
is approximately unbiased, whereb(z) is defined as (25). Thus, we can select the number of components K of non-normalized mixture models (33) by minimizing NCIC.
In general, extension of Lemma 1 and Lemma 2 to non-normalized mixture models is not trivial due to the singularity in the parameter space of finite mixture models (Mclachlan and Peel, 2004) . It is an interesting future work to develop a rigorous theory of model selection for nonnormalized mixture models accounting for singularity (Gelman et al., 2014) .
Gaussian mixture model
Here, we consider the non-normalized version of the Gaussian mixture distribution p(x | θ, c) = K k=1 exp(θ k1 x 2 + θ k2 x + c k ).
We generated N = 10 3 samples from the two-component Gaussian mixture distribution 0.5 · N(0, 1) + 0.5 · N(3, 1) and applied the extended NCE to estimate (35). The noise distribution was set to the Gaussian distribution with the same mean and variance as data and the noise sample size was set to M = 10 4 . Fig. 4 (a) and (b) plot NCIC 2 and AIC as a function of K, respectively. For AIC, we computed the maximum likelihood estimator with the MATLAB function fitgmdist. Both NCIC 2 and AIC take minimum at the true value K = 2. Thus, NCIC 2 enables to determine K in a data-driven manner like AIC. where I r is the modified Bessel function of the first kind and order r. Note that I r is computationally intractable.
von Mises-Fisher mixture model
Here, we consider a finite mixture of the von Mises-Fisher distributions (Banerjee et al., 2005) :
which is a typical non-normalized mixture model. We generated N = 10 3 samples from the von Mises-Fisher mixture model (36) with K = 3 and d = 10. The mixture weights π were set to uniform and the parameters µ k , κ k for each component were randomly chosen. The M = 10 4 noise samples were generated from the uniform distribution on S d−1 . Fig. 5 plots NCIC 2 as a function of K. In this case, NCIC 2 does not take minimum at the true value K = 3, but it bends at K = 3. We note that this behaviour is quite similar to that of AIC (Konishi and Kitagawa, 2008) .
Conclusion
In this study, we developed information criteria for non-normalized models estimated by noise contrastive estimation (NCE) or score matching. The proposed criteria (NCIC and SMIC) provide a principled method of model selection for general non-normalized models, which has not been proposed so far. Experimental results showed that the proposed criteria enable selection of the appropriate non-normalized model in a data-driven manner. We believe that this study increases the practicality of non-normalized models.
