The question as to whether k is homeomorphic to s was raised by Fréchet [lO] in his book, Les espaces abstraits (1928) , and also by Banach [5] in his book, Théorie des opérations linéaires (1932) . In an added footnote in [5], Banach erroneously attributed to Mazur a negative answer to the question. More recently, Kadec, Bessaga, Pelczynski, and others have studied homeomorphisms between various infinite dimensional Banach and Fréchet spaces. The work up to about 1964 is summarized by Bessaga in [ô] . In the direction of proving that k^s, Bessaga and Pelczynski [9] had proved that h~(hXs) and that h was homeomorphic to the countable product of copies of itself. Kadec [ll] , [12] proved that all separable infinite dimensional Banach spaces are homeomorphic. In 1966, Anderson [l] proved that h~s. This was done by using results in [2] together with the result that k^ikXs).
Based on an earlier Bessaga and Pelczynski result cited in [ó] , the results of Kadec [ll] and Anderson [l] established that all separable infinite dimensional Fréchet spaces are homeomorphic to each other.
In the present paper, the result that h~s appears in §3 as Theorem 1.1, but its proof makes use of lemmas and theorems from later sections. The procedure is summarized in §10. §11 lists open questions.
Further definitions and notation.
We let X\ Y denote the set of all elements of X not in F.
Let Z denote the set of positive integers. For aQZ t we let a 1 -Z\a. We let s a = H*ea Ri and 1% denote the space of sequences (xi)ie a of reals for which 23,-e «*?<°° with d(x, y) = (]C«ea(#"Ji)
2 ) 1/2 « The following two propositions are well known and easy to prove. LEMMA 
A. If ais a nonempty subset of Z for which a' is nonempty\ then s^s
0l Xs cl ' . If a is infinite, then s%~s.
LEMMA 2.2. If ais a nonempty subset of Z for which a! is nonempty, then h~l$Xlt. If a is infinite, then h~lZ*
We use the convention that if a is an infinite subset of Z, then propositions concerning l 2 and 5 are considered as applicable to 1% and s a . If aCZZy let T a denote the projection of k or 5 onto 1% or s a . If a = {i}, we may write r« as r»-.
A set K in / 2 or 5 is deficient in the ith direction if Ti(K) consists of a single element. A set K in / 2 or s is infinitely deficient if for some infinite set aC.Z, Ti(K) consists of a single element for each i£a. In this case we also say that K is deficient with respect to a.
We use the term map to denote a continuous function. For ƒ a map of X into Y and KQX, the notation /| K denotes the map ƒ restricted to the domain K. We use Id to denote the identity homeomorphism.
Let G be an open covering of a space X, F be a subset of X, and ƒ be a map of F into X. We say that ƒ is limited by G if for each pÇz F, there exists a g p GG such that pÇzgp and f(p)Gg P » The covering G provides a measure as to how close ƒ is to the identity. If X is a metric space, the mesh of G is the least upper bound of the diameters of the elements of G.
Suppose /i, / 2 , • • • is a sequence of maps such that the limit of fufïOfi,
• • • exists. We denote this limit by lim(/ t o • • •o/ 2 o/i) t > 0 =LlIi>o fi and call it the infinite left product of the/*.
In §5 we define invertible isotopies and adopt notation to be used in working with isotopies. In §7 we define an invertibly continuous family of invertible isotopies.
We use Si to denote the set of all points of k whose distance from the origin is 1-that is, 5i= {#©2! ÜC#? = 1}.
We use E i to denote {x &2 \ x, = 0 if j > i}. Then U£* is the union of all finite dimensional coordinate planes of / 2 . Sometimes (JE ( is called infinite dimensional Euclidean space. We note that Z 2 \U£*=* {xGfe| #» 5^0 for infinitely many i}.
3.
A homeomorphism of h onto s. Throughout this section we regard s= H*>o I? and let Ci={y£:s\ ^2y^i and for each j>0, \yj\ ^ 1 -1A}• Note that d is compact since it is a closed subset of the product of closed intervals.
The main result of the paper is the following.
The plan for showing that h~s is to exhibit homeomorphisms through middle spaces as follows:
The four homeomorphisms are guaranteed by Corollary 9.3, Lemma 3.3, Lemma 3.2, and Corollary 9.4 respectively.
The topology of the first three spaces above is determined by the topology of h while the topology of the last two is determined by the topology of s, so we may start by considering the bridge between h and s, namely the homeomorphism of 5in(fe\U£*) onto s\l)d. This bridge homeomorphism suggests why we chose to define a homeomorphism on 5in(/ 2 \U£*) instead of on fe.
LEMMA 3.2. Sin(/AUE*)~AUCî. {September PROOF, Throughout this proof we denote 5in(/ 2 \U£0 by Sj*. Hence the coordinates of points of both Si* and 5 lie in ( -1, 1 ).
There are many 1-1 functions taking Si* onto a dense subset of s. Since most of the coordinates of each point of Si* are close to 0, one might hope to divide each of these coordinates by a suitable divisor and obtain the corresponding coordinate of the corresponding point of s. Let us consider such an elementary function h: Sf-^s where we let
We note that #i E ( -1, 1) and yi £ ( -1, 1) so we set yi = x\.
Once xi is fixed, x 2 has the limited domain ( -(1 -xj) 1/2 , (1 -ff?) 1/2 ) while y 2 can still be anywhere in ( -1, 1). We take the domain of x 2 linearly onto the domain of y 2 and thus define y% = V(i -*î) 1/2 .
Continuing in this fashion, we define yi = m/11 -JL *A
1/2
One may note that the function h we have defined is 1-1 and coordinate wise continuous. Since 5 is a product space, coordinatewise continuity into s implies continuity. Hence h is continuous and thus is a map. One reason for working with Si* rather than Si is that we would have had difficulties trying to avoid dividing by 0.
In order to study ft -" 1 , we may solve for (#i, x 2 , * • • ) in terms of (yu 3>2, • • • ). One finds that hr 1 = g\ h(Sj*) where g: 5->l 2 is defined by
. Also, g is 1-1 and coordinatewise continuous. Coordinatewise convergence in k does not imply convergence as can be seen by considering the sequence of points such that the it\i member of the sequence has all coordinates 0 except the ith which is 1/2. However, it is well known and easy to prove that coordinatewise continuity into Si does imply continuity. Therefore h~l=g\h(Si*) is continuous and h is a homeomorphism. (Incidentally, it may be shown that g defined on all of 5 is not a homeomorphism.) Another reason for defining the bridge homeomorphism on Si* instead of on l 2 is that functions into Si are continuous if they are coordinatewise continuous.
The remaining part of the proof of Lemma 3.2 is to show that s\h(Sj*) =*UCt. This equality is no accident since the definition of d was chosen only after the definition of h.
One finds from inductive use of the equation describing the xjs in terms of the y/s that 2>î-i-(i-yî)(i-yî)---<i-yî).
Hence, if yÇîs, the sum of the squares of the first i coordinates of g(y) is less than 1. In fact, one finds that g(s) = <^G^| for each i, 53 % < If since for each x(Eh such that for each i> 53i x* < 1, one can inductively define yi coordinates so that g(y) =x. In particular, 5i*Cg(s) and s\h{s\) = g^lxEhl 53 *i < l| .
To prove that h(Sf) =s\UC;, we need only show that if yGh(Si*), J2î y}= » and if yEs\h(Si*) 9 £i°° y\ is finite.
If yEs\h(S x *) and g(y)=x, then 53f *?<!• Since ^i ~ a< / f 1 ~ X) xA , then y< g Xi / (1 -53 %) and 53y< « 53*< /(i -53 #A 
Convergence Procedure II. In some instances it does not seem feasible to construct a desired homeomorphism by a sequential process using Convergence Procedure I. To handle such cases we introduce another procedure. While a simpler version of this convergence procedure has been applied to compact spaces, as far as the authors know, the formulation we give for complete metric spaces is new.
If G is an open covering of a space X and h is a homeomorphism of X, we use h(G) to denote the collection of images of elements of G. Suppose (hi)i>$ is a sequence of homeomorphisms of a complete metric space X onto itself. We say that (hi)i >0 satisfies the inductive convergence criterion if there is a sequence (Gi)i>o of open coverings of X such that for each positive integer i, 
converges to a homeomorphism of X\\JKi onto X if each hi+i is limited by hi o • • • o h 2 o hi(Gi).
The proof is similar to the proof of Theorem 4.2. The condition that diameter g<d(g, Ui"
i> o converges to a point of X\(JKj rather than to a point of UKj.
5.
Isotopies. Several times in this paper we shall be concerned with isotopies, which we define for our purposes as follows. For a metric space X, an isotopy Hoi X onto X is a continuous 1-parameter family of homeomorphisms H t (0^/gl) of X onto X such that iüT 0 = Id; it is required that H be simultaneously continuous in t and X rather than that homeomorphisms be near each other.
One can think of an isotopy as a motion of X onto itself starting with the identity H 0 , ending with H% 9 and using Usa time variable.
Although it is required that an isotopy H be continuous in both t and X, it is not ordinarily required that {HT 1 }o^*âi be continuous in this sense. If it is, we call the isotopy invertible. In this paper we shall only use isotopies that are invertible.
For compact spaces, all isotopies are invertible, but this is not true for spaces in general. A noninvertible isotopy H of k onto itself can be defined as follows. Let/* be a map of [0, l] In Lemma 7.1 and Step 1 of Lemma 8.2 we exhibit invertible isotopies pushing points off s and a copy Z 2 (l) of / 2 . The motions in the two cases are rather different. The first pushes a point off 5 in some one direction while the second pushes a point off h(l) by increasing its norm (distance from the origin) using infinitely many directions. In both instances, the isotopies pushing individual points off the spaces are the key devices in pushing certain countable unions of closed sets of infinite deficiency off 5 and 4(1).
For any isotopy H on a space X and numbers a, b (0<a<6^1), 
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Observe that for H and F isotopies on X, a motion which is essentially H followed by F may be represented as the isotopy defined for each t (0 2g t ^ 1) and any a, b, c (0<a<b<c^l)
as F [b, c] 
is an invertible isotopy pushing po off X provided that
is a neighborhood U of p in X and an integer n(U) such that for each n>n(U), H? = ld on H^u
) o • • • oH\oH\(U) and (2
) for each q(EX, there is a neighborhood V of q in X and an integer n(V) such that for each n>n(V), (JE^)" 1 -Id on V and
is the identity. Hence H t may be considered as a finite product of homeomorphisms of X onto itself. Hence, the continuity of H and H~l for values of tin (0 :g t < 1) follows from the continuity of the finite factors to be considered.
For Xo(EX\{po} and / = 1, the continuity of H at (xo, 1) follows from Condition 1 in the statement of the lemma while if ^£X, the continuity of H" 1 at (x, 1) follows from Condition 2.
Straightening sets in s.
There are two related ways of showing that if a countable collection of compact sets are pushed out of 5, the remainder is homeomorphic with s. In one of these procedures, 5 is regarded as the pseudo interior of the Hubert cube. This approach was used in [2] . The procedure used in [2] offers an alternative (and perhaps easier) method of proving Corollary 9.4. However, in the present paper we adopt a procedure that parallels our treatment of the proof that k~h\\JE\ In § § 6 and 7 we regard s as H»>o Ri where Ri denotes a copy of the real line. In this section we show how to move sets into such nice positions that they can be pushed out of s with a procedure to be described in §9. LEMMA 
For any compact subset C of s there exists a honieomorphism h of s onto s such that h(C) projects onto a single point of Rithat is, T\h(C) is a single element. [September
PROOF. The proof is in two steps. In the first step we adjust C so that its image intersects any line parallel to the i?i-axis in at most one point. In the second step we move points in the 1st direction so that the final image of C lies in a hyperspace of s perpendicular to the jRi-axis.
Step 1. For each i>l, let ƒ»• be a homeomorphism of RiXR% onto itself such that (1) For any i>0, we know from the definition of ƒ*• that/(C) cannot intersect any line parallel to the i^i-axis in a set of diameter more than 1/2*. Therefore f(C) intersects any such line in at most a single point.
Step 2 PROOF. Let a\ t ce 2 , • • • be disjoint infinite subsets of Z such that Ua t = Z. Let s be written as ü;>o s<xi wnere s<xi== IL'sa,-Rj. Let 6 : Z~*Z be such that for each i>0, fr~l(j) is infinite. We regard each s ai as a copy of 5 and learn from Lemma 6.1 that there is a homeomorphism gi of s ai onto itself such that g»(r 0< (G(o)) is deficient with respect to the first element of ce».
Let g be the homeomorphism of s = ]X>o sa< onto itself defined coordinatewise as gi on s ai . From the definitions of 6 and of the g/s it follows that for each i>0 f g(C») is infinitely deficient.
Isotopies pushing points off s.
We shall need to consider a 2-parameter (0<rgl, Og/^l) family of homeomorphisms r H t such that for Y fixed, r H is an isotopy pushing the origin off s. We call such a family an invertibly continuous family of invertible isotopies if both r H t and rH^1 are continuous in r, /, and s. We shall want each r H t to be the identity outside the ^-neighborhood of the origin in s. We are supposing that s has the complete metric defined by d(x, y) = ]C(min(l/2*, |*<-y<|)).
We first describe an invertible isotopy pushing the origin off 5 and then modify the isotopy to obtain invertibly continuous families of invertible isotopies each pushing the origin off s. 
.t r(q) (p),q) defines an invertibly continuous 1-parameter (0<r^l) family of invertible isotopies each pushing the origin off s.
The proof is left to the reader. LEMMA 
There is an invertibly continuous 1-parameter (0<r^l) family of invertible isotopies r H each pushing the origin po off s such that r H t is the identity outside the r-neighborhood of p 0 .
PROOF. For any r (0<r^ 1), r H is to be an isotopy whose "action" pushes the origin off a certain subspace s Q of s and is "phased out" in a neighborhood U of the origin in the complementary subspace só (i.e., S = SOXSQ). The two "factors" which determine the size of the domain of support of the isotopy r H are (1) the diameter of the subspace So and (2) the diameter of the neighborhood U of the origin in só. We shrink the former, as r tends to zero, by a process of swapping axes and the latter by a reduction process introduced after each swap of axes.
Let a be an infinite subset of Z such that a' is infinite and 1,2,3£ce'. The distances in s" and s a ' are given by d(x, y) « I^e«(min(l/2% |x<-y<| )) andd(*,y)« £ie«Kmin(l/2^|av--y,|)) respectively. Note that the diameter of s a is less than 1/2 3 . Let H be an isotopy pushing the origin off s a as guaranteed by Lemma 7.1.
Let <j> be a map of s a ' onto [0, l] such that <tr l (\) = PQ and 0 = 0 for all points outside a 1/8-neighborhood of p*. We could have specified that <t>(q) = max [0, l-8 52<e«'(min 1/2% |*<|)] for 3 ^ (^«1» ^«2» è * * ) but we shall not be concerned with the particular description of <j>. In fact, it is perhaps best not to define 4> in terms of the distance from p* since this distance changes when coordinates are interchanged. We define \H so that for each (p, q)Çzs a Xs«' (with (p, q)?*po for * = 1)
iHt(p, q) « (H t .* (q) (p), q).

Note that \H t (p, q)=*(p, q) if d((p, q), £o)^l/4. This is because 1, 2, 3Ga' and d((£, q), p 0 ) ^ 1/4 implies d(q, p%') è 1/8 and <f>(q) = 0.
As r changes from 1 to 1/2, we define r H by modifying \H by swapping axes and reducing #. We describe each of these operations separately.
Swapping axes. Our purpose of swapping axes is to move the small positive integers out of a and hence reduce the diameter of s a . We recall that 1, 2, 3 are in a\ Let j be the least integer in a and k be an integer in a' larger than j. Let a{ be the subset of Z obtained from a' by replacing k by j and a% be the subset obtained from a by replacing j by k.
The action of the isotopy \H is defined on s a and is phased out in a neighborhood of the origin in s a '. We gradually transfer the action over 3/4gr^l so that the action of z^H will be defined on s ai and be phased out in a neighborhood of the origin in s ai '. The following formulas describe a suitable version of this process. ) in the same ratio that r divides 1/2, 3/4 with 0 r (<?') =0i/ 2 feO if 0 1 /2(<Z , )=03/4(g'). Then for 1/2 fir S 3/4, define As r moved from 1 to 1/2, we defined r H t from iiît by swapping axes and reducing 0. By similarly swapping axes so as to replace the least element of ai with a larger element of a{ and by further reducing 0, we define r H t (1/4^r^ 1/2) from 1/2^ in an analogous fashion. Similarly, we define r H t as r shrinks to 1/2 3 , to 1/2 4 , • • • .
8. Isotopies pushing points off k. We prove lemmas about pushing points off l 2 similar to those we proved about pushing points out of 5 in the last section. We recall that Si is the set of all points of h at a distance of 1 from the origin. LEMMA 
There is an invertible isotopy F pushing a point off S\.
PROOF. Let Z 2 (l) be the set of all points of k whose first coordinate is 1. For each positive integer i, let pi denote the point of k whose first i coordinates are each 1 and whose other coordinates are 0. We prove Lemma 8.1 in two steps.
Step 1. In this step we exhibit a particular invertible isotopy H on Z 2 (l) pushing pi out of / 2 (1). The plan is to push pi to p 2 , then to p$ t then to pi t • • • , and hence off / 2 . We take care that no point other than pi undergoes more than a finite number of these pushes. For each integer i^2, let Ui be the neighborhood of pi in / 2 (1) such that
Let H 1 be the isotopy on / 2 (1) such that H] is a translation of t units in the x 2 direction. For each integer i^2, If*' is the isotopy on / 2 (1) such that #ƒ(£) is the point resulting from translating p by
*>0
It may be shown with the use of Theorem 4.1 and Lemma 5.1 that H is an invertible isotopy pushing pi out of / 2 (1).
Step 2. In this step we describe an invertible isotopy F pushing pi off Si. Let Sf be the set of all points of Si with positive 1st coordinate and p be the projection of S* onto / 2 (1) from the origin. The invertible isotopy F promised by Lemma 8.1 may be defined as
To complete the proof we need only verify the continuity of F and F~x at points p£Si whose 1st coordinate is 0. Suppose the ith coordinate of p is not 0 and ô is one third the absolute value of this coordinate. A calculation shows that if U is the ô-neighborhood of p in Si and q(Ep(Ur\SÎ), then the absolute value of the ith coordinate of q is greater than 2. For k^i f Hf and (Hf)" 1 do not move q. Hence, to verify the continuity of F and F~l } we only need to check the effect of a finite number of p"" 1 o H* t o p's near p; in fact we only need to check one of them since the composition of a finite collection of continuous functions is continuous.
A computation shows that if £ = (0, x 2 , xz, • • ')G5i and q~ Cvi» ?2, • • • )£Si" within ô of p, then for some O^0^1, 
PROOF. The required isotopy is defined by
where H is the isotopy of Lemma 8.2 and r(p) is the point whose coordinates are obtained by multiplying those of p by r.
9. Eliminating sets with small pushes. Can a small push send a mathematician out of society without leaving a vacancy? We shall be interested in conditions under which a set can be pushed out of a space with a small push. LEMMA 
Let X denote h or s, G be an open covering of X> a be an infinite subset of Z, and K be a closed subset of X which is deficient with respect to a. Then for each open set U containing K there exists a homeomorphism h of X\K onto X such that h is limited by G f h is the identity except on U, and Ti(x) ~Ti(h(x)) for each iÇ~a
f .
PROOF. We suppose aV0 and write X = X a XX a ' as suggested by Lemmas 2.1 and 2.2. With no loss of generality we suppose that Note that 2rU£'«0, *CK') = 1, and *C4)~0. By Lemma 8.3 for l 2 (and thus for Ç) and by Lemma 7,3 for 5 (and thus for s a ), there exists an invertibly continuous family r H (0<r^l) of invertible isotopies each pushing pj off X* and such that for each t (Og/^1), r i? f is the identity outside the r-neighborhood of PQ in X a . We shall verify that the desired homeomorphism h of our lemma is
HP, ?) = (r(«)B t(q) (p), ff).
Since t(q) = 1 for qÇ-K', we note that for such q t rw)Ht(q) is a homeomorphism of (X a \{po})X {q} onto Z«X {q}. Also, since *(<? We are now in a position to prove a theorem having two important corollaries. THEOREM 
Let X denote either Z 2 or s, U be an ópen set in X t and {Ki} i>0 be a countable collection of closed sets of X which lie in U, with each Ki having infinite deficiency. Then there exists a homeomorphism h of X\\JKi onto X such that h\ X\U is the identity.
PROOF. By a standard sequential process augmenting one finite set at a time, it is routine to show that there exists a collection {«*}*><) of disjoint infinite subsets of Z such that Ki is deficient with respect to ai. Using Lemma 9.1 to assert the existence of hu we can inductively define a sequence of homeomorphisms (& t -)t>o and a sequence of coverings (G,)i>o satisfying the hypotheses of Theorem 4.3 (specifying that hi does not change the j-coordinate of any point unless iG«») so that L Hv>o hi is a homeomorphism of X\[)Ki onto X. COROLLARY 
Of the four homeomorphisms, B was easily established in Lemma 3.3 and C was established in Lemma 3.2 by exhibiting explicit formulas. The bulk of the paper was concerned with apparatus for establishing A and D which were stated as Corollaries 9.3 and 9.4. §4 identified criteria for the convergence of sequences of homeomorphisms and §5 introduced isotopy procedures to be used later. § §6 and 7 were concerned with properties of 5 while §8 was concerned with properties of h analogous to those of §7 for 5. In this treatment, it appears as if / 2 is a simpler space to handle than is s, but in fact the procedure was designed for 7 2 and then adapted to s since we were unable to adapt to h a more natural simpler procedure for s.
Finally, in §9, the results of § §7 and 8 pushing individual points off $ and h were used to push UC< off s and U£* off / 2 . ) then in order that such a homeomorphism exist it is necessary and sufficient that K be the countable union of closed sets with Property Z.
Some open questions related to
(2) A special case of (1) (5) Regarding sQI™ it is easy to show that there exist homeomorphisms of s onto itself that cannot be extended to /^-homeomorphisms, but the following question seems more interesting. For any homeomorphism h of s onto itself does there exist a homeomorphism ƒ of s onto itself such that f^hf can be extended to a j3*-homeomorphism ?
Questions on Infinite Products. (6) Is every product of a compact absolute retract by J 00 homeomorphic to I 00 ? (7) Is every countable infinite product of compact absolute retracts homeomorphic to J 00 ? A set is a topologically complete absolute retract if it admits a complete metric and is a retract of every metric space in which it is embedded as a closed set.
(8) Is every product of a topologically complete absolute retract by s homeomorphic to s? (9) Is every countable infinite product of topologically complete absolute retracts (with infinitely many noncompact factors) homeomorphic to s? It is reasonable to weaken questions (6) to (8) by replacing "absolute retract" by "contractible finite complex" or a similar condition. In an as yet unpublished paper, Anderson has shown that any countable infinite product of dendrons is homeomorphic to I 00 . (A dendron is an acyclic locally connected one-dimensional continuum.) He feels it likely that the methods of the proof of this proposition can be modified to show that any countable infinite product of contractible finite complexes is homeomorphic to I 00 . (10) Is every product of J 00 by a finite connected complex homeomorphic to a product of I 00 by some manifold-with-boundary? (11) Is every product of 5 by a finite connected complex homeomorphic to a product of 5 by some manifold-with-boundary?
Questions on Topological Banach Manifolds. A number of authors have studied the differential topology of so-called Banach manifolds. 
