In this paper, an algorithm for solving multi-objective economic emission load dispatch problem (EELD) is proposed. In this algorithm, an interactive sequential hybrid optimization technique (I-SHOT) is used together with an active-set strategy and the multiplier method to transform the multi-objective problem (EELD) to an unconstrained optimization problem with a single objective function. A line-search globalization strategy is added to the algorithm to insure global convergence.
Introduction
The economic emission load dispatch (EELD) is a nonlinear multi-objective constrained optimization problem. The objective of (EELD) problem is to minimize the fuel cost and emission level simultaneously, and satisfying all unit and the system constraints.
Several optimization techniques have been proposed by many researchers to deal with this multi-objective nonlinear programming problem with varying degrees of success. In ( [11] , [22] ) the problem has been reduced to a single objective problem by treating the emission as a constraint with a permissible limit. This formulation, however, has severe difficulty in getting the trade-off relation between cost and emission.
Goal programming method was also proposed for the multi-objective problem (EELD) (see [24] ). In this method a target or a goal to be achieved for each objective is assigned and the objective function will then try to minimize the distance from the targets to the objectives. Although the method is computationally efficient, it will yield an inferior solution rather than a non-inferior one if the goal point is chosen in the feasible domain.
Heuristic algorithms such as genetic algorithms have been recently proposed for solving multi-objective problem (EELD) (see for example [7] , [28] , [29] ). The results reported were promising and encouraging for further research. Moreover the studies on heuristic algorithms over the past few years, have shown that these methods can be efficiently used to eliminate most of difficulties of classical methods (see for example [1] , [3] , [5] , [15] , [20] ). Further more, these methods cannot be used to find pareto-optimal solutions in problems having a non convex pareto-optimal front or ill defined problems.
In this work, we convert the multi-objective problem (EELD) to a singleobjective constrained optimization problem by using an interactive sequential hybrid optimization technique (I-SHOT). Interactive multi objective programming searches a solution in an interactive way with DM while eliciting information on his/her value judgment. Then it is important how easily DM can make trade-off analysis to get a final solution. To this aim, several kinds of interactive techniques for multiple criteria decision making have been developed so far (see [26] ). The I-SHOT method is one of the interactive method that was developed by [8] based on an extension to the hybrid method (i.e., a combination of the weighting and -constraint methods).
The hybrid method was to improve upon the -constraint technique, which turns a multi objective problem into a single objective problem constraining all objective functions except one and then minimizing the remaining objective by combining the -constraint method with the weighting method, the decision maker can not only obtain proper Pareto optimal solutions, but also have control over the optimization process to further refine the Pareto set according to his or her preferences (see [18] , [8] ). Note that in the weighting method, the weighted combination of objectives generally does not detect points in a non-convex Pareto set. This difficulty, however, is overcome by the hybrid method that uses a combination of the weighting and -constraint methods. The interactive stage can be replaced with a systematic reduction of the Pareto set, which will also detect non-convex regions of the Pareto set.
In this paper an active set strategy is used together with multiplier method to convert the single-objective constrained optimization problem into unconstrained optimization problem. The general idea behind the active-set strategy is to identify at every iteration, the active inequality constraints and treat them as equalities. This allows the use of the well-developed techniques for solving the equality constrained optimization problems. Many authors have proposed active-set algorithms for solving a general nonlinear programming problems (see for example [14] , [16] , [17] ). The main idea of the multiplier methods is to replace the equality constrained optimization problem with a sequence of unconstrained optimization problem and at the same time the penalty parameter needs not to go to infinity (see [10] , [25] ).
A line-search globalization strategy is added to the algorithm to insure global convergence. Line search rules can be classified into two types, exact line search rules and inexact line search rules. Many researchers believe the exact line search is time-consuming to be carried out or impossible to find in practical computation. Therefore we opt to use the inexact line searches to identify the step size that will ensure a substantial reduction in function at minimum cost. Many inexact line search methods have been proposed: [ [6] , [21] , [30] , [31] ], and others.
Here, we introduce some notations for subscripted functions denote function values at particular points; for example,
, and so on. The matrix H k denotes the Hessian of the objective function at the point (x k ) or an approximation to it. Finally, all norms are l 2 -norms.
The paper is organized as follows. A detailed description of economic emission load dispatch problem (EELD) is presented in Section 2. Section 3 is devoted to analysis of the transformation of (EELD) problem to single-objective constrained optimization by using I-SHOT method. A main steps of our line search algorithm for solving (EELD) problem are presented in Section 4. An implementation of the proposed algorithm is presented in Section 5. In Section 6, numerical results are reported. Finally, Section 7 contains concluding remarks.
Description of Problem (EELD)
The problem (EELD) includes the simultaneous optimization of fuel cost and emission objectives which are incompatible ones. The deterministic problem is formulated as follows:
Objective functions
There are two objective functions which are described in details as follows:
Fuel cost objective function
The fuel cost function of a generating unit is usually described by a quadratic function of power output P G i . It stated mathematically in [34] as follows
where f 1 is the total fuel cost($/hr), P Gi is the power generated by generator i, n is the number of generators, and a i , b i , c i , are the fuel cost coefficients of generator i.
Emission dispatch objective function
The objective of emission dispatch is to minimize the total pollutant emission due to the burning of fuels for production of power to meet the load demand. The total pollution level can be defined as the following:
where f 2 is the amount of N O 2 emission (ton/h), a i , b i , c i , ξ i and ν i are the coefficients of the ith generators N O 2 emission characteristic.
Constraints of the Problem
The optimization problem is bounded by the following constraints:
Power balance constraint
The total power generated must supply the total load demand and the transmission losses
where P D is a total load demand, and P Loss represents a transmission losses. The transmission losses are given by [23] as follows:
where
and
such that n is a number of buses, R ij is a series resistance connecting buses i and j, P i is a real power injection at bus i, Q i a reactive power injection at bus i, V i is a voltage magnitude at bus i, δ i is a voltage angle at bus i.
Maximum and minimum limits of power generation
The power generated by each generator P Gi is constrained between its minimum and maximum limits, i.e.,
Security constraints
A mathematical formulation of the security constrained (EELD) problem would require a very large number of constraints to be considered. However, for typical systems the large proportion of lines has a rather small possibility of becoming overloaded. The (EELD) problem should consider only the small proportion of lines in violation, or near violation of their respective security limits which are identified as the critical lines. We consider only the critical lines that are binding in the optimal solution. The detection of the critical lines is assumed done by the experiences of the DM. An improvement in the security can be obtained by minimizing the following objective function,
where T q (P G ) is the real power flow, T max q is the maximum limit of the real power flow of the qth line, and m is the number of monitored lines. The line flow of the qth line is expressed in terms of the control variables P Gs by utilizing the generalized generation distribution factors (GGDF) in [27] and is given as follows
where D qi is the generalized (GGDF) for line q due to generator i.
For secure operation, the transmission line loading S l is restricted by its upper limit as
where n l is the number of transmission line.
In the following section we treatment the (EELD) problem by using I-SHOT approach to transform it to a single objective optimization problem.
Treatment Multi-Objective (EELD) Problem
The mathematical formulation of the multi-objective problem (EELD) with n buses and m generators is the following multi-objective optimization problem:
where i = 1, ..., n and l = 1, ..., n l . The above problem can be reformulated as follows:
n → , h(x) : n → , and g(x) :
are twice continuously differentiable where j = 1, 2.
Interactive Sequential Hybrid Optimization Technique (I-SHOT)
We present one of the famous approach in solving multi-objective optimization problem. It is the interactive sequential hybrid optimization technique (I-SHOT). In this approach, analyst works with the decision maker (DM) where the analyst tries determine the preference structure to the DM in an interactive way. We use this method to convert the multi-objective (EELD) problem to a single objective constrained optimization problem. A formal description of I-SHOT method is presented in the following algorithm.
Algorithm 1 ( I-
Step2. (Compute jgood and jbad ) a) Compute j by solving problem (2) for all j = 1, 2. b) Computeˆ j by solving the following problem
Step3. (Solve the hybrid problem) Solve the the hybrid problem which is a single objective constrained optimization problem and has the following form 
Solving the Single Objective Problem
In this paper an active set strategy is used together with the multiplier method to convert the single objective constrained optimization problem (5) into unconstrained optimization problem. The general idea behind the active-set strategy is to identify at every iteration, the active inequality constraints and treat them as equalities. This allows the use of the well-developed techniques for solving the equality constrained optimization problems. Many authors have proposed active-set algorithms for solving a general nonlinear programming problems (see for example [14] , [16] , [17] ). The main idea of the multiplier methods is to replace the equality constrained optimization problem with a sequence of unconstrained optimization problem and at the same time the penalty parameter needs not to go to infinity (see [10] , [25] ).
The single objective constrained optimization problem (5) can be written as follows.
minimize
Following the active set strategy in [14] , we define a 0-1 diagonal indicator matrix D(x) ∈ 6n+n l +2×6n+n l +2 , whose diagonal entries are
Using the above matrix, we transform problem (6) to the following equality constrained optimization problem minimize F (x) subject to C(x) = 0,
]. The Lagrangian function associated with the above problem is the function
where λ is the Lagrangian multiplier vector associated with the equality constrain C(x) . Using a multiplier method, we transform the equality constrained optimization problem (8) to the following unconstrained optimization problem
where r is a parameter usually called the penalty parameter.
In the following section, we present main steps of our algorithm for solving (EELD) problem.
Line Search algorithm
During iteration k, at the point x k , a quasi-Newton method is used to minimizes the quadratic model
where B k is the Hessian matrix of the Lagrangian function (9) or an approximation to it. If (B k + r k ∇C k ∇C T k ) is a positive definite matrix, then s k uniquely minimizes q k (x) where s k satisfies
A search direction s k that satisfies this equation is called a quasi-Newton direction. Since we always require for all k, the search direction s k is a descent direction, i.e
then the matrix (B k + r k ∇C k ∇C T k ) must be positive definite. To evaluate the matrix (B k + r k ∇C k ∇C T k ) to be positive definite we use the following Tarazaga's condition. If
is positive definite, see [32] . Otherwise, we modify the matrix by adding large number µ to the diagonal and compute the search direction s k by solving
where µ k is a positive constant large enough to make the matrix (B k +r k ∇C k ∇C T k + µ k I) positive definite. For more details see [13] .
To obtain the next iteration point x k+1 , a step size α k is determined such that x k+1 = x k + α k s k . To this end, we use a backtracking line search procedure where a decreasing sequence of step sizes α k ∈ (0, 1], is tried until some acceptance rules are satisfied, see [6] . For convenience, the trial point
holds for the current trial step size α k , where 0 < σ < is a fixed constant. Once the trial step is computed, we update the Lagrangian multiplier. This update is described in Step 8 of Algorithm (2) . After updating the Lagrangian multiplier, the penalty parameter is updated. To update r k , we use the scheme that was proposed by [9] . The adjustment scheme is to increase r k by multiplication with a factor β > 1 only if the constraint violation as measured by C k+1 is not decreased by a factor γ < 1 over the previous minimization. This scheme is described in Step 9 of Algorithm 2. Finally, the algorithm is terminated when ∇ x L k + C k ≤ 1 , or s k ≤ 2 , for some 1 > 0 and 2 > 0.
The Active-Set Line Search Algorithm
The main steps of our Active-set line-search Algorithm are explained in detail as follows:
3n+nl . Compute D 0 , and λ 0 . Choose 0 < σ < 1 2 , 0 < η < 1, γ > 0, and 1 > 0, 2 > 0. Set r 0 = 1, and k = 0.
Step2. Compute the search direction s k by solving (12) .
T s k ≤ 0, then go to step 6. Else, set µ = 10 3 .
Step8. Compute the Lagrangian multiplier λ k+1 by solving
Step9. To update the penalty parameter r k ,
Step10. Set k = k + 1 and go to step 1.
The main steps of our approach for solving Problem (1) are explained in detail as follows:
Step1. Compute the wight W using (6).
Step2. To obtain j , j = 1, 2, we use Algorithm (2) to solve Problem (2).
Step3. To obtainˆ j , j = 1, 2, we use Algorithm (2) to solve Problem (8) .
Step5. Using Algorithm (2) to find the solution of the hybrid Problem (5).
Implementation of the proposed algorithm
The proposed algorithm is tested on the standard IEEE 30-bus system having six generating units. The single line diagram of this system is shown in figure  (5.2) and the values of fuel cost and emission coefficient are given in Table 1 . The techniques used in this study were developed and implemented using a laptop with Intel Core (TM)i7-2670QM CPU 2.2 GHz and 8 GB RAM. Algorithm (3) was implemented as a MATLAB code (R2013a). For implementing the proposed algorithm, the parameters have been selected as follows: σ = 0.1, η = 0.5, γ = 0.25. Successful termination with respect to our linesearch algorithm means that the termination condition of the algorithm is met with 1 = 10 −6 . On the other hand, unsuccessful termination means that the number of iterations is greater than 500, the number of function evaluations is greater than 800. 
Results and discussions
To demonstrate the effectiveness of the proposed algorithm , our results are compared in view of the objective function with the results obtained by the six other algorithms that are handling the same (EELD) problem, reported in [2] , [3] , [4] , [12] , [19] , and [33] .
The results obtained from the proposed algorithm on (EELD) problem, have been shown in Tables (5.1) and (5.2) which present the best fuel cost and the corresponding emission. Also, we represent a comparison of solution As it can be seen from this table the fuel cost calculated by the proposed algorithm is less than or at least equal to the other concerned algorithms. The best emissions of different algorithms in this table shows that the emission amount obtained from the proposed algorithm is less or at least equal to the other algorithms.
The results declare the implementation of our line-search Algorithm is as effective tool for solving constrained multi objective optimization problem, that is converges globally with the Armijo-type line search which has sufficient degree of accuracy, is easier to implement and more useful in practical computation. The method updates the penalty parameter dynamically by using the scheme that proposed by [9] . The resulting algorithm is robust and its global convergence properties are strong.
Also, our approach allows greater control over the optimization process, steps of an iterative solution algorithm are repeated and the decision maker progressively provides preference information so that the most preferred solution can be found, so it has control over the range of solutions generated at each iteration, it reduces the feasible region at each iteration with only a brief interaction with the decision maker. Also, some further work on allowing information feedback for the I-SHOT method may result in a more efficient generation of the Pareto set.
Conclusions
The proposed algorithm in this paper was applied to economic emission load dispatch optimization problem formulated as multi objective optimization problem with competing fuel cost, and emission. The presented algorithm considered as globally search technique to get a pareto-optimal solution. however, we need to select one operating point, which will satisfy the different goals to some extent. Such a solution is called best compromise solution. Consequently, I-SHOT method can incorporate the DM preference in the optimization process to identify such compromise solution. Also, the method guarantees detection of strand proper Pareto optimal solutions, The following points are the significant contributions in this paper.
• This approach is applied to solve multi-objective problem (EELD) with no limitation to the no of objective functions.
• The method converges globally with the Armijo-type line search which is easier to implement and would not cost so much computation.
• The presented algorithm considered as globally search technique to get a pareto-optimal solution.
• Greater control over the optimization process.
For future work, there are many questions that should be answered. Although we have implemented the algorithm and tested it. Finally, the results were compared with the results in other algorithms that is solve the same (EELD) problem.
