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1 Definitions, notation, and statements of main problems
Let X, Y be Banach spaces and A : X → Y be an operator (not necessarily
linear) with domain D(A) ⊂ X . Let Q ⊂ D(A). We define the modulus of
continuity ω (δ) , δ ∈ [0; ∞), of the operator A on the class Q to be
ω(δ) := sup
x ∈ Q,
‖x‖ ≤ δ
‖Ax‖X .
The problem of computing the modulus of continuity of an operator on the
given class of elements is an abstract version of the problem of finding sharp
Landau-Kolmogorov type inequality (see, for instance, [5, Ch. 7]).
Let L(N) = L(N ;X,Y ) be a set of linear bounded operators T from X
to Y with norms ‖T ‖ = ‖T ‖X→Y bounded by N > 0. The quantity
U(T ) = sup
x∈Q
‖Ax− Tx‖Y
is called the deviation of the operator T ∈ L(N) from the operator A on the
class Q. Finally,
E(N) = E(N ;A,Q) := inf
T∈L(N)
{U(T ) (1)
is called the best approximation of operator A by a set of bounded operators
L(N) on the class Q.
Stechkin’s problem (see, for instance, [1], [9], [10], and [5], Ch. 7.1) of the
best approximation of the operator A on class Q consists of computing E(N)
and finding (studying the questions of its existence, uniqueness, characteriza-
tion) the “extremal” operator, i.e. the one that delivers inf in (1).
Let O = O(X,Y ) be the set of all mappings of the space X into the
space Y , L = L(X,Y ) be the set of all linear operators from X into Y , and
B = B(X,Y ) be the set of all bounded linear operators X into Y .
For δ ≥ 0 and operator T ∈ R we set
Uδ(T ) = Uδ(T ;A,Q) := sup
x∈Q,η∈X
‖x−η‖X≤δ
‖Ax− Tη‖Y ;
Eδ(R) = Eδ(R;A,Q) = inf
T∈R
Uδ(T ).
The problem of optimal recovery of the operator A with the help of the set
of mappings R (recovery methods) on the elements from the class Q, given
with error δ, consists of finding the quantity Eδ(R) and operator T ∈ R, which
realizes inf
T∈R
Uδ(T ).
Let Q be a set in X and x ∈ X. The quantity
E(x,Q)X = inf
q∈Q
‖x− q‖X ,
is called the best approximation of the element x ∈ X by the set Q ⊂ X.
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Let F,Q be convex classes in X and N > 0 is a real number. The set
NQ = {Nx : x ∈ Q} is called a homothet of the class Q with the homothety
coefficient N. The quantity
E(F,NQ)X = sup
u∈F
E(u,NQ)X = sup
u∈F
inf
x∈NQ
‖u− x‖X (2)
is called the best approximation of the class F by a homothet NQ.
The problem of best approximation of the class F by a homothet NQ
consist of computing the quantity (2).
All above listed problems are closely related to Landau-Kolmogorov type
inequalities (see, for instance, [1], [5] §§7.3 - 7.5). We need the following two
theorems, which formally establish the connection.
Set
∆(N) := sup
δ>0
{ω(δ)−Nδ}
and
l(δ) := inf
N≥0
{E(N) +Nδ}.
Theorem 1 (Stechkin [10]). Let A be a homogeneous (in particular, linear)
operator and let Q be a centrally symmetric subset of D(A). Then
E(N) ≥ ∆(N), N ≥ 0,
and
ω(δ) ≤ l(δ), δ ≥ 0.
Theorem 2 If Q is a centrally symmetric set and A is a homogeneous oper-
ator, then
ω(δ) ≤ Eδ(O) ≤ Eδ(B) = Eδ(L) ≤ l(δ).
In this paper, we consider the above stated problems in the case when
X = Y = H , where H is a Hilbert space, the considered operators are some
functions of self-adjoint operator in H , and the class of elements is also defined
with the help of some function of the same operator.
Let us mention some known results of this type for operators in Hilbert
spaces.
First of all, let us mention the classical Hardy-Littlewood-Polya inequal-
ity [8] for function x(t) from L2(R), such that the derivative x
(r)(t) of order
r ∈ N in Sobolev sense also belongs to the space L2(R):
‖x(k)‖L2(R) ≤ ‖x‖
1− kr
L2(R)
‖x(r)‖
k
r
L2(R)
, k = 1, ..., r − 1. (3)
This inequality implies the following estimate for the modulus of continuity
of the operator d
k
dtk
on the class W r2,2(R) = {x ∈ L2(R) : ‖x
(r)‖L2(R) ≤ 1}:
ω(δ) ≤ δ1−
k
r .
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In addition, the sharpness of Hardy-Littlewood-Polya inequality implies that
in fact
ω(δ) = δ1−
k
r , δ ≥ 0.
Hardy-Littlewood-Polya inequalty and the above result on computing of
the modulus of continuity have been generalized in multiple directions (see, for
instance, [5], [7], [3], [6]). In particular, in [6] sharp Hardy-Littlewood-Polya
type inequality was proved for functions of operators with a discrete spectrum.
The problem of best approximation of the unbounded operator d
k
dtk by
bounded operators on the class W r2,2(R) was solved in [11]. It was proved
there that
E(N) ≤
k
r
(
1− kr
) r−k
k
N
r−k
k
.
The result was further generalized [3] to the case of higher degrees of self-
adjoint operators in Hilbert spaces.
In [11] it was also proved that
E(W r−k2,2 (R), NW
r
2,2(R)) ≤
k
r
(
1− kr
) r−k
k
N
r−k
k
.
This was generalized in [4] to the case when classes are defined with the help
of degrees of arbitrary self-adjoint operators.
The paper is organized as follows. In Section 2 we introduce the necessary
definitions and facts from spectral theory of self-adjoint operators in Hilbert
spaces. In particular, here we define functions of such operators. In Section 3
we obtain rather general Hardy-Littlewood-Polya type inequality for functions
of unbounded self-adjoint operators. In addition, we find the modulus of con-
tinuity of a function of an operator on a class of elements defined with the
help of another function of an operator. In Section 4 we solve the problem
of best approximation of a function of an unbounded self-adjoint operator by
bounded operators. In Section 5 we obtain a series of sharp additive Hardy-
Littlewood-Polya type inequalities for functions of operators. The problem of
approximation of one class of elements from a Hilbert space by another class
is solved in Section 6. Finally, in Section 7 we solve the problem of optimal
recovery of operators on a class of elements given with an error.
2 Preliminaries from Spectral Theory
We begin by reminding some necessary facts on operator Stieltjes integrals
and functions of self-adjoint operators in Hilbert spaces.
Let H be a Hilbert space with an inner product (x, y) and norm ‖x‖ =
(x, x)
1/2
.We consider a linear unbounded operator A in H with domainD(A).
First, let us recall some definitions and facts from spectral theory of self-
adjoint operators (see, for instance, §75 and §88 in [2]).
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Partition of unity is a one parametric family of projection operators Et,
defined on a finite or infinite interval [α, β] (in the case when the interval
[α, β] is infinite, we understand, by definition,
E−∞ = lim
t→−∞
Et, E∞ = lim
t→∞
Et
in strong convergence sense) and satisfying the following properties:
a) EuEv = Es, s = min {u, v} ,
b) in the sense of strong convergence
Et−0 = Et, α < t < β,
c) Eα = 0, Eβ = I (I is an identity operator)
We set Et = 0 for t ≤ α and Et = I for t ≥ β.
It follows from the definition that for any x ∈ H the quantity
σ (t) = (Etx, x) , α < t < β,
is left-continuous, non-decreasing function of bounded variation for which
σ (α) = 0, σ (β) = (x, x) .
Thus, we have σ-measure that allows the construction of Lebesgue-Stieltjes
integral.
If any condition is satisfied with respect to all σ-measures, generated by
elements x ∈ H , then we say that it is satisfied with respect to the operator
measure Et.
Now for the defined, measurable, and finite almost everywhere with respect
to the operator measure Et functions, we may consider operator integrals (for
details and properties of such integrals see, for instance, [2])∫ ∞
−∞
ϕ(t)dEt.
Based on the spectral theorem, each self-adjoint operator A has a corre-
sponding partition of unity Et, t ∈ R, such that
A =
+∞∫
−∞
tdEt.
In addition, element x belongs to the domain D (A) of the operator A if and
only if
+∞∫
−∞
t2d (Etx, x) <∞.
Moreover, if x ∈ D (A) , then
Ax =
+∞∫
−∞
tdEtx,
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and
‖Ax‖
2
=
+∞∫
−∞
t2d (Etx, x) <∞.
Let now function ϕ(t) be defined, measurable, and finite almost everywhere
with respect to the operator measure Et. We also assume that there exists a
dense set D in H of elements x, such that
+∞∫
−∞
|ϕ(t)|2d (Etx, x) <∞. (4)
Under the made assumptions, the function ϕ(A) of an operator A is an oper-
ator defined as follows
ϕ(A)x =
+∞∫
−∞
ϕ(t)dEtx
for all those x ∈ H such that (4) holds. Relation (4) defines the domain
D(ϕ(A)) of the operator ϕ(A).
3 Inequalities of Hardy-Littlewood-Polya type and the problem of
computing the modulus of continuity
We begin with the case when rather general Hardy-Littlewood-Polya type
inequality can be proved in a simple and explicit manner. We consider func-
tions ϕ(A) and ψ(A) of an operator A, where ϕ(t) and ψ (t) are continuous
complex-valued functions on R, such that |ϕ(t)| and |ψ(t)| are even and strictly
increasing on (0,∞). In addition, we assume
|ϕ(t)|2 = F (|ψ(t)|2) (5)
where F (·) is a strictly increasing, concave function, and F (0) = 0.
A rather general Hardy-Littlewood-Polya type inequality is contained in
the following theorem.
Theorem 3 Let A be an unbounded self-adjoint operator in H. Then for any
x ∈ D(ψ(A)), x 6= θ, the following inequality holds
‖ϕ(A)x‖
2
≤ ‖x‖
2
F
(
‖ψ(A)x‖
2
‖x‖
2
)
. (6)
If, in addition, A is such that
(Et − Es)D (ψ(A)) 6= {θ} , 0 ≤ s < t ≤ ∞, (7)
then the inequality (6) is exact.
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Remark. The classical Hardy-Littlewood-Polya inequality in the multi-
plicative form (3) can be obtained by taking A = i ddt , ϕ(t) = t
k, ψ(t) = tr,
and F (t) = t
k
r . Hence, we call the form in (6) the multiplicative form.
Proof In order to obtain the upper estimate, we apply Jensen’s inequality (F
is a concave function and
+∞∫
−∞
d(Etx,x)
‖x‖2
= 1). For any x ∈ D (ψ(A)) , x 6= θ, we
obtain
‖ϕ(A)x‖
2
=
+∞∫
−∞
|ϕ(t)|2d (Etx, x) = ‖x‖
2
+∞∫
−∞
F
(
ψ2 (t)
) d (Etx, x)
‖x‖
2
≤ ‖x‖2 F

 1
‖x‖2
+∞∫
−∞
|ψ (t)|2 d (Etx, x)


= ‖x‖
2
F
(
‖ψ(A)x‖
2
‖x‖2
)
.
Therefore,
‖ϕ(A)x‖2 ≤ ‖x‖2 F
(
‖ψ(A)x‖2
‖x‖
2
)
.
The fact that under assumption (7) obtained inequality is sharp will follow
from the next theorem. 
ByWψ we denote the class of elements x ∈ D (ψ (A)) such that ‖ψ(A)x‖ ≤
1.
Theorem 4 Let A be an unbounded self-adjoint operator in H and let ω(δ)
be the modulus of continuity of the operator ϕ(A) on the class Wψ. Then for
any δ > 0
ω(δ) ≤ δ
√
F
(
1
δ2
)
.
If, in addition, A is such that the assumption (7) is satisfied, then for any
δ > 0
ω(δ) = δ
√
F
(
1
δ2
)
.
Proof Inequality (6), together with assumptions imposed on the function F
and the fact that x ∈Wψ and ‖x‖ ≤ δ, implies
‖ϕ(A)x‖
2
≤ δF
(
1
δ2
)
,
and, hence,
ω(δ) ≤ δ
√
F
(
1
δ2
)
. (8)
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Next, let us show that if for the operator A assumption (7) is satisfied,
then we also have the following lower estimate
ω(δ) ≥ δ
√
F
(
1
δ2
)
.
For a given δ > 0 and arbitrary ε ∈ (0, 1), we take
t = |ψ|−1
(
1
δ
)
and s = (1− ε)|ψ|−1
(
1
δ
)
,
where |ψ|−1(t) is an inverse function to |ψ|(t). We choose an element xδ,ε ∈
(Et − Es)D (ψ(A)) in such a way that ‖xδ,ε‖ = δ.
First of all, it is easy to check that the chosen element xδ,ε belongs to the
class Wψ. Indeed, since |ψ(u)| is strictly increasing, we have
‖ψ(A)xδ,ε‖
2
=
t∫
s
|ψ(u)|
2
d (Euxδ,ε, xδ,ε)
≤ |ψ|2(t) ‖xδ,ε‖
2
=
(
|ψ|(|ψ|−1(1δ ))
)2
δ2 = 1.
Next, we apply operator ϕ (A) to the element xδ,ε and, taking into account
the fact that |ϕ(u)| is strictly increasing we obtain the following estimate from
below
ω(δ)2 ≥ ‖ϕ(A)xδ,ε‖
2
=
t∫
s
|ϕ|2(u)d (Euxδ,ε, xδ,ε) ≥ ϕ
2(s) ‖xδ,ε‖
2
= |ϕ|2((1− ε)t)δ2 = F (|ψ|2
(
(1− ε)|ψ|−1(1δ )
)
)δ2.
As ε→ 0, we arrive at
ω(δ) ≥
√
F (|ψ|2
(
|ψ|−1(
1
δ
)
)
)δ2 = δ
√
F
(
1
δ2
)
. (9)
Combining (8) and (9), we obtain
ω(δ) = δ
√
F
(
1
δ2
)
.

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4 The problem of best approximation of an unbounded operator by
bounded ones
In this section we consider the problem of approximating the operator ϕ(A)
on the class Wψ by bounded operators.
Let continuous, complex valued functions ϕ(t) and ψ(t) be such that |ϕ(t)|
and |ψ(t)| are even and strictly increasing to +∞ on (0,+∞). For any b > 0
let function ϕb(t) be defined as follows
ϕb(t) =
{
ϕ(t)− ϕ(b)ψ(b)ψ(t), |t| ≤ b
0, |t| ≥ b.
(10)
Let also
max
t
|ϕb(t)| = N(b).
Theorem 5 Let A be an unbounded, self-adjoint operator in a Hilbert space
H. Let also functions ϕ and ψ be such that the function |φ(t)||ψ(t)| is non-increasing.
Then for any b > 0
E (N(b)) ≤
|ϕ(b)|
|ψ(b)|
. (11)
If functions ϕ and ψ are such that (5) holds and operator A is such that
condition (7) is satisfied, then for any b > 0
E (N(b)) =
|ϕ(b)|
|ψ(b)|
=
1
|ψ(b)|
√
F (|ψ(b)|2) = ω
(
1
|ψ(b)|
)
. (12)
where ω(δ) is modulus of continuity of the operator ϕ on the class Wψ.
The extremal operator is ϕb(A) defined with the help of a function in (10).
If, additionally, the function |φ(t)||ψ(t)| on the interval (0,+∞) is strictly de-
creasing from +∞ to 0, then for any N > 0
E(N) =
|ϕ(b)|
|ψ(b)|
,
where b is the unique solution of the equation N(b) = N.
Proof With the help of functions ϕb(t), we define operators ϕb(A) and estimate
their norms ‖ϕb(A)‖ :
‖ϕb(A)x‖
2
=
b∫
−b
|ϕ(u)|2d(Eux, x) ≤ max
t
|ϕb(t)|
2
‖x‖
2
,
from which it follows that
‖ϕb(A)‖ ≤ max
t
|ϕb(t)| = N(b).
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Next, we find the upper estimate for the norm
∥∥ϕ(A)x − ϕb(N)(A)x∥∥ . For
x ∈Wψ we have
‖ϕ(A)x − ϕb(A)x‖
2
=
+∞∫
−∞
|ϕ(u)− ϕb(u)|
2d(Eux, x)
≤ max
t
|ϕ(t)− ϕb(t)|
2
|ψ(t)|2
+∞∫
−∞
|ψ(u)|
2
d(Eux, x)
= max
t
|ϕ(t)− ϕb(t)|
2
|ψ(t)|2
‖ψ(A)x‖
2
≤ max
t
|ϕ(t) − ϕb(t)|
2
|ψ(t)|2
.
Taking into account the fact that the function |ϕ(y)|
2
|ψ(y)|2 is non-increasing, we
obtain
|ϕ(t)− ϕb(t)|
2
|ψ(t)|2
=
{
|ϕ(b)|2
|ψ(b)|2 , |t| ≤ b
|ϕ(t)|2
|ψ(t)|2 , |t| ≥ b
and
max
t
∣∣∣∣ϕ(t) − ϕb(t)ψ(t)
∣∣∣∣ = |ϕ(b)||ψ(b)| .
From here it follows that for x ∈ Wψ
E (N(b)) ≤ sup
x ∈ Wψ
‖ϕ(A)x − ϕb(A)x‖ ≤
|ϕ(b)|
|ψ(b)|
. (13)
Inequality (11) is proved.
If, in addition, condition (5) and assumption (7) are satisfied, then by
Theorem 4
ω(δ) = δ
√
F
(
1
δ2
)
.
Taking into account Theorem 1, we obtain
E (N(b)) ≥ sup
δ≥0
{ω (δ)−N(b)δ}
= sup
δ≥0
{
δ
√
F
(
1
δ2
)
− δmax
t
|ϕb(t)|
}
.
Let ξ be such that
max
t
|ϕb(t)| = |ϕb(ξ)|.
Then
E (N(b)) ≥ sup
δ≥0
{
δ
√
F
(
1
δ2
)
− δ
∣∣∣∣ϕ(ξ) − ϕ(b)ψ(b)ψ(ξ)
∣∣∣∣
}
.
Taking δ = 1|ψ(ξ)| , we find
E (N(b)) ≥
|ϕ(ξ)|
|ψ(ξ)|
−
∣∣∣∣ϕ(ξ)ψ(ξ) − ϕ(b)ψ(b)
∣∣∣∣ ≥ |ϕ(b)||ψ(b)| . (14)
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Combining (13) and (14), we obtain the desired (12).
Finally, let us prove the last statement of the theorem. We prove that
under the made assumptions, for any N > 0 there exists b > 0 such that
N(b) = N . Clearly, N(b) continuously depends on b and is strictly increasing
with b. Therefore, it is sufficient to prove that for anyM > 0 there exists b > 0
such that N(b) > b.
Let us take an arbitrary M > 0. Since |ϕ(t)| → +∞ as t → +∞ we then
choose c > 0 so that |ϕ(c)| > 2M . In addition,
N(b) = max
t
|ϕb(t)| ≥ |ϕb(c)| ≥ |ϕ(c)| −
|ϕ(b)|
|ψ(b)|
|ψ(c)|. (15)
Since ϕ(t)ψ(t) → 0 as t→ +∞, for all large enough b we have
|ϕ(b)|
|ψ(b)|
|ψ(c)| < M.
Taking into account (15), we obtain
N(b) ≥ 2M −M =M,
as desired. 
5 Some additive inequalities of Hardy-Littlewood-Polya type
Recall that for any b > 0 the function ϕb(t) is defined by (10). As before, let
max
t
|ϕb(t)| = N(b).
Theorem 6 Let A be a self-adjoint operator in a Hilbert space H and let
functions ϕ and ψ be such that the function |ϕ(t)||ψ(t)| is non-increasing. Then for
any b > 0 and any x ∈ D (ψ (A)) we have
‖ϕ(A)x‖ ≤
|ϕ(b)|
|ψ(b)|
‖ψ(A)x‖ +N(b) ‖x‖ . (16)
If the operator A is such that condition (7) is satisfied, then for any b > 0 the
inequality (16) is sharp in the sense that the constant |ϕ(b)||ψ(b)| cannot be taken
smaller.
Proof For x ∈ D (ψ (A)), using the triangle inequality, we have
‖ϕ(A)x‖ ≤ ‖ϕ(A)x − ϕb(A)x‖ + ‖ϕb(A)x‖ . (17)
While proving Theorem 5 we obtained the following estimate from above for
the norm of the difference ‖ϕ(A)x − ϕb(A)x‖:
‖ϕ(A)x − ϕb(A)x‖ ≤ max
t
∣∣∣∣ϕ(t) − ϕb(t)ψ(t)
∣∣∣∣ ‖ψ(A)x‖ ,
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or, taking into account the equality,
max
t
∣∣∣∣ϕ(t) − ϕb(t)ψ(t)
∣∣∣∣ = |ϕ(b)||ψ(b)| ,
becomes
‖ϕ(A)x − ϕb(A)x‖ ≤
|ϕ(b)|
|ψ(b)|
‖ψ(A)x‖ . (18)
Next, we consider ‖ϕb(A)x‖ . Before, we obtained the inequality
‖ϕb(A)x‖ ≤ max
t
|ϕb(t)| ‖x‖ = N(b) ‖x‖ ,
and, therefore,
‖ϕb(A)x‖ ≤ N(b) ‖x‖ . (19)
Combining (18), (19), and (17), we obtain (16).
Next, we show that if assumption (7) is satisfied, then the inequality (16)
is sharp. Assume to the contrary, that there exists δ > 0 such that for any
x ∈ D(ψ(A))
‖ϕ(A)x‖ ≤ (1− δ)
|ϕ(b)|
|ψ(b)|
‖ψ(A)x‖ +N(b) ‖x‖ .
Let ξ be such that
max
t
|ϕb(t)| = |ϕb(ξ)|.
For arbitrary ε ∈ (0, 1), we set t = ξ and s = (1− ε) t. Let xξ,ε ∈ (Et − Es)D (ψ(A))
and xξ,ε 6= θ. Then
‖ϕ(A)xξ,ε‖
2
=
t∫
s
|ϕ(u)|
2
d(Euxξ,ε, xξ,ε) ≥ |ϕ|
2 (s) ‖xξ,ε‖
2
= |ϕ|2 ((1− ε) t) ‖xξ,ε‖
2
and
‖ψ(A)xξ,ε‖
2
=
t∫
s
|ψ(u)|
2
d(Euxξ,ε, xξ,ε) ≤ |ψ|
2 (t) ‖xξ,ε‖
2
.
Taking into account these inequalities, we have
|ϕ| ((1− ε) t) ‖xξ,ε‖ ≤ ‖ϕ(A)xξ,ε‖ ≤ (1− δ)
|ϕ(b)|
|ψ(b)|
‖ψ(A)xξ,ε‖+N(b) ‖xξ,ε‖
≤ (1− δ)
|ϕ(b)|
|ψ(b)|
ψ (t) ‖xξ,ε‖+N(b) ‖xξ,ε‖ .
Therefore,
|ϕ| ((1− ε) t) ≤ (1− δ)
|ϕ(b)|
|ψ(b)|
ψ (t) +N(b).
Since ε is arbitrary, we have
|ϕ (t) | ≤ (1− δ)
|ϕ(b)|
|ψ(b)|
|ψ| (t) +N(b)
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or
|ϕ| (t)−N(b)
|ψ| (t)
≤ (1− δ)
|ϕ(b)|
|ψ(b)|
,
which, together with |ϕb(ξ)| =
∣∣∣ϕ(ξ)− ϕ(b)ψ(b)ψ(ξ)∣∣∣ = N(b) for the chosen t = ξ,
implies that
|ϕ| (ξ)−
∣∣∣ϕ(ξ) − ϕ(b)ψ(b)ψ(ξ)∣∣∣
|ψ (ξ) |
≤ (1− δ)
|ϕ(b)|
|ψ(b)|
,
i.e.
1 ≤ (1− δ) .
Since δ > 0, the last inequality is not possible and we obtained the desired
contradiction. Therefore, inequality (16) is sharp. 
Corollary 1 If the operator A is such that condition (7) is satisfied then for
any b > 0
sup
x∈D(ψ(A))
‖ϕ(A)x‖ −N(b) ‖x‖
‖ϕ(A)x‖
=
|ϕ(b)|
|ψ(b)|
.
6 Best approximation of some class of elements of a Hilbert space
by another class.
The next theorem provides the solution to the problem of best approximation
of the class F =W
ψ
ϕ by the homothet NQ = NWψ.
Theorem 7 Let A be a self-adjoint, unbounded operator in a Hilbert space H.
Then for any b > 0
E(W
ψ
ϕ , N(b)Wψ) ≤
|ϕ(b)|
|ψ(b)|
. (20)
If the operator A is such that condition (7) is satisfied, then for any b > 0
E(W
ψ
ϕ , N(b)Wψ) =
|ϕ(b)|
|ψ(b)|
. (21)
Proof Let
ηb (t) =
{
1− ϕ(b)ψ(b)
ψ(t)
ϕ(t) , |t| ≤ b
0, |t| ≥ b
.
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Let us take an arbitrary element x ∈ W
ψ
ϕ and consider ηb (A) x. We have
‖ψ (A) ηb (A)x‖
2
=
+∞∫
−∞
|ψ (t)|
2
|ηb(t)|
2
d(Etx, x)
=
+∞∫
−∞
|ϕ (t)|
2
|ηb(t)|
2
·
|ψ (t)|
2
|ϕ (t)|
2 d(Etx, x)
≤ max
t
|ϕ (t) ηb(t)|
2
∥∥∥∥ψϕ (A) x
∥∥∥∥
2
≤ max
t
|ϕb(t)|
2
= N(b)2.
Thus,
‖ψ (A) ηb (A) x‖ ≤ N(b),
which implies ηb (A)x ∈ N(b)W
ψ.
Next, for x ∈ W
ψ
ϕ we find the estimate from above for the norm of the
difference ‖x− ηb (A)x‖:
‖x− ηb (A) x‖
2
=
+∞∫
−∞
|1− ηb(t)|
2
d (Etx, x)
≤
+∞∫
−∞
|ϕ|2(b)
|ψ|2(b)
|ψ|2(t)
|ϕ|2 (t)
d (Etx, x) =
|ϕ|2(b)
|ψ|2(b)
∥∥∥∥ψϕ (A)x
∥∥∥∥
2
≤
|ϕ|2(b)
|ψ|2(b)
.
Therefore,
E(W
ψ
ϕ , N(b)Wψ) ≤
|ϕ(b)|
|ψ(b)|
. (22)
On the other hand,
E(W
ψ
ϕ , N(b)Wψ) = sup
x∈Wψ/ϕ
inf
y∈N(b)Wψ
sup
‖u‖≤1
|(u, x)− (u, y)|
≥ sup
x∈Wψ/ϕ
sup
v∈Wψ
inf
y∈N(b)Wψ
|(ψ (A) v, x) − (ψ (A) v, y)|
≥ sup
x∈Wψ/ϕ
sup
v∈Wψ
inf
y∈N(b)Wψ
[|(ψ (A) v, x)| − |(ψ (A) v, y)|]
= sup
v∈Wψ
[
sup
x∈Wψ/ϕ
∣∣∣∣
(
ϕ (A) v,
ψ
ϕ
(A)x
)∣∣∣∣−N(b) sup
y∈Wψ
|(v, ψ (A) y)|
]
.
Since the sets
{
ψ
ϕ (A)x : x ∈W
ψ
ϕ
}
and
{
ψ(A)x : x ∈Wψ
}
are dense in the
unit ball of H , we obtain
E(W
ψ
ϕ , N(b)Wψ) ≥ sup
‖ψ(A)v‖≤1
(‖ϕ (A) v‖ −N(b) ‖v‖) .
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If condition (7) is satisfied for the operator A, then by Corollary 1 we
obtain
E(W
ψ
ϕ , N(b)Wψ) ≥
|ϕ(b)|
|ψ(b)|
. (23)
From (22) and (23), the equality (21) follows, which completes the proof of
the theorem. 
7 Optimal recovery of operators
In this section we present the solution to the problem of optimal recovery of
an operator in the case when X = Y = H , the operator is ϕ(A) (where A is a
self-adjoint operator in H), on the class Wψ and R = O,B,L. More precisely,
we prove the following theorem.
Theorem 8 Let error δ ≥ 0 be given. If R = O,B,L and operator A is such
that (7) is satisfied, then
Eδ(R;ϕ(A),W
ψ) = ω(δ) = δ
√
F
(
1
δ2
)
,
where ω(δ) is the modulus of continuity of the operator ϕ(A) on the class Wψ.
Proof Due to Theorem 2, in order to prove Theorem 8 it is sufficient to prove
that
ω(δ) = l(δ).
From Theorems 1 and 5 it follows
ω(δ) ≤ inf
b>0
{
|ϕ(b)|
|ψ(b)|
+N(b)δ
}
.
Let us show that if (7) is satisfied, then the last inequality holds with equality
sign.
We choose an arbitrary δ > 0 and ε ∈ (0, 1). Set t = |ψ|−1
(
1
δ
)
and s = (1−
ε)t. Then we choose an element xδ,ε ∈ (Et−Es)D(ψ(A)) such that ‖xδ,ε‖ = δ.
As it was shown in the process of proving Theorem 4, ‖ψ(A)xδ,ε‖ ≤ 1 and
‖ϕ(A)xδ,ε‖ ≥ |ϕ((1 − ε)t)|δ. Therefore
ω(δ) ≥ ‖ϕ(A)xδ,ε‖ ≥ |ϕ((1 − ε)t)|δ.
Letting ε tend to zero we obtain that for any b > 0
ω(δ) ≥ |ϕ(t)|δ =
|ϕ(b)|
|ψ(b)|
+ δ
(
|ϕ(t)| −
|ϕ(b)|
|ψ(b)|
1
δ
)
=
|ϕ(b)|
|ψ(b)|
+ δ
(
|ϕ(t)| −
|ϕ(b)|
|ψ(b)|
|ψ(t)|
)
.
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With an appropriate choice of b = bt we have
|ϕ(t)| −
|ϕ(b)|
|ψ(b)|
|ψ(t)| = N(bt),
so that
ω(δ) ≥
|ϕ(bt)|
|ψ(bt)|
+ δ
(
|ϕ(t)| −
|ϕ(bt)|
|ψ(bt)|
|ψ(t)|
)
=
|ϕ(bt)|
|ψ(bt)|
+ δN(bt) ≥ inf
b>0
{
|ϕ(b)|
|ψ(b)|
+N(b)δ
}
.
Thus,
ω(δ) = inf
b>0
{
|ϕ(b)|
|ψ(b)|
+N(b)δ
}
= l(δ).
Theorem is proved. 
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