1. INTRODUCTION Non-invasive activity recognition is an inherently difficult problem. Many issues arise due to the infinite number of spatial and temporal variations within and between activities, intrinsic noise from visual tracking systems and activity interweaving. Finding viable solutions to the activity recognition problem is becoming increasingly important to develop systems capable of supporting our aging population and minimising our reliance on carer and nursing facilities. Unfortunately, existing approaches to the activity recognition problem only address subsets of the overall problem, requiring the need for new models.
Current activity recognition approaches can be broadly classified into two categories: bottom-up and top-down. Bottomup approaches use low-level data to develop simple models of activities and involve template matching or probabilistic models (HMMs [1] and extensions to the HMM). Template matching techniques are slow and sensitive to noise in observations and variation in patterns of the same activity [2] . Probabilistic models used in bottom-up approaches are able to better deal with uncertainty, yet do not scale well with large training sets and long activity sequences. Overall, bottomup models do not allow complex activity recognition as the techniques employ flat models of activities. In contrast, top-down approaches recognise complex, semantically rich activities. This is achieved through the use of plan recognition techniques including dynamic bayesian networks (DBNs) [3] and stochastic grammars [4] , [5] . These [9] .
Bacterial cells interact with the environment through receptors present on the cell surface. Binding of matching molecules to the receptors produces a signal that allows cells to respond to an input stimulus [6] . The mapping process, termed signal transduction, integrates extracellular signals, translating them into a series of intracellular structural or chemical changes, which through a series of enzyme catalysed reactions, changes cellular production levels or function [7] . In the case of Escherichia coli bacterial chemotaxis, the resulting change of function is an increase in the duration of clockwise flagellal rotation, which results in the observed longer run movement [8] .
Studies on Escherichia coli have shown that bacteria sense spatial gradients as temporal changes in attractant or repellent concentration. The finding indicates the presence of an intracellular short term memory, that allows cells to remember previous spatial concentrations for comparison to current levels [10] . It Figure 1 illustrates the behaviour of true and false class cells in response to a test sequence. From Fig. 1 After all molecules representing an activity sequence are "released" into the chemotactic environment consisting of f classes with m cells per class, we find the cell X in Z, where Z is the set of all activity cells, which has minimum euclidean distance to the attractant source 6 of E according to (2 [1] . It was first applied to the activity recognition domain, through the work of [12] and since has been utilised extensively, particularly through variants of the basic HMM. The HMM is popular in automatic speech recognition, bioinformatics and activity recognition approaches due to its innate ability to deal with noisy observations and its high discrimination properties.
In this study, we utilise the discrete HMM to recognise spatial activity patterns. The smart house environment is discretised into 1 x 1 metre states, with each activity sequence being mapped to a sequence of these states, comprising a total of 156 possible spatial states. A discrete HMM is characterised by the number of hidden states in the model N, the number of distinct observation symbols per state Al, the state transition probability matrix A (A = {aij}), the observation symbol Pr(vk at tlqt = Sj), 1 < j < N, 1 < k < M where qt is the state at time t, S is the individual states such that S = {S1, S2,.. ., SN} and V denotes the individual symbols V = {v1, v2,... ., vm}. Parameters 7r, A, B are derived using the Baum-Welch (Forward-Backward) algorithm, however scaling [1] is used in both the model estimation and inferencing, due to the use of lengthy observation sequences. The training complexity for the HMM with Baum-Welch parameter estimation is O(hTN2), where T is the length of the h observation sequences, whilst the complexity of determining the probability of an observed sequence of length T with a HMM A and using the scaled forward procedure is O(TN). 4 . METHODOLOGY Activity sequences were collected in the Smart House environment using the multiple camera tracking system of [13] . The data set comprises six single person activities: get homewatch TV, have a snack-watch TV, at home-watch TV, reading newspaper, having breakfast-toast and having breakfast-eggs. Each of the activity sequences were approximately ninety seconds in length, with subjects entering the environment from the north/south doors of Room 1 or the north door of Room 2 and carrying out the specified movements. Attempts were made to minimise the intraclass spatial variations during the capture procedure, however, the tracking system did incorporate some spatial variability. Once obtaining two dimensional tracking data from the video tracking system, we converted the representation into a one dimensional symbolic form. To do this the smart house environment was separated into one metre grids with unique integers u (where u E U) being assigned to each grid position. Each raw tracking coordinate consistina of an x, y position was then translated into an integer symbol u, for the whole activity sequence. The characteristics of the activity classes can be found in Table 1 . Figure 2 . provides a graphical layout of the Smart House area and the paths taken for the six classes of activities.
Following encoding of the activity sequences into symbolic form, supervised classification was performed. The six classes of activities were separated into training and testing sets of size ten. For each of the training class sets, histograms were generated with bin sizes of one. From the histograms, those bins with frequencies greater than one were represented as receptors Ri, with the number of receptors IRil being the histogram bin frequency. Cell velocity was derived for each cell using (1) . To quantify the recognition performance of the model with the testing sets, simulations coupled with cross-validation were performed obtaining precision and recall statistics. Precision measures the ability of the technique to correctly classify, whilst recall measures the completeness of a technique's classification, that is the proportion of the true class test cases that were identified [14] .
To determine the effectiveness of the approach we compared the chemotactic model to the HMM (where N = 5, Mi= 156 and t = 20) and built consequent HMMs for each activity class. The ability of our chemotactic model to function adequately with few training sequences was also evaluated. In addition we show how the model can be used to recognise simple interwoven activities.
EXPERIMENTAL RESULTS
All experiments were performed using the following cell parameters: btR=10, ALR=1.5, Ohigh=005 and U -{?1 2,3, ... ,156}, which is the set of spatial integers used for the encoding.
A. Evaluation of Recognition Performance To evaluate the performance of the chemotactic approach, cells were developed using the approach of Section 4. To compare the performance of the model, we compare the maximum recognition rates to that of the HMM, which is also constructed from encoded activity sequences. The maximum resulting precision and recall rates for chemotactic and HMM models were obtained with ten training sequences and are shown in Table. 2. Both precision and recall rates for the chemotactic model showed an improvement over the HMM. The observed higher recognition performance of our model is likely the result of the chemotaxis process better accounting for noise Figure 5 . shows the resulting cellular movements of both classes in response to the interwoven sequence. In Fig. 5a , a long random walk at approximately x = 0.85 was evident, indicating interruption of activity 1. At the same time (x _ 1.0), the other activity cell in back to a random walk at x = 0.05, with the opposite cell in Fig. 5a 
