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Abstract
Optimal Transport (OT) is being widely used in various fields such as machine
learning and computer vision, as it is a powerful tool for measuring the similarity
between probability distributions and histograms. In previous studies, OT has been
defined as the minimum cost to transport probability mass from one probability
distribution to another. In this study, we propose a new framework in which OT is
considered as a maximum a posteriori (MAP) solution of a probabilistic generative
model. With the proposed framework, we show that OT with entropic regulariza-
tion is equivalent to maximizing a posterior probability of a probabilistic model
called Collective Graphical Model (CGM), which describes aggregated statistics
of multiple samples generated from a graphical model. Interpreting OT as a MAP
solution of a CGM has the following two advantages: (i) We can calculate the
discrepancy between noisy histograms by modeling noise distributions. Since
various distributions can be used for noise modeling, it is possible to select the
noise distribution flexibly to suit the situation. (ii) We can construct a new method
for interpolation between histograms, which is an important application of OT.
The proposed method allows for intuitive modeling based on the probabilistic
interpretations, and a simple and efficient estimation algorithm is available. Experi-
ments using synthetic and real-world spatio-temporal population datasets show the
effectiveness of the proposed interpolation method.
1 Introduction
Optimal Transport (OT) is a framework for measuring the similarity between probability distributions
or histogram data. It has been applied to various major machine learning fields such as classification
[11], transfer learning [7], and generative modeling [2], and its effectiveness has been confirmed.
Furthermore, the geometric structure of the histogram space introduced by OT makes it possible to
perform important operations on histograms such as interpolation or determination of a representative
point between multiple histogram data. These OT-based operations have increased the importance of
OT in fields such as computer graphics [19][14] or spatio-temporal data mining [20][15].
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Basic OT is defined as the minimum cost to transport probability mass from one probability distribu-
tion to another. Although many variants of OT have also been proposed and used such as Sinkhorn
distance [8], these are also defined as the minimum transport cost of probability mass with special
regularization terms.
In this paper, we present a new definition of OT, where it is defined by a maximum a posteriori
(MAP) solution of a probabilistic generative model, and develop a new methodology for interpolation
based on this definition. To do this, we utilize Collective Graphical Model (CGM) [17], which is
a probabilistic generative model for describing aggregated statistics of multiple samples generated
from a graphical model. We show that the objective function of OT with entropic regularization
can be written as the approximated negative log of the joint distribution of aggregated statistics and
observation in a certain CGM. Using this fact, it can be shown that OT with entropic regularization is
equivalent to MAP inference of the CGM under observation.
Interpreting and formulating OT as a MAP solution of a probabilistic model has several advantages.
First, even if the data cannot be accurately observed, we can calculate OT by probabilistically
modeling the effect of the noise. Since various distributions can be used for noise modeling, it is
possible to select the distribution of noise flexibly to suit the situation. For some noise distribution
settings, the objective function is the same as that of the existing unbalanced OT [3].
Second, we can construct a new method based on probabilistic modeling for interpolation between
histograms, which is an important application of OT. In the proposed method, we can easily design
potentials of the underlying graphical model, thus the transport processes can be controlled so
that interpolation result is intuitive. We derive simple and efficient estimation algorithms based on
message passing on CGM. In addition, the proposed method can be generalized naturally to the
histogram propagation problem on general trees, just as Wasserstein barycenter [1] can be generalized
to Wasserstein propagation [20].
Recently, Singh et al. [18] pointed out the relationship between OT and CGM: they propose a
new inference algorithm for CGM based on Sinkhorn-Knopp algorithm, which is often used in OT
studies. Their work focused on just a specific task, i.e., contingency table estimation, which has been
addressed previously in CGM studies. On the other hand, we aim to provide a new formulation of
OT as a MAP inference of CGM, which allows us to design OT via a probabilistic perspective. This
contribution has a significant potential impact because it can be applied to various tasks which have
been addressed in OT studies; for example, our formulation can be used for effectively solving a
histogram interpolation task described in Section 5.
2 Backgrounds
2.1 Optimal Transport
Optimal transport (OT) is a theory about how probabilistic mass can be transported from one
probabilistic distribution to another. The minimum transportation cost, called OT distance, can be
used as a metric that quantifies the distance between two probability distributions. OT distance
has recently been shown to offer better performance than traditional distance measures between
probability distributions, such as KL divergence and total variation distance, and is increasingly being
used in various fields of machine learning [7][2][11].
We explain here the mathematical formulation of OT in a discrete state space. Let [n] := {1, . . . , n}
and ΣFn :=
{
a ∈ Rn≥0 |
∑
i∈[n] ai = F
}
is the set of n-dimensional non-negative vectors with
total sum F . Of particular note, Σ1n is the set of n-dimensional probabilistic vectors. For a, b ∈
ΣFn , we define transportation polytope U
F (a, b) :=
{
T ∈ Rn×n≥0 | T1n = a, T>1n := b
}
, where
1n = [1, . . . , 1]
> ∈ Rn. Then, the OT distance between a and b with cost matrix C ∈ Rn×n is
defined by DC(a, b) := minT∈UF (a,b)GC(T ), where GC(T ) is the cost of the transportation matrix
T (GC(T ) :=
∑
i,j CijTij). Although the optimization problem in the definition can be solved in
polynomial time via linear programming, computation cost becomes excessive when n is large since
its time complexity is O(n3) [14].
In order to avoid excessive computation costs, a variant of OT distance, called Sinkhorn distance,
was proposed [8]. Sinkhorn distance is defined as the optimum value of the optimization problem
2
DC(a, b) := minT∈UF (a,b)GC(T ), where GC(T ) :=
∑
i,j [CijTij +  Tij log Tij ] and  ∈ R>0 is
a hyperparameter. The difference from the original OT distance is the term  Tij log Tij , which is the
negative entropy of transportation matrix T . Sinkhorn distance can be calculated efficiently by the
Sinkhorn-Knopp algorithm [12], which consists of iterative matrix multiplication.
2.2 Collective Graphical Model
Collective Graphical Model (CGM) is a probabilistic generative model that describes the char-
acteristics of aggregated statistics of multiple samples drawn from a certain graphical model
[17]. Let G = (V,E) be an undirected tree graph (i.e., contains no cycles). We consider
a pairwise graphical model over discrete random variable X := (X1, . . . , X|V |) defined by
Pr(X = x) = (1/Z)
∏
(u,v)∈E φuv(xu, xv), where φuv(xu, xv) is a local potential function on
edge (u, v) and Z :=
∑
x
∏
(u,v)∈E φuv(xu, xv) is a partition function for normalization. In this
paper, we assume that xu takes values on the set [n] for all u ∈ V .
We draw ordered samples X(1), . . . ,X(F ) independently from the graphical model. We define
node contingency table tu = (tu(xu) : xu ∈ [n]) for node u and edge contingency table tuv =
(tuv(xu, xv) : xu, xv ∈ [n]) for edge (u, v), which are the vectors whose entries are the number of
occurrences of particular variable settings:
tu(xu) :=
∣∣∣{f ∈ [F ] | X(f)u = xu}∣∣∣ , tuv(xu, xv) := ∣∣∣{f ∈ [F ] | X(f)u = xu ∧X(f)v = xv}∣∣∣ ,
where tu(xu) is the number of samples which satisfies X
(f)
u = xu, and tuv(xu, xv) is the
number of samples which satisfies X(f)u = xu and X
(f)
v = xv. In CGM, whole observa-
tion y := {yu}u∈V ∪ {yu,v}(u,v)∈E is generated by adding noise to all contingency tables
t := {tu}u∈V ∪ {tu,v}(u,v)∈E . In this paper, we assume that only node observation {yu}u∈V
is given, but edge observation {yuv}(u,v)∈E is not.
We address the problem of inferring contingency table t from observation y. In order to solve this,
we try to get t∗, which maximizes posterior probability Pr(t|y). This approach is called MAP
inference in CGM. MAP inference is one of the main topics of CGM studies [16][21][13], because it
is important for various CGM-based tasks, such as parameter estimation of the graphical model.
Since Pr(t|y) = Pr(t,y)/Pr(y) from Bayes’ rule, it is sufficient to maximize the joint probability
Pr(t,y) = Pr(t) Pr(y|t), where Pr(y|t) is the noise distribution associated with observation. Pr(t)
is called CGM distribution and calculated as follows [21]:
Pr(t) =
F !
ZF
·
∏
u∈V
∏
xu∈[n] (tu(xu)!)
νu−1∏
(u,v)∈E
∏
xu,xv∈[n] tuv(xu, xv)!
·
∏
(u,v)∈E
∏
xu,xv∈[n]
φ(xu, xv)
tuv(xu,xv) · I(t ∈ LZF ), (1)
LZF :=
t ∈ Z|t|≥0
∣∣∣∣∣∣F =
∑
xu∈[n]
tu(xu) ∀u ∈ V, tu(xu) =
∑
xv∈[n]
tuv(xu, xv) ∀(u, v) ∈ E, xu ∈ [n]
 . (2)
Here, LZF is the set of contingency tables t that satisfy the consistency of counts among the number
of samples F , node contingency tables tu, and edge contingency tables tuv. Let LRF be the set
obtained by removing integrality constraints from LZF . Although exact MAP inference is known to
be intractable [16], by relaxing the integrality constraints (i.e. replacing the feasible set LZF with LRF ),
taking the negative log of the objective function, and applying Stirling’s approximation, we get a
tractable approximate MAP inference problem:
min
z∈LR
F
L(z) = ECGM(z)−HB(z)− F logF + F logZ, (3)
ECGM(z) := −
∑
(u,v)∈E
∑
xu,xv∈[n]
zuv(xu, xv) log φuv(xu, xv)− log Pr(y|z), (4)
HB(z) := −
∑
(u,v)∈E
∑
xu,xv∈[n]
zuv(xu, xv) log zuv(xu, xv) +
∑
u∈V
(νu − 1)
∑
xu∈[n]
zu(xu) log zu(xu). (5)
where L(z) is the approximated negative log joint probability L(z) ≈ − log Pr(z,y). Note that
integer-valued variable t is replaced by real-valued variable z via continuous relaxation. This
approximation is often used in CGM studies[16][21][13]. This is a convex programming problem
and known to be efficiently solved by message-passing style algorithms [21].
3
3 Relationship between OT and CGM
In this section, we newly define OT based on CGM and detail the relationship between OT and
CGM. We consider a CGM on P2, where P2 is a path graph with two nodes {1, 2}. In this case, the
contingency table and observation are generated as follows: (i) F samples {(X(f)1 , X(f)2 )}Ff=1 are
drawn from the graphical model on P2 with potential φ1,2(i, j). (ii) Contingency tables are determined
by aggregating and counting the sample values: t1(i) =
∣∣∣{f | X(f)1 = i}∣∣∣, t2(i) = ∣∣∣{f | X(f)2 = i}∣∣∣,
t1,2(i, j) =
∣∣∣{f | X(f)1 = i ∧X(f)2 = j}∣∣∣. (iii) Observations y1 and y2 are generated by adding
noise to t1 and t2. We here consider here noiseless observations, i.e., y1 = t1 and y2 = t2, while
noisy observations are considered in Section 4 We write ψij := φ1,2(i, j), Tij := z1,2(i, j), ai :=
y1(i), bi := y2(i) for simplicity.
Proposition 1. For all T ∈ UF (a, b), G1C(τ) = L(T )/F − logZ , where τij := Tij , Cij :=− logψij .
All proofs are given in the Appendix. Proposition 1 states that the approximated negative log of
joint probability L(T ) can be expressed as transportation cost of the corresponding OT instance with
entropic regularization ( = 1). Based on Proposition 1, we reveal the relationship between Sinkhorn
distance and MAP inference of this CGM.
Proposition 2. Let α := a/F,β := b/F . For all a, b ∈ ΣFn ,
D1C(α,β) =
1
F
min
T∈U(a,b)
[L(T )]− logZ. (6)
Proposition 2 says that Sinkhorn distance with  = 1 can be described by the approximated maximum
joint probability of the CGM. Moreover, because Pr(T |a, b) ∝ Pr(T,a, b) ≈ L(T ), it can be seen
that the MAP inference in the CGM given observation a and b is equivalent to calculating Sinkhorn
distance with  = 1. The RHS of (6) can be interpreted as the average value of approximated negative
log-likelihood of the CGM per one sample. Since Stirling’s approximation becomes precise when F
is sufficiently large, the RHS of (6) approaches to the exact average of negative log-likelihood when
F →∞. Thus, formula (6) states that the exact average of negative log-likelihood per one sample of
the CGM equals to Sinkhorn distance with  = 1 when F →∞.
This relationship yields several insights: (i) OT distance has often been thought of as the cost of
transportation, but it can be reinterpreted as the maximum value of the joint (or posterior) probability
of a certain probabilistic generative model. (ii) The hyperparameter setting  = 1 has a special
meaning based on probabilistic interpretation. This fact can be a useful clue in determining this
hyperparameter value. (iii) Probabilistic interpretation allows us to extend OT via probabilistic
modeling. For example, we can consider OT with noisy observations (Section 4), or construct a
interpolation method between histograms based on probabilistic modeling (Section 5).
4 OT with noisy observations
One advantage of taking the probabilistic interpretation of OT is that we can calculate the discrepancy
between noisy histograms by modeling noise distributions. We consider a CGM on graph P2 and
use the same notations except for a¯i := z1(i), b¯i := z2(i). The observations a, b are assumed to be
generated according to distributions Pr(a|a¯),Pr(b|b¯), which represent observation noise. In this
case, from (3), we have
1
F
min
T∈Rn×n≥0
L(T )− logZ = min
τ∈Rn×n≥0
[
G1C(τ)− 1
F
log Pr(Fα | Fτ1n)− 1
F
log Pr(Fβ | Fτ>1n)
]
. (7)
Based on the similarity between LHS of (7) and RHS of (6), we define OT with noisy observations
by the RHS of (7). The difference from noiseless OT is the second and the third term: those terms
represent discrepancy between observed histograms and marginals of the transportation matrix.
We can utilize various probabilistic distributions for Pr(a | a¯),Pr(b | b¯). For example, when we
use i.i.d. Gaussian distributions ai ∼ N (a¯i, Fσ2), bi ∼ N (b¯i, Fσ2), the RHS of (7) asymptotically
becomes minτ
[G1C(τ) + (1/2σ2)‖α− τ1n‖22 + (1/2σ2)‖β − τ>1n‖22] , when F → ∞. When
4
𝜓 𝜓 𝜓 𝜓
Edge
potential
1 2 3 4 5
Node
observation
𝒂 𝒃
𝜙1 = 𝜓 𝜙2 = 𝜓
3
1 2 5
𝒂 𝒃
(A-1)
Transition
probability
1 2 3
𝒂 𝒃
𝜙2 =
exp 0.75 ⋅ 𝑄
(A-2)
(B)
0 10.25 0.5 0.75
0 10.25
Time
Node
observation
Time
𝜙1 =
exp 0.25 ⋅ 𝑄
Figure 1: Examples of graphical model in interpolating the histogram at t = 0.25. In both cases,
interpolation is conducted by estimating the node contingency table at the node corresponding to
t = 0.25 (red). In (A-1) and (A-2), N = 5 and k = 2.
we use i.i.d. Poisson distributions ai ∼ Poisson(a¯i), bi ∼ Poisson(b¯i), the RHS of (7) becomes
minτ
[
G1C(τ) + K˜L(α‖τ1n) + K˜L(β‖τ>1n)
]
, by applying Stirling’s approximation to log facto-
rial, where K˜L is the generalized KL divergence K˜L(w‖z) = ∑i∈[n] wi log (wi/zi)−∑i∈[n] wi +∑
i∈[n] zi.
These formulations are closely related to unbalanced OT [3]. Unbalanced OT is a method to measure
the discrepancy between two histograms that have different total mass. In unbalanced OT, the
differences between histograms and marginals of transportation matrix are added to the objective
function as a penalty term. The Gaussian noise case agrees with unbalanced OT with squared
2-norm regularization[3][4]. The Poisson noise case is similar to the relaxed OT in [11] (note that
K˜L(τ1n‖α) + K˜L(τ>1n‖β) is used in [11], which is a bit different from ours). Thus, unbalanced
OT can also be interpreted as the maximum value of the negative log of joint probability in a CGM.
This relationship gives us a clue to select the appropriate penalty functions for unbalanced OT: we
can measure the discrepancy between histograms appropriately by choosing the penalty terms derived
from the noise distribution present in the situation of interest.
We can solve the optimization problem in the RHS of (7) by the generalized Sinkhorn algorithm
using KL proximal operator, when − log Pr(x|x¯) is a convex function with respect to x¯ [6]. For
more details, please see the Appendix.
5 Probabilistic interpolation between histograms
In this section, we propose a new method for interpolating between histograms, which is an important
application of OT, based on the probabilistic interpretation of OT. Here we propose two methods: the
first ones is a naive method using undirected graphical model, and the second one is an advanced
method via continuous time Markov chain for resolving shortcomings of the first one.
5.1 Problem settings and previous methods
We consider the following problem setting. We are given histogram data a at time 0 and the histogram
data b at time 1. Our task is to estimate the histogram at time t (0 < t < 1). This kind of interpolation
problem has become one of the major applications of OT [20] [19]. In previous work, the histogram
at time t is given by the optimum solution of
arg min
c∈ΣFn
[(1− t) · DC(a, c) + t · DC(b, c)] . (8)
This result can be considered as the Fréchet mean in the metric space introduced by OT. When we use
Euclidean distance as cost function C and  = 0, the estimated result is called Wasserstein barycenter
of the two histograms a, b [1].
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Algorithm 1: Algorithm for histogram interpo-
lation
Input: a, b ∈ Rn≥0, φ1, φ2 ∈ Rn×n≥0
Output: result of interpolation c
1 initialize: x,y,z,w ← 1n
2 while not convergence do
3 x← φ>1 (aw)
4 y ← φ>2 x
5 x← φ2 (b y)
6 w ← φ1z
7 return x z
// :element-wise multiplication
// :element-wise division
Algorithm 2: Simplified algorithm for his-
togram interpolation
Input: a, b ∈ Rn≥0, φ1, φ2 ∈ Rn×n≥0
Output: result of interpolation c
1 initialize: y,w ← 1n
2 while not convergence do
3 y ← (φ1φ2)> (aw)
4 w ← (φ1φ2) (b y)
5 x← φ>1 (aw)
6 z ← φ2 (b y)
7 return x z
// :element-wise multiplication
// :element-wise division
5.2 Undirected graphical model-based method
We consider an undirected graphical model on path graph PN ((A-1) in Figure 1). N is an integer
such that (k − 1)/(N − 1) ≈ t holds for some integer k ∈ {2, . . . , N − 1}. Suppose that potentials
of edges φu,u+1 are common to all edges (u, u+ 1) and can be written as φu,u+1(i, j) = ψij using
some ψ ∈ Rn×n. In the proposed method, we obtain an interpolation between histograms a and b by
solving a MAP inference problem minz∈LRF −L(z) of the CGM on this graphical model, when the
observation at node 1 is a and at node N is b. The result of interpolation is given by z∗k , where z
∗ is
the MAP solution. This means that the estimated histogram is the contingency table with maximum
posterior probability at node k.
When we need only the histogram at node k, it is sufficient to consider an CGM on path graph P3 with
vertex {1, k,N}, as shown in Figure 1 (A-2). The potential between nodes 1 and k is φ1 := ψ(k−1),
and the potential between nodes k and N is φ2 := ψ(N−k), where ψ(k) is the k-th power of matrix
ψ ∈ Rn×n. From (3), the objective function of the approximated MAP inference can be calculated as
L(c, T1, T2) =
∑
s∈{1,2}
∑
i,j∈[n]
(Tsij log Tsij − Tsij log φsij)−
∑
i∈[n]
ci log ci + const. (9)
and the feasible region is {c ∈ Rn≥0, T1, T2 ∈ Rn×n≥0 | T11n = a, T>1 1n = c, T21n = c, T>2 1n =
b}, where ci := z2(i), T1ij := z1,k(i, j), T2ij := zk,N (i, j).
This optimization problem can be solved by a message passing style algorithm for MAP inference
of CGM [21][18]. In this case, we can write the algorithm using only matrix multiplications, which
resembles the Sinkhorn-Knopp algorithm. The algorithm is given in Algorithm 1. Moreover, we can
reduce the number of matrix multiplications by eliminating x, z from the while loop in Algorithm
1 (shown in Algorithm 2). This new algorithm has another merit: we can calculate interpolation
results efficiently for all k ∈ {1, . . . , N − 2}. In Algorithm 2, lines 1–5 do not depend on k because
φ1φ2 = ψ
(N−1) is invariant for k. This makes it possible to precompute and reuse y and z when
calculating interpolation resulst for all k, leading to a significant reduction in computation burden.
5.3 Continuous time Markov chain-based method
The method proposed in 5.2 has a disadvantage in that t must be approximated as a rational number,
and potential function ψ has to be set according to the number of vertices of N . We can avoid both
issues by using a continuous time Markov [5] chain as the underlying probabilistic model.
First, we briefly review the continuous time Markov chain. Let matrix Q ∈ Rn×n satisfy Q1n = 0n,
Qii < 0 (∀i ∈ [n]), Qij ≥ 0 (∀i, j ∈ [n]), i 6= j). We consider the following process: (i) When
the state changes to state i (i ∈ [n]), the state stays in state i for the duration drawn from an
exponential distribution with mean 1−Qii . (ii) When the stay in state i ends, the state transits to
state j with probability Qij−Qii . This process is called continuous time Markov chain, and Q is called
transition rate matrix. Given initial distribution pi0, the state distribution at time t can be written as
pi>t = pi
>
0 exp(t ·Q), where exp(·) is matrix exponential function.
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Figure 2: Results of interpolation by two methods. For both methods, interpolation results for t =0,
0.25, 0.50, 0.75, 1 are placed at the top. Because there are infinitely many optimum solutions for WB
( = 0) when t = 0.5, we show one of them. Values in cells are rounded.
In the proposed method, we consider a probabilistic model in which (i) the state at time 0 is determined
following the initial distribution pi0 (ii) the state evolves until time 1 according to the continuous time
Markov chain with transition rate matrix Q. In this case, the transition probability matrix from time 0
to t is φ1 = exp(t ·Q) and from time t to 1 is φ2 = exp((1− t) ·Q). The corresponding graphical
model is shown in Figure 1 (B). Even this directed graphical model allows us to construct a CGM
and calculate the joint probability of contingency tables and observations using the probability mass
function for a multinomial distribution. By utilizing this CGM, we can interpolate the histogram at
arbitrary time t, in the same way as the method described in Section 5.2. This optimization problem is
almost the same as the one described in Section 5.2, and can be solved via Algorithm 1 or Algorithm
2 by replacing φ1 ← exp(t ·Q) and φ2 ← exp((1− t) ·Q). Please see Appendix for details.
5.4 Extension to interpolation on general trees
The interpolation problem between two histograms can be generalized to interpolation problems
on general graphs G = (V,E), where we estimate histograms (au)u∈U for some given set U ⊆ V
of nodes, given histograms (au)u∈V \U in the complementary set V \ U of nodes. This framework
can deal with various problems such as finding a barycenter between three or more histograms [19].
The interpolation problem discussed in the previous sections can be considered as a special case
where the graph is a path graph and the histograms are observed at two leaves. It is known that
Wasserstein barycenter can be generalized to solve this kind of problems and this generalization is
called Wasserstein Propagation [20].
The proposed method also can be generalized to address interpolation on general trees. To do this,
we consider a CGM on the graphical model represented by tree G = (V,E) and solve the MAP
inference problem (3) under observations (au)u∈V \U . The estimated node contingency table z∗u is
the interpolated histogram on node u ∈ U . This MAP inference problem also can be efficiently solved
by a message-passing type algorithm [21][18]. Details of the algorithm are shown in Appendix.
6 Experimental results
6.1 Synthetic data
We assumed a space with 10 cells arranged in a straight line, and considered interpolation between
histograms a and b over this space. We set a = (100, 0, . . . , 0), b = (0, . . . , 0, 100). We compared
the proposed method based on continuous time Markov chain (described in Section 5.3) with
Wasserstein Barycenter based on (8) (WB in short) with  = 0, 1.0. For the proposed method, we
used transition rate matrix Q such that Qij = 1 for adjacent cell pairs (i, j), Qij = 0 otherwise,
and Qii = −
∑
j 6=iQij . For WB, we set distances between adjacent cells to 1 and calculate the
distance matrix between all cells; this matrix was used as cost matrix C. We used Algorithm 2 for
the proposed method. For WB, we used analytical solutions, because analytical solutions can be
calculated explicitly in this setting (for details, see the Appendix).
The results are shown in Figure 2. For all methods, interpolation results for t =0, 0.25, 0.50, 0.75,
1 are placed from the top. Because there are infinitely many optimum solutions for WB ( = 0)
when t = 0.5, we show one of them. The result of WB ( = 0) is the same as that with a when
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Figure 3: Interpolation error of each method on population histogram data from Tokyo and Kana-
gawa prefectures. We used MAPE as the evaluation metric for evaluating the difference between
interpolated histogram and true histogram.
t ∈ [0, 0.5] and the same as that with b when t ∈ (0.5, 1.0); there are infinitely many solutions
when t = 0.5. These results are not suitable in terms of interpolation. There are several differences
between interpolation results of the proposed method and WB ( = 1). First, the proposed method
interpolates such that one flock moves as t progresses, whereas the WB ( = 1) interpolates such that
the population spread out to all the cells. This characteristics of the proposed method is suitable for
some applications, especially when we want to interpolate the way something is moving. Second,
while the results of the proposed method for t = 0, 1 are consistent with a, b, respectively, the results
of WB ( = 1) are not. This inconsistency is caused by the entropic regularization term. This property
makes WB ( = 1) hard to use, because interpolation results around given histograms are far from
given histograms, leading to non-smooth interpolation.
6.2 Real data
We evaluated the interpolation accuracy achieved with real-world spatio-temporal population data.
We used mobile spatial statistics [22], which is the hourly population data for fixed square grids
calculated from mobile network operation data. We used data in Tokyo and Kanagawa prefecture,
which forms the main part of the capital area of Japan. The targeted area is divided into 2km × 2km
square cells, and the data consist of population histograms of cells at T -o’clock (T ∈ {0, . . . , 23})
from April 1st, 2015 to April 30th, 2015. The number of cells n is 196 and the total population
in all the cells is about 1.8× 107. NT,d denotes the histogram of cell population at T -o’clock on
the d -th day of the month. We calculated estimated population histogram NˆT,d from observed
histograms at previous and next time,NT−1,d andNT+1,d using interpolation methods with t = 0.5
((T ∈ {1, . . . , 22}, d ∈ {1, . . . , 30}) and evaluated the discrepancy between NˆT,d and NT,d by
MAPE (Mean Absolute Percentage Error). For the proposed method, we used transition rate matrix
Q such that Qij = q for adjacent cell pairs (i, j), Qij = 0 otherwise, and Qii = −
∑
j 6=iQij . We
calculated WB using POT: Python Optimal Transport library [10]. The cost matrix C for WB was
given by the Euclidean distance between cells.
Results are shown in Figure 3. The leftmost bars are the 30-day averages of MAPE for all time zones,
and the others are the 30-day averages of MAPE for each time zone (1–3, 4–7, 8–11, 12–15, 16–19,
20–22 o’clock, respectively). Performance improvements are attained by the proposed methods in
total score and almost all time zones. MAPEs of WB ( = 0.2) are large in all time zones. This is
caused by its large entropic regularization term, which blurs the estimation result excessively. MAPEs
of WB ( = 0.1) are small in time zones 1–3 and 12–15, but large in other time zones. This is caused
by the difference in intensity of crowd movements in the targeted area. In time zones 1–3 and 12–15,
the histogram shape does not change so much because people do not move around, but in other
time zones the histograms change greatly because many people move around with commuting. WB
( = 0.1) does not seem to be able to deal with the drastic histogram changes. We tried to calculate
WB also for  = 0.01, but the algorithm does not converge because  is too small. The proposed
methods achieve small MAPEs in all time zones, regardless of the intensity in crowd movement.
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7 Conclusion
This paper revealed the relationship between OT and CGM, and proposed a new framework in
which OT is interpreted as a MAP solution of a CGM. Based on this insight, we proposed OT with
noisy observations and a new interpolation method between histograms. Experiments showed the
effectiveness of the proposed interpolation method. It will be interesting future work to apply our
probabilistic approach to other OT-related tasks, such as ground metric learning [9].
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Supplementary Material: Probabilistic Optimal Transport based on
Collective Graphical Models
A Proof of Proposition 1
Proof. Because
L(T ) =
∑
i,j∈[n]
[(− logψij) · Tij + Tij log Tij ]− F logF + F logZ (∵ (3))
=
∑
i,j∈[n]
[(− logψij) · Fτij + Fτij logF + Fτij log τij ]− F logF + F logZ
= F ·
∑
i,j∈[n]
[Cij · τij + τij log τij ] + F logZ (∵
∑
i,j∈[n]
τij = 1)
= F · (G1C(τ) + logZ) ,
we have G1C(τ) = (1/F ) · L(T )− logZ.
B Proof of Proposition 2
Proof. From Proposition 1, we have
D1C(α,β) = min
τ∈U(α,β)
G1C(τ) = min
T∈U(a,b)
[
1
F
· L(T )− logZ
]
=
1
F
· min
T∈U(a,b)
[L(T )]− logZ.
C Derivation of OT with noisy observation
C.1 Gaussian noise case
G1C(τ)−
1
F
log Pr(Fα | Fτ1n)− 1
F
log Pr(Fβ | Fτ>1n)
= G1C(τ) +
1
F
∑
i∈[n]
[
{Fαi − F (τ1n)i}2
2Fσ2
]
+
1
F
∑
i∈[n]
[{
Fβi − F (τ>1n)i
}2
2Fσ2
]
+
n log(2piFσ2)
F
= G1C(τ) +
1
2σ2
∑
i∈[n]
(αi − (τ1n)i)2 + 1
2σ2
∑
i∈[n]
(
βi − (τ>1n)i
)2
+
n log(2piFσ2)
F
→ G1C(τ) + ‖α− τ1n‖22 + ‖β − τ>1n‖22 (F →∞).
C.2 Poisson noise case
Because
− log
(
yxe−y
x!
)
= −x log y + y + log x!
≈ −x log y + y + x log x− x (∵ Stirling′s approximation)
= x log
x
y
− x+ y,
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we have
G1C(τ)−
1
F
log Pr(Fα | Fτ1n)− 1
F
log Pr(Fβ | Fτ>1n)
= G1C(τ) +
1
F
∑
i∈[n]
[
Fαi log
Fαi
(Fτ1n)i
− Fαi + (Fτ1n)i
]
+
1
F
∑
i∈[n]
[
Fβi log
Fβi
(Fτ>1n)i
− Fβi + (Fτ>1n)i
]
= G1C(τ) +
∑
i∈[n]
[
αi log
αi
(τ1n)i
− αi + (τ1n)i
]
+
∑
i∈[n]
[
βi log
βi
(τ>1n)i
− βi + (τ>1n)i
]
= G1C(τ) + K˜L(α‖τ1n) + K˜L(β‖τ>1n).
D Optimization algorithm of OT with noisy observation
Let A : Rn → R ∪ {+∞} and B : Rn → R ∪ {+∞} are convex functions. It is known that
minimization problem
min
τ∈Rn×n≥0
[G1C(τ) +A(τ1n) +B(τ>1n)] , G1C(τ) = ∑
i∈[n]
∑
j∈[n]
(− logψijτij + τij log τij) (10)
can be solved by scaling algorithm described by following iterations [6]:
u← ProxKLA (ψ v) (ψ v) ,v ← ProxKLB
(
ψ> u
) (ψ> u) , (11)
where  is element-wise division and ProxKLA (·) is the proximal operator for KL divergence:
∀u ∈ Rn≥0, ProxKLA (u) := arg min
u′∈Rn≥0
[KL(u′ | u) +A(u′)] . (12)
Thus, for noise distribution P1(a, a¯) := Pr(a | a¯) and P2(b, b¯) := Pr(b | b¯), by setting A(x) =
−(1/F ) logP1(Fα | Fx) and B(x) = −(1/F ) logP2(Fβ | Fx), we can solve the optimization
problem (7) via scaling algorithm described above. For more details, please see [6].
E Computational complexity of Algorithm 1 and Algorithm 2
E.1 Undirected graphical model-based method
If we implement these algorithms naively, precomputation of φ1 = ψ(k−1) and φ2 = ψ(N−k) takes
O(n3 logN) time by square-and-multiply algorithm, and matrix calculation in the while loop takes
O(n2) time per one loop. Thus, the total time complexity is O(n3 + Jn2), where J is the number of
iterations.
There is another method; in Algorithm 1 and Algorithm 2, we don’t need the matrices φ1, φ2 and
φ1φ2 but only the products φ1x, φ2x and φ1φ2x for some vector x. We can calculate these products
in O(nnz(ψ) · N) time, where nnz(ψ) is the number of non-zero elements of ψ, by calculating
ψx, ψ(ψx), ψ(ψ(ψx)), . . . in order. Using this method, precomputation is not needed and matrix
calculation in while loop takes O(nnz(ψ) · N) time per one loop, so the total time complexity is
O(J · nnz(ψ) ·N). When potential matrix ψ is sparse and N is small, this method is significantly
efficient compare to the naive method.
E.2 Continuous time Markov chain-based method
As in the case of undirected graphical model-based method, we only need exp(t ·Q)x, exp((1 −
t) · Q)x, exp(Q)x for some vector x. These values van be calculated in O(nnz(Q)) time [23].
Therefore, matrix calculation in while loop takes O(nnz(Q)) time per one loop and the total time
complexity is O(J · nnz(Q)).
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F Derivation of MAP inference problem of the directed CGM
From the generation process of samples in the probabilistic model described in Section 5.3, the joint
probability can be calculated as follows:
Pr(a, b, c, T1, T2;pi0, φ1, φ2) = Pr(a;pi0) Pr(T1 | a;φ1) Pr(T2 | c;φ2)
=
F !∏
i∈[n] ai!
∏
i∈[n]
piai0i ·
∏
i∈[n]
 ai!∏
j∈[n] T1ij !
∏
j∈[n]
φ
T1ij
1ij
 · ∏
i∈[n]
 ci!∏
j∈[n] T2ij !
∏
j∈[n]
φ
T2ij
2ij

if T11n = a, T>1 1n = c, T21n = c, T
>
2 1n = b, and Pr(a, b, c, T1, T2;pi0, φ1, φ2) = 0 otherwise.
Thus, for (c, T1, T2) which satisfy T11n = a, T>1 1n = c, T21n = c, T
>
2 1n = b,
− log Pr(a, b, c, T1, T2;pi0, φ1, φ2)
=
∑
s∈{1,2}
∑
i,j∈[n]
(log Tsij !− Tsij log φsij)−
∑
i∈[n]
log ci!− logF !−
∑
i∈[n]
ai log pi0i
≈
∑
s∈{1,2}
∑
i,j∈[n]
(Tsij log Tsij − Tsij − Tsij log φsij)−
∑
i∈[n]
(ci log ci − ci)
− (F logF − F )−
∑
i∈[n]
ai log pi0i (∵ Stirling′s approximation)
=
∑
s∈{1,2}
∑
i,j∈[n]
(Tsij log Tsij − Tsij log φsij)−
∑
i∈[n]
ci log ci − F logF −
∑
i∈[n]
ai log pi0i
=
∑
s∈{1,2}
∑
i,j∈[n]
(Tsij log Tsij − Tsij log φsij)−
∑
i∈[n]
ci log ci + const.,
where we used
∑
i∈[n]
∑
j∈[n] Tsij = F for s ∈ {1, 2} and
∑
i∈[n] ci = F .
G Interpolation algorithm on general trees
For tree G = (V,E) and given histograms (au ∈ ΣFn )u∈V \U , we consider an optimization problem
below:
min
z
∑
(u,v)∈E
∑
i,j∈[n]
zuv(i, j) (log zuv(i, j)− log φuv(i, j))−
∑
u∈V
(νu − 1)
∑
i∈[n]
zu(i) log zu(i),
s.t. F =
∑
i∈[n]
zu(i) ∀u ∈ V,
zu(i) =
∑
j∈[n]
zuv(i, j) ∀(u, v) ∈ E, ∀i ∈ [n],
zu(i) = aui ∀i ∈ V \ U, ∀i ∈ [n].
(13)
The interpolated histogram on node v ∈ U is given by z∗u, where z∗ is the optimum solution of (13).
We can solve this optimization problem by message passing style algorithm, which is called Sinkhorn
Belief Propagation in [18]. For more details, please see [18].
H Analytical solution of WB in synthetic data experiment
We assume a space with n cells arranged in a straight line, and consider interpolation between
histograms a = (F, 0, . . . , 0) and b = (0, . . . , 0, F ) over this space. The cost function (distance)
between cell i and j is given by Cij = |i− j|.
Because
DC(a, c) =
∑
i∈[n]
((i− 1) · ci +  · ci log ci) , (14)
DC(b, c) =
∑
i∈[n]
((n− i) · ci +  · ci log ci) , (15)
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we have
(1− t) · DC(a, c) + t · DC(b, c) =
∑
i∈[n]
(kici +  · ci log ci) , (16)
where ki := (1− 2t) · i+ tn+ t− 1. All we have to do is minimize this function under constraints∑
i∈[n] ci = F, ci ≥ 0 (∀i ∈ [n]).
When  = 0, the objective function is
∑
i∈[n] kici. For t = 1/2, arbitrary c ∈ ΣFn is optimum
because ki take the same value for all i ∈ [n]. For t < 1/2, optimum solution is a since k1 < ki for
i ∈ {2, . . . , n}. For t > 1/2, optimum solution is b since kn < ki for i ∈ {1, . . . , n− 1}.
When  > 0, let L(c, λ) be the Lagrangian of Equation (16) for the equality constraint
∑
i∈[n] ci = F :
L(c, λ) =
∑
i∈[n]
(kici +  · ci log ci) + λ
∑
i∈[n]
ci − F
 . (17)
For all i ∈ [n], ∂L/∂ci = 0⇒ ci = Λe−ki/, where Λ := e−(λ/)−1. Since
∑
i∈[n] ci = F , we get
Λ =
F∑
i∈[n] e−ki/
, ci =
F∑
i∈[n] e−ki/
· e−ki/. (18)
I Details of real data experiments
We here show details of real data experiments. We used Python3 to implement the algorithms, and
we conducted all experiments on a 64-bit macOS machine with Intel Core i7 CPUs and 16 GB RAM.
The results presented in Table 1 are the same as written in Section 6.2 in the body except that standard
deviations are written. Each result in Table 1 is average and standard deviation of MAPE (Mean
Absolute Percentage Error) in each time zone of 30 days (from April 1st, 2015 to April 30th, 2015).
Standard deviation is shown in parentheses. MAPE at T -o’clock on the d-th day is calculated by
1
n
∑
i∈[n]
∣∣∣∣∣NT,d,i − NˆT,d,iNT,d,i
∣∣∣∣∣ , (19)
whereNT,d is the true histogram and NˆT,d is the estimated histogram.
Table 1: The average and standard deviation of MAPE (Mean Absolute Percentage Error). The best
result is highlighted for each time zone. Standard deviation is shown in parentheses.
Time zones
All (1–23) 1–3 4–7 8–11
Proposed (q = 0.01) 0.027 (0.011) 0.017 (0.003) 0.027 (0.015) 0.037 (0.013)
Proposed (q = 0.1) 0.075 (0.012) 0.064 (0.005) 0.073 (0.014) 0.086 (0.013)
WS ( = 0.1) 0.097 (0.095) 0.019 (0.004) 0.105 (0.126) 0.157 (0.120)
WS ( = 0.2) 0.172 (0.068) 0.117 (0.007) 0.173 (0.093) 0.220 (0.091)
Time zones
12–15 16–19 20-22
Proposed (q = 0.01) 0.023 (0.003) 0.029 (0.007) 0.027 (0.005)
Proposed (q = 0.1) 0.078 (0.005) 0.076 (0.007) 0.069 (0.005)
WS ( = 0.1) 0.047 (0.021) 0.145 (0.072) 0.086 (0.038)
WS ( = 0.2) 0.149 (0.009) 0.196 (0.044) 0.160 (0.028)
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