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Abstract
We shall show function order preserving operator inequalities under general setting, based
on Kantorovich type inequalities for convex functions due to Mond–Pecˇaric´: Let A and B be
positive operators on a Hilbert space H satisfying MI  B  mI > 0. Let f (t) be a con-
tinuous convex function on [m,M]. If g(t) is a continuous increasing convex function on
[m,M] ∪ Sp(A), then for a given α > 0
A  B  0 implies αg(A)+ βI  f (B),
where β = maxmtM {f (m)+ (f (M)− f (m))(t −m)/(M −m)− αg(t)}. As applica-
tions, we shall extend Kantorovich type operator inequalities by Furuta, Yamazaki and
Yanagida, and present operator inequalities on the usual order and the chaotic order via Ky
Fan–Furuta constant. Among others, we show the following inequality: If A  B > 0 and
MI  B  mI > 0, then
Mp−1
mq−1 A
q  (q − 1)
q−1
qq
(Mp −mp)q
(M −m)(mMp −Mmp)q−1A
q  Bp
holds for all p > 1 and q > 1 such that
qmp−1  M
p −mp
M −m  qM
p−1.
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1. Introduction
The celebrated Kantorovich inequality asserts that if A is a positive operator on a
Hilbert spaceH satisfyingMI  AmI > 0, whereM >m> 0, then (A−1x, x)×
(Ax, x)  (M +m)2/4Mm holds for every unit vector x in H . Many authors have
been investigating several type applications of Kantorovich one. Among others, a
study of Kantorovich type order preserving operator inequalities is initiated by Fu-
ruta [10] and a chaotic order version by Yamazaki and Yanagida [21]. The Löwner-
Heinz theorem asserts that the function f (t) = tp is operator monotone only for
1  p  0 though it is monotone increasing for p > 0. Furuta [10] showed several
extensions of the Kantorovich inequality and applied them to show the following
order preserving operator inequalities.
Theorem A. Let A and B be positive operators on a Hilbert space H satisfying
MI  B  mI > 0, where M > m > 0. If A  B > 0, then
(
M
m
)p−1
Ap  K+(m,M,p)Ap  Bp for all p  1,
where the Ky Fan–Furuta constant K+(m,M,p) [10,15] is defined as
K+(m,M,p) = (p − 1)
p−1
pp
(Mp −mp)p
(M −m)(mMp −Mmp)p−1 . (1)
On the other hand, Yamazaki and Yanagida [21] showed Kantorovich type oper-
ator inequalities of the chaotic order which is parallel to Theorem A.
Theorem B. Let A and B be positive invertible operators on a Hilbert space H
satisfying MI  B  mI > 0, where M > m > 0. If logA  logB, then
(
M
m
)p
Ap  K+(m,M,p + 1)Ap  Bp for all p  0.
Moreover, these extensions are discussed by many authors [4,5,11,12,18,20] and
a distinction between the usual order and the chaotic one is clarified in the framework
of Kantorovich type inequalities.
The object of this paper is to pursue further the study of Kantorovich type order
preserving operator inequalities under general setting, based on Kantorovich type
inequalities for convex functions due to Mond–Pecˇaric´ [16,17]. As applications, we
shall present two variable versions of Kantorovich type operator inequalities by
Furuta, Yamazaki and Yanagida on the usual order and the chaotic one via the
Ky Fan–Furuta constant.
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2. A general theorem
We first show function order preserving operator inequalities under general
setting, based on Kantorovich type inequalities for convex functions due to Mond–
Pecˇaric´. For convenience, we define µ = (f (M)− f (m))/(M −m) for a real val-
ued function f on the interval [m,M]. We denote by C(J ) (resp. C1(J )) the set of
real valued continuous (resp. differentiable) functions on an interval J , and by Sp(A)
the spectrum of an operator A on a Hilbert space H .
Theorem 2.1. Let A and B be positive operators on a Hilbert space H satisfy-
ing MI  B  mI > 0, where M > m > 0. Let f ∈ C([m,M]) be a convex func-
tion and g ∈ C(J ), where J ⊇ [m,M] ∪ Sp(A). Suppose that either of the following
conditions holds:
(a) g is increasing convex on J, or
(b) g is decreasing concave on J.
If A  B > 0, then for a given α > 0 in the case (a) or α < 0 in the case (b)
αg(A)+ βI  f (B) (2)
holds for
β = max
mtM
{f (m)+ µ(t −m)− αg(t)},
where µ = (f (M)− f (m))/(M −m).
To prove Theorem 2.1, we need the following results [16, Theorem 4] and [17]:
Lemma 2.2. Let A be a positive operator on a Hilbert space H satisfying MI 
A  mI > 0, where M > m > 0 and f ∈ C([m,M]) be a convex function. Then
(f (A)x, x)  f ((Ax, x)) (3)
holds for every unit vector x ∈ H. Moreover, let g ∈ C([m,M]). Then for any real
number α ∈ R
αg((Ax, x))+ β  (f (A)x, x) (4)
holds for every unit vector x ∈ H where β = maxmtM{f (m)+ µ(t −m)− αg(t)}
and µ = (f (M)− f (m))/(M −m).
Proof of Theorem 2.1. Let x ∈ H be any unit vector. By the convexity of αg, it
follows from (3) in Lemma 2.2 that
α(g(A)x, x)  αg((Ax, x)).
By the increase of αg, we have
αg((Ax, x))  αg((Bx, x)).
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Therefore, combining two inequalities above and Lemma 2.2 we have
α(g(A)x, x)+ β  αg((Ax, x))+ β  αg((Bx, x))+ β
 (f (B)x, x). 
Remark 2.3. Assume that conditions of Theorem 2.1 hold and let g ∈ C1(J ). More-
over, suppose that either of the following additional conditions holds:
(a) g is strictly convex and α > 0, or
(b) g is strictly concave and α < 0.
Then β can be written explicitly as
β = f (m)+ µ(t0 −m)− αg(t0),
where µ = (f (M)− f (m))/(M −m) and
t0 =


the unique solution of g′(t) = µ
α
if αg′(m)  µ  αg′(M)
M if µ > αg′(M)
m if αg′(m) > µ.
As a matter of fact, put h(t) = f (m)+ µ(t −m)− αg(t) and β =
maxmtM h(t). If αg is strictly convex differentiable on [m,M], then αg′ is strictly
increasing, so h′(t) is strictly decreasing. Hence if αg′(m)  µ  αg′(M), then the
equation h′(t) = 0 has exactly one solution t0 in the interval [m,M]. Since the maxi-
mum value of h(t) on [m,M] is attained for t0, we have maxmtM h(t) = h(t0) = β.
Next, if µ > αg′(M), then h(t) is increasing on [m,M] since h′(t) > 0. There-
fore, maxmtM h(t) = h(M) = β. Similarly, if αg′(m) > µ, then maxmtM h(t) =
h(m) = β.
3. Kantorovich type order preserving inequality
In this section, as applications of our general theorem, we show Kantorovich type
order preserving operator inequalities via the Ky Fan–Furuta constant. The following
theorem is our key theorem which is a two variable version of Theorem A.
Theorem 3.1. Let A and B be positive operators on a Hilbert space H satisfying
MI  B  mI > 0, where M > m > 0. If A  B > 0, then
Mp−1
mq−1
Aq  K+(m,M,p, q)Aq  Bp for all p > 1 and q > 1, (5)
where
K+(m,M,p, q)
=


(q−1)q−1
qq
(Mp−mp)q
(M−m)(mMp−Mmp)q−1 if qmp−1  M
p−mp
M−m  qMp−1
mp−q if Mp−mp
M−m < qm
p−1
Mp−q if qMp−1 < Mp−mp
M−m .
(6)
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To prove Theorem 3.1, we need the following lemma.
Lemma 3.2. Let p > 1, q > 1 and h > 1. If q  (hp − 1)/(h− 1)  qhp−1, then
hp−1  (q − 1)
q−1
qq
(hp − 1)q
(h− 1)(hp − h)q−1 .
Proof. Put µ = (hp − 1)/(h− 1) and ν = (h− hp)/(h− 1). Since p, q, h > 1, it
follows that µ > 0 and ν < 0. Put t0 = (q/(q − 1))(−ν/µ). We see that the condi-
tion q  (hp − 1)/(h− 1)  qhp−1 is equivalent to the condition 1  t0  h and
max
1th
{
µt + ν
tq
}
= µt0 + ν
t
q
0
= (q − 1)
q−1
qq
(hp − 1)q
(h− 1)(hp − h)q−1 .
Put l1(t) = (µt + ν)/t and g1(t) = tq−1. Then l1(t) and g1(t) are increasing, so we
have
l1(h)  l1(t0) > 0 and g1(t0)  g1(1) > 0.
Hence it follows that
hp−1 = l1(h)
g1(1)
 l1(t0)
g1(t0)
= µt0 + ν
t0
1
t
q−1
0
,
as desired. 
Proof of Theorem 3.1. Put h = M/m > 1. If qmp−1  (Mp −mp)/(M −m) 
qMp−1, then it follows from Lemma 3.2 that
Mp−1
mq−1
= mp−qhp−1
 mp−q (q − 1)
q−1
qq
(hp − 1)q
(h− 1)(hp − h)q−1
= K+(m,M,p, q).
Otherwise, we see that Mp−1/mq−1  mp−1/mq−1 and Mp−1/mq−1  Mp−1/
Mq−1. Therefore we have the first inequality in (5).
We have the second inequality in (5) if we put f (t) = tp and g(t) = tq in The-
orem 2.1 and choose α such that β = 0. Then it follows that α coincides with
K+(m,M,p, q) in (5) of Theorem 3.1. As a matter of fact, we have
α = max
mtM
{
µ¯(t −m)+mp
tq
}
= µ¯(t0 −m)+m
p
t
q
0
,
where µ¯ = (Mp −mp)/(M −m) and
t0 =


q
q−1
mMp−Mmp
Mp−mp if qm
p−1  Mp−mp
M−m  qMp−1,
m if Mp−mp
M−m < qm
p−1,
M if qMp−1 < Mp−mp
M−m . 
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Remark 3.3. (1) If q = p in Theorem 3.1, then the assumption pmp−1 
(Mp −mp)/(M −m)  pMp−1 is automatically satisfied by the convexity of
f (t) = tp and so the constant K+(m,M,p, p) coincides with the Ky Fan–Furuta
constant K+(m,M,p) defined as 1. Therefore we have Theorem A.
(2) We remark that the following inequality
(q − 1)q−1
qq
(Mp −mp)q
(M −m)(mMp −Mmp)q−1  K+(m,M,p, q)
generally holds for all p > 1 and q > 1. As a matter of fact, it follows that
max
t∈R+
{
mp + µ¯(t −m)
tq
}
 α ≡ max
mtM
{
mp + µ¯(t −m)
tq
}
holds for all p > 1 and q > 1, where µ¯ = (Mp −mp)/(M −m). Then we have
max
t∈R+
{
mp + µ¯(t −m)
tq
}
= (q − 1)
q−1
qq
(Mp −mp)q
(M −m)(mMp −Mmp)q−1
and
max
mtM
{
mp + µ¯(t −m)
tq
}
= K+(m,M,p, q).
So the desired inequality holds.
Corollary 3.4. If A  B > 0 and MI  B  mI > 0 where M > m > 0, then
(Mp −mp)2
4mM(M −m)(Mp−1 −mp−1)A
2  Bp for all p > 1. (7)
Proof. If we put q = 2 in Theorem 3.1 and (2) of Remark 3.3, then it follows that
K+(m,M,p, 2)A2  Bp
and
(Mp −mp)2
4mM(M −m)(Mp−1 −mp−1)  K+(m,M,p, 2)
holds for all p > 1. 
Remark 3.5. If we put p = 2 in Corollary 3.4, then it follows that the constant in
(7) coincides with the Kantorovich constant (M +m)2/4Mm.
Next, we cite the Furuta inequality [7] for convenience, cf. [2,8,14,19].
Theorem F (the Furuta inequality). If A  B  0, then for each r  0,
(i) (Br/2ApBr/2)1/q  (Br/2BpBr/2)1/q and
(ii) (Ar/2ApAr/2)1/q  (Ar/2BpAr/2)1/q
hold for p  0 and q  1 with (1 + r)q  p + r (see Fig. 1).
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Fig. 1. The range of Furuta inequality.
Constants in the following theorem are considered as two variable versions of the
Kantorovich constant. The heart of the extension is exactly the Furuta inequality.
Theorem 3.6. If A  B > 0 and MI  B  mI > 0 where M > m > 0, then
(Mp+q−2 −mp+q−2)2
4mq−1Mq−1(Mq−1 −mq−1)(Mp−1 −mp−1)A
q  Bp
for all p > 1 and q > 2.
Proof. It follows from the Furuta inequality that for each r > 0
(Br/2AqBr/2)1/2  Br+1
holds for q > 2 such that q = r + 2. Put A1 = (Br/2AqBr/2)1/2 and B1 = Br+1,
then A1  B1 > 0 and Mr+1I  B1  mr+1I > 0. Applying Corollary 3.4 to A1
and B1, we have
(
(M1+r )(p+r)/(1+r) − (m1+r )(p+r)/(1+r))2
4m1+rM1+r (M1+r −m1+r ) ((M1+r )(p−1)/(1+r) − (m1+r )(p−1)/(1+r))A21
 B(p+r)/(1+r)1 for all p > 1.
Therefore, we have
(Mp+r −mp+r )2
4m1+rM1+r (M1+r −m1+r )(Mp−1 −mp−1)B
r/2AqBr/2  Bp+r
for all p > 1 and q > 2.
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Multiply B−r/2 on both sides, it follows that
(Mp+q−2 −mp+q−2)2
4mq−1Mq−1(Mq−1 −mq−1)(Mp−1 −mp−1)A
q  Bp
for all p > 1 and q > 2. 
As a generalization of Theorem 3.1, we shall show the following theorem.
Theorem 3.7. If A  B > 0 and MI  B  mI > 0 where M > m > 0, then
K+
(
mr,Mr,
p − 1 + r
r
,
q − 1 + r
r
)
Aq  Bp
for all p > 1, q > 1 and r > 1,
where K+(m,M,p, q) is defined in (6).
Proof. By the Furuta inequality, it follows that A  B ensures that
(Br/2AqBr/2)(1+r)/(q+r)  B1+r for all q > 1 and r > 0.
Put
A1 = (Br/2AqBr/2)(1+r)/(q+r) and B1 = B1+r ,
then A1  B1 > 0 and M1+r I  B1  m1+r I > 0. Applying Theorem 3.1 to A1
and B1, we have
K+(m1+r ,M1+r , p1, q1)Aq11  B
p1
1 for all p1 > 1 and q1 > 1.
Put
p1 = (p + r)/(1 + r) > 1 and q1 = (q + r)/(1 + r) > 1.
Then we have
K+
(
m1+r ,M1+r , p + r
1 + r ,
q + r
1 + r
)
Br/2AqBr/2  Bp+r
for all p > 1 and q > 1.
Multiply B−r/2 on both sides and replace r by r − 1, it follows that
K+
(
mr,Mr,
p − 1 + r
r
,
q − 1 + r
r
)
Aq  Bp
for all p > 1, q > 1 and r > 1. 
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4. Chaotic order version
In this section, we show Kantorovich type order preserving operator inequalities
associated with the chaotic order, which are parallel to the usual order versions in
Section 3. For positive invertible operators A and B, the order defined by logA 
logB is called the chaotic order. As a generalization of a characterization of the
chaotic order by Ando [1], the following result is shown in [3,9] (cf. [22]):
Theorem C. Let A and B be positive invertible operators on a Hilbert space H.
Then logA  logB is equivalent to
(Br/2ApBr/2)r/(p+r)  Br for all p > 0 and r > 0.
We shall show a chaotic order version of Theorem 3.1.
Theorem 4.1. Let A and B be positive invertible operators on a Hilbert space H
such that MI  B  mI > 0, where M > m > 0. If logA  logB, then
Mp
mq
Aq  K+(m,M,p + 1, q + 1)Aq  Bp for all p > 0 and q > 0,
where K+(m,M,p, q) is defined in (6).
Proof. Put r = 1 in Theorem C. Then logA  logB ensures that
(B1/2AqB1/2)1/(q+1)  B for all q > 0.
Put
A1 = (B1/2AqB1/2)1/(q+1) and B1 = B.
Then A1  B1 > 0 and MI  B1  mI > 0. Applying Theorem 3.1 to A1 and B1,
we have
M(p+1)−1
m(q+1)−1
A
q+1
1  K+(m,M,p + 1, q + 1)Aq+11  Bp+11
for all p > 0 and q > 0.
Multiply B−1/2 on both sides, it follows that
Mp
mq
Aq  K+(m,M,p + 1, q + 1)Aq  Bp
for all p > 0 and q > 0. 
Next, we shall show a chaotic order version of Theorem 3.6.
Theorem 4.2. Let A and B be positive invertible operators on a Hilbert space H
such that MI  B  mI > 0, where M > m > 0. If logA  logB, then
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(Mp+q −mp+q)2
4mqMq(Mq −mq)(Mp −mp)A
q  Bp for all p > 0 and q > 0.
Proof. Put r = p in Theorem C, then logA  logB ensures that
(Bq/2AqBq/2)1/2  Bq for all q > 0.
Put A1 = (Bq/2AqBq/2)1/2 and B1 = Bq , then A1  B1 > 0 and MqI  B1 
mqI > 0. Applying Corollary 3.4 to A1 and B1, we have(
(Mq)(p+q)/q − (mq)(p+q)/q)2
4mqMq(Mq −mq) ((Mq)p/q − (mq)p/q)A21  B(p+q)/q1
for all p > 0 and q > 0.
By rearranging this, we have
(Mp+q −mp+q)2
4mqMq(Mq −mq)(Mp −mp)B
q/2AqBq/2  Bp+q
for all p > 0 and q > 0.
Multiply B−q/2 on both sides, it follows that
(Mp+q −mp+q)2
4mqMq(Mq −mq)(Mp −mp)A
q  Bp for all p > 0 and q > 0. 
We shall show the following result as a generalization of Theorem 4.1.
Theorem 4.3. Let A and B be positive invertible operators on a Hilbert space H
such that MI  B  mI > 0, where M > m > 0. If logA  logB, then
K+
(
mr,Mr,
p + r
r
,
q + r
r
)
Aq  Bp for all p > 0, q > 0 and r > 0,
where K+(m,M,p, q) is defined in (6).
Proof. By Theorem C, then logA  logB ensures
(Br/2AqBr/2)r/(q+r)  Br for all q > 0 and r > 0.
Put
A1 = (Br/2AqBr/2)r/(q+r) and B1 = Br.
Then A1  B1 > 0 and MrI  B1  mrI > 0. Applying Theorem 3.1 to A1 and
B1, we have
K+(mr,Mr, p1, q1)Aq11  B
p1
1 for all p1 > 1 and q1 > 1.
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Put
p1 = p + r
r
> 1 and q1 = q + r
r
> 1.
Then we have
K+
(
mr,Mr,
p + r
r
,
q + r
r
)
Br/2AqBr/2  Bp+r .
Multiply B−r/2 on both sides, we have
K+
(
mr,Mr,
p + r
r
,
q + r
r
)
Aq  Bp
for all p > 0, q > 0 and r > 0. 
The following result is a two variable version of a characterization of the chaotic
order via Specht’s ratio by Yamazaki and Yanagida [21, Theorem 5].
Theorem 4.4. LetAandB be positive invertible operators on a Hilbert spaceH such
that MI  B  mI > 0, where M > m > 0. Then logA  logB is equivalent to
Mh(p, q)A
q  Bp for all p > 0 and q > 0
where h = M/m > 1 and
Mh(p, q) =


mp−q (h
p−1)hq/(hp−1)
eq logh if q  h
p−1
logh  qhp,
mp−q if hp−1log h  q,
Mp−q if qhp  hp−1logh .
(8)
Proof. For given p > 0 and q > 0, suppose that q < (hp − 1)/logh < qhp. Then
(q + r)/r < (hp+r − 1)/(hp − 1) < (q + r)/rhp holds for sufficient small r > 0.
It follows from Theorem 4.3 that logA  logB implies K+(mr,Mr, (p + r)/r,
(q + r)/r)Aq  Bp. Since
(q/(q + r))1/r → 1/e1/q and ((hp+r − 1)/(hp − 1))1/r → hhp/(hp−1)
as r →+0, we have
K+
(
mr,Mr,
p + r
r
,
q + r
r
)
= (
q
r
)
q
r
(
q+r
r
)
q+r
r
(Mp+r −mp+r ) q+rr
(Mr −mr)(mrMp+r −Mrmp+r ) qr
= (
q
r
)
q
r
(
q+r
r
)
q+r
r
mp−q (h
p+r − 1) q+rr
(hr − 1)(hp+r − hr) qr
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= mp−q (
q
r
)
q
r
(
q+r
r
)
q
r (
q+r
r
)
(hp+r − 1)(hp+r − 1) qr
(hr − 1)hq(hp − 1) qr
= m
p−q
hq

( r
q + r
hp+r − 1
hr − 1
) 1
q
(
q
q + r
hp+r − 1
hp − 1
) 1
r


q
→ m
p−q
hq
((
1
logh
hp − 1
q
) 1
q
(
1
e1/q
hh
p/(hp−1)
))q
= mp−q (h
p − 1)hq/(hp−1)
eq logh
,
as r →+0. Therefore we have
mp−q (h
p − 1)hq/(hp−1)
eq logh
Aq  Bp.
Suppose that (hp − 1)/logh  q. Then (hp+r − 1)/(hr − 1)  (q + r)/r holds for
sufficient small r > 0 and we have K+(mr,Mr, (p + r)/r, (q + r)/r) = mp−q .
Similarly we haveK+(mr,Mr, (p + r)/r, (q + r)/r) = Mp−q in the case of qhp 
(hp − 1)/logh. Therefore we have desired inequalities by Theorem 4.3.
Conversely, suppose that Mh(p, q)Aq  Bp for all p > 0 and q > 0. If we put
q = p, then it follows that p  (hp − 1)/logh  php holds for all p > 0. Therefore
the constant Mh(p, p) coincides with the generalized Specht’s ratio Mh(p) [6,21]
defined as
Mh(p) = h
p/(hp−1)
e log
(
hp/(h
p−1)) .
Then it follows from the result by Yamazaki and Yanagida [21, Theorem 5] that
Mh(p)A
p  Bp for all p > 0 implies logA  logB. 
5. Complementary inequalities
In the remainder of this paper, we shall consider the continuation of our general
theorem. The following theorem is a complementary result to Theorem 2.1.
Theorem 5.1. Let A and B be positive operators on a Hilbert space H satisfying
MI  A  mI > 0, where M > m > 0. Let f ∈ C([m,M]) be a concave function
and g ∈ C(J ), where J ⊇ [m,M] ∪ Sp(B). Suppose that either of the following
conditions holds:
(a) g is increasing concave on J, or
(b) g is decreasing convex on J.
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If A  B > 0, then for a given α > 0 in the case (a) or α < 0 in the case (b)
f (A)  αg(B)+ βI (9)
holds for
β = min
mtM
{f (m)+ µ(t −m)− αg(t)},
where µ = (f (M)− f (m))/(M −m).
Proof. Put β = minmtM{f (m)+ µ(t −m)− αg(t)}. By the concavity of f , we
have
(f (A)x, x)  µ((Ax, x)−m)+ f (m)  αg((Ax, x))+ β.
By the increase of αg, we have
αg((Ax, x))  αg((Bx, x)).
Since −αg is convex, by Lemma 2.2, we have
−α(g(B)x, x)  −αg((Bx, x)).
Therefore, combining three inequalities above, it follows that
(f (A)x, x)  αg((Ax, x))+ β  αg((Bx, x))+ β  α(g(B)x, x)+ β
for every unit vector x ∈ H . 
Remark 5.2. Similar to Remark 2.3 we have the following result. Assume that con-
ditions of Theorem 5.1 hold and let g ∈ C1(J ). Moreover, suppose that either of the
following additional conditions holds:
(a) g is strictly concave and α > 0, or
(b) g is strictly convex and α < 0.
Then β can be written explicitly as
β = f (m)+ µ(t0 −m)− αg(t0),
where µ = (f (M)− f (m))/(M −m) and
t0 =


the unique solution of g′(t) = µ
α
if αg′(M)  µ  αg′(m),
M if µ < αg′(M),
m if αg′(m) < µ.
As a matter of fact, put h(t) = f (m)+ µ(t −m)− αg(t) and β =
minmtM h(t). If αg is strictly concave differentiable on [m,M], then αg′ is
strictly decreasing, so h′(t) = µ− αg′(t) is strictly increasing. Hence if αg′(M) 
µ  αg′(m), then the equation h′(t) = 0 has exactly one solution t0 in the interval
[m,M]. Since the minimum value of h(t) on [m,M] is attained for t0, we have
minmtM h(t) = h(t0) = β. Next, if µ < αg′(M), then h(t) is decreasing on [m,
M] since h′(t) < 0. Therefore, minmtM h(t) = h(M) = β. Similarly, if αg′(m) <
µ, then minmtM h(t) = h(m) = β.
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If we put α = 1 in Theorem 2.1 and Theorem 5.1, then we have the following
corollary:
Corollary 5.3. Let A and B be positive operators on a Hilbert space H satisfy-
ing MI  B  mI > 0 (resp. MI  A  mI > 0), where M > m > 0. Let f ∈
C(J ) be a convex (resp. concave) function and g ∈ C(J ) an increasing convex (resp.
concave) function, where J ⊇ [m,M] ∪ Sp(A) ∪ Sp(B).
If A  B > 0, then
g(A)+ βI  f (B) (resp. f (A)  g(B)+ βI)
holds for
β = max
mtM
{(f (m)+ µ(t −m))− g(t)}(
resp. min
mtM
{(f (m)+ µ(t −m))− g(t)}
)
.
If we choose α such that β = 0 in Theorem 2.1 and Theorem 5.1, then we have
the following corollary:
Corollary 5.4. Let A and B be positive operators on a Hilbert space H satisfying
MI  B  mI > 0 (resp. MI  A  mI > 0), where M > m > 0. Let f ∈ C(J )
be a convex (resp. concave) function and g ∈ C(J ), where J ⊇ [m,M] ∪ Sp(A) ∪
Sp(B). Suppose that either of the following conditions holds:
(i) g is increasing convex on J, g > 0 on [m,M] and f (m) > 0, f (M) > 0,
(ii) g is increasing convex on J, g < 0 on [m,M] and f (m) < 0, f (M) < 0,
(iii) g is decreasing concave on J, g > 0 on [m,M] and f (m) < 0, f (M) < 0,
(iv) g is decreasing concave on J, g < 0 on [m,M] and f (m) > 0, f (M) > 0.
If A  B > 0, then
α+g(A)  f (B) (resp. f (A)  α−g(B))
holds for
α+ = max
mtM
{
f (m)+ µ(t −m)
g(t)
}
(
resp. α− = min
mtM
{
f (m)+ µ(t −m)
g(t)
})
in case (i) and (iii), or
α+ = min
mtM
{
f (m)+ µ(t −m)
g(t)
}
(
resp. α− = max
mtM
{
f (m)+ µ(t −m)
g(t)
})
in case (ii) and (iv), where µ = (f (M)− f (m))/(M −m).
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Proof. If we put β = maxmtM{f (m)+ µ(t −m)− αg(t)} = 0, then we have
α = (f (m)+ µ(t0 −m))/g(t0) for some t0 ∈ [m,M]. In fact, it follows that α =
maxmtM {(f (m)+ µ(t −m))/g(t)}, because 0  f (m)+ µ(t −m)− αg(t) for
all t ∈ [m,M]. The remainder of the proof is the same as in the proof in Theorem
2.1. 
Remark 5.5. Assume that conditions of Corollary 5.4 hold and let g be a twice dif-
ferentiable function on J . Moreover, suppose that either of the following additional
conditions holds:
(a) g is strictly convex in case (i) or (ii), or
(b) g is strictly concave in case (iii) or (iv).
Then a value of α± may be determined more precisely as follows:
α± = f (m)+ µ(to −m)
g(to)
,
where to ∈ [m,M] is defined as the unique solution of µg(t) = g′(t)(f (m)+ µ(t −
m)) if f (m)g′(m)/g(m)  µ  f (M)g′(M)/g(M), otherwise to is defined as M or
m according as µ > f (M)g′(M)/g(M) or f (m)g′(m)/g(m) < µ.
Really, let g > 0 be an increasing strictly convex twice differentiable function and
f (m) > 0, f (M) > 0. Put h(t)= (f (m)+µ(t −m))/g(t) and α = maxmtM h(t).
Then we have h′(t) = H(t)/g(t)2, where H(t) = µg(t)− (f (m)+ µ(t −m))×
g′(t). It follows thatH ′(t) = −(f (m)+ µ(t −m))g′′(t) < 0, so thatH is a decreas-
ing function on [m,M]. If H(m)H(M)  0, then the equation h′(t) = 0 has exactly
one solution t0 in the interval [m,M]. Since the maximum value of h(t) on [m,M]
is attained for t0, we have maxmtM h(t) = h(t0) = α. Next, if H(M) = µg(M)−
f (M)g′(M) > 0, then h(t) is increasing on [m,M] since h′(t) > 0. Therefore,
maxmtM h(t) = h(M) = α. Similarly, ifH(m) = µg(m)− f (m)g′(m) < 0, then
maxmtM h(t) = h(m) = α.
6. Function order inequality
As applications of our general theorem, we show function order preserving oper-
ator inequalities. We recall that f ∈ C([0,∞)) is operator monotone if and only if it
is operator concave. Therefore, if f is a convex function, then it can not be operator
monotone. We show that a convex function is order preserving in the following sense:
Theorem 6.1. Let A and B be positive operators on a Hilbert space H satisfy-
ing MI  B  mI > 0, where M > m > 0. Let f ∈ C1(J ) be a strictly convex
increasing function, where J ⊇ [m,M] ∪ Sp(A). If A  B > 0, then for a given
α > 0
αf (A)+ βI  f (B)
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holds for β = f (m)+ µ(t0 −m)− αf (t0) and t0 is defined as the unique solution
of f ′(t) = µ/α when f ′(m)  µ/α  f ′(M), otherwise t0 is defined as M or m ac-
cording as f ′(M) < µ/α or µ/α < f ′(m), where µ = (f (M)− f (m))/(M −m).
Proof. If we put g = f in Theorem 2.1 and Remark 2.3, then we have this theorem.
As a matter of fact, by the convexity and the increase of f on J we have
(f (B)x, x)  αf ((Bx, x))+ β  αf ((Ax, x))+ β  α(f (A)x, x)+ β
for every unit vector x ∈ H by Lemma 2.2. 
Though a concave increasing function is not always operator monotone, we have
the following theorem which is a complementary result to Theorem 6.1.
Theorem 6.2. Let A and B be positive operators on a Hilbert space H satisfy-
ing MI  A  mI > 0, where M > m > 0. Let f ∈ C1(J ) be a strictly concave
increasing function, where J ⊇ [m,M] ∪ Sp(B). If A  B > 0, then for a given
α > 0
f (A)  αf (B)+ βI
holds for β = f (m)+ µ(t0 −m)− αf (t0) and t0 is defined as the unique solution
of f ′(t) = µ/α when f ′(M)  µ/α  f ′(m), otherwise t0 is defined as M or m ac-
cording as f ′(M) > µ/α or µ/α > f ′(m), where µ = (f (M)− f (m))/(M −m).
Remark 6.3. If we put α = 1 in Theorem 6.1 and Theorem 6.2, then we have
the followings: Let f ∈ C1([m,M]) be a strictly convex (resp. concave) increasing
function. If MI  A  B  mI > 0, where M > m > 0, then
f (A)+ βI  f (B) (resp. f (A)  f (B)+ βI)
holds for β = f (m)+ µ(t0 −m)− f (t0) and t0 is exactly one solution of the equa-
tion f ′(t) = µ in the interval [m,M]. Indeed, since f is strictly convex or concave,
it follows that f ′(m)  µ  f ′(M) (resp. f ′(M)  µ  f ′(m)).
Further, if we choose α such that β = 0 in Theorem 6.1 and Theorem 6.2, we
have the following corollary (cf. [13, Theorem 2.2]).
Corollary 6.4. Let A and B be positive operators on a Hilbert space H satisfying
MI  B  mI > 0 (resp. MI  A  mI), where M > m > 0. Let f ∈ C1(J ) be
a strictly increasing convex (resp. concave) function, where J ⊇ [m,M] ∪ Sp(A) ∪
Sp(B). Suppose that either of the following conditions holds: (i) f > 0 or (ii)f <
0 on [m,M].
If A  B > 0, then
α+f (A)  f (B) (resp. f (A)  α−f (B)) (10)
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holds for
α+ = max
mtM
{
f (m)+ µ(t −m)
f (t)
}
(
resp. α− = min
mtM
{
f (m)+ µ(t −m)
f (t)
})
in case (i), or
α+ = min
mtM
{
f (m)+ µ(t −m)
f (t)
}
(
resp. α− = max
mtM
{
f (m)+ µ(t −m)
f (t)
})
in case (ii), where µ = (f (M)− f (m))/(M −m).
Moreover, if f is a twice differentiable function on J, then a value of α± may be
determined more precisely as follows:
α± = f (m)+ µ(t0 −m)
f (t0)
,
where t0 ∈ [m,M] is the unique solution of µf (t) = f ′(t)(f (m)+ µ(t −m)).
If we put f (t) = tp for p > 1 in Theorem 6.1, then we have the following corol-
lary.
Corollary 6.5. Let A and B be positive operators on a Hilbert space H satisfying
MI  B  mI > 0, where M > m > 0. If A  B > 0, then for a given α > 0
αAp + βI  Bp for all p > 1
where
β =


α(p − 1)
(
1
αp
Mp−mp
M−m
)p/(p−1) + Mmp−mMp
M−m if pmp−1  M
p−mp
α(M−m)
 pMp−1,
max{Mp − αMp,mp − αmp} otherwise.
Remark 6.6. We have the result by Yamazaki [20, Theorem 2] if we put α = 1 in
Corollary 6.5 and Theorem A if we choose α such that β = 0 in Corollary 6.5. As a
matter of fact, if we put
β = α(p − 1)
(
1
αp
Mp −mp
M −m
)p/(p−1)
+ Mm
p −mMp
M −m = 0,
then it follows that the constant α coincides with K+(m,M,p) defined as (1). Also,
since
m  p
p − 1
mMp −Mmp
M −m  M for M > m > 0,
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it follows that α satisfies the condition
pmp−1  (Mp −mp)/α(M −m)  pMp−1.
Therefore we have Theorem A.
If we put f (t) = et in Theorem 6.1, we have the following:
Corollary 6.7. Let A and B be positive operators on a Hilbert space H satisfying
MI  B  mI > 0, where M > m > 0. If A  B > 0, then for a given α > 0
αeA + βI  eB
where
β =


eM−em
M−m log
eM−em
α(M−m) + (M+1)e
m−(m+1)eM
M−m if m  log e
M−em
α(M−m)  M,
(1 − α)eM if M < log eM−em
α(M−m) ,
(1 − α)em if log eM−em
α(M−m) < m.
Remark 6.8. Let A and B be positive operators on a Hilbert space H satisfying
MI  B  mI > 0, where M > m > 0. If A  B > 0, then
(i)
eM − em
M −m exp
(
(M + 1)em − (m+ 1)eM
eM − em
)
eA  eB,
(ii) eA +
(
(M + 1)em − (m+ 1)eM
M −m +
eM − em
M −m log
(
eM − em
M −m
))
I  eB.
In fact, if we choose α such that β = 0 in Corollary 6.7, then we have (i). If we put
α = 1, then we have (ii).
Finally, we shall show a functional order version of Theorem A.
Corollary 6.9. Let A and B be positive invertible operators on a Hilbert space H
satisfying MI  B  mI > 0, where M > m > 0. Let f ∈ C1(J ) be a strictly con-
vex increasing twice differentiable function, where J ⊇ [m,M] ∪ Sp(A) ∪ Sp(B).
Let f > 0 on J. If A  B > 0, then
f ′(M)
f ′(m)
f (A)  αf (A)  f (B),
where
α = f (m)+ µ(t0 −m)
f (t0)
and t0 ∈ [m,M] is the unique solution of
µf (t) = f ′(t)(f (m)+ µ(t −m)),
J. Mic´ic´ et al. / Linear Algebra and its Applications 360 (2003) 15–34 33
and
µ = f (M)− f (m)
M −m .
Proof. By the assumption of f , we haveµ  f ′(M) and 0 < f ′(m)  f ′(t0), where
t0 ∈ [m,M] is such that µf (t0) = f ′(t0)(f (m)+ µ(t0 −m)). Then it follows that
0 < α = f (m)+ µ(t0 −m)
f (t0)
= µ
f ′(t0)
 f
′(M)
f ′(m)
.
Therefore Corollary 6.4 implies
f ′(M)
f ′(m)
f (A)  αf (A)  f (B). 
Remark 6.10. If we put f (t) = tp in Corollary 6.9, then we have
f ′(M)
f ′(m)
=
(
M
m
)p−1
.
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