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QUANTUM CHROMATIC NUMBERS VIA OPERATOR
SYSTEMS
VERN I. PAULSEN AND IVAN G. TODOROV
Abstract. We define several new types of quantum chromatic numbers
of a graph and characterise them in terms of operator system tensor
products. We establish inequalities between these chromatic numbers
and other parameters of graphs studied in the literature and exhibit a
link between them and non-signalling correlation boxes.
1. Introduction
One of the most important parameters of a graph is its chromatic number
(see, e.g., [11]). To recall its definition, let G = (V,E) be a (finite, undi-
rected) graph; here V is the set of vertices, while E is the set of edges, of
G. A d-colouring (where d is a positive integer) is a map r : V → {1, . . . , d}
such that if (v,w) ∈ E then r(v) 6= r(w). The chromatic number χ(G) of G
is the smallest positive integer d for which G admits a d-colouring.
In [1] and [3], the authors considered a “graph colouring game”, where two
players, Alice and Bob, try to convince a referee that they have a colouring
of a graph G; the referee inputs a pair (v,w) of vertices of G, and each of
the players produces an output, according to a previously agreed “quantum
strategy”, that is, a probability distribution derived from an entangled state
and collections of POVM’s. To formalise this, recall that a POVM is a
collection (Ei)
k
i=1 of positive operators acting on a Hilbert space H with∑k
i=1Ei = I (here we denote as usual by I the identity operator). When
H = Cp is finite dimensional, we identify the operators on H with elements
of the algebraMp of all p by p complex matrices. Given POVM’s (Ev,i)
c
i=1 ⊆
Mp and (Fw,j)
c
j=1 ⊆Mq, where v,w ∈ V , and a unit vector ξ ∈ Cp⊗Cq, one
associates with each pair (v,w) of vertices of G the probability distribution
(〈(Ev,i ⊗ Fw,j)ξ, ξ〉)ci,j=1; here, for an input (v,w) from the referee, 〈(Ev,i ⊗
Fw,j)ξ, ξ〉 is the probability for Alice producing an output i and Bob – an
output j. Alice and Bob can thus convince the referee that they have a
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c-colouring if the following conditions are satisfied:
(1) ∀v,∀i 6= j, 〈(Ev,i ⊗ Fv,j)ξ, ξ〉 = 0,
∀(v,w) ∈ E,∀i, 〈(Ev,i ⊗ Fw,i)ξ, ξ〉 = 0.
If this happens, we say that the graph G admits a quantum c-colouring ; the
smallest positive integer c for which G admits a quantum c-colouring was
called in [3] the quantum chromatic number of G and denoted by χq(G).
It is easy to see that χq(G) ≤ χ(G); indeed, let d = χ(G) and choose
a d-colouring r : V → {1, . . . , d} of G. For v ∈ V , let Ev,i = Fv,i = 1 if
i = r(v) and Ev,i = Fv,i = 0 if i 6= r(v). The families (Ev,i)di=1 and (Fv,i)di=1
are POVM’s on the Hilbert space C for each v ∈ V , and the conditions (1)
are clearly satisfied.
In the present paper, we introduce other natural versions of the quantum
chromatic number. Our definitions are motivated by two different sets of
axioms of quantum mechanics as well as by a probabilistic view on the graph
coloring game. In the non-relativisitc viewpoint, measurement operators for
different labs are assumed to act on different Hilbert spaces and joint mea-
surements are obtained by taking the tensor product of these Hilbert spaces.
But, unlike in the above definition of the quantum chromatic number, there
is no requirement that these Hilbert spaces be finite dimensional. We hence
consider the difference between finite and infinite dimensional Hilbert spaces.
In the relativistic view, on the other hand, the measurement operators act
on a common Hilbert space but are assumed to commute; the joint mea-
surement operators are in this case obtained by considering corresponding
products. We also introduce a probabilistic view on the graph colouring
game, where, instead of requiring the existence of quantum c-colourings, we
assume that for a fixed number of c colours, colouring strategies exist that
win with probability 1− ǫ for every ǫ > 0.
Tsirelson [21], [22] attempted to reconcile the outcomes of these two ver-
sions for POVM’s. But we now know, thanks to the work [12], that equal-
ity of all matricial outcomes for the two different versions is equivalent to
Connes’ Embedding Problem.
It is thus interesting to examine the behaviour of different versions of
quantum chromatic numbers in order to see if the delicate combinatorics of
graphs can shed any new light on these issues.
The viewpoint highlighted in the present paper is that of operator system
tensor products [15]; we show how the different tensor products introduced
in [15] can be used to characterise the chromatic numbers we introduce, as
well as the classical chromatic number. We furthermore describe the new
parameters geometrically, in a fashion that is a natural extension of [3] and
fits with Tsirelson’s work on non-signalling boxes [21].
Throughout the paper, we will use notions and results about operator
systems and their tensor products which can be found in [15], [14] and
[16]. We refer to these papers about basic properties of the tensor products
QUANTUM CHROMATIC NUMBERS VIA OPERATOR SYSTEMS 3
that will be used subsequently, namely, the minimal, the commuting and
the maximal tensor product, which are denoted by ⊗min, ⊗c and ⊗max,
respectively. We recall that the minimal (resp. maximal) operator system
structure on the algebraic tensor product S ⊗ T of two operator systems S
and T is the one with the largest (resp. smallest) matricial cones. Note that,
given unital complete order embeddings of S and T into B(H) and B(K),
respectively, the operator system S⊗minT is obtained after embedding S⊗T
into B(H ⊗ K). Furthemore, the operator system S ⊗c T is characterised
by the universal property that for any pair of unital completely positive
maps φ : S → B(H) and ψ : T → B(H), with commuting ranges, the map
φ · ψ : S ⊗c T → B(H) given by φ · ψ(x ⊗ y) = φ(x)ψ(y), is completely
positive.
The notion of a coproduct of operator systems will play an important role
hereafter; we refer the reader to [10] and [14]. Finally, we recall that if S
and T are operator systems with S contained, as a linear space, in T , the
notation S ⊆coi T means that the inclusion of S into T is a complete order
isomorphism onto its range.
2. Quantum chromatic numbers and their characterisations
We start by introducing the various chromatic numbers we are going to
investigate in this paper. Throughout the paper, we let n = |V |.
Definition 2.1. Let G = (V,E) be a graph.
(i) The approximate quantum chromatic number χqa(G) of G is the
smallest c ∈ N such that for each ǫ > 0 there exist p, q ∈ N and POVM’s
(Ev,i)
c
i=1 ⊆ Mp and (Fw,j)cj=1 ⊆ Mq, where v,w ∈ V , and a vector ξ ∈
C
p ⊗ Cq satisfying the conditions
(2) ∀v,∀i 6= j, 〈(Ev,i ⊗ Fv,j)ξ, ξ〉 < ǫ,
∀(v,w) ∈ E,∀i, 〈(Ev,i ⊗ Fw,i)ξ, ξ〉 < ǫ.
(ii) The spacial quantum chromatic number χqs(G) of G is the smallest
c ∈ N for which there exist Hilbert spaces H and K, a unit vector ξ ∈ H⊗K
and POVM’s (Ev,i)
c
i=1 ⊆ B(H) and (Fw,j)cj=1 ⊆ B(K), where v,w ∈ V ,
satisfying conditions (1);
(iii) The approximate spacial quantum chromatic number χqas(G) of G
is the smallest c ∈ N such that for every ǫ > 0, there exist Hilbert spaces
H and K, a unit vector ξ ∈ H ⊗ K and POVM’s (Ev,i)ci=1 ⊆ B(H) and
(Fw,j)
c
j=1 ⊆ B(K), where v,w ∈ V , satisfying (2);
(iv) The relativistic quantum chromatic number χqr(G) of G is the small-
est c ∈ N for which there exists a Hilbert space H, a unit vector ξ ∈ H and
POVM’s (Ev,i)
c
i=1 ⊆ B(H) and (Fw,j)cj=1 ⊆ B(H), where v,w ∈ V , such
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that Ev,iFw,j = Fw,jEv,i for all v,w ∈ V , i, j = 1, . . . , c, and
(3) ∀v,∀i 6= j, 〈Ev,iFv,jξ, ξ〉 = 0,
∀(v,w) ∈ E,∀i, 〈Ev,iFw,iξ, ξ〉 = 0.
(v) The approximate relativistic quantum chromatic number χqar(G) of G
is the smallest c ∈ N such that for every ǫ > 0, there exists a Hilbert space H,
a unit vector ξ ∈ H and POVM’s (Ev,i)ci=1 ⊆ B(H) and (Fw,j)cj=1 ⊆ B(H),
where v,w ∈ V , such that Ev,iFw,j = Fw,jEv,i satisfy
(4) ∀v,∀i 6= j, 〈Ev,iFv,jξ, ξ〉 < ǫ,
∀(v,w) ∈ E,∀i, 〈Ev,iFw,iξ, ξ〉 < ǫ.
(vi) The classical approximate chromatic number χa(G) of G is the small-
est c ∈ N such that for every ǫ > 0 there exists a probability space (Ω, P ) and
random variables, fv : Ω→ {1, . . . , c} and gw : Ω→ {1, . . . , c} that satisfy
(5) ∀v, P (fv = gv) > 1− ǫ,
∀(v,w) ∈ E,P (fv = gw) < ǫ.
We will now interpret these definitions in terms of our theory of tensor
products of operator systems; in particular, group operator systems. Let
F (n, c) = Zc ∗ · · · ∗ Zc, where Zc = {0, 1, . . . , c− 1} is the cyclic group with
c elements, and there are n copies in the free product. The C*-algebra of
Zc is canonically *-isomorphic to (the abelian C*-algebra) ℓ
∞
c = {(λi)ci=1 :
λi ∈ C, i = 1, . . . , c}. Let S(n, c) = ℓ∞c ⊕1 · · · ⊕1 ℓ∞c (n copies) be the
corresponding operator system coproduct (see, e.g., [14]). By [8], S(n, c)
can be identified with the span of the group F (n, c) inside the C*-algebra
C∗(F (n, c)). Let ev,i (resp. fw,j) denote the element of S(n, c) that is 1
in the i-th component of the v-th copy of ℓ∞c (respectively, 1 in the j-th
component of the w-th copy) and 0 elsewhere. Then
S(n, c) = span{ev,i : v ∈ V, 1 ≤ i ≤ c} = span{fw,j : v ∈ V, 1 ≤ j ≤ c}.
Given a POVM (Ei)
c
i=1 on a Hilbert space H, the linear map φ : ℓ
∞
c →
B(H) defined by φ(ei) = Ei, i = 1, . . . , c (where (ei)ci=1 is the canonical basis
of ℓ∞c ) is unital and completely positive; conversely, every unital completely
positive map on ℓ∞c arises in this way. It follow from the universal property
of the coproduct that there exists a bijective correspondence between unital
completely positive maps φ : S(n, c)→ B(H) and families (Ev,i)ci=1 ⊆ B(H)
of POVM’s (v ∈ V ), where, given such a family, the corresponding map φ
is defined by φ(ev,i) = Ev,i, 1 ≤ i ≤ c, v ∈ V .
Thus, various proprties for bivariate systems (Ev,i)
c
i=1 and (Fw,j)
c
j=1 of
POVM’s (v ∈ V ) can be regarded as arising from different axioms for an
operator system on the tensor product S(n, c) ⊗ S(n, c). This viewpoint
motivates the following definition.
Definition 2.2. Given a functorial operator system tensor product γ de-
fined for all pairs of operator systems, we define the quantum γ-chromatic
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number, χqγ(G) of a graph G to be the smallest c ∈ N for which there exists
a state s : S(n, c)⊗γ S(n, c)→ C satisfying
(6) ∀v,∀i 6= j, s(ev,i ⊗ fv,j) = 0,
∀(v,w) ∈ E,∀i, s(ev,i ⊗ fw,i) = 0.
Remark In Definition 2.2, the condition that s be a state can be replaced
with the condition that s be a non-zero positive linear functional; indeed,
every such functional can be scaled to be a state without effecting the cor-
responding constraints.
Of particular interest to us will be the following special cases of Definition
2.2:
The maximal quantum chromatic number χqmax(G) of G, that is, the
smallest c ∈ N for which there exists a state s : S(n, c) ⊗max S(n, c) → C
satisfying conditions (6).
The minimal quantum chromatic number χqmin(G) of G, that is, the
smallest c ∈ N for which there exists a state s : S(n, c) ⊗min S(n, c) → C
satisfying (6).
The commuting quantum chromatic number χqc(G) of G, that is, the
smallest c ∈ N for which there exists a state s : S(n, c) ⊗c S(n, c) → C
satisfying (6).
Before proceeding, we motivate Definition 2.2 by placing the classical
chromatic number in this framework, and then the tensor viewpoint to prove
that χ(G) = χa(G).
To this end, consider the group D(n, c) = Zc ⊕ · · · ⊕ Zc (n copies). The
C*-algebra C∗(D(n, c)) is isomorphic, via Fourier transform, to
ℓ∞c ⊗ · · · ⊗ ℓ∞c ∼= ℓ∞(∆n,c),
where ∆n,c = {1, . . . , c}n. Letting Smin(n, c) be the operator subsystem of
C∗(D(n, c)) spanned by the canonical generators of D(n, c), namely, the
elements
(δi1 , 0, . . . , 0), (0, δi2 , 0, . . . , 0), . . . , (0, 0, . . . , δin),
for ik = 1, . . . , c, k = 1, . . . , n (where Zc = {δi : i = 1, . . . , c}), we see that,
up to a complete order isomorphism,
Smin(n, c) = span{e′v,i : v ∈ V, 1 ≤ i ≤ c},
where e′v,i is the elementary tensor from ℓ
∞
c ⊗· · ·⊗ℓ∞c having all ones except
for the v-th position, where it has the i-th element of the canonical basis of
ℓ∞c . As above, to improve transparancy, we denote by f
′
w,j the generators
of another copy of Smin(n, c).
Proposition 2.3. The chromatic number χ(G) of G is equal to the smallest
c ∈ N for which there exists a state s : Smin(n, c) ⊗min Smin(n, c) → C such
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that
(7) ∀v,∀i 6= j, s(e′v,i ⊗ f ′v,j) = 0,
∀(v,w) ∈ E,∀i, s(e′v,i ⊗ f ′w,i) = 0.
Proof. We identify V with the set {1, 2, . . . , n} and suppose that s is a
state of Smin(n, c) ⊗min Smin(n, c) satisfying conditions (7). Then s has an
exetension to a state of ℓ∞(∆n,c×∆n,c) satisfying the same conditions. Since
the elements e′v,i and f
′
w,j are positive in ℓ
∞(∆n,c), there exists a pure state t
of ℓ∞(∆n,c×∆n,c) satisfying the same conditions. Thus, there exists a point
(i1, . . . , in, j1, . . . , jn) ∈ ∆n,c×∆n,c such that t(u) = u(i1, . . . , in, j1, . . . , jn),
u ∈ ℓ∞(∆n,c×∆n,c) The first set of conditions (7) imply that iv = jv , v ∈ V .
Assign colour iv to vertex v, v ∈ V . Then the second set of conditions (7)
imply that if (v,w) ∈ E then iv 6= iw; we have thus obtained a c-colouring of
G and hence χ(G) ≤ c. The converse inequality follows by choosing s to be
the point evaluation at (i1, . . . , in, i1, . . . , in), where iv is the colour assigned
to v ∈ V . 
Theorem 2.4. For any graph G, we have χa(G) = χ(G).
Proof. Clearly, we have that χa(G) ≤ χ(G). Suppose that c = χa(G), that
ǫ > 0, that (Ω, P ) is a probability space, and that fv : Ω → {1, . . . , c},
gw : Ω→ {1, . . . , c} satisfy (5).
Let L∞(Ω, P ) denote the abelian C*-algebra of bounded measurable func-
tions on Ω, set Av,i = {ω : fv(ω) = i} and Bw,j = {ω : gw(ω) = j} and
let Ev,i : Ω → C and Fw,j : Ω → C denote the characteristic functions of
these sets. Then the linear map φǫ : Smin(n, c) ⊗min Smin(n, c)→ L∞(Ω, P )
given by φǫ(e
′
v,i ⊗ f ′w,j) = Ev,iFw,j is unital and completely positive. For
u ∈ Smin(n, c)⊗min Smin(n, c), define
sǫ(u) =
∫
Ω
φǫ(u)(ω)dP (ω);
then sǫ is a state on Smin(n, c) ⊗min Smin(n, c). Taking a limit of a subse-
quence of states of the form sǫ as ǫ→ 0, we obtain a state on Smin(n, c)⊗min
Smin(n, c) satisfying the conditions (7). By Prosposition 2.3, χ(G) ≤ χa(G)
and the proof is complete. 
Lemma 2.5. Let S and T be operator systems and let s : S ⊗c T → C be a
state. Then there exists a Hilbert space H, unital completely positive maps,
φ : S → B(H), ψ : T → B(H) with commuting ranges and a unit vector
ξ ∈ H, such that s(x⊗ y) = 〈φ(x)ψ(y)ξ, ξ〉.
Proof. We have that S ⊗c T ⊂coi C∗u(S)⊗max C∗u(T ). Thus, we may extend
the state s to a state, still denoted by s, on this C*-algebra. The rest follows
from considering the GNS representation of the states. 
Lemma 2.6. Let Ai and Bj be unital C*-algebras, i = 1, . . . , n, j =
1, . . . ,m, and set S = A1⊕1 · · ·⊕1An, T = B1⊕1 · · ·⊕1Bm, A = A1∗· · ·∗An,
and B = B1 ∗ · · · ∗ Bm. Then S ⊗c T ⊆coi A⊗max B.
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Proof. Let ϕ : S → B(H) and ψ : T → B(H) be unital completely positive
maps with commuting ranges. It suffices to show that there exists a unital
completely positive map Γ : A ∗ B → B(H) extending the map ϕ · ψ :
S ⊗c T → B(H) defined by ϕ · ψ(x⊗ y) = ϕ(x)ψ(y).
We identify S with the linear span of A1, . . . ,An inside A; similarly,
we identify T with the linear span of B1, . . . ,Bm inside B. The map ϕ is
determined by a family (ϕi)
n
i=1 of unital completely positive maps (where
ϕi maps Ai into B(H)) via the rule ϕ(a1 + · · · an) = ϕ1(a1) + · · ·ϕn(an),
ai ∈ Ai, i = 1, . . . , n. By [2], there exists a unital completely positive map
ϕ˜ : A → B(H) given by ϕ˜(ai1 · · · aik) = ϕi1(ai1) · · ·ϕik(aik), where ail ∈ Ail
for each l, and i1 6= i2 6= · · · 6= ik.
Similarly, ψ is determined by a family (ψj)
m
j=1, where ψj is a map from
Bj into B(H); moreover, ϕi(Ai) commutes with ψj(Bj) for every pair i, j of
indices. Let ψ˜ : B → B(H) be the unital completely positive map given by
ψ˜(bj1 · · · bkk) = ψj1(bj1) · · ·ψjk(bjk), where bjl ∈ Bjl for each l, and j1 6= j2 6=
· · · 6= jk. Since the linear span of free words are dense in the corresponding
free products A and B, we have that ϕ˜(A) and ψ˜(B) commute. It is now
clear that the unital completely positive map Γ : A∗B → B(H) arising from
ϕ˜ and ψ˜ in a similar fashion [2] extends ϕ · ψ. 
Theorem 2.7. Let G be a graph. Then χqc(G) = χqar(G) = χqr(G).
Moreover, χqc(G) ≤ c if and only if there exist a Hilbert space H, a unit
vector ξ ∈ H and PVM’s (Ev,i)ci=1 and (Fw,j)cj=1 on H, v,w ∈ V , such that
conditions (3) hold.
Proof. Clearly, χqar(G) ≤ χqr(G). If χqar(G) = c then for every ǫ > 0 there
is a system of POVM’s on a Hilbert space and vectors satisfying (4). But
each such system defines a state sǫ : S(n, c)⊗c S(n, c)→ C by setting
sǫ(ev,i ⊗ fw,j) = 〈Ev,iFw,jξ, ξ〉.
By taking a limit point of these states as ǫ → 0, we obtain a state on
S(n, c)⊗c S(n, c) satisfying (6). This proves that χqc(G) ≤ c.
Finally, if c = χqc(G), then there exists a state s : S(n, c)⊗c S(n, c)→ C
satisfying (6). By Lemma 2.5, there exists a Hilbert spaceH, a pair of unital,
completely positive maps φ and ψ with commuting ranges and a unit vector
ξ such that
s(ev,i ⊗ fw,j) = 〈φ(ev,i)ψ(fw,j)ξ, ξ〉.
However, setting Ev,i = φ(ev,i) and Fw,j = ψ(fw,j) yields a set of POVM’s
and a vector satisfying (3). It follows that χqr(G) ≤ c.
For the last statement, note that, by Lemma 2.6, every state s of S(n, c)⊗c
S(n, c) extends to a state t of C∗(F (n, c)) ⊗max C∗(F (n, c)). The GNS
representation of t yields *-representations π and ρ of C∗(F (n, c)) on a
Hilbert space H, with commuting ranges, and a vector ξ ∈ H such that t(a⊗
b) = 〈π(a)ρ(b)ξ, ξ〉, a, b ∈ C∗(F (n, c)). Since ev,i and fw,j are projections,
we have that (π(ev,i))
c
i=1, (ρ(fw,j))
c
j=1 are families of PVM’s with the desired
properties. 
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We now wish to turn our attention to the various spacial versions.
Theorem 2.8. Let G = (V,E) be a graph on n vertices. The following are
equivalent:
(i) χqmin(G) ≤ c;
(ii) there exists a state s : C∗(F (n, c)) ⊗min C∗(F (n, c)) → C satisfying
conditions (6);
(iii) for every ǫ > 0, there exist Hilbert spaces H and K, a unit vector
ξ ∈ H ⊗ K and POVM’s (Ev,i)ci=1 ⊆ B(H) and (Fw,j)cj=1 ⊆ B(K), where
v,w ∈ V , such that
(8) ∀v,∀i 6= j, 〈(Ev,i ⊗ Fv,j)ξ, ξ〉 < ǫ,
∀(v,w) ∈ E,∀i, 〈(Ev,i ⊗ Fw,i)ξ, ξ〉 < ǫ.
(iv) for every ǫ > 0, there exist p, q ∈ N, a unit vector ξ ∈ Cp ⊗ Cq and
POVM’s (Ev,i)
c
i=1 ⊆Mp and (Fw,j)cj=1 ⊆Mq, where v,w ∈ V , such that (8)
hold.
Consequently, χqmin(G) = χqas(G) = χqa(G).
Proof. (i)⇔(ii) follows from Krein’s Theorem and the fact that S(n, c)⊗min
S(n, c) ⊆coi C∗(F (n, c)) ⊗min C∗(F (n, c)).
(ii)⇒(iii) Let π : C∗(F (n, c)) → B(H) be a faithful representation of
C∗(F (n, c)), where H is a Hilbert space. Then π ⊗ π : C∗(F (n, c)) ⊗min
C∗(F (n, c))→ B(H⊗H) is a faithful representation. Let Ev,α = π(ev,α) and
F ′w,β = π(ew,β). Let s be a state satisfying (ii) and ǫ > 0. By [13, Corollary
4.3.10], s belongs to the weak* closure of the convex hull of the set of all
vector states of (π ⊗ π)(C∗(F (n, c)) ⊗min C∗(F (n, c))). Thus, there exist
vectors ξ1, . . . , ξr ∈ H ⊗H and positive scalars λ1, . . . , λr with
∑r
l=1 λl = 1
such that
(9)
∣∣∣∣∣s(ev,i ⊗ fw,j)−
r∑
l=1
λl〈(Ev,i ⊗ F ′w,j)ξl, ξl〉
∣∣∣∣∣ < ǫ,
for all v,w ∈ V and all i, j = 1, . . . , c. Let K = H ⊗ Cr and ξ =∑r
l=1(
√
λlξl)⊗ δl, where (δl)rl=1 is the canonical basis of Cr. Then ‖ξ‖ = 1.
Let Fw,j = F
′
w,j ⊗ 1r, w ∈ V , j = 1, . . . , c. Then (Fw,j)cj=1 is a POVM on
the Hilbert space K for each w ∈ V , and (9) can be written as
|s(ev,i ⊗ fw,j)− 〈(Ev,i ⊗ Fw,j)ξ, ξ〉| < ǫ, v, w ∈ V, i, j = 1, . . . , c.
Conditions (6) now imply that relations (8) are satisfied.
(iii)⇒(iv) For a given ǫ > 0, let H and K be Hilbert spaces, ξ ∈ H ⊗K
be a unit vector and (Ev,i)
c
i=1 ⊆ B(H) and (Fw,j)cj=1 ⊆ B(K) be POVM’s
such that (8) are satisfied for ǫ/2 in the place of ǫ. We may assume that H
and K are separable since the vector ξ has at most countably many non-zero
coefficients with respect to a given orthonormal basis. Let (Pm)m∈N (resp.
(Qm)m∈N) be an increasing sequence of projections of finite rank on H (resp.
K), strongly convergent to the identity operator. Let Emv,i = PmEv,iPm and
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Fmw,j = QmFw,jQm; then the families (E
m
v,i)
c
i=1 and (F
m
w,j)
c
j=1 are POVM’s on
the Hilbert spaces PmH and QmK, respectively. Since (Pm⊗Qm)ξ →m→∞
ξ, there exists k such that (8) are satisfied for (Ekv,i)
c
i=1 and (F
k
w,j)
c
j=1.
(iv)⇒(ii) Let ǫ > 0. A choice of POVM’s as in (iv) gives rise, as in
the proof of Lemma 2.6, to unital completely positive maps π and ρ of
C∗(F (n, c)) on Cp and Cq, respectively. Let π ⊗min ρ be the correspond-
ing unital completely positive map from C∗(F (n, c)) ⊗min C∗(F (n, c)) into
B(Cp⊗Cq) and let sǫ be the state of C∗(F (n, c))⊗min C∗(F (n, c)) given by
sǫ(u) = 〈(π ⊗min ρ)(u)ξ, ξ〉, u ∈ C∗(F (n, c)) ⊗min C∗(F (n, c)). Let s be a
weak* cluster point of the set {s1/m}m∈N. Then s satisfies (6). 
The following proposition describes the relations between the introduced
parameters.
Proposition 2.9. Let G be a graph on n vertices. Then
χqmax(G) ≤ χqc(G) ≤ χqmin(G) ≤ χqs(G) ≤ χq(G) ≤ χ(G).
Proof. The canonical maps
S(n, c)⊗max S(n, c) −→ S(n, c)⊗c S(n, c) −→ S(n, c)⊗min S(n, c)
are completely positive; thus, every state on S(n, c) ⊗min S(n, c) (resp.
S(n, c) ⊗c S(n, c)) is also a state when considered as a map on S(n, c) ⊗c
S(n, c) (resp. S(n, c) ⊗max S(n, c)). It follows that χqmax(G) ≤ χqc(G) ≤
χqmin(G). The inequalities χqs(G) ≤ χq(G) ≤ χ(G) are trivial. The in-
equality χqmin(G) ≤ χqs(G) follows from Theorem 2.8. 
Corollary 2.10. If the Kirchberg Conjecture holds true then χqc(G) =
χqmin(G) for every graph G.
Proof. The validity of the Kirchberg Conjecture implies [10] that
C∗(F (n, c)) ⊗min C∗(F (n, c)) = C∗(F (n, c)) ⊗max C∗(F (n, c));
by Lemma 2.6, this implies that S(n, c) ⊗min S(n, c) = S(n, c) ⊗c S(n, c).
Thus, χqmin(G) = χqc(G). 
3. Connections with non-signalling boxes
In this section, we express the quantum chromatic numbers introduced
above in dual terms. This will allow us to exhibit a connection between the
quantities we introduced and non-signalling boxes arising from quantum
correlations. Recall first [4] that, given a finite dimensional operator system
S, its normed space dual can be equipped with a natural matricial ordering.
Moreover, any faithful state on S is an Archimedean order unit for this
ordering; the resulting operator system is denoted by Sd (note that a specific
choice of a faithful state is always made in advance).
We will need the following result [8, Theorem 5.9]:
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Theorem 3.1. Let V(n, c) be the operator system dual of S(n, c) and σ :
ℓ∞c → C be given by σ((x1, . . . , xc)) =
∑c
i=1 xi. Then
V(n, c) ∼= {(x1, . . . , xn) : xi ∈ ℓ∞c , σ(xi) = σ(xj), i, j = 1, . . . , n} ⊆coi ℓ∞nc,
up to a complete order isomorphism.
The duality between V(n, c) and S(n, c) is given as follows: if
u =
∑
v,i
λv,iev,i ∈ S(n, c)
and f = ((xv,i)
c
i=1)v∈V , then 〈u, f〉 =
∑
v,i λv,ixv,i.
For k ∈ N, let ρk : ℓ∞k ⊗ ℓ∞k →Mk be the mapping given by
ρ((λ1, . . . , λk)⊗ (µ1, . . . , µk)) = (λiµj)ki,j=1.
The mapping ρk sends the algebraic tensor product ℓnc ⊗ ℓnc onto Mnc.
For a matrix A ∈ Mc, let Ri(A) (resp. Ci(A)) denote its ith row (resp.
column). Let
M(n, c) def= {(Ai,j)ni,j=1 ∈Mn(Mc) : σ(Rp(Ai,j)) = σ(Rp(Ai,k))
and σ(Cp(Ai,j)) = σ(Cp(Ak,j)), i, j, k = 1, . . . , n, p = 1, . . . , c}.
Note that
ρnc(V(n, c) ⊗ V(n, c)) =M(n, c).
Indeed, the inclusion of ρnc(V(n, c)⊗V(n, c)) into the right hand side follows
directly from the definition of ρnc. Conversely, let A ∈ M(n, c). Letting δs
be the evaluation functional on ℓ∞nc on the s-th coordinate, we see that id⊗δs
and δs ⊗ id map ρ−1(A) into V(n, c). This shows that ρ−1(A) ∈ V(n, c) ⊗
V(n, c), and the claim is proved. We have dim(S(n, c)) = dim(V(n, c)) =
nc− (n− 1) = n(c− 1) + 1, so that dim(V(n, c)⊗V(n, c)) = dimM(n, c) =
n2(c − 1)2 + 2n(c − 1) + 1. We note that the spaces M(n, c) are higher
dimensional versions of the space of non-signaling boxes, see [7].
We can now express some of the quantum chromatic numbers introduced
in Section 2 in terms of the space M(n, c). Set
M(n, c)+min = ρnc((V(n, c) ⊗min V(n, c))+)
and
M(n, c)+max = ρnc((V(n, c) ⊗max V(n, c))+).
Note that
V(n, c) ⊗min V(n, c) ⊆coi ℓ(nc)2
and so M(n, c)+min consists of all matrices in M(n, c) with non-negative
entries. Also note that, by [9, Proposition 1.9],
(S(n, c)⊗max S(n, c))d = V(n, c)⊗min V(n, c)
and
(S(n, c) ⊗min S(n, c))d = V(n, c) ⊗max V(n, c).
QUANTUM CHROMATIC NUMBERS VIA OPERATOR SYSTEMS 11
Lemma 3.2. Let G = (V,E) be a graph. Let s ∈ V(n, c) ⊗min V(n, c)
be a state on S(n, c) ⊗max S(n, c) and write ρnc(s) = (Av,w)v,w∈V , where
Av,w ∈ Mc, v,w ∈ V . Then s satisfies conditions (6) if and only if Av,v is
a diagonal matrix for each v ∈ V and Av,w has a zero diagonal whenever
(v,w) ∈ E.
Proof. The claim follows from the fact that the element of M(n, c) corre-
sponding to a state s on S(n, c) ⊗max S(n, c) is ((s(ev,i ⊗ fw,j)ci,j=1)v,w∈V .
By duality, these matrices are the coefficients of the positive elements of
V(n, c)⊗min V(n, c). The set of matrices that can be obtained in this fashion
is just the set of all matrices with non-negative entries that satisfy the linear
constraints given by the requirement that σ(xi) = σ(xj). The result follows
by applying the reasoning in [7, Theorem 7.1] which shows that in the case
c = 2 the matrices that one can obtain in this fashion are, up to scaling, the
matrices that are non-signalling boxes. 
Proposition 3.3. For every graph G on more than one vertices, we have
χqmax(G) = 2.
Proof. Set Av,v = I2, Av,w = H :=
(
0 1
1 0
)
if v 6= w, and A = (Av,w)v,w∈V .
Then A ∈ M(n, c)+min and, by Lemma 3.2, ρ−1nc (A) is a state satisfying (6).
It follows that χqmax(G) ≤ 2. The fact that χqmax > 1 if |V | > 1 follows
from Lemma 3.2. 
4. The vectorial chromatic number
In this section we introduce another parameter of a graph, which we
call the vectorial chromatic number, and investigate its relations with the
quantum chromatic numbers defined in Section 2. The vectorial chromatic
number will prove useful in supplementing the inequalities established in
Proposition 2.9 by an important lower bound.
After writing this section, we learned of the recent preprint of [5], which
includes a parameter that is equivalent to our vectorial chromatic number.
Many of our results can be derived from their results, yet our proofs are
generally quite different.
Definition 4.1. Let G = (V,E) be a graph and c ∈ N. A vectorial c-
colouring of G is a set of vectors {xv,i : v ∈ V, 1 ≤ i ≤ c} in a Hilbert space
such that
〈xv,i, xw,j〉 ≥ 0, v, w ∈ V, 1 ≤ i, j ≤ c,
c∑
i=1
xv,i =
c∑
i=1
xw,i,
∥∥∥∥∥
c∑
i=1
xv,i
∥∥∥∥∥ = 1, v, w ∈ V,
〈xv,i, xv,j〉 = 0, v ∈ V, i 6= j,
〈xv,i, xw,i〉 = 0, (v,w) ∈ E, 1 ≤ i ≤ c.
The least integer c for which there exists a vectorial c-colouring, will be
denoted χvect(G) and called the vectorial chromatic number of G.
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Remark 4.2. Our vectorial chromatic number is not equal to the chromatic
number χvec(G) studied in [19]. In fact, if C5 denotes the 5-cycle then
χvec(C5) ≤ ϑ(C5) =
√
5, while it follows from Corollary 4.7, that χvect(C5) =
χ(C5) = 3.
Remark 4.3. Let G and H be graphs. In [5, Definition 3], the concept of
G
+→ H is defined. If Kc denotes the complete graph on c vertices, then it
follows that χvect(G) = c if and only if G
+→ Kc.
The vectorial chromatic number of a graph G is a relaxed geometric ver-
sion of the relativistic quantum chromatic number of G, as can be seen from
the proof of the next proposition. In [5], this result follows from the facts
that G
q→ Kc =⇒ G +→ Kc.
Proposition 4.4. Let G = (V,E) be a graph. Then χvect(G) ≤ χqc(G).
Proof. Let H be a Hilbert space, ξ be a unit vector and (Ev,i)ci=1 and
(Fw,j)
c
j=1 be POVM’s satisfying the conditions of Definition 2.1 (iv). Set
xv,i = Ev,iξ and yw,j = Fw,jξ.
Note that, since Ev,iFw,j = Fw,jEv,i and Ev,i ≥ 0, Fw,j ≥ 0, we have that
〈xv,i, yw,j〉 = 〈yw,j, xv,i〉 ≥ 0.
Since
∑c
i=1Ev,i = I, we have that
∑c
i=1 xv,i = ξ. Moreover, 〈xv,i, yv,j〉 =
0, i 6= j. Hence,
1 = 〈ξ, ξ〉 =
c∑
i,j=1
〈xv,i, yv,j〉 =
c∑
j=1
〈xv,j , yv,j〉
≤

 c∑
j=1
‖xv,j‖2


1/2
 c∑
j=1
‖yv,j‖2


1/2
.
However,
c∑
j=1
‖xv,j‖2 =
c∑
j=1
〈E2v,jξ, ξ〉 ≤
c∑
j=1
〈Ev,jξ, ξ〉 = 〈ξ, ξ〉 = 1,
and, similarly,
∑c
j=1 ‖yw,j‖2 ≤ 1. Hence, we must have equality throughout,
so yv,j = λv,jxv,j for some unimodular scalar λv,j . The fact that 〈xv,i, yw,j〉 ≥
0 implies that λv,j = 1 for all v and j. Thus,
xv,j = yv,j and xv,i ⊥ xv,j if i 6= j.
Finally, note that if (v,w) ∈ E then
〈xv,i, xw,i〉 = 〈xv,i, yw,i〉 = 〈Ev,iFw,iξ, ξ〉 = 0.
It now follows that the family {xv,i : 1 ≤ i ≤ c, v ∈ V } is a vectorial
c-colouring of G, and hence χvec(G) ≤ χqc(G). 
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The vectorial chromatic number is sometimes simpler to deal with than
the quantum chromatic number. For example, in [1] a quantum protocol is
created to show that the Hadamard graph ΩN , has a quantum N -colouring,
i.e., that χq(ΩN ) ≤ N. Recall that ΩN is the graph on the 2N vertices, which
are identified with all N -tuples v = (v(0), ..., v(N −1)) with v(i) ∈ {−1,+1}
and vertex v connected to vertex w if and only if 〈v,w〉 = 0.
Since χvect(G) ≤ χq(G), showing that χvect(ΩN ) ≤ N, is a weaker result.
The following applies to a broad family of orthogonality graphs.
Proposition 4.5. Let V ⊆ CN be a set of M vectors such that v =
(v(0), ..., v(N − 1)) ∈ V implies that |v(i)| = 1 and let G = (V,E) be the
graph defined by (v,w) ∈ E if and only if 〈v,w〉 = 0. Then χvect(G) ≤ N.
Proof. Let ω = e2πi/N , and for 0 ≤ l ≤ N − 1 define vectors xv,l ∈ CN ⊗CN
by
xv,l =
1
N3/2
N−1∑
i,j=0
v(i)v(j)ω(i−j)lei ⊗ ej ,
then it is easy to check that these vectors define a vectorial N -colouring of
G. 
By Propositions 2.9 and 4.4, χvect(G) ≤ χqc(G) ≤ χq(G); hence, the next
result is a slight improvement of [3, Proposition 3].
Theorem 4.6. Let G be a connected graph. Then χvect(G) = 2 if and only
if χ(G) = 2.
Proof. Assume that χvect(G) = 2 and fix a vectorial 2-colouring {xv,i : i =
1, 2, v ∈ V } of G.
If (v,w) is an edge, then
‖xv,1‖2 = 〈xv,1, ξ〉 =
2∑
j=1
〈xv,1, xw,j〉 = 〈xv,1, xw,2〉 ≤ ‖xv,1‖‖xw,2‖.
Hence, ‖xv,1‖ ≤ ‖xw,2‖, but repeating the argument beginning with xw,2, we
obtain, ‖xv,1‖ = ‖xw,2‖ and hence, all the above inequalities are equalities.
Thus, if (v,w) is an edge, then xv,1 = xw,2 and, by symmetry, xv,2 = xw,1.
Fix a vertex v0 and using that the graph is connected we see that for every
w there is a unique i so that xw,i = xv0,1, in which case we will assign w
colour i. Any vertex z that is adjacent to w will have xw,i = xz,i+1, where
the arithmetic is mod 2. We have thus defined a 2-colouring of G.
The converse follows from the fact that for any graph with more than one
vertex, 2 ≤ χvect(G) ≤ χ(G). Hence, when χ(G) = 2, we have equality. 
Corollary 4.7. If χ(G) = 3 then χvect(G) = 3. In particular, if C5 is the
5-cycle then χvect(C5) = 3.
Proof. Suppose that χ(G) = 3; then χvect(G) ≤ 3. However, if χvect(G) = 2
then by Theorem 4.6, χ(G) = 2, hence χvect(G) 6= 2. It is easy to see that
χvect(G) = 1 only for the graph on one vertex. Thus, χvect(G) = 3.
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The claim for the graph C5 follows from the fact that χ(C5) = 3. 
Schrijver defined a lower bound ϑ−(G) for the Lovasz theta function,
ϑ(G), which we use in the theorem below. Our original inequality was weaker
in that it used ϑ(G). We are grateful to the authors of [5] for pointing out
this strengthening. This result can also be deduced from other inequalities
found in their paper.
Theorem 4.8. Let G be a graph on n vertices. Then χvect(G)ϑ
−(G) ≥ n.
In particular, if G is the complete graph on n vertices, then χvect(G) = n.
Proof. Let (xv,j)
c
j=1, v ∈ V , be families of vectors in a Hilbert space H
satisfying the conditions of Definition 4.1. For i, j = 1, . . . , c, let Qi,j =
(〈xv,i, xw,j〉)v,w∈V ; thus, Qi,j ∈ Mn. Set Q = (Qi,j)ci,j=1 ∈ Mc(Mn) = Mnc.
Note that Q is the Grammian of the family {xv,i : v ∈ V, 1 ≤ i ≤ c} and is
hence positive. By Choi’s Theorem, the linear map Φ : Mc → Mn defined
by Φ(Ei,j) = Qi,j, is completely positive. Note that
Φ(I) =
c∑
i=1
Φ(Ei,i) =
c∑
i=1
Qi,i.
The (v, v)-entry of Φ(I) is thus
c∑
i=1
〈xv,i, xv,i〉 = 1.
On the other hand, if (v,w) ∈ E then 〈xv,i, xw,i〉 = 0 and thus the (v,w)-
entry of Φ(I) is zero. It follows that Φ(I) = I +K, where K is supported
on the set of edges of the complement of G. Moreover, since all the entries
of K are non-negative, by [5, Theorem 26], we have that ‖I +K‖ ≤ ϑ−(G).
Thus, ‖Φ‖ = ‖Φ(I)‖ ≤ θ−(G).
On the other hand, letting Jk denote the matrix in Mk (k ∈ N) whose
each entry is equal to 1, we have that Φ(Jc) =
∑c
i,j=1Qi,j. The (v,w)-entry
of Φ(Jc) is this equal to
c∑
i,j=1
〈xv,i, xw,j〉 =
〈
c∑
i=1
xv,i,
c∑
j=1
xw,j
〉
= ‖ξ‖2 = 1.
In other words, Φ(Jc) = Jn. Thus,
n = ‖Jn‖ = ‖Φ(Jc)‖ ≤ ϑ−(G)‖Jc‖ = cϑ−(G).
The inequality now follows after choosing a vectorial χvect(G)-colouring.
If G is the complete graph on n vertices then its complement is the null
graph on n vertices, and hence ϑ(G) = 1. Thus, the inequality established in
the previous paragraph reduces to χvect(G) ≥ n. Since χvect(G) ≤ χ(G) ≤ n,
we have that χvect(G) = n. 
Remark 4.9. For the orthogonality graphs onM vertices of Proposition 4.5
we see that ϑ−(G) ≥ MN .
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For a given graph G, Szegedy’s ϑ+(G) is a quantity that satisfies ϑ(G) ≤
ϑ+(G). See [5] for the definition. The following inequality follows by applying
the results from [5].
Corollary 4.10. For any graph G, we have
ϑ+(G) ≤ χvect(G) ≤ χqc(G) ≤ χqmin(G) ≤ χqs(G) ≤ χq(G) ≤ χ(G).
Proof. Let c = χvect(G), then we have that G
+→ Kc. By [5, Theorem 10],
we have that ϑ+(G) ≤ ϑ+(Kc) = c. 
5. Conclusions and Questions
If Tsirelson’s conjectures about the outcomes of finite dimensional spa-
tial and commuting models for quantum correlations agree, i.e., if the non-
relativistic and relativistic models give the same outcomes, then for every
graph one would have χqc(G) = χqmin(G) = χqs(G) = χq(G). Thus, deter-
mining equality of any pair of these quantities would be interesting. On the
other hand, if the fundamental construction that Tsirelson was attempting
to carry out, i.e., constructing commuting matrices on a finite dimensional
space that realized certain families of vectors, then it would follow that
χvect(G) = χq(G).
Thus, proving equality or inequality for any pair of these quantities would
be interesting and likely important.
Some other natural questions/problems are:
Question 5.1. Does the equality χqc(G) = χqmin(G) for every graph G
imply the Kirchberg Conjecture, i.e., an affirmative answer to the Connes
Embedding Problem?
Question 5.2. Characterise the dual cone in (S(n, c)⊗cS(n, c))d as a subset
of M(n, c).
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