Introduction
In matrix theory, the well-known Geršgorin theorem [10] asserts that for an n × n complex matrix A = [a ij ], the spectrum (consisting of the eigenvalues) of A lies in the union of Geršgorin discs in the This is equivalent to the strict diagonal dominance theorem -known as the Levy-Desplanques theorem [10] -which says that if an n × n complex matrix A = a ij is strictly diagonally dominant, that is,
then A is invertible in C n×n .
In a recent paper [15] , Zhang extends the Geršgorin theorem to quaternionic matrices by stating two results, one for left eigenvalues and the other one for right eigenvalues (the difference arising because of non-commutative nature of quaternions). The strict diagonal dominance result extends to quaternionic matrices, since for a quaternionic square matrix A, the following two conditions are equivalent [14] :
A is invertible, that is, there is a quaternionic matrix B such that AB = BA = I.
It is easily seen (see Section 4) that Zhang's two Geršgorin type results carry over to octonionic matrices. Furthermore, the strict diagonal dominance condition implies condition (a) above and a modified version of (b).
Our objective in this paper is to prove analogs of the above results in Euclidean Jordan algebras.
More precisely, we show that if (V, 
where σ sp (x) denotes the set of all spectral eigenvalues (coming from the spectral decomposition) of x in V . As a consequence, we deduce that if each x i is positive and the strict diagonal dominance condition holds, then x is in the interior of the symmetric cone in V . Our analysis is as follows. Since the results for real/complex Hermitian matrices are known, we first prove the strict diagonal dominance result in the matrix algebras of n × n quaternion Hermitian matrices, 3 × 3 octonion Hermitian matrices, and the Jordan spin algebra. Then we use the structure theorem -that any Euclidean Jordan algebra is essentially the product of above mentioned algebrasto cover the general case. From this, we easily deduce the Geršgorin type result mentioned above. As we shall see, the case of 3 × 3 octonion Hermitian matrices requires special consideration: for such matrices, the spectral eigenvalues can be different from the real left/right eigenvalues and the strict diagonal dominance result requires a non-standard proof that avoids left/right eigenvalues. Our paper is organized as follows. In Section 2, we describe matrices over quaternions and octonions. In Section 3, we cover Euclidean Jordan algebra concepts, examples, and all preliminary results. In Section 4, we describe Geršgorin type results for left/right eigenvalues of matrices with entries from real numbers/complex numbers/quaternions/octonions. Section 5 covers the strict diagonal dominance results for matrices. In Section 6, we prove the strict diagonal dominance result in Euclidean Jordan algebras. Finally, in Section 7, we prove a Geršgorin type theorem in Euclidean Jordan algebras.
Square matrices over quaternions and octonions
Throughout this paper, we use the standard notations -R for the set of all real numbers and C for the set of all complex numbers. {1, i, j, k}. The space H is made into an algebra by means of the conditions
For any x = x 0 1 + x 1 i + x 2 j + x 3 k ∈ H, we define the real part and conjugate by 
Euclidean Jordan algebras
In this section, we briefly recall concepts, properties/results, and examples from Euclidean Jordan algebra theory. For short introductions, see [8, 11] . For complete details, we refer to [6] .
A Euclidean Jordan algebra [6] is a triple (V, •, ., . ), where (V, ·, · ) is a finite-dimensional inner product space over R and (x, y) → x • y : V × V → V is a bilinear mapping satisfying the following conditions for all x, y, and z:
, and x • y, z = y, x • z . In addition, we assume that there is an element e ∈ V (called the unit element) such that x • e = x, for all x ∈ V . The so-called symmetric cone of V is given by K := {x • x : x ∈ V }. This is a closed convex self-dual cone.
A Euclidean Jordan algebra is said to be simple if it is non-trivial and it cannot be written as the product of two (non-trivial) Euclidean Jordan algebras.
We now state the structure theorem for Euclidean Jordan algebras. In the matrix algebras below, we define the Jordan and inner product by:
where the trace (abbreviated as 'tr') of a matrix is the sum of its diagonal entries. An element c ∈ V is an idempotent if c 2 = c; it is a primitive idempotent if it is nonzero and cannot be written as a sum of two nonzero idempotents. We say that a finite set {e 1 , e 2 , . . . , e r } of primitive idempotents in V is a Jordan frame if 
The numbers λ i are called the spectral eigenvalues of x. (In this paper, we have used the additional word 'spectral' in order to distinguish these eigenvalues from the left/right eigenvalues of matrices.) Given the spectral eigenvalues of x, we define
Corresponding to an x ∈ V , we define the Lyapunov operator L x on V by L x (z) := x • z. We say that two elements x and y in V operator commute if the corresponding Lyapunov operators L x and L y commute (which can happen if and only if x and y have their spectral decompositions with respect to the same Jordan frame [6] ). We say that an element x is invertible in V if all the spectral eigenvalues of x are nonzero. This happens if and only if there is a y in V that operator commutes with x and x • y = e. Given a Euclidean Jordan algebra V , an invertible linear transformation Λ : V → V is said to be an
We need the following results for our later use:
• The trace and determinant are invariant under algebra automorphisms.
• In a simple Euclidean Jordan algebra, every algebra automorphism is orthogonal (that is, it preserves the inner product), see p. 56 [6] .
• In a simple algebra, any Jordan frame can be mapped onto any other Jordan frame by an algebra automorphism, see Theorem IV.2.5 [6] .
Let {e 1 , e 2 , . . . , e r } be a Jordan frame in a Euclidean Jordan algebra V . For i, j ∈ {1, 2, . . . , r}, we define the Peirce eigenspaces
Theorem 4 (Theorem IV.2.1, [6]). The space V is the orthogonal direct sum of spaces V ij (i j).
Thus, given a Jordan frame {e 1 , e 2 , . . . , e r }, we can write any element x ∈ V as
where x i ∈ R and x ij ∈ V ij . This expression is the Peirce decomposition of x with respect to {e 1 , e 2 , . . . , e r } .
Given the above Peirce decomposition of x, we define the Geršgorin radii of x:
We illustrate this in the following examples.
Example 1.
In the matrix algebras Herm(F n×n ) (with n = 3 when F = O), the set {E 1 , E 2 , . . . , E n } is a Jordan frame, where E i is the diagonal matrix with 1 in the (i, i)-slot and zeros elsewhere.
For a matrix X in any one of these algebras, it is easy to write down the Peirce decomposition with respect to {E 1 , E 2 , . . . , E n } and compute the Geršgorin radii. For example, in Herm(O 3×3 ),
where
More generally, for an object A = a ij ∈ Herm(F n×n ) (with n = 3 when F = O), it is easily seen that with respect to the Jordan frame {E 1 , E 2 , . . . , E n },
Example 2. Consider the Jordan spin algebra L n whose underlying space is R n , n > 1. We write any element x in the form
Then L n is a Euclidean Jordan algebra of rank 2 and for any element x ∈ L n , see Example 10 in [11] ,
Now consider any Jordan frame {e 1 , e 2 } in L n . Then there exists a unit vector u ∈ R n−1 such that With respect to this, any x ∈ L n given by (4) has a Peirce decomposition
where v ∈ R n−1 with u, v = 0. (This is easy to verify, see e.g., Lemma 2.3.4 [12] .) This leads to
We finally note that as e 1 = e 2 = 1 √ 2 , the Geršgorin radii of x are given by
The 
Proof. The second equality comes from direct computation, see [3] . In particular, when A is diagonal, the middle expression reduces to the product of the diagonal entries of A.
We prove the first equality. By the spectral decomposition theorem, we may write we have (from the second equality in (7) applied to Λ(A)),
proving the first equality in (7).
For objects a, b, c ∈ O and for the matrix A given above, we let
(Recall that tr(A) = p + q + r.) Remark 1. It follows from (7) that the spectral eigenvalues of the above A are the roots of
We need the following result from [3] which was verified using Mathematica. 
Lemma 6 (Lemma 1
O
Geršgorin type theorems for matrices in F n×n
Let F denote any one of the spaces R, C, H, and O. For A = a ij ∈ F n×n , we let
The following two results are routine generalizations of classical Geršgorin theorem and the Geršgorin type theorems of Zhang [15] . We state them for completeness.
Theorem 7 (Geršgorin type theorem for left eigenvalues). For
In what follows, we say that elements μ and λ in F are similar (and write μ ∼ λ) if there is a nonzero z ∈ F such that μ = zλz −1 . (Note that zλz −1 is well defined even in O because of the alternative property that the (sub)algebra generated by any two elements in O is associative.) 
Theorem 8 (Geršgorin theorem for right eigenvalues). Let
μ ∈ F, μ ∼ λ such that μ ∈ n i=1 {γ ∈ F : |γ − a ii | R i (A)} .
Strict diagonal dominance in F n×n
Let F be as in the previous section. For a matrix A = [a ij ] ∈ F n×n , we say that A is strictly diagonally
Theorem 9. For A = a ij ∈ F n×n , consider the following statements:
(1) A is strictly diagonally dominant. 
(4) A is invertible in the Euclidean Jordan algebra Herm(H n×n ). (5) A is invertible in the Euclidean Jordan algebra Herm(O 3×3 ).
Then we have the following implications:
Proof. The implication (1) ⇒ (2) follows immediately from Theorem 7.
The equivalence of (2) and (3) 
where r is either of the two roots of semidefinite matrices (that is, they belong to the symmetric cone), then
In this remark, we will demonstrate that these equivalences continue to hold in Herm(H n×n ), but that the second equivalence fails in Herm(O 3×3 ).
It is known that in any Euclidean Jordan algebra V with corresponding symmetric cone K, the following two statements are equivalent, see [8, Proposition 6] :
Moreover, in each case, the objects x and y operator commute. Thus, to see (9) and F 2 using their eigenvalues and eigenvectors:
where v and w are unit quaternion vectors. If Re tr(F 1 F 2 ) = 0, then Re tr(vv * ww * ) = 0. Putting c := v * w, expanding Re tr(vv * ww * ) as a sum and using the fact that Re(ab − ba) = 0 for any two quaternions, we see that Re tr(vv * ww * ) = Re(cc). Thus, 0 = Re(cc) and so v * w = c = 0. From this, we get
Thus we have (9) for quaternion Hermitian matrices. Now we claim that the second equivalence in (9) fails for octonions. Consider the matrix A given in the previous example. We write the spectral decomposition for this A:
where {F 1 , F 2 , F 3 } is a Jordan frame in Herm(O 3×3 ) and σ sp (A) = {0, λ 2 , λ 3 }. We claim that both F 2 F 1 and F 3 F 1 cannot be zero simultaneously. Assuming the contrary, we have F 2 F 1 = 0 and F 3 F 1 = 0; hence
Now if u is any column of F 1 , then Au = 0. By the known property of A (see the end of previous remark), we must have u = 0 proving F 1 = 0. But this is a contradiction as F 1 is a primitive idempotent and hence cannot be zero.
Remark 4.
The following example shows that the implication (5) ⇒ (2) in Theorem 9 need not be true.
Let 
we have to show that x is invertible in L n . Now (6) shows that
We see that det(x) / = 0 proving the invertibility of x. Thus, we have proved the invertibility of x when V is one of the standard simple algebras. Note that the result continues to hold in each of these standard algebras when we change the inner product to a constant multiple of the trace inner product. (The reason being that the Peirce decomposition remains the same except that the norms of objects get multiplied by a constant factor.) Now, using the structure theorem (see Section 3) and the fact that in any simple algebra, the inner product is a multiple of the trace product (see Prop. III.4.1 in [6] ), we can prove our result in any simple Euclidean Jordan algebra. Now let V be any Euclidean Jordan algebra. By the structure theorem, we can write V = V 1 × V 2 × · · · × V k where each V i is simple. For notational simplicity, we let k = 2 and put r 1 = rank(V 1 ), r 2 = rank(V 2 ). We regard any element of V as a column vector with two components, the first component belonging to V 1 
where R i (x) is given by (2) . Moreover, if a union of k Geršgorin intervals forms an interval that is disjoint from the remaining n − k Geršgorin intervals, then there are precisely k spectral eigenvalues of x in this interval.
Note. It is possible to say precisely which k spectral eigenvalues lie in the union of k Geršgorin intervals, see the proof below.
Proof. Suppose that the stated inclusion fails, so that there exists a λ ∈ σ sp (x) such that |λ
and hence is a strictly diagonally dominant element of V . By Theorem 10, y is invertible. Now let
be the spectral decomposition of x, where {f 1 , . . . , f r } is a Jordan frame.
Then
is the spectral decomposition of y. As λ ∈ σ sp (x) = {λ 1 , λ 2 , . . . , λ r }, λ i = λ, for some i. It follows that zero is a spectral eigenvalue of y which means that y is not invertible. This is a contradiction. Hence we have the spectral inclusion. Now for the second part of the theorem. Its proof, as in the classical case of complex matrices (see [10, p. 345] ), relies on continuity of eigenvalues.
First suppose that V is simple. Define In view of the continuity of λ ↓ (x(ε)) in ε (see e.g., Theorem 9 in [9] ) each of the spectral eigenvalue curves joining x primitive idempotent e 1 (in the Peirce decomposition of x with respect to {e 1 , e 2 , . . . , e r }) belongs to a unique factor (simple) algebra, say, V 1 of V . Using the continuity of spectral eigenvalues in simple algebras (as observed above), we can conclude that the spectral eigenvalue curve joining x 1 and one of the spectral eigenvalues of x lies in this union. Conversely, each spectral eigenvalue of x that lies in this union connects to one of the centers that lies in the union. Because of this one-to-one correspondence, we see that there are exactly k spectral eigenvalues of x lying in the union. This completes the proof.
It is well known that an object x of V belongs to K (interior of K) if and only if all the spectral eigenvalues of x are nonnegative (respectively, positive). The following result is an immediate consequence of the above theorem. 
