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Abstract
We compute the Fadell-Husseini index of the dihedral group D8 = (Z2)
2 ⋊ Z2 on S
d × S
d, that is,
the kernel of the map in equivariant cohomology
H
∗
D8(pt,F2) −→ H
∗
D8(S
d × S
d,F2).
This establishes the complete cohomological lower bound for the two hyperplane case of Gr¨ unbaum’s
1960 mass partition problem: For which d and j can two hyperplanes be found that cut j arbitrary
measures on R
d into four equal parts each?
1 Introduction
1.1 Problem
A mass distribution on Rd is a ﬁnite Borel measure µ(X) =
 
X fdµ determined by an integrable density
function f : Rd → R.
Every aﬃne hyperplane H = {x ∈ Rd |  x,v  = α} in Rd determines two open halfspaces
H− = {x ∈ Rd |  x,v  < α} and H+ = {x ∈ Rd |  x,v  > α}.
An orthant of an arrangement of k hyperplanes H = {H1,H2,...,Hk} in Rd is an intersection of halfspaces
O = H
α1
1 ∩...∩H
αk
k , for some αj ∈ Z2. Thus there are 2k orthants determined by H and they are naturally
indexed by elements of the group (Z2)
k.
An arrangement of hyperplanes H equiparts a collection of mass distributions M in Rd if for every
orthant O and every measure µ ∈ M
µ(O) = 1
2kµ(Rd).
A triple of integers (d,j,k) is admissible if for every collection M of j mass distributions in Rd there
exists an arrangement of k hyperplanes H equiparting them.
The general problem formulated by Gr¨ unbaum [9] in 1960 can be stated as follows.
Problem 1.1. Determine the function ∆ : N2 → N given by
∆(j,k) = min{d | (d,j,k) is an admissible triple}.
∗Partially supported by DFG
1The case of one hyperplane, ∆(j,1) = j, is the famous Ham-Sandwich theorem proved by an appro-
priate application of Borsuk-Ulam theorem. The equality ∆(2,2) = 3, and consequently ∆(1,3) = 3, was
proven by Hadwiger [10]. Ramos [16] gave a general lower bound for the function ∆,
∆(j,k) ≥ 2
k−1
k j. (1)
Recently, Mani, Vre´ cica and ˇ Zivaljevi´ c [13] applied Fadell-Husseini index theory for an elementary abelian
subgroup of D8 to get a new upper bound for ∆,
∆(2q + r,k) ≤ 2k+q−1 + r. (2)
In the case k = 2 and j = 2l+1 − 1 these bounds yield the equality
∆(j,2) = ⌈3
2j⌉.
1.2 Statement of the main result
This paper addresses Problem 1.1 for k = 2 using two diﬀerent but related Conﬁguration Space/Test Map
schemes (Section 2). The new scheme connects the problem with classical Borsuk-Ulam properties in
the spirit of Marzantowicz [14]. Obstruction theory methods cannot be applied to this problem directly,
since the D8 actions on the respective conﬁguration spaces Sd × Sd and S2d+1 are not free (compare:
[13], Section 2.3.3, assumptions on the manifold Mn). Therefore we analyze the associated equivariant
question via the Fadell-Husseini ideal index theory method. The following theorem and corollary are
proved, giving the new and best possible ideal bounds.
Theorem 1.2. Let πd, d ≥ 0, be the polynomial in F2[y,w] given by
πd(y,w) =
 
i
 d−i−1
i
 
mod2 wiyd−2i ∈ F2[y,w].
Then the triple (d,j,2) ∈ N3 is admissible if
yjwj / ∈  πd+1,πd+2  ⊆ F2[y,w]. (3)
Remark 1.3. The sequence of polynomials can be deﬁned by π0 = 0, π1 = y and πd+1 = yπd + wπd−1
for d ≥ 2, or by the generating function [17] (formal power series)
 
d≥0
πd =
y
1 − y − w
,
where πd is homogeneous of degree d if we set deg(y) = 1 and deg(w) = 2.
Theorem 1.2 is a consequence of a topological result: the complete and explicit calculation of the
Fadell-Husseini indexes of the D8-space Sd × Sd and the D8-sphere S(V ).
Theorem 1.4. (A) Index
3j
D8S(V ) = IndexD8S(V ) =  yjwj 
(B) Index
d+2
D8 (Sd × Sd) =  πd+1,πd+2 .
The sequence of Fadell-Husseini indexes will be introduced in Section 3. The assumed actions of the
dihedral group D8 and the deﬁnition of the representation space V are given in Section 2. Even though
it does not seem to have any relevance to Problem 1.1, the complete index IndexD8(Sd × Sd) will be
computed,
IndexD8(Sd × Sd) =  πd+1,πd+2,wd+1 . (4)
The following corollary is obtained by the application of the restriction homomorphism res
D8
H1 to a
subgroup H1 ∼ = (Z2)2 of D8. It allows us to compare our new results with the previously known ideal
bounds.
2Corollary 1.5. Let F2[a,b] be a polynomial ring in two variables of degree 1. A triple (d,j,2) ∈ N3 is
admissible if
ajbj(a + b)j / ∈  ad+1 + (a + b)d+1, ad+2 + (a + b)d+2  ⊆ F2[a,b]. (5)
Remark 1.6. The best previous known result, by ˇ Zivaljevi´ c [19, Proposition 3.9], was that a triple
(d,j,2) ∈ N3 is admissible if
ajbj(a + b)j / ∈  ad+1, (a + b)d+1  ⊆ F2[a,b]. (6)
Even though the ideal  ad+1 + (a + b)d+1, ad+2 + (a + b)d+2  is clearly smaller than  ad+1, (a + b)d+1 ,
testing the criterion (5) against (6) for j ≤ 300 via the Mathematica code
x=PolynomialMod[Expand[ad+1+(a+b)d+1],2];
y=PolynomialMod[Expand[ad+2+(a+b)d+2],2];
z=PolynomialMod[Expand[ajbj(a+b)j],2];
PolynomialReduce[z,GroebnerBasis[{x,y},{a,b}],{a,b},Modulus→2]
did not yield any new admissible triple (d,j,2).
1.3 Proof overview
Problem 1.1 of mass partitions by hyperplanes can be connected with the problem of the existence of
equivariant maps as discussed in Section 2, Proposition 2.2. The topological problem we face, about the
existence of Wk = (Z2)k ⋊ Sk-maps
 
Sd k
→ S
 
(R2k)
j
 
, Sdk+k−1 ≈
 
Sd ∗k
→ S
 
Uk × (R2k)
j
 
is especially diﬃcult because the actions of the Weyl groups Wk are not free. Indeed, in the case k = 2
there is a D8-equivariant map [3, Theorem 3.22, page 49]
S
 
(V+− ⊕ V−+)
10
 
→ S
 
(U2 ⊕ V−−)
8
 
,
where the D8 representations are as in Section 2.2.
In this paper we analyze the topological problem associated with the problem of mass partitions by
two hyperplanes. Theorem 1.2 gives the best possible answer to the question about the existence of
D8 = W2-maps
Sd × Sd → S(R
⊕j
4 )
from the point of view of Fadell-Husseini index theory (Section 3). We explicitly compute both Fadell-
Husseini indexes
IndexD8S(R
⊕j
4 ) and IndexD8Sd × Sd.
Then Theorem 1.2 is a consequence of the basic index property, Proposition 3.1.
Part I. The index of the sphere S(R
⊕j
4 ) is computed in Section 5 by:
• decomposition of the D8-representation R
⊕j
4 into a sum of irreducible ones, and
• computation of indexes of spheres of all irreducible D8-representations.
The main technical tool is the restriction diagram derived in Section 4.3.2, as well as knowledge of
indexes for most of the subgroups of D8.
Part II. The index of the product Sd × Sd is computed in Section 6 by explicit computation of the
Serre spectral sequence associated with ﬁbration
Sd × Sd → ED8 ×D8 (Sd × Sd) → BD8.
The major diﬃculty comes from non-triviality of the local coeﬃcients in the Serre spectral sequence.
The computation of the spectral sequence with non-trivial local coeﬃcients is done by an independent
study of H∗(D8,F2)-module structure of every row in the spectral sequence (Section 6.1). We think that
the fact that this spectral sequence can be completely understood and explicitly computed is the main
achievement of this paper.
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2 Conﬁguration space/Test map scheme
The Conﬁguration Space/Test Map (CS/TM) paradigm (formalized by ˇ Zivaljevi´ c in [18], and beautifully
exposited by Matouˇ sek in [15]) has been very powerful in the systematic derivation of topological lower
bounds for problems of Combinatorics and of Discrete Geometry.
In many instances, the problem suggests natural conﬁguration spaces X, Y , a ﬁnite symmetry group G,
and a test set Y0 ⊂ Y , where one would try to show that any G-equivariant map f : X → Y must hit Y0.
The canonical tool is then Dold’s theorem, which says that if the group actions are free, then the map f
must hit the test set Y0 ⊂ Y if the connectivity of X is higher than the dimension of Y \ Y0.
For the success of this “canonical approach” one crucially needs that a result such as Dold’s theorem
is applicable. Thus the group action must be free, so one often reduces the group action to a prime order
cyclic subgroup of the full symmetry group, and results may follow only in “the prime case,” or with more
eﬀort and deeper tools in the prime power case. The main example for this is the Topological Tverberg
Problem, which is still not resolved for (d,q) if d > 1 and q is not a prime power [15, Section 6.5, page
151]. One has to work much harder when the “canonical” approach fails.
2.1 Conﬁguration space
The space of all oriented aﬃne hyperplanes in Rd can be identiﬁed with the sphere Sd. Let Rd be
embedded in Rd+1 by (x1,..,xd)  −→ (x1,..,xd,1). Then every oriented aﬃne hyperplane H in Rd
determines a unique oriented hyperplane ˜ H in Rd+1 such that ˜ H ∩ Rd = H. If the inﬁnite aﬃne
hyperplane is included there is a reverse correspondence. The oriented hyperplane associated with the
vector v is denoted by Hv and the assumed orientation is determined by the half-space H±
v . Then
H
−
−v = H+
v . The obvious and always used candidate for the conﬁguration space associated with the
problem of testing admissibility of (d,j,k) is Yd,k =
 
Sd k
. The relevant group acting on this space is
the Weyl group Wk = (Z2)k ⋊ Sk. Each Z2 = ({+1,−1}, ) acts antipodally on the appropriate copy of
Sd (changing the orientation of hyperplane), while Sk acts by permuting copies. A second conﬁguration
space we use is
Xd,k = Sd ∗ ... ∗ Sd
      
k times
∼ = Sdk+k−1.
The Weyl group Wk acts on Xd,k by
εi   (t1v1 + ... + tivi + ... + tkvk) = t1v1 + ... + ti(−vi) + ... + tkvk,
π   (t1v1 + ... + tivi + ... + tkvk) = tπ(1)vπ(1) + ... + tπ(i)vπ(i) + ... + tπ(k)vπ(k),
where εi is the generator of the i-th copy of Z2 and π ∈ Sk is an arbitrary permutation.
2.2 Test map
Let M = {µ1,..,µj} be a collection of mass distributions in Rd. Let the coordinates of R2
k
be indexed
by elements of the group (Z2)k. The Weyl group Wk acts on R2
k
by acting on its coordinate index set
(Z2)k in the following way:
((β1,..,βk) ⋊ π)   (α1,..,αk) =
 
β1απ(1),..,βkαπ(k)
 
.
The test map φ : Yd,k → (R2
k
)j used with the conﬁguration space Yd,k is a Wk-equivariant map given by
φ(v1,...,vk) =
  
µi(Hα1
v1 ∩ ... ∩ Hαk
vk ) − 1
2kµi(Rd)
 
(α1,..,αk)∈(Z2)k
 
i∈{1,..,j}
.
4Denote the i-th component of φ by φi, i = 1,..,j.
To deﬁne a test map associated with the conﬁguration space Xd,k, we discuss the (Z2)k- and Wk-
module structures on R2
k
.
All irreducible representations of the group (Z2)k are 1-dimensional. They are in bijection with the
homomorphisms (characters) χ : (Z2)k → Z2. These homomorphisms are completely determined by the
values on generators ε1,...,εk of (Z2)k, i.e. by the vector (χ(ε1),...,χ(εk)). For (α1,..,αk) ∈ (Z2)k let
Vα1...αk = span{vα1...αk} ⊂ R2
k
denote the 1-dimensional representation given by
εi   vα1...αk = αi vα1...αk
The vector vα1..αk ∈ {+1,−1}2
k
is uniquely determined up to a scalar multiplication by −1. Note that
 vα1..αk,vβ1..βk  = 0
for α1..αk  = β1..βk. For k = 2, with the substitution + for +1, − for −1, the coordinate index set for
R4 is {++,+−,−+,−−}. Then
v++ = (1,1,1,1) , v+− = (1,−1,1,−1),
v−+ = (1,1,−1,−1) , v−− = (1,−1,−1,1).
The following decomposition of (Z2)k-modules holds, with the index identiﬁcation (Z2)k = {+,−}k,
R2
k ∼ = V+...+ ⊕
 
α1...αk∈(Z2)k\{+...+}
Vα1...αk
where V+...+ is the trivial D8-representation. Let R2k denote the orthogonal complement of V+...+ and
π : R2
k
→ R2k associated (equivariant) projection. Precisely
R2k = {(x1,..,x2k) |
 
xi = 0} =
 
α1...αk∈(Z2)k\{+...+)}
Vα1...αk, (7)
and
x = (x1,..,x2k)
π  −→
 
 x,vα1...αk) 
 
α1...αk∈(Z2)k\{+...+} ,
where   ,   denotes the standard inner product of R2
k
. Observe that
imφ = φ(Yd,k) ⊆ (R2k)
j .
Let α1...αk ∈ (Z2)k and let η(α1...αk) = 1
2 (k −
 
αi). The following decomposition of Wk-modules holds
R2
k ∼ = V+...+ ⊕
k  
n=1
 
n=η(α1,..,αk)
Vα1...αk ∼ = V+...+ ⊕ R2k. (8)
The test map τ : Xd,k → Uk × (R2k)
j is deﬁned by
τ (t1v1 + ... + tkvk) =
 
t1 − 1
k,...,tk − 1
k
 
×
 
(t
α1
1 ...t
αk
k  φi (v1,...,vk),vα1...αk )α1...αk∈(Z2)k\{+...+}
 j
i=1
.
Here Uk = {(ξ1,..,ξk) ∈ Rk |
 
ξi = 0} is a Wk-module with an action given by
((β1,..,βk) ⋊ π)   (ξ1,..,ξk) :=
 
ξπ(1),..,ξπ(k)
 
.
The subgroup (Z2)k acts trivially on Uk. The action on Uk×(R2k)
j is assumed to be the diagonal action.
The test map τ is well deﬁned, continuous and Wk-equivariant.
5Example 2.1. In the case k = 2, j = 1 the test map
τ : Xd,k → Uk × (R2k)
j = Uk × ((V+− ⊕ V−+) ⊕ V−−)
⊕j
is given by
τ (t1v1 + t2v2) =
 
t1 − 1
2,t2 − 1
2,
t1 φ(v1,v2),v−+ ,t2 φ(v1,v2),v+− ,t1t2 φ(v1,v2),v−− )
where
φ(v1,v2) =
 
µi(Hα1
v1 ∩ Hα2
v2 ) − 1
4µ(Rd)
 
α1α2∈(Z2)2 ∈ R4.
2.3 The test space
The test spaces for the maps φ and τ are the origins of (R2k)
j and Uk × (R2k)
j, respectively. The
constructions that we performed in this section satisfy the usual hypotheses for the CS/TM scheme.
Proposition 2.2. (i) For a collection of mass distributions M = {µ1,..,µj} let φ : Yd,k → (R2k)
j and
τ : Xd,k → Uk × (R2k)
j be the corresponding test maps. If
(0,...,0) ∈ φ(Yd,k) or (0,...,0) ∈ τ (Xd,k)
then there exists an arrangement of k hyperplanes H in Rd equiparting the collection M.
(ii) If there is no Wk-equivariant map with respect to the actions deﬁned above,
Yd,k → (R2k)
j \{(0,...,0)}, or Yd,k → S
 
(R2k)
j
 
≈ Sj(2
k−1)−1, or
Xd,k → Uk × (R2k)
j \{(0,...,0)}, or Xd,k → S
 
Uk × (R2k)
j
 
≈ Sj(2
k−1)+k−2,
then the triple (d,j,k) is admissible.
(iii) Speciﬁcally, for k = 2, if there is no D8 ∼ = W2 equivariant map, with the already deﬁned actions,
Yd,2 → (R4)
j \{(0,...,0)}, or Yd,2 → S
 
(R4)
j
 
≈ S3j−1, or
Xd,2 → U2 × (R4)
j \{(0,...,0)}, or S2d+1 ≈ Xd,2 → S
 
U2 × (R4)
j
 
≈ S3j,
the triple (d,j,2) is admissible.
Remark 2.3. The action of Wk on the sphere S(U2 × (R4)j) is ﬁxed point free, but not free. For k = 2,
the action of the unique Z4 subgroup of W2 = D8 on the sphere S(U2 × (R4)j) is ﬁxed point free.
The necessary condition for the non-existence of an equivariant Wk-map
Xd,k → S(Uk × (R2k)j)
implied by the equivariant Kuratowski-Dugundji theorem [2, Theorem 1.3, page 25], is
dk + k − 1 > j(2k − 1) + k − 2 ⇐⇒ d ≥ 2
k−1
k j . (9)
For k = 2 the condition (9) becomes
d ≥ ⌈3
2j⌉. (10)
3 The Fadell-Husseini index theory
3.1 Equivariant cohomology
Let X be a G space and X → EG ×G X
πX → BG the associated universal bundle, with X as a typical
ﬁbre. EG is a contractible cellular space on which G acts freely, and BG := EG/G. The space EG×G X
6is called the Borel construction of X in respect to the action of G. The equivariant cohomology of X is
the ordinary cohomology of the Borel construction EG ×G X,
H∗
G(X) := H∗(EG ×G X).
The equivariant cohomology is a module over the ring H∗
G(pt) = H∗(BG). When X is a free G-space the
homotopy equivalence EG ×G X ≃ X/G induces a natural isomorphism
H∗
G(X) ∼ = H∗(X/G).
The universal bundle X → EG ×G X
πX → BG, for coeﬃcients in the ring R, induces a Serre spectral
sequence converging to the equivariant cohomology H∗
G(X,R). The E2-term is given by
E
p,q
2 ∼ = Hp(BG,Hq(X,R)), (11)
where Hq(X,R) is a system of local coeﬃcients. For a discrete group G, the E2-term of the spectral
sequence can be interpreted as the cohomology of the group G with coeﬃcients in the G-module H∗(X,R),
E
p,q
2 ∼ = Hp(G,Hq(X,R)). (12)
3.2 IndexG and Index
k
G
Let X be a G-space, k a ﬁeld and π∗
X a ring homomorphism in cohomology
π∗
X : H∗(BG,k) → H∗(EG ×G X,k)
induced by mappings
X EG ×G X
↓ ↓
{p} EG ×G {p} ≈ BG
The Fadell-Husseini (index-valued) index of a G-space X is the kernel ideal of π∗
X,
IndexGX := kerπ∗
X ⊆ H∗(BG,k).
The Serre spectral sequence (11) yields a representation of the homomorphism π∗
X as the composition
H∗(BG,k) → E
∗,0
2 → E
∗,0
3 → E
∗,0
4 → ... → E∗,0
∞ ⊆ H∗(EG ×G X,k).
The k-th Fadell-Husseini index is deﬁned by
Index
k
GX = ker
 
H∗(BG,k) → E
∗,0
k
 
, k ≥ 2,
Index
1
GX = {0}.
From the deﬁnitions the following properties of indexes can be derived.
Proposition 3.1. Let X and Y be G-spaces and f : X → Y a G-map. Then
IndexG(X) ⊇ IndexG(Y ).
Proof. Functoriality of all constructions implies that the following diagrams commute
X
f
−→ Y EG ×G X
ˆ f
−→ EG ×G Y H∗(EG ×G X,k)
f
∗
←− H∗(EG ×G Y,k)
ց ւ πX ց ւπY π
∗
X տ րπ
∗
Y
{pt} BG H∗(BG,k)
πX = ˆ f ◦ πY and π∗
X = π∗
Y ◦ f∗. Thus kerπ∗
X ⊇ kerπ∗
Y .
Proposition 3.2. Let X, Y be G spaces and f : X → Y a G map.
(1) Index
k
GX ⊆ H∗(BG,k) is an ideal, for every k ∈ N;
(2) Index
1
GX ⊆ Index
2
GX ⊆ Index
3
GX ⊆ ... ⊆ IndexGX
(3)
 
k∈N Index
k
GX = IndexGX
(4) Index
k
GX ⊇ Index
k
GY , for every k ∈ N.
Example 3.3. Sn is a Z2-space with the antipodal action. The cohomology ring H∗(BZ2,F2) =
H∗(RP ∞,F2) is the polynomial ring F2[t]. The Z2-index of Sn is the principal ideal generated by tn+1:
IndexZ2Sn = Index
n+2
Z2 Sn =  tn+1  ⊆ F2[t].
73.3 Basic calculations of the index
3.3.1 The index of a product
Let X be a G-space and Y an H-space. Then X ×Y has the natural structure of a G×H space. What is
the relation between three indexes IndexG×H(X × Y ), IndexG(X), and IndexH(Y )? Using the K¨ unneth
formula one can prove the following proposition [8, Corollary 3.2] [19, Proposition 2.7].
Proposition 3.4. Let X be a G-space and Y an H-space and
H∗(BG,k) ∼ = k[x1,...,xn], H∗(BH,k) ∼ = k[y1,...,yn]
the cohomology rings of the associated classifying spaces. If
IndexGX =  f1,...,fi  and IndexH(Y ) =  g1,...,gj ,
then
IndexG×HX =  f1,...,fi,g1,...,gj  ⊆ k[x1,...,xn,y1,...,yn].
The (Z2)k-index of a sphere product can be computed using this proposition and Example 3.3.
Corollary 3.5. Let Sn1 × ... × Snk be a (Z2)k-space with the product action. Then
Index(Z2)kSn1 × ... × Snk =  t
n1+1
1 ,...,t
nk+1
k   ⊆ F2[t1,...,tk].
3.3.2 The index of a sphere
We need to know how to compute the index of a sphere that is not equipped by the antipodal Z2-action
only. The following two propositions will help us [8, Proposition 3.13], [19, Proposition 2.9].
Proposition 3.6. Let U, V be two G-representations and let S(U), S(V ) be the associated G-spheres.
If IndexG(S(U)) =  f  ⊆ H∗(BG,F2) and IndexG(S(V )) =  g  ⊆ H∗(BG,F2), then
IndexGS(U ⊕ V ) =  f   g  ⊆ H∗(BG,F2).
Proposition 3.7. (A) Let V be the 1-dimensional (Z2)k-representation with the associated +1/−1 vector
(α1,..,αk) ∈ (Z2)k (as deﬁned in Section 2). Then
Index(Z2)kS(V ) =  ¯ α1t1 + ... + ¯ αktk  ⊆ F2[t1,...,tk],
where ¯ αi = 0 if αi = 1, and ¯ αi = 1 if αi = −1.
(B) Let U be an n-dimensional (Z2)k-representation with a decomposition U ∼ = V1 ⊕ ... ⊕ Vn into
1-dimensional (Z2)k-representations V1,...,Vn. If (α1i,..,αki) ∈ (Z2)k is the associated +1/ − 1 vector
of Vi, then
Index(Z2)kS(U) =
  n  
i=1
(¯ α1it1 + ... + ¯ αkitk)
 
⊆ F2[t1,...,tk].
3.4 The restriction map and the index
Let X be a G-space and K a subgroup of G. There is a commutative diagram of ﬁbrations [6, pages 179,
180]:
EG ×G X
f
←− EG ×K X
↓ ↓
BG = EG/G
Bi ←− EG/K = BK
(13)
induced by inclusion i : K ⊂ G. Here EG in the lower right corner is understood as a K-space and
consequently a model for EK. The map Bi is a map between classifying spaces induced by inclusion i.
Now we deﬁne
resG
K = H∗(f) : H∗(EG ×G X,k) → H∗(EG ×K X,k).
8For a ﬁnite group G, the induced map on the cohomology of the classifying spaces
resG
K = (Bi)∗ : H∗(BG,k) → H∗(BK,k)
coincides with the restriction homomorphism between group cohomologies
resG
K : H∗(G,k) → H∗(K,k).
Proposition 3.8. Let X be a G-space, and K and L subgroups of G.
(A) The morphism of ﬁbrations (13) provides the following commutative diagram in cohomology
H∗(EG ×G X,k)
res
G
K −→ H∗(EG ×K X,k)
↑π
∗
X ↑π
∗
X
H∗(BG)
res
G
K −→ H∗(BK)
(14)
(B) For every x ∈ H∗(BG) and y ∈ H∗(EG ×G X,k),
resG
K(x   y) = resG
K(x)   resG
K(y).
(C) L ⊂ K ⊂ G ⇒ resG
L = resK
L ◦ resG
K.
(D) The map of ﬁbrations (13) induces a morphism of Serre spectral sequences
Γ
∗,∗
i : E
∗,∗
i (EG ×G X) → E
∗,∗
i (EK ×K X)
such that
(1) Γ∗,∗
∞ = resG
K : H∗+∗(EG ×G X,k) → H∗+∗(EG ×K X,k),
(2) Γ
∗,0
2 = resG
K : H∗(BG,k) → H∗(BK,k).
Remark 3.9. By the morphism of spectral sequences in property (D) we mean that:
Γ
∗,∗
i ◦ ∂i = ∂i ◦ Γ
∗,∗
i .
This relation is used when the right hand side is  = 0 for particular element x, to imply that the left hand
side Γ
∗,∗
i ◦ ∂i(x) is also  = 0. In particular, then ∂i(x)  = 0.
0
BG 0
0
BH 0
Figure 1: Illustration of Proposition 3.8 (D)
Proposition 3.10. Let X be a G-space and K a subgroup of G. Then
resG
K (IndexGX) ⊆ IndexKX and resG
K (Index
r
GX) ⊆ Index
r
KX
for every r ∈ N.
Proof. The assertion about the IndexG follows from the diagram (14). The commutative diagram
E∗,0
r (EG ×G X)
Γ
∗,0
r −→ E∗,0
r (EK ×K X)
↑ ↑
H∗(BG)
res
G
K −→ H∗(BK)
implies the second assertion.
94 The cohomology of D8 and the restriction diagram
The dihedral group W2 = D8 = (Z2)2 ⋊ Z2 = ( ε1  ×  ε2 ) ⋊  σ  can be presented by
D8 =  ε1,σ | ε2
1 = σ2 = (ε1σ)
4 = 1 .
Then  ε1σ  ∼ = Z4 and ε2 = σε1σ.
4.1 The poset of subgroups of D8
The poset Sub(G) denotes the collection of all nontrivial subgroups of a given group G ordered by
inclusion. The poset Sub(G) can be transformed in a small category G in the usual way:
• Ob(G) = Sub(G),
• for every two objects H and K, subgroups of G, there is a unique morphism fH,K : H → K if
H ⊇ K, and no morphism if H   K, i.e.
Mor(H,K) =
 
{fH,K} , H ⊇ K,
∅ , H   K,
.
The Hasse diagram of the poset Sub(D8) is presented in the following drawing.
D8
ւ ↓ ց
H1
 ε1,ε2 
Z2 × Z2
H2
 ε1σ 
Z/4
H3
 ε1ε2,σ 
Z2 × Z2
ւ ↓ ց ↓ ւ ↓ ց
K1
 ε1 
Z2
K2
 ε2 
Z2
K3
 ε1ε2 
Z2
K4
 σ 
Z2
K5
 ε1ε2σ 
Z2
4.2 The cohomology ring H∗(D8,F2)
The dihedral group D8 is an example of a wreath product. Therefore the associated classifying space
can, as in [1, page 117], be written explicitly as
BD8 = B(Z2)2 ×Z2 EZ2 ≈ (B(Z2)2) ×Z2 EZ2,
where Z2 =  σ  acts on (BZ2)2 by interchanging coordinates. Presented in this way BD8 is a Borel
construction of the Z2-space (BZ2)2. Thus BD8 ﬁts in a ﬁbration
B(Z2)2 → (B(Z2)2) ×Z2 EZ2 → BZ2. (15)
There is an associated Serre spectral sequence with E2-term
E
p,q
2 =
 
Hp(BZ2,Hq  
B(Z2)2,F2
 
)
Hp(Z2,Hq  
(Z2)2,F2
 
) =⇒
 
Hp+q(BD8,F2)
Hp+q(D8,F2) (16)
which converges to cohomology of the group D8 with F2-coeﬃcients. In [1, Theorem 1.7, page 117] it
is proved that this spectral sequence collapses in the E2-term. Therefore, to compute the cohomology
of D8 we only need to read the E2-term.
Lemma 4.1. (i) H∗  
(Z2)2,F2
  ∼ =ring F2[a,a + b], where deg(a) = deg(a + b) = 1 and the Z2-action is
given by σ   a = a + b.
(ii) H∗  
(Z2)2,F2
 Z2 ∼ =ring F2[b,a(a + b)].
(iii) Hi  
(Z2)2,F2
  ∼ =Z2-module F2[Z2]si,1 ⊕ F
si,2
2 , where si,1 ≥ 0, si,2 ≥ 0 and F2[Z2] denotes a free
Z2-module and F2 a trivial one.
(iv) E
∗,i
2 = H∗(Z2,Hi  
(Z2)2,F2
 
) ∼ =ring H∗(Z2,F2)⊕si,2 ⊕ F
si,1
2 , where F
si,1
2 denotes a ring concen-
trated in dimension 0.
10Proof. (i) The statement follows from the observation that B(Z2)2 ≈ (B(Z2))
2, and consequently
H∗  
(Z2)2,F2
  ∼ =ring H∗ (Z2,F2) ⊗ H∗ (Z2,F2) ∼ =ring F2[a] ⊗ F2[a + b].
The Z2-action interchanges copies on the left hand side. Generators on the right hand side are chosen
such that theZ2-action coming from the isomorphism swaps a and a + b.
(ii) With the induced Z2-action b = a+(a+b) and a(a+b) are invariant polynomials. They generate
the ring of all invariant polynomials.
(iii) The cohomology Hi  
(Z2)2,F2
 
is a Z2-module and therefore a direct sum of irreducible Z2-
modules. There are only two irreducible Z2-modules over F2: the free one F2[Z2] and the trivial one F2.
(iv) The isomorphism follows from (iii) and the following two properties of group cohomology [11,
Exercise 2.2, page 190] and [4, Corollary 6.6, page 73]. Let M and N be G-modules of a ﬁnite group G.
Then
(a) H∗(G,M ⊕ N) ∼ = H∗(G,M) ⊕ H∗(G,N)
(b) M is a free G-module ⇒ H∗(G,M) = H0(G,M) ∼ = MG.
Applied in our case, this yields
E
∗,i
2 =ring H∗(Z2,Hi  
(Z2)2,F2
 
)
∼ =ring H∗(Z2,F2[Z2]si,1 ⊕ F
si,2
2 )
∼ =ring H∗(Z2,F2[Z2])⊕si,1 ⊕ H∗(Z2,F2)⊕si,2
∼ =ring H0(Z2,F2[Z2])⊕si,1 ⊕ H∗(Z2,F2)⊕si,2
∼ =ring (F2[Z2]Z2)⊕si,1 ⊕ H∗(Z2,F2)⊕si,2
∼ =ring F2
⊕si,1 ⊕ H∗(Z2,F2)⊕si,2
Let the cohomology of the base space of the ﬁbration (15) be denoted by
H∗(Z2,F2) = F2[x].
The E2-term (16) can be pictured as in the Figure 2.
4
b4,b2aÝa + bÞ
a2Ýa + bÞ2 å 1
a2Ýa + bÞ2 å x a2Ýa + bÞ2 å x a2Ýa + bÞ2 å x a2Ýa + bÞ2 å x
3 b3,baÝa + bÞ 0 0 0 0
2
b2
aÝa + bÞ å 1
aÝa + bÞ å x aÝa + bÞ å x2 aÝa + bÞ å x3 aÝa + bÞ å x4
1 b 0 0 0 0
0 1 x x2 x3 x4
0 1 2 3 4
Figure 2: E2-term
The cohomology of D8 can be read from the picture. If we denote
y := b, w := a(a + b)
and keep x as we introduced, then
H∗(D8,F2) = F2[x,y,w]/ xy .
11Also, the restriction homomorphism
res
D8
H1 : H∗(D8,F2) = F2[x,y,w]/ xy  → H∗(H1,F2) = F2[a,a + b] (17)
can be read oﬀ since it is induced by the inclusion of the ﬁbre in the ﬁbration (15). On generators,
res
D8
H1(x) = 0, res
D8
H1(y) = b, res
D8
H1(w) = a(a + b). (18)
4.3 The cohomology diagram of subgroups
Let G be a group and K an arbitrary ﬁeld. Then the diagram (covariant functor) deﬁned by
Ob(G) ∋ H  −→ H
∗(H,K)
(H ⊇ K)  −→
 
resH
K : H∗(H,K) → H∗(K,K)
 
is the cohomology diagram of subgroups of G.
4.3.1 The Z2 × Z2-diagram
The cohomology of any elementary abelian 2-group Z2 × Z2 is a polynomial ring F2[x,y], deg(x) =
deg(y) = 1. The restrictions to the three subgroups of order 2 are given by all possible projections
F2[x,y] →F2[t], deg(t) = 1:
(x  → t,y  → 0) or (x  → 0,y  → t) or (x  → t,y  → t).
Thus the cohomology diagram of the subgroups of Z2 × Z2 is
Z2 × Z2
F2[x,y]
x  → 0
y  → t1
ւ
x  → t2
y  → 0
↓
x  → t3
y  → t3
ց
Z2
F2[t1]
Z2
F2[t2]
Z2
F2[t3]
(19)
4.3.2 The D8-diagram
For the dihedral group D8, from [5] and (17), the two top levels of the diagram can be presented by:
D8
F2[x,y;w]/ xy 
deg: 1,1,2
x  → 0
y  → b
w  → a2+ab
ւ
x  → e
y  → e
w  → u
↓
x  → d
y  → 0
w  → c2+cd
ց
H1
F2[a,b]
deg: 1,1
H2
F2[e,u]/ e
2 
deg: 1,2
H3
F2[c,d]
deg: 1,1
(20)
Let H∗(Ki,F2) = F2[ti], deg(ti) = 1. From [1, Corollary II.5.7, page 69] the restriction
res
H2
K3 :
 
H∗(H2,F2) = F2[e,u]/ e2 
 
−→ (H∗(K3,F2) = F2[t3])
is given by e  → 0, u  → t2
3. Thus, the restriction res
D8
K3 is given by x  → 0, y  → 0, w  → t2
3. Using diagrams
(19), (20) with the property (C) from Proposition (3.8 we almost completely reveal the cohomology
diagram of subgroups of D8. The equalities
res
D8
K3 = res
H2
K3 ◦ res
D8
H2 = res
H1
K3 ◦ res
D8
H1 = res
H3
K3 ◦ res
D8
H3
imply that
12• res
H1
K3 : (H∗(H1,F2) = F2[a,b]) −→ (H∗(K3,F2) = F2[t3]) is given by a  → t3, b  → 0,
• res
H3
K3 : (H∗(H3,F2) = F2[c,d]) −→ (H∗(K3,F2) = F2[t3]) is given by c  → t3, d  → 0.
H1
F2[a,b]
deg: 1,1
H2
F2[e,u]/ e
2 
deg: 1,2
H3
F2[c,d]
deg: 1,1
a  →t3
b  → 0
ց
e  → 0
u  →t2
3
↓
c  →t3
d  → 0
ւ
K3
F2[t3]
deg: 1
(21)
The cohomology diagram (19) of subgroups of Z2 × Z2 and the part (21) of the D8 diagram imply that
• res
H1
K1 : F2[a,b] −→ F2[t1] and res
H1
K2 : F2[a,b] −→ F2[t2] are given by
(a  → t1,b  → t1 and a  → 0,b  → t2) or (a  → 0,b  → t1 and a  → t2,b  → t2),
• res
H3
K4 : F2[c,d] −→ F2[t4] and res
H3
K5 : F2[a,b] −→ F2[t5] are given by
(c  → t4,d  → t4 and c  → 0,d  → t5) or (c  → 0,d  → t4 and c  → t5,d  → t5).
Proposition 4.2. For all i  = 3, res
D8
Ki(w) = 0, while res
D8
K3(w)  = 0.
Proof. The result follows from the diagram (20) discussing both cases (C) and (D).
Corollary 4.3. The cohomology of the dihedral group D8 is
H∗(D8,F2) = F2[x,y,w]/ xy 
where
(a) x ∈ H1(D8,F2) and res
D8
H1(x) = 0,
(b) y ∈ H1(D8,F2) and res
D8
H3(y) = 0,
(c) w ∈ H1(D8,F2) and res
D8
K1(w) = res
D8
K2(w) = res
D8
K4(w) = res
D8
K5(w) = 0 and res
D8
K3(w)  = 0.
5 IndexD8S(R
⊕j
4 ) = Index
3j+1
D8 S(R
⊕j
4 ) =  wjyj 
The D8-representation R
⊕j
4 can be decomposed into a sum of irreducibles in the following way
R4 = (V−+ ⊕ V+−) ⊕ V−− ⇒ R
⊕j
4 = (V−+ ⊕ V+−)
⊕j ⊕ V
⊕j
(1,1)
where V−+⊕V+− is a 2-dimensional irreducible D8-representation. Proposition 3.6 implies that computing
the indexes of the spheres S(V−+ ⊕ V+−) and S(V−−) suﬃces. The strategy employed uses Proposition
3.10 and the following particular facts.
A. Let X = S(T) for some D8-representation T. Then the E2-term of the Serre spectral sequence
associated to ED8 ×D8 X is
E
p,q
2 = Hp(D8,F2) ⊗ Hq(X,F2).
The local coeﬃcients are trivial since X is a sphere and the coeﬃcients are F2. Since only ∂dimT may be
 = 0, from the multiplicativity property of the spectral sequence it follows that
IndexD8X =  ∂
0,dimV −1
dimV (1 ⊗ l) 
where l ∈ HdimV −1(X,F2) is the generator. Therefore, IndexD8(X) = Index
dimV +1
D8 (X).
13B. For any subgroup H of D8, with some abuse of notation,
Γ
dimV,0
dimV ◦ ∂
0,dimV −1
dimV (1 ⊗ l) = ∂
0,dimV −1
dimV ◦ Γ
0,dimV −1
dimV (1 ⊗ l), (22)
where Γ denotes the restriction morphism of Serre spectral sequences introduced in Proposition 3.8(D).
Therefore, for every subgroup H of D8 we get
IndexD8X =  a , IndexHX =  aH  =⇒ resG
K(a) = aH.
Particularly, if aH  = 0 then a  = 0.
Our computation of IndexD8X for X = S(V−+ ⊕ V+−) and X = IndexD8S(V−−) has two steps:
• compute IndexHX =  aH  for all proper subgroups H of D8,
• search for an element a ∈ H∗(D8,F2) such that for every computed aH
resG
K(a) = aH.
5.1 IndexD8S(V−+ ⊕ V+−) =  w 
Proposition 3.7 and the properties of D8 acting on V−+ ⊕ V+− provide the following information
IndexH1S(V−+ ⊕ V+−) =



 a(a + b) , or
 b(a + b) , or
 ab .
Since initially we do not know which of possible generators a, b, a + b of F2[a,b] correspond to the
generators ε1, ε2, ε1ε2, we have to take all three possibilities into account. Similarly
IndexH3S(V−+ ⊕ V+−) =



 c(c + d) , or
 d(c + d) , or
 cd .
Furthermore,
ε1 acts trivially on V+− ⇒ IndexK1S(V−+ ⊕ V+−) = 0
ε2 acts trivially on V−+ ⇒ IndexK2S(V−+ ⊕ V+−) = 0
σ acts trivially on {(x,x) ∈ V−+ ⊕ V+−} ⇒ IndexK4S(V−+ ⊕ V+−) = 0
ε1ε2σ acts trivially on {(x,−x) ∈ V−+ ⊕ V+−} ⇒ IndexK5S(V−+ ⊕ V+−) = 0
The only element inside H2(D8,F2) satisfying all requirements of commutativity with restrictions is w.
Hence,
IndexD8S(V−+ ⊕ V+−) =  w 
Remark 5.1. The side information coming from this computation is that generators ε1 and ε2 of the
group H1 correspond to generators a and a+b in the cohomology ring H∗(H1,F2). This correspondence
suggested the choice of generators in Lemma 4.1(i).
5.2 IndexD8S(V−−) =  y 
Again, V−− is a concrete D8-representation, and from Proposition 3.7:
IndexH1S(V−−) =



 a + b , or
 a + (a + b) , or
 b + (a + b) .
Again, we allow all three possibilities since we do not know the correspondence between generators of H1
and the chosen generators of H∗(Hq,F2). Furthermore, since K1 and K2 act nontrivially on V−−,
IndexK1S(V−−) =  t1 , IndexK2S(V−−) =  t2  .
14On the other hand, H3 acts trivially on S(V−−) and so
IndexH3S(V−−) = 0.
By commutativity of the restriction diagram, or since the groups K3, K4 and K5 act trivially on V(1,1),
it follows that
IndexK3S(V−−) = IndexK4S(V−−) = IndexK5S(V−−) = 0.
The only element satisfying the commutativity requirements is y ∈ H1(D8,F2), so
IndexD8S(V−−) =  y .
Remark 5.2. From the previous remark the fact IndexH1S(V−−) =  b  =  a + (a + b)  follows directly.
5.3 IndexD8S(R
⊕j
4 ) =  yjwj 
From Proposition 3.6 we get that
IndexD8S(R
⊕j
4 ) = IndexD8S((V−+ ⊕ V+−)⊕j ⊕ V
⊕j
−−) =  yjwj .
Remark 5.3. In the same way we can compute that
IndexD8(U2) =  x .
Therefore IndexD8(U2 ⊕ R
⊕j
4 ) = 0. This means that on the second CS/TM scheme the Fadell-Husseini
index theory does not give any non-trivial result, since 0 is an element of any ideal.
6 IndexD8Sd × Sd =  πd+1,πd+2,wd+1 
The index will be determined by the explicit computation of the Serre spectral sequence associated with
the Borel construction
Sd × Sd → ED8 ×D8
 
Sd × Sd 
→ BD8.
The group D8 acts nontrivially on the cohomology of the ﬁbre, and therefore the spectral sequence has
nontrivial local coeﬃcients. The E2-term is given by
E
p,q
2 = Hp(BD8,Hq(Sd × Sd,F2)) = Hp(D8,Hq(Sd × Sd,F2))
=



Hp(D8,F2) , q = 0,2d
Hp(D8,F2[D8/H1]) , q = d
0 , q  = 0,d,2d
.
(23)
The nontriviality of local coeﬃcients appears in at the d-th row of the spectral sequence.
6.1 The d-th row as an H∗(D8,F2)-module
Since the spectral sequence is an H∗(D8,F2)-module and the diﬀerentials are module maps we need to
understand the H∗(D8,F2)-module structure of the E2-term. This can be done in at least two ways [17].
Proposition 6.1. H∗(D8,F2[D8/H1]) ∼ =ring H∗(H1,F2).
Proof. Here H1 =  ε1,ε2  ∼ = Z2 × Z2 is a maximal (normal) subgroup of index 2 in D8.
Method 1: The statement follows from Shapiro’s lemma [4, Proposition 6.2, page 73] and the fact that
when [G : H] < ∞, then there is an isomorphism of G-modules CoindG
HM ∼ = IndG
HM.
Method 2: There is an exact sequence of groups
1 → H1 → D8 → D8/H1 → 1.
15The associated Lyndon-Hochschild-Serre spectral sequence [1, Corollary 1.2, page 116] has the E2-term:
A
p,q
2 = Hp(D8/H1,Hq(H1,F2[D8/H1]))
∼ = Hp(Z2,Hq((Z2)2,F2 ⊕ F2))
∼ = Hp(Z2;Hq((Z2)2,F2) ⊕ Hq((Z2)2,F2))
The action of the group D8/H1 ∼ = Z2 on the sum is given by the conjugation action of G on the pair
(H1,Hq(H1,F2[D8/H1])) [4, Corollary 8.4, page 80]. Since F2[Z2] is a free Z2-module
H0(Z2;F2[Z2]) = (F2[Z2])Z2 = F2
and Hp(Z2;F2[Z2]) = 0 for p > 0. Thus
A
p,q
2 ∼ = Hp(D8/H1;Hq((Z2)2,F2) ⊕ Hq((Z2)2,F2))
∼ = Hp(D8/H1;F2[Z2]q+1)
∼ = Hp(D8/H1;F2[Z2])q+1 ∼ =
   
Hp(Z2;F2[Z2])q+1 Z2 ∼ = F
q+1
2 , p = 0
0 , p > 0
.
Thus the E2-term has the shape as in Figure 3 (concentrated in the 0-column) and collapses.
ÝHDÝH1,F2Þ ã HDÝH1,F2ÞÞ
D8/H1
0                                    1
Figure 3: The A2-term of the LHS spectral sequence
The ﬁrst information about the H∗(D8,F2)-module structure on H∗(D8,F2[D8/H1]), as well as the
method for revealing the complete structure, are coming from the following proposition.
Proposition 6.2. We have x   H∗(D8,F2[D8/H1]) = 0 for the element x ∈ H1(D8,F2) that is charac-
terized by res
D8
H1(x) = 0.
Proof.
Method 1: The isomorphism H∗(D8,F2[D8/H1]) ∼ =ring H∗(H1,F2) induced by Shapiro’s lemma [4, Propo-
sition 6.2, page 73] carries the H∗(D8,F2)-module structure to H∗(H1,F2) via the restriction homomor-
phism res
D8
H1 : H∗(D8,F2) → H∗(H1,F2). In this way the complete H∗(D8,F2)-module structure is given
on H∗(D8,F2[D8/H1]). Particularly, since res
D8
H1(x) = 0, the proposition is proved.
Method 2: The exact sequence of groups
1 → H1 → D8 → D8/H1 → 1
induces two Lyndon-Hochschild-Serre spectral sequences
A
p,q
2 = Hp (D8/H1,Hq (H1,F2[D8/H1])) =⇒ Hp+q(D8,F2[D8/H1]), (24)
B
p,q
2 = Hp (D8/H1,Hq (H1,F2)) =⇒ Hp+q(D8,F2). (25)
The spectral sequence (25) acts on the spectral sequence (24)
B
r,s
t × A
u,v
t → A
u+r,v+s
t
16In the ∞-term this action becomes an action of H∗(D8,F2) on H∗(D8,F2[D8/H1]). Since we already
discussed both spectral sequences we know that
A
p,q
2 = Ap,q
∞ and B
p,q
2 = Bp,q
∞ .
From Figures 2 and 3 it is apparent that x ∈ B
1,0
2 = B1,0
∞ acts by
x   A
p,q
2 = 0
for every p, q.
Corollary 6.3. Index
d+2
D8 Sd × Sd = im
 
∂d+1 : E
∗,d
d+1 → E
∗+d+1,0
d+1
 
⊆ y   H∗(D8F2).
Proof. Let α ∈ E
∗,d
d+1 and ∂d+1(α) / ∈ y H∗(D8F2). Then x ∂d+1(α)  = 0. Since ∂d+1 is a H∗(D8F2)-module
map and x acts trivially on H∗(D8,F2[D8/H1]), as indicated by Proposition 6.2, there is a contradiction
0 = ∂d+1(x   α) = x   ∂d+1(α)  = 0.
Proposition 6.4. H∗(D8,F2[D8/H1]) is generated as an H∗(D8,F2)-module by
H0(D8,F2[D8/H1]) and H1(D8,F2[D8/H1]).
Proof.
Method 1: We already observed that Shapiro’s lemma H∗(D8,F2[D8/H1]) ∼ =ring H∗(H1,F2) carries the
H∗(D8,F2)-module structure to H∗(H1,F2) via the restriction homomorphism res
D8
H1 : H∗(D8,F2) →
H∗(H1,F2). Thus H∗(H1,F2) as an H∗(D8,F2)-module is generated by 1 ∈ H0(D8,F2) together with
a ∈ H1(D8,F2).
Method 2: There is the exact sequence of D8-modules
0 → F2 → F2[D8/H1] → F2 → 0, (26)
where the left and right modules F2 are trivial D8-modules. The ﬁrst map is a diagonal inclusion while
the second on is a quotient map. The sequence (26) induces a long exact sequence on group cohomology
[4, Proposition 6.1, page 71],
0 → H0 (D8,F2)
i0 → H0 (D8,F2[D8/H1])
qo → H0 (D8,F2)
δ0 →
H1 (D8,F2)
i1 → H1 (D8,F2[D8/H1])
q1 → H1 (D8,F2)
δ1 → ...
(27)
From the exact sequence (27), compatibility of the cup product [4, page 110, (3.3)] and Proposition 6.2 one
can deduce that δ0(1) = x. Then by chasing along sequence (27) with compatibility of the cup product [4,
page 110,(3.3)] as a tool it can be proved that H∗(D8,F2[D8/H1]) is generated as a H∗(D8,F2)-module
by I = i0(1) and A ∈ q
−1
1 ({y}).
6.2 Index
d+2
D8 Sd × Sd =  πd+1,πd+2 
The index by deﬁnition is
Index
d+2
D8 Sd × Sd = im
 
∂d+1 : E
∗,d
d+1 → E
∗+d+1,0
d+1
 
= im
 
∂d+1 : H∗ (D8,F2[D8/H1]) → H∗+d+1(D8,F2
 
).
From Proposition 6.4 this image is generated as a module by the ∂d+1-images of H0 (D8,F2[D8/H1])
and of H1 (D8,F2[D8/H1]). The ∂d+1 image is computed by applying restriction properties given in
Proposition 3.8 to the subgroup H1. With the identiﬁcation of H∗ (D8,F2[D8/H1]) given by Shapiro’s
lemma the morphism of spectral sequences of Borel constructions induced by restriction is speciﬁed in
Figure 4. Also,
Index
d+2
D8 Sd × Sd =  ∂
D8
d+1(1),∂
D8
d+1(a),∂
D8
d+1(b),∂
D8
d+1(a + b) .
172d 1
d 1
a
a + b
b
0 ^d+1
^d+2
w^d
y^d+1
0 1 d + 1 d + 2
2d 11612
d 11ã12
a ã Ýa +bÞ
Ýa +bÞ ã a
b ã b
0 ad+1 + Ýa +bÞd+1
ad+2 + Ýa +bÞd+2
aÝa +bÞÝad + Ýa +bÞdÞ
bÝad+1 + Ýa +bÞd+1Þ
0 1 2 3 4 d + 1 d + 2
Ed+1 term of the Borel construction
Sd × Sd ¸ ED8 ×D8 ÝSd × SdÞ ¸ BD8
term of the Borel construction
Sd × Sd ¸ EH1 ×H1 ÝSd × SdÞ ¸ BH1
Ed+1
Figure 4: The morphism of spectral sequences
To simplify notation let ρd := ad + (a + b)d+1. Then from
1
res
D8
H1  −→ 11 ⊕ 12
∂
H1
d+1  −→ ρd+1
{a,a + b,b}
res
D8
H1  −→



a ⊕ (a + b)
(a + b) ⊕ a
b ⊕ b



∂
H1
d+1  −→ {ρd+2,a(a + b)ρd,bρd+1}
it follows that
res
D8
H1
  
∂
D8
d+1(1), ∂
D8
d+1(a), ∂
D8
d+1(b) ,∂
D8
d+1(a + b)
  
= {ρd+2, a(a + b)ρd, bρd+1}.
The formula
ρd+2 = ad+2 + (a + b)d+2
= (a + a + b)
 
ρd+1 + a(a + b)
d−1  
i=0
ai(a + b)d−1−i
 
= bρd+1 + a(a + b)(a + a + b)
d−1  
i=0
ai(a + b)d−1−i
= bρd+1 + a(a + b)ρd
together with Remark 1.3 and the knowledge of the restriction res
D8
H1 implies that
res
D8
H1(πd) = ρd.
Therefore, there exist xα,xβ,xγ,xδ ∈ ker(res
D8
H1) such that
∂
D8
d+1(1) = πd+1 + xα
and  
∂
D8
d+1(a), ∂
D8
d+1(b), ∂
D8
d+1(a + b)
 
= {πd+2 + xβ, yπd+1 + xγ, wπd + xδ}.
Since y divides πd, Proposition 6.2 implies that α = β = γ = δ = 0, and
Index
d+2
D8 Sd × Sd =  ∂
D8
d+1(1),∂
D8
d+1(a),∂
D8
d+1(b),∂
D8
d+1(a + b) 
=  πd+1,πd+2, yπd+1, wπd 
=  πd+1,πd+2 .
18Remark 6.5. The property that the concretely described homomorphism
res
D8
H1 : H∗(D8,F2[D8/H1]) → H∗(H1,F2[D8/H1])
is injective holds more generally [7, Lemma on page 187].
6.3 IndexD8Sd × Sd =  πd+1,πd+2,wd+1 
In the previous section we described the diﬀerential ∂
D8
d+1 of the Serre spectral sequence associated with
the Borel construction
Sd × Sd → ED8 ×D8
 
Sd × Sd 
→ BD8.
The only remaining, possibly non-trivial, diﬀerential is ∂
D8
2d+1.
The following proposition describing E
∗,2d
2d+1 can be obtained from the Figure 4.
Proposition 6.6. E
∗,2d
2d+1 = ker
 
∂
D8
d+1 : E
∗,2d
d+1 → E
∗+d+1,d
d+1
 
= x   H∗(D8,F2)
Proof. The restriction property from Proposition 3.8(D), applied on the element 1 ∈ E
0,2d
d+1 = H∗(D8,F2)
implies that ∂
D8
d+1(1)  = 0. Proposition 6.2, together with the fact that multiplication by y and w in
H∗(D8,F2[D8/H1]) is injective, implies that ker
 
∂
D8
d+1 : E
∗,2d
d+1 → E
∗+d+1,d
d+1
 
= xH∗(D8,F2).
The description of the diﬀerential ∂
D8
2d+1 : E
∗,2d
2d+1 → E
∗+2d+1,0
2d+1 comes in an indirect way. There is a
D8-equivariant map
Sd × Sd → Sd ∗ Sd ≈ S((V+− ⊕ V−+)
⊕(d+1))
given as inclusion of the diagonal of a product into a join. The result of the Section 5.1 and the basic
property of the index (Proposition 3.1) imply that
IndexD8Sd × Sd ⊇ IndexD8S((V+− ⊕ V−+)
⊕(d+1)) =  wd+1 
Thus wd+1 ∈ IndexD8Sd × Sd. Since by Corollary 6.3 wd+1 / ∈ Index
d+1
D8 Sd × Sd it follows that
wd+1 ∈ im
 
∂
D8
2d+1 : E
1,2d
2d+1 → E
2d+2,0
2d+1
 
.
But the only element in E
1,2d
2d+1 is x, therefore
∂
D8
2d+1 (x) = wd+1.
This concludes the proof of equation (4).
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