ABSTRACT Hybrid precoding is widely studied in millimetre-wave (mmWave) massive MIMO systems due to low cost as well as low power consumption. In general, there are two kinds of hybrid precoding structures: one is fully connected structure (FCS), where each radio frequency (RF) chain is connected to all antennas, and the other is partially connected structure (PCS), where each RF chain is connected to a sub-array. In this paper, we investigate the optimal hybrid precoder design problem for mmWave massive MIMO systems based on PCS, since this kind of structure is more practical for antenna deployment. We first focus on the optimization of analog precoder (AP) and propose two AP design schemes for high signalto-noise ratio (SNR) condition and low SNR condition, respectively. For each of the schemes, the original optimization problem is reformulated to single-stream optimal transmitter beamforming problem with perantenna power constraint, which has an optimal solution. Then, the optimal digital precoder is obtained by water-filling algorithm after AP is determined. Moreover, upper bounds of the achievable data rate for the proposed schemes with closed-form expression are derived.
I. INTRODUCTION
Nowadays, millimeter wave (mmWave) massive multipleinput multiple-output (MIMO) has been considered as a promising technique for 5G communications [1] - [3] . Benefiting from abundant spectrum resource and large-scale antenna arrays, mmWave communication systems can enable gigabit-per-second data rate transmission [4] - [6] . In classical MIMO systems, full digital precoding (FDP) scheme is utilized [7] in order to exploit the full potential of the antenna arrays. However, FDP scheme requires a one-to-one connection between radio frequency (RF) chains (including power amplifiers, up-converters, digital to analog converters, analog to digital converters, etc. [8] ) and antennas, i.e., each antenna is connected to a dedicated RF chain. When it comes to massive MIMO, the cost and power consumption of RF chains are unaffordable [9] , especially for systems in mmWave bands, and therefore FDP scheme seems not a economical solution for massive MIMO systems.
To reduce the required RF chains, hybrid precoder (HP) structures consisting of both analog precoder (AP) and digital precoder (DP) are widely studied for mmWave massive MIMO systems [10] - [19] , where AP is realized by phaseshifters and DP is realized by RF chains. By splitting the MIMO processing into analog domain and digital domain, the number of required RF chains can be reduced significantly, e.g., equal to the number of data streams [20] . Generally, two main HP structures are commonly adopted: partially connected structure (PCS) as in [10] - [14] and fully connected structure (FCS) as in [15] - [19] .
For systems based on FCS, each RF chain is connected to all antennas. Hence, full array gain can be exploited by every RF chain. Reference [15] - [19] mainly focus on optimizing the spectral efficiency of the system and propose several schemes approaching the performance of FDP scheme, while [15] - [18] consider a total power constraint and [19] considers a per-antenna power constraint. However, systems based on FCS results in high implementation complexity [1] .
Compared to FCS, PCS is more practical for antenna deployment due to its lower hardware complexity, where each RF chain is connected to one analog sub-array. Two kinds of state-of-the-art PCS realizations are considered and compared in [10] . Dai et al. [11] , Ayach et al. [12] , and Xu et al. [13] focus on the optimization of achievable capacity based on PCS. However, [12] only considers the design of AP while ignoring the potential gain provided by DP. Dai et al. [11] and Xu et al. [13] consider the overall transmitter precoder design problem. But DP is assumed to be a diagonal matrix in [11] which incurs some performance loss. Reference [13] utilizes minimum mean square error (MMSE) criterion to generate the overall precoder. In fact, MMSE criterion is a good choice for the design of overall precoder under FCS according to the analysis in [15] , but due to the additional hardware constraints of PCS, MMSE criterion may not be a good choice since some assumptions utilized in [15] are not practical for PCS.
In this paper, we investigate optimal HP design problem based on PCS aiming to maximize the total achievable data rate. Due to the hardware constraint on AP, optimization problems are generally non-convex. Different from HP design problem based on FCS, where AP and DP can be jointly designed to approach the optimal unconstrained precoder, we find that it is impractical to design PCS based HP (PCS-HP) with the same method. Inspired by [16] , which proposes a FCS based HP (FCS-HP) design method, a hierarchical idea can be utilized to design the HP for PCS based systems, where the first level is AP design and the second level is DP design. When AP is determined, optimal DP can be easily obtained by water-filling algorithm. Hence, we focus on the optimization of AP and propose two AP design schemes for high and low signal-to-noise ratio (SNR) conditions, respectively. For each of the schemes, the original optimization problem is reformulated to single-stream optimal transmitter beamforming problem with per-antenna power constraint, which has an optimal solution according to [21] . Moreover, upper bounds of the achievable rate for the proposed schemes with closed-form expression are derived.
The rest of this paper is organized as follows. Section II presents the system model of single-user downlink mmWave massive MIMO system. In Section III, the PCS-HP design is investigated and two AP design schemes are proposed. Section IV provides the simulation results and performance evaluation. Finally, the conclusion is presented in Section V.
Notation: We use upper and lower case boldface to denote matrices and vectors, respectively. E [·] denotes the expectation; X H , X T , X −1 , X F and tr {X} denote the conjugate transpose, transpose, inversion, Frobenius norm and trace of matrix X, respectively. X (:, k) and X (k, :) denote the k th column and k th row of matrix X, respectively. Finally, I N is the N × N identity matrix and 0 M ×N is the M × N all-zero matrix.
II. SYSTEM MODEL
In this section, we present the system model and channel model considered in this paper.
A. SYSTEM MODEL
Consider a single-user downlink mmWave massive MIMO system based on PCS shown in Fig. 1 (a) . The base station (BS) is equipped with M t antennas and N t independent RF chains. Each RF chain is connected to one sub-array which contains M antennas, respectively, then M t = MN t . N s data streams are transmitted from the BS to the mobile station (MS). The data streams are precoded by a digital precoder F dig ∈ C N t ×N s at the baseband, followed by an analog precoder F rf ∈ C M t ×N t at the analog domain. After the analog precoding, each data stream is transmitted by corresponding sub-array, respectively. Generally, the received signal can be represented as
where y ∈ C M r ×1 is the received signal and M r is the number of antennas equipped at the MS, P r denotes the average received power, H ∈ C M r ×M t denotes the channel matrix, which satisfies E H 2 F = M r M t [15] . s ∈ C N s ×1 denotes the transmit signal with
n noise. To enable precoding, we assume that H is known to the BS. In fact, thanks to the sparse nature of mmWave channel, the channel information can be effectively estimated by compressive sensing algorithms [22] - [24] . In this paper, we focus on the optimization of HP at the BS and assume perfect decoding at the MS. Then, the data rate achieved by Gaussian signalling simplifies to the channel's mutual information which can be presented as [12] , [15] 
where F denotes the overall precoding matrix at the BS and
In this paper, we mainly consider two constraints based on the system model. One is total power constraint at the BS, which can be presented as
The other is hardware constraint on F rf due to PCS, which can be presented as
where v n ∈ C M ×1 , n = 1, 2, . . . , N t , and the m th element of v n satisfies v n,m = e jθ n,m , m = 1, 2, . . . , M . Note that θ n,m can be adjusted by the corresponding analog phase shifter.
B. CHANNEL MODEL
In this paper, we adopt a simplified clustered channel model based on the extended Saleh-Valenzudela model which is often used in mmWave channel modeling [12] , [15] . The discrete-time narrow band channel H can then be written as
where L is the number of propagation paths between BS and MS, it is assumed that each scatterer contributes a single propagation path. α l ∼ CN 0, σ 2 l is the complex gain of VOLUME 5, 2017 
where k = 2π λ and λ is the signal wavelength, d is the spacing between two adjacent antennas.
III. PROPOSED HYBRID PRECODING BASED ON PCS
In this section, we firstly introduce some widely discussed FCS-HP design methods. Then, we investigate the feasibility of utilizing the same methods to design PCS-HP. After that, we propose two PCS-HP design schemes for high and low SNR conditions, respectively, together with the analysis of the computational complexity. Finally, the closed-form upper bounds of the proposed schemes are derived. Fig. 1 (b) illustrates the system model of FCS based mmWave massive MIMO system, where each RF chain is connected to all antennas. Benefiting from the fully connected network between antennas and RF chains, FCS based systems can achieve full antenna array gain for each RF chain. Studies in [15] - [18] focus on optimizing the spectral efficiency of the FCS based systems and propose several schemes approaching the performance of FDP solution, which is really inspiring. However, the requirement of as many as M t N t phase shifters makes the FCS based systems infeasible for practical implementation [1] , [20] .
A. FCS-HP DESIGN
If we assume perfect decoding at the receiver, the optimization problem of maximizing the achievable date rate can be formulated as argmax
where F rf (m, n) denotes the entry of matrix F rf in m th row and n th column. Different from constraint (4), there is only a constant modulus constraint on F rf for FCS-HP. According to the analysis of [15] , if F rf F dig can be made sufficiently ''close'' to the optimal unitary precoder F opt , then problem (8) is equivalent to the following problem argmin
where F opt equals to the first N s columns of the right singular vectors of H [15] . More specifically, we define the singular value decomposition (SVD) of H as H = U H H V H H , where V H ∈ C M t ×M t , and define the partition of matrix V H as
where
. Then F opt = V H 1 and the ''closeness'' can be mathematically defined as
Works in [15] , [17] , and [18] all focus on solving problem (9) and aim at finding a pair of F rf and F dig which minimizes the Euclidean distance between F rf F dig and F opt , while Sohrabi and Yu [16] propose a heuristic algorithm for obtaining a good solution to (8) directly. In [16] , a wellknown water-filling F dig is obtained firstly while F rf is fixed. Then, a local optimal F rf is obtained by an iterative algorithm.
In the following subsection, we investigate the feasibility of utilizing the same methods to design PCS-HP.
B. ANALYSIS OF PCS-HP DESIGN 1) UTILIZING PCS-HP TO REALIZE F opt
For FCS-HP design, a lot of work has been done to design a proper HP which approaches F opt . When it comes to PCS-HP design , one intuitive approach is also trying to find proper F rf and F dig satisfying F rf F dig = F opt . For simplicity of exposition, we define F dig as
then, the overall precoding matrix F can be expressed as
where (4) . It can be seen that there are two constraints for each sub-matrix F i : Constraint 1: F i is a rank-1 matrix, i.e., rank (F i ) = 1, since each column of F i can be represented by v i ; Constraint 2: Each element in the same column of F i has the same amplitude which is only determined by corresponding element of F dig .
Unfortunately, the above constraints on F i make it impossible to realize F opt . Hence, it is unwise to aim at finding a pair of F rf and F dig approaching F opt directly for PCS-HP.
According to the analysis of [15] , if the product of F rf and
then, the achievable rate is maximized and it is equal to the rate achieved by the unconstrained optimal precoder. Thus, we next investigate the feasibility of (14) for PCS-HP in the following part.
Notice that each column of F is a linear combination of the columns of F rf , the j th column of F can be further written as
where F rf (:, k) ∈ C M t denotes the k th column of F rf .
Here, we consider to establish the connection between each F rf (:, k) and V H . Since V H ∈ C M t ×M t is a unitary matrix, the columns of V H form an orthonormal basis for C M t . Thus,
where ξ k,j = V H (:, j) H F rf (:, k) denotes the linear combination coefficient. By replacing F rf (:, k) with (16), (15) can be further written as
Now, each column of F can be represented by linear combinations of the columns of V H . Here, we jointly consider (14) and (17), then the following proposition can be obtained.
Proposition 1:
If there exists a pair of F rf and F dig satisfying (14) , then the number of RF chains should be larger than the rank of the channel matrix H, i.e., N t r H .
Proof: For j = 1, 2, . . . , r H and i = 1, 2, . . . , N s , the product of V H (:, j) H and F (:, i) can be calculated as
Then, we can obtain N s sets of equations and each set consists of r H equations according to (14) , the i th set of equations can be written as
Notice that (19) can be written in the form of Ax i = b i where
Then, for any given F rf , (20) . . x N s . Now, it seems that the optimal HP for PCS-HP is obtained, which can achieve the same data rate as the unconstrained optimal precoder. However, the calculation of F dig fails to take the power constraint (3) into account. In fact, when power constraint is considered, we have the following proposition.
Proposition 2: The maximum data rate can not be achieved by PCS-HP under the power constraint (3). VOLUME 5, 2017 Proof: If the maximum data rate is achieved, then the HP should satisfy (14) . Thus, the j th column of overall precoder F can be presented as
where ζ k,j ∈ C and ζ (r H +1),j , ζ (r H +2),j , . . . , ζ r M t ,j = 0 for any j. Then, we have
Hence,
It indicates that additional transmit power is needed if PCS-HP is expected to achieve the maximum data rate.
According to the aforementioned analysis, it can be known that it is not a good option to find proper HP to realize unconstrained F opt for PCS-HP. It also indicates that there always exists a performance gap between PCS-HP and FDP. Nevertheless, it is still interesting to find out the minimum additional transmit power it needs for PCS-HP to achieve the same data rate as the unconstrained optimal precoder, which remains our future work.
2) HIERARCHICAL PCS-HP DESIGN
The optimization problem of maximizing the achievable date rate for PCS-HP can be formulated as argmax
Problem (23) is a jointly optimization problem, F rf and F dig both need to be optimized. Inspired by [16] , a hierarchical idea can be utilized for PCS-HP design, i.e., the first level is F rf design and the second level is F dig design. When F rf is determined, H e = HF rf can be considered as an effective channel seen from the digital precoder. Then, (23) can be reformulated as
As shown in [16] , this problem has a well-known water-filling solution as
where Q = F H rf F rf , U s ∈ C N t ×N s corresponds to the first N s columns of the right singular vectors of H e Q −1/2 , s is a diagonal power allocation matrix obtained by water-filling algorithm and tr 2 s = N s . Different from FCS-HP considered in [16] , when F rf satisfies constraint (4), we directly have Q = M I. Thus, F opt dig can be simplified as 1) For any given F rf , the corresponding optimal F dig can be directly calculated by (26) , then the achievable data rate is also obtained. In other words, the performance of PCS-HP is in fact limited by the AP. Hence, the design of F rf is significantly important. 2) For a given channel matrix H, is determined by F rf . However, on one hand, it is difficult to obtain the optimal . On the other hand, the relationship between and F rf can not be presented in a closed-form expression. Therefore, if F rf belongs to a finite matrix set, e.g., each column of F rf is selected from a predefined codebook, the optimal F rf can be easily obtained by an exhaustive search over the matrix set. Otherwise it is very difficult to find a global optimal F rf . To the best of the authors' knowledge, the optimal F rf design is still an open issue. For simplicity, we consider two special cases: (case-1) in sufficient low SNR condition, where the optimal power allocation strategy is to allocate all the transmit power to a single stream; and (case-2) in sufficient high SNR condition, where the optimal power allocation strategy is to equally allocate transmit power to each stream.
C. PROPOSED SCHEMES FOR F rf DESIGN
For case-1, it can be known from (27b) that the objective function is equal to log 2 1 + γ N s λ 2 1 . Thus, the optimal F rf design problem is equivalent to argmax F rf { HF rf 2 : (4)}. 
We define the ordered SVD of H to be H = U H H V H H , where V H ∈ C M t ×r H . In order to deal with the non-convex constraint (4), we define the following partition of V H as
where v i,j ∈ C M . The objective function of (29) can then be further expanded as
where σ r is the r th singular value of H. It can be seen from (31) that the contribution of each RF chain to the objective function of (29) is independent and therefore we can decompose problem (29) into a series of sub-problems.
The n th sub-problem can be expressed as
where Z = 
where z ik is the element of Z at the i th row and the k th column, and ψ (x) represents the phase of a complex variable x, i.e.,
Thus, each element of v opt n can be iteratively obtained. Then, F rf can be optimized column-by-column and the overall algorithm to find the optimal solution to problem (29) is summarized in Algorithm 1. It should be noted here that the obtained F rf may not be the optimal solution to (28) as well. However, simulation results in Section IV show that performance of the proposed scheme is close to the upper bound of case-1, which indicates that we at least find a near optimal solution to problem (28).
For case-2, let s = I and N s = N t , then (27a) is equal to log 2 I M r + γ H e H H e . Thus, problem (23) while ( c ≤ C max ) do 5: for i = 1 : M do 6 :
end for 8: Check convergence. If yes, break; if not, continue. end while 11: end for Output: F rf from this paper. According to [21] , the objective function of (35) can be reformed as
n th column of F rf and F rf n is the sub-matrix of F rf with the n th column of F rf removed. It can be seen from (36) that the contribution of the n th column of F rf to the mutual information is isolated since C n and Z n are both independent of v n . Hence, in order to maximize the objective function of (35), v n should be chosen such that the second term of (36) is maximized. Define a selection matrix as
, then the optimization problem can be reformulated as
Notice that problem (37) has the same form as problem (32), it is also equivalent to a single-stream optimal transmitter beamforming problem with per-antenna power constraint, therefore, it also can be solved by the same method. Up to now, the n th column of F rf , i.e., v n , is optimized. Then, we fix the obtained v opt n and optimize another column of F rf . Finally, the optimal F rf can be obtained.
D. COMPLEXITY ANALYSIS
In this subsection, the complexity of the proposed two schemes, noted as scheme-1 for case-1 and scheme-2 for case-2, are analyzed. For scheme-1, the complexity mainly comes from three parts:
1) The first part originates from the computation of SVD of H. Note that the size of H is M r × M t . Therefore, the complexity of this part is O N t 3 M 3 .
VOLUME 5, 2017 2) The second part is from executing column-by-column optimization procedure in Algorithm 1. In each iteration, we need to calculate Z and v opt n . It can be observed that Z is obtained by computing r H times column vector to row vector multiplications, and therefore the complexity is O r H M 2 . While v opt n is obtained by executing an inside iterative algorithm and the complexity is O M 2 in each iteration. Without loss of generality, we assume the inside iterative algorithm always needs C max times of iterations. Thus, the complexity of calculating v opt n is O C max M 2 . To sum up, the complexity of the second part is O N t (r H + C max ) M 2 .
3) The last part comes from calculating F dig by waterfilling algorithm and the corresponding computational complexity is O M 3 r + NMM r . To sum up, the computational complexity of scheme-1 is O N t 3 M 3 . While the complexity of the proposed scheme-2 comes from two parts:
1) The first part originates from solving problem (37) to obtain v opt n . Note that scheme-2 also utilize a column-by-column optimization algorithm and requires N t iterations in total to obtain the optimal F rf . In each iteration, matrix Z n needs to be updated. It can be observed that Z n is obtained by the multiplication of a serious of matrices, and therefore the corresponding computation complexity can be expressed as O N t 2 M 2 M r . Notice that (37) has the same form as (32), the computation complexity of solving (37) is also the same as that of solving (32), which can be expressed as O C max M 2 . Thus, the computation complexity of each iteration is O N t 2 M 2 M r . To sum up, the total complexity of the first part is O N t 3 M 2 M r .
2) The second part comes from calculating F dig by waterfilling algorithm and the corresponding computational complexity is O M 3 r + NMM r . To sum up, the computational complexity of scheme-2 is O N t 3 M 2 M r . Compared to the computational complexity of the methods in [11] and [13] , which can be presented as O N t 3 M 2 M r and O N t 3 M 3 correspondingly, it can be seen that the computational complexity of the proposed two schemes are comparable with that of [11] and [13] .
E. CLOSED-FORM UPPER BOUND
In this subsection, closed-form upper bounds for the proposed schemes are derived. For case-1, since
the upper bound of (23) is log 2 1 + γ N s M H 2 2 when the total transmit power is allocated to a single stream.
For case-2, we partition G into a block matrix form and let G i,j ∈ C M ×M denote each sub-matrix of G. Let β i be the maximum singular value of G i,i . Then, (23) is upper bounded by
when the transmit power is equally allocated to each stream. The proof can be found in the Appendix.
IV. SIMULATION RESULTS
In this section, we present the performance of the proposed HP design schemes. Simulation parameters are set as follows. Typical mmWave massive MIMO configurations with M t = 128 and M r = 16 is considered. Antenna arrays at transmitter and receiver are both ULAs with antenna spacing d = λ 2 . The number of scattering clusters L is set as 4. Finally, SNR is defined as P r σ 2 . We first evaluate the achievable rate with different HP design methods, where perfect channel state information (CSI) is assumed, and the corresponding simulation results are shown in Fig. 2 . The red curve shows the performance of proposed scheme for case-1, noted as scheme-1, while the green curve shows the performance of proposed scheme for case-2, noted as scheme-2. For scheme-1, it can be observed that it performs best in low SNR condition (e.g., SNR -20 dB) but worst in high SNR condition (e.g., SNR −5 dB). This is because the optimal power allocation strategy is to allocate all the transmit power to a single stream in sufficient low SNR condition and the optimization objective of scheme-2 is exactly to maximize the largest singular value of the effective channel. For scheme-2, it can be observed from Fig. 2 that scheme-2 always outperforms the algorithms in [11] and [13] , this is mainly because DP is assumed to be a diagonal matrix in [11] which incurs some performance loss while the design criterion in [13] is actually not a good choice for system based on PCS. It can also be observed from Fig. 2 that there is a performance gap between the proposed schemes and FDP. In fact, the gap is indeed inevitable as analyzed in Part B of Section III. Nevertheless, PCS is more practical for antenna deployment due to its lower cost and hardware complexity.
Next, we consider a more practical scenario where the BS has imperfect CSI and evaluate the impact of imperfect CSI on the proposed two schemes. LetĤ denote the estimated channel, then it can be modeled as [25] 
where δ ∈ [0, 1] denotes the accuracy of estimated CSI, is the matrix of i.i.d CN (0, 1) noise. Fig. 3 shows the comparison of achievable rate with different CSI conditions for mmWave massive MIMO system, where M t = 128, M r = 16, N s = N t = 4. It can be observed from Fig. 3 (a) that the proposed shceme-1 seems to be insensitive to the CSI accuracy in low SNR conditions. When δ = 0.9, the performance of scheme-1 is quite close to that in the perfect CSI condition. Even when δ = 0.7, scheme-1 can still achieve about 90% of the rate in the perfect CSI condition. Compared to scheme-1, it can be observed from Fig. 3 (b) that scheme-2 is more sensitive to the CSI accuracy. It can be seen that the SNR gap between scheme-2 with imperfect CSI and perfect CSI is 2 dB when δ = 0.9, and the gap increases when δ becomes smaller, e.g., the gap is 5 dB when δ = 0.7. Nevertheless, when δ = 0.7, scheme-2 can still achieve about 81% of the rate in the perfect CSI condition.
V. CONCLUSIONS
In this paper, we investigate the optimal transmitter design problem for mmWave massive MIMO system based on PCS. Two AP design schemes for high and low SNR conditions are proposed with optimal DP obtained by water-filling algorithm. For each of the schemes, the original optimization problem is reformulated to single-stream optimal transmitter beamforming problem with per-antenna power constraint, which has an optimal solution. Moreover, upper bounds of the achievable rate for the proposed schemes with closedform expression are derived. Our future work will focus on working out more general AP design solutions as well as considering limited feedback scenarios, where the angles of phase shifters are quantified.
APPENDIX PROOF OF (39)
Proof: Let R (F rf ) = log 2 I N r + γ HF rf F H rf H H , we first prove that for any F rf , which satisfies constraint (4), the following inequality always holds
where v i is the i th column of matrix F rf . By exploiting the Sherman-Morrison determinant identity [5] , R (F rf ) can be expressed as
where G i can be calculated as follows 
