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BOUNDARY JETS OF HOLOMORPHIC MAPS BETWEEN
STRONGLY PSEUDOCONVEX DOMAINS
FILIPPO BRACCI AND DMITRI ZAITSEV
1. Introduction
The goal of this paper is to initiate a study of holomorphic mappings F between two
domains D and D′ in Cn+1, sending D to a subset F (D) ⊂ D′ whose shape approximates
D′ as much as possible. It is known since Poincare´ [9] and subsequent work by Tanaka [10],
Chern-Moser [6] and Fefferman [7] that in general, there does not exist any biholomorphic
maps between two given bounded strongly pseudoconvex domains in Cn+1 with n ≥ 1
(see [2] for a survey of further results in this direction). On the other hand, there are
clearly many biholomorphic maps F from D to open subsets of D′. Can one impose any
condition on F making it “close” to be biholomorphic between D and D′ without losing
the existence of such maps in general? If one does not keep the condition F (D) ⊂ D′, the
Chern-Moser theory gives an estimate on the maximal possible contact order between the
boundaries of D and F (D). Our goal here is to study this question under the assumption
F (D) ⊂ D′.
We treat the problem locally at the given points p ∈ ∂D and p′ ∈ ∂D′ and consider the
set J 0p,p′(D,D′) of all germs F at p of holomorphic maps fromD toD′ sending p to p′ in the
non-tangential sense. That is, an element in J 0p,p′(D,D′) is represented by a holomorphic
map F : U ∩D → D′ with U being a neighborhood of p, such that F (Zn)→ p′ whenever
Zn → p non-tangentially in U ∩ D (i.e. the distance from Zn to p does not exceed its
distance to ∂D times a constant multiple). We shall assume both D and D′ to be strongly
pseudoconvex with smooth boundaries and choose local holomorphic coordinates (z, w)
and (z′, w′) near p and p′ respectively where p = p′ = 0 and D, D′ are locally given by
(1.1) Imw > ‖z‖2 +O(3), Imw′ > ‖z′‖2 +O(3),
where ‖z‖ := |z1|2 + · · · + |zn|2. In order to speak about a contact order between F (D)
and D′ we need to introduce a differential of F at the boundary point p, which we again
understand in the non-tangential sense (see §2 for precise definition).
The first question is what the possible non-tangential differentials that may occur in
this way are. As a first preliminary result we give a complete characterization in terms of
the singular values. Recall that every complex n × n matrix C admits its singular value
decomposition C = U1DU2, where U1, U2 ∈ U(n) are unitary and D is diagonal with
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real nonnegative entries µ1 ≥ · · · ≥ µn ≥ 0 (this can be shown, e.g., by using the polar
decomposition C = UH with U unitary andH hermitian and by further diagonalizing H).
The entries of D are uniquely determined by C. We have the following characterization:
Proposition 1.1. A linear map L : Cn+1 → Cn+1 is the non-tangential differential of a
germ F ∈ J 0p,p′(D,D′) if and only if, in the chosen coordinates, it is of the form
(1.2) L =
(
C A
0 λ
)
,
where λ > 0 is a real number, A ∈ Cn is a complex vector and C is a complex n × n
matrix whose singular values µ1 ≥ . . . ≥ µn ≥ 0 satisfy µj ≤
√
λ for j = 1, . . . , n.
In particular from (1.2) it follows that a germ F of holomorphic map from D to D′
sending 0 to 0 which is non-tangentially differentiable at 0 is a contact map, in the sense
that its non-tangential differential maps the complex tangent space T c0∂D into T
c
0∂D
′. In
case D,D′ are bounded strongly pseudoconvex domains and F : D → D′ is holomorphic
(i.e. it is not just a germ near a boundary point), this latter fact follows also from Abate’s
generalization of the classical Julia-Wolff-Carathe´odory theorem ([1]). Thus, in a certain
sense, Proposition 1.1 can be interpreted as a Julia-Wolff-Carathe´odory theorem in the
local.
If F is as in Proposition 1.1, set αj := µj/
√
λ for j = 1, . . . , n. We call the numbers
1 ≥ αn ≥ . . . ≥ α1 ≥ 0 the singular values of the (non-tangential) differential of F at p.
It turns out that these numbers do not depend on the choice of coordinates (z, w) and
(z′, w′) provided (1.1) holds (see Lemma 2.1). On the other hand, one can easily eliminate
A by composing F with a suitable automorphism of the corresponding Siegel domain
Imw > ‖z‖2 of the form
(1.3) ga(z, w) :=
(z + aw,w)
1− 2i〈z, a〉 − i‖a‖2w.
Hence these are the only “first order” invariants of F at p and, roughly speaking, they read
the ratios of “squeezing” by F in complex tangent directions comparing to the normal
direction. The nearer to 1 the singular values are, the similar to D′ the image F (D) looks
like near p′.
As the next step, we study the conditions on the “higher order jets” of F at p. In order
to make it meaningful to talk about jets at boundary points, we shall assume F to have
smooth extension through the boundary. That is, we consider the subset Jp,p′(D,D′)
of J 0p,p′(D,D′) consisting of all germs F having representatives extending smoothly to
some neighborhoods of p. It is not hard to see that if αj < 1 for all j, then there are
no restrictions on the set of possible higher order jets of maps in Jp,p′(D,D′) whose
differentials at p have the given singular values 1 > α1 ≥ . . . ≥ αn ≥ 0. However, our
Proposition 1.1 above implies that even the choice of F with 1 = α1 = . . . = αn is always
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possible giving a better contact of F (D) with D′. Our next question is now to examine
the possible restrictions on the higher order jets of F in this “extreme case”.
Let F ∈ Jp,p′(D,D′) be such that all the singular values of its differential at p are 1.
Then in view of the remarks above, one can choose the coordinates (z, w) and (z′, w′)
preserving (1.1) such that dFp becomes the identity id. The property of having dFp = id
in suitable coordinates where (1.1) holds, admits a natural higher order generalization:
Definition 1.2. A germ F ∈ Jp,p′(D,D′) is said to be k-flat if there exist local coordinates
(z, w) and (z′, w′) vanishing at p and p′ respectively, where the hypersurfaces ∂D and ∂D′
are respectively in their Chern-Moser normal forms and such that F = id+ o(k).
In other words, a germ F ∈ Jp,p′(D,D′) is k-flat if and only if there exist two local
biholomorphic maps of Cn+1, h at p and g at p′, such that h(p) = g(p′) = 0, h(∂D)
and g(∂D′) are in their Chern-Moser normal forms and g ◦ F ◦ h−1 = id + o(k), where
H = o(k) means that H and all its derivatives of order less than k + 1 are 0 at 0. Thus
a germ F ∈ Jp,p′(D,D′) is 1-flat if and only if all singular values of dFp are 1 and, as a
consequence of Proposition 1.1, there always exist 1-flat germ for any D and D′.
Remark 1.3. It follows from the construction of the normal form in [6] that the Chern-
Moser normalizations in Definition 1.2 are only needed to be chosen for the terms of
weight ≤ k, where as usual, the weight of z and z¯ is 1 and of w is 2.
Using Chern-Moser normal forms, we give a complete description of the second order
jets for maps in Jp,p′(D,D′) whose first jet is the identity (Theorem 3.1). In particular
it turns out that the space of possible second order jets has its interior described by
simple algebraic inequalities. That is, for any 2-jet in the interior, there exists a germ
F ∈ Jp,p′(D,D′) with that jet and no further restrictions arise on the possible jets of
order three or higher. This gives a more precise description of possible 1-flat germs.
In contrast to 1-flat germs, 2-flat germs may not exist at all for some D and D′. This
latter fact is somewhat related to the rigidity phenomena for self-maps known as “Burns-
Krantz type theorems” (see [5], [8], [3]). We show that the existence of 2-flat germs implies
a nontrivial geometric condition on D and D′ expressed as follows. We say that two real
hypersurfacesM andM ′ in Cn+1 passing through a point q are tangent at q up to weighted
order k if, for some (and hence any) local defining function ρ of M ′ and some (and hence
any) local parametrization γ : Cn×R → Cn+1 ofM with γ(0) = q and dγ0(Cn×{0}) being
the complex tangent space of M at q, the composition ρ ◦ γ vanishes at 0 up to weighted
order k, where as before we assign weight 1 to the coordinates in z ∈ Cn and weight 2
to the coordinate in u ∈ R. We now call (∂D, p) and (∂D′, p′) equivalent up to weighted
order k if there exists a local holomorphic diffeomorphism of Cn+1 near p, sending p to p′
and ∂D to another real hypersurface, which is tangent to ∂D′ up to weighted order k at
p′.
Our result for 2-flat germs can now be stated as follows:
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Theorem 1.4. Let D,D′ ⊂ Cn+1 be two domains with smooth boundaries such that
p ∈ ∂D, p′ ∈ ∂D′ and ∂D, ∂D′ are strongly pseudoconvex at p and p′ respectively. Then
there exist 2-flat maps in Jp,p′(D,D′) if and only if (∂D, p) and (∂D′, p′) are equivalent
up to weighted order 5.
The outline of the paper is the following. In the second section we prove the “only if”
part of Proposition 1.1 and discuss the first jets. In the third section we recall the Chern-
Moser theory as needed for our purposes, describe the possible second jets for 1-flat germs
(Theorem 3.1), finish the proof of Proposition 1.1, give some equivalent conditions for 2-
flatness and prove Theorem 1.4. Finally, there is an Appendix where we collected some
auxiliary results needed in the various proofs.
2. First order Jets
Let F : D → Cm be holomorphic for some m. We say that F is non-tangentially differ-
entiable at p if there exists a point p′ ∈ Cm and a linear map dFp : Cn+1 → Cm such that
(2.1) F (Zk) = p
′ + dFp(Zk − p) + o(‖Zk − p‖), k →∞,
holds for any sequence (Zk) of points in D converging non-tangentially to p. We call dFp
the non-tangential differential of F at p.
We shall consider the case when D,D′ are domains in Cn+1 with smooth boundaries and
strongly pseudoconvex points p ∈ ∂D, p′ ∈ ∂D′. In the sequel, we shall assume p = p′ = 0
and choose local holomorphic coordinates (z, w) ∈ Cn×C and (z′, w′) ∈ Cn×C vanishing
at the origin such that D and D′ are locally given by
(2.2) D = {Imw > ‖z‖2 +O(|(z,Rew)|3)}, D′ = {Imw′ > ‖z′‖2 + O(|(z′,Rew′)|3)}.
We will obtain the “only if” statement of Proposition 1.1 as consequence of the following
lemma:
Lemma 2.1. Let D,D′ be two domains in Cn+1 of the form (2.2) and F ∈ J 00,0(D,D′) be
non-tangentially differentiable at 0 with differential dF0. Then dF0 is given by the block
matrix
(2.3) dF0 =
(
C A
0 λ
)
,
where λ > 0 is a real number, A ∈ Cn is a complex vector and C is a complex (n × n)-
matrix whose singular values µ1 ≥ . . . ≥ µn ≥ 0 satisfy µj ≤
√
λ for j = 1, . . . , n. The
ratios µj/
√
λ for j = 1, . . . , n are invariant under coordinates changes preserving (2.2).
For the proof we need the following elementary result, whose proof is supplied for the
reader’s convenience.
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Lemma 2.2. Let D be a domain in Cn+1 having 0 as a smooth boundary point and
F : D → Cm be holomorphic. If dF0 is the non-tangential differential of F at 0, then
dFZk → dF0 for any sequence (Zk) in D converging non-tangentially to 0.
Proof. Without loss of generality, F (0) = 0 and dF0 = 0. Let {Zk} be any sequence in
D converging non-tangentially to 0 ∈ ∂D. It suffice to show that ∂F
∂Zl
(Zk) → 0 for every
l = 1, . . . , n+1, where we use the notation Z = (Z1, . . . , Zn+1). We give a proof for l = 1,
the other cases being completely analogous. Since {Zk} converges non-tangentially in D,
there exists ε > 0 such that, for any other sequence {Z˜k} with ‖Z˜k − Zk‖ ≤ ε‖Zk‖, one
has Z˜k ∈ D for all k and {Z˜k} also converges to 0 non-tangentially in D. By the Cauchy
Integral Formula, we have∣∣∣∣ ∂F∂Z1 (Zk)
∣∣∣∣ =
∣∣∣∣∣ 12pii
∫
|ζ−Z1
k
|=ε‖Zk‖
F (ζ, Z2k, . . . , Z
n+1
k )
(ζ − Z1k)2
dζ
∣∣∣∣∣
≤ 1
ε‖Zk‖ maxζ |F (ζ, Z
2
k , . . . , Z
n+1
k )|.
(2.4)
It remains to choose ζ with |ζ −Z1k | = ε‖Zk‖ such that the maximum in (2.4) is attained
for Z˜k := (ζ, Z
2
k , . . . , Z
n+1
k ) and use (2.1) with Zk replaced by Z˜k. 
Proof of Lemma 2.1. We first observe that dF0 must send the upper half-space Imw ≥ 0
into itself. Otherwise there would exist a non-tangentially convergent sequence Zk = vεk,
where v ∈ {(z, w) : Imw > 0} is a vector with dF0(v) not contained in Imw ≥ 0 and {εk}
a sequence of positive real numbers converging to 0. The latter would be in contradiction
with (2.1) and (2.2). Hence dF0 sends the real hyperplane Imw = 0 into itself and, since
it is complex-linear in view of Lemma 2.2, also the complex hyperplane w = 0 into itself.
Putting everything together, we conclude that dF0 is of the form (2.3) with some matrices
C and A and a real number λ ≥ 0.
The second step consists of showing that λ > 0. Suppose, on the contrary, that λ = 0.
Since D′ is strongly pseudoconvex at 0, it is easy to construct a continuous plurisubhar-
monic (peak) function ϕ defined in a neighborhood of 0 in Cn+1 such that ϕ(0) = 0,
dϕ0 = −d(Imw) and ϕ(Z) < 0 for Z ∈ D′ \ {0}. Furthermore, it is easy to extend ϕ to a
continuous plurisubharmonic function ψ defined on the whole D′ by setting
(2.5) ψ(Z) :=
{
max(ϕ(Z),−ε) for ‖Z‖ < δ
−ε otherwise,
where δ > 0 and ε > 0 are chosen such that ϕ(Z) < −ε for Z ∈ D′ with ‖Z‖ = δ. Note
that ψ coincides with ϕ in a neighborhood of 0 in D′. Then λ 6= 0 follows from the Hopf
lemma applied to ψ ◦ F restricted to a disk in the complex line {(z, w) : z = 0} that is
contained in D and tangent to the boundary ∂D at 0.
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The third step is to show that the ratios µj/
√
λ do not depend on the coordinates
chosen and that the inequalities µj/
√
λ ≤ 1 hold. Using the singular value decomposition
of C, we can compose F with suitable unitary linear transformations of Cn+1 on the right
and on the left, such that both forms (2.2) are preserved and C becomes diagonal with
real entries µ1 ≥ . . . µn ≥ 0 equal to its singular values. Furthermore, composing with a
dilation (z, w) 7→ (λz, |λ|2w), we may assume that λ = 1.
Now consider any changes of coordinates (z, w) 7→ ϕ1(z, w) and (z′, w′) 7→ ϕ2(z′, w′)
preserving (2.2). Then the differentials (dϕ1)0 and (dϕ2)0 must be of the form(
Ujλj ∗
0 λ2j
)
, j = 1, 2,
where λj ’s are real positive and Uj’s are unitary. Furthermore, in order to keep the above
normalization of dF0, we must have λ1 = λ2. Then in these new coordinates, we have
(2.6) dF0 =
(
U2CU
−1
1 ∗
0 1
)
=
(
C˜ ∗
0 1
)
,
and it follows that the singular values of C˜ coincide with those of C. This shows that the
ratios µj/
√
λ are invariants of dF0.
To show that µj/
√
λ ≤ 1 for all j = 1, . . . , n, or µj in our normalization, it suffices to
show that ‖C‖ ≤ 1. By contradiction, suppose that ‖Cξ‖ > 1 for a vector ξ ∈ Cn with
‖ξ‖ = 1. We change local holomorphic coordinates in Cn+1 near 0 such that ∂D and ∂D′
are approximated by the ball {‖Z − (0, i/2)‖ < 1} up to order 3 at 0. Such coordinate
change can be chosen to be the identity up to order 2, so that the matrix of dF0 does not
change. Then, in view of Lemma 2.2, we can choose discs
(2.7) fk : ∆→ D, fk(ζ) :=
(
ζ
(
1− ε
2
) ξ
k
,
i
k2
)
∈ Cn × C,
where ∆ is the unit disc in C, with ε > 0 sufficiently small such that
(2.8)
∥∥∥∥1− ε1 + εdF zZk(ξ)
∥∥∥∥ > 1,
where F z ∈ Cn denotes the tangential component of F and Zk := fk(0). By the attraction
property (Lemma A.1), for η := 1−ε
1−ε/2
, we may assume that the images F (fk(η∆)) are con-
tained in a sufficiently small neighborhood of 0. Choose rk > 0 such that the central projec-
tion pik from (0,−rk) onto the hyperplane {w = i/k2} sends the ball {‖Z − (0, i/2)‖ < 1}
in Cn+1 into the ball with center (0, i/k2) and radius 1+ε/2
k
in the hyperplane {w = i/k2}.
Then there exists sufficiently small neighborhood U of 0 such that, for k sufficiently large,
pik sends U ∩ D′ into the ball with center (0, i/k2) and radius (1 + ε)/k. Together with
(2.8), we reach a contradiction with the Schwarz lemma for pik◦F ◦fk restricted to η∆. 
Remark 2.3. We say that a holomorphic map F from D into D′ which extends smoothly
to p and maps p to q and sends ∂D into ∂D′ up to order k at p if, for some (and hence
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any) local defining function ρ2 of ∂D
′, its pullback ρ2 ◦F is o(k) on ∂D (e.g., F sends ∂D
into ∂D′ up to order 1 if dFp(Tp∂D) ⊆ Tq∂D′). From the previous discussion it is clear
that if F extends smoothly to p and sends ∂D into ∂D′ up to order 2, then the singular
values of dFp at p are all equal to 1.
Let now F ∈ J 00,0(D,D′). In the proof of Lemma 2.1 we have seen that in case all
singular values of the differential of F at 0 are equal to 1, we can choose coordinates
(z, w) and (z′, w′) such that (2.2) holds and
dF0 =
(
id A
0 1
)
,
for some complex vector A ∈ Cn. Using automorphisms ga of the Siegel domain {(z, w) ∈
Cn×C : Imw > ‖z‖2} given by (1.3) we can replace F by g−A ◦F to make its differential
at the origin equal to the identity. Here and in the sequel we set
(2.9) 〈z, ζ〉 := z1ζ¯1 + . . .+ znζ¯n.
Note that ga preserves the form (2.2).
According to [6], we can find germs of biholomorphisms h1 and h2 such that h1(0) =
h2(0) = 0 and d(h1)0 = d(h2)0 = id and h1(D), h2(D
′) are in their Chern-Moser normal
forms. If dF0 = id, we have h2 ◦ F ◦ h−11 = id+ o(1). Therefore we have:
Corollary 2.4. A germ F ∈ J 0p,p′(D,D′) is 1-flat if and only if all singular values of its
differential at p are equal to 1.
3. Second order jets for 1-flat maps
As a matter of notations, form ∈ N, we use the symbol O(m) to represent any (smooth)
function which vanishes at the origin together its derivatives up to order less than m. The
symbol o(m) form ∈ Nmeans that also them-th derivative is zero at the origin. Whenever
we need to state explicitly that a function depending on several (complex or real) variables
vanishes at the origin together with all its partial derivatives with respect to a certain
variable—say u—up to the order m, we write such a function as O(um). Also we freely
mix and add these notations. For instance the function 3u4v3 + v2u5 can be written as
O(7), or as O(v2) or O(v2) + O(u4) or even as O(u4) + O(5). The same notation is used
for the small Landau’s symbol o.
In this section we assume F ∈ Jp,p′(D,D′) to be 1-flat. Recall that our notation
Jp,p′(D,D′) was reserved for the holomorphic map germs having smooth extensions to
some neighborhoods of p. Arguing as in the previous section we may assume p = p′ = 0,
dF0 = id and ∂D, ∂D
′ given (locally) by expressions of the form Imw = ‖z‖2 + O(3).
In order to simplify the notation, we use the symbol J (D,D′) to denote the germs of
holomorphic maps from D to D′ which are smooth at 0 and such that F (0) = 0.
As a matter of notation, if f : Cn+1 = Cn × C → Cn+1 is expandable at the origin,
with homogeneous expansion f(z, w) =
∑
ν fν(z, w), we are going to denote by f
z
j (z, w)
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the projection to Cnz of the homogeneous polynomial vector fj and by f
w
j the projection
to Cw. Moreover, for a homogeneous polynomial P (z, w) of degree j, we write P (z, w) =∑j
ν=0 Pν,j−ν(z, w), for Pl,k(z, w) = Clk(z)w
k, where Clk(z) is a homogeneous polynomial
of degree l in the z’s.
To deal with jets of order two we need however to have better expansions for the normal
forms of the domains.
Following [6], we assign weight 1 to zj , z¯j (for j = 1, . . . , n) and weight 2 to u = Rew. A
real polynomial P (z, z¯, u) is of weighted degreem if it is a linear combination of monomials
of type zj1 · · · zjkul with k + 2l = m. With this notation, Chern-Moser normal forms for
∂D and ∂D′ can be written as
∂D = {Imw = ‖z‖2 +
∑
µ≥4
ϕµ(z, z¯,Rew)},
∂D′ = {Imw = ‖z‖2 +
∑
µ≥4
ϕ′µ(z, z¯,Rew)},
(3.1)
where ϕµ and ϕ
′
µ are real weighted homogeneous polynomials of weighted degree µ which
are linear combinations of monomials, each of which is divisible by zj1zj2 z¯k1 z¯k2 for some
j1, j2, k1, k2 ∈ {1, . . . , n}. In particular, ϕ4, ϕ′4, ϕ5, ϕ′5 have no dependence in Rew. Also,
tr(ϕ4) ≡ 0 and tr2(ϕ5) ≡ 0 and similarly for ϕ′4, ϕ′5, where, if Q(j,k)(z, z¯) is a polynomial
of degree j in zα and degree k in z¯β given by
Q(j,k)(z, z¯) =
∑
aα1...αjβ1...βkzα1 · · · zαj z¯β1 · · · z¯βk ,
with the aα1...αjβ1...βk ’s symmetric with respect to α1 . . . , αj and respect to β1, . . . , βk, then
tr(Q(j,k)) :=
∑
α1,...,αj−1,β1,...,βk−1
∑
αj=βk
aα1...αjβ1...βk
 zα1 · · · zαj−1 z¯β1 · · · zβk−1.
Actually a Chern-Moser normal form as defined in [6] involves further trace conditions on
higher order terms that we won’t need here. Notice that the Chern-Moser normal form
of a domain is not unique, but it is parametrized by the automorphisms of the quadric
{Imw = ‖z‖2} fixing the origin.
Theorem 3.1. Let D and D′ be in their Chern-Moser normal forms (3.1) and F ∈
J0,0(D,D′) with dF0 = id. Then
(3.2) F (z, w) = (z, w) +
(
F z1,1(z, w) + F
z
0,2(w), F
w
0,2(w)
)
+O(3)
with
ImFw0,2(1) ≥ 0,[
Re 〈z, F z1,1(z, 1)〉 − ‖z‖2ReFw0,2(1)
]2
≤ ImFw0,2(1)
[
ϕ4(z)− ϕ′4(z)− 2‖z‖2Im 〈z, F z1,1(z, 1)〉 − ‖z‖4ImFw0,2(1)
](3.3)
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and one has Fw3,0 ≡ 0 and
(3.4) ϕ4(z)− ϕ′4(z)− 2‖z‖2Im 〈z, F z1,1(z, 1)〉 ≥ 0.
On the other hand, for any choice of the 2nd order terms in (3.2) satisfying (3.3) with
strict inequalities for all z ∈ Cn \ {0} there exists F ∈ J0,0(D,D′) of the form (3.2).
Proof. We shall use Corollary A.6 applied to the basic condition F (D) ⊆ D′. In view
of (3.1), a parametrization for ∂D is given by
(3.5) Cn × R ∋ (z, u) 7→ Z = (z, u+ i‖z‖2 + i∑
µ≥4
ϕ1µ(z, z¯, u)
)
.
Therefore the basic condition becomes∑
µ≥4
ϕµ(z, z¯, u) +
∑
k≥2
ImFwk (Z)
≥ 2
∑
k≥2
Re 〈z, F zk (Z)〉+ ‖
∑
k≥2
F zk (Z)‖2 +
∑
µ≥4
ϕ′µ(F
z(Z), F z(Z),ReFw(Z)),
(3.6)
where Z is as in (3.5) and Fk denotes the component of weight k. Expanding (3.6) up to
weighted order two and applying Corollary A.6 we have
(3.7) ImFw2,0 ≥ 0.
Since z 7→ Fw2,0(z) is holomorphic this means that Fw2,0 ≡ 0.
Now expanding (3.6) up to weighted order three and applying Corollary A.6 yields
(3.8) ImFw3,0(z) + ImF
w
1,1(z, u+ i‖z‖2) ≥ 2Re 〈z, F z2,0(z)〉.
Separating into terms of different bi-degree types and again using Corollary A.6 we obtain
two inequalities, namely
(3.9) ImFw1,1(z, u) ≥ 0
and
(3.10) ImFw3,0(z) + ImF
w
1,1(z, i‖z‖2) ≥ 2Re 〈z, F z2,0(z)〉.
Inequality (3.9) is indeed an equality because Fw1,1(z, u) is linear in u and, since z 7→
Fw1,1(z, u) is holomorphic for any fixed u, it follows furthermore that F
w
1,1 ≡ 0. Now applying
Lemma A.8 to (3.10) we obtain ImFw3,0 ≡ 0 and hence Fw3,0 ≡ 0 for z 7→ Fw3,0(z) is
holomorphic, and, consequently, Re 〈z, F z2,0(z)〉 ≡ 0 for all z ∈ Cn. This last equality
clearly implies F z2,0 ≡ 0.
Therefore 1-flatness implies that all terms of weighted order two and three in the ex-
pansion of (3.6) are zero. Now we pass to the weighted order four:
(3.11) ϕ4(z, z¯) + ImF
w
4,0(z) + ImF
w
2,1(z, u+ i‖z‖2) + ImFw0,2(u+ i‖z‖2)
≥ 2Re 〈z, F z3,0(z)〉 + 2Re 〈z, F z1,1(z, u+ i‖z‖2)〉+ ϕ′4(z, z¯).
10 F. BRACCI, D. ZAITSEV
By Corollary A.6, looking at terms of the lowest degree in (z, z¯) we obtain that ImFw0,2(u) ≥
0 and, since the dependence on u is quadratic, this is equivalent to ImFw0,2(1) ≥ 0.
Now we can set u = t‖z‖2 with t ∈ R in (3.11), and apply Remark A.7 to terms of
bi-degree (2, 2) in (z, z¯):
(3.12) t2‖z‖4ImFw0,2(1) + 2t(‖z‖4ReFw0,2(1)− ‖z‖2Re 〈z, F z1,1(z, 1)〉)
+ ϕ4(z, z¯)− ϕ′4(z, z¯)− 2‖z‖2Im 〈z, F z1,1(z, 1)〉 − ‖z‖4ImFw0,2(1) ≥ 0.
For z 6= 0 fixed, the left-hand side of (3.12) must be greater than or equal 0 for all t,
which is equivalent to (3.3) and (3.4) (for ImFw0,2(1) 6= 0, (3.4) follows from (3.3)).
Finally, if both inequalities in (3.3) are strict for any z 6= 0, then the lowest weighted
order nontrivial homogeneous term in (3.6) is positive for (z, u) 6= 0 if we choose F to
be of the form (3.2) without higher order terms. Therefore (3.6) will always hold in a
neighborhood of the origin. This proves the last statement. 
Remark 3.2. It is apparent from the proof that the conclusions of Theorem 3.1 still hold
with D,D′ being given in Chern-Moser normal forms only up to weighted order 5 at 0.
Now we are in the position to end the proof of Proposition 1.1:
End of the Proof of Proposition 1.1. In order to complete the proof of Proposition 1.1 we
need to show that given a matrix L as in (1.2), there exists F ∈ J0,0(D,D′) such that
dF0 = L. Using transformations tangent to id we can suppose that D,D
′ are in their
Chern-Moser normal form (at least up to weighted order four). Finally, acting with an
automorphism (1.3) and a dilation (z, w) 7→ (λz, |λ|2w) on the left and with unitary
transformations (z, w) 7→ (Uz, w) on both sides, we can reduce the general case to that of
L =
(
∆ 0
0 1
)
,
where ∆ is a diagonal matrix with entries the singular values αj ’s, with 0 ≤ αn ≤ . . . ≤
α1 ≤ 1. Now the argument is similar to that in the proof of Theorem 3.1. We look for
F of the form F (z, w) = (∆z, w) +
∑
k≥2(F
z
k (z, w), F
w
k (z, w)) and impose the condition
F (∂D) ⊆ ∂D′. Parametrizing ∂D with (3.5) we obtain
‖z‖2 +
∑
µ≥4
ϕµ(z, z¯, w) +
∑
k≥2
ImFwk (Z)
≥ ‖∆z‖2 + 2
∑
k≥2
Re 〈∆z, F zk (Z)〉+ ‖
∑
k≥2
F zk (Z)‖2 +
∑
µ≥4
ϕ′µ(F
z(Z), F z(Z),ReFw(Z)).
If all entries in ∆ are < 1, we choose Fw0,2 with ImF
w
0,2(1) > 0 and F
z
k = F
w
k+1 = 0 for
k ≥ 2, then it follows that F ∈ J (D,D′), that F (∂D) ⊂ ∂D′ near 0 and that F has the
required differential at 0.
Let l ≤ n and suppose that α1 = . . . = αl = 1 and αk < 1 for k > l. Let us
write z = (z′, z′′) ∈ Cl × Cn−l. Also, with obvious meaning, write F zk = (F z′k , F z′′k ).
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Set F z
′′
k = 0 for k ≥ 0. The last statement in Theorem 3.1 gives sufficient conditions
for the map (z′, w) 7→ F (z′, 0, w) to send the domain D ∩ {z′′ = 0} into the domain
D′ ∩ {z′′ = 0}. Then the appropriate choice of F z′k together with ImFw0,2(1) > 0 and the
inequality ‖(0, z′′)‖2 > ‖∆(0, z′′)‖2 for z′′ 6= 0 guarantees that F sends ∂D into D¯′ near
0. 
Lemma 3.3. Let D,D′ ⊂ Cn be in Chern-Moser normal forms and F ∈ J0,0(D,D′) be
with dF0 = id and Im 〈z, F z1,1(z, 1)〉 ≡ 0. Then
(3.13) ϕ4(z, z¯) ≡ ϕ′4(z, z¯), ϕ5(z, z¯) ≡ ϕ′5(z, z¯)
and
(3.14) F (z, w) = (z, w) + (F z1,1(z, w), F
w
0,2(w)) + (F
z
1,2(z, w) + F
z
0,3(w), F
w
0,3(w)) +O(4),
where
(3.15) ImFw0,2(1) = ImF
w
0,3(1) = 0, ‖z‖2ReFw0,2(1) ≡ Re 〈z, F z1,1(z, 1)〉
and, for any z,
(3.16) BC ≥ A2, B ≥ 0, C ≥ 0,
where
A :=− 4‖z‖4Im 〈z, F z1,2(z, 1)〉+ ‖z‖2ϕ2,2,1(z, z¯, 1)− ‖z‖2ϕ′2,2,1(z, z¯, 1),
B :=3‖z‖6ReFw0,3(1)− 2‖z‖4Re 〈z, F z1,2(z, 1)〉 − ‖z‖4‖F z1,1(z, 1)‖2,
C :=− ‖z‖6ReFw0,3(1) + 2‖z‖4Re 〈z, F z1,2(z, 1)〉 − ‖z‖4‖F z1,1(z, 1)‖2
+ ϕ3,3,0(z, z¯)− ϕ′3,3,0(z, z¯).
(3.17)
Moreover F z4,0 ≡ 0, Fw5,0 ≡ 0, Fw3,1 ≡ 0.
Proof. We first prove that ImFw0,2(1) = 0. Indeed, we have ImF
w
0,2(1) ≥ 0 by Theorem 3.1.
If we had ImFw0,2(1) > 0, then dividing both sides of (3.3) by ImF
w
0,2(1) we would obtain
that
(3.18) ϕ14(z)− ϕ24(z)− 2‖z‖2Im 〈z, F z1,1(z, 1)〉 − ‖z‖4ImFw0,2(1) ≥ 0,
and therefore ϕ14(z)−ϕ24(z) ≥ 0 (since Im 〈z, F z1,1(z, 1)〉 ≡ 0). Since tr(ϕ14(z)−ϕ24(z)) = 0,
the function ϕ14(z) − ϕ24(z) is harmonic and hence would be identically zero by the
maximum principle. Then (3.18) would imply ImFw0,2(1) = 0, a contradiction. There-
fore ImFw0,2(1) = 0 and also ϕ
1
4(z) − ϕ24(z) ≡ 0. Hence (3.3) implies ‖z‖2ReFw0,2(1) ≡
Re 〈z, F z1,1(z, 1)〉. This proves (3.15), except for Fw0,3.
Summarizing, we have the equality in (3.12) for all z and t. Hence, by Lemma A.8,
we must have the equality also in (3.11). In particular, separating types, we obtain the
vanishing of
(3.19) Fw4,0, F
w
2,1(z, 1), F
z
3,0(z), ‖z‖2ReFw2,1(z, 1)− 2Re 〈z, F z3,0(z)〉.
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Hence in (3.6) all terms of weighted order less or equal to 4 cancel each other, and we
obtain the following inequality for the terms of weighted order 5:
(3.20) ϕ5(z, z¯) + ImF
w
5,0(z) + ImF
w
3,1(z, w) + ImF
w
1,2(z, w)
≥ 2Re 〈z, F z4,0(z)〉 + 2Re 〈z, F z2,1(z, w)〉+ 2Re 〈z, F z0,2(w)〉+ ϕ′5(z, z¯),
where the terms are evaluated at (z, w) = (z, u + i‖z‖2). By Corollary A.6, we can pass
to the reduced inequality involving only terms of degree 0 in u. These are homogeneous
polynomials of the odd degree 5 in (z, z¯) and hence we have the equality:
(3.21) ϕ5(z, z¯) + ImF
w
5,0(z) + ImF
w
3,1(z, i‖z‖2) + ImFw1,2(z, i‖z‖2)
= 2Re 〈z, F z4,0(z)〉 + 2Re 〈z, F z2,1(z, i‖z‖2)〉+ 2Re 〈z, F z0,2(i‖z‖2)〉+ ϕ′5(z, z¯).
Separating types we obtain
(3.22) ImFw5,0(z) = 0,
(3.23) ImFw3,1(z, i‖z‖2) = 2Re 〈z, F z4,0(z)〉,
(3.24) ϕ5(z, z¯)+ImF
w
1,2(z, i‖z‖2) = 2Re 〈z, F z0,2(i‖z‖2)〉+2Re 〈z, F z2,1(z, i‖z‖2)〉+ϕ′5(z, z¯).
Similarly we can repeat the argument for the terms of degree 1 in u in (3.20) and separating
types we obtain
(3.25) ImFw3,1(z, u) = 0,
(3.26) u‖z‖2ReFw1,2(z, 1) = uRe 〈z, F z2,1(z, 1)〉+ 2‖z‖2uIm 〈z, F z0,2(1)〉.
Finally, repeating the process for the terms of degree 2 in u in (3.20), we obtain
(3.27) ImFw1,2(z, u) = 2Re 〈z, F z0,2(u)〉.
Now (3.22) and (3.25) imply that Fw5,0 ≡ 0 and Fw3,1 ≡ 0. Then (3.23) gives F z4,0 ≡ 0.
From (3.27), dividing both sides by u2 and noticing that both maps z 7→ Fw1,2(z, 1) and
z 7→ 〈z, F z0,2(1)〉 are holomorphic, we obtain
(3.28) Fw1,2(z, 1) ≡ 2i〈z, F z0,2(1)〉.
Now substituting (3.28) into (3.24) (taking into account that Fw1,2(z, i‖z‖2) = −‖z‖4Fw1,2(z, 1)
and F z0,2(i‖z‖2) = −‖z‖4F z0,2(1)), we obtain
(3.29) ϕ5(z, z¯) = ϕ
′
5(z, z¯) + 2‖z‖2Im 〈z, F z2,1(z, 1)〉.
Also, from (3.26) and (3.28) we find
(3.30) Re 〈z, F z2,1(z, 1)〉 = −4‖z‖2Im 〈z, F z0,2(1)〉.
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Separating types, this means
〈F z2,1(z, 1), z〉 = 4i‖z‖2〈z, F z0,2(1)〉,
which, together with (3.29) implies
(3.31) ϕ5 − ϕ′5 = −8‖z‖4Re 〈z, F z0,2(1)〉.
Note that we have tr2(ϕ5) ≡ tr2(ϕ′5) ≡ 0. Therefore using the uniqueness of the trace
decomposition (see [6]) we conclude that ϕ5 ≡ ϕ′5 and F z0,2(1) = 0, and hence Fw1,2(z, 1) ≡ 0
in view of (3.28)
It remains to show that ImFw0,3(1) = 0 and the inequalities in (3.16). We now can pass
to the weighted order 6 inequality, which yields
(3.32) ϕ6(z, z¯, u) + ImF
w
6,0(z) + ImF
w
4,1(z, w) + ImF
w
2,2(z, w) + ImF
w
0,3(w)
≥ 2Re 〈z, F z5,0(z)〉+ 2Re 〈z, F z3,1(z, w)〉+ 2Re 〈z, F z1,2(z, w)〉+ ‖F z1,1(z, w)‖2 + ϕ′6(z, z¯, u),
where the terms are evaluated at (z, w) = (z, u+i‖z‖2). Using Corollary A.6 for the terms
of degree 0 in (z, z¯), we have u3ImFw0,3(1) ≥ 0 which implies ImFw0,3(1) = 0. Now we let
u = t‖z‖2 for t ∈ R and look at the weighted order 6 inequality using Lemma A.8 to pass
to the terms of type (3, 3) in (z, z¯):
ϕ3,3,0(z, z¯) + ϕ2,2,1(z, z¯, 1)t‖z‖2 + Im [Fw0,3(1)(t+ i)3]‖z‖6
≥2Re 〈z, F z1,2(z, 1)(t+ i)2‖z‖4〉+ ‖F z1,1(z, 1)(t+ i)‖2‖z‖4
+ϕ′3,3,0(z, z¯) + ϕ
′
2,2,1(z, z¯, 1)t‖z‖2.
(3.33)
In view of ImFw0,3 = 0, (3.33) leads to the quadratic inequality Bt
2 + 2At+ C ≥ 0 for all
t and z with A,B,C as in (3.17). The latter inequality is clearly equivalent to (3.16). 
Remark 3.4. Observe that, for any k, the property that one has the equality in (3.6) up to
weighted order k does not depend on the choice of coordinates. Indeed, (3.6) is obtained
by substituting the parametrization
γ : (z, u) 7→ F (z, u+ i‖z‖2 + i
∑
ϕµ(z, z¯, u))
of F (∂D) into the defining function
ρ(z, w) := Imw − ‖z‖2 −
∑
ϕ′µ(z, z¯,Rew)
of ∂D′. Then the equality in (3.6) up to weighted order k means that ρ ◦ γ vanishes up to
weighted order k at 0. Now we claim that for any smooth defining function ρ˜ of ∂D′ and
any smooth parametrization γ˜(z˜, u˜) = γ(z(z˜, u˜), u(z˜, u˜)) of F (∂D) with du
dz˜
(0) = 0, the
weighted vanishing orders of ρ˜◦ γ˜ (in (z˜, u˜)) coincides with that of ρ◦γ (in (z, u)). Indeed,
we have ρ˜ = ρα for a suitable function α and hence the weighted vanishing order of ρ˜◦γ is
at least as high as that of ρ◦γ. Furthermore, writing (z, u) = (Az˜+Bu˜, Cu˜)+O(‖z˜‖2+u˜2)
with suitable matrices A,B,C, we see that also the weighted vanishing order of ρ˜◦ γ˜ is at
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least as high as that of ρ ◦ γ. Reversing the argument, we see that both vanishing orders
are equal as claimed.
We shall say that F (∂D) is tangent to ∂D′ at 0 up to weighted order k if we have the
equality in (3.6) up to weighted order k. The latter property is well-defined and does not
depend on coordinate choices in view of Remark 3.4.
Proposition 3.5. Let D,D′ ⊂ Cn be in their Chern-Moser normal forms and F ∈
J0,0(D,D′) be of the form (3.2). The following conditions are equivalent:
(1) The germ F is 2-flat (in the sense of Definition 1.2);
(2) F (∂D) is tangent to ∂D′ at 0 up to weighted order 4;
(3) Im 〈z, F z1,1(z, 1)〉 ≡ 0.
Proof. Suppose that F is 2-flat and choose coordinates according to Definition 1.2 such
that F = id+O(3). By Theorem 3.1, Fw3,0 ≡ 0 and therefore we have the equality in (3.6)
up to weighted order 3. Next, examining terms of weighted order 4 of types (2, 2, 0) and
(0, 0, 2) in (z, z¯, u) in (3.6) we see that they only involve the second derivatives of F and
ϕ14 − ϕ14 (cf. (3.12)), where the latter vanishes by Lemma 3.3 since F z1,1 ≡ 0. Hence, by
Lemma A.8, the whole weighted homogeneous part of (3.6) of order 4 must vanish. Thus
(1) implies (2).
Now assume (2). In particular, we have the equality in (3.11) which, for the terms of
type (0, 0, 2) in (z, z¯, u) yields ImFw0,2(1) = 0. Then the equality in (3.12) together with
the trace decomposition implies (2) as in [6].
Finally, assuming (3), applying Lemma 3.3 and arguing as before, we obtain (2) proving
that (2) and (3) are in fact equivalent. Now consider the parabolic automorphism of type
gr(z, w) =
(z, w)
1− rw
with r = −ReFw0,2(1). As shown in [6], there exists a unique transformation h such that
h(0) = 0, d0h = id and Reh
w
0,2(1) = 0 and D˜
′ := h(gr(D
′)) is in its Chern-Moser normal
form. Then the map F˜ = h◦gr ◦F satisfies (2) (with respect to D and D˜′) and, moreover,
Re F˜w0,2(1) = 0. As we have seen, (2) implies (3) and therefore we can apply Lemma 3.3
(identity (3.15)) to F˜ to conclude that F˜ = id+O(3). Hence (1) holds as desired. 
Proof of Theorem 1.4. By definition, if there exists a 2-flat map F ∈ Jp,p′(D,D′), we have
F = id + O(3) with respect to some Chern-Moser normal coordinates for ∂D and ∂D′
vanishing at p and p′ respectively. Then by Lemma 3.3 (identity (3.13)), the Chern-Moser
normal forms of ∂D and ∂D′ coincide up to weighted order 5 and therefore (∂D, p) and
(∂D′, p′) are equivalent up to weighted order 5.
Conversely, suppose (∂D, p) and (∂D′, p′) are biholomorphically equivalent up to
weighted order 5. Then it follows from the construction of the normal form in [6] that
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there exist Chern-Moser normal forms for ∂D and ∂D′ that coincide up to weighted order
5. We will construct a map F ∈ J (D,D′) with F = id+O(3) of the form
(3.34) F (z, w) = (z, w) + (λ1w
2z, λ2w
3 + iλ3w
4)
with λ1, λ2, λ3 being real numbers to be suitably chosen. We first remark that with this
choice of F one always has the equality in (3.6) up to weighted order 5. We now consider
the corresponding inequality for the terms of weighted order 6:
(3.35) ϕ16(z, z¯, u) + λ2Im (u+ i‖z‖2)3 ≥ 2λ1‖z‖2Re (u+ i‖z‖2)2 + ϕ26(z, z¯, u),
which is equivalent to
(3.36) u2‖z‖2(3λ2 − 2λ1) + ‖z‖6(−λ2 + 2λ1) ≥ ϕ26(z, z¯, u)− ϕ16(z, z¯, u),
where ϕ26(z, z¯, u)−ϕ16(z, z¯, u) = O(‖z‖6+u2‖z‖2). Therefore we can choose λ1, λ2 to have
the strict inequality in (3.36) whenever z 6= 0. We still have the equality for z = 0, u 6= 0
and hence have to pass to higher order terms to obtain strict inequality for all (z, u) 6= 0.
After further inspection of the terms of weighted order 7 and 8 we see that each of them,
except λ3u
4, is o(‖z‖6+u2‖z‖2) as (z, u)→ 0 due to the Chern-Moser normalization of the
terms ϕjµ. Hence, choosing λ3 > 0 and λ1, λ2 as above we obtain the strict inequality for
the sum of the terms up to weighted order 8 for all sufficiently small (z, u) 6= 0. Finally, in
the full weighted homogeneous expansion of (3.6), we will also reach the strict inequality
for all sufficiently small (z, u) 6= 0 implying F ∈ Jp,p′(D,D′). This proves the existence
part of Theorem 1.4. 
Appendix A.
A.1. Attraction property of analytic discs. The following elementary property has
been used in the proof of Lemma 2.1 (see [4] for more elaborate refined versions).
Lemma A.1. Let D ⊂ Cn be a bounded domain and p ∈ ∂D a boundary point. Suppose
that D does not contain nontrivial complex-analytic varieties through p. Then, for any
0 < η < 1 and any neighborhood U of p, there exists another neighborhood V of p such
that, if f : ∆→ D is a holomorphic map with f(0) ∈ V , then f(η∆) ⊂ U .
Proof. By contradiction, suppose that, for some fixed η and U , there exists a sequence
of holomorphic maps fk : ∆ → D with fk(0) → p such that fk(η∆) 6⊂ U . By Montel’s
theorem, {fk} can be assumed convergent to a limit map f : ∆ → D, uniformly on
compacta, in particular, on η∆. Since f(∆) ⊂ D and, by the assumption, D does not
contain nontrivial varieties through p, we must have f(z) ≡ p. The latter fact implies
fk(η∆) ⊂ U contradicting the choice of the sequence {fk}. The proof is complete. 
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A.2. Polynomial approximations in real variables. We begin with a function f(x)
in one (real) variable that is approximated by a polynomial p(x) up to some error term
r(x). We have the following elementary property whose proof is left to the reader:
Lemma A.2. Let p(x) be a real polynomial of degree d, r(x) a real function satisfying
r(x) = o(|x|d), x→ 0,
and suppose that p(x) + r(x) ≥ 0 for x ≥ 0 in a neighborhood of 0. Then p(x) ≥ 0 for
x > 0 in a neighborhood of 0.
Remark A.3. The same statement obviously holds if d > 0 is replaced by any real number
and p(x) by any finite linear combination of powers xl for l ≤ d.
We next extend Lemma A.2 to several (real) variables. For simplicity, we restrict our-
selves to the two-dimensional case. Recall that the Newton polytope of a polynomial
p(x1, x2) =
∑
l1l2
pl1l2x
l1
1 x
l2
2 is the convex hull of the set of all (l1, l2) with pl1l2 6= 0. The
extended Newton polytope is the minimal convex set C containing the Newton polytope
such that, if (l1, l2) ∈ C, then (k1, k2) ∈ C whenever k1 ≤ l1 and k2 ≤ l2. We have the
following extension of Lemma A.2:
Lemma A.4. Let p(x1, x2) be a real polynomial and for j = 1, . . . , s, let rj(x) be real
functions and (dj1, dj2) be pairs of nonnegative integers satisfying
rj(x) = o(|xdj11 xdj22 |), x = (x1, x2)→ 0, x1, x2 ≥ 0.
Suppose that the convex hull of the set {(dj1, dj2) : 1 ≤ j ≤ s} does not intersect the
interior of the extended Newton polytope of p(x) and that
p(x) +
∑
j
rj(x) ≥ 0,
for x1, x2 ≥ 0 in a neighborhood of 0. Then p(x) ≥ 0 for x1, x2 ≥ 0 in a neighborhood of
0.
Proof. It follows from the assumptions that there exists a pair (ν1, ν2) 6= 0 of nonnegative
integers such that, for any coefficient pl1l2 6= 0 of p and any j = 1, . . . , s, one has
ν1l1 + ν2l2 ≤ ν1dj1 + ν2dj2.
Then, for any real numbers λ1, λ2 > 0, we have p(λ1x
ν1, λ2x
ν2) ≥ 0 for x > 0 in a
neighborhood of 0 in view of Remark A.3. Since λ1, λ2 are arbitrary, we obtain the
conclusion of the lemma. 
Consider now the case of variables X1 ∈ Rn1 and X2 ∈ Rn2 and write a polynomial
p(X1, X2) in the form
p(X1, X2) =
∑
l1l2
pl1l2(X1, X2),
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where pl1l2(X1, X2) is bihomogeneous in (X1, X2) of bidegree (l1, l2). Define the extended
bihomogeneous Newton polytope of p in N2 the same way as above. Then, we obtain the
following extension of Lemma A.4:
Lemma A.5. Let p(X1, X2) be a real polynomial in X = (X1, X2) ∈ Rn1 × Rn2 and
for j = 1, . . . , s, let rj(x) be real functions and (dj1, dj2) pairs of nonnegative integers
satisfying
rj(X) = o(‖X1‖dj1‖X2‖dj2), X = (X1, X2)→ 0.
Suppose that the convex hull of the set {(dj1, dj2) : 1 ≤ j ≤ s} does not intersect the
interior of the extended Newton polytope of p(X) and that
p(X) +
∑
j
rj(X) ≥ 0,
for X in a neighborhood of 0. Then p(X) ≥ 0 for X in a neighborhood of 0.
The proof can be obtained by restricting p and rj to the span of two arbitrary vectors
(v1, 0) and (0, v2) in R
n1 × Rn2 and applying Lemma A.4. In particular, we have the
following “cancellation rule” for weighted homogeneous polynomials:
Corollary A.6. Let ν1, ν2 > 0 be weights assigned to X1, X2 and let p(X1, X2)
be a weighted homogeneous polynomial of degree d in (X1, X2) ∈ Rn1 × Rn2, i.e.
P (tν1X1, t
ν2X2) = t
dP (X1, X2) and r be a real function satisfying
r(X1, X2) = o((‖X1‖1/ν1 + ‖X2‖1/ν2)d), (X1, X2)→ 0
such that p(X) + r(X) ≥ 0 for X = (X1, X2) in a neighborhood of 0. Then p(X) ≥ 0.
Furthermore, if p0(X1, X2) is the nontrivial bihomogeneous component of p of minimal
degree in X1 (or in X2), then also p0(X1, X2) ≥ 0.
A.3. Homogeneous polynomials in complex variables. By separating homogeneous
terms and applying the above statements, one can reduce general polynomial inequalities
to inequalities for homogeneous terms. We next state some elementary results that can
be useful to separate complex monomials of the form zkz¯l.
Let p(z, z¯) be a homogeneous real-valued polynomial of degree d with
(A.1) p(z, z¯) =
∑
k
pkz
kz¯d−k ≥ 0
for z ∈ C in a neighborhood of 0.
Remark A.7. Observe that, if d is odd, then (A.1) is only possible if p ≡ 0. If d is even,
the situation is more complicated. Set d = 2s. By integrating (A.1) for z = z0e
iθ with
0 ≤ θ ≤ 2pi, we immediately obtain that ps ≥ 0.
In case ps > 0 one has, in general, no conclusion about the other coefficients in (A.1).
However, if ps = 0, all other coefficients must vanish:
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Lemma A.8. Let p(z, z¯) be a homogeneous real-valued polynomial of degree 2s satisfying
(A.1) for z ∈ C in a neighborhood of 0. Suppose that ps = 0. Then p(z, z¯) ≡ 0.
Proof. We assume p 6≡ 0 and prove the statement by induction on the maximal number
k with pk 6= 0. By the assumption and the reality of p, we have s < k ≤ 2s. Otherwise
we have s < k ≤ 2s and let ε be any primitive 4(k − s)th root of unity. Then, if we
multiply z in (A.1) by ε, we obtain a new inequality where the term with zkz¯2s−k changes
sign whereas all other terms receive factors different from −1. Hence, by adding the new
inequality and the old one, we eliminate the term with zk z¯2s−k and keep all other nonzero
terms with with possibly changed but still nonzero coefficients. By the induction, the
new polynomial must be zero. This is only possible if zkz¯2s−k and its conjugate are the
only nonzero terms of p(z, z¯). Since k 6= s, we obtain a contradiction with (A.1). Hence
p(z, z¯) ≡ 0. 
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