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要 旨
制約整数計画（CIP: Constraint Integer Programs）は，制約プログラミング（CP: Constraint







る FiberSCIP である．ParaSCIPは，HLRN IIスーパーコンピュータ上で，一つのインスタン
スを解くために最大 7,168 コアを利用した動作実績がある．また，統計数理研究所の Fujitsu





SCIP（Solving Constraint Integer Programs, http://scip.zib.de）は，制約整数計画（CIP: Con-
straint Integer Program）を解くために開発されたソフトウェア・フレームワークである（Achter-
berg, 2007, 2009）．CIPは，混合整数計画（MIP: Mixed Integer Programming，本論文では，混
合整数線形計画: Mixed Integer Linear Programming を単にMIPと記述する）を完全に包含す
る最適化問題のクラスである（CIPの詳細は第 2節で紹介する）．つまり，SCIPはMIPソルバ
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データ自体が資産であるとも言える．研究目的としても，MIPLIB（Bixby et al., 1992, 1998;
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一般的な MIP ソルバの並列化に関する研究は過去にも行われてきている（Bixby et al., 1999;
Bussieck et al., 2009; Chen and Ferris, 1999; Eckstein, 1997; Phillips et al., 2006; Linderoth, 1998;
Ralphs et al., 2003; Shinano et al., 2003, 2007, 2008; Xu et al., 2009）が，スーパーコンピュータ
を利用しても，商用の逐次ソルバの性能を超えることはほとんどなかった．著者らの知る限り，
商用ソルバで解けないインスタンスを商用ソルバより先に解いたケースは，ほぼ手動で部分問











的なコンセプトは，“Tree of Trees Concept”と呼ばれ，探索木を部分木の集まりとみなし，部
分木は既に高性能な MIPソルバ自身に解かせるというコンセプトである．これは，著者らが














に初めて最適解を与えることができた（Shinano et al., 2012）．








定義 1.（制約整数計画（CIP: Constraint Integer Program））制約整数計画 CIP = (C, I, c) は，
次の問題を対象とする:
(CIP) c =min{cx |C(x), x∈ n, xj ∈ for all j ∈ I}.
ここで，C = {C1, . . . ,Cm} は制約式 Ci : n →{0,1}，i= 1, . . . ,mからなる有限集合，I ⊆N =
{1, . . . ,n} は変数の添字集合の部分集合，c ∈ n は目的関数の係数ベクトルである．加えて，
CIPは次の条件を満たさなければならない:
(2.1) ∀xˆI ∈I ∃(A′, b′) : {xC ∈ C |C(xˆI ,xC)}= {xC ∈ C |A′xC ≤ b′}.






つまり，C(x)= {x∈ n |Ax≤ b}，A∈ m×n，b∈ mである，CIPの特殊ケースであり以下で
定義される:
(MIP) c =min{cx |x∈ n,xj ∈ for all j ∈ I}.
このMIPの最適値に対する下界値は，整数条件を取り除いた緩和問題である次の LPの最適値
により与えられる:
(LP) c =min{cx | x∈ n,Ax≤ b}.





式ハンドラ（constraint handler）であり，制約式 C(x)のクラスに対する plug-in を追加すること
で，扱える制約式のクラスが増える．この plug-inは，扱うクラスの制約式の意味を解釈し，そ
















• Branching Rules: 分枝変数の選択方法の指定
• Node Selectors: 分枝限定木における葉ノードの中で次に実行するものを指定
• Primal Heuristics: より良い上界値を与えるためのヒューリスティック解法








図 2. Flowchart of SCIP.
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3. UG（Ubiquity Generator framework）を利用した並列ソルバ ParaSCIPと FiberSCIP
SCIPの並列化は，Tree of Trees Concept を特定のソルバに依存せず実現する単一のソフト
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図 3. Initialization step.
この命名規則は並列ソルバの特徴を直接的に表現している．この命名規則を使うと，ParaSCIP















































タで指定された相対誤差範囲内にあるものを指す．良好な ParaNode の数が p を超えると，
全ての Solver に Ramp-Up 終了の通知を転送する．各 Solver は，その通知を受け取ると，
ParaNodeの作成と転送を中止する．
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部分問題が削除される．


























うに要求が来るまで，分枝毎に 1個の部分問題を ParaNodeへ変換して LoadCoordinator
へ転送する．











新たな ParaNodeを LoadCoordinator へ要求し，新たな ParaNodeを受け取ると，計算
中の分枝限定木を破棄し，受け取った ParaNodeの計算を開始する．LoadCoordinatorは，
複数の Solverから要求を受ける可能性があるので，常に ParaNode要求のあった Solverへ
ParaNodeを送れるわけではない．新たな ParaNodeを受け取れなかった Solverは，そのま
ま計算を続行する．一方，LoadCoordinatorが新たな ParaNodeを送る場合には，Solver
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FiberSCIPでは，共有メモリに存在する SCIPの環境に常にアクセスでき，SCIPの API（Ap-
























数値実験に利用したMIPLIB2010 の Benchmark テストセット（87インスタンス）の特徴を








ドは，2.5 GHzの Quad-Core Xeon E5420 CPUを 2個搭載する PowerEdgeTM 2950でメモリ
容量は 16GBである．数値実験に利用した SCIPのバージョンは 2.1.1であり，LPソルバとし
て SoPlex 1.6.0.1を利用した．FiberSCIPの全ての数値実験は，2時間の計算時間制限を設けて
実施した．Racing Ramp-Upにおける Racing段階の停止条件は，2時間の制限時間の 0.5％ に
あたる 36秒とした．ただし，300個の未処理の部分問題を勝者 Solverが保持しない場合は，
制限時間の 25％ にあたる最大 1800秒まで Racing段階を継続する．加えて，実行可能解が見
つかっていない状態の場合，Racing段階は制限時間まで継続する．これは，FiberSCIPでは実
行不可能性の検出に有効な情報を，他の Solverへ転送していないので，転送した部分問題が
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巨大な分枝限定木を生成する可能性が高いためである．本数値実験では，制限時間を考慮して
このような設定を行った．SCIPのパラメタ設定は，基本的にはデフォルトである．ただし，利










示されている．計算時間に “>”が示されているのは制限時間を超えたことを示す．また，“ ! ”
が付加されている結果は，プログラムが異常終了したことを示す（制限時間を超えた場合と異
常終了の場合は，解かれた部分問題数が正しく出力できないことがあり，正しく出力できない















て 7200秒として計算した計算時間の幾何平均であり，H. D. Mittlemannによるベンチマーク
で採用されている評価方法である．本論文における FiberSCIPによる数値実験結果の表は，以
降同じ表記方法であり差分を適宜補足する．
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図 4. Relative computing time ratio of FiberSCIP compared to SCIP.










の実行時間を計算終了の時間とする．表 3は，Solverスレッド数を，2, 4，6, 8と増やして行っ












1 Solver当たりの性能低下を調べるため， 表 3のインスタンス名に（i）と（i*）の印をつけた
結果を詳細に調べた．（i）は，1, 2, 4, 6 Solverスレッド数で同じ数の部分問題を解いたインス
タンスであり，勝者 Solverが同じであると考えられる．一方，（i*）は，6 Solverスレッドだ
けが異なる部分問題数であり，かなり性能の近い競合する複数の Solverの存在を示唆する．
競合する複数の Solverが存在するために 8 Solverによる結果だけが異なるケースがあるか
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能は表 3では 15％低下しているので，上界値通信による Racing段階のみの実行性能は逐次処
理の結果と同程度となる．
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表 6. Summary of speedups.
ンスタンス数に関しては，Racing Ramp-Up は Normal Ramp-Up と比較して相対的に優位性
を増している．加速率は，Normal Ramp-Upの方が良いが，Racing Ramp-Upの方がやはり安
定的に多くのインスタンスを解くといえる．全ての試行で解かれたインスタンス数の平均とい







バとして示されている）．最新の並列 MIP ソルバとしての性能に関しては WEB ページを参
照されたい．また，本論文においては，ページ数の制限もあるため MIPに対する結果のみを




















に得られた解を与えて，CPLEX による計算を，ZIBが所有する 8 Quad-Core AMD Opteron
8384 プロセッサ，クロック 2.7 GHzを 4個（32コア）搭載し，512 GBメモリを持つ Sun Galaxy
4600により行った．約一ヶ月程度の計算の後，CPLEXは異常停止し，その間，ParaSCIPによ
り求まった解を更新することは無かった．そこで，再スタートを行わないで，1ジョブにより
HLRN II上で ds インスタンスを ParaSCIPを用いて解くことを試みた．

















表 7に，HLRN II上で実現した 1ジョブでインスタンスを解いた際の実行結果を示す．stp3d
に関しては，最適解を与えて計算を開始している．したがって，最適性の保証計算である．各
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表 7. Single job computations.




Ramp-Upの結果，および，7,168 コアを利用した Racing Ramp-Upの結果も示している．いず
れの結果においても，Racing Ramp-Up後の負荷分散が良好であることがわかる．dsでは，解
かれた部分問題数に対して 1.4％の部分問題の転送により負荷分散が実現しており，全 Solver













した 7,168コアにより stp3dの計算は 1.34倍速くなっている．この規模のスケールアップとし
ては十分な加速が得られたと考えられる．
次に，チェックポイント・再スタートによる計算結果を，1ジョブによる結果と比較する．


































理研究所のスパコンDistributed-memory supercomputer Fujitsu PRIMERGY RX200S5上でも
動作しており，LPソルバとして CPLEX 12.3 を利用して，MIPLIB2010の dg012142（6,310制
約，640の 0-1変数，1,440の連続変数を持つ MIP）を解いた．このインスタンスは，256コア
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Parallelizing the Constraint Integer Programming Solver SCIP
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The paradigm of constraint integer programming (CIP) combines modeling and solv-
ing techniques from the ﬁelds of constraint programming (CP), mixed-integer program-
ming (MIP) and satisfability problem (SAT). This paradigm allows us to address a wide
range of optimization problems. SCIP is an implementation of the idea of CIP and is
now being continuously extended by a group of researchers centered at Zuse Institute
Berlin (ZIB). This paper introduces two parallel extensions of SCIP. One is ParaSCIP,
which is intended to run on a large scale distributed memory computing environment,
and the other is FiberSCIP, intended to run on a shared memory computing environment.
ParaSCIP has been run successfully on the HLRN II supercomputer utilizing up to 7,168
cores to solve a single diﬃcult MIP. It has also been tested on an ISM supercomputer
(Fujitsu PRIMERGY RX200S5 using up to 512 cores). The previously unsolved instance
dg012142 from MIPLIB2010 was solved by using the ISM supercomputer.
Key words: Mixed integer programming, constraint integer programming, SCIP, parallelization.
