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Abstract
Starting with a basis of F2k2 , we define some sets in F2k2 that are the supports of
bent functions of 2k variables. We also establish some results in order to count the
number of bent functions we can construct, and we provide a complete classification
of all bases of F2k2 (for k = 2) providing the same supports of bent functions.
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1 Introduction
A Boolean function maps a number of input bits into a single bit. Boolean functions
are widely used in different types of cryptographic applications such as block ciphers,
stream ciphers and hash functions [3, 5, 21], in coding theory [2, 15], among others. A
cryptographic function should have high nonlinearity in order to prevent attacks based
on linear approximation [1, 13, 19, 22]. The functions achieving the maximal possible
nonlinearity possess the best resistance to the linear attack and they are called bent
functions [27, 29]. Bent functions have been the subject of some interest in coding theory
[17, 18], in logic synthesis [31] and in cryptography [21].
A general method for generating all bent functions is not known to exist yet, except
for some particular cases; for n = 2 there are only 8 bent functions, for n = 4 there are
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896 bent functions, for n = 6, Preneel [25] and Chang [8] proved that the number of
bent functions is 5 425 430 528, and for n = 8, Langevin and Leander [16] proved recently
that the number of bent functions is 99 270 589 265 934 370 305 785 861 242 880 ≈ 2106.
Nevertheless, the classification and the number of bent functions for n ≥ 10 is still an
open problem.
The origin of bent functions goes back to a theoretical article of McFarland [20] on sets
of finite differences in finite non-cyclic groups. One year after, Dillon [11] systematized
and extended the ideas of McFarland, proving a great quantity of properties. The name
bent for these functions is due to Rothaus [26]. There are different ways to obtain bent
functions, most of them are based on the algebraic normal form of a Boolean function,
see, for example, [7, 6, 8, 11, 12, 14, 20, 22, 26, 29, 32]. However, there are very few
constructions of bent functions based on the support (or equivalently, on the truth table)
of Boolean functions; for example the partial spread class of bent functions introduced by
Dillon [11].
The use of the algebraic normal form or the truth table, both have its advantages
and disadvantages. For example, the algebraic normal form of a Boolean function f(x)
of n variables provides directly its degree and, if it is greater than n/2 we can state that
f(x) is not a bent function (see [26]); nevertheless, we do not know the cardinality of its
support (that is, its weight). On the other hand, if we know the truth table of f(x), we
know if its support has the necessary number of elements to be a bent function, although
we do not know its degree. To see the relation between the algebraic normal form of a
Boolean function and its support see, for example, [9].
The rest of the paper is organized as follows. Firstly, in Section 2 we introduce some
basic definitions and notations that are used hereafter. In Section 3, starting with a bases
of F2k2 we introduce some sets of F2k2 with the property that they are the supports of bent
functions of 2k variables. In Section 4 we introduce some results in order to count how
many bent functions we can construct using the method introduce in Section 3 and finally,
in Section 5 we present some conclusions and open problems.
2 Preliminary results
We denote by F2 the Galois field of two elements, 0 and 1, with the addition (denoted
by ⊕) and the multiplication (denoted by juxtaposition). For any positive integer n, it
is well-known that Fn2 is a linear space of dimension n over F2 with the usual addition
(denoted also by⊕). If for i = 0, 1, 2, . . . , 2n−1, we denote by i the binary expansion of i of
n digits, then Fn2 = {i | 0 ≤ i ≤ 2n−1}. Furthermore, we denote by Span {u1,u2, . . . ,ul}
the linear subspace of Fn2 generated by the vectors u1,u2, . . . ,ul ∈ Fn2 . We say that the
set {u1,u2, . . . ,ul} is a Gauss-Jordan basis of cardinality l if the matrix whose rows
are u1,u2, . . . ,ul is in reduced row echelon form (see also [4, 10]). Moreover, if S ⊆ Fn2
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and a⊕ S = {a⊕ u | u ∈ S} for a ∈ Fn2 , then it is evident that
|a⊕ S| = |S| ,
where |S| denotes the number of elements of S. We will use this property without men-
tioning it explicitly.
A Boolean function of n variables is a map f : Fn2 −→ F2. The set of all Boolean
functions of n variables is denoted by Bn; it is well known that Bn, with the usual addition
of functions (that we also denote by ⊕), is a linear space of dimension 2n over F2. The
complementary function of f ∈ Bn is the Boolean function 1⊕ f .
If f ∈ Bn, we call truth table of f (see, for example [23, 24]) the binary sequence of
length 2n given by
ξ = (f(0), f(1), . . . , f(2n − 1)).
We call support of f , denoted by Supp (f), the set of vectors of Fn2 whose image by f is
1, that is,
Supp (f) = {a ∈ Fn2 | f(a) = 1} .
Furthermore, we call weight of f , denoted by w(f), the number of 1s of the truth table
of f and therefore, w(f) = |Supp (f)|.
If f, g ∈ Bn, it can be checked that Supp (f ⊕ g) = Supp (f) ∆ Supp (g) where ∆
denotes the symmetric difference of sets. As a consequence Supp (1⊕ f) = Fn2 \ Supp (f)
and so w(1⊕ f) = 2n − w(f).
Furthermore, if f ∈ Bn and a ∈ Fn2 , then Supp (ga) = a⊕ Supp (f) where ga ∈ Bn is
the Boolean function of n variables given by ga(x) = f(a⊕ x) for all x ∈ Fn2
We said that f is balanced if w(f) = 2n−1. It is evident that f is balanced if and
only if 1⊕ f is balanced.
We say that f ∈ Bn is an affine function if it takes the form
f(x) = 〈a,x〉 ⊕ b
where a ∈ Fn2 , b ∈ F2 and 〈a,x〉 denotes the dot product of a and x. If b = 0, f is
called a linear function. Affine functions are balanced, but not all balanced functions
are affine.
The nonlinearity of a Boolean function f ∈ Bn is defined as
NL(f) = min{d(f, ϕ) | ϕ ∈ An}
where An is the set of all affine functions and d(f, ϕ) = w(f ⊕ ϕ) is the Hamming
distance between f and ϕ. The nonlinearity of f is upper bounded (see, for example,
[21, 29]) by
NL(f) ≤ 2n−1 − 2n2−1.
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The Boolean functions that achieve the maximum nonlinearity are called bent functions
(see, for example, [21, 29]). As a consequence, bent functions of n variables only exist for
n even.
The following result gives us a characterization of a bent function.
Theorem 1 ([28, 29]): Let f(x) be a Boolean function of n variables with n even. The
following statements are equivalent.
(a) f(x) is a bent function.
(b) The Boolean function f(x)⊕ f(a⊕ x) is balanced for all a ∈ Fn2 \ {0}.
(c) The number of 1s in the truth table of the Boolean function f(x)⊕ 〈a,x〉 is 2n−1±
2
n
2
−1 for all a ∈ Fn2 .
As a consequence of the previous result we have the following characterization of the
support of a bent function that we will use in the rest of the paper.
Corollary 1: Assume that S ⊆ Fn2 with n even. Then S is the support of a bent function
of n variables if and only if S ∆(a⊕S) is the support of a balanced function of n variables
for all a ∈ Fn2 \ {0}.
Proof: Let f ∈ Bn. If S = Supp (f), then the result follows by Theorem 1 and from the
fact that S ∆(a⊕ S) is the support of the Boolean function f(x)⊕ f(a⊕ x). 
Another consequence of Theorem 1 is that if f ∈ Bn is a bent function, then w(f) =
2n−1 ± 2n2−1. Also, 1⊕ f ∈ Bn is a bent function and w(1⊕ f) = 2n−1 ∓ 2n2−1.
3 Main results
In this section we introduce an iterative process in order to provide the supports of
some bent functions of n variables from a basis of Fn2 . From now on, we assume that
n = 2k and that U = {u1,u2, . . . ,u2k−1,u2k} is a basis of Fn2 . For i = 1, 2, . . . , k, consider
the linear subspaces of Fn2 given by
Gi = Span {u1,u2, . . . ,u2i−1,u2i} and Hi = Span {u2i−1,u2i} .
Clearly, dimGi = 2i and dimHi = 2. Furthermore, if we consider G0 = {0}, then
Gi = Gi−1 ⊕Hi and Gi−1 ∩Hi = {0}, (1)
and therefore, Gi is the direct sum of Gi−1 and Hi. In particular, G1 = H1.
For convenience in the notation, we refer the elements of Hi, for i = 1, 2, . . . , k, as
a
(i)
0 = 0, a
(i)
1 = u2i−1, a
(i)
2 = u2i and a
(i)
3 = u2i−1 ⊕ u2i.
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Using the sets Gi−1 and the elements of Hi, for i = 1, 2, . . . , k, we define a series of
subsets of Gi with some properties in a way that at the end of the process, the obtained
subsets of Gk are the supports of bent functions of 2k variables.
For p ∈ {0, 1, 2, 3} consider the sets
B(p) =
{
a(1)p
}
and B̂(p) =
3⋃
q=0
q 6=p
{
a(1)q
}
.
It is evident that
G1 = B(p) ∪ B̂(p) and B(p) ∩ B̂(p) = ∅. (2)
Furthermore, if r, s ∈ {0, 1, 2, 3} with r 6= s, then B(r) 6= B(s).
Now, let (p1, p2, . . . , pi−1, pi) ∈ {0, 1, 2, 3}i and assume that we have defined the sets
B(p1, p2, . . . , pi−1) and B̂(p1, p2, . . . , pi−1). Then, we define
B(p1, p2, . . . , pi−1, pi)
=
(
a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)
)
∪
3⋃
q=0
q 6=pi
(
a(i)q ⊕B(p1, p2, . . . , pi−1)
)
, (3)
B̂(p1, p2, . . . , pi−1, pi)
=
(
a(i)pi ⊕B(p1, p2, . . . , pi−1)
) ∪ 3⋃
q=0
q 6=pi
(
a(i)q ⊕ B̂(p1, p2, . . . , pi−1)
)
. (4)
Our goal is to prove that for all (p1, p2, . . . , pk) ∈ {0, 1, 2, 3}k, the sets
B(p1, p2, . . . , pk) and B̂(p1, p2, . . . , pk)
are the supports of two bent functions of 2k variables, such that one is the complementary
function of the other. However, we need to prove beforehand some technical lemmas which
will simplify the proof of the above mentioned result.
The following result establishes that the sets of expressions (3) and (4) are comple-
mentary sets in Gi.
Lemma 1: For i = 1, 2, . . . , k, and for all (p1, p2, . . . , pi) ∈ {0, 1, 2, 3}i, we have that
Gi = B(p1, p2, . . . , pi) ∪ B̂(p1, p2, . . . , pi) and B(p1, p2, . . . , pi) ∩ B̂(p1, p2, . . . , pi) = ∅.
Proof: We proceed by induction over i. For i = 1 the result is true by expression (2).
Assume that the result is true for i− 1 < k, we will prove that it is also true for i.
First, by the induction hypothesis, we have that
B(p1, p2, . . . , pi−1) ∪ B̂(p1, p2, . . . , pi−1) = Gi−1
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and therefore
B(p1, p2, . . . , pi−1, pi) ∪ B̂(p1, p2, . . . , pi−1, pi)
=
(
a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)
)
∪
3⋃
q=0
q 6=pi
(
a(i)q ⊕B(p1, p2, . . . , pi−1)
)
∪ (a(i)pi ⊕B(p1, p2, . . . , pi−1)) ∪ 3⋃
q=0
q 6=pi
(
a(i)q ⊕ B̂(p1, p2, . . . , pi−1)
)
=
(
a(i)pi ⊕
(
B(p1, p2, . . . , pi−1) ∪ B̂(p1, p2, . . . , pi−1)
))
∪
3⋃
q=0
q 6=pi
(
a(i)q ⊕
(
B(p1, p2, . . . , pi−1) ∪ B̂(p1, p2, . . . , pi−1)
))
=
(
a(i)pi ⊕Gi−1
) ∪ 3⋃
q=0
q 6=pi
(
a(i)q ⊕Gi−1
)
=
{
a
(i)
0 ,a
(i)
1 ,a
(i)
2 ,a
(i)
3
}
⊕Gi−1 = Gi
where the last equality follows from the first equality in expression (1).
Analogously, after some algebraic manipulations, we have that
B(p1, p2, . . . , pi−1, pi) ∩ B̂(p1, p2, . . . , pi−1, pi)
=
(a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)) ∪ 3⋃
q=0
q 6=pi
(
a(i)q ⊕B(p1, p2, . . . , pi−1)
)
∩
(a(i)pi ⊕B(p1, p2, . . . , pi−1)) ∪ 3⋃
q=0
q 6=pi
(
a(i)q ⊕ B̂(p1, p2, . . . , pi−1)
)
=
3⋃
r=0
((
a(i)r ⊕B(p1, p2, . . . , pi−1)
) ∩ (a(i)r ⊕ B̂(p1, p2, . . . , pi−1))) (5a)
∪
3⋃
q=0
q 6=pi
((
a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)
)
∩
(
a(i)q ⊕ B̂(p1, p2, . . . , pi−1)
))
(5b)
∪
3⋃
q=0
q 6=pi
((
a(i)pi ⊕B(p1, p2, . . . , pi−1)
) ∩ (a(i)q ⊕B(p1, p2, . . . , pi−1))) (5c)
∪
3⋃
q,r=0
q,r 6=pi
q 6=r
((
a(i)q ⊕B(p1, p2, . . . , pi−1)
) ∩ (a(i)r ⊕ B̂(p1, p2, . . . , pi−1))) (5d)
In order to obtain that B(p1, p2, . . . , pi−1, pi)∩B̂(p1, p2, . . . , pi−1, pi) = ∅, it is therefore
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sufficient to prove that all the intersections that appear in expressions (5a), (5b), (5c) and
(5d) are empty.
By the induction hypothesis we have that(
a(i)r ⊕B(p1, p2, . . . , pi−1)
) ∩ (a(i)r ⊕ B̂(p1, p2, . . . , pi−1))
= a(i)r ⊕
(
B(p1, p2, . . . , pi−1) ∩ B̂(p1, p2, . . . , pi−1)
)
= ∅,
therefore, all the intersections in expression (5a) are empty.
Assume now that q ∈ {0, 1, 2, 3} \ {pi}. If
x ∈
(
a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)
)
∩
(
a(i)q ⊕ B̂(p1, p2, . . . , pi−1)
)
,
then
x = a(i)pi ⊕ u = a(i)q ⊕ v
for some u,v ∈ B̂(p1, p2, . . . , pi−1) ⊆ Gi−1. But then, taking into account that Gi−1 and
Hi are linear subspaces, we have that
u⊕ v = a(i)pi ⊕ a(i)q ∈ Gi−1 ∩Hi = {0}
by expression (1), and so, a
(i)
pi = a
(i)
q which is a contradiction. Consequently, the inter-
sections that appear in expression (5b) are all empty.
By a similar argument, we obtain that all the intersections in expressions (5c) and
(5d) are also empty. 
Next result establishes the number of elements of the sets defined by expressions (3)
and (4).
Lemma 2: For i = 1, 2, . . . , k, and for all (p1, p2, . . . , pi) ∈ {0, 1, 2, 3}i, we have that
|B(p1, p2, . . . , pi)| = 22i−1 − 2i−1 and
∣∣∣B̂(p1, p2, . . . , pi)∣∣∣ = 22i−1 + 2i−1.
Proof: We proceed by induction over i. For i = 1 and for all p ∈ {0, 1, 2, 3}, we have
that
|B(p)| = 1 = 22·1−1 − 21−1 y
∣∣∣B̂(p)∣∣∣ = 3 = 22·1−1 + 21−1.
Assume now that the result is true for i−1 < k, we will prove that it is also true for i.
Let (p1, p2, . . . , pi−1, pi) ∈ {0, 1, 2, 3}i. By a similar argument as in the proof of
Lemma 1, if q ∈ {0, 1, 2, 3} \ {pi}, then(
a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)
)
∩ (a(i)q ⊕B(p1, p2, . . . , pi−1)) = ∅,
and if q, r ∈ {0, 1, 2, 3} \ {pi} with q 6= r, then(
a(i)q ⊕B(p1, p2, . . . , pi−1)
) ∩ (a(i)r ⊕B(p1, p2, . . . , pi−1)) = ∅.
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Therefore, from expresion (3) we have that
|B(p1, p2, . . . , pi)|
=
∣∣∣a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)∣∣∣+ 3∑
q=0
q 6=pi
∣∣∣a(i)q ⊕ B̂(p1, p2, . . . , pi−1)∣∣∣
= 22(i−1)−1 + 2i−1−1 + 3
(
22(i−1)−1 − 2i−1−1) = 22i−1 − 2i−1.
Now, since B̂(p1, p2, . . . , pi) = Gi \B(p1, p2, . . . , pi) we have that∣∣∣B̂(p1, p2, . . . , pi)∣∣∣ = 22i − |B(p1, p2, . . . , pi)| = 22i−1 + 2i−1. 
By a similar argument as in the previous lemmas we can prove the following result.
Lemma 3: For i = 1, 2, . . . , k, if (p1, p2, . . . , pi) ∈ {0, 1, 2, 3}i and u ∈ Gi \ {0}, then:
(a)
∣∣∣B(p1, p2, . . . , pi) ∩ (u⊕B(p1, p2, . . . , pi))∣∣∣ = 22i−2 − 2i−1,
(b)
∣∣∣B̂(p1, p2, . . . , pi) ∩ (u⊕ B̂(p1, p2, . . . , pi))∣∣∣ = 22i−2 + 2i−1,
(c)
∣∣∣B(p1, p2, . . . , pi) ∩ (u⊕ B̂(p1, p2, . . . , pi))∣∣∣ = 22i−2,
(d)
∣∣∣B̂(p1, p2, . . . , pi) ∩ (u⊕B(p1, p2, . . . , pi))∣∣∣ = 22i−2.
Proof: We proceed, as in the previous results, by induction over i. For i = 1, we have
that G1 =
{
a
(1)
p ,a
(1)
q ,a
(1)
r ,a
(1)
s
}
where {p, q, r, s} = {0, 1, 2, 3}, so
B(p) =
{
a(1)p
}
and B̂(p) =
{
a(1)q ,a
(1)
r ,a
(1)
s
}
.
If u ∈ G1 \ {0}, we can assume that
u⊕ a(1)p = a(1)q ,
(the same argument follows if u⊕ a(1)p = a(1)r or u⊕ a(1)p = a(1)s ).
So
B(p) ∩
(
u⊕B(p)
)
=
{
a(1)p
} ∩ {u⊕ a(1)p } = {a(1)p } ∩ {a(1)q } = ∅,
and therefore ∣∣∣B(p) ∩ (u⊕B(p))∣∣∣ = 0 = 22·1−2 − 21−1.
On the other hand, since G1 is a linear subspace we have that
B̂(p) ∩
(
u⊕ B̂(p)
)
=
{
a(1)q ,a
(1)
r ,a
(1)
s
} ∩ {u⊕ a(1)q ,u⊕ a(1)r ,u⊕ a(1)s }
=
{
a(1)q ,a
(1)
r ,a
(1)
s
} ∩ {a(1)p ,a(1)s ,a(1)r }
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=
{
a(1)r ,a
(1)
s
}
and therefore ∣∣∣B̂(p) ∩ (u⊕ B̂(p))∣∣∣ = 2 = 22·1−2 + 21−1.
Furthermore
B(p) ∩
(
u⊕ B̂(p)
)
=
{
a(1)p
} ∩ {a(1)p ,a(1)s ,a(1)r } = {a(1)p }
and then ∣∣∣B(p) ∩ (u⊕ B̂(p))∣∣∣ = 1 = 22·1−2.
Finally
B̂(p) ∩
(
u⊕B(p)
)
=
{
a(1)q ,a
(1)
r ,a
(1)
s
} ∩ {u⊕ a(1)p } = {a(1)q }
and so ∣∣∣B̂(p) ∩ (u⊕B(p))∣∣∣ = 1 = 22·1−2.
Therefore, properties (a), (b), (c) and (d) hold for i = 1.
Assume now that properties (a), (b), (c) and (d) hold for i − 1 < k. We will prove
that these properties also hold for i. Let (p1, p2, . . . , pi−1, pi) ∈ {0, 1, 2, 3}i and assume
that u ∈ Gi \ {0}. From expression (3) we have that
B(p1, p2, . . . , pi−1, pi) ∩ (u⊕B(p1, p2, . . . , pi−1, pi))
=
((
a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)
)
∩
(
u⊕ a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)
))
(6a)
∪
3⋃
q=0
q 6=pi
((
a(i)pi ⊕ B̂(p1, p2, . . . , pi−1)
)
∩ (u⊕ a(i)q ⊕B(p1, p2, . . . , pi−1))) (6b)
∪
3⋃
q=0
q 6=pi
((
a(i)q ⊕B(p1, p2, . . . , pi−1)
) ∩ (u⊕ a(i)pi ⊕ B̂(p1, p2, . . . , pi−1))) (6c)
∪
3⋃
q,r=0
q,r 6=pi
((
a(i)q ⊕B(p1, p2, . . . , pi−1)
) ∩ (u⊕ a(i)r ⊕B(p1, p2, . . . , pi−1))) . (6d)
From expression (1) we have that u = v ⊕ a(i)l with v ∈ Gi−1 and l ∈ {0, 1, 2, 3}.
If l = pi, then the set in expression (6a) becomes
a(i)pi ⊕
(
B̂(p1, p2, . . . , pi−1) ∩
(
v ⊕ B̂(p1, p2, . . . , pi−1)
))
, (7)
the sets in expressions (6b) and (6c) become the empty set, and the set in expression (6d)
becomes
3⋃
q=0
q 6=pi
a(i)q ⊕ (B(p1, p2, . . . , pi−1) ∩ (v ⊕B(p1, p2, . . . , pi−1))) . (8)
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Furthermore, it is not difficult to prove that the set in expression (7) is disjoint with
each one of the three sets that appear in expression (8). It is also easy to prove that these
three sets are pairwise disjoints. Therefore, by the induction hypothesis,
|B(p1, p2, . . . , pi−1, pi) ∩ (u⊕B(p1, p2, . . . , pi−1, pi))|
=
∣∣∣B̂(p1, p2, . . . , pi−1) ∩ (v ⊕ B̂(p1, p2, . . . , pi−1))∣∣∣
+ 3 · |B(p1, p2, . . . , pi−1) ∩ (v ⊕B(p1, p2, . . . , pi−1))|
= 22(i−1)−2 + 2(i−1)−1 + 3
(
22(i−1)−2 − 2(i−1)−1) = 22i−2 − 2i−1.
However, if pi 6= l, then the set in expression (6a) becomes the empty set, the sets in
expressions (6b) and (6c) become the sets
a(i)pi ⊕
(
B̂(p1, p2, . . . , pi−1) ∩ (v ⊕B(p1, p2, . . . , pi−1))
)
(9)
and
a
(i)
l ⊕
(
B(p1, p2, . . . , pi−1) ∩
(
v ⊕ B̂(p1, p2, . . . , pi−1)
))
(10)
respectively, and the set in expression (6d) becomes the set(
a(i)r ⊕ (B(p1, p2, . . . , pi−1) ∩ (v ⊕B(p1, p2, . . . , pi−1)))
)
(11a)
∪ (a(i)s ⊕ (B(p1, p2, . . . , pi−1) ∩ (v ⊕B(p1, p2, . . . , pi−1)))) (11b)
for some r, s ∈ {0, 1, 2, 3} \ {pi, l}.
Furthermore, it is not difficult to prove that each one of the sets in expressions (9),
(10), (11a) and (11b) is disjoint with the other. So, by the induction hypothesis,
|B(p1, p2, . . . , pi−1, pi) ∩ (u⊕B(p1, p2, . . . , pi−1, pi))|
=
∣∣∣B̂(p1, p2, . . . , pi−1) ∩ (v ⊕B(p1, p2, . . . , pi−1))∣∣∣
+
∣∣∣B(p1, p2, . . . , pi−1) ∩ (v ⊕ B̂(p1, p2, . . . , pi−1))∣∣∣
+ 2 · |B(p1, p2, . . . , pi−1) ∩ (v ⊕B(p1, p2, . . . , pi−1))|
= 22(i−1)−2 + 22(i−1)−2 + 2
(
22(i−1)−2 − 2(i−1)−1) = 22i−2 − 2i−1.
Consequently, property (a) holds for i.
By a similar argument, we also have that properties (b), (c) and (d) hold for i. 
We are now able to prove that the sets B(p1, p2, . . . , pk) and B̂(p1, p2, . . . , pk) are the
supports of a bent function of 2k variables and its complementary, respectively.
Theorem 2: For all (p1, p2, . . . , pk) ∈ {0, 1, 2, 3}k the sets
B(p1, p2, . . . , pk) and B̂(p1, p2, . . . , pk)
are the supports of two bent functions of 2k variables so that one is the complementary
function of the other.
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Proof: Assume that u ∈ F2k2 \{0}. Since F2k2 = Gk, by Lemmas 1, 2 and 3 we have that
|B(p1, p2, . . . , pk) ∆ (u⊕B(p1, p2, . . . , pk))|
= |B(p1, p2, . . . , pk)|+ |u⊕B(p1, p2, . . . , pk)|
− 2 |B(p1, p2, . . . , pk) ∩ (u⊕B(p1, p2, . . . , pk))|
= 22k−1 − 2k−1 + 22k−1 − 2k−1 − 2 (22k−2 − 2k−1) = 22k−1,
and therefore, B(p1, p2, . . . , pk) ∆(u⊕B(p1, p2, . . . , pk)) is the support of a balanced func-
tion of 2k variables. So, by Corollary 1, we have that B(p1, p2, . . . , pk) is the support of a
bent function f(x) of 2k variables.
Moreover, from Lemma 1, we have that B̂(p1, p2, . . . , pk) = Gk \ B(p1, p2, . . . , pk)
and, consequently, the set B̂(p1, p2, . . . , pk) is the support of the complementary function
1⊕ f(x). 
4 Counting bent functions
In order to count the number of bent functions provided by Theorem 2, we need the
following result.
Theorem 3: For i = 1, 2, . . . , k, let (p1, p2, . . . , pi), (q1, q2, . . . , qi) ∈ {0, 1, 2, 3}i. If p1 =
q1, p2 = q2, . . . , pl = ql, but pl+1 6= ql+1 for some l ∈ {1, 2, . . . , i− 1}, then
B(p1, p2, . . . , pl, pl+1, pl+2, . . . pl+m) 6= B(p1, p2, . . . , pl, ql+1, ql+2, . . . ql+m),
B̂(p1, p2, . . . , pl, pl+1, pl+2, . . . pl+m) 6= B̂(p1, p2, . . . , pl, ql+1, ql+2, . . . ql+m)
for m = 1, 2, . . . , i− l.
Proof: We proceed by induction over m. Assume that m = 1. Since pl+1 6= ql+1, we
can assume that {0, 1, 2, 3} = {pl+1, ql+1, r, s} with r 6= s. Therefore, if
B(p1, p2, . . . , pl, pl+1) = B(p1, p2, . . . , pl, ql+1),
from expression (3) we have that(
a(l+1)pl+1 ⊕ B̂(p1, p2, . . . , pl)
)
∪
(
a(l+1)ql+1 ⊕B(p1, p2, . . . , pl)
)
=
(
a(l+1)ql+1 ⊕ B̂(p1, p2, . . . , pl)
)
∪
(
a(l+1)pl+1 ⊕B(p1, p2, . . . , pl)
)
.
Let x ∈ a(l+1)pl+1 ⊕ B̂(p1, p2, . . . , pl), then
x ∈ a(l+1)ql+1 ⊕ B̂(p1, p2, . . . , pl) or x ∈ a(l+1)pl+1 ⊕B(p1, p2, . . . , pl).
In the first case,
x = a(l+1)pl+1 ⊕ u = a(l+1)ql+1 ⊕ v
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with u,v ∈ B̂(p1, p2, . . . , pl) ⊆ Gl; but then
u⊕ v = a(l+1)pl+1 ⊕ a(l+1)ql+1 ∈ Gl ∩Hl+1 = {0}
and therefore a
(l+1)
pl+1 = a
(l+1)
ql+1 which is a contradiction.
In the second case,
x = a(l+1)pl+1 ⊕ u = a(l+1)pl+1 ⊕ v
with u ∈ B̂(p1, p2, . . . , pl) and v ∈ B(p1, p2, . . . , pl); but then
u = v ∈ B̂(p1, p2, . . . , pl) ∩B(p1, p2, . . . , pl) = ∅
which is a contradiction.
So, none of the elements of a
(l+1)
pl+1 ⊕ B̂(p1, p2, . . . , pl) belongs to the set(
a(l+1)ql+1 ⊕ B̂(p1, p2, . . . , pl)
)
∪
(
a(l+1)pl+1 ⊕B(p1, p2, . . . , pl)
)
.
An analogous argument shows that none of the elements of a
(l+1)
ql+1 ⊕ B̂(p1, p2, . . . , pl)
belongs to the set(
a(l+1)ql+1 ⊕ B̂(p1, p2, . . . , pl)
)
∪
(
a(l+1)pl+1 ⊕B(p1, p2, . . . , pl)
)
.
Consequently, B(p1, p2, . . . , pl, pl+1) 6= B(p1, p2, . . . , pl, ql+1) and from Lemma 1, we
also have that B̂(p1, p2, . . . , pl, pl+1) 6= B̂(p1, p2, . . . , pl, ql+1).
Assume now that the result is true for m− 1, we will prove that it is also true for m.
If
B(p1, p2, . . . , pl, pl+1, pl+2, . . . pl+m) = B(p1, p2, . . . , pl, ql+1, ql+2, . . . ql+m)
from expression (3) we have that(
a(l+m)pl+m ⊕ B̂(p1, p2, . . . , pl, pl+1, . . . , pl+m−1)
)
∪
3⋃
r=0
r 6=pl+m
(
a(l+m)r ⊕B(p1, p2, . . . , pl, pl+1, . . . , pl+m−1)
)
=
(
a(l+m)ql+m ⊕ B̂(p1, p2, . . . , pl, ql+1, . . . , ql+m−1)
)
∪
3⋃
s=0
s 6=ql+m
(
a(l+m)s ⊕B(p1, p2, . . . , pl, ql+1, . . . , ql+m−1)
)
Now, by a similar argument to the previous one, but considering the cases pl+m = ql+m
and pl+m 6= ql+m, we obtain that none of the elements of the set of the left hand side of
the previous expression belongs to the set of the right hand side. So,
B(p1, p2, . . . , pl, pl+1, pl+2, . . . pl+m) 6= B(p1, p2, . . . , pl, ql+1, ql+2, . . . ql+m)
and from Lemma 1, we have that
B̂(p1, p2, . . . , pl, pl+1, pl+2, . . . pl+m) 6= B̂(p1, p2, . . . , pl, ql+1, ql+2, . . . ql+m). 
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Thus, as a consequence of this result, we have the following corollary.
Corollary 2: For a basis of F2k2 the number of bent functions of 2k variables that we can
construct using the procedure described in Section 3 is 22k+1.
Proof: For a fixed basis U , we can construct as many sets of type B(p1, p2, . . . , pk)
as elements are in {0, 1, 2, 3}k. The same is true for the sets of type B̂(p1, p2, . . . , pk).
Therefore, the number of bent functions of 2k variables that we can construct is
2
∣∣{0, 1, 2, 3}k∣∣ = 22k+1. 
One question that arises at this point is the following: starting with two different bases
U and V of F2k2 , the 22k+1 bent functions obtained from basis U are different of the 22k+1
bent functions obtained from basis V?
Since the number of different bases in F2k2 (see [30, page 46]) is
∏2k−1
i=0 (2
2k− 2i) we can
construct
22k+1
2k−1∏
i=0
(22k − 2i)
bent functions of 2k variables. For example, for k = 2, we can construct 645 120 bent
functions. Nevertheless, it is well known that the number of different bent functions of 4
variables is 896. So there are different bases that provide the same bent functions as we
can see in the following example.
Example 1: Assume that k = 2 and consider the basis U = {1,2,4,8} of F42. The
supports of the bent functions we can construct using the procedure described in Section 3
are given in Table 1. On the other hand, if we consider the basis V = {6,7,9,13}, then
the supports of the bent functions we can construct using the procedure described in
Section 3 are given in Table 2. As we can see, we obtain the same bent functions in both
cases, although for different values of (p1, p2) ∈ {0, 1, 2, 3}2. 
From now on, if we need to emphasize the basis U = {u1,u2, . . . ,u2k−1,u2k} used in
the construction of the supports of the bent functions provided by the process described
in Section 3, we write
BU(p1, p2, . . . , pk) and B̂U(p1, p2, . . . , pk).
Moreover, if we look closely expressions (3) and (4) we see that the above sets depend
on the linear subspaces Hi = Span {u2i−1,u2i}, for i = 1, 2, . . . , k, rather that the basis
{u2i−1,u2i} considered. Therefore, we can establish the following result.
Lemma 4: Let U = {u1,u2, . . . ,u2k−1,u2k} and V = {v1,v2, . . . ,v2k−1,v2k} be two
bases of F2k2 . Assume that there exists r ∈ {1, 2, . . . , k} such that
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(p1, p2) B(p1, p2) B̂(p1, p2)
(0, 0) 1,2,3,4,8,12 0,5,6,7,9,10,11,13,14,15
(0, 1) 0,5,6,7,8,12 1,2,3,4,9,10,11,13,14,15
(0, 2) 0,4,9,10,11,12 1,2,3,5,6,7,8,13,14,15
(0, 3) 0,4,8,13,14,15 1,2,3,5,6,7,9,10,11,12
(1, 0) 0,2,3,5,9,13 1,4,6,7,8,10,11,12,14,15
(1, 1) 1,4,6,7,9,13 0,2,3,5,8,10,11,12,14,15
(1, 2) 1,5,8,10,11,13 0,2,3,4,6,7,9,12,14,15
(1, 3) 1,5,9,12,14,15 0,2,3,4,6,7,8,10,11,13
(2, 0) 0,1,3,6,10,14 2,4,5,7,8,9,11,12,13,15
(2, 1) 2,4,5,7,10,14 0,1,3,6,8,9,11,12,13,15
(2, 2) 2,6,8,9,11,14 0,1,3,4,5,7,10,12,13,15
(2, 3) 2,6,10,12,13,15 0,1,3,4,5,7,8,9,11,14
(3, 0) 0,1,2,7,11,15 3,4,5,6,8,9,10,12,13,14
(3, 1) 3,4,5,6,11,15 0,1,2,7,8,9,10,12,13,14
(3, 2) 3,7,8,9,10,15 0,1,2,4,5,6,11,12,13,14
(3, 3) 3,7,11,12,13,14 0,1,2,4,5,6,8,9,10,15
Table 1: Supports of the bent functions constructed with the basis U of Example 1
(p1, p2) B(p1, p2) B̂(p1, p2)
(0, 0) 3,7,11,12,13,14 0,1,2,4,5,6,8,9,10,15
(0, 1) 0,1,2,7,11,15 3,4,5,6,8,9,10,12,13,14
(0, 2) 0,4,9,10,11,12 1,2,3,5,6,7,8,13,14,15
(0, 3) 0,5,6,7,8,12 1,2,3,4,9,10,11,13,14,15
(1, 0) 0,4,8,13,14,15 1,2,3,5,6,7,9,10,11,12
(1, 1) 1,2,3,4,8,12 0,5,6,7,9,10,11,13,14,15
(1, 2) 3,7,8,9,10,15 0,1,2,4,5,6,11,12,13,14
(1, 3) 3,4,5,6,11,15 0,1,2,7,8,9,10,12,13,14
(2, 0) 0,1,3,6,10,14 2,4,5,7,8,9,11,12,13,15
(2, 1) 2,6,10,12,13,15 0,1,3,4,5,7,8,9,11,14
(2, 2) 1,4,6,7,9,13 0,2,3,5,8,10,11,12,14,15
(2, 3) 1,5,8,10,11,13 0,2,3,4,6,7,9,12,14,15
(3, 0) 0,2,3,5,9,13 1,4,6,7,8,10,11,12,14,15
(3, 1) 1,5,9,12,14,15 0,2,3,4,6,7,8,10,11,13
(3, 2) 2,4,5,7,10,14 0,1,3,6,8,9,11,12,13,15
(3, 3) 2,6,8,9,11,14 0,1,3,4,5,7,10,12,13,15
Table 2: Supports of the bent functions constructed with the basis V of Example 1
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• (v2i−1,v2i) = (u2i−1,u2i) for i ∈ {1, 2, . . . , k} \ {r},
• Span {v2r−1,v2r} = Span {u2r−1,u2r},
then
BU(p1, p2, . . . , pk) = BV(p1, p2, . . . , pk) and B̂U(p1, p2, . . . , pk) = B̂V(p1, p2, . . . , pk)
for all (p1, p2, . . . , pk) ∈ {0, 1, 2, 3}k.
Furthermore, the order in which each pair of vectors appears within the basis is not
important, as we can see in the following example.
Example 2: Assume that k = 4 and consider the bases
U = {1,2; 4,8; 16,32; 64,128} and V = {1,2; 16,32; 4,8; 64,128}
of F82. Then, following the process described in Section 3 we obtain the following sets
from basis U
BU(0) = {0},
BU(0, 2) = {0,4,9,10,11,12},
BU(0, 2, 1) = {0,4,9,10,11,12,17,18,19,21,22,23,24,29,30,31,32,36,
41,42,43,44,48,52,57,58,59,60},
BU(0, 2, 1, 3) = {0,4,9,10,11,12,17,18,19,21,22,23,24,29,30,31,32,36,
41,42,43,44,48,52,57,58,59,60,64,68,73,74,75,76,81,
82,83,85,86,87,88,93,94,95,96,100,105,106,107,108,
112,116,121,122,123,124,128,132,137,138,139,140,
145,146,147,149,150,151,152,157,158,159,160,164,
169,170,171,172,176,180,185,186,187,188,193,194,
195,197,198,199,200,205,206,207,208,212,217,218,
219,220,225,226,227,229,230,231,232,237,238,239,
241,242,243,245,246,247,248,253,254,255},
and the following sets from basis V
BV(0) = {0},
BV(0, 1) = {0,17,18,19,32,48},
BV(0, 1, 2) = {0,4,9,10,11,12,17,18,19,21,22,23,24,29,30,31,32,36,
41,42,43,44,48,52,57,58,59,60},
BV(0, 1, 2, 3) = {0,4,9,10,11,12,17,18,19,21,22,23,24,29,30,31,32,36,
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41,42,43,44,48,52,57,58,59,60,64,68,73,74,75,76,81,
82,83,85,86,87,88,93,94,95,96,100,105,106,107,108,
112,116,121,122,123,124,128,132,137,138,139,140,
145,146,147,149,150,151,152,157,158,159,160,164,
169,170,171,172,176,180,185,186,187,188,193,194,
195,197,198,199,200,205,206,207,208,212,217,218,
219,220,225,226,227,229,230,231,232,237,238,239,
241,242,243,245,246,247,248,253,254,255}.
Note that BU(0) = BV(0) and BU(0, 2) 6= BV(0, 1), but BU(0, 2, 1) = BV(0, 1, 2) and
consequently BU(0, 2, 1, 3) = BV(0, 1, 2, 3). So, both bases U and V provide the same bent
function of 8 variables, although the intermediate sets are not necessarily equal. 
The following result establishes the property described in the previous example.
Lemma 5: Let U = {u1,u2, . . . ,u2k−1,u2k} and V = {v1,v2, . . . ,v2k−1,v2k} be two
bases of F2k2 . Assume that there exist r, s ∈ {1, 2, . . . , k}, with r < s, such that
• (v2i−1,v2i) = (u2i−1,u2i) for i ∈ {1, 2, . . . , k} \ {r, s},
• (v2r−1,v2r) = (u2s−1,u2s) and (v2s−1,v2s) = (u2r−1,u2r),
then
BU(p1, p2, . . . , pk, . . . , pr, . . . , ps, . . . , pk) = BV(p1, p2, . . . , pk, . . . , ps, . . . , pr, . . . , pk),
B̂U(p1, p2, . . . , pk, . . . , pr, . . . , ps, . . . , pk) = B̂V(p1, p2, . . . , pk, . . . , ps, . . . , pr, . . . , pk),
for all (p1, p2, . . . , pk) ∈ {0, 1, 2, 3}k.
Proof: Without loss of generality we can assume that s = r + 1. From the choice of
bases U and V , we have that
BU(p1, p2, . . . , pr−1) = BV(p1, p2, . . . , pr−1) and B̂U(p1, p2, . . . , pr−1) = B̂V(p1, p2, . . . , pr−1).
Following similar arguments that in the proofs of the results in Section 3, it is not
difficult to prove that
BU(p1, p2, . . . , pr−1, pr, pr+1) = BV(p1, p2, . . . , pr−1, pr+1, pr),
B̂U(p1, p2, . . . , pr−1, pr, pr+1) = B̂V(p1, p2, . . . , pr−1, pr+1, pr).
Now, the result follows from the choice of bases U and V . 
As a consequence of Lemmas 4 and 5 we have the following result.
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Theorem 4: Let U = {u1,u2, . . . ,u2k−1,u2k} and V = {v1,v2, . . . ,v2k−1,v2k} be bases
of F2k2 such that {u2i−1,u2i} and {v2i−1,v2i} are Gauss-Jordan bases of cardinality 2. If
σ is a permutation of {1, 2, . . . , k}, such that
(v2i−1,v2i) = (u2σ(i)−1,u2σ(i)) for i = 1, 2, . . . , k,
then U and V provide the same bent functions of 2k variables.
Therefore, from now on, in addition to consider that {u2i−1,u2i} is a Gauss-Jordan
basis of cardinality 2 we will consider also that u2i−1 > u2j−1 (lexicographical order) if
i < j. Since each linear subspace of dimension 2 has 6 different basis, but only one is a
Gauss-Jordan basis of cardinality 2, we have that the number of bases of F2k2 satisfying
these conditions is ∏2k−1
i=0 (2
2k − 2i)
6k · k! .
In particular, for k = 2 we have 280 bases satisfying these conditions. Consequently,
according with Corollary 2, we can construct 25 ·280 = 8960 bent functions of 4 variables.
Remember that the number of different bent functions of 4 variables is 896 (448 with
weight 6 and 448 with weight 10). An exhaustive computer search shows that these 896
bent functions can be obtained from the following 28 bases of F42:
U1 = {8,7; 5,3}, U2 = {8,7; 4,2}, U3 = {8,7; 4,1}, U4 = {8,7; 2,1},
U5 = {8,6; 5,2}, U6 = {8,6; 4,3}, U7 = {8,6; 4,1}, U8 = {8,6; 2,1},
U9 = {8,5; 6,1}, U10 = {8,5; 4,3}, U11 = {8,5; 4,2}, U12 = {8,5; 2,1},
U13 = {8,4; 6,1}, U14 = {8,4; 5,3}, U15 = {8,4; 5,2}, U16 = {8,4; 2,1},
U17 = {8,3; 6,1}, U18 = {8,3; 5,2}, U19 = {8,3; 4,2}, U20 = {8,3; 4,1},
U21 = {8,2; 6,1}, U22 = {8,2; 5,3}, U23 = {8,2; 4,3}, U24 = {8,2; 4,1},
U25 = {8,1; 5,3}, U26 = {8,1; 5,2}, U27 = {8,1; 4,3}, U28 = {8,1; 4,2}.
Furthermore, if we consider the following 4× 4 binary matrices
P1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , P2 =

1 0 0 1
0 0 1 0
1 0 0 0
0 1 1 0
 , P3 =

1 0 0 1
0 0 1 1
1 0 0 0
0 1 1 1
 , P4 =

1 0 0 1
0 1 0 0
0 1 1 0
0 0 0 1
 ,
P5 =

1 0 1 0
0 0 0 1
1 0 0 0
0 1 0 1
 , P6 =

1 0 1 0
0 1 0 0
0 1 0 1
0 0 1 0
 , P7 =

1 0 1 1
0 1 0 0
0 1 0 1
0 0 1 1
 , P8 =

1 1 0 1
0 0 1 0
1 0 1 0
0 1 1 0
 ,
P9 =

1 1 0 1
0 0 1 1
1 0 1 1
0 1 1 1
 , P10 =

1 1 1 0
0 0 0 1
1 0 0 1
0 1 0 1
 ,
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k Seconds Number of supports
2 0.0276 25
3 0.2923 27
4 4.7412 29
5 74.5827 211
6 1215.0815 213
7 21347.9378 215
Table 3: For a given basis, time (in second) to obtain all the bent functions of 2k variables
for different values of k
and for i = 1, 2, . . . , 28 and j = 1, 2, . . . , 10, we consider the new bases
Vi,j =
{
Pju
(i)
1 , Pju
(i)
2 ;Pju
(i)
3 , Pju
(i)
4
}
where Ui = {u(i)1 ,u(i)2 ;u(i)3 ,u(i)4 }, then, the bent functions provided by the bases Vi,j
and Ui, for j = 1, 2, . . . , 10, are the same. Note that not all the bases Vi,j have the same
properties that the basis Ui in the sense that
{
Pju
(i)
1 , Pju
(i)
2
}
and
{
Pju
(i)
3 , Pju
(i)
4
}
are not
necessarily Gauss-Jordan bases of cardinality 2 and that not necessarily Pju
(i)
1 > Pju
(i)
3
(lexicographical order), but after some elementary operations we can obtain a basis V ′i,j
with such properties.
For k = 3 it is not possible to obtain a complete classification similar to the above
classification for k = 2 because the number of bases satisfying the necessary conditions is
15 554 560.
Finally, we summarize in Table 3, the time required (in seconds) to obtain, on a
standard personal computer (PC), the 22k+1 supports of bent functions of 2k variables
from the same basis of Fn2 using the iterative procedure described in Section 3. It is worth
mentioning that the average time taken to obtain randomly the supports of 100 bent
functions of 4 variables (that is, for k = 2) was 6.56 seconds; however, after more than
250 hours of computation, we did not obtain (randomly) any support corresponding to a
bent function of 6 variables (that is, for k = 3).
5 Conclusions
In this paper we use a basis of F2k2 to construct 22k+1 sets in F2k2 that are the supports of
bent functions of 2k variables. Half of the bent functions obtained are the complementary
functions of the other half.
We give some examples to point out that different bases can provide the same bent
functions and we give a complete classification for the case k = 2; that is, for the bent
18
functions of 4 variables. However, we could not establish, for k > 2, any relationship
between the bases that provide the same bent functions. Therefore, further work is
needed to determine under what conditions two different bases provide the same bent
functions.
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