Arithmetic systems such as those based on IEEE standards currently make no attempt to track the propagation of errors. However a formal error analysis can be complicated and is often confined to the realm of experts in numerical analysis. In recent years there has been a resurgence in interest in automated methods for accurately tracking the propagation of errors. In this article we will describe a model known as significance arithmetic. We will give details of the implementation in Mathematica along with several examples that illustrate the design goals and differences over conventional fixed precision floating point systems.
The fixed point representation of X is given by:
Commonly used positions for the radix point are at the rightmost side of the number (pure integers, m=0) and at the leftmost side of the number (pure fractions, k=0).
The signed− magnitude representation of a floating−point number X in base Β consists of three parts, the sign S, the (unsigned) mantissa or significand M and the exponent E:
The mantissa M 0 is said to be normalized if x k 1 0.
A normalized mantissa M can be represented as an integer by taking Β n 1 M < Β n or as a fraction by taking 1/Β M < 1 and adjusting the exponent accordingly.
A term that we will use occasionally is the weight Β m of the least significant digit, which is commonly referred to as an ulp and signifies a Unit in the Last Place [Knuth 1998 ] or Unit in the Last Position [Koren 1993 ].
In IEEE 754 arithmetic the base is taken as Β = 2 and numbers are represented as native types in hardware (the IEEE 854 standard allows choices other than Β = 2). In contrast, arbitrary precision numbers are represented in software where M is usually an array of unsigned integers. Commonly used bases are Β = 2 16 , Β = 2 32 or Β 2 64 depending on the architecture and whether hardware integer arithmetic or assembler or software routines are used to multiply and add single digits.
Condition numbers
Let us examine the result of applying a unary function f to an approximate value x x . Assume for simplicity that f is twice continuously differentiable, then we can expand using a Taylor series to obtain:
Neglecting higher order terms we have the absolute error measure
Taking absolute values and logarithms we can define the approximate scale of the error (Accuracy) of a function f in terms of the scale of the error of the input.
The quantity c a (f, x) = | f x is known as absolute condition number and is the amount by which an error in x gets magnified to become an error in f x .
The following function can be used to compute the absolute condition number.
AbsoluteConditionNumber f_, x_ : Abs D f, x ;
Normalizing by dividing both sides in (1) by f x 0 gives a relative error measure | is known as the relative condition number of f (see for example [Bevilacqua 1992 ], [Skeel 1993] , [Higham 1996] ). The relative condition number measures the relative change in the output for a given relative change in the input.
The following function can be used to compute the relative condition number.
RelativeConditionNumber f_, x_ : Abs x D f, x f ;
Example 1: The relative condition number of exp(x) is |x| and so the relative error in the exponential function is sensitive for x 1 and insensitive for x 1.
Example 2:
The relative condition number of log(x), x 0 is |1/log(x)| and so the relative error in the logarithm function is sensitive for x 1.
Terminology used in Mathematica
The decimal scale of a number x is defined as:
log 10 x .
We can define a function to compute the scale of a number in decimal as follows, where a special case handles arguments near zero.
Scale x_ : If x 0, Accuracy x , Log 10, Abs x ;
Denote the absolute error of a number x as x and denote the relative error of x 0 as x x.
In Mathematica's significance arithmetic, Accuracy is the negative of the scale of the absolute error of x:
Precision is the negative of the scale of the relative error:
Comparing (2), (3) and (4), Scale, Accuracy and Precision are related in the following way:
Precision x Scale x Accuracy x
The value x=0 is an exception, which reflects the fact that the relative error is undefined.
Here are pictorial representations of the quantities, where the radix point is assumed to be fixed in absolute position at zero.
When Accuracy, Precision and Scale are all positive we have:
Accuracy Precision
When Accuracy, Precision are positive and Scale is negative we have:
.0 0 0
Precision

Accuracy
When Precision, Scale are positive and Accuracy is negative we have:
x 1 x 2 x p Precision 0 0 0.
Accuracy Scale
Any of the values for Accuracy, Precision and Scale can be negative and are not necessarily integers, which means that the depicted quantities do not align exactly at the digit boundaries.
Accuracy can be thought of as the approximate number of digits to the right of the decimal point, Scale as the approximate number of digits to the left of the decimal point and Precision as the approximate number of significant digits. While these notions can be reasonable aids to understanding the terminology, they should not obscure the definitions in terms of absolute and relative errors.
We will endeavor to use the highlighted words Accuracy and Precision when referring to the terms in Mathematica in order to distinguish from the standard definitions of accuracy and precision.
Error Propagation
In order to see why Accuracy and Precision have been defined the way they have, it is useful to consider some examples that combine errors in an absolute and relative fashion.
Addition and multiplication
We can define two intervals:
in terms of the absolute half−lengths ∆ x and ∆ y : The sum of the two intervals defined by (6) and (7) is given by:
x y = x + y + ∆ x + ∆ y .
Most errors do not combine according to such a simple rule. Significance arithmetic in Mathematica combines errors using a linear, or leading term, approximation.
We can also define two intervals as: The product of the two intervals defined by (8) and (9) is given by:
x y = x*y*(1 + x + y + x y ) .
Mathematica's implementation of significance arithmetic neglects terms that are higher than first order, so that the following approximation is used in place of (10):
x y x*y*(1 + x + y ) .
For real numbers x and y, Accuracy combines in the following way under addition: 
Linearized error propagation for functions
Numerical algorithms for computing an elementary function can be written in terms of addition and multiplication at some level. However, relying on the error propagation rules for these operations would often give very pessimistic error bounds.
Much better bounds can be obtained by directly imposing error estimates based on properties of functions during their numerical computation.
Example: Exp
The error for the exponential function at x propagates as
Thus the Precision of Exp is related to the Accuracy of the input.
Example: Log
The error for the logarithm function at x 0 propagates as log x
Thus the Accuracy of Log is related to the Precision of the input.
Example: Sin and Cos
The error propagation for certain functions are related to each other. For sin and cos at x errors are related in the following way:
Thus the Accuracy of Sin and Cos are related to the Accuracy of the input.
Example: Power
For powers x y we have: Here we se that at x=0 the Accuracy of the input is related to the Accuracy of the output, otherwise the Precision of the input is related to the Precision of the output.
For exponents |y| > 1 the Precision of the output is lower than the Precision of the input, whereas for exponents |y| < 1 the Precision of the output is greater than the Precision of the input.
Syntax for significance arithmetic
In this section we describe in some detail how Mathematica's significance arithmetic works, giving examples of how errors are represented and propagated through computations. 
Input syntax
53124.00000000000000000000
Note that since zero is an exceptional value in the significance arithmetic model, it is not possible to create a zero that only has Precision n. This can be thought of as an interval containing zero in which none of the digits of the number at the center of the interval are known to be correct and is sometimes referred to as an order of magnitude zero [Knuth 1998 ].
A user may know that, due to the algorithm they are using, rounding errors may cancel in some way that is not best represented by an independent error model. One role of SetAccuracy and SetPrecision is to allow a shift of the boundary between the 'good' digits and the 'bad' digits, so that the functions allow a user to override the default error accumulation model and impose their own alternative.
Here we create a Precision 16 software number from the machine floating point number 0.1.
SetPrecision 0.1, 16
0.1000000000000000
We now increase the Precision of the previous software number. If the boundary is moved past the end of the stored digits, more digits are appended. The extra digits that are added are zero in the internal base representation, but may appear as nonzero values in the decimal form that is used for output.
SetPrecision %, 50
0.10000000000000000555111512312578270211815834045410
An example where it is useful to explicitly control the number of digits in a computation is in Newton's method in arbitrary precision computations. At each step of an iteration we know that errors are strongly correlated and combine in such a way that the number of correct digits approximately doubles at each iteration.
Basics
For exact numbers, Precision and Accuracy are infinite.
Precision 2 Accuracy 2
For a general expression, Accuracy and Precision return the minimum of the values of the constituent subexpressions.
Precision 1.'50 f 3 2 g 2.7'20
20.
This confirms that the Precision of the output is the same as the Precision of the input. 
23.2
There is no monitoring of Precision or Accuracy when machine numbers are involved: the assumption is that if machine numbers are being used then the primary concern is run−time efficiency. Furthermore, machine arithmetic is contagious: if a machine number is involved the result should be a machine number.
This adds a machine number to a software number with Precision 20.
33.2'20
34.4
The result is a machine number.
MachineNumberQ %
True
The example above assumes that the result can be represented as a machine number, but machine underflow or overflow can cause numbers to be forced into the realm of software numbers.
Here is the maximum representable number for this machine: maxmachnum $MaxMachineNumber
10 308
This adds two machine numbers; the result is a machine overflow, which is detected and trapped internally by Mathematica and a software number or bigfloat result is returned.
maxmachnum maxmachnum
10 308
MachineNumberQ %
False
Implementation details
In order to implement a significance arithmetic scheme, it is necessary to add an additional field to the floating point number This number is used to keep track of the scale of the error. Early implementations of significance arithmetic added an integer number, or index of significance, that was an indicator of which bits in the mantissa were to be considered correct [Metropolis 1958 ].
The first version of Mathematica used a method referred to as the unnormalized method of significance arithmetic, which essentially counted the number of significant digits remaining after leading zeros [Gray 1959 ], [Metropolis 1959 ].
In versions prior to release 2.0 of Mathematica the values of Accuracy and Precision were integers that reflected the index of significance [Metropolis 1958 ]. In version 2.0 the values were still integers, but the case of combining two numbers with the same Accuracy or Precision was corrected (downwardly) by one unit.
As we have seen, Accuracy and Precision can be defined in a more precise manner than by counting significant digits using an index of significance. In versions after 2.0 of Mathematica Accuracy and Precision were changed to reflect a continuous error model (see [Metropolis 1977a ] and [Jones 1984] ). Values were computed using a single precision floating point value which was then stored in the structure of bigfloat numbers. A minimax approximation was used to combine Accuracy and Precision (see [Keiper 1995 ]) according to the rules described above.
Accuracy and Precision used to return an integer number, which was a reflection of the early implementation. In version 3.0 and onward facilities were added for returning unrounded values, though these were never formally documented.
Current state
Accuracy and Precision are now computed as double precision numbers. Internally the values reflect the binary number system and are converted to the decimal system on output. The function for computing the logarithm in base two now relies on the machine library logarithm function which is faster and more portable across different architectures. Additional binary argument reduction is performed as a preprocessing step so that the computed error is minimized (see for example [Plauger 1992] 
Guard digits
Bigfloat numbers in Mathematica can be visualized pictorially as
where the guard digits represent trailing digits that are not certain to be correct. In early implementations an integral quantity, sometimes referred to as the residence of the least significant digit [Metropolis 1977a ], was used to represent the boundary between significant and insignificant digits.
Guard digits have the standard use of safeguarding against incorrect rounding (see for example [Santoro 1989 ]), but other roles arise due to the properties of significance arithmetic. Storing a few extra words allows efficient shifting of the boundary between significant and insignificant digits, by preventing against excessive data copying that would otherwise be needed to create a software number each time SetAccuracy or SetPrecision is invoked.
There is a trade−off here, since storing too many guard digits can slow down arithmetic operations. Storing too many guard digits can also have the drawback of leading to a coarser representation error in the stored floating point number that is propagated when combining Accuracy and Precision in arithmetic operations.
Examples Cancellation of rounding errors using machine numbers
Consider the following example that turns up in several practical situations [Higham 1996 ].
Here is the limiting value for small arguments, which can be seen by taking L'Hospital's rule (see for example [Hairer 1995]) . Using machine precision, severe cancellation for small arguments x 1 causes the result to be inaccurate. 
For small x, let y denote the value of exp(x)(1+∆) with |∆| ulp. Neither y 1 nor log y represent accurate approximations. However, the errors made in computing y 1 and log(y ) almost completely cancel, so that y 1 log y , is a very good approximation to y 1 log y . This defines a routine that implements the remedy given in (14). Now we obtain an accurate result for small machine numbers. The default printing of machine numbers yields only 6 digits, so we use InputForm to display all the digits. Another remedy worth mentioning is the function expm1 that the C language provides for the accurate computation of exp(x)−1 in situations when the argument x is near one in magnitude. The onus is clearly on the implementor to write code to take advantage of such facilities when available.
InputForm
Adaptive precision
Mathematica's significance arithmetic raises Precision based on the conditioning of the exponential. If we take an input value with Precision 16 for example, then we see that the Precision in the output increases according to the Scale of the input. In the following example we obtain a result which has the same Precision as the input without needing to reformulate the function defined in (13). 
A common misconception
A common misconception in numerical computation is that it is possible to compute a quantity using, say, single and double precision and if the two results agree to some number of digits, then those digits must be correct. The following example of Rump demonstrates that this argument is not valid [Rump 1988 ].
A polynomial example of Rump
Here we define a function of two arguments that can be used to evaluate a polynomial of Rump numerically. Unfortunately none of these results are correct. In fact, even the sign is wrong! Using machine arithmetic in Mathematica we get a similarly wrong, but somewhat different, result. The result obtained depends on the scheme used for integer exponentiation and on the order of evaluation of arithmetic operations, since floating point addition and multiplication are not associative; see [Knuth 1998 ] for a discussion of operations, since floating point addition and multiplication are not associative; see [Knuth 1998 ] for a discussion of these topics.
RumpPolynomial 77617. , 33096.
10 21
Fixed precision arithmetic
Mathematica allows the use of fixed precision arithmetic as an alternative to significance arithmetic. In contrast to significance arithmetic, fixed precision computations make no attempt to track errors.
In order to illustrate how fixed precision can be used, we define a function FixedPrecisionEvaluate which locally sets the same value for the system parameters $MinPrecision and $MaxPrecision that govern the minimum and maximum number of digits that should be used in computations. The function uses the HoldFirst attribute which ensures that numerical evaluation is not carried out until the parameters that control the number of digits to be used are locally reset in the scoping construct Block.
SetAttributes FixedPrecisionEvaluate , HoldFirst ; FixedPrecisionEvaluate input_ , digits_ : Block $MaxPrecision digits , $MinPrecision digits , input ;
Once again we return to the example of Rump for illustration. Here we construct a list of inputs that numerically evaluate the polynomial for a fixed but increasing numbers of digits. What we see is that, even for a small number of digits, results appear to be converging but as the number of digits used is increased then the numerical contribution from smaller terms in the polynomial start to contribute to the result. Eventually using enough digits we begin to converge to the correct value.
The auxiliary package NumericalMath'ComputerArithmetic' can be used to carry out investigations in fixed precision using alternative rounding modes when the speed of operations is not a primary concern.
Using interval arithmetic
An alternative computational model that rigorously encapsulates errors is interval arithmetic. A real interval is a non−empty, closed, and bounded subset of the real numbers -:
x where x and x represent the lower and upper bounds of the interval [x] . At each step of a computation the upper and lower bounds are rounded outwardly so that the interval is guaranteed to contain the result.
The following code creates and displays two intervals with machine double precision bounds. Each interval has one ulp discrepancy in the upper and lower bounds from the input to Interval. The resulting interval is very wide, which sends us a warning that we might need to rewrite the problem or use more than double precision in order to get a reasonable answer.
Using significance arithmetic
If we use Mathematica's significance arithmetic with a Precision of 16, about the same number of digits as double precision, then we see that the result has no significance which is reflected by the printed zero for the mantissa. This gives us an indication that the problem is ill−conditioned. 
0.82739605995
The result only has a Precision of about 12, so we see that approximately 38 digits have been lost due to propagation of errors in the problem − a result which reflects the conditioning of the problem.
Precision rpapprox
11.815
We can use rational arithmetic to get the exact result to compare against.
rpexact RumpPolynomial 77617 , 33096
66192
By subtracting the exact value, we see that the digits that were displayed are correct.
rpexact rpapprox
10 12
In the next section it will be shown why a loss of approximately 38 digits can be observed in this example.
Error propagation for the polynomial of Rump
If the input x or the function f is a vector then we can define an absolute or relative condition matrix. In practice, norms are used to represent the maximum change by a single number. Let us return to the example of Rump as illustration. For a multivariate polynomial p acting on an n−tuple x = x 1 , , x n T , the relative condition number can be defined for p x 0 as:
We can define a function to evaluate c r p, x for the polynomial of Rump as follows.
rpoly RumpPolynomial x, y ; rpolycond RelativeConditionNumber rpoly , x RelativeConditionNumber rpoly , y ;
We can evaluate the relative condition number at exact values and then approximate the result using the function N. Note that using approximate numbers as inputs would give rise to the same form of difficulty that was experienced in numerically evaluating the original polynomial.
N rpolycond . x 77617 , y 33096
10 37
Taking the logarithm to base 10, the resulting decrease in relative error is very close to the loss of 38 digits of Precision that was observed using significance arithmetic.
Log 10, %
37.5829
A polynomial of Kulisch
The following polynomial example of Kulisch is related to the convergents in the continued fraction expansion of the quadratic irrational number 3 (see exercise 31 in section 4.
of [Knuth 1998]).
This defines a function for evaluating the polynomial for real number inputs. The reason for the restriction to real number inputs will become clear later on. This evaluates the polynomial using double precision arithmetic.
KulischPolynomial 408855776. , 708158977.
10 19
This defines a function for evaluating the polynomial of Kulisch where the second term is represented in factored form. This evaluates the factored form of the polynomial using double precision arithmetic.
FactoredKulischPolynomial 408855776. , 708158977.
10 18
The result is completely different from the unfactored form and does not even have the same sign.
Significance arithmetic
Evaluating the unfactored and factored forms of the polynomial using software numbers with Precision 16 we see that none of the digits are indicated as being correct. The polynomial example of Rump illustrated how we can estimate the relative condition number of a multivariate polynomial. For the polynomial of Kulisch, the logarithm of the relative condition number shows that we should expect a loss of approximately 36.3 decimal digits.
It would be useful to have a way of automatically obtaining a result to within a prescribed error tolerance. This would be advantageous in the absence of a concrete measure for estimating the conditioning of a problem and it would also simplify the process of finding how many digits should be used in computations when the conditioning of a problem is known. The next section describes such a facility.
An automatic strategy to overcome cancellation
Evaluating the polynomial of Kulisch in factored form using exact arithmetic yields the following results. Intermediary computations here involve arbitrary precision integers.
FactoredKulischPolynomial 408855776 , 708158977
1 Unfortunately, using exact arithmetic can be prohibitively expensive in general. It would be useful to have a way of automatically returning a reliable result using floating point arithmetic. As we have seen Mathematica's significance arithmetic has numbers that are equipped with intrinsic error estimates. It is therefore possible to use the size of errors in inputs to computations and in output from computations in an attempt to get an output within a specified error tolerance. The function N can be used to accomplish this.
Setting the following attribute allows N to inherit the knowledge that the function KulischPolynomial takes inexact numbers as inputs and returns an inexact number for the result.
SetAttributes KulischPolynomial , NumericFunction ;
In this example N converts exact numbers to have an initial Precision and then examines the Precision of the result. If the Precision of the result is deficient, linear extrapolation is used to augment the initial Precision and the computation is then repeated. The restriction of the definition of the function KulischPolynomial to work with real numbers ensures that the input does not evaluate using exact arithmetic.
N KulischPolynomial 408855776 , 708158977 , 20
1.0000000000000000000
Informal verification
In high level systems like Mathematica there is more than one way of obtaining a result to a given computation, so that we can use the system introspectively to validate results. Using the analysis of linearized error propagation for functions we can define some routines to compute error propagation quantities from their mathematical definitions. Then we can compare results with the built in functions and examine how closely the implementation matches the theory.
Here we define a routine which finds the Accuracy of the result of a unary function f at a given point x.
PropagateAccuracy f_, x_ : Accuracy x Scale f ' x ;
This defines a real valued number with Precision 20.
val SetPrecision 2 10 10 , 20
10 10
This invokes the function PropagateAccuracy for the function Exp at the previous value.
PropagateAccuracy Exp, val
29.699
The result is the same as that of the built−in function.
Accuracy Exp val
29.699
We now define a routine which finds the Precision of the result of a unary function at a given point.
PropagatePrecision f_, x_ : PropagateAccuracy f, x Scale f x ;
Here we see that the Precision of the result of applying Sqrt to the number assigned to val is augmented from 20 by one binary bit, or log 10 2 0.301.
PropagatePrecision Sqrt, val
20.301
The reason for the increase in Precision can be seen by considering the (logarithm of) the relative condition number for f x x . The result is independent of the actual value of x, so that we can use a symbol x as input.
Log 10, RelativeConditionNumber x , x
Log 2 Log 10
The result of the function PropagatePrecision is the same as the Precision of the built−in function for computing Sqrt.
Precision val
20.301
Conclusions
There are alternative arithmetic models to significance arithmetic whose purpose is to accurately track the propagation of errors. One approach is interval arithmetic which we have briefly discussed and is described in more detail in [Hammer 1995 In contrast MPFR endeavours to give a fixed precision result that is completely accurate, which may involve internally raising the number of digits used and redoing a computation. Another interesting feature of MPFR is that it provides several modes for directional rounding. Other recent work in the study of automatic error analysis is given in [Rowan 1990 ] and a recent description of some precise numerical methods can be found in [Aberth 1998 ].
There is no substitute for traditional methods of numerical analysis, such as forward and backward analysis which provide tangible error estimates. These tools provide the necessary insight that is required in a thorough investigation of a problem (see for example [Chaitin 1996] and [Higham 1996] ). However, we believe that significance arithmetic is a useful addition to the repertoire of available tools for the numerical investigation of problems. We also believe that the model provides a useful aid for users who are not experts in the analysis and construction of numerical methods but are interested in investigating and solving problems, often against the industrial backdrop of pressing deadlines. It is our hope that the examples shown here provide some justification for these claims. Some additional details and examples of Mathematica's implementation of significance arithmetic and numerical functions are given in [Keiper 1992 As we have seen, the use of increasing precision in a fixed precision arithmetic system should be used with caution, a point which is summed up in the following cautionary extract [Higham 1996]: When the only source of errors is rounding, a common technique for estimating the accuracy of an answer is to recompute it at a higher precision and to see how many digits of the original and the (presumably) more accurate answer agree. We would intuitively expect any desired accuracy to be achievable by computing at a high enough precision. This is certainly the case for algorithms possessing an error bound proportional to the precision, which includes all the algorithms described in subsequent chapters of this book. However, since an error bound is not necessarily attained, there is no guarantee that a result computed in t digit precision will be more accurate than one computed in s digit precision, for a given t > s; in particular, for a very ill conditioned problem both results could have no correct digits.
Significance arithmetic is applicable to a wider range of problems than interval arithmetic and works reasonably well when the assumptions of the model are justified. Numerous simplifications and operations involving exact quantities in Mathematica are actually resolved numerically, such as comparisons like Π > 22/7 (see for example [Sofroniou 1996] ). Such applications would not be possible if some form of error certification were not used. Another application of significance arithmetic in Mathematica is the package NumericalMath'Microscope' which is useful for verifying the correctness of machine arithmetic libraries in modern compilers.
The choice of significance arithmetic in Mathematica has not been entirely favorable (see for example [Fateman 1992] ) although some of these criticisms relate to early deficiencies in the implementation. The tools for verifying results that have been presented here are now used by the quality assurance department at Wolfram Research as a routine control in the development of Mathematica. It is our hope that this will improve the reliability of the program and placate the criticism and concerns relating to the implementation. Further criticism, somewhat justifiably, has centered on the lack of formal documentation explaining how significance has been implemented and we hope that the description provided here goes some way towards addressing this aspect.
It is an open question as to how generically useful the assumption of independence of errors in significance arithmetic is and whether corrective steps to better reflect the correlation of errors can be carried out. Indeed Mathematica uses fixed precision arithmetic in its large scale numerical routines such as in linear algebra and the numerical solution of differential equations; the error bounds provided by these numerical methods are well studied and provide much tighter bounds than those based on random assumptions of error accumulation. The issue of error correlation also arises in interval arithmetic where it gives rise to what is sometimes referred to as the dependency problem [Hansen 1992 ].
There is some inevitable overhead involved in the tracking of errors that is associated with significance arithmetic. However, by embedding run time error bounds in the arithmetic itself, the user is freed from maintaining manual error bounds and it can become possible to carry out reliable computations much more efficiently than was previously considered possible. Unlike interval arithmetic, the error bounds in significance arithmetic are approximate. As long as error intervals are kept sufficiently small, the model can still be used to accurately track errors. At least some computational processes fit the assumptions of significance arithmetic very well and as evidence of this the authors have recently developed the most efficient known implementation for computing continued fractions of real numbers [Sofroniou 2000 ].
