Abstract-We study the cross product as a method for generating and analyzing interconnection network topologies for multiprocessor systems. Consider two interconnection graphs G 1 and G 2 each with some established properties such as symmetry, low degree and diameter, scalability, simple optimal routing, recursive structure (partitionability), fault tolerance, existence of nodedisjoint paths, low cost embedding, and efficient broadcasting. We investigate and evaluate the corresponding properties for the cross product of G 1 and G 2 based on the properties of G 1 and those of G 2 . We also give a mathematical characterization of product families of graphs which are closed under the cross product operation. This investigation is useful in two ways. On one hand, it gives a new tool for further studying some of the known interconnection topologies, such as the hypercube and the mesh, which can be defined using the cross product operation. On the other hand, it can be used in defining and evaluating new interconnection graphs using the cross product operation on known topologies.
INTRODUCTION
TUDYING undirected graphs as interconnection topologies for large multiprocessor systems has been an active area of research in the last decade. Many graphs have emerged as attractive interconnection topologies including hypercube, deBruijn, shuffle exchange, butterfly, cubeconnected cycles, mesh, star graph, and tree networks. The criteria commonly used in evaluating these topologies are related to the properties of symmetry, scalability, low degree and diameter, simple optimal routing, recursive structure and partitionability, fault tolerance, low-cost embedding of other topologies, support of efficient broadcasting and other communication schemes, existence of parallel paths, and support of parallel algorithms. Among the studied topologies, none can be claimed to outperform all the others with respect to all these criteria. For example, it is possible to find a topology X that is superior to a topology Y in terms of scalability and reduced degree and diameter but with poorer support for broadcasting. Such is the case for the star graph and the hypercube [6] , for instance. It would be interesting to be able to "combine" two known topologies with established properties to obtain a new one that inherits properties from both. In this paper, we study the cross product as a tool for achieving this "combining." It will also allow us to further investigate the properties of some known interconnection topologies such as hypercubes, tori, and meshes which can be defined based on the cross product operation.
The following is an overview of some related work and its relation to our work. The cross product of graphs has been used in [8] to formalize the notion of dimensionality of some interconnection networks. Recently, there has been an increasing interest in a class of interconnection networks called product networks. A product network is obtained by applying repeatedly the cross product operation on a given basic graph as a building block. Examples of product networks that have been investigated include products of Petersen graphs [18] , mesh-connected trees [19] (which are products of complete binary trees), and product-shuffle networks [15] (which are products of deBruijn graphs). In [15] , Rosenberg obtains several embedding, network emulation, and VLSI layout results for the product-shuffle network. In [16] , Ganesan and Pradhan investigate the properties of the cross product of the hypercube and the deBruijn networks, proving its attractiveness as compared to its component graphs. Obtained results in this work relate to embedding (of cycles, meshes, complete binary trees, and meshes of trees), broadcasting, and routing. In [17] , Ohring, Ibel, and Das study fault tolerant broadcasting in product networks. These studies are to be distinguished from the more general study carried out in this paper. On one hand, we do not consider any specific topology, and, on the other hand, we do not restrict the two graphs on which we apply the cross product operation to be homogeneous. None of the above papers investigates in general terms various properties of the product of arbitrary (homogeneous or heterogeneous) networks based on the properties of the component networks. It is that general investigation that we are undertaking in this paper. We also propose a unified mathematical characterization for the families of graphs that are closed under the cross product operation. These include many of the popular topologies such as hypercubes, tori, meshes, k-ary hypercubes, and generalized hypercubes. This mathematical characterization provides a unified approach for further studying these known topologies and for building and analyzing new attractive ones.
During the refereeing process of this paper, an anonymous referee has attracted our attention to an independent study performed by Youssef [20] based on a previous study, [21] , by Youssef and Narahari, on product networks, which includes some general results about the cross product of graphs. The main differences between the two studies is summarized in the following. We start by enumerating the issues that have been addressed in this paper but not in [20] . This paper gives full characterization of complete sets of node disjoint paths between any two nodes of the cross product along with the lengths of these paths. We obtain an upper bound on the fault diameter of the cross product. We show that the class of Cayley graphs is closed under the cross product of graphs. We present necessary and sufficient conditions for any graph family to be closed under the cross product operation along with a number of related results. Finally, some of our embedding and recursive structure findings are not addressed in [20] . On the other hand, [20] obtains a lower bound on the node-connectivity of the cross product, includes an edge labeling result that can be used to avoid routing deadlocks, discusses permutation routing, and addresses the embedding of complete binary trees in cross product networks. Our results are, therefore, a continuation to the findings of Youssef [20] .
DEFINITION AND BASIC PROPERTIES

The Cross Product of Two Interconnection Topologies
Consider two interconnection topologies given by two undirected graphs G1 = (V1, E1) and G2 = (V2, E2), where V1 and V2 are the sets of vertices and E1 and E2 are the sets of edges. We restrict the graphs of interest to be connected.
DEFINITION 1.
The cross product G = G1 ⊗ G2 of two undirected connected graphs G1 = (V1, E1) and G2 = (V2, E2) is the undirected graph G = (V, E), where V and E are given by:
1) V = {<x1, x2>| x1 ∈ V1 and x2 ∈ V2}, and 2) for any u = <x1, x2> and v = <y1, y2> in V, (u, v) is an edge in E iff either (x1, y1) is an edge in E1 and x2 = y2, or (x2, y2) is an edge in E2 and x1 = y1.
The edge (u, v) is called a G1-edge if (x1, y1) is an edge in E1, and it is called a G2-edge if (x2, y2) is an edge in E2. x1 is called the G1-component of u and x2 is called its G2-component. 
Connectivity
2) the size s and the diameter δ of G1 ⊗ G2 are given by:
3) the degree of a node u = <x1, x2> in G1 ⊗ G2 is equal to the sum of the degrees of vertices x1 and x2 in G1 and G2, respectively.
PROOF. Let u = <x1, x2> and v = <y1, y2> be two vertices in G1 ⊗ G2. Since G1 and G2 are connected, there exists a path between x1 and y1 in G1 and a path between x2 and y2 in G2 . This yields an obvious path between u and v in G1 ⊗ G2 which implies that G1 ⊗ G2 is connected. The size and degree expressions are also fairly obvious. As for the diameter expression, it can be justified by noticing that a path between any two vertices u = <x1, x2> and v = <y1, y2> of G is composed of the two types of edges: G1-edges (affecting the G1-component) and G2-edges (affecting the G2-component). If all the G1-edges (resp. the G2-edges) in the path from u to v are extracted and listed, maintaining their relative order, we obtain a path from x1 to y1 in G1 (resp. from x2 to y2 in G2). Therefore, u would be at a maximum distance from v in G if and only if x1 is at a maximum distance from y1 in G1 and x2 is at a maximum distance from y2 in G2.
This result implies that if both topologies G1 and G2 have degree and diameter which are logarithmic or sublogarithmic of their size, then their cross product G has degree and diameter which are also logarithmic or sublogarithmic of the graph size. Another implication of the above proposition is the higher scalability and flexibility in selecting the network size for G as compared to each of G1 and G2. This is justified by the fact that the set of possible values for the size of G (being the product of the size of G1 and that of G2) is generally much denser than the set of possible sizes of each of G1 and G2. Similarly, for the degree and diameter of the cross product which are the sum of those of G1 and G2. This is illustrated by the following example.
EXAMPLE. Let SQ n,h be the cross product of the n-star graph S n and the h-hypercube Q h . SQ n,h offers a higher flexibility in choosing the network size and adjusting the degree and diameter parameters. Table 1 illustrates this feature by showing the size, degree, and diameter of S n , Q h , and SQ n,h for various orders of desired network sizes. We observe in all the cases considered in Table 1 that SQ n,h has a better fit to the desired size than S n and a lower degree and diameter than Q h . In the following, we investigate further these advantages of the star-cube over the star graph and the hypercube. We start by considering desired graph sizes of up to one million, then arbitrarily large sizes will be considered. For each of the three graph families S n , Q h , and SQ n,h , we have calculated the percentage of integer values in a certain range [1, N] that match within 10% the size of at least one of the graphs in the family. In Fig. 1 , we plot the obtained percentages against log 10 (N) for each of the three graph families. These results show clearly the superiority of the star-cube in terms of scalability. We see for example that about 96% of all the integers in the range [1, 10 5 ] correspond within 10% to sizes of star-cube graphs, while the figure for the hypercube is about 26% and for the star graph is about 9%. Furthermore, for each network size N for which there exist both an SQ n,h and a Q h of sizes within 10% of N, we observed that SQ n,h has a lower degree and a lower diameter than Q h . Now consider an arbitrarily large size N and let n be the integer such that n! £ N < (n + 1)!. Notice that in the interval [n!, (n + 1)!], only the two endpoints correspond to star graph sizes while at least the values 2n!, 2 2 n!, 2 3 n!, ..., and 2 2 log ! n n are star-cube sizes in the same interval. In general, there would be more star-cube sizes in the considered interval which are obtained from products of other factorials (other than n!) with powers of 2. Therefore, for all desired sizes N in this interval which are between 2n! and 2 2 log ! n n , the star-cube presents a better fit to the desired size than the star graph. This corresponds to a ratio of about (n -2)/n in favor of the star-cube. For arbitrarily large N values, this ratio approaches 100%. As for comparing the degree and diameter of the star-cube to those of a hypercube of similar size, notice that for a given desired size N, the degree and diameter of the nearest hypercube are in the order of log 2 (N). On the other hand, the degree of a star-cube of comparable size is in the order of log 2 log 2 (N/2 h ) + h (using Stirling's approximation) and its diameter is in the order of 3 2 2 2 2 log log ( / ) N h h + where h corresponds to the dimension of the hypercube component of the cross product and which can be any integer between 0 and log 2 (N). Clearly, it is always possible to choose h in this range such that log 2 log 2 (N/2 h ) + h is lower than log 2 (N) and such that 3 2 2 2 2 log log ( / ) N h h + is lower than log 2 (N).
Vertex Symmetry
Vertex symmetry allows a common view of the network from any of its nodes. This in turn simplifies the hardware design and has a simplifying impact on the communication schemes and on the design of parallel algorithms. Many of the popular interconnection topologies belong to the Cayley Graph [1] class of symmetric group graphs. It has been proven in [1] that every Cayley graph is vertex symmetric. Given a set of generators of a finite group such that it is closed under inverses, a Cayley graph is obtained by taking the elements of the group as vertices and connecting by an edge every pair of elements a and b if, and only if, b is obtained from a by applying one of the group generators. We show that if each of the two interconnection graphs G1 and G2 is a Cayley graph, then their cross product G is also a Cayley graph and therefore is vertex symmetric.
PROPOSITION 2. If each of G1 and G2 is a Cayley graph, then G = G1 ⊗ G2 is also a Cayley graph.
PROOF. Let g 1 , g 2 , ... , g d1 be the generators of G1 where d1 is the degree of G1 and let q 1 , q 2 , ... q d2 be the generators of G2 where d2 is the degree of G2. Let id1 be the identity element of G1. Similarly, let id2 be the identity element of G2. Consider the following d1 + d2 elements of G:
In addition, we define a binary operation on G as follows:
u ◊ v = <x ◊ y, a ◊ b>, for all u = <x, a> and v = <y, b> in G, where x ◊ y is the result of applying x to y in the group G1 and a ◊ b is the result of applying a to b in the group G2. It can be easily shown that this binary operation in G is associative, has an identity element id = <id1, id2>, and that every element u = <x, a> of G has an inverse u -1 = <x -1 , a -1 >. Therefore, G is a group. Furthermore, the γ i s are generators of G. This can be seen by noticing that for any element u = <x, a> of G, if x = g i1 ◊ g i2 ... g ik in G1 and if a = q j1 ◊ q j2 ... q jm in G2, then u can be generated by applying the generator sequence:
Since the set of g i s is closed under inverses in G1 and the set of q i s is closed under inverses in G2, the set of γ i s is also closed under inverses in G.
COROLLARY. If G1 and G2 are Cayley graphs, then G = G1 ⊗ G2
is vertex symmetric.
Routing
A distributed routing algorithm for a network graph G = (V, E) is a function R from V × V to V that associates for each pair of nodes (current, destination) a node next , where current is the node at which a given message is currently stored, destination is the destination node for that message, and next is the next node to be visited by the message in its way to the destination node. Let R1 and R2 be two distributed routing algorithms for G1 and G2, respectively. A distributed routing algorithm R for G1 ⊗ G2 is given by:
The above routing rules route a message along G1-edges until the G1-component of the current node is equated to the G1-component of the destination node. Once that is achieved, the routing continues along G2-edges. The relative order of these two routing stages may be reversed or interleaved. Adaptive distributed routing algorithms that take into consideration link congestion, buffer availability, and failure situations can be obtained by allowing to move along the appropriate component as imposed by these constraints.
Broadcasting
Many distributed and parallel applications require an efficient broadcast algorithm. Given a broadcast algorithm for each of G1 and G2, a broadcast algorithm for G1 ⊗ G2 can be obtained as follows. Assume that we want to broadcast a message M, originally at a source node <s1, s2> of G1 ⊗ G2, to all other nodes. In a first stage, the known broadcast algorithm of G1 can be used to broadcast M in the G1 subgraph of G1 ⊗ G2 that contains all the nodes of the form <x, s2> for any node x in G1. In other words, in the first stage, a copy of M is delivered to each node that can be reached from the source using only G1-edges. In a second stage, all nodes of the form <x, s2> that have received a copy of M during the first stage, apply the broadcasting algorithm of G2 to initiate parallel broadcasts in different G2 subgraphs of G1 ⊗ G2. During this second stage, communication is performed along G2-edges only.
If each of the broadcasting algorithms of G1 and G2 is optimal in terms of the number of parallel broadcasting steps (i.e., terminates within a number of broadcasting steps equal to the diameter of the corresponding graph), then the above described two-stage broadcasting algorithm for the cross product G1 ⊗ G2 is also optimal in the same sense. This is justified by noticing that a copy of M is delivered to all nodes of G1 ⊗ G2 within a total number of broadcasting steps equal to the sum of the number of broadcasting steps for G1 (first stage) plus the number of broadcasting steps for G2 (second stage). Knowing that the diameter of G1 ⊗ G2 is the sum of the diameters of G1 and G2, we conclude that the above two-stage routing algorithm for G1 ⊗ G2 is optimal.
EMBEDDING IN A CROSS PRODUCT OF GRAPHS
An embedding, f, of an undirected graph G' = (V', E') into an undirected graph G = (V, E) is a mapping of V' into V such that each vertex of G' is mapped to a distinct vertex of
is called the expansion of the embedding. The maximum distance in G between f(x) and f(y) for any two adjacent nodes x and y of G' is called the dilation of the embedding. We start by showing the following useful lemma which allows us to derive for G2 ⊗ G1 all the results established in this paper for G1 ⊗ G2.
PROOF. Consider the trivial mapping f from the set of nodes of G1 ⊗ G2 to the set of nodes of G2 ⊗ G1 given by f(<x1, x2>) = <x2, x1>. It is simple to verify that f maintains adjacency and, therefore, G1 ⊗ G2 and G2 ⊗ G1 are isomorphic. PROOF. (We show only the first part, the proof of the second part is similar.) G1 embeds H with dilation λ implies that there exists a mapping f of the set of vertices of H into the set of vertices of G such that if (x, y) is an edge in H, then there exists a path of length at most λ between f(x) and f(y) in G1. Consider the mapping F of the set of vertices of H ⊗ G2 into the set of vertices of G1 ⊗ G2 given by: F(<x1, x2>) = <f(x1), x2>. Let (<x1, x2>,<y1, y2>) be any edge in H ⊗ G2. This means that (x1, y1) is an edge in H and x2 = y2, or (x2, y2) is an edge in G2 and x1 = y1. If (x2, y2) is an edge in G2 and x1 = y1, then (F(<x1, x2>), F(<y1, y2>)) = (<f(x1), x2> , <f(y1), y2>) is obviously an edge in G1 ⊗ G2. If, however, (x1, y1) is an edge in H and x2 = y2, then there must exist a path π = f(x1) → z1 → z2 ...
of length at most λ between f(x1) and f(y1) in G1. The following is, therefore, a path of length at most λ from <f(x1), x2> to <f(y1), y2> (recall, x2 = y2):
The expansion of this embedding is given by:
P ROPOSITION 5. If G1 (resp. G2) embeds H1 (resp. H2) with dilation λ 1 (resp. λ 2 ) and expansion α 1 (resp. α 2 ), then G1 ⊗ G2 embeds H1 ⊗ H2 with dilation max(λ 1 , λ 2 ) and
PROOF. G1 embeds H1 with dilation λ 1 implies that there exists a mapping f1 of the set of vertices of H1 into the set of vertices of G1 such that if (x, y) is an edge in H1, then there exists a path of length at most λ 1 between f1(x) and f1(y) in G1. Similarly, G2 embeds H2 with dilation λ 2 implies that there exists a mapping f2 of the set of vertices of H2 into the set of vertices of G2 such that if (x, y) is an edge in H2, then there exists a path of length at most λ 2 between f2(x) and f2(y) in G2. Consider the mapping F of the set of vertices of H1 ⊗ H2 into the set of vertices of G1 ⊗ G2 given by:
be any edge in H1 ⊗ H2. This means that (x1, y1) is an edge in H1 and x2 = y2, or (x2, y2) is an edge in H2 and x1 = y1. If (x1, y1) is an edge in H1 and x2 = y2, then there exists a path π = f1(x1) → z1 → z2 ... → zk → f1(y1) of length at most λ 1 between f1(x1) and f1(y1) in G1. The following is then a path of length at most λ 1 from the node F(<x1, x2>) = <f1(x1), f2(x2)> to the node F(<y1, y2>) = <f1(y1), f2(x2)>:
A similar construction can be done for the case where (x2, y2) is an edge in H2 to obtain a path of length at most λ 2 from F(<x1, x2>) to F(<y1, y2>). The expansion of this embedding is:
It is interesting to address the question of closure of certain graph families under the cross product operation and its relation to the above embedding results. Given a certain graph family (such as binary hypercubes, star graphs, meshes, tori, etc.), if each of G1 and G2 embeds a graph from that family (say a hypercube), the question is whether G1 ⊗ G2 embeds also a hypercube. For some graph families, any graph from the family can be expressed as the cross product of smaller graphs from the same family. For example, the (h + j)-dimensional binary hypercube Q h+j is isomorphic to the cross product Q h ⊗ Q j . Also the cross product of an m1 × n1 mesh by an m2 × n2 mesh is an m1 × n1 × m2 × n2 mesh. A third example is the k-ary n-cube Q n k since the cross product of Q n1 k by Q n2 k is Q n1+n2 k (similar for the more general family of torus networks). Yet another example is the family GHC of generalized hypercubes [14] since the cross product of an m1 * m2 * ... *mr GHC by an n1 * n2 * ... * nk GHC is an m1 * m2 * ... * mr * n1 * n2* ... * nk GHC. If H1 and H2 belong to one of these families and if G1 embeds H1 and G2 embeds H2, then G1 ⊗ G2 embeds H1 ⊗ H2 (by proposition 5), which is also a graph from the same family of H1 and H2.
However, this property of closure under cross product of graphs is not satisfied by all families of graphs. Examples of families that are not closed under the cross product operation include rings, star graphs, deBruijn graphs, trees, shuffle exchange graphs, butterfly graphs, and cube-connected cycles. The question is how to characterize the families which satisfy the above discussed closure property. Intuitively speaking, a family of graphs is closed under the cross product of graphs if :
1) for each graph G in the family, there exists an integer n ≥ 1 such that each node of G has a label (address) formed of n separate components (dimensions) and each edge of G connects two nodes whose labels differ by exactly one component, 2) the number n of components is allowed to take arbitrary values in the family, and 3) separate components may be identical.
Under this characterization fall the following families of graphs: binary hypercubes, meshes, tori, and generalized hypercubes [14] . However, rings and cube-connected cycles (not satisfying 2), star graphs (not satisfying 3), and deBruijn graphs (not satisfying 1) are not closed under cross product. Actually these requirements are also necessary (as proved formally later) since the cross product of two graphs of a given family is a graph with labels having two components (possibly identical) and whose edges connect nodes with labels differing in exactly one component, such a product graph will not belong to the family if this family is not satisfying requirement 1 or 3. Furthermore, if we also want in the family the graphs obtained by applying an arbitrary number of times the cross product operation on member graphs, the family must also satisfy requirement 2. We refer to a family of graphs satisfying these requirements as a product family of graphs. We capture these requirements formally in the following definition. for all n ≥ 1, and the adjacency functions:
DEFINITION 2. A family (set) Φ of undirected graphs is said to be a product family of graphs iff we can define a (finite or
infiniteC i i i i n n GHC ( ) { , , , , , , , } = - + + - 0 1 1 1 2 1 K K .
P ROPOSITION 6. A family (set) Φ of undirected graphs is closed under the cross product operation if, and only if, it is a product family of graphs.
PROOF. We first show that being a product family is sufficient for closure under cross product. Let Φ be a product family of graphs given by the sequence S S 
S S S S S S
Now we establish that being a product family is necessary for closure under cross product. Let F be a family of graphs that is closed under the cross product of graphs. We associate with each graph in F an integer called its dimension as follows. Each graph of F that cannot be expressed as a cross product of two graphs from F is considered of dimension 1. If G1 and G2 are in F and have respective dimensions n and m, then the dimension of G1 ⊗ G2 is by definition n + m.
Consider all the graphs H1 = (V1, E1), H2 = (V2, E2) ... of F which have dimension 1. Let Φ be the product family given by the sets of symbols S S closed under cross product. Now we show by induction on the dimension that each graph of F is a graph of Φ. Each graph Hi of dimension 1 of F is the graph of Φ associated with the 1-tuple (S i F ). Let G be a graph of F of dimension n > 1. Then, we should be able to express G as the cross product of two graphs G1 and G2 from F of respective dimensions n1 and n2 (otherwise, G would be of dimension 1). We must have n1 < n and n2 < n and, therefore, by induction hypothesis each of G1 and G2 is in Φ. Since, in addition, Φ is closed under cross product (by the sufficiency part of this proof), we derive that G is in Φ.
The following result is a direct derivation from Propositions 5 and 6. K such that all the kjs which are equal to 1 appear before all those which are equal to 2. Hence, G¢ is the cross product of a graph from Φ1 by a graph from Φ2. Therefore, G is in Φ1 × Φ2.
The above embedding results imply that if each of G1 and G2 is a recursively structured graph (i.e., can be partitioned into smaller graphs of the same family) such as a mesh or a hypercube, then, G1 ⊗ G2 is also recursively structured since it can be partitioned into smaller graphs each of which is the cross product of a graph from the family of G1 and a graph from the family of G2.
PARALLEL PATHS
Another important feature of interconnection topologies is the existence of node-disjoint (parallel) paths between any pairs of nodes for speeding-up transfer of large amounts of data and for offering alternative routes in the cases of node or link failures. In this section, we aim at proving that if G1 and G2 are two regular graphs such that for each one of these graphs there exists a maximum-size family of parallel paths between any two of its vertices, then the same property holds for G1 ⊗ G2. Notice that for a regular graph, the maximum number of parallel paths between any two nodes is the degree of the graph. We use the abbreviation: G has CPP/r-MLI.
PROPOSITION 9.
If G1 is regular of degree d1, G2 is regular of degree d2, G1 has CPP/r1-MLI, and G2 has CPP/r2-
PROOF. Let u = <x u , y u > and v = <x v , y v > be two nodes in G1 ⊗ G2. Since G1 is regular of degree d1 and has CPP/r1-MLI, there exist d1 parallel paths p p p 
Each of these paths is of length at most d(y u , y v ) + r2
and at least one of them (say p y 1 ) is of length d(y u , y v ).
We construct the following d1 + d2 paths between u and v (we omit the arrows in the path description for space limitation): Similarly, it has been shown in [5] that if u and v are two nodes of the n-star graph S n at a distance d, then there are n -1 node-disjoint paths between u and v and that each of these paths is of length d, d + 2, or d + 4. It can also be inferred from [5] that a nonempty subset of these paths are of minimum length d. Using these results and applying the above construction method, the parallel paths between the two nodes <123, 00> and <132, 11> of SQ 3,2 are constructed as shown in Fig. 2 .
COROLLARY. If G 1 has CPP/r 1 -MLI and G 2 has CPP/r 2 -MLI,
COROLLARY. If G 1 has CPP/r 1 -MLI and G 2 has CPP/r 2 -MLI, 
EXAMPLES OF CROSS PRODUCTS
The cross product of the star graph and the hypercube results into an attractive interconnection topology, the starcube. The results established in this paper allow us to derive many properties of the star-cube including reduced degree and diameter (see Table 1 ), scalability (see Fig. 1 ), vertex symmetry, simple and optimal routing, efficient broadcasting, and characterization of parallel paths. Known embeddings into star graphs [7] , [10] and hypercubes [4] , [13] can be combined with the embedding results of this paper to obtain embeddings in the star-cube. Also, the recursive structure and partitionability of the star-cube into smaller star-cubes can be derived from the discussion about product graphs provided in the embedding section. Fig. 3 shows the cross product of the three-star graph and the two-dimensional hypercube. Fig. 3 . The cross product of a three-star graph and a two-cube.
The star-mesh (see Fig. 4 ) is another topology obtained by applying the cross product operation on the star graph and the mesh. If wrap-around connections are added to the mesh links, a vertex symmetric topology (in fact a Cayley graph) will result. The star mesh could be used to run mesh parallel algorithms [3] , [12] taking advantage of the extra star connections to support the communication needs of these algorithms, especially when one-to-all and all-to-all communication is involved. These communication schemes perform rather poorly on the mesh to the contrary of the star graph, which supports broadcasting effectively due to its reduced diameter [9] . It is also possible to perform the cross product of an interconnection graph with another of the same kind. Fig. 5 shows the cross product of the three-star graph with another three-star graph. In addition to all the properties this product inherits from the star graph as per the results of this paper, we can see that the star-star product can support effectively matrix computations. In fact, matrix computations are not naturally supported by the star graph [2] especially when communication is involved in both matrix row and matrix column directions such as in LU factorization. With the star-star product, matrix computation algorithms can make use of the existence of two types of links (one along the first star component and the other along the second) to allow communication in both the row and the column directions. In fact, since the star graph is Hamiltonian, Proposition 3 and its corollary can be used to embed a twodimensional mesh or torus in the star-star. This embedding permits not only to emulate known mesh matrix algorithms but to enhance these algorithms with efficient star broadcasting along rows and columns as well. This ability of supporting matrix computations and in general mesh algorithms is shared by all cross products of Hamiltonian graphs as implied by Proposition 3. 
CONCLUSION
We used the cross product of interconnection networks as a tool to generate new interconnection topologies and analyze their properties based on the properties of other known topologies. This tool also allows us to further study known interconnection graphs that can be defined using the cross product operation. We investigated the properties of scalability, vertex symmetry, optimal distributed routing, optimal one-to-all broadcasting, embedding, recursive structure and partitionability, and existence of maximumsize families of node-disjoint paths, along with some corollary results about node-connectivity and an upper bound for the fault-diameter. This work provides a set of ready to use results related to the studied properties for a virtually unlimited number of interconnection topologies. Future work could use these results to study more closely the cross product of specific known topologies such as hypercubes, grids, cycles, trees, and star graphs in an attempt to discover new topologies with more attractive properties than the known ones. Another direction for future work is to study other properties of the cross product of interconnection networks, such as fault-tolerant communication, subgraph allocation, load balancing, and the design of parallel algorithms.
