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Abstract
This dissertation focuses on the design of solutions to sensing problems, such as
classification, regression and mode discovery, etc., that arise in low power wireless
sensor network applications such as human versus animal classification in forest pro-
tection scenarios and people counting in diverse spaces. My approach is data-driven
and typically involves collection of large data sets in different scenarios and settings. I
study the design of robust features, the selection of robust features, the generation of
synthetic data and the pruning of erroneous data. The two applications human versus
non-human classification and people counting are used as the two main examples in
studying all these areas. To achieve the efficiency needed in the low power and low
memory setting, I explore multiple techniques such as using fixed point FFT instead
of floating point FFT, using Haar transform instead of spectrogram, etc.
Human and wildlife protection in forested settings using wireless sensor networks
(WSNs) requires target classification in the presence of many challenges, with diverse
and variable background clutter, lack of data, and the anisotropic nature of sensors
being some of them. Forest deployments benefit from requiring minimal infrastructure
and performing classification in-situ so as to reduce the network traffic and thereby
improve system lifetime. We describe a mote-scale support vector machine classifier
design and implementation that addresses these challenges and desiderata, in the form
of a wirelessly networked array of micropower radar motes. We have deployed such
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a “virtual fence” as part of a forest protection WSN at a tiger reserve. Our design
focuses on robustness across environments, using a new technique for robust selection
of features that prioritizes features whose relative information gain has low variability
across the various backgrounds. In addition, data for classification is filtered using
a displacement detection algorithm that robustly rejects clutter moving in-situ to
isolate potential targets moving across the scene; subsequent feature computation
uses online background subtraction where possible. Our design for accuracy deals
with lack of data by a power-scaling mechanism for synthetically generating radar
signals capturing anisotropic “views” of targets. In addition, it achieves high recall by
frame/group level consensus, and high specificity and precision results by training the
classifier against an increasing number of potential non-targets. Overall, we find that
training against increasingly diverse targets-not-of-interest and backgrounds improves
both accuracy (to 98.58% in 10-fold cross validation over our dataset) and robustness.
People counting is key to a diverse set of sensing applications. We design a mote-
scale event-driven solution that uses a low-power pulsed radar to estimate the number
of people within the ∼10m radial range of the radar. In contrast to extant solutions,
most of which use computer vision, our solution is light-weight and private. It also
better tolerates the presence of obstacles that partially or fully impair line of sight; this
is achieved by accounting for “small” indirect radio reflections via joint time-frequency
domain features. The counter itself is realized using Support Vector Regression; the
regression map is learned from a medium sized dataset of 0−∼40 people in various
indoor room settings. 10-fold cross validation of our counter yields a mean absolute
error of 2.17 between the estimated count and the ground truth and a correlation
coefficient of 0.97. We compare the performance of our solution with baseline counters.
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We also study the efficient mote scale implementation of the learning algorithms.
We address the challenges of low memory and real-time operation by applying in-
cremental feature computation, fixed point computation, table lookups from NOR
flash, online sorting, fast rotation, etc. And we propose the first (to our knowledge)
mote-scale solution for people counting and human vs non-human classification.
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Chapter 1: INTRODUCTION
Today, pervasive computing enters our everyday lives daily. In contrast to desktop
computing, pervasive computing can work on any device, in any location, and in any
format. The variety of applications and the range of services offered to users are
expected to increase significantly. As a specific topic of pervasive computing, low
power sensing and its specific applications, is attracting more and more interest every
year.
Certain low power sensing problems have the following constraints:
1) Some face low signal to noise ratio (SNR), for example, using a low power radar
sensor to distinguish between human and animal. The radar waves have a low power,
and the reflected wave has even much lower power since the power is inversely pro-
portional to the 4th order of distance. As a result, the return wave that the radar
sensor receives is a very low SNR, which makes any classification difficult.
2) Some of the low power sensing problems have a diverse background. Sometimes
the target to classify is in an open space, while at other times that target is in a
location with many trees and bushes around. Still, we need to classify it correctly no
matter its background.
3) Some of the problems may originate in a diverse foreground. In the same example,
the target that needs to be classified may have different directions, different gestures,
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and different activities, etc. We need to classify the target correctly in all circum-
stances.
These constraints for low power sensing problems motivate my research. Tradi-
tional signal processing methods do not solve these problems well. Machine learning
can help us solve them, but the constraints remain. In this thesis, I focus on the design
of solutions to address these sensing problems using learning, such as classification,
regression, etc., that arises in low power wireless sensor network (WSN) applications,
for example, human versus animal classification in forest protection scenarios and
population counting in diverse spaces. The learning experiences for addressing these
problems are described in this thesis.
My approach is data-driven and typically involves the collection of large data sets
for different scenarios and settings and the study of the design of solutions especially
the design of robust features, the selection of robust features, the generation of syn-
thetic data, the removal of erroneous data, and mote-scale implementations of the
designed algorithm. To achieve the efficiency needed in a low power and low mem-
ory setting, I explored multiple techniques, such as using fixed point FFT instead
of a floating point FFT and using wavelet transform or Haar transform instead of
spectrogram, etc. I present my work using two aspects: 1) A radar-mote system
for human non-human classification and 2) A regression-based radar-mote system for
people counting.
This chapter provides the background knowledge on wireless sensor network appli-
cations that use a radar-mote system, discusses the challenges of these applications,
describes the basic knowledge for the pulsed micro radar we use in the radar-mote
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system, summarizes the main contributions of this thesis, and offers the organization
of this dissertation.
1.1 Applications and Challenges
The research in this dissertation was data-driven, and the interesting applica-
tions as well as the challenges when using them motivated our research. Two main
applications were explored for this dissertation: (1) the human versus non-human
classification and (2) people counting. In this chapter we introduce in detail what
these challenges were, what made them interesting, and how they motivated our
research.
1.1.1 Human vs non-human classification
The earth’s wildlife population has decreased by half over the last forty years. Of
particular concern is the rapid escalation in forest-wildlife interface issues that are
made worse by development related deforestation, increased rail/auto thoroughfare,
and consumption related demands, some legitimate and others illegitimate. From
these arise intense ecological conflicts that result in increasing human deaths in areas
inhabited by large mammals as well as drastic decline in animal populations in the
vicinity of protected areas such as national parks and wildlife sanctuaries. These have
widespread environmental and socio-economic ramifications, especially in developing
countries where current conservation practices are hampered by ill-equipped man-
power and management systems. Technology such as radio-telemetry and automated
camera traps has been of limited utility for protection thus far, in part due to lack
of coverage, scalability, or persistent connectivity. In addition, extant tools require
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substantial human effort, sample sizes are often inadequate to address the targeted
issues, and are not readily available when needed.
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Figure 1.1: Wildlife Protection WSN System Objectives
Based on our experience in deploying a wireless sensor network (WSN) system in
a tiger reserve in India, we find that WSNs can aid in the protection of endangered
species, forests, as well as humans. To do so, an essential goal for WSNs is providing
high quality classification of humans versus specific animals such as tigers or elephants
in the presence of complex clutter and animal targets-not-of-interest—this goal is the
focus of this section. Additional goals that our deployed system has addressed include:
• Overwhelming the adversary so that avoiding/compromising the system is hard,
by providing diverse forms of WSNs for operationally relevant coverage,
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Figure 1.2: Radar Setting in Forest
• Scalability for a potentially large number of humans and target animals, by de-
ploying static sensors discreetly in the field (in our particular setting, even tagging
target animals has become impractical, given its ongoing resource implications),
and
• Networking with limited access to base station infrastructure through dense foliage
and elevation changes, by deploying a low power, multi-hop relay network as-you-go
to nearby base stations.
A second set of open questions is related to the quality of intent association with
human intrusion events in the presence of imperfect information about target detec-
tion, classification, tracking, and other features. Thirdly, any design for protection
must account for the response of the adversary to its awareness of the protection
system.
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A protection system would ideally try to overwhelm the adversary so that avoid-
ing/compromising the system is hard. This motivates us to deploy static sensors
discreetly in the field instead of using wearable sensors. WSNs can provide opera-
tionally relevant coverage that greatly reduces human effort.
Moreover, in a realistic solution, the system should devote some of its limited re-
sources to discovering the evolution of adversarial activity patterns and measuring the
effectiveness of coverage so that sensor networks may be appropriately (re-)deployed
from time to time.
Human and wildlife protection in forested settings stands to benefit from wire-
less sensor network solutions that classify targets of interest. Operationally relevant
classification is however complicated by many factors: complex clutter in the back-
ground, soft targets, several types of targets that are not of interest, changing and
spatially diverse environments, communication constraints for energy limited net-
works, insufficient quality data for training classifiers, and deployment challenges.
Robust human-animal classification daily and seasonal changes in the environment,
moving background clutter, and the inability to collect adequate quality training
data for wildlife being some of them. Moreover, the sensor deployment needs to be
remote, discreet and infrastructure-free, and classification decisions must be in-situ
so as to minimize the network traffic and optimize the system lifetime. Existing
work on sensor-driven classification and activity recognition has traditionally tackled
only small subsets of these issues, and so human-animal classification has remained
inadequately solved.
Our system objectives are summarized in Figure 1.1. Three forms of WSN subsys-
tems, Virtual Fences (VF), Activity Region Monitors (ARM), and Forest Probes (FP)
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along with a relay network comprise the overall forest protection WSN, as illustrated
in Figure 1.4. The way of deployment of the VF is in Figure 1.2.
• Virtual Fence (VF): A virtual fence consists of sensor nodes that together delineate
a boundary between the forest and a hazard area (a village, on the forest periphery
or in the interior, a railroad track, or motorway). It thus covers a persistent and
well known region of activity with easy ingress/egress to and from the forest. Its
goal is both to identify and classify specified species of mammals exiting or entering
the forest.
• Activity Region Monitor (ARM): Each of these monitors spans a region of relevant
mammal activity that is expected to last for some time. Their objective is to
identify and track mammals that traverse the region or to alert authorities to
activities such as poaching, tree felling and forest burning.
• Forest Probes (FP): This subsystem collects data and intelligence reports from
diverse sources including humans (forest guards, wildlife crime experts, and co-
operating organizations) and relatively long range sensors. Its objective is to ac-
tively identify emergence or evolution of activity regions, so that new ARMs can
be deployed and existing VF and ARMs can be incrementally updated.
The VF and ARM “edge networks” are connected by a grid of relays to the nearest
base station, typically, at the guard station, within the same forest zone (there are 15
zones). Our networking solution employs a low-overhead, homogeneous networking
protocol operating on heterogeneous links: the VFs and ARMs internally use low
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overhead CTP-like routing over short links to communicate to the relays, which in
turn use multi-hop over long links to the base station.
Radar-Mote Virtual Fence. A virtual fence consists of wirelessly networked sensor
nodes that together delineate a boundary between the forest and a hazard-prone area
(a village, on the forest periphery or in the interior, a railroad track or motorway).
Its goal is to persistently identify and classify specified species of mammals exiting
or entering the forest. Nodes can individually or cooperatively discriminate based
on analysis of motion, sound, size, shape, etc. A VF must achieve high accuracy to
be operationally relevant, since the overhead associated with the forest management
response to alarms is high. More importantly, the VF performance must be robust
across many diverse backgrounds, since it is typically deployed in spatially and tem-
porally diverse environments. One node of the Virtual Fense in the forestry is shown
in Figure 1.3.
Figure 1.3: eMote.NOW-BumbleBee Unit on the Virtual Fence
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The sensors our team has experimented with include micro-power radars, buried
fiber optic cables, and multi-pixel PIR sensors for motion-based sensing. Although
this thesis focuses on the radar VF, the design and implementation of the VF must
address several practical challenges common to all of these sensor options:
• Clutter-rich backgrounds : The clutter in forest environment is not only high but
also complex and season-dependent. Moreover, within the same forest, regions with
remarkably different clutter may exist. Clutter rejection is further complicated
by being sensor-specific: some sensors are sensitive to moving currents of hot air
whereas others are not, some can penetrate through nearby objects (i.e., grass)
whereas others cannot, etc. Previous WSN experiments in target/activity detection
and classification have often assumed low-clutter environments and infrequently
tested across environments different from the ones used for training.
• Soft targets, potentially sensitive features : The shape and size of targets varies
from instance to instance and instant to instant. Moreover, even features that
show good separabality in a certain scenario can be highly noise-sensitive, whereby
their performance across different environments is highly variable. Existing liter-
ature on radar-based classification and activity sensing usually trains for just one
or a few environments, without accounting for robust performance across many
environments.
• Sensor artifacts : The antenna patterns of the micropower radars we used are
anisotropic, i.e., for any given target distance, they do not have the same sig-
nal power of the target return (and hence, observed range) in all directions. As
a result, it is usually the case that a stronger return for a smaller target (e.g., a
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dog) risks being falsely confused with a weaker return for a larger object (e.g., a
human).
• Classification generality, specificity, and precision: VFs are intended to protect
humans, tigers, elephants, and other (typically flagship) species. Our classifica-
tion solution must be generalizable across such targets-of-interest. By the same
token, classification must occur in the presence of multiple (often many) targets-
not-of-interest. Thus, the classification solution must also satisfy “specificity” and
“precision” (the ability to identify a target robustly with respect to all possible
non-targets).
• Insufficient data: A major difficulty is obtaining sufficient data to train an ade-
quate classifier for diverse backgrounds, targets-of-interest, targets-not-of-interest,
and sensor instances/orientations. Data collection in the wild, especially via crowd-
sourcing, incurs human and equipment error yielding mislabeled data or spurious
data, which can limit classifier performance.
• Mote-scale implementation: To limit communication to infrastructure base stations
thereby improve system lifetimes, the sensing, detection and classification compo-
nents should be accommodated in near real-time within the limited storage and
processing capabilities of a mote.
1.1.2 People counting
Many ubiquitous computing settings involve a number of objects of interest, and
counting them is of common interest. In particular, counting the number of people
in a scene has a large number of applications, ranging from safety and security to
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Figure 1.4: Wildlife Protection WSN System
green energy and efficient traffic flow. By way of example, safety in places where
people congregate often requires that the number of people there do not exceed some
threshold. Or, in the case of energy consumption in buildings, knowing the number
of people provides important information for operating the heating, cooling, and air
ventilation system both effectively and efficiently. Notably, the estimate need not be
exact for most applications, although in general one finds that the error that is toler-
ated should be progressively lower when the number of people is smaller (especially
when the count is zero, errors should be rare).
In some settings, the problem of people counting can be framed simply in terms of
the number of “trip wire” events that occur as one individual after another traverses
some ingress/egress boundary. Contact solutions, such as turnstiles and infra-red
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beam counters, are commonly used in this constrained setting, although non-contact
solutions also exist. In contrast, we focus on the more general formulation of counting
the number of people in a region. More specifically, we design and evaluate a single
mote-scale pulsed radar solution for collecting sensing data and concurrently estimat-
ing the count of people within the range of the radar. The radar we use [1] provides a
complex signal output that provides rich information about the moving objects in its
omnidirectional ∼10m radius field of view. Figure 1.5 shows how a single mote-scale
pulsed radar can be used in a classroom to count people.
Figure 1.5: Using Radar-mote Device in a Classroom to Count People
To gain some intuition for the issues associated with designing a radar solution,
let us first discuss some challenges associated with counting the number of people in
a scene, most of which are inherent in the problem but have nuances associated with
our use of radar as the sensing modality.
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• Normalization of people viewed at different distances :
The radar response to the movement of people depends upon their distance to
the radar. Roughly speaking, for the same movement, the power intensity of the
response is inversely proportional to the fourth power of the distance. Thus, using
signal amplitude as a feature is inadequate for distinguishing 1 person who is moving
5 meters away the radar from 16 people who are moving 10 meters away from the
radar. It follows that some mechanism is needed for normalizing the response of
people with respect to their distance from the radar. However, since the pulsed
radar does not provide absolute ranging measurements associated with targets, this
is not easily accomplished.
• Soft targets :
People are not rigid targets. Their movements over time yield varying cross
sections to the radar signal. In fact, their radar returns are the superposition of
the returns of multiple components (such as arms and legs) which themselves can
vary differently over time. Even within the movement of one arm—say the raising
of the arm—the speeds associated with different parts of the arm vary, can increase
progressively from the shoulder to the hand. Thus at any given moment multiple
bands of frequencies may be excited in the radar response.
• Shadowing and obstacles :
Lack of line-of-sight as a result of obstacles is a fundamental problem for all
non-contact counting methods. People themselves can shadow others, especially if
they move concurrently with similar speeds. The problem is exacerbated when the
range of the speeds of movement is small, for instance, in the context of sedentary
13
activity. Moreover, since the radar noise response is predominantly distributed over
low frequencies (0-30 Hz) and frequency is proportional to speed of motion, the
signal to noise ratio (SNR) for low speeds is lower than for high speeds. However,
the radar approach can leverage returns from multiple paths to compensate for
shadowing, if there is a way to deal with the fact that indirect returns have lower
energy and can themselves be a source of frequency error.
This is especially the case if the movements of one shadows the movements of
others—in this setting, shadowing include the case where the frequency bands
associated with one person subsume each of the bands associated with another
person. It is also notable that the radar response in the absence of any people
consists of background noise whose power is distributed largely over low frequencies
(mostly in the 0− 30Hz band). Since people movements in sedentary settings are
largely within these frequencies as well (the frequency is proportional to the speed),
the signal to noise ratio in this case is lower than when the targets move faster,
which adds to the complexity of people counting with the radar response.
• Uncertainty of movement :
People movements tend to be sporadic in nature, and their motion patterns may
have unknown variability and correlation. In some settings or at different times,
organized activities may yield high correlation, whereas in others movements may
be independent.
It is possible that the people activities are highly correlated, for example when the
instructor asks students a question and let the students raise their hand to show
their acceptance or rejection. For other cases, the activities may be not correlated
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at all. The activity type varies from fidgeting, spreading, shaking head, to walking,
running, etc. Different types of activity introduce different kind of signatures in
the join time-frequency domain, and even classify a single action to a certain type
is a research topic that is not well resolved yet.
• Low SNR:
The SNR of some targets is low in certain setting for various reasons. First, it is
possible that two targets are on the same path of the signal transmission. And some
energy is reflected by the closer target and the SNR of the farther target is lower
than when the closer target is not there. Second, the noise level is to some extent
depending on the configuration of the radar. The noise level is different when the
configuration varies, including the direction of the radar, the position of the radar,
etc. Third, the indoor room settings including the size of the room, the positions
and arrangement of the stable targets like tables and chairs, etc, will influence the
noise level. As a result, it is not easy to detect some targets when the SNR of these
targets is low or getting lower than normal in some certain circumstances.
1.2 Radar basics
In this dissertation, the two main wireless sensor networks applications—human
vs non-human classification and people counting, are based on the radar-mote sys-
tem. The sensing data is generated from the radar sensor, and the classification or
regression algorithm is executed on the mote. In this section we introduce the basics
of the radar we use for the convenience of the reader to have a brief understanding of
what kind of sensing system we are working with.
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1.2.1 Radar model
Our human vs non-human and people counting solutions are based on a low-
power, mote-scale pulsed radar sensor, the BumbleBee [1]. BumbleBee is a monos-
tatic wideband radar, with a bandwidth of about 100MHz and a center frequency of
about 5.8GHz. Its maximum detection range for people is ∼10m omnidirectional (ap-
proximately speaking), which implies that one radar can suffice for several settings,
particularly in-building spaces. In large spaces, we may use multiple radars which
together cover the people or the non-human targets in question. Multiple radars may
also be deployed with overlapping coverage to further improve the accuracy of count-
ing or classification. However, discussion of multiple radars is beyond the scope of
this dissertation because the main focus of this dissertation is on the design of the
solutions instead of networking.
The radar has a 60 degree conical coverage pattern, which allows for placement on
ceilings, walls, posts, tree trunks, etc, at a modest height. The object returns a tiny
part of the wave’s energy, which reduces the wave’s energy when it reaches the farther
object on the path. As a result, the reflected energy from that object is accordingly
smaller than when there is no closer objects. This leads to the challenge described
in Section 1.1, which is that the closer objects may make the SNR (Signal-to-noise
Ratio) of the farther objects on the same path of the radio wave become smaller.
A notable radar artifact is its anisotropic antenna pattern, i.e., different lobes have
different signal return strengths with the front lobe typically being the strongest
direction (Figure 1.6). It is thus possible that the return from a larger target (e.g.,
human) on a weaker lobe is comparable to that from a smaller target (e.g., ball) on
a stronger lobe.
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The output signal of the BumbleBee radar is a complex value, i.e., it has both
an in-phase (I) and a quadrature (Q) component. As an object moves within the
detection range, in addition to the change in received power, the phase of the complex
signal changes. The rate of phase change, i.e., the angular velocity, is proportional
to the object’s radial velocity. Since the angular velocity of the complex signal is
proportional to the (positive or negative) frequency on which the energy is distributed,
the frequency is thus proportional to the object’s radial velocity.
The output signal from the radar has a complex value, i.e., both the in-phase
(I) and quadrature (Q) components are included in the data stream. When a target
moves within the detection range, in addition to the change in received power, the
phase of the complex signal changes according to the direction of motion (specifically,
the phase decreases as the target moves away from the radar and increases as it ap-
proaches the radar). The rate of this phase change (angular velocity) is proportional
to the object’s radial velocity. thus we can design a number of speed related features
from the obtained phases of the signal stream (the criteria for selecting an appropri-
ate set of features for cross-environmental robustness is discussed in Chapter 4. The
radars design is capable of detecting motions—even minute ones—with radial veloc-
ities between 2.6cm/s and 2.6m/s; this range encompasses several kinds of motion
such as several sorts of human movements including human walks (but not all, e.g.,
sprinting movements), animal gaits (walking, ambling or trotting), and slow-moving
vehicles. Further, since the angular velocity of the complex signal is proportional to
the (positive or negative) frequency on which the energy is distributed, the frequency
is proportional to the target’s radial velocity and can be viewed as being “excited”
for the duration of motion, i.e., its amplitude remains significantly above the noise
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level in the FFT spectrogram obtained from the complex signal; Figure 3.7 shows
representative frequency signatures of four target classes.
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Figure 1.6: Radar Anisotropy
The radar transmits 2 million pulses per second, whose reflections off of objects in
the detection range are convolved with a reference pulse to capture the movement in
the scene. The resulting signal integrated over a 1000 pulse period, low pass filtered
to 100 Hz, and then sampled by a mote at several hundred Hz.
With respect to counting, when multiple targets move simultaneously within the
radar range, the complex signal response consists of the superposition of the signal
response of each target. The superposition of two complex signals (one near the
radar moving periodically with a low frequency, the other more distant and moving
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with a high frequency) is conceptually illustrated in Figure 1.7. The first subfigure
shows how the in-phase component of the superposition varies with time: As noted
in the introduction, the received power (and thus SNR) corresponding to each target
diminishes with the fourth power of its distance from the target, so the dominant
target largely masks the other one.
The second subfigure shows the corresponding frequency domain power spectral
density. One sees that while direct separation of the two targets is not easy, discrim-
inating the power in the frequencies proportional to these two targets’ velocity may
be feasible, given the difference in their (radial) velocities.
Figure 1.7: Superposition of Two Complex Signals
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1.2.2 Foreground, background clutter and electronic noise
The radar return depends upon all reflecting objects in the scene, which include
not only displacing targets but also various forms of clutter albeit static or moving
in-situ, such as trees, bushes, etc. The radar response thus depends upon its location
and orientation, and varies with time. Open spaces yield lower background response
compared with cluttered spaces, say highly foliated ones.
The radar itself introduces phase and frequency noise as an artifact of its im-
plementation. Even in open environments, the phase noise is not necessarily self-
canceling over time, thus unwrapped phase measurements can show accumulated
displacement over that time (see Figure 1.8(a)). Frequency noise typically manifests
itself in the lower bands, particularly in the 0−10 Hz range, and the affected fre-
quencies are in a continuously excited state, as shown in Figure 1.8(b). The complex
combination of clutter and radar noise is almost never purely additive white Gaussian,
a fairly common assumption found in the classification literature (Section 2).
Our system employs continuous estimation of the background across all frequen-
cies during idle periods when no targets are in the scene, for always performing
background subtraction using the most recent estimate. To reduce frequency noise,
we observe that the noise power is comparatively steady on the affected frequencies
in the FFT spectrogram (1.8(b)). We thus compute the median noise power on each
frequency over time, and use it as the noise floor for the corresponding frequency.
All the features in the joint time-frequency domain are computed after subtracting
this noise from the signal FFT on a per-frequency basis. Further, the accumulated
phase noise introduced by the radar can also be misread as displacement and trigger
false alarms. As explained in the next section, our finite state-driven displacement
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detection algorithm for rejecting clutter can also effectively reject phase drifts that
typically occur on a slow time scale.
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Figure 1.8: Radar Noise in (a) Phase and (b) Frequency
1.3 Contributions
We studied the design of robust features, the selection of robust features, the
efficient mote-scale implementation, the other techniques to improve robustness such
as framing and grouping. We introduce an unsupervised clustering-based approach
for pruning erroneous data. We introduce a mechanism for synthetically generating
radar signals capturing anisotropic “views” of targets and targets on different paths
and of different speed. We design and implement a displacement detection algorithm
by which the data is filtered before triggering a classification and that robustly rejects
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clutter moving in-situ to isolate potential targets moving across the scene; subsequent
feature computation uses online background subtraction where possible.
1.3.1 Human vs non-human classification
We present a radar-mote VF that addresses the requirements and challenges de-
scribed in section 1.1.1. Its human-animal classifier is a Support Vector Machine
(SVM) that is machine learned from a relatively large and diverse data set, and
executes in near-real time at mote-scale, by incorporating a number of implementa-
tion efficiencies, i.e., fixed point arithmetic for computationally intensive tasks such
as FFT, incremental feature computation, use of partial computed features to save
time, and trading computation for (mostly flash) memory lookup. To the best of our
knowledge, this is the first mote-scale human-animal classifier system. The salient
contributions of our work are summarized as follows:
• Robustness across environments : We introduce a feature selection method that
includes relative variance of information gain in addition to the mean information
gain, for achieving good performance in new environments. We leverage a par-
ticularly robust “displacement detection” feature for rejecting diverse clutter that
moves in situ; this limits with high likelihood the computation of a rich set of
(phase, time, frequency, joint time-frequency) features for classification to only pe-
riods where a target (of interest or not of interest) is displacing through the scene.
And, wherever possible, features use ongoing background subtraction.
• Synthetic data generation: We compensate for the difficulty of collecting target
data, especially with respect to various directions of radar orientation (cf. the
anisotropy of the radar gain) by model-based data synthesis from data from some
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directions yielding data for other directions. This significantly improves the classi-
fier accuracy.
• Diverse data driven specificity and generality : We demonstrate the benefits of
learning from many types of targets. As more and more diverse targets-not-of-
interest are considered, both the specificity and the precision of classifying targets-
of-interest improve. We find that the approach implicitly achieves generality for
one or more targets of interest (human, tiger, elephant, etc.). Moreover, as more
and more diverse backgrounds are incorporated in our experimental evaluation, we
find that the classifier robustness and accuracy improves.
• Other accuracy techniques : For mitigating the risk of small returns from large
targets being confused with large returns from small targets, we instantiate our
(spectrogram) features for different threshold parameter values. To avoid being
confused by the changing shape of soft targets, we use a framing-based technique
coupled with a group consensus strategy to increase confidence in the classifier
decision. The overall 10-fold cross validation accuracy of human versus non-human
classification for our dataset is 98.58%.
1.3.2 People counting
We approach the problem in terms of designing features that separate different
targets. We design diverse activity “event” discrimination features in the time, fre-
quency, and joint time-frequency domains that redress the challenges discussed above
and enable accurate mote-scale people counting.
We model the counting problem itself in terms of regression, and use Support
Vector Regression (SVR) to learn a function from the extracted features to estimate
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people count. Given the unknowns in the people movement patterns, we choose
a universal kernel based on the Pearson VII function (PUK) towards achieve good
generalization and robustness.
We validate the accuracy and robustness of our solution with a number of training
experiments in certain people activity settings. 10-fold cross validation of our counter
yields a mean absolute error of 2.17 between the estimated count and the ground
truth and a correlation coefficient of 0.97 for a dataset comprising of several hundred
observations of 0-43 people in conference/training room like settings. By way of
comparison, baseline energy-centric counters in the time-domain and the frequency
domain respectively achieve a correlation coefficient of 0.74 and 0.84, and an average
absolute error of 6.03 and 4.78. Our validation shows that accuracy is significantly
improved by features that are able to count targets in the scene whose radar returns
are small, i.e., people whose return has low SNR for reasons of distance, obstacles, or
motion shadowing.
1.4 Organization of this thesis
The rest of this dissertation is organized as follows.
In Chapter 2, we discuss the literatures that introduce methods and algorithms
in the two applications, i.e., human vs non-human classification and people counting.
We propose their limitations and compare with our work.
In Chapter 3, we discuss the design of solutions for the two specific radar-mote
system applications using machine learning, i.e., human vs non-human classification
and people counting. We specifically introduce the design of the solutions of these
two applications that overcomes the limitations described in Chapter 1.
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In Chapter 4, we proposes that cross-environmental robustness is an important
objective for downsizing the feature pool, by selecting only those features that are
not too sensitive to environment changes and yet have good information gain across
a range of environments. We present an algorithm that selects robust features from
the potential feature pool so that the features are not too sensitive to environment
changes so that the application can work on different environments.
In Chapter 5, we propose synthetic data generation methods in both amplitude
and phase domain. For certain use cases, the data we collected for training set is
not comprehensive and representative enough to train an adequate classifier. For
some target classes, such as tigers and elephants, getting data that captures diverse
movements is hard. Equally hard is collecting sufficient data for most target classes
across different radar orientations, but since the radar antenna pattern is not om-
nidirectional, collecting training data in multiple directions is important. We can
generate synthetic data on orthogonal paths from radials and different radials from
one radial. And the classifier performance is evaluated and show that the synthetic
data generation do help the classification.
In Chapter 6, we show how the mote-scale learning system can be realized on the
mote scale device. We discuss the constraints of the mote-scale device which are real
time and low memory. We also provide the methods to overcome these limitations,
including incremental feature computation (trading computation for memory and
timeliness), fixed point computation (10 − 100x faster than floating point), table
lookups from NOR flash (trade memory for time), online sorting (trading global for
local time), fast rotation. We also introduce some lessons we learned in the experience
of doing mote-scale learning.
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In Chapter 7 we summarize this thesis and provides some useful information for
future research that can be based on this dissertation.
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Chapter 2: RELATED WORK
2.1 Literatures on human vs non-human classification
In recent years classification applications have received a great deal of interest
[66, 44, 52, 56, 38, 33, 53, 63, 64]. Work on classifying moving targets, which is the
essence of the VF, has been considered previously using a diverse set of sensors.
Low power Pyroelectric Infra-Red (PIR) sensors have been shown to robust for
WSNs that discriminate moving targets from background clutter, using Haar trans-
form features [3, 27]. The PIR has yet to be demonstrated to robustly classify targets,
in part due to the limited (pixel and other) information in many extant PIR platforms.
Visible light sensors are heavily used in the form of camera traps. Their use for
near real-time computation entails resource intensive processing, in terms of power,
memory, and computation, which is feasible for not only human-animal classification
but also finer grain activity classification tasks at smartphone-scale [12], but has
yet to be shown at mote-scale where low power and the resulting extended lifetime
considerations are central.
Low power radar sensors has been used for detecting and counting targets in WSNs
[5, 20], albeit those designs did not address testing in different environments. Likewise,
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the existing literature on radar-based classification in two-class or three-class scenar-
ios [6, 42, 25, 46, 59, 39, 55] has not addressed classifier robustness across different
environments. In addition to the risk of being overfitted to particular environments,
these solutions also risk being underfitted with respect to targets-not-of-interest, and
may lack specificity and precision.
In recent years, RF based sensing has received substantial attention from the
perspective of wireless communications. The feasibility of WiFi-based gesture classi-
fications has been prototyped at SDR-scale [45], by extracting minute Doppler shifts
from wideband OFDM transmissions of the WiFi signal. Wang et al [63] have pro-
posed a device-free location-oriented indoor activity identification via existing WiFi
access points and WiFi devices. WiFi (and, more generally, most of the SDR-scale)
based sensing being currently explored is not at mote scale, nor an available option
in many forest settings.
Tahmoush et al [57] make a simulation for the purpose of detailed understanding
of the RF scattering phenomenology associated with humans as well as their motion.
They model humans engaged in the activity of walking and analyze the separability of
different body parts with frequency as well as lookdown angle. They try to estimate
the ability to classify the micro-Doppler signals generated by human motion, and
especially arm motion, as a function of the radar frequency and other parameters.The
simulation results show that for classification using arm motion, frequencies at Ku-
band or higher are probably required, and that lookdown angle has a significant effect
on the classification capability of the radar.
Otero [41] uses continuous wave radars and use spectral techniques to extract
the motion of the various body components when walking. When humans walk, the
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motion of various components of the body including the torso, arms, and legs produce
a very characteristic Doppler signature. Features were extracted from these Doppler
signatures and then used to train a classifier to recognize the human gait. Also in
this paper the potential ability of micro-doppler signatures to classify between human
and animal are proposed.
Design of robust features. While traditional methods use information gain as
a criterion for feature selection [50], they tend to ignore the impact of background
differences which might render features with high information gain useless in diverse
environments due to poor noise resilience. Similar comments apply to wrapper based
methods for feature selection [28, 43, 19]. Some works design features that have
similar statistics in all noise conditions and are thus robust to noise [62, 24, 29, 55],
however they do not provide a method to measure the “sensitivity” to noise. These
motivate us to design an alternative method to measure a feature’s performance, by
including both its information gain and sensitivity to noise/clutter.
Candes et al [7] propose an approach of robust Principal Component Analysis
(PCA), which can recover the principal components of a data matrix even though
a fraction of its entries are arbitrarily corrupted. Huang et al [22] describe a radar
target recognition method, in which the radar cross section data is processed first
by PCA to reduce noise and then by Independent Component Analysis (ICA) for
higher order statistics. However, while the dimension of the feature space is reduced
by these methods, all the pre-existing features still need to be processed and thus the
computation overhead of this approach is unsuitable for mote-scale classifier. Lee et
al [30] propose a noise reduction method in radar target recognition by arranging the
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received signals into a Hankel-form matrix. This matrix is then decomposed into two
subspaces—a noise-related subspace, which is discarded, and s clean-signal subspace,
which is retained. Importantly, these methods are engineered essentially for in-situ
classification and not for diverse environments, i.e., they do not deal with the problem
of training a model from one environment and testing it in some other environment.
2.2 Literatures on people counting
To the best of our knowledge, there is no existing radar-based solution for people
counting in a region. Contemporary solutions are predominantly based on computer
vision methods [8, 23, 65, 36, 34, 31].
Computer vision based solutions fall into two sub-categories: counting by tracking
and counting by regression. The former reduces the problem to separate detection and
localization of individual persons in the image [54, 60, 65, 36, 58]. The latter eschews
detection, instead it learns a function that maps global image features to the number
of objects [32, 8, 34, 31]; the function typically performs regression, i.e., Support
Vector Regression or some other statistical regression, on the features. Lempitsky et al
[32] propose a new loss function, namely MESA distance, that measures the mismatch
between the ground truth and the estimated densities, and then use regression to
the count of people. Chan et al [8] use a mixture of dynamic textures to segment
the people moving in different directions and then extract features such as segment
features, internal edge features and texture features; they then use a Gaussian process
to map feature vectors to the number of people per segment. Li et al [34] present
an efficient regression based counting system that relies on template matching. And
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Roqueiro et al [51] estimate the people count in an image by using rectangles that
each include separable groups of individuals.
The computer vision approach has three main limitations. First, it is typically
resource intensive—a substantial amount of data is stored and transmitted, and non-
trivial computation is involved—and it is thus ill-suited to low power devices. (One
exception to this limitation is the low power camera sensing approach of Teixeira et al
[58], who use iMote2 sensor nodes for counting people in indoor spaces using motion
and size criteria. They construct a motion histogram from frame-differenced images
to pinpoint each person’s location. Assuming a typical size of humans in terms of a
number of pixels, histogram peaks are considered as person locations and the number
of peaks thus corresponds to the count of the number of people.) Second, it is sensi-
tive to variations to the image angle, the level of ambient light, and the colors in the
scene; in general, does not work well in low-light and night settings. And, third, and
perhaps most significantly, it underperforms in the presence of occlusion, especially if
the measure of occlusion is significant. In general, it needs line-of-sight—a person is
likely not counted if most of his or her body (or even the head) is sheltered by some-
one or something else, and thus is not visible to the camera. Even the alternative use
of infrared imaging does not circumvent occlusion.
Using the radar for people counting is not unlike the feature-based regression map
subcategory of computer vision methods. But, in contrast to the solutions discussed
above, it is relatively light-weight in resource consumption, and it better tolerates the
lack of line of sight. Perhaps most importantly, the approach preserves the privacy
of the people being counted, which is missing in most of the contemporary solutions.
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2.3 Literatures on synthetic data generation
Nonnemaker et al [40] point out that the synthetic data can be generated in sample
space (the set of real samples), parameter space (all samples that can be generated
synthetically), and feature space (the set of samples in terms of finite numerical
values). They discuss the safe generation of synthetic data in the parameter space,
to compensate for lack of training data insufficiencies. Specifically they consider the
problem domain of font recognition. They demonstrate the safely of using synthetic
data by training on the combination of synthetic data and real data, and testing
on real data, showing an accuracy that is as high as training and testing on real
data. And they demonstrate the goodness of using synthetic data, by training on the
combination of synthetic data and real data, and testing on synthetic data, showing
an accuracy that is even higher than training on real data and testing on synthetic
data.
Lundin et al [37] study the problem of fraud detection. They identify the impor-
tant characteristics of authentic data and the frauds and generate synthetic data with
these properties.
Hromadka et al [21] describe a computer program that generates synthetic rainfall
data and catchment response data. These synthetic data are variable with respect
to several parameters, and can be used for the evaluation of rainfall-runoff response
sensitivity.
Reeves et al [49] explore the problem of predicting large-scale transport of solutes
in fractured rock. Standard numerical simulators are designed to model fluid flow and
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solute transport, and thus can generate synthetic data. Fracture networks with phys-
ically realistic properties were created according to properties such as distributions
of fracture length, transmissivity, density and orientation.
As described above, the synthetic data generation is very useful in many sorts
of applications such as font recognition, fraud detection, rainfall analysis and flow
transport prediction. In the mote-scale micro radar data classification which is the
main problem this dissertation is addressing, the synthetic data generation is even
of greater significance because of the omnidirectional property of the micro radar, as
well as the fact that the targets of the sensing are more uncontrollable than normal
targets such as human beings.
Guo et al [16] study the problem of imbalanced training set. They propose an
approach that combines boosting, an ensemble-based learning algorithm, with data
generation to improve the predictive power of classifiers. Given imbalanced data
sets consisting of two classes, traditional machine learning algorithms may be biased
towards the majority class, thus producing poor predictive accuracy over the minority
class. In the DataBoost-IM method, during execution of the boosting algorithm hard
examples are identified from both classes. The hard examples are used to separately
generate synthetic examples for the majority and minority classes. And then the
synthetic data are added to the training set, after which the class distribution and
the total weights in the new training set are rebalanced. The evaluation shows that
their approach achieves good accuracy and does not sacrifice one class in favor of the
other.
Yu et al [67] propose to use synthetic data generation techniques to generate
irregular data topology in wireless sensor network from the existing data set from
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experiments. And the evaluation using radar data set of weather observations shows
that the spatial correlation is similar between original data set and synthetic data
set.
Ram [48] studies micro Doppler signatures derived from radar sensor that arise
from the dynamic movements of the different body parts. He develops a physics based
Doppler radar simulator to generate the dynamic signatures of complex human mo-
tions in nonline-of-sight environments. The simulation model incorporates dynamic
human motion, electromagnetic scattering mechanisms, channel propagation effects
and radar sensor parameters. The micro Doppler signatures of several human mo-
tions such as walking, running, crawling and jumping are generated by integrating
the animation models of humans with the electromagnetic model of the human body.
Ram’s work is significant in the sense of physically understanding the radar data
from human motion, which helps synthetically generate physically meaningful human
motion radar sensing data. However the variability of the scenarios in in which the
human’s walk is happening, and the omnidirectional property of the radar is not
considered. In Chapter 5 we address these problems in synthetic data generation of
micro doppler radar.
Another idea of synthetic data generation is to use other type of sensing data to
simulate the target sensing data such as radar. Eroi et al [11] use economical, easily
obtainable and practical Kinect sensor to develop a skeleton tracking algorithm and
simulate radar micro-Doppler signatures for different people and activities.
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Chapter 3: DESIGN OF SOLUTIONS OF RADAR-MOTE
LEARNING SYSTEM
In this chapter we discuss the design of solutions for two specific radar-mote system
applications using machine learning. The first application is human vs non-human
classification and the second application is people counting. In previous chapter we
already discuss what these two applications are, what challenges there are in these
two applications. And in this chapter, we specifically introduce the design of the
solutions of these two applications that overcomes the limitations in them.
3.1 Human vs non-human classification
Discriminating humans from non-human targets could be very useful for sensor
applications in various areas, such as rare animal protection in reserve park and
border surveillance between countries. In both cases, humans should be detected
while animals should be ignored. As described in Chapter 1.2 a mote-scale pulsed
radar is used and a mote is used as a data processing device. Machine learning
algorithms are trained from the collected ground truth data and implemented on the
mote to predict the moving target is either human or non-human. The radar we use
provides a complex signal output that provides rich information about the moving
objects in its ∼10m radius field of view. Figure 3.1 shows in this human vs animal
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classification in wild-life protection reserve, how the radar-mote system is packaged
and put on the tree branch.
To achieve the final goal of classification between human and tiger, we achieve
the classification between human and dog/car/ball first. It is much easier and more
applicable to collect these kinds of non-human data instead of tiger data. A support
vector machine (SVM) with radial basis function (RBF) kernel is trained and while
new sensing data are coming, the classification result will predict it is either a human
or non-human. The classification problem is divided into two sub problems, one of
which is to detect a moving target when it is in the scene of the radar, and the other
is the classification trigged by the detection.
The RBF kernel on two samples x and x’, represented as feature vectors in some
input space, is defined as: K(x,x′) = exp
(
− ||x−x′||22
2σ2
)
Summary of the results:
We describe the design of human vs non-human classifier using a radar-mote sys-
tem. To achieve the cross-environment robustness, we have taken a step in this
direction, using several techniques, including discounting background clutter, fram-
ing and grouping of the data, multi-hypothesis feature design, synthetic data gen-
eration, pruning of erroneous data, etc. We show that our human vs non-human
classifier can achieve a high accuracy of 98.1%. We show that the specificity and the
accuracy improves when the number of kinds of non-human targets are in the train-
ing set. We show that the accuracy improves when applying framing and grouping
strategy. We show that the displacement detection algorithm is robust in rejecting
self-compensating movements from bushes or trees.
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(a) Integrated Radar-mote System
(b) Virtual Fence (single element)
Figure 3.1: An Integrated Radar-mote, in Isolation and When Packaged
and Deployed as Part of a Virtual Fence
3.1.1 Solution architecture and feature design
As depicted in Figure 3.2, the radar-mote classifier comprises an oﬄine training
process and an online estimation process. Broadly speaking, radar data is input
to either process only if sufficient motion is detected from a suspected target by a
displacement detection algorithm, thereby eschewing computing on clutter-only data
such as trees, bushes, etc. that does not yield significant cumulative displacement.
During the training phase, a significant number of features of potential interest (∼60)
are extracted from both raw training data as well as data generated synthetically
to compensate for data sparsity in certain radar directions. The resulting feature
vectors are filtered a heuristic clustering-based algorithm to drop data with potential
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label noise, and an SVM model is then trained for use in the online process. In
both phases, individual input data (interchangeably referred to as “data points”) are
further decomposed into frames. Estimation is performed per frame at first; frame-
level decisions on an upper bounded number of temporally contiguous data points are
then aggregated to form a consensus decision, which is the classifier output.
We now describe each of these components in detail.
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Figure 3.2: Architecture of the Classifier
Displacement detection
The radar we use does not support absolute object ranging, but a technique has
been previously developed for it that allows tracking of the relative object range.
At the core of estimating net displacement to discriminate a displacing target from
clutter that moves in-situ is a method based on “phase unwrapping”. We first recall
this method before proceeding to the main algorithm.
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Phase Unwrapping
The basic task in phase unwrapping is to reconstruct from the phase of the radar
output the relative trajectory of the object. Conceptually, this consists of computing
the difference between successive phase measurements and accumulating these pair-
wise changes, thereby measuring the amount of rotation that has occurred from a
starting point. The typical function that maps a complex value to its phase is shown
in Figure 3.3(a). The cut is along the negative real axis; this choice of cut is arbitrary,
but a cut is always required. Phase unwrapping is the process of removing the discon-
tinuities caused by the cut by adding or subtracting an integer number of rotations
to each phase measurement. In essence, it is the wellknown process of constructing a
trajectory on the Riemann surface shown in Figure 3.3(b).
Displacement detection algorithm
The general principle of phase unwrapping is to select at each sample point the
unwrapped phase value that is closest to the expected unwrapped phase value, such
that the unwrapped phase corresponds to the measured phase. A simple algorithm is
to assume that the expected unwrapped phase is the same as the previous unwrapped
phase. Denoting the measured phase at each sample by φm,i and the unwrapped phase
by φu,i, this algorithm may be stated as:
φu,i = φu,i−1 + (φm,i − φm,i−1 − pi) mod 2pi + pi,
where the sequence is seeded by φu,0 = φm,0.
The following formula converts unwrapped phase to displacement distance:
Rh −Rl = λ
2
h∑
i=l+1
{(φm,i − φm,i−1 − pi) mod 2pi}+ pi,
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where Rh and Rl represent the high and low ranges respectively, λ is the wavelength
(i.e., c
f
, with c = 3×108 m/s being the speed of light and f = 5.8×109 Hz the center
frequency).
This algorithm rejects clutter moving in-situ even with amplitudes significantly
larger than a potential target, because by its very nature the clutter tends to yield
self-canceling unwrapped phase-based displacement, and often moves rather slowly. It
is essentially a finite state machine, cf. Figure 3.4. Let τ1 and τx denote phase change
thresholds, respectively over 1 and x time steps, where each step is 1
4
seconds long and
x is empirically fixed at 6. If the net unwrapped phase change observed in a single
step exceeds τ1, potential target activity is suspected and the system enters State 1. If
after a relatively larger interval of 1.5 seconds the cumulative phase change exceeds τx,
State 2 is triggered, signifying that non-trivial displacement is observed, likely from
a potential target. Since the end of this displacement needs to be demarcated for
accurate cutting a data point for classification purposes, the system is brought back
to State 0 only if the per-step phase change falls below τ1 for y consecutive time units,
where y (8 steps) is kept sufficiently large so as to distinguish a brief pause from an
actual stop. Note that a motion sample that does not graduate to State 2 from State
1 is automatically rejected as background clutter or phase drifts (equivalent from the
radar’s perspective). Controlled experiments discussed in the next section show that
this algorithm almost always rejects phase noise as well as clutter, an illustration of
this is presented in Figure 3.5.
Design of key features
Machine learning recognition of soft target classifiers is commonly approached by
selecting from a rich set of physically plausible features. Here, we describe different
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sorts of features that we considered, with emphasis on the features that had relatively
high information gain.
Amplitude domain features. These include na¨ıve statistics over some time in-
terval: amplitude sum, maximum, mean and standard deviations of the signal; and
analogously, for power (proportional to the square of amplitude). While efficiently
computed, it turns out that these typically have low information content for our
dataset, likely because amplitude measurements of soft targets are noise-prone and
highly variable, hence they not included in the final list of contenders for selecting
robust features.
Phase domain features. We use the unwrapped phase information computed in
displacement detection to also extract features that are derivative from displacement
of the potential target. Using short-duration windows over the displaced phase, we
first approximate the target’s speed at any instant by calculating the phase change
rate in the corresponding window (Figure 3.6(a)). Next, features characterizing the
speed statistics of the moving target, such as various quantiles of the speed (Figure
3.6(a) inset) and variance etc. are computed from these instantaneous speeds.
Instantaneous accelerations and the quantiles of acceleration can be similarly ob-
tained by computing speed differentials in adjacent windows. Other simpler features
include total unwrapped distance, total time of motion, and gross average speed.
Joint time-frequency domain features. We adopt a spectrogram representation,
which divides the stream of complex data into overlapping sliding windows that are
Fourier transformed, to calculate the power levels for the frequency spectrum. Figure
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3.6(b) visualizes these spectrogram levels as colors of variable intensity over contigu-
ous columns in a 2D representation (colors are defined with respect to an ad hoc
selection of intensity thresholds).
Figure 3.7 illustrates typical spectrograms for a human, a ball, a dog and a car.
Each target has a seemingly unique pattern in the spectrogram (its micro-Doppler
signature, which is simply referred to as “signature” henceforth). Notably, the signa-
tures of a human and a dog (Figure 3.7 (a) and (c)) are more rounded and spread out
in frequency than those of a ball and a car (Figure 3.7 (b) and (d)), as the former are
soft, and their different moving parts show greater speed variability from the perspec-
tive of the radar. For example, the human’s knees typically have lower speed than
their feet even when their overall displacement is uniform. Since the spectrogram
energy distribution is proportional to the radial speed (Section 1.2.1), many different
frequency bands are “excited” by the torso, arms, legs, feet, etc. In contrast, the lat-
ter are fairly rigid targets and their relatively narrowband signatures are analogously
explained.
Candidate spectrogram features include signature dimensions (cf. Figure 3.6(b)),
area, total power content and the maximum and minimum excited frequencies1. The
maximum or median of the number of excited frequencies in a single column is termed
as the number of hits, whose ratio over the signature length is useful in capturing the
signature “thickness”. In addition, the variance of the number of hits characterizes
the movement style of the target.
1In order to reject outliers, we let maximum and minimum respectively refer to the 95th and 5th
percentiles of the data.
42
Radar anisotropy and multiple thresholds. Since the radar return for a target at
a given distance vary with the antenna lobe it faces, sensitivity to the choice of the
threshold is a key source of target confusion.
In all spectrogram based features, the color of the signature are obtained relative
to a pre-defined power level threshold in the z-axis of the spectrogram. For example,
a sufficiently high threshold may see reds as the only excited points, while a lower
threshold may keep both yellow and red points, etc. This, coupled with the fact that
radar anisotropy results in different signal return strengths for the same objects in
different lobes, poses a key point confusion in terms of object distinguishability.
Figure 3.8 illustrates this issue. If a single high threshold is used for feature com-
putation that includes only the red pixels in the human and ball signatures, then in
a weak direction ((b) and (c)) both would be buried below the threshold and remain
undetected. Similarly, if we only have a low threshold that includes both the yellow
and red pixels in the signature, then a strong direction ball and a weak direction
human ((a) and (b)) look similar with respect to the area-based spectrogram features
described previously. Figure 3.9 furtherly explains this. However, expressing the fea-
ture relative to both the high and low thresholds (thereby generating two distinct
features) helps in logically discriminating human and ball signatures in different di-
rections. Specifically, for each of the spectrogram features mentioned above, we use
four different thresholds. The resultant feature quadrupling yields as much as a 5%
improvement in accuracy for our dataset (cf. Section 5).
Framing and grouping
For a soft target, its cross section with respect to the radar changes as it tra-
verses the scene, even if the movement is in a single direction. Hence, classification
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data for the target may have feature vectors with significant variation. Rather than
characterize this variability per target, we instead focus on choosing appropriately
small intervals of time to frame the data such that each frame contains sufficient
information to enable discrimination accurately.
Specifically, the incoming data segments obtained after displacement detection are
divided into fixed length “frames”, which are used in both training and estimation.
During estimation, the decisions per frame are grouped for an upper bounded number
of contiguous frames for a majority vote, which is then output as the classification
result. We experimentally show that the optimum frame length is between 2 − 3
seconds and the upper bound on the group size is 5, yielding further accuracy gains
of about 2% in a multi-environment cross-validation.
Even in the same direction, responses from the same target at different distances
from the radar exhibit variabilities in SNR. As a result, during the course of move-
ment, different parts of the motion appear somewhat different from the radar’s per-
spective, although they are form the same object. Since there are many kinds of
possible motion patterns for the same target in the same radar direction (different
walk lengths, starting distances, etc.), maintaining comprehensive information about
the above-mentioned SNR variabilities for each of them in the training set is not
pragmatic. However, we note that by decomposing each motion sample into a time-
ordered sequence of fragments (small enough so that the intra-fragment SNRs are
almost constant), and by training the classifier from these fragments rather than
from the sample as a whole, it is easier to make the training set comprehensive and
representative.
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The advantages of this mechanism are threefold. First, it eliminates the necessity
of storing SNR variability information as mentioned previously. Second, it expands
the data set further by encompassing mobility patterns that can be represented as
compositions of the stored frames, all of which would have otherwise had to be ex-
plicitly collected for the sake of completeness. And third, the group-level consensus
can tolerate some inaccurate decisions at individual frame-levels.
Noise reduction
In the online classifier we use, we have background noise data collection time at
the beginning of the program running and the statistics of the background noise is
obtained and used in future classification. There are various way of noise represen-
tation. Since the noise in the radar signal is not white gaussian noise, we don’t deal
with it directly in the time-domain. Instead, there are two different noise considered
and treated. One is phase noise, the radar has a slow phase drift even when there is
no target moving at all. And this low phase drift can be computed from the noise
collected at the beginning of the program running. The second is frequency noise,
which is the distribution of the power on different frequencies. This is because we
can observe that on certain frequency the power on it is comparatively steady. We
compute the spectrogram of the noise data and the median of the power on a certain
frequency is computed. And in all the spectrogram related feature computation, the
power of noise on a certain frequency is reduced to make the spectrogram more robust
to different background noise.
Ongoing background update An algorithm of ongoing background update is as below:
When there is no target moving detected for long time (given a threshold such as 1
hour), the background collection is triggered and the last 30 seconds of data are used
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and the statistics of it is computed for the future feature computation of the detected
moving targets.
3.1.2 Evaluation
Over the last several years, a significant radar dataset involving multiple target
types (humans, tigers, elephants, dogs, coyotes, gym exercise balls, cars, bicycles)
has been collected in a diverse range of backgrounds (forests, parks, zoos, farmland,
shelters, backyards, parking lots, garages, offices, campuses, gyms) by many individ-
uals and groups, including the authors. Individual data collects range from several
minutes up to a few hours. Care has been taken in each collection to obtain consent
for the recording and use of data and metadata. Our experience has been that the
fact that the radar data does not compromise the privacy of subjects (in contrast to
camera images) makes obtaining consent relatively easy.
From this dataset, we have selected a subset exceeding 40 hours of radar data
for our evaluation purposes, spanning 25 environments. Our evaluation focuses on
the quality of classifying humans versus non-humans in this subset. Using the dis-
placement detection algorithm described in Section 3.1.1, we “cut” over 800 data
points. In terms of ground truth, these points include 407 from humans and 411 from
non-human targets. The non-human targets include dogs, cars, and gym balls, which
clearly are not operationally relevant as targets-of-interest in the forest situation.
Nevertheless, we have retained them for a number of reasons. First, there is more
data involving these targets than other animals. Second, data collection with these
more controllable targets is easier and more repeatable. Third, it is easier to analyze
less soft targets like balls and cars. And fourth, we argue that the lessons from this
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evaluation will carry over to specific instances of forest protection classes, assuming
that the non-human classes exclude targets which are rather similar to humans.
Robustness of displacement detection
We ran the displacement detection algorithm on the entire evaluation dataset.
Over all 2428 minutes of data in the 25 disparately cluttered backgrounds, the number
of false positives (i.e., a clutter only data was misdetected as a displacement) was only
1. This evidences the robustness of the state-driven displacement detection approach
for rejecting clutter-only data from a wide range of environments.
In terms of accuracy, the number of false negatives (i.e., a target in the scene was
not detected) an actual walk rejected as clutter) were 3 out of the over 800 targets
across the data. While not ignorable, the likelihood that the target remains unde-
tected across multiple frames and multiple sensor nodes in the VF is still remarkably
low.
Framing and group consensus
To validate the framing and group consensus algorithm described in Section 3.1.1,
we use the combined dataset and perform 10−fold cross-validations for a number of
frame lengths and group sizes. Figure 3.10 shows that the accuracy generally increases
with frame lengths up to 3 seconds, the best accuracies are seen in the 2− 3 second
range. Group consensus with up to 5 contiguous frames improves the accuracy by
a significant margin, since the system can now tolerate inaccuracies in classification
at the frame level. Notably, grouping is ineffective at 1 second, presumably as that
frame length is too short to capture the target signature. Conversely, when the frame
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length is too large, the average number of contiguous frames in the group decreases,
thereby decreasing the impact of consensus.
Furthermore, we see that the classification accuracy improves when the length of
frame increases from 1 second to 2 seconds, and does not improves too much after
that, and gets its maximum of 98.1% when the frame length is 3 seconds, comparing
to the accuracy of 96.4% before do any grouping on the data set. The result tells
us that, first of all, the information is lost too much when the frame length is too
short - shorter than 2 seconds. Secondly, while the length of the frames increases,
the number of frames to be used in the consensus grouping decreases, which reduces
the power of consensus to tolerate incorrectness in the frame-level classification. And
when the frame lengths is 3 seconds the best balance is achieved.
Specificity and precision from target diversity
The classifier accuracy is expected to increase as more and more non-target types
are added, since this improves both specificity (or true negative rate), defined as
TN
TN+FP
, and precision, defined as TN
TP+FP
where TN, TP and FP refer to the True
Negatives, True Positives and False Positives respectively.
The increase in specificity is explained as follows: adding more non-target classes
to the dataset sharpens the classifier boundaries of the target class, increasing TN and
reducing FP. It follows that the inverse of specificity decreases as a result. Similarly,
the inverse of precision also decreases, since FP decreases but TP remains unchanged
assuming that the selected features have enough information to adequate separate
the newly added non-target classes from the target class.
We validate these expectations in Table 3.1, which shows improvement in preci-
sion, specificity and (hence) overall accuracy as more non-human classes are iteratively
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added to the human dataset. This analysis suggests that to train a classifier for a
specific target of interest we can expand the training set by including as many non-
target classes as possible that satisfy the safety assumption of separability with the
selected features.
Specifically, the specificity increases significantly, and it can be explained by the
following analysis. By definition, specificity is True Negative/(True Negative (TN) +
False Positive(FP)), and it can be converted to 1/(1+TN/FP). When new types of
non-human are added in to the data set, the boundary between human non-human
are somehow pushed towards human, and thus the FP is somehow reduced. And by
adding new negative types, the TN should be increased. As a result 1/(1+TN/FP)
will be decreased. And in Table 3.1, starting with dog data, ball data and then car
data are added into the non-human sets and it shows that the specificity is improved.
Similarly, precision is by definition TP/(TP+FP). We can expect the TP not to
change, under the assumption that in the feature space there is not a big overlapping of
the new coming type and human. And the FP is reduced which makes the precision
also increased. And again the result in Table 3.1 verifies it by showing that the
precision keeps increasing when new types are added in.
Table 3.1: Accuracy Impact of Multiple Non-human Targets
Non-human types Accuracy Precision Specificity
dog 96.05% 95.52% 92.21%
{dog, ball} 96.96% 95.94% 96.76%
{dog, ball, car} 97.17% 96.86% 97.81%
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3.2 People counting
Many ubiquitous computing settings involve a number of objects of interest, and
counting them is of common interest. In particular, counting the number of people
in a scene has a large number of applications, ranging from safety and security to
green energy and efficient traffic flow. By way of example, safety in places where
people congregate often requires that the number of people there do not exceed some
threshold. Or, in the case of energy consumption in buildings, knowing the number
of people provides important information for operating the heating, cooling, and air
ventilation system both effectively and efficiently. Notably, the estimate need not be
exact for most applications, although in general one finds that the error that is toler-
ated should be progressively lower when the number of people is smaller (especially
when the count is zero, errors should be rare).
Summary of the results:
We design the solution of mote-scale people counter realized using Support Vector
Regression; the regression map is learned from a medium sized dataset of 0-∼40
people in various indoor room settings. 10-fold cross validation of our counter yields
a mean absolute error of 2.17 between the estimated count and the ground truth and
a correlation coefficient of 0.97. We compare the performance of our solution with
baseline counters and shows that our counter outperforms the baseline counters.
3.2.1 System model and solution requirements
We have characterized the radar model in Chapter 1.2 and here we would like to
formulate a model of the foreground (i.e., people movements) and the background
(i.e., environmental noise and clutter) in the people counting problem.
50
Motion model
Towards a counting solution that accommodates a rich class of human motion
activities, we model people motion in terms of the following assumptions, which serve
to make precise conditions under which the problem of counting has to be and can
be solved.
Assumption 0: Each person to be counted is within the radar’s
detection range.
This assumption is trivial in the sense that people outside the radar’s (or radar net-
works) range cannot obviously be counted. Conversely, should the radar range exceed
that of the space in question, i.e., if the objective is limited to that of people within
a room, and excludes people in abutting spaces, a complication arises in that the
BumbleBee radar can operate in a through wall setting for certain types of walls. It
also complicates our experimental validation, since ground truth is needed for the
abutting rooms as well. In this situation, the complication is addressed by select-
ing a configuration of the radar that limits its detection range to being within the
boundaries of the room.
Assumption 1: Each person moves some of the time.
The radar response changes only in the presence of motion. In theory, therefore,
if there is no movement in the field of view of a BumbleBee radar moves, counting is
impossible. However, the radar is responsive enough to detect even slight movements.
At its highest sensitivity it can detect human heartbeats within its detection range.
That coupled with the fact the most people rarely sit still for any length of time is
sufficient to satisfy this assumption in general.
Assumption 2: No person moves identically all of the time.
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We will exploit the variability in human movements over time, and the fact that even
relatively restless people do not engage in nontrivial movement beyond a significant
fraction of the time. The implication of these temporal changes is that a solution can
define a notion of event corresponding to each instance of movement (and even refine
its estimate of the background noise when no movements occur.)
Assumption 3: People movements are not always correlated.
While at some moments, people movements may be correlated dues to an external
stimulus or shared context, for significant periods of time, individual movements
(patterns and the fraction of time they moved) tend to more-or-less independent.
Also, the fraction of the time that each person makes a nontrivial movement varies
across people. By the same token, the patterns of movement across individuals can
be significantly different. Counting solutions can exploit movement differences, even
if they are over fractions of seconds.
Assumption 4: Activity types are uniformly represented in
datasets.
The space of people activities is broad, and modeling each relevant type of people
activity in a constructive or physics-based manner is a formidable task. An alternative
approach is to define the motion model in terms of datasets that capture relevant types
of people activities. This assumption states that not only are the datasets available
to the solution, but also each type of activity is captured sufficiently, in the datasets,
and not only for small numbers of people but also for large numbers of people.
In other words, training based on data which captures only some types of people
activities need not suffice to accurately count people in testing data which captures
only other types of people activities. For instance, training based on people in offices
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need not suffice for counting people in testing people counting in gyms. Since repre-
sentative activities in the testing set are by assumption fairly represented across the
training data, a common counting solution may exist.
Environmental Noise and Clutter The return of the radar depends upon all
reflecting objects in the scene, which include not only people but also other moving
clutter in the scene. The background noise level of the radar thus depends upon
its orientation and location in the scene and is spatially variable. In this work, we
assume:
Assumption 5: The noise and clutter are temporally station-
ary.
Once a radar configuration in a scene is fixed, the background noise does not change
significantly. This assumption implies that the counting function does not need on-
going calibration. Ideally, the function may need no calibration at all.
Counting solution desiderata
As discussed in the introduction, counting accuracy is the most relevant metric.
That said, it is not necessary that the error distribution be uniform, an error that
grows slowly as the number of people increases is often acceptable.
It is desirable that the latency of people counting be modest. Ultra-low latency,
however, is not essential for most of the candidate applications (e.g., building control).
Thus, latency as low as one second is not necessary, conversely delays of many tens
of minutes are expected to exceed the threshold for quality of service.
Stability of the count when the number of people remains the same is important.
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Finally, we expect the solution to be mote-scale, which implies that the function
computation be achieved within the resources currently afforded by wireless sensor
motes.
3.2.2 Solution architecture and feature design
Our counter system design consists of three components—the Bumblebee radar,
the feature extractor, and the SVR, as shown in Figure 3.11. The BumbleBee is
connected to a mote via an ADC converter, as shown in Figure 3.12. The mote
samples the BumbleBee at 300Hz, and provides the complex signal stream to the
feature extraction component as input. The role of the feature extraction component
and the SVR depends upon the phase of operation: the first phase is oﬄine and learns
the counter regression map, while the second phase is online and executes to counter
to estimate the number of people in the scene currently.
The training phase is assumed to not be resource limited and is hence not con-
strained by mote-scale implementation. In this phase, we consider a wide range of
potentially relevant features, and allow each feature to be parameterized over poten-
tially multiple values, which in turn can each assume one or more values from its
corresponding domain. The feature extraction component segments the radar sam-
ple stream into constant-sized frames, and for each frame each feature, instantiated
for each potential parameter value combination, is computed. A standard learning
engine, Weka [18], is used to perform both feature extraction and feature selection,
and to then learn the SVR function for count estimation. Next, using a nontrivial
sized data set of radar observations of people in various settings. Performance analy-
sis in Weka helps determine suitable features, parameters, parameter values, kernels,
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and frame lengths. The learned counting estimater is then realized in the online
components for feature extraction and SVR computation.
Design of key features
We begin with the rationale for the design of four classes of features. As motivated
previously, these features include consideration of the joint time-frequency domain,
as only time domain and frequency domain features are insufficient to capture returns
which are small owing to their distance or obstacles.
Time domain features
Feature class 1: Activity Event Count and Activity Duration in the Time Domain. From
Assumptions 1-3 of the motion model (cf. Section 3.2.1) each person moves some but
not all of the time and these motions are not always correlated. Thus, assuming the
observation time frame is long enough, we can infer that as the number of people
in the scene increases, there is an increase in the number of activity “events” and
likewise the fraction of the time that there is ongoing activity.
We formulate “activity event” as any continuous subsequence of samples where
the signal amplitude of each point minus the median of all points in the frame exceeds
a threshold parameter, thr. The “activity duration” of a frame is then the number
of the samples in that frame that are during some activity event. Instantiating the
feature for each value of threshold yields this class of features. Table 3.2 defines these
features more formally.
Frequency domain features
Feature class 2: Power Spectral Density (PSD). The temporal activity feature class
does not discriminate concurrent motions of people. This feature class is designed to
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Terms Definition
Active Samples {S|S is a sample in the
frame and amplitude(S) >
thr, where amplitude(S) is
the amplitude of time domain
complex signal of S and thr
is a given threshold parame-
ter value.}
Activity Events {E|E is a maximal contigu-
ous sample subsequence in
the frame such that ∀ S in E,
S ∈ Active Samples}
Event Count |Activity Events|, the car-
dinality of the set Activity
Events.
Activity Duration
∑
Length of Activity Event P
where P ∈ Activity Events.
thr Threshold parameter, with
domain {50, 100, 200, 400,
600, 800, 1000}.
Table 3.2: Feature Class 1 Definitions
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account for concurrent motions; the underlying intuition is that as more people move
concurrently, the greater the resulting power in the return.
To estimate the return power we need to discount the background noise power.
The background noise power is, as mentioned previously, frequency dependent. Our
feature design therefore computes the power spectral density of the frame (using the
fast fourier transform), and subtracts an estimate of the power spectral density of
the background noise. We then compute a series of quantiles (i.e., 0.95, 0.9, 0.8, 0.7,
0.6, and 0.5) in the residual power spectral density, each one serving to discriminate
returns at different levels.
Note that this feature class loses all time domain information, or equivalently, in-
tegrated the power spectral density over all moments in the frame. Thus whether two
people move concurrently or always at different times their resulting power spectral
density ought to be comparable.
Joint time-frequency domain features
Information of finer granularity than that in the previous two features is needed to
capture the presence of person returns that are small as a result of distance from
the radar or the absence of direct reflection paths. Figure 1.7 suggests that a small
return may have frequency intensity that is significantly above the background noise
during its moments of activity, and should the nearby frequency bands be otherwise
inactive, the small return can be distinguished.
Similarly, Figure 3.13 shows the superposition of a number of comparably sized
returns, all of which are individually small given that the superposed signal amplitude
is small. It is notable that although the mean level of the background noise in the low
frequencies is roughly the same as that of each of the small returns, the gradient of
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the frequency reponse of each small return is significantly larger than the gradient of
the background noise in nearby frequencies. These two concepts provides a different
basis for distinguishing small returns.
We realize feature classes based on these concepts, using a spectrogram2 of the
complex radar signal. Recall from Section 1.2.1 that the speed of an activity is
proportional to the frequency on which response energy exists. The spectrogram
thus provides a joint time-frequency map of the intensities of the speeds which are
potentially activity at each moment in a frame.
Feature class 3: Count of Active Regions in Spectrogram. Since people are soft
targets, their radar returns span multiple frequencies which may vary with time.
This feature class segregates contiguous regions in both time and frequency where
the intensities are significant at each point, and is defined in terms of the cardinality
of the resulting set of Active Regions. The feature is formally defined in Table 3.3.
The use of multiple features corresponding to different parameter values is of
particular importance in this feature class. Figure 1.7, the use of a low threshold
yields two separate activity regions for a weak signal but only one contiguous activity
region for a strong signal, whereas the use of a high threshold yields one contiguous
activity region for the strong signal only. The information from both thresholds is
thus potentially meaningful.
Figure 3.14 illustrates the spectrogram of a real dataset.
2Periodically sampled complex data is divided into overlapping windows, and Fourier transformed
to calculate the magnitude of the frequency spectrum for each window. Each window yields a column
in the image, a measurement of magnitude versus frequency. The columns placed side by side yield
a 2-D graph, with the horizontal axis representing time, the vertical axis is frequency, and the point
colors representing the intensity.
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Terms Definition
Active Points {P |intensity(P ) > thr},
where intensity(P ) is the in-
tensity of the spectrogram at
this point P .
Active Regions {R|R is a largest 8-connected
region
such that ∀P in R, P ∈Active
Points}, where R is a con-
tiguous region in the spectro-
gram, P is a point in the spec-
trogram, and thr is a given
threshold.
thr Threshold parameter, with
domain {0.1, 0.3, 0.5, 0.7,
0.9}
σ Feature parameter, with do-
main {0.1, 0.2, 0.5, 1, 2, 5,
10}
Window Size Spectrogram parameter, with
domain {32, 64, 128, 256}
Window Overlap Spectrogram parameter, with
domain {15/16, 7/8, 3/4}
Table 3.3: Feature class 3 Definitions
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We illustrate this in the context of a dataset from a room where 7 people sitting
in chairs are in a meeting. While a lower threshold (cf. Figure 3.15) reveals returns
that are missing with a higher threshold (cf. Figure 3.16), the latter is able to
discriminate subregions that are coalesced in the former).
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Figure 3.3: Phase Unwrapping
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Figure 3.7: Radar Signatures For Different Target Classes
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Figure 3.8: Varying signal return strengths for human and ball in different
radar lobes. While (c) and (d) are easily discriminated, (a) and (b) (resp.,
(b) and (c)) look similar to the single low (resp., high) threshold case
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Figure 3.11: The Block Diagram of the Counting System
Figure 3.12: The Radar-mote System
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Figure 3.13: Superposition Motivates Gradient Based Feature
Figure 3.14: Example of Spectrogram of Frame with 7 People in Room
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Figure 3.15: Activity Regions in Spectrogram with a Low Threshold
Figure 3.16: Activity Regions in Spectrogram with a High Threshold
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Feature class 4: Count of High Gradient Regions in Spectrogram. Targets moving in
abutting time-frequency regions are alternatively discriminated via the high gradient
feature class, as follows. The y-axis intensity gradient captures the rate of intensity
change in the frequency domain at each point in the spectrogram. By calculating the
root mean square of the x- and y-axis gradients, we define a High Gradient Region
to be a maximal set of contiguous points in the spectrogram each with a root mean
square gradient that is above some threshold parameter value. The resulting feature
is then the count of the High Gradient Regions in a frame.
More specifically, the feature deals with noise as follows. The mean noise intensity
at each frequency is subtracted from each point in the spectrogram at that frequency,
to better isolate the energy of people returns. And to deal with the variance of noise,
a Gaussian filter is applied in the time domain, prior to calculating the gradient value.
The feature is defined more formally in Table 3.4.
As with the previous feature class, we find that the use of multiple gradient count
features corresponding to different feature values in meaningful. Low thresholds are
effective for identifying smaller returns (relative to the abutting person returns) but
they are also liable to cause regions to coalesce, whereas high thresholds avoid un-
dercounting of relatively larger returns. For the same frame data as in Figure 3.15
and Figure 3.16, the gradient regions for a low threshold are shown in Figure 3.17.
Anecdotally, we find that even when the SNR is quite low, this feature is still able to
uncover the return on occasions where the other features do not.
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Terms Definition
High Gradient Points {P |gradient(P ) > thr,
where gradient(P ) is the
frequency gradient at P after
filtering the spectrogram
with a σ gaussian mask.}
High Gradient Regions {R|R is a largest 8-connected
region in the spectrogam such
that, ∀ points P in R, P ∈
High Gradient Points}, where
thr is a threshold parameter.
thr Threshold parameter, with
domain {0.1, 0.3, 0.5, 0.7,
0.9}
σ Mask parameter, with do-
main {0.1, 0.2, 0.5, 1, 2, 5,
10}
Window Size Spectrogram parameter, with
domain {32, 64, 128, 256}
Window Overlap Spectrogram parameter, with
domain {15/16, 7/8, 3/4}
Table 3.4: Feature class 4 Definitions
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Figure 3.17: Gradient Regions with a Low Threshold Value
71
SVR training
SVR is a version of the support vector machine (SVM) for nonlinear regression
[10]. Like the SVM, it involves supervised learning where the learned model depends
only on a subset of the training data. In the SVM, the relevant data are those that
provide support for (or are within) the “margin”, whereas in the SVR the relevant
data are those that are at (or beyond) some threshold of the prediction.
Both use the kernel trick to transform the input data into a high dimensional
space to improve performance. Because the accuracy depends on the kernel used, the
selection of kernel is known to be critical in practice [26]. Given the uncertainly in the
motion and background model, we considered the PUK kernel, which is a universal
kernel function based on the Pearson VII function (PUK) that can serve as a generic
alternative to the common linear, polynomial and RBF kernel functions [61]. The
kernel function is in Equation 3.1.
K(xi, xj) =
1[
1 +
(
2
√
||xi−xj ||2
√
21/w−1
σ
)2]ω (3.1)
PUK is known to be robust and to have an equal or even stronger mapping
power than the standard kernel functions leading to an equal or better generalization
performance of SVMs. Our experiments confirmed that the PUK kernel consistently
outperforms the standard kernels.
Three parameters of the SVR affect its performance, c, ω, and σ: c is a regulariza-
tion factor, ω controls the tailing factor of the peak, and σ is the half-width (known
as Pearson width) of the Pearson VII function [61]. We performed a grid search
across a wide range of values for these parameters, to experimentally choose values
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Figure 3.18: Mean Absolute Error vs Correlation Coefficient across Pa-
rameter Space
that yielded the best performance, in terms of maximizing the correlation coefficient
and minimizing the average absolute error. It turned out that the performance is
less sensitive to the parameter c and more sensitive to the other two parameters. As
shown in Figure 3.18, the largest correlation coefficient and smallest average absolute
error were simultaneously obtained for the same set of values, implying there was not
a tradeoff involved in parameter selection for our performance criteria.
We found that the best performance is obtained when c, ω, σ are 20, 0.1, 200 re-
spectively. Figure 3.20 and Figure 3.19 show the final performance of the 10-fold
cross validation after using the grid search result of parameter selection. And the
correlation coefficient is 0.9686, while the average absolute error is 2.1691.
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Figure 3.19: Mean Absolute Error vs True People Count
Figure 3.20: SVR Estimate vs True People Count
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3.2.3 Evaluation
We now present an evaluation of our counter based on a variety of data sets. Our
primary data set consists of over 750 minutes of radar data, collected over roughly
60 sessions of data collects in four rooms that vary in use (i.e., conference rooms and
class rooms) and building type. The number of people in the collects ranged from
0 − 43. No attempt was made to choose or influence the activities in either setting.
Multiple radars were used for the collection; in each setting, the radar was placed in
a randomly chosen location.
We measure accuracy in terms of the mean absolute error and the coefficient of
correlation between the ground truth numbers of our datasets and the estimated
numbers. Latency is expressed as an upper bound given by the length of a “frame”;
in every frame interval, a count is estimated. Stability is measured by the mean of
the standard deviations across sequences of frames in each of which the number of
people remains the same.
Performance of the SVR Counter. We performed standard 10-fold cross validation
on the primary data set. Figure 3.19 shows the mean absolute error for various
numbers of people in the room, while Figure 3.20 shows the regression-based estimate
versus the ground truth count of people. The former confirms that the mean error
grows as the number of people do, and the latter confirms that the mean estimate
grows at the same rate as the number of people. More specifically, the obtained Mean
Absolute Error is 2.1691 and the Correlation Coefficient is 0.9686. (Similar, albeit
slightly inferior, performance was found with a 2400 minute data set from 6 rooms,
with an earlier version of the BumbleBee radar whose signal quality was inferior to the
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radar version used for the primary data set.) We calculated the stability, as defined
above, as being 2.6.
Figure 3.21: Mean Absolute Error vs Frame Length
Impact of frame length. With all parameter values fixed as before, we varied the
frame length and calculated the corresponding 10-fold cross validation performance.
Figures 3.21 and 3.22 show that a 160s frame length yields the best performance,
although one could reduce the frame length even up to 80s without a significant loss
of performance.
The result suggests that a modest length time frame suffices for capturing activity
of all individuals, and which provides an empirical bound on the latency of people
counting.
Comparison with benchmark energy counters. Although there is no literature
on radar-based people counting that offers a reference for comparison, we designed a
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Figure 3.22: Correlation Coefficient vs Frame Length
baseline counter for comparison purposes based on features that are most commonly
used in radar-based detection and classification work. Most of these features are
energy-based, so we regard the baseline counters to be energy counters, one in the
time domain and the other in the frequency domain.
Specifically, we defined a time-domain energy counter that uses 7 features based
on its in-phase component I and quadrature component Q, namely,
∑
I2,
∑
Q2,∑
I2 +Q2, mean of |I|, variance of |I|, mean of |Q|, and variance of |Q|. The first
three are directly related to the signal power level while the last four are indirectly
related to the power level. We calculated the performance of this counter, again using
10-fold cross validation with the primary data set. Its mean absolute error is 6.03 and
its correlation coefficient is 0.7414, both substantially worse than that of our SVR
counter. Variations of the counter which attempted to subtract for background noise
did not yield significant improvement.
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We also defined a frequency-domain energy counter, primarily using our Feature
class 2. Its mean absolute error is 4.7758 and its correlation coefficient is 0.8445.
Variations of the counter which used frequency statistics analogous to the time domain
counter did not yield significant improvement.
Notably, experiments with combining both the time-domain and frequency-domain
counters (energy-based as well as activity-event-based) did not yield significant im-
provement over the latter. This illustrates the importance of using the time-frequency
domain features in our design.
3.2.4 People counting using cStrings
Another method for people counting using string kernels and Gaussian process
regression is presented below. And a comparison between this method and the previ-
ous method is given later. Complex (imaginary) signals arise commonly in the field
of communications in the form of time series in the complex space. In this part of
the proposal we propose a symbolic approach for such signals based on string kernels
derived from a complex SAX representation and apply it to a challenging counting
problem. Our approach, that we call cStrings, is within a Gaussian process regres-
sion framework and outperforms established Fourier transforms and complex kernels,
achieving a correlation coefficient of 0.985 when predicting the number of targets
sensed by a pulsed Doppler Radar.
Method: The idea behind cStrings is to transform the complex time series into a
symbolic representation by extending the Piecewise Aggregate Approximation (PAA)
(Yi and Faloutsos,2000; Keogh and Pazzani, 2000) and the Symbolic Aggregate ap-
proXimation (SAX) (Patel et al., 2002) to handle complex vectors, and then construct
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string kernels based on n-gram representations of the signals. This allows us to cap-
ture informative subsequences, n-grams, in the complex time series that are position
independent and predictive of the total number of targets.
The algorithm include 3 components, symbolic representation of the complex do-
main, n-grams string kernel, and Gaussian process regression. PAA and SAX can
be extended to the imaginary domain and represent a complex time series. Having
obtained a symbolic representation of the complex domain where the time series are
defined we can now adopt a text mining perspective and construct appropriate string
kernels. We consider n-grams that map the time series into high-dimensional feature
vectors RV and describe occurrence of contiguous subsequences. In order to quantify
the uncertainty of our predictions we turn to Bayesian inference and employ Gaussian
process regression (GPR) as the kernel based learning algorithm. The GP prior is
specified by the mean m and covariance kernel function k(x, x′):
A comparison between the two counting methods: Reference [20]: Because
counting the number of regions in a 2D matrix can be done while the sweeping column
by column which is in parallel with data collection. The feature computation is with
the complexity O(N) which means that linear to time. However, the spectrogram
itself is computed by an FFT computation with a time frame is obtained, and the
computation of FFT is O(Nlog(N)). So in total the complexity is O(N2log(N)).
The time complexity is a function of the number of samples N, length of orginal
time series T and length of symbolic representation D. The GPR, as most kernel
machines, has a dominant term O(N3). The string kernel has a dominant term
O(DN2) while the total PAA complexity is linear O(NTD). The overall string kernel
construction can be brought down to a linear time complexity [9].
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The physical features method is not very efficient in terms of implementation on
the mote-scale device, especially compared the method using Haar Transform based
feature with SVM. However the cStrings method is more efficient.
Figure 3.23 shows the estimate result of the method in the work in [20] and Figure
3.24 shows the estimate result of the method in the work in [9]. The errors in both
methods have the trend: the smaller numbers (of people) are more with positive
errors while the higher numbers (of people) are more with negative errors.
Figure 3.23: Prediction Result Using the Physical Features Based Method
We cannot strictly prove whether or not combining the two methods will provide a
better method until we really try to do the combination. However, from the statistics
we got, the estimation errors of these two methods are related, which seems to indicate
that the combination will not improve each other a lot. In both the two methods, the
trend in the result is to go from under counting to over counting when the number of
people increases. One hypothesis is that it is because the data set has some intrinsic
bias, which is that the low number data are usually collected when the surroundings
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Figure 3.24: Prediction Result Using the cStrings Method
are more active and the high number data are usually collected in mild surroundings.
This could be understood in this way, when the number of people is small, the data
are usually collected in a classroom before a class starts, and students are more active,
and when the number is large, the data are usually collected during a class where
everyone are sitting still with little movement.
Another explanation of the over counting when the number is large, is that some
“small” targets with low SNR are missing, either because they are shelter by the
“large” target, or overlapping each other and cannot be distinguished. In the first
method, this is the same as saying there might be some targets that both of the
features “Active Regions” and “High Gradient Regions” do not capture.
In this chapter we have explored the design of solutions for the two radar-mote
learning applications - people counting and human vs non-human classification. In
next chapter we will focus on how to select robust features. The cross environment
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robustness is extremely important in such WSN learning applications and we will
discuss in detail in next Chapter how to achieve robustness.
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Chapter 4: ROBUST SELECTION OF FEATURES IN
RADAR-MOTE LEARNING SYSTEM
4.1 Introduction
Classification problem in a very noisy background is different from normal clas-
sification problem. The difference is that in traditional classification problem design
pattern and feature selection is not that highly depend on the variant noise. In the
radar-mote sensing and learning problems, usually the goal of the application is to
train a model that can be deployed and used in many different places with different
background. Specifically, the forest environment exhibits drastic changes in clutter
level on a daily and seasonal basis. And since virtual fences are to be deployed in
backgrounds for which even large datasets will lack representative training data, the
classifier accuracy must remain fairly consistent not only for changing but also new
backgrounds. Cross-environmental robustness is therefore an important objective for
downsizing the feature pool, by selecting only those features that are not too sensitive
to environment changes and yet have good information gain across a range of envi-
ronments. In our design pattern, every feature is considering the type of noise it faces
and try to normalize on the noise it faces. However after this normalization, some of
the features are still more sensitive to noise it faces while it may be good feature in
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distinguishing the two classes. So the tradeoff is on the distinguishing ability and its
sensitivity to noise.
Summary of the results:
We show that the robust feature selection algorithm helps to improve the cross-
environment robustness. We show that the accuracy improves when the number
of diverse backgrounds are increasing. We show that Haar features are not robust
features.
4.2 Robust selection of features algorithm
Several candidate features that initially showed good information gain in our train-
ing environments were later found to be inadequate for our deployment environments.
By way of example, consider the absolute power intensity of a human walk signature
above a given threshold in an open (i.e. clutter-free) and a cluttered environment
(Figures 4.1(a) and (b)), versus the net area of excitation above the same threshold
(Figures 4.1(a) and (b)). The former feature has a high variance across environ-
ments, conversely the latter shows significant consistency (robustness) and therefore
is a candidate for inclusion should the consistency hold across the various training
environments.
The parameterized features are put into the feature pool. And feature selection
algorithm information gain based ranker is used to choose features. A feature with
a high information gain is good in classify the two classes, however we find that this
is not very good when the data is from variant noise background. We propose a new
way to do the feature selection that the information gain is measured from different
background noise.
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Figure 4.1: Sensitivity to environment of a non-robust feature (the net
absolute power above a threshold) vs. a robust feature (the area of the
micro-Doppler signature above the same threshold) extracted from a hu-
man walk
The features that work well in one environment do not necessarily work well in
other environments. For some features the distribution of the value for both two
classes are quite different in different environment. And these kind of features we
say they are “sensitive” to noise. And even they are good in distinguish the two
classes, they somehow harm the robustness of the classifier in terms of the usability
in different places.
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Input: Labeled training samples SE1X , S
E2
X , . . . , S
En
X each of m+ 1 dimensions,
corresponding to environments E1,E2, . . . ,En
Input: Feature descriptor set Fin = {F1, F2, . . . , Fm} for the m feature
dimensions
Output: Feature descriptor set Fout = {F1, F2, . . . , Fr}, where r ≤ m and
Fout ⊆ Fin
SΣ ←−
⋃n
j=1 S
Ej
X ;
for l ∈ 1, 2, . . . ,m do
I(l)←− IG(SΣ, Fl);
end
Sort I in descending order, and select the top k values. This generates a
k−permutation {p1, p2, . . . , pk} on Fin. Fk ←− {Fp1 , Fp2 , . . . , Fpk};
Initialize Fout ←− ∅;
for ϕ ∈ 1, 2, . . . , k do
for  ∈ 1, 2, . . . , n do
SΣ−E ←− ∪j 6= SEjX ;
IΣ−E(ϕ)←− IG(SΣ−E , Fpϕ);
end
if Variance{⋃n=1 IΣ−E(ϕ)} ≤ τG then
Fout ←− Fout ∪ Fpϕ ;
else
end
end
Return Fout;
Algorithm 1: Robust feature selection
Algorithm 1 describes our proposed robust feature selection method. For ease of
exposition, we consider a single target-not-of-interest (the extension to the multiple
case is straightforward). At first, labeled data for both classes collected from all
available environments is combined into a single pool. In the first step, the m available
features are ranked and accordingly sorted to choose the top k, k ≤m, in terms of
their information gain [50], which is a direct measure of their respective powers of
differentiating the two classes in the pooled data.
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Let SX be a set of labeled training samples, each of the form (x1, x2, ..., xm, y),
where each xi ∈ V(xi), i ∈ [1,m] is the value of the ith attribute and y ∈ {T, F}
(for target and non-target) the corresponding class label. The information gain for
attribute xi is given by:
IG(SX , xi) = H(SX)−
∑
v
|{x∈SX |xi=v}|
|SX | ·H({x∈SX |xi=v}),
where v ∈ V(xi), and the entropy is computed as
H(S) = −p+(S) log2 p+(S)− p−(S) log2 p−(S),
p±(S) being the probability of a sample in S being in the class T/F .
In the second step, the algorithm iteratively excludes each environment one by
one to compute the information gain for each selected feature over the remaining
n− 1 environments. Thus, n information gain values are obtained per feature across
all environments, and the variance is calculated. A feature is declared robust and
included in the output set if its information gain variance is small relative to a suitably
chosen threshold τG.
Recall that traditional information gain-based feature selection considers the entire
available training set, but not the cross-environmental merit of a feature, i.e., if the
training and test environments are different. It is entirely possible that a feature has
good distinguishability in the combined data set, but it fails to perform across its
component environments. Algorithm 1 could reject this feature on the grounds of
high variability of its information gain. In Section 5, we evaluate its positive impact
on robustness and accuracy as more diverse environments are considered.
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4.3 Impact of selecting robust features
We ran Algorithm 1 for our dataset with parameters chosen as follows: n, the
number of environments, is 4 for ease of exposition, k is empirically chosen to be 10,
and the SD threshold τG is fixed as 0.05. Table 4.1 shows the top 10 features in terms
of the information gain ranker of Weka[18], downselected from over 60 parameterized
features in the originally defined feature set.
The second column in the table lists the information gain of each feature in the
combined dataset, while the third column shows the variance of this information gain
considering each of the 3-out-of-n(=4) environments. The 5th feature is rejected from
the robust feature set since its information gain SD is high.
While space prevents us from listing the other rejected features, a brief discussion
is in order. All amplitude domain features are rejected, as are percentiles of speed and
acceleration in the phase domain. In the joint time-frequency domain, features such
as the total power content above a threshold and the maximum number of excited
frequencies are deselected.
The results in Table 4.2 show that there are significant (3− 5%) improvements in
the cross-environment accuracy after using the robust feature selection algorithm. In
this particular analysis, the classifier is trained from each combination of the 3-out-
of-4 environments and tested on the remaining environment.
4.4 Cross-environment performance
We select robust features so that the trained classifier can in fact be used in the
environments other than those where the training data are collected, thus eschewing
the need to consider all possible environments for data collection assuming adequately
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Table 4.1: Feature Selection Based on Variance of Information Gain
Feature
Overall
IG
SD
Variance of excited
frequency width wrt Threshold2
0.343 0.028
Area of excited spectrogram
region wrt Threshold1
0.341 0.032
Maximum excited frequency
wrt Threshold1
0.301 0.048
Maximum continuous frequency
band that is excited wrt Threshold1
0.263 0.037
Maximum excited frequency
wrt Threshold3
0.225 0.095
Excited frequency
width/length ratio
0.187 0.049
Total moving time 0.149 0.027
Median of excited frequency
width wrt Threshold1
0.149 0.028
Cumulative displacement 0.126 0.043
Median of excited frequency
width wrt Threshold2
0.123 0.036
representative environments are included. To evaluate the quality of the feature
selection, we now consider the impact of adding more and more environments in the
training data sets more comprehensively.
For the base case, we consider training in just one environment and testing in
another. Table 4.3 references the same 4 backgrounds used above, and tabulates the
10−fold cross-validation accuracies of training from each individual environment and
testing on all four in succession using the top k features in each training environments
environment. Ignoring the diagonal values (which are expectedly high as the training
and testing environments are the same), grossly speaking, this yields 25% worse
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Table 4.2: Cross-environment Calidation of Robust Feature Selection
Training Testing Accuracy Accuracy
Env Env Before After
{E2, E3, E4} E1 89.53% 92.42%
{E1, E3, E4} E2 95.14% 98.05%
{E1, E2, E4} E3 90.52% 95.71%
{E1, E2, E3} E4 86.73% 91.83%
performance, when comparing the “Accuracy After” column in Table 4.2 with Table
4.3.
Table 4.3: Cross Environment Testing Accuracy
Train\Test E1 E2 E3 E4
E1 98.32% 91.33% 77.83% 71.47%
E2 80.23% 96.17% 87.36% 89.79%
E3 77.32% 87.37% 93.68% 79.59%
E4 65.69% 85.40% 74.73% 95.91%
Next, starting with the environment which has the largest number of targets,
we progressively add other environments typically in decreasing order of number of
targets, in this analysis. In total we have data from 25 environments. Figure 4.2
shows that, roughly speaking, the more (diverse) environments we learn from, the
higher the robustness and the higher the accuracy we get. The rate of growth slows
down after the first several environments largely because the number of targets in the
remaining environments is relatively low. Nevertheless, the clear trend motivates our
approach to improve the cross-environmental classification accuracy.
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What can be learned is that, to achieve robust and accurate classifier in the radar-
mote learning problem, it is necessary to obtain data from as many environments as
possible. However in Section 4.2 we argue that it is important to select robust features
because it is impossible to get data from all kinds of possible environments. These
two arguments should not be considered contradictive. Yes we cannot get all possible
environments in our training set and thus we need to select robust features that are
less sensitive to environments, but we do benefit from getting from more environments
and thus we need to obtain data from as many environments as we could.
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(b) Accuracy: 10-fold cross valida-
tion accuracy
Figure 4.2: Learning From More Diverse Environments
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Exploring Haar transform features. On one hand, the radar VF is a low duty
cycle network, since classification events are infrequent and a single copy routing
protocol communicates events to the base. On the other hand, it has two high duty
cycle components: the classifier computation is presently over 50% duty cycle, and
the radar consumes near 40 mW power. We are thus able to get node lifetimes of
only 3 weeks on a 20 Ah Lithium D battery.
We are therefore motivated to consider further efficiencies for increased lifetime: by
feature representation via wavelet scalograms instead of spectrograms; by experiment-
ing with a near 1 mW radar sensor; and by using simpler features for a distributed
classifier, building upon previous WSN field experiments for intruder classification
[5, 15].
Towards improving the efficiency of the classifier implementation, we have noted
the work [27], which uses Haar transform based features. Haar transform also provides
some information in joint time-frequency domain similar to spectrogram. Compared
to spectrogram, haar transform provides less information but it is also much more
efficient. It is 10 to 100 times more efficient than spectrogram which is computed from
fft. So the question is whether the more fine-grained information in spectrogram is
necessary in terms of providing ability to classify between human and non-human
moving target.
Because the Haar transform does not provide a matrix like the spectrogram, the
features we extract from haar is totally different from those from spectrogram. In
general the several simple Haar-based features used in [27] is the total power on
specific frequency bands, which is not fine-grained.
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Our experiment shows that the accuracy that use Haar transform is not as high
as using spectrogram related features (as well as with other phase based features).
And the information gain of them which is only about 0.079, is not as high as some
of fine-grained spectrogram based features which are chosen to use. However in the
literature [27], it is reported that the Haar features has good accuracy, which seems
to imply that some of the Haar features are also in the scope of features that has good
information gain sometimes and not that good in some other circumstances, and as a
result not robust. And this implies that the robust feature selection should not select
Haar features as robust features.
In terms of wireless sensor network, power efficiency is a key issue. We would
like to see the power consumption to be very low and hopefully the device can last
as long as several months to two years. As a result, we would like to see our device
work in a duty cycle way which means the computation is finished and the mote
is turned into a sleeping mode periodically. Redesigning the feature basis so that
a Haar Transform suffices yielding substantial efficiency gains, possibly by a factor
greater than 10. As a matter of fact, the current duty cycle occupation is around
90%, and with Haar transform features instead of spectrogram based features it will
be as low as 10%, which increases the life time of the mote a lot. However this will
sacrifice the accuracy. So the tradeoff between the accuracy and efficiency needs to
be considered carefully, not only in the problem addressed in this paper, but also in
all such mote-scale device classification problems.
Discussion on nonlinear classifiers for robustness. In our proposed method,
SVM is used to train a classifier and it is linear in terms of the kernel space. However
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there are other nonlinear classifiers such as decision trees and neural networks. In
some literatures, it is reported that they can be more robust than SVM in some
certain classification problems. And it is worth considering using the other machine
learning methods to deal with the robustness requirement in the radar-mote sensing
problem. But the complexity should also be taken into account since the radar-mote
system has the requirement of working in real time.
In this chapter we have focused on how to select robust features. However the
robustness is not only on feature selection. Synthetic data generation and pruning
erroneous data can also help the classifier to be more robust. And in next chapter we
will discuss in detail.
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Chapter 5: SYNTHETIC DATA GENERATION AND
ERRONEOUS DATA REMOVAL
5.1 Introduction
For certain use cases, the data we collected for training set is not comprehensive
and representative enough to train an adequate classifier. For some target classes,
such as tigers and elephants, getting data that captures diverse movements is hard.
Equally hard is collecting sufficient data for most target classes across different radar
orientations, but since the radar antenna pattern is not omnidirectional, collecting
training data in multiple directions is important. To solve this issue, we devise a
mapping-based approach for generating raw synthetic data in the weak directions
from the strong directions, and vice versa.
In addition, sometimes the data collection is quite “standard”, which means that
only some limited circumstances are covered by the data collection. For example, in
the human walk data collection, human are more tend to walk in the same way in the
whole data collection: of the same speed, always towards radar (or away from radar)
on the radials. But in the real world the human walks are much more complicated.
With our final goal of distinguishing and recognizing all sorts of human walks with
all kinds of path and speed, the training set may not be that comprehensive enough.
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The synthetic data can be on two domains (or combination of them), amplitude
domain and phase domain.
We propose 3 kinds of missing data, and we can:
• generate walk on radials that are not included in the data set by scaling the am-
plitude
• Generate walk with different speed on the same path by resampling the data linearly
• Generate orthogonal walk from radial walk by resampling the data non-linearly
For the first two we need to change phase, the third we need to change amplitude.
Although we can synthesize only in feature domain, which means change the
feature value directly without touching the raw data at all, it is more safe to synthesize
in data space because it is never for sure that if a feature is changed or not. But
if you change the data, all the features will automatically update their value, either
change or not.
Summary of the results:
We show that the 3 techniques we proposed have soundness because by throwing some
data the accuracy decreases, and then after injecting the synthetic data the accuracy
improves. We show that the technique of generating variant speeds data and variant
radials data could improve the accuracy of the whole data set, and using all the 3
techniques at the same time could improve the accuracy.
5.2 Generate synthetic data on amplitude domain
Synthesis leverages the observation that the amplitude of returns in a weak RF
radiation direction is a scaled factor of the corresponding return amplitude in a strong
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direction. In fact, between the strongest and weakest directions, we find an close-to-
linearly decreasing trend in amplitude. For example, our controlled experiments with
human walks and ball rolls show the average received amplitudes in the four direc-
tions from the strongest to weakest, which demonstrate close to linear trends in their
differentials (this is further confirmed by collecting additional data in the intermedi-
ate directions). We thus generate synthetic data from collected data by interpolating
for almost continuous direction changes corresponding to any given foreground, thus
making the data set much more comprehensive and representative than the set of
discrete directions that were originally collected in the field. As we show in the next
section, via this method, the 10-fold cross-validation classifier accuracy is enhanced
significantly.
5.2.1 Generate walk on radials that are not included
Data transform method
As shown in Figure 5.1, the radar is not omnidirectional and different radials
have different gain. The amplitude scaling factor is roughly linear to the angle. By
experiments we got the average amplitude of the two radials OA and OB is A1 and A2
respectively. The amplitude of a synthetic data on the radial OM can be generated
from a data on the radial OA with the amplitude. And the synthetic amplitude A
can be computed by:
A = A1 ∗ A2
A1
∗ α
45◦
(5.1)
The soundness of amplitude scaling is further proved by Figure 5.2. In the figure
the statistics of real data on different radials are shown. The index 1 to index 4 are the
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Figure 5.1: Diagram Showing the Transform of Data on Different Radials
strongest direction (front direction) to the weakest direction (right back direction).
Comparing the two figures, we could see that both the mean and standard deviation
of the mean amplitude of walks on different radials decrease as the direction changes
from strong to weak. The shape of the two curves are very similar. And we know that
if a signal is scaled by a factor α, both the mean and standard deviation of this signal
will be scaled by the same factor α. This implies that using scaling on amplitude to
map the radar data on one direction to another direction is reasonable. The fit of
the curve (either mean or standard deviation) depends on the order. Although we
notice the fact that the curve is not very close to linear but not far from linear either.
Since the direction is continuous, for simplicity it does not hurt to take it as linear
because any scaling factors in the range will find its corresponding direction, even is
not exactly the same direction as the linear model points out.
Soundness of generating synthetic data
To validate the importance to generate synthetic data on different radials, we
design the following experiment. Since the data set already supports learning a clas-
sifier of rather high accuracy, we begin by reducing our original data set by 50%,
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Figure 5.2: Mean and Standard Deviation of the Amplitude on Different
Radials
which makes the data set be with some but not much weak human and strong ball
data. The accuracy of using 10-fold cross-validation on this reduced data set is also
reduced, which can be explained by the fact that the training set includes too little
strong ball and weak human (easily confused with each other), and as a result the
prediction of these strong ball and weak human data may be wrong. In another word,
the boundary for these strong ball and weak human is not well built, and as a result
the trained boundary may not work well for the test set.
We then use amplitude scaling factors to interpolate synthetic data for other
directions. Then we add the synthetic variant amplitude data in the following way,
given the lower bound and the upper bound of the scaling factor, divide the interval
to n evenly spread numbers as the scaling factors, and see how the accuracy of the 10-
fold cross validation will be affected by the size of the training set (which is according
to the value of n).
We generate synthetic in the following way: we generate weak human data by ap-
plying the scaling factors with upper bound 1 and lower bound 1/6, and we generate
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strong ball data by applying the scaling factors with upper bound 6 and lower bound
1. These scaling factors are evenly spread in the interval from lower bound to upper
bound according to the number of them. And Figure 5.3 shows the impact of in-
creasing the size of dataset (by changing the number of scaling factors) on the 10-fold
cross-validation accuracy. We see a clearly increasing trend in cross-validation accu-
racy as more signals are synthesized, which is indicative of the safety and merit of our
approach. When the size reaches as large as 3 times the original reduced set, there
is not much improvement when we continue to increase the size of the augmented
data set. This indicates that the boundary is well built by the set with synthetic
data inserted. Moreover, the approach can be easily generalized in the context of any
radar-based classification problem where collecting sufficient data is difficult.
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Figure 5.3: Impact of Size of the Data Set After Inserting Variant Radial
Synthetic Data on Accuracy
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Accuracy refinement with synthetic data
Instead of using reduced set, we use the original data set and apply the synthetic
data generation technique on it. Figure 5.4 shows that the accuracy of the classifier
increases as the size of the augmented training set increases.
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Figure 5.4: Impact of Size of the Data Set After Inserting Variant Radial
Synthetic Data on Accuracy
5.3 Generate synthetic data on phase domain
5.3.1 Generate walk with different speed on the same path
Data transform method
We can generate walk with different speed on the same path by resampling the
data linearly. Imaging a walk with speed v1 is in our data set. The walk on the same
path but with speed v2 can be generated by resampling the data with speed v1 as
below.
A2(t) = A1(t ∗ v2
v1
) (5.2)
101
Note that we in fact need v2 to be larger than v1, which means that we only
generate the synthetic data that is with higher speed. The reason is that only when
generating higher speed synthetic data, we are downsampling form the original data,
which is very safe and no information is lost. When we generate lower speed syn-
thetic data, nevertheless, we have to do upsampling, which needs the interpolation
of “dummy” samples. There is variant interpolation methods, and the obvious and
naive way is to do a linear interpolation, which may bury some useful transient infor-
mation and thus is not safe enough. As a result, we want to downsample and generate
synthetic data of higher speed instead of to upsample and generate synthetic data of
lower speed. While the validation below use this rule, it does not mean the slower
walk is meaningless, and when necessary, e.g., there is little slow walk data and most
of the data is of fast walk.
Soundness of generating synthetic data
To validate the importance to generate synthetic walk data with different speed
on the same path, we design the following experiment. We reduce our original data
set by 50%, which makes the data set be with some but quite little fast walk data.
The accuracy of using 10-fold cross-validation on this reduced data set is also reduced,
which can be explained by the fact that the training set includes too little fast walk
and the training set and testing set may contain quite different fast walk data, and
as a result the prediction of these fast walk data may be wrong. In another word, the
boundary for these fast walk data between the two classes is not well built, and as a
result the trained boundary may not work well for the test set.
Then we add the synthetic higher speed data in the following way, given the lower
bound which is 1, and the upper bound which is 2, divided them to n evenly spread
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numbers as the scaling factors of speed, and see how the accuracy of the 10-fold cross
validation will be affected by the size of the training set (which is according to the
value of n).
Figure 5.5 shows the impact of increasing the size of the training set synthetically.
We see a clearly increasing trend in cross-validation accuracy as more signals are
synthesized, which is indicative of the safety and merit of our approach. When the
size reaches as large as 4 times the original reduced set, there is not much improvement
when we continue to increase the size of the augmented data set.
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Figure 5.5: Impact of Size of the Data Set After Inserting Variant Speed
Synthetic Data on Accuracy
Accuracy refinement with synthetic data
Instead of using reduced set, we use the original data set and apply the synthetic
data generation technique on it. Figure 5.6 shows that the accuracy of the classifier
increases as the size of the augmented training set increases.
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Figure 5.6: Impact of Size of the Data Set After Inserting Variant Speed
Synthetic Data on Accuracy
5.3.2 Generate orthogonal walk from radial walk
Data transform method
We could generate orthogonal walk from radial walk by resampling the data non-
linearly. As Figure 5.7 shows, we have a radial walk data on the path AO, and we
would like to generate the synthetic data on the path CD. Every sample on CD (e.g.
N) can be copied from a sample on AB (M) and this copying is not linear over time.
Assume the whole walk from A to O takes time T2 and OD is given as a parameter
d, t1 is the sampling time on AO and t2 is the sampling time on CD, R is the radius.
We can derive t1 from t2, which means that we can find which sample on AO are
corresponding to the sample we would like to create synthetically on CD.
T2 = T1 ∗ (
√
R2 − d2)/R (5.3)
t1 =
R−
√
(T2−t2
T2
∗ √R2 − d2)2 + d2
R
× T1 (5.4)
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Figure 5.7: Illustration Showing the Generation of Data on Orthogonal
Paths from Data on Radials
Soundness of generating synthetic data
To validate the importance to generate synthetic walk data with different speed on
the same path, we design the following experiment. We reduce our original data set
by more than 50% and add a little orthogonal path data, which makes the data set be
with some but quite little orthogonal walk data. The accuracy of using 10-fold cross-
validation on this reduced data set is low, which can be explained by the fact that
the training set includes too little orthogonal walk and the training set and testing
set may contain quite different orthogonal walk data, and as a result the prediction of
these orthogonal walk data may be wrong. In another word, the boundary for these
orthogonal walk data between the two classes is not well built, and as a result the
trained boundary may not work well for the test set.
Then we add the synthetic orthogonal path data in the following way, given the
lower bound which is 0, and the upper bound which is 0.5, divided them to n evenly
spread numbers as the factor of d/R in Equation 5.3 5.4, and see how the accuracy
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of the 10-fold cross validation will be affected by the size of the training set (which is
according to the value of n).
Figure 5.8 shows that the accuracy of the classifier increases as the size of the aug-
mented training set increases. This indicates that using this synthetic data generation
method can improve the trained classifier.
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Figure 5.8: Impact of Size of the Data Set After Inserting Orthogonal
Paths Synthetic Data on Accuracy
Because the randomness in dropping data points in this analysis, we can measure
the confidence interval for the accuracies of each size by generating different subsets
randomly for 10 times. The 95% confidence intervals are depicted in the figure and
are computed from mean plus 1.96 standard deviation. And Figure 5.9 shows the
confidence intervals of accuracy of each size. From the confidence interval we could
see clearly there is an improvement of accuracy.
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Figure 5.9: Impact of Size of the Data Set After Inserting Orthogonal
Paths Synthetic Data on Accuracy and Confidence Interval of Accuracy
Accuracy refinement with synthetic data
Instead of using reduced set, we use the original data set and apply the synthetic
data generation technique on it. Figure 5.10 shows that the accuracy of the classifier
fluctuates as the size of the augmented training set increases.
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Figure 5.10: Impact of Size of the Data Set After Inserting Orthogonal
Paths Synthetic Data on Accuracy
If all the three synthetic data generation techniques described above are used at
the same time, Figure 5.11 shows that the accuracy of the classifier increases as the size
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of the augmented training set increases. This indicates that using this synthetic data
generation method can improve the trained classifier. We could see the improvement
in accuracy is not a summing up of all the three techniques’ own improvement.
0 1 2 3 4 5 6 7 880
85
90
95
100
Size of the data set
A
cc
ur
ac
y
Figure 5.11: Impact of Size of the Data Set After Inserting Synthetic Data
using 3 techniques on Accuracy
Discussion on assumption of orthogonal path data generation
When we generate orthogonal data on orthogonal path, we are in fact assuming
the noise in different directions are the same, or we are treating an averaged noise
level. This is because on each orthogonal path, the direction of the target from the
radar keeps changing. And it is fair to say that we are taking an average noise level
from different directions that the path sweeps.
5.4 Pruning erroneous data
In the problem of classification using radar-mote system, it is possible that the
training set has some erroneous data for variant reasons. First of all, there might be
operational fault in the procedure of data collection. For example, if the wiring of
radar and mote is wrong, then the data collected will be totally wrong. Secondly, there
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might be hardware errors. The radar board might have water on it and as a result
the hardware is not working correctly. Thirdly, wrong labels might be given to the
data. For example in the human vs non-human application, non-human targets’ data
is labeled with human. And this kind of label noise will make the trained classifier
bad in terms of correctly classifying new coming data. The first two scenario may
lead to the collection of erroneous data, while in the third circumstance, the data is
still correct, but just the label is wrong.
In our study here, we are not aiming to address the wrong label problem. Instead
we are interested in how to remove the erroneous data in our radar data collection.
As a matter of fact, in our experience of data collection, we do see the hardware
error and operational fault happening sometimes. This may leads to the fact that the
training set is not that representative to train a good classifier.
We propose an algorithm that can deal with these erroneous sensing data before
the training of the classifier. The algorithm we use can be described as below: do
the k-means clustering in the feature space and for the clusters that are small enough
(because of the assumption that the erroneous data is a very small portion of the
whole data set) and far away from all the other clusters, we just discard it from the
training set. The heuristic is described in Algorithm 2. The value of k is chosen in a
range according to the ratio α of the number of data points in the whole data set over
the number of erroneous data. We assume that the value of α is not small number
that is at least 10. Otherwise the set would have too many erroneous data and we
cannot use this method to prune. By experiment we found the algorithm works well
when k is between α/2 and 3α/4. The choice of the value of k cannot be too large,
otherwise the erroneous cluster may become many small subsets. In the mean while
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the value cannot be too small, otherwise the erroneous cluster may become part of
larger cluster that mainly contains valid data. The underlying idea of the method is
that the erroneous data is usually very different from both classes and thus usually is
far away from other clusters in the feature space. And the assumption the size of the
erroneous data label is bounded, otherwise we cannot get rid of the erroneous data
when it is the main part of the data set.
Figure 5.12: Illustration of Erroneous Data
In figure 5.12 we show how the erroneous data points from fault operation and
other valid data points are like in the feature space. For the purpose of illustration
we only take 2 features as the x and y axises. We see that the erroneous data are
small clusters which are far from other data points in the feature space.
D(ci, cj) is defined as the euclidean distance between the centroids of two clusters.
δ, epsilon are picked thresholds. The output is the erroneous data that we would like
to get rid of. Note that although the input of the algorithm are labeled data, the
labels are not used at all in the pruning algorithm. They are only used later in the
training and testing of the classifier.
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Input: Labeled training samples Sin = {S1in, S2in, . . . , Snin}
Input: The number of data points in the whole data set over the number of
erroneous data α
Output: Labeled training samples Sout = {S1out, S2out, . . . , Smout}, where
Sout ⊆ Sin
k-means clustering on Sin, generate k clusters {C1, C2, . . . , Ck}. Initialize
Sout ←− ∅;
for ϕ ∈ 1, 2, . . . , k do
if
k∑
i=1,i 6=ϕ
D(ci, cϕ) > δ AND size(ck) <  then
Fout ←− Fout ∪ cϕ;
end
end
Return Fout;
Algorithm 2: Pruning Erroneous Data Algorithm
To validate this algorithm, we manually add erroneous data that we wrongly
collect when a wiring of the hardware is wrong. And the size of the erroneous data
is about 5% of the whole data set, which means the value of α is 20. And thus the
choice of value of k is between 10 and 15.
The “mixed” training set is with an accuracy of 93.5% that can be compared with
97.2% which is the accuracy of the original “good” training set, showing why it is
important to pick up the erroneous data and discard them from the training set. By
applying our algorithm we successfully pick up 18 out of 20 data points (the whole
data set is of size 468) in the training set, while there are 2 correct data points also
recognized as erroneous data.
Discussion on erroneous data removal
One thing to point out is that the proposed method is not designed to be a com-
prehensive and standard pre-processing method for dealing with training set in all
circumstances. The counter example is very easy to think of: if a data set is all
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good without any erroneous data and we applied the method on it, we will simply
throw meaningful training data and reduce the size the training set, and as a result
potentially hurt the trained classifier. So we claim that our method is only used when
we have the training set and we have a priory knowledge such as we already know
or there is a high probability that there is a small portion of the training data is
erroneous because of operational fault or hardware error, and try to find them and
kick them out of the training set.
Another thing to mention is that our method is in fact a remedy when there is
no other way to collect new good data and we can only use the polluted training set
to train a model. However, the best thing to do is still to prevent such erroneous
data from being included in the data collection. And in Chapter 6.4 we describe the
significance of visualizing the data immediately after data collection, such that the
erroneous data can be found in time, and will not pollute the training set.
Our clustering method is working only when the erroneous data is of those types
that is very different from all kinds of correct data points. This is easily understood,
because the reason they will be clustered as one cluster is that they share similarities
and all the other points are quite different from them in the feature space. That is in
fact why our method are not designed for dealing with label noise, because the label
noise data is still correct data and they are not different from other data in feature
space at all and as a result we cannot cluster them from other good data.
In this chapter we have discussed the techniques in generating synthetic data and
pruning erroneous data. Up till now, this thesis is all talking about the algorithms
and data analysis happening on PC, specifically, in MATLAB. However this is not
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the final goal of this research. Remember that the main topic of this thesis is mote-
scale classification. As a result, in next chapter, we will discuss the specific challenges
and difficulties in mote-scale implementation of the developed algorithm and how we
overcome them.
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Chapter 6: EFFICIENT MOTE SCALE
IMPLEMENTATION
In previous Chapters we describe the algorithm of feature extraction and classi-
fication/regression using SVM/SVR that we develop to achieve accurate and robust
human vs non-human classification and people counting. However, in the design of
the solution and the evaluation process, everything happens in Matlab on PC side.
Our final goal is to achieve a wireless sensor network application, which requires the
algorithm to be running on the mote. In this chapter, we introduce some basic knowl-
edge of the mote we use, point out the constraints of the mote compared with PC,
and provide our solution to overcome these limitations. We also profile some of the
details in the implementation.
6.1 Mote basics
We process the complex valued signal output of the radar with the .NOW mote
hardware platform [2], with the size of 8.5cm by 5cm, has a 32-bit Cortex M3 proces-
sor, 96KB SRAM, and 256Mbit NOR flash. Its eMote software platform (a deeply
optimized software platform is built from .Net Micro Framework), based on which
our classifier is porgrammed in C#. Figure 6.1) shows a .NOW mote hardware.
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Figure 6.1: eMote.NOW Platform
6.2 Constraints
Our implementation of the radar-mote system is constrained by memory limita-
tions and by the need to be near real-time and always sensing. Low memory The
mote-scale device we use, eMote.NOW, has only around 20KB SRAM (96KB in total
but most of them are not available to the user) for computing displacement detection,
extracting features, SVM-based decisions, routing protocol, etc. The feature extrac-
tion algorithms are complicated, and thus are hard to fit into the 20KB memory. To
achieve accuracy and robustness, we have to extract multiple features, some of which
are taking not little memory and will not free the memory while the other features
are computed. And also we should make sure that at any time point the memory
occupied does not exceed the limit.
Real time We would like our algorithms running on the mote-scale device and
deploy it to the out door field, e.g., a forestry, for a certain purpose such as protecting
the tigers. This requires that the data collection, feature extraction, classification
based on the features, and wireless communication (sending packets) all happen in
115
real time. Specifically, one important difference of our feature extraction algorithm
on PC (in MATLAB) and on mote (in C#) is that on PC we compute all the features
from the whole data collection (e.g., 10 seconds), which means that only after we have
all the 10 seconds data, the features can be computed. However if we follow the same
algorithm on Mote, we have to compute all the features at the end of a data collection
and this may cause the data sampling to be interrupted by the feature computation,
and hurt the real time property.
6.3 Solutions
To satisfy the low memory constraint and real time constraint, the following
method is explored and used in the implementation of the algorithms on mote.
• Incremental feature computation (trading computation for memory and timeliness):
To save memory and time, we compute features incrementally as a data snippet
arrives, versus computing only after a frame is acquired. The sliding window based
formulation of phase and frequency features helps: whenever samples in the next
sliding step in a window arrive, partial computation on this step and updates of
cumulative window thus far are performed. Computation must complete before
the next snippet arrives, snippet sizes of 250ms for 1s windows suffice. Also, space
allocated to previous steps that are no longer needed is reclaimed. Saving space
here is not only helpful but also absolutely necessary. If we do not use incremental
method, we have to store all the data in RAM. The raw radar signal is 300Hz, and
with two streams I and Q, so every second we have 300 ∗ 2 ∗ 2 Byte = 1200 Bytes,
and for a target moving in the scene of radar, the lasting time may be as long as
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tens of seconds. Let’s assume it is 20 seconds. Then the total memory needed is
20 ∗ 1200 = 24 KB, which is already greater than the RAM we can use.
Likewise, for quantile computation of some feature variables, we use online insertion
sort rather than the faster, post facto quick sort, again trading global time to meet
local time constraints. The details will be discussed shortly.
• Fixed point computation (10− 100x faster than floating point):
The timeliness constraint for a window of size 1s turns out to be the duration of a
single step, which is 250ms. Within this duration all features and the SVM output
must be computed.
The FFT is the primary computation bottleneck in our classifier. Floating point
implementations, which take several hundreds of milliseconds, exceed the available
time budget. We use a fixed point FFT, whose custom implementation is at least
one order of magnitude faster than the best available floating point FFT imple-
mentation, that has good numerical stability and takes 21ms per sliding step (256
point) FFT. Likewise, we implement other computationally intensive operations
(such as arcTangent for phase, and polynomial fitting) using fixed point. Since
the oﬄine learning of the SVM model in MATLAB uses floating point, the floating
point SVM factors are carefully translated to fixed point terms before implementing
the SVM.
• Table lookups from NOR flash (trade memory for time):
The computation of the displacement, speed, and acceleration related features relies
on calculating the unwrapped phases, whose implementation currently uses the
arctangent function. The emote software support on the mote-scale devices does
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not include this function. As a result we have to implement this arctangent function
on mote ourselves. To enable this function, we use the method of table checking. We
create a big matrix of size 4096 for checking arctan result for the needed granularity.
This big table will take 4096 ∗ 2 = 10K Bytes of the memory assuming each value
is a short unsigned integer (2 Bytes). Remember that we totally have 20KB RAM
to use and the expense of 10KB is definitely too expensive. To solve it, we write
this big table to the NOR flash memory, so that the RAM will not pay for this
space. When we need to compute a arctan result, we simply check the big table
on NOR by giving the index (which is the argument of arctan), and return the
value from NOR. This value passing between NOR and Flash of course will take
some time and incur a latency. However, we only pay little time, but obtain a lot
memory, which is important in the implementation for the space constraint.
• Online sorting (trading global for local time):
To extract a feature which is a certain quantile of a certain variable, we need to
sort the values of a variable among the series of windows. Firstly the quicksort
algorithm is implemented at the end of the data collection (such as 20s), which is
sorting the intermediate results obtained for the windows. And this will take about
60ms for 80 values (20s) which is too long. So we change it to insertion sort which
is a online sorting, e.g., the time is spread to each window instead of doing it at the
last. Although insertion sort is not as efficient as quick sort (O(N2)vsO(NlogN)),
the computation on each step is only O(N), this is important because we would not
like any of the 250ms step time is exceeded.
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• Fast rotation
For every window (1s), we have 4 steps (250ms). Because when we do FFT on
a window we have to keep all the 256 data points, and next step we rotate the
previous size 256 vector by 64 (throw the first 64), and put the new 64 data points
at the end. If we directly use assign the 256− 64 = 192 values in the array one by
one, it is a O(N) computation and takes 8.70ms. However if we use Array.Copy()
method to rotate the same array by the same length, it only takes 0.094ms, which
can be almost omitted. It is not clear the low level implementation of Array.Copy()
method in the .Net Micro Framework, but it is clear that the rotation of vector
could be much more efficient if we use this method instead of directly assigning
values in the array.
Profiles of the implementation
In the human vs non-human classification implementation, about 15KB out of 20KB
RAM is used. And the duty cycle of the algorithm is about 90%, which means, in
each cycle of 250 ms, about 220ms is occupied. The computing time is important in
the implementation since the mote is not as a PC and there is great limit in terms
of the time of computation on the chip. And our real time requirement creates an
upper limit of the computing time in one duty cycle. I profile some of the computing
time of variant components in the implementation of the application. Specifically,
the following computation is comparatively time consuming on the resource limited
computing platform. FFT of 256 samples takes 47.9 if Hamming Window is applied on
the samples and 21ms if not. Phase unwrapping of 64 samples takes 76ms. Polynomial
of order 3 takes 54ms for 128 samples.
119
A smart linear algorithm in the feature computation in people counting
implementation
In the people counting, we introduce some sophisticated features such as “Count of
Active Regions in Spectrogram” and “Count of High Gradient Regions in Spectro-
gram”. Both of them need the task of “connected-component labeling”, because after
applying a given threshold on the spectrogram, we got a binary image in which each
pixel is either ‘0’ or ‘1’. And we need to count how many areas of connected “1”s are
there is a image.
Traditional recursive solution of connected-component labeling does not fit into
the mote-scale device implementation. The reason is as follows. First of all the
recursive algorithm will take a lot of memory. The mote has very limited RAM to
use (20KB). As a result an out of memory error sometimes happens, especially when
the connected component is large which indicates the large number of levels would
be put into the stack. Secondly, as we described earlier, the system needs to work in
real time, and at a single time instants only the current column in the spectrogram is
kept and all previous columns are discarded to save memory. The recursive algorithm
will have to maintain the whole spectrogram to compute the number of connected
component, which is not satisfied.
Another linear complexity algorithm is the two-pass union-find algorithm, which
sweeps two times. However our time-frequency map, spectrogram, is with time as
its x-axis, and the two-pass sweep does not fit, because the we have no chance to
come back again to do the second pass unless we have the whole image and that is
contradictive to our requirement of only keeping one column during the data sampling
process.
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To solve these issues, we design a new algorithm that linearly sweeps the spectro-
gram and all the processing is on a single column (as well as its previous column) at
each time instant. During the labeling of component, we use indexes to mark which
component this current pixel belongs to. During sweeping the pixels on each column,
as described in Figure 6.2 shows, the pixel D ’s label depends on the value and label
of B and C (if the value in D is 1 it will have a label, otherwise it is just not active
and there is no label assigned to it). If one of B and C is 1, then D is just following
the label of B or C. If none of them is 1, then D is assigned with a new label (the
maximum label up to now is stored and the new label is just the maximum plus 1).
If both of B and C are 1, then the two component that contains B and D respectively
“joined” here(if B and C’s label are the same then there is no such issue). And the
join of two connected component is really where the problem becomes non-trivial.
Figure 6.2: Connected Component Labeling Algorithm Illustration
The difficult is that for example, B’s label was 2 and C’s label was 3 before we
are in the entry D, then at D we know that component 2 and component 3 are
in fact the same component, however we are not able to change all the labels that
assigned with 3 to 2 for those entries that is already passed by. The solution is that
we maintain a checking table, which shows that what a label can be downgraded to.
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In this example, we know that component 3 is in fact component 2, so we assign the
the checking array’s 3rd element to be 2. In fact it is also possible that earlier the
2nd element in the checking table is already set to 1, which means the component
with label 2 and component with label 1 has “joined” previously. This means that
the component with label 3, in fact can be downgraded to 1 finally. So any time when
a “joint” happens as the B and C shows in the figure, we need to downgrade both of
them as much as possible to know whether they are of the same component. If not,
then one of them can be downgraded to another. After we sweep all the entry in the
image for one-pass, we will know how much labels are there in the image, and finish
the counting of connected component labeling process.
6.4 Learning experiences
In this section we discuss the experiences of learning in the radar-mote system and
data management in problems of machine learning in wireless sensor network such as
human vs non-human classification and people counting. The purpose of this section
is to record some useful experiences and lessons to learn for researchers to furtherly
explore this area.
Our research is data-driven, and dealing with data takes a significant role in all
the work we do. In the area of machine learning, using large amount of data is
always significant to achieve the goal of training a good model. In some certain
circumstances it is even more important to have large amount of data than a good
algorithm [17, 47]. The collection and storage of the large amount of data, as a
result, is an important topic to discuss, especially in the area of machine learning on
special sensing data. Dissimilar to some other more commonly explored sensing data,
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e.g., acoustic data in speech recognition or visual data in computer vision, the data
collected from radar-mote system has its own characteristics.
For example, there is no standard data that is collected from the radar-mote
systems, just as the sets “Caltech 101” and “Caltech 256” [13, 14] in computer vision
or “ISOLET” [35] in speech recognition. As a result, when we try to train a good
model, we have to collect all the data from scratch. As described in previous chapters,
the radar-mote systems provide real time complex signal, and can be transmitted
from mote to serial port on PC, and then stored as a binary file on PC system in the
interleaved way (i.e., I Q I Q ...).
Besides, we also got some other useful experiences in the learning procedure which
is worth recording after the tricks of dealing with sensing data and is put at the end.
Meta-data
The meta-data is extremely important in the sensing problem, especially in our radar
classification problem. For other more commonly explored sensing problems, such as
computer vision or speech recognition, the ground truth is much easier to obtain even
if no meta-data is recorded and no knowledge about the data is available. Because
you can hear the voice, or read the image, and then you will know what is the ground
truth automatically. In other words, the ground truth are binded with the data by
itself. However, for radar data, if no meta-data is recorded, you will never know
what happens when you collect this piece of radar data. Even you know it right
now, you will forget it several days, let alone months or years. And when you do
the data analysis you will meet trouble. I have made such mistakes at the beginning
period of my playing with radar data and this is worth paying attention for the future
researchers.
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Visualization of the data
The visualization of the radar data turn out to be very important in my experience,
which is not realized at the beginning. This is partly because of the immaturity of the
radar device I use at the early stage of my research. Sometimes something happens
but you don’t realize it until you visualize the data. For example, the raw IQ data
is saturated and there are lots of horizontal lines in the time domain signal. Another
example is the data with strong interference from some unknown sources (such as
strong wifi signal), and the spectrogram of the data needs to be viewed to recognize
this to happen. The third example is on phase domain, sometimes when the data is
extremely clean (this will not happen in forestry in general), there will be very large
phase drift, which makes the data bad. All these kinds of data are not able to be used
in the training of the model, otherwise you will end up with a bad model, which is of
course not our purpose. So it is a bad idea to collect lots of data without visualization
because it will hurt the model trained,although it will accelerate the data collection
process a lot. In our experience, some of the early data collected by previous research
group members are without any ground truth information and bring a lot of trouble
in dealing with them.
One trick in term of the meta-data recording is to store the needed meta-data such
as location, orientation, number of people (in people counting application), either
human or non-human (in human vs non-human classification application),etc., in the
file name, and in MATLAB we write scripts to automatically extract the ground truth
information from the file name. This accelerates the extraction of the data a lot.
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Reliability of the data
In above discussion, we in fact already propose that training data reliability is ex-
tremely important in terms of classifier feature design. If the training data is not
valid, it is very difficult to find the key difference between the classes. As a result,
no matter how accuracy in the evaluation is, the trained classifier is only working on
the training set. And when new data are given to the classifier, it could not predict
well. Moreover, some bad features may become good and some good features may
become bad if the data itself is wrong. In previous sections we discussed the removal
of erroneous data. However this is more like a method that, if not taken then the
data is of little value, instead of some standard methods that can “heal” the data.
The best thing to do is still collecting data carefully, recording the meta-data clearly,
and visualizing the data immediately after collection—if something wrong happens
then just throw the data directly.
Feature collection instead of data collection
Data collection: Deploy the data collector program to .NOW and save the collect
data as .data files in PC. And Matlab code will use .data files to build one .arff file
and further training is based on it.
Feature collection: Deploy the online classifier program to .NOW and uncomment
the messages showing the feature values (not normalized). Create an arff file (the file
type used in Weka) in text editor. And copy the values from MFDeploy (showing the
messages on serial port) to the arff file. So the arff file is built manually.
Since there is a numerical difference in fixed point FFT that we use and floating
point FFT in MATLAB, all the spectrogram related features (spectrogram is com-
puted from FFT) is in fact not very accurate. This difference is not large, but this
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do produce errors if the data is very close to the boundary in classification. All the
feature extraction training happens in MATLAB and Weka on PC when we train
the model. But if we collect only features, i.e., Do the “feature collection” instead
of “data collection” and record the feature vectors on PC, the feature computation
exactly the same on both training and testing. This could train very accurate model
that avoid all the systematic error between MATLAB and C# on mote.
However, there is also disadvantage to apply the “feature collection”, because you
don’t have raw data on the PC and you don’t have chance to use this collection if
you choose to explore other features. In other words, these collections is of one-time
use and if you change your feature then all the previous collections need to be done
again. So this is only useful when you are very sure that you have already designed
and chosen the best features and have very little possibility to change them.
Dealing with the difference of the fixed point and floating point FFT
In the computation of any spectrogram related features, the FFT computation is a
necessity. As described earlier, for the sake of making the operation real time, the
computation time is a limit and the fixed point FFT is chosen to save computation
times by a factor of 10. However, in the MATLAB feature computation and model
training, the in-build FFT is floating point. As a result, all the spectrogram related
features may not be exactly the same with the result computed in MATLAB. So
implementing the model trained from MATLAB will cause a problem that the points
close to the boundary in the feature space, may jump to the other side of the boundary
and thus an error happens. We notice this problem but there is not much to do.
One method that can to some extent reduce this influence is to choose a com-
paratively high threshold in computing the spectrogram related features such as the
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total number of points that is above the threshold, because the higher the threshold
is, the relative numeric error of the amplitude of the FFT result it is in the spectro-
gram. However, we know that choosing proper threshold is important to train a good
model with high accuracy, and if the threshold is too high, the accuracy of the trained
model in MATLAB will drop greatly. So we need to balance between the accuracy of
the trained model in MATLAB and the accuracy in terms of the MATLAB and C#
computation. And finally we choose a group of threshold that is the highest without
drop of the accuracy in MATLAB too much, which drops from 98% to around 96%.
However this does not mean this problem is completely solved because the intrinsic
inaccuracy of FFT computation is still there. And this explains the accuracy in the
on-field test is not as good as in MATLAB, which is around 92%. In the mean while
if we choose the original threshold which provides the best model in MATLAB with
accuracy of 98%, the accuracy is about 85% in the on-field test.
Feature computation correctness: dummy data test
We use dummy data to test the correctness of feature extraction. Because of the
limitation of the memory on the mote, only very small amount of data can be put
in the RAM to test the feature computation. To deal with this limitation we put
the dummy data on the NOR flash, and mimic the process of real data collection
by getting a block of data from NOR every time when it is the time to obtain data
from Radar sensor. In this way the data used in MATLAB for feature computation
is exactly the same with the data that is used on mote for feature computation. And
if they are still the same, we can confirm that the incremental feature computation
that is designed and implemented on mote is correct.
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Coordinate well between PC and mote
In the C# program, the trained model and some other feature computation need
to choose the correct parameters, which is different from that in MATLAB. This is
because some of the computation, for example FFT, and as a result spectrogram, is
in a different numerical scale, and there are scaling factor differences. As a result,
all the result related to spectrogram, especially the thresholds used in spectrogram
related features, must choose the correct threshold value. Otherwise everything will
be very incorrect.
Besides, I wrote scripts that convert the model in a text file trained by Weka, to
a txt file that consists of the C# style code and can be directly copied and pasted to
the C# code and furtherly deployed to .NOW platform. This is extremely important
in terms of on-field test. Because we are training a lot of different model, and without
this fast copy and paste, the switch between different models will become extremely
time consuming and difficult.
In this chapter we have discussed how to efficiently implement our designed algo-
rithm onto the radar-mote system. In next chapter we will conclude this thesis and
propose some work that can be further explored in future.
128
Chapter 7: CONCLUSION AND FUTURE WORK
7.1 Conclusion
In this thesis we study the robust mote-scale classification of noisy data using
machine learning.
We study the design of solutions for two specific radar-mote system applications
using machine learning, i.e., human vs non-human classification and people counting.
We specifically introduce the design of the solutions of these two applications that
overcomes the limitations described in Chapter 1.
We describe the design of human vs non-human classifier using a radar-mote sys-
tem. The key concern for achieving operationally relevant classifier performance was
robustness of the classifier with respect to deployability in different environments,
especially clutter-rich ones. Cross-environment robustness is a relatively unsolved
problem and an important bottleneck for transitioning several sorts of WSNs into
practice, with forest protection systems being an exemplar. We have taken a step in
this direction, using several techniques, including refining the method for feature selec-
tion, discounting background clutter, multi-hypothesis feature design, synthetic data
generation, etc. A key takeaway from our study is that increasing the training data,
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in terms of the diversity of types of environments, types of targets-not-of-interest,
and data that capture the variability of sensors, is critical to achieving performance.
We design a mote-scale event-driven solution for people counting that uses a low-
power pulsed radar to estimate the number of people within the ∼10m radial range
of the radar. In contrast to extant solutions, most of which use computer vision, our
solution is light-weight and private. It also better tolerates the presence of obstacles
that partially or fully impair line of sight; this is achieved by accounting for “small”
indirect radio reflections via joint time-frequency domain features. The counter itself
is realized using Support Vector Regression; the regression map is learned from a
medium sized dataset of 0-∼40 people in various indoor room settings. 10-fold cross
validation of our counter yields a mean absolute error of 2.17 between the estimated
count and the ground truth and a correlation coefficient of 0.97. We compare the
performance of our solution with baseline counters.
We propose that cross-environmental robustness is an important objective for
downsizing the feature pool, by selecting only those features that are not too sensi-
tive to environment changes and yet have good information gain across a range of
environments. We present an algorithm that selects robust features from the poten-
tial feature pool so that the features are not too sensitive to environment changes so
that the application can work on different environments.
We propose synthetic data generation methods in both amplitude and phase do-
main. For certain use cases, the data we collected for training set is not comprehensive
and representative enough to train an adequate classifier. For some target classes,
such as tigers and elephants, getting data that captures diverse movements is hard.
Equally hard is collecting sufficient data for most target classes across different radar
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orientations, but since the radar antenna pattern is not omnidirectional, collecting
training data in multiple directions is important. We can generate synthetic data on
orthogonal paths from radials and different radials from one radial. And the classi-
fier performance is evaluated and shows that the synthetic data generation does help
the classification. We propose erroneous data pruning method using a unsupervised
clustering based approach.
We show how the mote-scale learning system can be realized on the mote scale
device. We discuss the constraints of the mote-scale device which are real time and
low memory. We also provide the methods to overcome these limitations, including
incremental feature computation (trading computation for memory and timeliness),
fixed point computation, table lookups from NOR flash (trade memory for time),
online sorting (trading global for local time), fast rotation.
7.2 Discussion and future work
Mapping other sorts of sensing data to radar data
Conceptually, one may expect that the algorithm would perform better if it is
trained against data from diverse backgrounds and with different activity types. If
the data from diverse backgrounds and with different activity types are lacking and we
still want to generalize the solution, one way to generalize the solution is to generate
“dummy data” and use the dummy data as part of the training set to train the model.
As a result the model will be a more generalized model that fits different activity types
and backgrounds. In Chapter 5 we have discussed how the synthetic data in human
vs non-human are generated to reflect the generalization of phase and amplitude of
the radar data. However, the difficulty in radar data collection is not solved.
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As a result, we consider to use Kinect data, which is comparatively easier to obtain,
as the “ground truth” and build a model that could map the Kinect data to the radar
data. After this model is built, large amount of radar data can be mapped and created
from existing Kinect data (which is already there and easy to download from internet).
Then we can train a much more generalized model without spending huge amount of
time and energy in the data collection (which is comparatively difficult). This is not
easy and there is challenges in it, e.g., the radar data is of 2 streams (I and Q) at
a sampling rate of 300Hz, while the Kinect data are usually at the sampling rate of
30Hz. Conceptually, we have no way to build a 300Hz signal from a 30Hz signal. As
a result, one can consider changing the mapping function from “signal to signal” to
“signal to feature”. Because the features are extracted from the 300Hz radar signal
and are in fact the values of reduced dimension, it is possible to build the mapping
function from the Kinect data to these selected features of the Radar data. Since
these selected features are also used in the applications (e.g., people counting, human
vs non-human classification), if these features of the synthetic data are obtained, we
do not need the raw synthetic data to build our generalized model. Instead we can
directly use these “synthetic features” to build the more generalized data sets and
then train the more generalized model from it.
Collecting tiger data and build human vs tiger classifier
We have shown that our current solution generalizes to multiple target types, with
non-human targets like dogs, cars, exercise balls. However, the final goal of Panna
Tiger Reserve project is to build a human-tiger classification model. To achieve this
goal, real data from tiger is necessary. However collecting tiger data is not an easy
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task. Firstly, it is very difficult, if not impossible, to collect wild tiger’s data and
watch the ground truth by human—it is very dangerous. Secondly, if collecting data
in the zoo, there are visitors walking by continuously, which makes it difficult to
get raw data with only tigers’ movement. Thirdly, dissimilar to dogs, tigers are not
controllable at all, which means that the tiger walk is not easy to be explained as a
walk on a specific radial in the range of the radar. Sometimes even it is in the range,
it is a pure orthogonal walk and thus hardly be captured by the radar.
We introduce the method of synthetic data generation in Chapter 5. Once we have
some real tiger walk data on some specific radials, we could rebuild more synthetic
data on different radials and orthogonal paths. And based on the enlarged data set
including raw data and synthetic data, the more generalized human vs tiger classifier
could be trained and deployed on mote.
Improving the efficiency of the implementation
Towards improving the efficiency of the classifier implemention, we have noted in
a companion work [27] that the essence of the design is representation selection and
feature design. Using the wavelet scalogram instead of spectrogram as the representa-
tion of the time-frequency domain features will help improve efficiency significantly.
Specifically, redesigning the feature basis so that a Haar Transform suffices yields
substantial efficiency gains, possibly by a factor greater than 10. In Chapter 4, we
already discussed some simple Haar transform features, however they are not as so-
phisticated as the Spectrogram based features described in Chapter 3. To achieve
accuracy and robustness, some more sophisticated Haar features might be designed.
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Then to implement haar transform is much cheaper in terms of the computation
complexity and time.
In our animal protection solution, only the final output of classification is trans-
mitted, as opposed to any intermediate results. Moreover, the amount of data in the
network is reduced by using a single-copy routing protocol to the base. This, coupled
with the fact that events of targets-of-interest at the VF are rare, yields a low traffic
WSN. Thus, employing appropriate duty-cycling yields a system where the sensing
and classification modules will dominate the energy expenditure. At present, we are
able to get individual node lifetimes of about 20 days when driven by a 20 Ah Lithium
D battery. Our ongoing effort aims at reducing the computation to about 10% duty
cycle so that the life expectancy increases to 6 months. Since the BumbleBee radar
consumes as much as 40 mW power, we are motivated to use 1mW radar designs in
the future to achieve even greater lifetimes.
Adaptation of the classifier
The classifier we described in this thesis is mainly a human vs non-human clas-
sifier. However, human is not the only target-of-interest that can be designed for.
Similar methods can be used in designing tiger vs non-tiger classifier, elephant vs
non-elephant classifier in the wild life protection application, or even car vs non-
car in road monitoring application. So really the issue is how this target-of-interest
is different from all the other moving targets. In Chapter 3.1.2, we pointed out
that the more kinds of non-human we have in the training set, the better specificity
and accuracy we obtained for the human vs non-human classification. So the same
logic applies to other classifiers mentioned above. Whatever target-of-interest it is,
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to train a model with higher specificity and accuracy, it is better to put as many
target-without-interest kinds of data as possible.
Improving the accuracy and robustness using multiple radar
We observe that although our focus has been to advance the limits of classification
on a single mote, this idea can be further leveraged in classification in a distributed
setting [4]. Although we have the wireless sensor networks in which each node detects
a movement, classifies and sends out the result, the classification only happens on one
radar-mote. In the classification algorithm input, there is only data from one radar.
However if the coverage of the radar is large enough and the density is high enough,
there would be multiple radars seeing one walk. And the combination of the input
radar data might provide a classification resulting with even higher fidelity than a
single radar.
Augment the data set in people counting synthetically.
In counting, our primary dataset does not precisely satisfy Assumption 4 of the
motion model. For one, it does not have uniform data representation for each number
of people from 0 to 40 (some counts are more represented than others, and for some
counts we have no data). Another bias is that the activity levels of the sets with
smaller number of people were observed to have greater activity (walkabout) levels
than when there were larger number of people. Had the assumption been better
satisfied, our performance would have been better.
More importantly, we expect that robust learning will typically involve unbalanced
datasets. So one dimension of refinement of our work should involve learning in the
presence of unbalanced data. One idea that we plan to explore in future work is
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the selection of weights for different elements on the diagonal of the kernel matrix,
intuitively so that the under-represented data is given more weight.
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