A characterization of high order freeness for product arrangements and
  answers to Holm's questions by Abe, Takuro & Nakashima, Norihiro
ar
X
iv
:1
70
5.
07
41
7v
3 
 [m
ath
.C
O]
  3
0 O
ct 
20
17 A characterization of high order freeness for
product arrangements and answers to Holm’s
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Abstract
An m-free hyperplane arrangement is a generalization of a free arrange-
ment. Holm asked the following two questions: (1)Does m-free imply (m+1)-
free for any arrangement? (2)Are all arrangements m-free form large enough?
In this paper, we characterize m-freeness for product arrangements, while we
prove that all localizations of an m-free arrangement are m-free. From these
results, we give answers to Holm’s questions.
Key Words: hyperplane arrangements, m-free arrangements, product ar-
rangements, Shi arrangements.
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1 Main results
Let K be a field of characteristic zero, and let V be an ℓ-dimensional vector space
over K. A (central hyperplane) arrangement A = (A , V ) is a finite collection
of hyperplanes in V which contain the origin. We call A an ℓ-arrangement when
we emphasize the dimension of V . For any hyperplane H ∈ A , there exists a
linear form αH in the dual space V
∗ of V such that {αH = 0} = H . We call
Q = Q(A ) =
∏
H∈A αH a defining polynomial of A .
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Let {x1, . . . , xℓ} be a basis for the dual space V
∗ over K, and let S = Sym(V ∗) =
K[x1, . . . , xℓ]. We consider xi and ∂i =
∂
∂xi
as elements of the endomorphism ring
EndK(S): xi(f) = xif and ∂i(f) =
∂f
∂xi
(f ∈ S). Let N = {0, 1, 2, . . . } be the set of
nonnegative integers, and we use multi-index notations: for a = (a1, . . . , aℓ) ∈ N
ℓ,
|a| = a1 + · · ·+ aℓ, a! = a1! · · · aℓ!, x
a = xa11 · · ·x
aℓ
ℓ and ∂
a = ∂a11 · · ·∂
aℓ
ℓ . (1.1)
Then D(m)(S) is an S-submodule1 of EndK(S) defined by D
(m)(S) =
⊕
|a|=m S∂
a
for m ≥ 1, and D(0)(S) = S.
Definition 1.1. An S-submodule D(m)(A ) of D(m)(S) is defined by
D(m)(A ) =
{
θ ∈ D(m)(S) | θ(QS) ⊆ QS
}
. (1.2)
We call D(m)(A ) the module of mth order A -differential operators. We say
that A is m-free if D(m)(A ) is a free S-module.
Since QD(m)(S) ⊆ D(m)(A ) ⊆ D(m)(S), the rank of D(m)(A ) is s = sm(ℓ) =(
ℓ+m−1
m
)
if A ism-free. When m = 1, D(1)(A ) is called the module of A -derivations
which is investigated, relating with geometries and combinatorics of hyperplane ar-
rangements. We say that θ =
∑
|a|=m fa∂
a ∈ D(m)(S) is homogeneous of degree
i and write deg(θ) = i, if fa is zero or homogeneous of degree i for each a. Then
D(m)(A ) becomes a graded S-submodule of D(m)(S) similar to the derivation mod-
ule: D(m)(A ) =
⊕
i∈ZD
(m)(A )i, where D
(m)(A )i = {θ ∈ D
(m)(A ) | deg(θ) = i}
for i ≥ 0 and D(m)(A )i = {0} for i < 0. If m ≥ 1 and if A is m-free with a ho-
mogeneous basis {θ1, . . . , θs}, we define m-exponents by the multi-set expm(A ) =
{deg(θ1), . . . , deg(θs)}. We also define exp0(A ) = {0} for any arrangement A .
Then m-exponents depend only on A .
Let D(S) be the S-subalgebra of EndK(S) generated by the derivations ∂1, . . . , ∂ℓ,
i.e., D(S) is the Weyl algebra. For an ideal I of S, let D(I) = {θ ∈ D(S) | θ(I) ⊆ I}.
Then D(S/I) = D(I)/ID(S) is the set of differentials of S/I (see [4]), and is called
the ring of differential operators of S/I. When S/I is a regular ring, D(S/I) has a
similar structure to the Weyl algebra, that is, D(S/I) is the (S/I)-algebra generated
by derivations of S/I (see [4, Corollary 15.5.6]). However, as Traves in [13] proved,
D(S/I) is not generated by derivations when S/I is a reduced algebra (including the
case when I = QS). To observe generators and further structures of D(S/QS), Holm
1The ring EndK(S) also has an S-module structure by multiplying polynomials from the left:
f · θ = fθ (f ∈ S, θ ∈ EndK(S)).
2
in [2] proved that D(S/QS) =
∑
m≥0D
(m)(A )/QD(m)(S). A free basis for D(m)(A )
is useful to study the structures of D(S/QS). Indeed, when A is a 2-arrangement,
it is shown in [5] that D(S/QS) is right and left Noetherian, using free bases for
D(m)(A ) for all m ≥ 1 constructed by Holm in [2]. There are further results about
m-freeness. Coxeter arrangements of type A, B and D are 2-free (shown in [6]). We
say that A is generic if |A | > ℓ ≥ 3, and if every ℓ hyperplanes of A intersect
only at the origin. For a generic arrangement A , it is shown in [7] that A is m-free
if and only if m ≥ |A | − ℓ + 1. On the other hand, the behavior of m-freeness has
not been well analyzed yet when m ≥ 2. Some basic questions remain open. In
particular, Holm in [2] asked the following two questions:
Q1. Does m-free imply (m+ 1)-free for any arrangement?
Q2. Are all arrangements m-free for m large enough?
Q1 and Q2 are true for generic arrangements. The aim of this paper is to prove
that Q1 and Q2 are not true by giving counter examples. Our main results are as
follows. Proofs will appear in Section 3.
Theorem 1.2. Let (A1, V1) and (A2, V2) be arrangements with dim(V1) > 0 and
dim(V2) > 0. The product arrangement (A1 × A2, V1 ⊕ V2) is m-free if and only if
both (A1, V1) and (A2, V2) are i-free for all i ∈ N with 1 ≤ i ≤ m. Moreover, if
expi(A1) = {d
(i)
j | 1 ≤ j ≤ si(ℓ1)} and expm−i(A2) = {e
(m−i)
k | 1 ≤ k ≤ sm−i(ℓ2)}
for 0 ≤ i ≤ m, then expm(A1 ×A2) =
⋃m
i=0{d
(i)
j + e
(m−i)
k | 1 ≤ j ≤ si(ℓ1), 1 ≤ k ≤
sm−i(ℓ2)}. 
Theorem 1.2 is the same as [8, Proposition 4.28] when m = 1.
Corollary 1.3. Let (A1, V1) and (A2, V2) be arrangements with dim(V1) > 0 and
dim(V2) > 0. The following are equivalent:
(1) (A1 ×A2, V1 ⊕ V2) is m-free.
(2) Both (A1, V1) and (A2, V2) are i-free for all 1 ≤ i ≤ m.
(3) (A1 ×A2, V1 ⊕ V2) is i-free for all 1 ≤ i ≤ m. 
Theorem 1.2 (or Corollary 1.3) implies a counter example for Q2.
Example 1.4. Let A and A ′ be arrangements. If A is not 1-free, then the prod-
uct arrangement A × A ′ is not m-free for any m ≥ 1. In particular, a generic
arrangement is known to be not 1-free (see [8, 15]). Hence if A is generic and if A ′
is arbitrary, then A ×A ′ is not m-free for any m ≥ 1. 
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We say that A is reducible if (A , V ) = (A1, V1)×(A2, V2) with dim(V1) > 0 and
dim(V2) > 0 after a change of coordinates. Otherwise A is said to be irreducible.
Example 1.4 is of a reducible arrangement. There also exists a counter example of
an irreducible arrangement.
Proposition 1.5. Let A be a 4-arrangement defined by Q = xyzw(x+ y + z)(x +
y + z + w). Then A is not m-free for any m ≥ 1. 
To prove Proposition 1.5, we need some definitions and Proposition 1.7. Let
L(A ) =
{ ⋂
H∈B
H
∣∣∣∣∣B ⊆ A
}
(1.3)
be the set of all intersections of hyperplanes in A , which is partially ordered by the
reverse inclusion. We call L(A ) the intersection lattice of A .
Definition 1.6. For X ∈ L(A ), a localization AX is a subarrangement of A
defined by
AX = {H ∈ A |X ⊆ H} . (1.4)
Proposition 1.7. If A is m-free, then AX is m-free for all X ∈ L(A ). 
Proposition 1.7 is the same as [8, Theorem 4.37] whenm = 1. The contraposition
of Proposition 1.7 is useful to know that arrangements are not m-free.
Next, we answer to Q1. For ℓ ≥ 2, Shiℓ is an (ℓ+ 1)-arrangement defined by
Q(Shiℓ) = z
ℓ∏
i=1
xi(xi − z)
∏
1≤i<j≤ℓ
(xi − xj)(xi − xj − z). (1.5)
Let Φℓ be the empty ℓ-arrangement. The arrangement Shiℓ × Φ1 is the coning of
a Shi arrangement (defined in [11]) of the root system of the type A, and Shiℓ is
known to be 1-free (see [1, 14]). For higher case, we have the following.
Theorem 1.8. The arrangement Shiℓ is not 2-free for ℓ ≥ 2. 
Therefore, Shiℓ is an example such that 1-free does not imply 2-free. This means
that Q1 is not true.
4
2 Basic properties
In this section, while we assume m ≥ 1, we introduce basic properties which are
useful to observe m-freeness. Although proofs of results in this section are already
known, we give their proofs, using the notations of this paper. We first remark that
the following relations hold:
xixj = xjxi, ∂i∂j = ∂j∂i, ∂ixj = xj∂i (i 6= j) and ∂ixi = xi∂i + 1. (2.1)
Indeed, the last relation follows from ∂ixi(f) = ∂i(xif) = f +xi∂i(f) = (1+xi∂i)(f)
(f ∈ S), and the others are obvious.
2.1 A criterion to know ideal stabilities
For two operators θ, η ∈ EndK(S), a commutator [θ, η] of θ and η is defined by
[θ, η] = θη − ηθ. By the equation (2.1), for a ∈ N \ {0},
[∂ai , xi] = ∂
a
i xi − xi∂
a
i = xi∂
a
i + a∂
a−1
i − xi∂
a
i = a∂
a−1
i .
Let ei ∈ N
ℓ be the ith unit vector. Then for a = (a1 . . . , aℓ) ∈ N and for 1 ≤ i ≤ ℓ,
[∂a, xi] =
{
ai∂
a−ei (ai 6= 0),
0 (ai = 0).
This implies that for θ ∈ D(m)(S) and for α ∈ V ∗, [θ, α] ∈ D(m−1)(S). Moreover the
following holds.
Lemma 2.1. For θ ∈ D(m)(A ) and for α ∈ V ∗, the commutator [θ, α] lies in
D(m−1)(A ).
Proof. Let f ∈ S. Then [θ, α](Qf) = θ(αQf)− αθ(Qf) ∈ QS. 
For an ideal J of S, an S-submodule D(m)(J) of D(m)(S) is defined by
D(m)(J) =
{
θ ∈ D(m)(S)
∣∣ θ(J) ⊆ J} .
Proposition 2.2 (cf. Theorem 2.4 in [3]).
D(m)(A ) =
⋂
H∈A
D(m)(αHS). (2.2)
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Proof. Let θ ∈
⋂
H∈A D
(m)(αHS). For H ∈ A , θ(QS) ⊆ θ(αHS) ⊆ αHS. Since the
linear forms αH (H ∈ A ) are coprime, we have
θ(QS) ⊆
(∏
H∈A
αH
)
S = QS.
Thus the inclusion
⋂
H∈A D
(m)(αHS) ⊆ D
(m)(A ) holds.
Next, we verify the converse inclusion D(m)(A ) ⊆
⋂
H∈A D
(m)(αHS) by the
double induction on m and |A |. If m = 1 then the assertion follows from the
derivation case (see [8, Proposition 4.8]). If |A | = 1 then it is obvious since Q = αH .
Suppose m > 1 and |A | > 1. Let θ ∈ D(m)(A ). Let H1 be any hyperplane in
A , and let α1 = αH1 . By Lemma 2.1 and the induction hypothesis of m, [θ, α1] ∈
D(m−1)(A ) ⊆
⋂
H∈A D
(m−1)(αHS). Let Q
′ =
∏
H∈A \{H1}
αH . Then [θ, α1](Q
′S) ⊆
Q′S and θ(QS) ⊆ QS ⊆ Q′S. For f ∈ S,
α1θ(Q
′f) = θ(Qf)− [θ, α1](Q
′f) ∈ Q′S. (2.3)
Since α1 and Q
′ are coprime, the equation (2.3) implies that θ belongs to D(m)(A \
{H1}). By the induction hypothesis of |A |,
θ ∈
⋂
H∈A \{H1}
D(m)(αHS).
Let H2 ∈ A satisfying H2 6= H1. The same argument implies that
θ ∈

 ⋂
H∈A \{H1}
D(m)(αHS)

⋂

 ⋂
H∈A \{H2}
D(m)(αHS)

 = ⋂
H∈A
D(m)(αHS). 
Lemma 2.3 (cf. the proof of Proposition 2.10 in [12]). Let m ≥ 2 and let H ∈ A .
Then θ ∈ D(m)(αHS) if and only if [θ, xi] ∈ D
(m−1)(αHS) for all i ∈ N with 1 ≤ i ≤
ℓ.
Proof. The assertion of ‘only if’ is obvious. Conversely we take θ ∈ D(m)(S) such
that [θ, xi](αHS) ⊆ αHS for all i ∈ N with 1 ≤ i ≤ m. We verify that for any
a = (a1, . . . , aℓ) ∈ N
ℓ, θ(αHx
a) ∈ αHS by induction on |a|. If |a| = 0 then
θ(αHx
a) = θ(αH) = 0. Let |a| ≥ 1. Then there exist at least one index i such that
ai 6= 0. By the induction hypothesis, we obtain
θ(αHx
a) = [θ, xi](αHx
a−ei) + xiθ(αHx
a−ei) ∈ αHS. 
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Proposition 2.4 (cf. Proposition 2.3 in [3]). Let θ ∈ D(m)(S) and let H ∈ A .
Then θ ∈ D(m)(αHS) if and only if θ(αHx
a) ∈ αHS for all a ∈ N
ℓ with |a| = m−1.
Proof. The assertion of ‘only if’ is obvious. We verify the converse by induction on
m. If m = 1 then the assumption (i.e., θ(αH) ∈ αHS) implies that for f ∈ S,
θ(αHf) = θ(αH)f + αHθ(f) ∈ αHS.
Let m ≥ 2, a ∈ Nℓ with |a| = m − 2 and let i ∈ N with 1 ≤ i ≤ m. By the
assumption, θ(αHx
a+ei) ∈ αHS. Since deg(αHx
a) = m − 1, we have θ(αHx
a) = 0.
Then
[θ, xi](αHx
a) = θ(αHx
a+ei)− xiθ(αHx
a) = θ(αHx
a+ei) ∈ αHS.
Therefore, by the induction hypothesis, [θ, xi] ∈ D
(m−1)(αHS). This implies by
Lemma 2.3 that θ ∈ D(m)(αHS). 
We summarize Proposition 2.2 and Proposition 2.4 as follows.
Corollary 2.5. Let A be an arrangement. Then
D(m)(A ) =
⋂
H∈A
{
θ ∈ D(m)(S)
∣∣∣∣ θ(αHxa) ∈ αHS for all a ∈ Nℓwith |a| = m− 1
}
.  (2.4)
Corollary 2.5 is useful to know whether an operator θ ∈ D(m)(S) belongs to
D(m)(A ).
Example 2.6. Let A be any arrangement. The Euler operator
θE =
∑
|a|=m
m!
a!
xa∂a (2.5)
lies inD(m)(A ) by Corollary 2.5. Indeed, forH ∈ A and for b ∈ Nℓ with |b| = m−1,
θE(αHx
b) = m!αHx
b ∈ αHS. 
Example 2.7. Let A be a 2-arrangement defined by Q(A ) = xy(x+y). We denote
∂x =
∂
∂x
and ∂y =
∂
∂y
. Operators θ1 = x(x+y)∂
2
x and θ2 = y(x+y)∂
2
y lie in D
(2)(A ).
Indeed, since
θ1(x · x) = 2x(x+ y) ∈ xS, θ1(x · y) = 0 ∈ xS, θ1(y · x) = 0 ∈ xS,
θ1(y · y) = 0 ∈ yS, θ1((x+ y) · x) = 2x(x+ y) ∈ yS, θ1((x+ y) · y) = 0 ∈ yS,
Corollary 2.5 implies θ1 ∈ D
(2)(A ). Similarly we have θ2 ∈ D
(2)(A ). 
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2.2 Saito’s criterion
Let
sm(ℓ) = sm = s =
(
ℓ+m− 1
m
)
, tm(ℓ) = tm = t =
(
ℓ+m− 2
m− 1
)
. (2.6)
We note that tm(ℓ) = sm−1(ℓ). Let
Ωm(ℓ) = Ωm = Ω =
{
a ∈ Nℓ
∣∣ |a| = m} . (2.7)
We fix an ordering of Ω by Ω = {a(1), . . . ,a(s)}. For θ1, . . . , θs ∈ D
(m)(A ), a
coefficient matrix Mm(θ1, . . . , θsm) is an s× s matrix defined by Mm(θ1, . . . , θsm) =
Mm =
(
θi(x
a)
a!
)
1≤i≤s,a∈Ω
. In another description,
Mm(θ1, . . . , θs) =


θ1(xa(1))
a(1)!
· · ·
θs(xa(1))
a(1)!
...
...
θ1(xa(s))
a(s)!
· · ·
θs(xa(s))
a(s)!

 . (2.8)
Example 2.8. Let ℓ = 2 and let m = 2. Then s = 3 and t = 2. The coefficient
matrix of θE = x
2∂2x + y
2∂2y + 2xy∂x∂y, θ1 = x(x + y)∂
2
x and θ2 = y(x+ y)∂
2
y is the
following:
Mm(θE , θ1, θ2) =

 x2 x(x+ y) 0y2 0 y(x+ y)
2xy 0 0

 .
The rows are coefficients of ∂2x, ∂
2
y , ∂x∂y from the top, and the columns correspond
to θE , θ1, θ2 from the left. 
Proposition 2.9 (Proposition III.5.2 in [2]). If θ1, . . . , θs ∈ D
(m)(A ), then
detMm(θ1, . . . , θs) ∈ Q
tS.
Proof. Let H ∈ A . We may assume αH = x1. Since
|{a = (a1, . . . , aℓ) ∈ Ωm | a1 ≥ 1}| = |Ωm−1| = sm−1 = t,
there exist t rows in Mm(θ1, . . . , θs) such that all entries are divided by x1. Thus
detMm(θ1, . . . , θs) ∈ α
t
HS. Since H is arbitrary, detMm(θ1, . . . , θs) ∈ Q
tS. 
The following is Saito’s criterion for D(m)(A ) which is first given by Saito in [10]
for D(1)(A ) and which is generalized by Holm in [2, 3] for D(m)(A ). The proof is
similar to [8, Theorem 4.19].
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Theorem 2.10 (Saito’s criterion, Proposition III.5.8 in [2]). Given homogeneous
operators θ1, . . . , θs ∈ D
(m)(A ), the following are equivalent:
(1) detMm(θ1, . . . , θs) = cQ
t for some c ∈ K \ {0}.
(2) θ1, . . . , θs form a basis for D
(m)(A ) over S.
Proof. [(1) ⇒ (2)] Since detMm(θ1, . . . , θs) 6= 0, θ1, . . . , θs are S-independent. It
is enough to prove that θ1, . . . , θs generate D
(m)(A ) over S. We may assume that
detMm(θ1, . . . , θs) = Q
t. Let η ∈ D(m)(A ). Since θi =
∑
a∈Ω
θi(xa)
a!
∂a for 1 ≤ i ≤ s,
we have by Cramer’s rule that
Qt∂a ∈ Sθ1 + · · ·+ Sθs
for a ∈ Ω. Then there exist f1, . . . , fs ∈ S such that
Qtη = f1θ1 + · · ·+ fsθs.
By Proposition 2.9, detMm(θ1, . . . , θi−1, η, θi+1, . . . , θs) ∈ Q
tS. Thus
Q2tS ∋ Qt detMm(θ1, . . . , θi−1, η, θi+1, . . . , θs)
= detMm(θ1, . . . , θi−1, Q
tη, θi+1, . . . , θs)
= detMm(θ1, . . . , θi−1, fiθi, θi+1, . . . , θs)
= fiQ
t.
This implies that fi ∈ Q
tS for 1 ≤ i ≤ s. Therefore, η = (f1/Q
t)θ1+· · ·+(fs/Q
t)θs ∈
Sθ1 + · · ·+ Sθs.
[(2) ⇒ (1)] By Proposition 2.9 and the linear independence for θ1, . . . , θs over
S, detMm(θ1, . . . , θs) = fQ
t for some f ∈ S \ {0}. Let H ∈ A . We may assume
that αH = x1. Also we may assume that {a(1), . . . ,a(t)} = {a ∈ Ω | a1 ≥ 1}. We
define
ηi =
{
Q∂a(i) if 1 ≤ i ≤ t,
(Q/x1)∂
a(i) if t+ 1 ≤ i ≤ s.
Since ηi ∈ Sθ1+ · · ·+Sθs, there exists an s× s matrix N whose entries lie in S such
that Mm(η1, . . . .ηs) = Mm(θ1, . . . , θs)N . Then
Qs/xs−t1 = detMm(η1, . . . .ηs) = detMm(θ1, . . . , θs) detN = fQ
t detN.
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This implies that (Q/αH)
s−t = f detN , and therefore f divides (Q/αH)
s−t. This is
true for all H ∈ A . Since polynomials {(Q/αH)
s−t}H∈A have no common factor,
we obtain f ∈ K \ {0}. 
We note that Theorem 2.10 (1) does not depend on the ordering of Ω. In other
words, to use Theorem 2.10, we may choose any ordering of Ω.
Theorem 2.11 (Proposition III.5.9 in [2]). Let θ1, . . . , θs ∈ D
(m)(A ) be homoge-
neous operators which are S-independent. Then A is m-free with homogeneous
basis θ1, . . . , θsm if and only if
∑s
j=1 deg (θj) = t|A |. 
Example 2.12. Let ℓ = 2, m = 2 and let Q(A ) = xy(x + y). Then s = 3 and
t = 2. Operators θE = x
2∂2x + y
2∂2y + 2xy∂x∂y, θ1 = x(x+ y)∂
2
x and θ2 = y(x+ y)∂
2
y
lie in D(2)(A ) by Example 2.6 and Example 2.7. Since
detMm(θE , θ1, θ2) =
∣∣∣∣∣∣
x2 x(x+ y) 0
y2 0 y(x+ y)
2xy 0 0
∣∣∣∣∣∣ = 2Q2, (2.9)
the operators θE , θ1, θ2 form a basis for D
(2)(A ). 
Example 2.13 (Proposition III.6.7 in [2]). Let ℓ = 2 and let A = {H1, . . . , Hn},
where n = |A |. We may assume that
H1 = {x = 0}, Hj = {ajx+ y = 0} (2 ≤ j ≤ n)
for some distinct scalars a2, . . . , ar ∈ K. We define Q1 = Q/x and Qj = Q/(aix+ y)
for 2 ≤ j ≤ n. Then
Q1∂
m
y , Qj(∂x − aj∂y)
m (2 ≤ j ≤ n)
belong to D(m)(A ). By Theorem 2.11, A is m-free with the following basis:
(1) {θE , Q1∂
m
y , Q2(∂x − a2∂y)
m, . . . , Qm(∂x − am∂y)
m} if m ≤ n− 2.
(2) {Q1∂
m
y , Q2(∂x − a2∂y)
m, . . . , Qn(∂x − an∂y)
m} if m = n− 1.
(3) {Q1∂
m
y , Q2(∂x − a2∂y)
m, . . . , Qn(∂x − an∂y)
m, Qηn+1, . . . , Qηm+1} if m ≥ n,
where {∂my , (∂x − a2∂y)
m, . . . , (∂x − an∂y)
m, ηn+1, . . . , ηm+1} is a basis for∑m
j=0K∂
j
x∂
m−j
y over K. 
Example 2.12 is a special case of Example 2.13.
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3 Proofs
3.1 Proofs of Theorem 1.2 and Proposition 1.5
Let (A1, V1) and (A2, V2) be arrangements with ℓ1 = dim(V1) > 0 and ℓ2 =
dim(V2) > 0. Let S1 = Sym(V
∗
1 ) = K[x1, . . . , xℓ1] and S2 = Sym(V
∗
2 ) = K[y1, . . . , yℓ2].
We denote Q1 = Q(A1) ∈ S1 and Q2 = Q(A2) ∈ S2. Let A = A1 × A2 and
S = S1 ⊗ S2 = K[x1, . . . , xℓ1 , y1, . . . , yℓ2]. Then Q = Q(A ) = Q1Q2 ∈ S.
For θ ∈ D(i)(S1) and for η ∈ D
(j)(S2), the product θη = ηθ is commutative
in EndK(S), by the equation (2.1). Let SD
(i)(A1)D
(j)(A2) be the S-submodule of
EndK(S) generated by {θη | θ ∈ D
(i)(A1), η ∈ D
(j)(A2)}. We note that D
(m)(Φℓ) =
D(m)(S).
Lemma 3.1. SD(i)(A1)D
(j)(A2) ⊆ D
(i+j)(A1 ×A2).
Proof. For θ ∈ D(i)(A1), η ∈ D
(j)(A2) and f ∈ S,
θη(Qf) =
K∑
k=1
L∑
l=1
θ(Q1fk)η(Q2gl) ∈ Q1S1Q2S2 = QS,
where f =
∑K
k=1
∑L
l=1 fkgl for some fk ∈ S1, gl ∈ S2. 
We recall that D(0)(S1) = S1 and D
(0)(S2) = S2. The S-module D
(m)(S) is
decomposed as follows:
D(m)(S) =
m⊕
i=0
SD(i)(S1)D
(m−i)(S2). (3.1)
In this section, a partial derivative of xi is denoted by ∂i =
∂
∂xi
and that of yi is
denoted by δi =
∂
∂yi
. We note that D(0)(A1) = S1 and D
(0)(A2) = S2.
Lemma 3.2. Let A = A1 × A2. Then the S-module D
(m)(A ) is decomposed as
follows:
D(m)(A ) =
m⊕
i=0
(
SD(i)(A1)D
(m−i)(S2) ∩ SD
(i)(S1)D
(m−i)(A2)
)
.
Proof. Let θ ∈ SD(i)(A1)D
(m−i)(S2) ∩ SD
(i)(S1)D
(m−i)(A2) and let f ∈ S. Since
θ ∈ SD(i)(A1)D
(m−i)(S2), we have θ(Qf) ∈ Q1S. Similarly θ(Qf) ∈ Q2S. Since Q1
and Q2 are coprime, we have θ(Qf) ∈ QS. This means θ ∈ D
(m)(A ).
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Conversely let θ ∈ D(m)(A ). By the equation (3.1), we can describe that θ =∑m
i=0 θ
(i) for some θ(i) ∈ SD(i)(S1)D
(m−i)(S2). By the symmetry of A1 and A2, it
is enough to verify that θ(i) ∈ D(i)(A1)D
(m−i)(S2) for 0 ≤ i ≤ m. If i = 0 then
we immediately have θ(0) ∈ SD(0)(S1)D
(m)(S2) = SD
(0)(A1)D
(m)(S2). Let i > 0.
Since {yaδb | a, b ∈ Nℓ2 , |b| = m − i} is a K-basis for D(m−i)(S2), the operator θ
(i)
is described as
θ(i) =
∑
a,b∈Nℓ2 ,|b|=m−i
yaδbθa,b
for some θa,b ∈ D
(i)(S1). Now let H ∈ A1, c ∈ N
ℓ1 with |c| = i− 1 and let d ∈ Nℓ2
with |d| = m− i. Since θ(j)(αHx
cyd) = 0 for j 6= i, we have
αHS ∋ θ(αHx
cyd) = θ(i)(αHx
cyd) =
∑
a∈Nℓ2
yad!θa,d(αHx
c),
i.e., there exists f ∈ S such that αHf =
∑
a∈Nℓ2 y
a
d!θa,d(αHx
c). Here {ya | a ∈ Nℓ2}
is an S1-basis for S. Then there exist fa ∈ S1 (a ∈ N
ℓ2) such that∑
a∈Nℓ2
yaαHfa =
∑
a∈Nℓ2
yad!θa,d(αHx
c).
Since θa,d(αHx
c) ∈ S1, we have θa,d(αHx
c) = αHfa ∈ αHS1 for any a ∈ N
ℓ2 . This
is true for any c ∈ Nℓ1 with |c| = i − 1 and for any d ∈ Nℓ2 with |d| = m − i.
By Corollary 2.5, θa,d ∈ D
(i)(A1) for any a,d ∈ N
ℓ2 with |d| = m − i. Hence we
conclude θ(i) ∈ SD(i)(A1)D
(m−i)(S2). 
Lemma 3.3. For 0 ≤ i ≤ m,
SD(i)(A1)D
(m−i)(A2) = SD
(i)(A1)D
(m−i)(S2) ∩ SD
(i)(S1)D
(m−i)(A2).
Proof. It is obvious that SD(i)(A1)D
(m−i)(A2) ⊆ SD
(i)(A1)D
(m−i)(S2) ∩ SD
(i)(S1)
D(m−i)(A2).
Conversely let θ ∈ SD(i)(A1)D
(m−i)(S2)∩SD
(i)(S1)D
(m−i)(A2). Let {ηλ}λ∈Λ be a
K-basis for D(m−i)(A2). Since SD
(i)(S1)D
(m−i)(A2) = D
(i)(S1)⊗KD
(m−i)(A2), there
exist θλ ∈ D
(i)(S1) (λ ∈ Λ) such that θ =
∑
λ∈Λ θληλ. We show that θλ ∈ D
(i)(A1)
for any λ ∈ Λ, i.e., θλ(Q1f) ∈ Q1S1 for any f ∈ S1. An operator θ0 is defined by
θ0 =
∑
λ∈Λ
θλ(Q1f)ηλ ∈ SD
(m−i)(A2)
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for any f ∈ S1. We note that θ0(g) = θ(Q1fg) for any g ∈ S2. Since {δ
b | b ∈
N
ℓ2 , |b| = m− i} is an S-basis for SD(m−i)(S2), we can describe that
θ0 =
∑
b∈Nℓ2 ,|b|=m−i
fbδ
b
for some fb ∈ S (b ∈ N
ℓ2). By the assumption θ ∈ D(i)(A1)D
(m−i)(S2), for any
b ∈ Nℓ2 with |b| = m− i,
fb =
θ0(y
b)
b!
=
θ(Q1fy
b)
b!
∈ Q1S.
This implies ∑
λ∈Λ
θλ(Q1x
a)ηλ = θ0 ∈ Q1SD
(m−i)(S2) ∩ SD
(m−i)(A2).
Here we prove Q1SD
(m−i)(S2)∩SD
(m−i)(A2) = Q1SD
(m−i)(A2). Indeed, we assume
that θ ∈ SD(m−i)(S2) and Q1θ ∈ SD
(m−i)(A2). Then we can describe that θ =∑
a∈Nℓ1 x
aθa for some θa ∈ D
(m−i)(S2) (a ∈ N
ℓ1), while Q1θ(Q2g) ∈ Q2S for any g ∈
S2. Since Q1 and Q2 are coprime, we have θ(Q2g) ∈ Q2S. Thus there exist ga ∈ S2
(a ∈ Nℓ1) such that
∑
a∈Nℓ1 x
aθa(Q2g) =
∑
a∈Nℓ1 x
aQ2ga, that is, θa(Q2g) ∈ Q2S2
for any a ∈ Nℓ1 . This means θa ∈ D
(m−i)(A2), and hence Q1θ ∈ Q1SD
(m−i)(A2).
As a result, we have ∑
λ∈Λ
θλ(Q1x
a)ηλ ∈ Q1SD
(m−i)(A2).
Since S1 is flat over K and ηλ (λ ∈ Λ) are S1-torsion free elements, {ηλ}λ∈Λ is
an S1-basis for SD
(m−i)(A2) = S1⊗K D
(m−i)(A2). Then there exist fλ ∈ S1 (λ ∈ Λ)
such that ∑
λ∈Λ
θλ(Q1x
a)ηλ =
∑
λ∈Λ
Q1fληλ,
while θλ(Q1f) = Q1fλ ∈ Q1S1 for any λ ∈ Λ. 
Lemma 3.2 and Lemma 3.3 imply the following.
Proposition 3.4. Let A = A1 ×A2. Then
D(m)(A ) =
m⊕
i=0
SD(i)(A1)D
(m−i)(A2).  (3.2)
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Example 3.5. We consider an example of ℓ1 = 2, ℓ2 = 1 and m = 2. Let A1 be a
2-arrangement defined by Q(A1) = xy(x+y) and A2 the empty 1-arrangement with
the coordinate z. Let A = A1×A2. The sets {θ
(2)
E = x
2∂2x+ y
2∂2y +2xy∂x∂y, θ
(2)
1 =
x(x+y)∂2x, θ
(2)
2 = y(x+y)∂
2
y} and {θ
(1)
E = x∂x+y∂y, θ
(1)
1 = y(x+y)∂y} are bases for
D(2)(A1) and D
(1)(A1), respectively. Then the exponents are exp2(A1) = {2, 2, 2}
and exp1(A1) = {1, 2}. Meanwhile the sets {∂
2
z} and {∂z} are bases for D
(2)(A2)
and D(1)(A2), respectively. The exponents are exp2(A2) = {0} and exp1(A2) = {0}.
Then Proposition 3.4 implies that
D(2)(A ) = SD(0)(A1)D
(2)(A2)⊕ SD
(1)(A1)D
(1)(A2)⊕ SD
(2)(A1)D
(0)(A2)
= S∂2z ⊕ Sθ
(1)
E ∂z ⊕ Sθ
(1)
1 ∂z ⊕ Sθ
(2)
E ⊕ Sθ
(2)
1 ⊕ Sθ
(2)
2 .
Therefore, exp2(A ) = {0, 1, 2, 2, 2, 2}. 
By Proposition 3.4, we can prove Theorem 1.2.
Proof of Theorem 1.2. Let (A1, V1) and (A2, V2) be i-free for all 1 ≤ i ≤ m. Let
{θ
(i)
j | 1 ≤ j ≤ si(ℓ1)} and {η
(m−i)
k | 1 ≤ k ≤ sm−i(ℓ2)} be homogeneous bases for
D(i)(A1) and D
(m−i)(A2) for all 0 ≤ i ≤ m, respectively. We note that {1} is a basis
for D(0)(A1) over S1 and for D
(0)(A2) over S2.
We set Bi = {θ
(i)
j η
(m−i)
k | 1 ≤ j ≤ si(ℓ1), 1 ≤ k ≤ sm−i(ℓ2)}. To verify
that
⋃m
i=0Bi is linearly independent over S, it suffices to show that Bi is linearly
independent over S for 0 ≤ i ≤ m. We assume that
si(ℓ1)∑
j=1
sm−i(ℓ2)∑
k=1
fj,kθ
(i)
j η
(m−i)
k = 0, where fj,k ∈ S. (3.3)
Let a ∈ Nℓ1 with |a| = i. By substituting xa for all θ
(i)
j in the equation (3.3), we
have the following equation of operators in SD(m−i)(S2):
sm−i(ℓ2)∑
k=1

si(ℓ1)∑
j=1
fj,kθ
(i)
j (x
a)

 η(m−i)k = 0.
Since S is flat over S2 and η
(m−i)
k (1 ≤ k ≤ sm−i(ℓ2)) are S-torsion free elements,
{η
(m−i)
k | 1 ≤ k ≤ sm−i(ℓ2)} is linearly independent over S. Then
∑si(ℓ1)
j=1 fj,kθ
(i)
j (x
a) =
0 for 1 ≤ k ≤ sm−i(ℓ2) and for a ∈ N
ℓ1 with |a| = i. This implies
∑si(ℓ1)
j=1 fj,kθ
(i)
j = 0
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for 1 ≤ k ≤ sm−i(ℓ2). Since {θ
(i)
j | 1 ≤ j ≤ si(ℓ1)} is linearly independent over S,
we have fj,k = 0 for 1 ≤ j ≤ si(ℓ1) and for 1 ≤ k ≤ sm−i(ℓ2). Hence we conclude
that
⋃m
i=0Bi is linearly independent over S.
Next, we verify that the sum of degrees of
⋃m
i=0Bi is equal to tm(ℓ1+ℓ2)|A1×A2|
as follows:
m∑
i=0
si(ℓ1)∑
j=1
sm−i(ℓ2)∑
k=1
deg
(
θ
(i)
j η
(m−i)
k
)
=
m∑
i=0
si(ℓ1)∑
j=1
sm−i(ℓ2)∑
k=1
(
deg θ
(i)
j + deg η
(m−i)
k
)
=
m∑
i=0

sm−i(ℓ2) si(ℓ1)∑
j=1
deg θ
(i)
j + si(ℓ1)
sm−i(ℓ2)∑
k=1
deg η
(m−i)
k


=
m∑
i=1
sm−i(ℓ2)ti(ℓ1)|A1|+
m−1∑
i=0
si(ℓ1)tm−i(ℓ2)|A2|
=
m−1∑
i=0
sm−1−i(ℓ2)si(ℓ1)|A1|+
m−1∑
i=0
si(ℓ1)sm−1−i(ℓ2)|A2|
= sm−1(ℓ1 + ℓ2) (|A1|+ |A2|)
= tm(ℓ1 + ℓ2)|A1 ×A2|.
Therefore,
⋃m
i=0Bi is a basis for D
(m)(A1 ×A2) over S by Theorem 2.11.
Conversely let (A1 ×A2, V1 ⊕ V2) be m-free. Let {θ
(i)
λ }λ∈Λ and {η
(m−i)
µ }µ∈M be
minimal sets of homogeneous generators for D(i)(A1) over S1 and for D
(m−i)(A2)
over S2, respectively. Obviously, {θ
(i)
λ η
(m−i)
µ }λ∈Λ,µ∈M generates D
(i)(A1)D
(m−i)(A2)
over S. We assume that Bi = {θ
(i)
λ η
(m−i)
µ }λ∈Λ,µ∈M is not minimal. Then there exist
indices λ0, µ0 and polynomials fλ,µ ∈ S (λ 6= λ0, µ 6= µ0) such that
θ
(i)
λ0
η(m−i)µ0 =
∑
λ6=λ0, µ6=µ0
fλ,µθ
(i)
λ η
(m−i)
µ . (3.4)
If θ
(i)
λ0
(xa) = 0 for all a ∈ Nℓ1 with |a| = i, then θ
(i)
λ0
= 0. This contradicts to
the minimality of {θ
(i)
λ }λ∈Λ. Thus there exists a ∈ N
ℓ1 with |a| = i such that
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θ
(i)
λ0
(xa) 6= 0. By substituting xa for all θ
(i)
λ (λ ∈ Λ) in the equation (3.4),
θ
(i)
λ0
(xa) η(m−i)µ0 =
∑
λ6=λ0, µ6=µ0
fλ,µθ
(i)
λ (x
a) η(m−i)µ .
Since θ
(i)
λ0
(xa) ∈ S1 and fλ,µθ
(i)
λ (x
a) ∈ S, we can describe that∑
c∈Nℓ1
xcg0,cη
(m−i)
µ0
=
∑
c∈Nℓ1
∑
λ6=λ0, µ6=µ0
xcgλ,µ,cη
(m−i)
µ .
for some g0,c ∈ K and for some gλ,µ,c ∈ S2. There exists c ∈ N
ℓ1 such that g0,c 6= 0,
while
η(m−i)µ0 =
∑
λ6=λ0, µ6=µ0
(gλ,µ,c/g0,c) η
(m−i)
µ ,
i.e., η
(m−i)
µ0 is a linear combination of {η
(m−i)
µ }µ6=µ0 over S2. This contradicts to the
minimality of {η
(m−i)
µ }µ∈M . Hence Bi is a minimal set of homogeneous generators
for D(i)(A1)D
(m−i)(A2) over S.
By Proposition 3.4, we also have that
⋃m
i=0Bi is a minimal set of homogeneous
generators for D(m)(A1 × A2) over S. By [8, Theorem A.19], a minimal set of
homogeneous generators for a free graded module is a basis. Thus the assumption
(i.e., D(m)(A1×A2) is free over S) implies that
⋃m
i=0Bi is a basis for D
(m)(A1×A2)
over S. Here we prove that {η
(m−i)
µ }µ∈M is linearly independent over S2 for any i.
Indeed, we assume that ∑
µ∈M
gµη
(m−i)
µ = 0 (3.5)
for some gµ ∈ S2. We fix λ ∈ Λ, and by multiplying θ
(i)
λ to the equation (3.5),∑
µ∈M
gµθ
(i)
λ η
(m−i)
µ = 0.
Since {θ
(i)
λ η
(m−i)
µ }µ∈M is linearly independent over S, we have gµ = 0 for any µ ∈ M .
Therefore, {η
(m−i)
µ }µ∈M is a basis for D
(m−i)(A2) over S2, and similarly {θ
(i)
λ }λ∈Λ is
a basis for D(i)(A1) over S1 for 0 ≤ i ≤ m. 
Proof of Proposition 1.7. Let QX = Q(AX) and let Q0 = Q(A )/QX . Since K is an
infinite field, we can take w ∈ X\
⋃
H∈A \AX
H . We note that αH(w) = 0 if and only if
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H ∈ AX . In other words, Q0(w) 6= 0. We suppose that e1, . . . , eℓ is a basis for V dual
to x1, . . . , xℓ, and that w =
∑ℓ
i=1wiei. We define aK-algebra isomorphism τ : S → S
by τ(xi) = xi + wi for 1 ≤ i ≤ ℓ. The inverse of τ is a K-algebra isomorphism
τ−1 : S → S given by τ−1(xi) = xi − wi for 1 ≤ i ≤ ℓ. We also define a map
τ : D(m)(S) → D(m)(S) by τ
(∑
|a|=m ha∂
a
)
=
∑
|a|=m τ(ha)∂
a. Let θ ∈ D(m)(S)
and let f ∈ S. We note that (τθ)(τf) = τ(θ(f)) and τQX = QX . Moreover, if
θ ∈ D(m)(A ), then (τθ)(QXf) = (τθ)(τQXττ
−1f) = τ(θ(QXτ
−1f)) ∈ QXS by
Proposition 2.2. Thus τD(m)(A ) ⊆ D(m)(AX).
Let {θ1, . . . , θs} be a basis forD
(m)(A ). We may suppose that detMm(θ1, . . . , θs) =
Q(A )t. Then
detMm(τθ1, . . . , τθs) = τ
(
Q(A )t
)
= (τQX)
t(τQ0)
t = QtX(τQ0)
t.
We write τθi =
∑
k≥0 φ
(k)
i , where φ
(k)
i ∈ D
(m)(AX) and deg φ
(k)
i = k. Since τQ0(0) =
Q0(w) 6= 0, there exist φ
(k1)
1 , . . . , φ
(ks)
s such that detMm(φ
(k1)
1 , . . . , φ
(ks)
s ) = cQtX for
some c ∈ K \ {0}. Therefore, φ
(k1)
1 , . . . , φ
(ks)
s form a basis for D(m)(AX) by Saito’s
criterion. 
Proof of Proposition 1.5. We recall that Q(A ) = xyzw(x+ y + z)(x + y + z + w).
We set X = {x = 0} ∩ {y = 0} ∩ {z = 0} ∈ L(A ). Then Q(AX) = xyz(x+ y + z).
We can describe that
(AX , V ) = (AX , X)× (Φ1, V/X).
Since (AX , X) is generic, (AX , X) is not 1-free (see [8, 15]). Then Theorem 1.2
implies that (AX , V ) is not m-free for m ≥ 1. Therefore, by the contraposition of
Proposition 1.7, (A , V ) is not m-free for m ≥ 1. 
3.2 Proof of Theorem 1.8
Let us recall that D(m)(A )i = {θ ∈ D
(m)(A ) | deg(θ) = i} for i ≥ 0.
Lemma 3.6. Let A = {H1, . . . , Hn} be an ℓ-arrangement with Hi = {xi = 0}
(1 ≤ i ≤ ℓ).
(1) Let m ≥ 1. Then D(m)(A )0 = {0}.
(2) Let m ≥ 2. Then D(m)(A )1 = {0} if and only if for any 1 ≤ i ≤ ℓ, there
exists H ∈ A \ {H1, . . . , Hℓ} (H depends on i) such that the coefficient of xi
in αH is not zero.
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Proof. (1) Let θ =
∑
a∈Nℓ,|a|=m λa∂
a ∈ D(m)(A )0, where λa ∈ K. For any a =
(a1, . . . , aℓ) ∈ N
ℓ with |a| = m, there exists an index i such that ai 6= 0. Then
a!λa = θ(x
a) = θ(xi · x
a−ei) ∈ xiS.
This implies that λa = 0 for any a = (a1, . . . , aℓ) ∈ N
ℓ with |a| = m. Hence θ = 0.
(2) If there exists i (1 ≤ i ≤ ℓ) such that for any H ∈ A \ {H1, . . . , Hℓ}, the
coefficient of xi is zero in αH , then xi∂
m
i ∈ D
(m)(A )1. Hence D
(m)(A )1 6= {0}.
Conversely let θ =
∑
a∈Nℓ,|a|=m fa∂
a ∈ D(m)(A )1, where deg(fa) = 1. Let
a = (a1, . . . , aℓ) ∈ N
ℓ with |a| = m. We first assume that at least two entries
are nonzero in a. Let ai, aj be such entries. Since a!fa = θ(xi · x
a−ei) ∈ xiS
and a!fa = θ(xj · x
a−ej ) ∈ xjS, we have fa ∈ xixjS. Hence fa = 0. Next, we
assume that only one entry is nonzero in a. Let ai be the nonzero entry. Since
a!fa = θ(xi · x
a−ei) ∈ xiS, we have fa ∈ xiK. By the arguments above, we can
describe that θ = λ1x1∂
m
1 + · · ·+λℓxℓ∂
m
ℓ for some λ1 . . . , λℓ ∈ K. By the assumption,
for any 1 ≤ i ≤ ℓ, there exists H ∈ {H1, . . . , Hℓ} (H depends on i) such that the
coefficient of xi in αH is not zero. Then
m!xiλi = θ(αHx
m−1
i ) ∈ αHS,
and hence λi = 0. We obtain θ = 0 as required. 
Example 3.7. (1) Let A be a 3-arrangement defined by Q(A ) = xyz(x − y)(x−
z)(y − z)(x− y − z). Since the coefficients of x, y and z in αH = x− y − z are not
zero. By Lemma 3.6, D(m)(A )1 = {0} for m ≥ 2.
(2) Let A be a 3-arrangement defined by Q(A ) = xyz(x − y). Since z∂mz ∈
D(m)(A ), D(m)(A )1 6= {0} for m ≥ 2.
Corollary 3.8. Let ℓ ≥ 2 and m ≥ 2. If A is irreducible, then D(m)(A )i = {0}
for i = 0, 1. 
We now recall that Shiℓ is the arrangement defined by the equation (1.5).
Example 3.9.
Q(Shi2) = zx1x2(x1 − z)(x2 − z)(x1 − x2)(x1 − x2 − z),
Q(Shi3) =
zx1x2x3(x1 − z)(x2 − z)(x3 − z)(x1 − x2)(x1 − x3)(x2 − x3)
×(x1 − x2 − z)(x1 − x3 − z)(x2 − x3 − z).

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We set X = {x1 = 0} ∩ {x2 = 0} ∩ {z = 0} ∈ L(Shiℓ). Then
Q ((Shiℓ)X) = zx1x2(x1 − z)(x2 − z)(x1 − x2)(x1 − x2 − z). (3.6)
In other words, (Shiℓ)X = Shi2 × Φℓ−2. By Theorem 1.2 and Proposition 1.7, the
following claim is enough to verify Theorem 1.8.
Claim 3.10. The arrangement Shi2 is not 2-free.
Proof of Claim 3.10. We describe that Q(Shi2) = xyz(x−y)(x−z)(y−z)(x−y−z).
Let
θE = x
2∂2x + y
2∂2y + z
2∂2z + 2xy∂x∂y + 2xz∂x∂z + 2yz∂y∂z,
θ1 = x(x− z)(x − y)(x− y − z)∂
2
x,
θ2 = y(x− y)(y − z)(x− y − z)∂
2
y ,
θ3 = z(x− z)(y − z)(x− y − z)∂
2
z ,
θ4 = xy(x− z)(y − z) (∂x + ∂y)
2 ,
θ5 =
y2(x− y)(y − z)∂2y − z
2(x− z)(y − z)∂2z + xy(x− y)(y − z)∂x∂y
−xz(x − z)(y − z)∂x∂z − yz(y − z)
2∂y∂z.
Then we can directly check that θE , θ1, . . . , θ5 ∈ D
(2)(Shi2), using Corollary 2.5.
Since
detMm(θE , θ1, . . . , θ5) = 4(y − z)Q
3 6= 0,
the operators θE , θ1, . . . , θ5 are linearly independent over S. Meanwhile, by Lemma
3.6 and by solving linear equations, the vector spaces D(2)(Shi2)i (0 ≤ i ≤ 3) are
determined as follows:
D(2)(Shi2)0 = {0},
D(2)(Shi2)1 = {0},
D(2)(Shi2)2 = KθE ,
D(2)(Shi2)3 = (Kx+Ky +Kz)θE .
Thus θ1, . . . , θ5 cannot be expressed as an S-linear combination of operators in
D(2)(Shi2) of degree ≤ 3. Therefore, by the linear independence for θE , θ1, . . . , θ5 over
S, there exists a minimal set G of generators for D(2)(Shi2) such that {θE , θ1, . . . , θ5}
is contained in G.
We now assume that Shi2 is 2-free. Then the rank of D
(2)(Shi2) is equal to six,
and hence G = {θE , θ1, . . . , θ5} is a basis for D
(2)(Shi2). However, the fact that
detMm(θE , θ1, . . . , θ5) = 4(y − z)Q
3 6∈ KQ3 \ {0} contradicts to Saito’s criterion. 
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4 Open problems
We conclude this paper by giving three open questions. Theorem 1.8 states that Shiℓ
is not 2-free for any ℓ ≥ 2. However, we can show that Shi2 is m-free for 3 ≤ m ≤ 7
by a straightforward calculation, using MATLAB. It seems to be interesting to
determine m-freeness of Shiℓ.
Problem 4.1. Determine m-freeness of Shiℓ for all m ≥ 3 and all ℓ ≥ 2.
There are two other interesting problems which have not answered yet.
Problem 4.2. Are supersolvable arrangements m-free for all m ≥ 1?
Problem 4.3. Give a sufficient condition for arrangements to be m-free for all
m ≥ 1.
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