Strong gravitational lenses with measured time delays between the multiple images allow a direct measurement of the time-delay distance to the lens, and thus a measure of cosmological parameters, particularly the Hubble constant, H 0 . We present a blind lens model analysis of the quadruply-imaged quasar lens HE 0435−1223 using deep Hubble Space Telescope imaging, updated time-delay measurements from the COSmological MOnitoring of GRAvItational Lenses (COSMOGRAIL), a measurement of the velocity dispersion of the lens galaxy based on Keck data, and a characterization of the mass distribution along the line of sight. HE 0435−1223 is the third lens analyzed as a part of the H 0 Lenses in COSMOGRAIL's Wellspring (H0LiCOW) project. We account for various sources of systematic uncertainty, including the detailed treatment of nearby perturbers, the parameterization of the galaxy light and mass profile, and the regions used for lens modeling. We constrain the effective time-delay distance to be D ∆t = 2612 +208 −191 Mpc, a precision of 7.6%. From HE 0435−1223 alone, we infer a Hubble constant of H 0 = 73.1 +5.7 −6.0 km s −1 Mpc −1 assuming a flat ΛCDM cosmology. The cosmographic inference based on the three lenses analyzed by H0LiCOW to date is presented in a companion paper (H0LiCOW Paper V).
riety of independent experiments, including an analysis of the cosmic microwave background (CMB) by the Planck mission (Planck Collaboration et al. 2015) . The Planck results provide the most precise cosmological parameter constraints to date, under the assumption of spatial flatness. However, there is no physical reason to assume flatness, and if the flatness assumption is relaxed, there are strong degeneracies among the cosmological parameters inferred from CMB data, particularly with the Hubble constant, H0 (e.g., Freedman et al. 2012; Riess et al. 2016) . Therefore, an independent determination of H0 is crucial for understanding the nature of the Universe (e.g., Hu 2005; Suyu et al. 2012a; Weinberg et al. 2013) .
The idea of using gravitational lens time delays to measure the Hubble constant dates back to Refsdal (1964) . In practice, gravitational lens time delays provide a one-step method to determine the distance and hence the Hubble constant (e.g., Vanderriest et al. 1989; Keeton & Kochanek 1997; Schechter et al. 1997; Kochanek 2003; Koopmans et al. 2003; Saha et al. 2006; Oguri 2007; Fadely et al. 2010; Suyu et al. , 2013 Sereno & Paraficz 2014; Rathna Kumar et al. 2015; Birrer et al. 2016; Chen et al. 2016 ). This method is independent of the cosmic distance ladder (e.g., Riess et al. 2011; Freedman et al. 2012 ) and serves as a key test of possible systematic effects in individual H0 probes. This method rests on the fact that light rays emitted from the source at the same instant will take different paths through spacetime at each of the image positions. These paths have different lengths and traverse different gravitational potentials before reaching the observer, leading to an offset in arrival times. If the source exhibits variations in its flux, the delays can be measured by monitoring the lensed images. The measured time delays can be used to calculate the time-delay distance, a combination of angular diameter distances among the observer, lens, and source. The time-delay distance is primarily sensitive to H0, with weaker dependence on other cosmological parameters (e.g., Coe & Moustakas 2009; Treu & Marshall 2016) .
However, a precise and accurate determination of H0 through this method requires a variety of observational data. A dedicated long-term monitoring campaign is necessary to obtain accurate time delays, as the uncertainty in H0 is directly related to the relative uncertainty in the measured time delays. Deep, high-resolution imaging is required to accurately model the lens using the extended source images, which is needed to break degeneracies between the mass profile and the underlying cosmology (e.g., Kochanek 2002; Warren & Dye 2003) . In order to reduce the effects of the mass sheet degeneracy (e.g., Falco et al. 1985; Gorenstein et al. 1988; Saha 2000; Schneider & Sluse 2013; Xu et al. 2016) , a measurement of the lens galaxy's velocity dispersion (e.g., Koopmans et al. 2003; Koopmans 2004) and an estimate of the external convergence, κext, along the line of sight (LOS) is needed. κext can also bias the lens model parameters if unaccounted for (e.g., Collett et al. 2013; Greene et al. 2013; McCully et al. 2014 McCully et al. , 2016 .
In an effort to provide an accurate independent estimate of H0 using time-delay lenses, we use a number of new datasets as part of our project, H0 Lenses in COSMOGRAIL's Wellspring (H0LiCOW), to model five lensed quasars. These datasets include high-resolution imaging with the Hubble Space Telescope (HST ), precise time-delay measurements from the COSmological MOnitoring of GRAvItational Lenses (COSMOGRAIL; Courbin et al. 2005; Eigenbrod et al. 2005; Bonvin et al. 2016b ) project and from Very Large Array (VLA) monitoring (Fassnacht et al. 2002) , a photometric and spectroscopic survey to characterize the LOS mass distribution to estimate κext in these systems, and stellar velocity dispersion measurements of the strong lens galaxies. With five separate lenses, we plan to account for systematic uncertainties and obtain a robust constraint on H0 to < 3.5% precision.
In this paper, we present the results of a detailed lens modeling analysis of the gravitational lens HE 0435−1223 using new high-resolution imaging data from HST. HE 0435−1223 is the third H0LiCOW system analyzed in this manner, following B1608+656 ) and RXJ1131−1231 (Suyu et al. , 2014 . This paper is the fourth in a series of papers detailing our analysis of HE 0435−1223. The other papers include an overview of the H0LiCOW project (Suyu et al. 2016 , hereafter H0LiCOW Paper I), a spectroscopic survey of the HE 0435−1223 field and a characterization of the groups along the LOS , hereafter H0LiCOW Paper II), a photometric survey of the HE 0435−1223 field and an estimate of κext due to the external LOS structure (Rusu et al. 2016, hereafter H0LiCOW Paper III) , and a presentation of our latest time-delay measurements for HE 0435−1223 and the cosmological inference from our combined analysis of HE 0435−1223, B1608+656, and RXJ1131−1231 (Bonvin et al. 2016a, hereafter H0LiCOW Paper V) . This paper is organized as follows. We provide a brief overview of using time-delay lenses for cosmography in Section 2. In Section 3, we describe the observational data used in our analysis. We describe our lens modeling procedure in Section 4. The time-delay distance results and their implications for cosmology are presented in Section 5. We summarize our main conclusions in Section 6. Throughout this paper, all magnitudes given are on the AB system.
TIME-DELAY COSMOGRAPHY

Time-delay distance
When a source is gravitationally lensed, the light travel time from the source to the observer depends on both the path length of the light rays and the gravitational potential of the lens through which the rays pass. For a single lens plane, the excess time delay of an image at an angular position θ = (θ1, θ2) with corresponding source position β = (β1, β2) relative to the case of no lensing is
where D∆t is the time-delay distance and ψ(θ) is the lens potential. The time-delay distance (Refsdal 1964; Schneider et al. 1992; ) is defined 1 as
where z d is the lens redshift, D d is the angular diameter distance to the lens, Ds is the angular diameter distance to the source, and D ds is the angular diameter distance between the lens and the source. Since D∆t has units of distance, it is inversely proportional to H0. For lens systems with multiple deflectors at distinct redshifts, the observed time delays depend on various combinations of the angular diameter distances measured between us, the multiple deflectors, and the source, and the observed time delays are no longer proportional to a single time-delay distance. The observed image positions depend on the multi-plane lens equation (e.g., Blandford & Narayan 1986; Kovner 1987; Schneider et al. 1992; Petters et al. 2001; Collett & Auger 2014; McCully et al. 2014) . However, for a system where the lensing is dominated by a single plane, the observed time delays are primarily sensitive to the time-delay distance defined in Equation (2), with the deflector redshift as that of the primary strong lens plane. We show in Section 4.9 that this approximation is valid for HE 0435−1223 and our results can thus be interpreted as a constraint on D∆t(z d , zs), which we refer to as the effective time-delay distance measured by this system. Hereafter, D∆t refers to this effective time-delay distance unless otherwise indicated.
For variable sources such as active galactic nuclei (AGN), it is possible to monitor the fluxes of the lensed images at positions θi and θj and measure the time delay, ∆tij ≡ t(θi, β) − t(θj, β), between them (e.g., Vanderriest et al. 1989; Schechter et al. 1997; Fassnacht et al. 1999 Fassnacht et al. , 2002 Kochanek et al. 2006; Courbin et al. 2011) . The lens potentials at the two image positions, ψ(θi) and ψ(θj), as well as the source position, β, can be determined from a mass model of the system. Therefore, lenses with measured time delays and accurate lens models can be used to constrain D∆t.
A complicating factor in using time-delay lenses for cosmography is the fact that all mass along the LOS contributes to the lens potential that the light rays pass through. These external perturbers not only affect the lens model of the system, but also lead to additional focusing and defocusing of the light rays, which in turn affects the measured time delays (e.g., Seljak 1994) . If unaccounted for, these external perturbers can lead to biased inferences of D∆t. If effects of LOS perturbers are small, they can be approximated by an external convergence term in the lens plane, κext (neglecting the 1 − β terms that enter into a more accurate prescription; Keeton 2003; McCully et al. 2014) . The true D∆t is related to the D model ∆t inferred from a mass model that does not account for κext by
κext cannot be constrained from the lens model due to the mass sheet degeneracy (e.g., Falco et al. 1985; Gorenstein et al. 1988; Saha 2000) , in which the addition of a uniform mass sheet and a rescaling of the source plane coordinates can affect the product of the time delays and H0 but leave other observables unchanged. The above degeneracy caused by κext can be broken or substantially mitigated by estimating the mass distribution along the LOS (e.g., Fassnacht et al. 2006; Momcheva et al. 2006 Momcheva et al. , 2015 Williams et al. 2006; Wong et al. 2011 ). However, for perturbers that are very massive or projected very close to the lens, they may need to be included explicitly in the mass model, as their higher-order effects need to be properly accounted for (McCully et al. 2016) . On the other hand, the lens profile is also degenerate with the timedelay distance in that the radial profile slope is tightly correlated with the time-delay distance (e.g., Kochanek 2002; Wucknitz 2002; Suyu 2012) . The profile degeneracy affects models that share the same form of mass density profile (e.g., a power-law density profile), as well as models with different density profiles (described analytically or not). Furthermore, the profile degeneracy can mimic the effects of the mass sheet degeneracy since different profiles can exactly or approximately be mass sheet transformations of one form or another (e.g., Schneider & Sluse 2013 Unruh et al. 2016) . With reasonable assumptions about the lens galaxy's mass profile, these degeneracies can be reduced by augmenting the lensing data with stellar kinematics measurements of the lens galaxy (e.g., Treu & Koopmans 2002; Koopmans et al. 2003; Auger et al. 2010; Suyu et al. 2014) . Including the velocity dispersion in the modeling helps to constrain any internal uniform mass component from a local galaxy group that the dynamics is sensitive to (Koopmans 2004) .
Joint Inference
Our inference of D∆t follows that of Suyu et al. (2013) , but with some important modifications. Our observational data sets are denoted by dHST for the HST imaging data, ∆t for the time delays, σ for the velocity dispersion of the lens galaxy, and dLOS for the properties of the LOS mass distribution determined from our photometric and spectroscopic data. We want to obtain the posterior probability distribution function (PDF) of the model parameters ν given the data, P (ξ|dHST, ∆t, σ, dLOS, A). The vector ξ includes the lens model parameters ν, the cosmological parameters π (Section 4.9), and nuisance parameters representing the external convergence (κext; Section 4.4) and anisotropy radius (rani; Section 4.3), each of which we introduce and discuss in the sections indicated. A denotes a discrete set of assumptions we make about the form of the model, including the choices we have to make about the data modeling region, the set-up of the source reconstruction grid, the treatment of the various deflector mass distributions, etc. In general, A cannot be fully captured by continuous parameters. By Bayes' theorem, we have that
where P (dHST, ∆t, σ, dLOS|ξ, A) is the joint likelihood function and P (ξ|A) is the prior PDF for the parameters given our assumptions. Since the data sets are independent, the likelihood can be separated,
We note that Equation (5) assumes the approximation that the LOS can be decoupled from the lens model. We can calculate the individual likelihoods separately and combine them as in Equation (5) to get the final posterior PDF for a given set of assumptions. In Section 4.7, we lay out a range of systematics tests where we vary the content of A and repeat the inference of ξ. Such a sensitivity analysis is important for checking the magnitude of various known but unmodeled systematic effects, but it leaves us with the question of how to combine the results. We note that the marginalization integral over these assumptions can be approximated as a sum as follows (denoting all four datasets by d),
provided the following two statements are true: first, that the prior PDF over possible assumptions is uniform, and that our sampling of possible assumptions is fair. We choose reasonable variations in the systematic effects to try to achieve this. The second is that the evidence P (d|A k ) does not change appreciably between inferences; this is likely to be true if the goodness of fit does not change, and the parameter priors and volumes are not very different. Under these assumptions, Equation (6) shows that a sum of the posterior PDFs is an approximation to the posterior PDF marginalized over the tested systematic effects. Wisotzki et al. (2002) as part of the Hamburg/ESO survey for bright QSOs (Wisotzki et al. 2000) . The main deflector is a massive elliptical galaxy at a redshift of z d = 0.4546 ± 0.0002 (Morgan et al. 2005) , and the source redshift is zs = 1.689 2 . Our spectroscopic observations reveal that the lens is part of a galaxy group with a velocity dispersion of σ = 471 ± 100 km s −1 measured from 12 member galaxies (H0LiCOW Paper II), which is independently confirmed by Wong et al. (2011) and Wilson et al. (in preparation) based on a spectroscopic study by Momcheva et al. (2006 Momcheva et al. ( , 2015 . We present the HST imaging used for lens modeling in Section 3.1, the time delays measured by COSMOGRAIL in Section 3.2, the spectroscopy of the lens galaxy for measuring the lens stellar velocity dispersion in Section 3.3, and ground-based imaging and spectroscopy to characterize the lens environment in Section 3.4.
HST Imaging
We obtain deep HST observations of HE 0435−1223 using the Wide Field Camera 3 (WFC3) IR channel in the F160W band (Program #12889; PI: Suyu). The details of these observations are presented in H0LiCOW Paper I, which we summarize here. Using a combination of short (44 s) and long (599 s) exposures, we reconstruct the brightness distribution of both the lensed AGN and host galaxy. We reduce the images using DrizzlePac 3 . The images are drizzled to a final pixel scale of 0.
′′ 08 without masking the bright AGN pixels, as they are well characterized.
We also use archival observations from the Advanced Camera for Surveys (ACS) on HST in the F555W and F814W filters (Program #9744; PI: Kochanek). The images are reduced using MultiDrizzle 4 with charge transfer inefficiency taken into account (e.g., Anderson & Bedin 2010; Massey et al. 2010) . The final pixel scale of the reduced images is 0.
′′ 05. We create cutouts of the HST images around the lens and define an arcmask in each band in which we perform the modeling. For the ACS bands, we use a 90 × 90 pixel cutout (4.
′′ 5 on a side), and for the WFC3/F160W band, we use a 60 × 60 pixel cutout (4.
′′ 8 on a side). These cutouts are shown in Figure 1 .
To generate the initial point spread function (PSF) of the exposures, we first select three stars in the field which are close to the lens galaxy in angular separation to minimize CCD distortion effects, and which have approximately the same brightness as the lensed AGN images to avoid any PSF broadening effects. We then simultaneously fit these stars with a Moffat profile plus a regularized fine-pixel array. The exposures are sky-subtracted prior to the PSF fitting. The details of this fitting procedure are described by Cantale et al. (2016a) and are based on ideas presented in Magain et al. (1998) . A successful application of the procedure is presented by Cantale et al. (2016b) . We then use this initial PSF as the starting point for our iterative PSF correction procedure (see Section 4.1).
The weight images are constructed as follows. We take a large, relatively sparse area of the image and approximate the background noise as the normalized median absolute deviation (NMAD), defined as NMAD ≡ 1.48 × median(|pi − median(p)|), where pi is the value of pixel i and median(p) is the median of all pixels in the selected area. We use the NMAD, which is a good approximation to the standard deviation, as it is less sensitive to outliers. We create a "noise image" that has the same dimensions as the lens galaxy cutout with all pixels initialized to the value of the background noise. We then add Poisson noise to this noise image by taking all pixels in the lens galaxy cutout where the flux is greater than the background noise level and adding in quadrature the square root of each pixel value (normalized by its effective exposure time) to the corresponding pixel in the noise image (this is because the units of the science image are counts per second). The noise image is then squared and inverted to obtain the weight image. We note that while the background noise for the WFC3 IR camera depends on the number of non-destructive reads, we verify that the number of reads in the region of the lensed arc is the same as for the blank sky patch used for estimating the background noise, so this procedure is valid.
When modeling with these weights, there are large residuals near the AGN image centers due to our inability to model the PSF on a grid of pixels with sufficient accuracy. This can lead to biased results as the model will be influenced by these relatively small areas rather than the large-scale features of the source, so we compensate for this by reducing the weight in these regions (e.g., Suyu 2012). We scale the weight in these regions by a power law such that a pixel originally given a noise value of pi is rescaled to a noise value of A × p We note that in determining the effective exposure time on a pixel-by-pixel basis, we turn off the bad pixel masking in a 3×3 pixel region around the brightest pixel of each of the lensed AGN images. This is done because allowing bad pixel masking results in interpolations of the image pixels that cause the four AGN images to exhibit different PSF profiles, which complicates our iterative PSF correction scheme (Section 4.1). Turning off the bad pixel mask produces more faithfully and consistently the four AGN images. Since the majority of the lens mass model constraints comes from the lensing arcs away from the centers of the AGN images, we have checked that these arcs do not have bad pixels that would affect our lens mass model.
Time-delay measurements
Time-delay measurements for HE 0435−1223 were initially given in Courbin et al. (2011) . Further monitoring of the system by COSMOGRAIL has since improved the time delay accuracy and precision, completing the data from Courbin et al. (2011) with ∼1300 exposures of 6 min each for a total of 301 new observing nights ranging from 2010 September to 2016 April. The details of the data acquisition and time-delay measurements used in our analysis are presented in H0LiCOW Paper V, but we summarize the main results here.
The data treatment follows the procedure described by Tewes et al. (2013b) . Each observing epoch is corrected following the standard reduction steps (bias subtraction, flat-fielding and sky correction). The PSF is estimated following the procedure described in Section 3.1. The exposures are then normalized using bright, non-saturated stars in the field of view. The photometry of the four images of HE 0435−1223 is obtained on each exposure using the Magain et al. (1998) deconvolution photometry presented in Cantale et al. (2016b) . The light curves obtained with this method are presented in Figure 2 of H0LiCOW Paper V.
The measurement of the time delays between each pair of images follows the formalism introduced by Tewes et al. (2013a) . The common intrinsic variability of the quasar and the four independent extrinsic variability curves are fitted using free-knot splines. The curves are then shifted in time to optimize the fit. The uncertainties on the time-delay measurements are estimated using a Monte Carlo approach. A set of 1000 synthetic light curves are drawn, mimicking the light curves and the time delay constraining power of the observed data (Tewes et al. 2013a) . It is important that the synthetic datasets span a range of plausible true time delays, as this allows us to verify that the estimator accurately responds to theses input delays (i.e., does not suffer from lethargy, described in Rathna Kumar et al. 2015) and has not been involuntarily fine-tuned to recover a particular value of the time delay. Various tests on the data reduction process and curve-shifting technique have been performed successfully to ensure the reliability of the time-delay measurements. We use the time delays relative to image A: ∆tAB = −8.8 ± 0.8 d, ∆tAC = −1.1 ± 0.7 d, and ∆tAD = −13.8 ± 0.9 d, where the uncertainties represent 1σ confidence intervals.
Stellar velocity dispersion of lens galaxy
HE 0435−1223 was observed with the Low Resolution Imaging Spectrometer (LRIS; Oke et al. 1995) on the Keck I telescope on 2011 January 4. Six exposures of 1200 s were obtained in 0.
′′ 8 seeing with the red arm of the spectrograph using the 831/8200 grating, which has a dispersion of 0.58Å pixel −1 and yields an effective resolution σres ∼ 37 km s −1 . The 0. ′′ 75 slit was oriented to intersect the eastern-and western-most lensed QSO images (i.e., at a position angle of 76
• ) and a 4-pixel (0. ′′ 54) aperture was used to extract one-dimensional spectra from each exposure. These six spectra were then resampled to a single spectrum using spline interpolation and rejecting pixels affected by cosmic rays or other artifacts; the resulting spectrum is shown in Figure 2 . The velocity dispersion was obtained following the same procedure as in Suyu et al. ( , 2013 , resulting in an inference of σ = 222 km s −1 with a statistical uncertainty of 11 km s −1 and a systematic uncertainty of ∼ 10 km s
due to the templates used, the region of the spectrum that was fitted, and the order of the polynomial continuum. We therefore adopt an overall uncertainty of σσ = 15 km s −1 . This measurement is in agreement with a previous determination of σ = 222 ± 34 km s 
Lens Environment: Photometry and Spectroscopy
To account for the effects of LOS structure, we have obtained deep multi-band photometry and multi-object spectroscopy in the HE 0435−1223 field to characterize the external mass distribution. Details of the photometric observations and inference on κext are presented in H0LiCOW Paper III, and the details of the spectroscopic data are presented in H0LiCOW Paper II, but we summarize the data here.
Our wide-field photometric data consist of groundbased ugriJHKs observations, as well as 3.6, 4.5, 5.8, and 8.0 µm observations with the Spitzer Infrared Array Camera (IRAC; Fazio et al. 2004) . We infer photometric redshifts and stellar masses using PSF-matched photometry measured with SExtractor. We use Lephare (Ilbert et al. 2006) to measure stellar masses for the best-fitting redshift using the spectral energy distribution (SED) templates employed by CFHTLenS (Velander et al. 2014) , which assume a Chabrier (2003) initial mass function.
The wide-field spectroscopic data are taken with a combination of Keck/LRIS, the Focal Reducer/low-dispersion Spectrograph 2 (FORS2; Appenzeller et al. 1998 ) on the Very Large Telescope (VLT), and the Gemini Multi-Object Spectrograph (GMOS; Hook et al. 2004) , and are combined with existing spectroscopic observations of this field (Momcheva et al. , 2015 . It is particularly important to model the most significant perturbers, as their effects may not be adequately accounted for by external shear alone (McCully et al. 2014) . McCully et al. (2016) find that the most significant perturbers are those that are massive, projected close to the lens, and that are in the foreground of the lens redshift. H0LiCOW Paper II presents an estimate of the relative significance of nearby perturbers to HE 0435−1223 as quantified by their flexion shift, ∆3x (McCully et al. 2016) , and finds that at most, the five nearest perturbers should be accounted for explicitly, with all other perturbers having a negligible influence. Figure 3 shows the lens and the relative positions and redshifts of these five perturbers, all brighter than i = 22.5 mag and projected within 12 ′′ of the lens.
LENS MODELING
In this section, we describe our procedure to simultaneously model the images in the three HST bands and the time delays to infer the lens model parameters.
Overview
We perform our lens modeling using Glee, a software package developed by S. H. Suyu and A. Halkola (Suyu & Halkola 2010; Suyu et al. 2012b ). The lensing mass distribution is described by a parameterized profile. The extended host galaxy of the source is modeled separately on a 40 × 40 pixel grid with curvature regularization (Suyu et al. 2006) . The lensed quasar images are modeled as point sources convolved with the PSF. By modeling the quasar images on the image plane independently from the extended host galaxy light distribution, we allow for variations in quasar fluxes due to microlensing, time delays, and substructure. The lens galaxy light distribution is modeled using Chameleon profiles (defined as the difference of two non-singular r −2 elliptical profiles; Kassiola & Kovner 1993; Dutton et al. 2011) , which are a good approximation to Sér-sic profiles. We represent the galaxy light distribution as the sum of two Chameleon profiles with a common centroid. We use Chameleon profiles rather than Sérsic profiles because they provide a similarly good fit to the data (see Sections 4.7 and 5) and it is more straightforward to link their parameters to the mass parameters in our tests of alternative mass models. Model parameters of the lens and source are constrained through Markov Chain Monte Carlo (MCMC) sampling.
Since we account for G1 at a different redshift from the main lens galaxy, we make use of the full multi-plane lens equation (e.g., Blandford & Narayan 1986; Kovner 1987; Schneider et al. 1992; Petters et al. 2001; Collett & Auger 2014; McCully et al. 2014 ) in our modeling. We vary H0 directly in our models and use this distribution to calculate the effective model time-delay distance D , we assume Ωm = 0.3, ΩΛ = 0.7, and w = −1, although we show that relaxing these assumptions shifts the resulting D model ∆t distributions by < 1% (Section 4.9).
Mass Model
Our primary mass model for the lens galaxy is a singular power-law elliptical mass distribution (hereafter "SPEMD"; Barkana 1998), although we also test a model consisting of a baryonic component that traces the light distribution and a Figure 2 . Top: Keck/LRIS spectrum of HE 0435−1223 with the best-fitting model overplotted in red and a polynomial continuum, which accounts for contamination from the lensed QSO images and template mismatch, shown in green. We find that σ = 222±15 km s −1 , including systematic uncertainties due to the templates used, the region of the spectrum that was fitted, and the order of the polynomial continuum. The grey vertical band represents a wavelength range that is excluded from the fit due to the presence of a strong Mg II absorption system. Bottom: Residuals from the best fit.
separate dark matter component (hereafter the "composite" model; see Section 4.7). We also include an external shear in the strong lens plane. Past studies have shown that a powerlaw model provides an good general description of typical lens galaxies at the length scales we are interested in (e.g., Koopmans et al. 2006 Koopmans et al. , 2009 Suyu et al. 2009; Auger et al. 2010; Barnabè et al. 2011; Sonnenfeld et al. 2013 ).
We also explicitly include the most nearby massive perturbing galaxy (G1 in Figure 3 ; z = 0.7821, log(M * /M⊙) = 10.9) that is projected ∼ 4.
′′ 5 away from the lens, which is close enough that its influence may not be adequately described by external shear (H0LiCOW Paper II; see also McCully et al. 2016) . G1 is modeled as a singular isothermal sphere, which is a reasonable assumption as higher-order moments of its potential will have a small influence at the position of the main lens galaxy. G1 is treated using the full multi-plane lens equation, as detailed by Suyu et al. (in preparation) .
Our SPEMD model has the following free parameters:
• position (θ1,θ2) of the centroid (allowed to vary independently from the centroid of the light distribution)
• Einstein radius θE • minor-to-major axis ratio q and associated position angle θq
• 3-dimensional slope of the power-law mass distribution γ In principle, our lens is drawn from a selection function and the choice of model priors may introduce a bias on the inferred time-delay distance. However, since the selection function is not well known and these biases are negligibly small for an analysis like ours (Collett & Cunnington 2016) G1 is included explicitly in our model, as it is the most massive and nearest in projection to HE 0435−1223. We also test the effects of including the other perturbers as one of our systematics tests.
conservatively assume uniform priors on the model parameters.
To get a starting point for our model, we run a preliminary model where only the positions and time delays of the lensed quasar images are used as constraints and G1 is not included. This preliminary model is fast and easy to optimize, and we use the output parameters as the initial parameters of our primary model.
Our constraints on the primary lens model include the positions of the lensed quasar images, the measured time delays, and the surface brightness of the pixels in the ACS/F555W, ACS/F814W, and WFC3/F160W images that are fit simultaneously. We first model the lens system individually in each band to iteratively update the PSFs using the lensed AGN images themselves in a manner similar to Chen et al. (2016) , but with the PSF corrections and source intensity reconstructed simultaneously in our case rather than separately (Suyu et al. in preparation) . We then fix these "corrected" PSFs and use them in our final models that simultaneously use the surface brightness distribution in all three bands as constraints. We do not enforce any similarity of pixel values at the same spatial position across different bands. In our MCMC sampling, we vary the light parameters of the lens galaxy and quasar images, the mass parameters of the lens galaxy, the external shear, the Einstein radius of G1, and H0. The quasar positions are linked across all three bands, but the other light parameters are allowed to vary independently. Figure 4 shows the data and the lens model results in each of the three bands, as well as the source reconstruction. Our model reproduces the surface brightness structure of the lensed AGN and host galaxy in all three bands. There are some small residuals in the region of the lensed arc away from the AGN images. We attribute these to compact star-formation regions in the host galaxy, as our model maps these features to similar locations in the source plane. We test a model where the region near these residuals are masked out and find that our D∆t inference is consistent to within our systematic uncertainties (Section 4.7).
Kinematics
We follow and Sonnenfeld et al. (2012) to compute the LOS stellar velocity dispersion of the strong lens galaxy through the spherical Jeans equation (see also Treu & Koopmans 2002; Koopmans et al. 2003) . For a given lens model we obtain the 3D density profile of the lens galaxy by taking the spherical deprojection of the circularized surface mass density profile. The resulting 3D density profile assumes an analytical form for both the power-law and the composite model. The 3D distribution of tracers is obtained by applying the same procedure to the surface brightness distribution of the lens galaxy, which we model as a Hernquist (1990) profile. We also tested a Jaffe (1983) profile that has been shown to produce similar results , and find that the results are affected by less than 1% level. We parametrize the orbital anisotropy profile with an Osipkov-Merritt model (Osipkov 1979; Merritt 1985) 
Given values of the lens mass parameters in Section 4.2, the external convergence κext in Section 4.4 and the anisotropy radius rani, we then calculate the LOS velocity dispersion profile by numerically integrating the solutions of the spherical Jeans equation as given by Mamon & Lokas (2005) . Finally, we calculate the integral over the spectroscopic slit of the seeing-convolved brightness-weighted LOS velocity dispersion σ P (Equation (20) of ), which we then compare to the measurements to compute the likelihood of the kinematics data,
where σ = 222 km s −1 and σσ = 15 km s −1 (Section 3.3). We adopt a uniform prior on rani between 0.5 and 5 times the effective radius, r eff , which we determine to be r eff = 1.
′′ 33 from our lens light fitting 6 in the F814W filter.
External Convergence
In H0LiCOW Paper III, we estimate the external convergence using weighted number counts in a manner similar to Fassnacht et al. 2011) . We use the weighted counts to select corresponding lines of sight from the κext catalogs produced from the Millennium Simulation by Hilbert et al. (2009) and, thus, to get a κext distribution. We use the κext distribution from H0LiCOW Paper III that was derived by combining three constraints: the unweighted galaxy number counts, the counts weighted by 1/r, and external shear matching that from our lens modeling, which gives a median external convergence at the position of HE 0435−1223 of κext = 0.003, with 16% and 84% percentiles of κext = −0.016 and κext = 0.034, respectively. Although the external shear can change slightly among different models, these changes generally affect the κext distribution at the ∼ 0.005 level or smaller, which we can safely neglect. Since we are explicitly including the nearest LOS perturber in our mass model, this galaxy does not contribute to the inferred external shear, nor do we want it to be double counted in the external convergence. We therefore exclude galaxies projected within 5 ′′ of the main lens galaxy when calculating the relative galaxy number counts 7 for both the simulated and real lines of sight.
Greene et al. (2013) (see also
The host galaxy group likely has a small effect as the external shear is small, and an estimate of its flexion shift (H0LiCOW Paper II) indicates that it is a less significant perturber than G1. In addition, a weak lensing analysis of the field (Tihhonova et al. in preparation) finds a conservative 3σ upper limit of κext = 0.04 at the lens position, further suggesting that the group does not significantly affect our analysis. The external convergence contribution of the host galaxy group is implicitly included in our model through the procedure of H0LiCOW Paper III.
Blind Analysis
Throughout our analysis, we blind the H0 values in our lens model and the inferred time-delay distance values to avoid confirmation bias using a similar procedure as Suyu et al. (2013) . This is done by subtracting the median of the parameter PDFs from the distribution when displaying plots. This allows us to measure the precision and relative offsets of these parameter distributions and their correlation with other parameters without being able to see the absolute value. This eliminates the tendency for experimenters to stop investigating systematic errors when they obtain an answer consistent with the "expected" result. After finalizing our analysis, writing our paper draft with blinded D∆t distributions, and coming to a consensus among the coauthors during a collaboration telecon on 2016 June 16, we unblind the results and do not make any further changes to the models. There is also no iteration between the lens modeling and time delay measurements (i.e., the delays are measured once and used as they are; see H0LiCOW Paper V). Throughout this paper, we show blinded D∆t distributions until Section 5, where we reveal the absolute D∆t values from our inference. 7 For our model that includes the five nearest perturbers, we run a test where we calculate κext excluding a larger region. The corresponding shift in κext affects our final D ∆t distribution by ∼ 0.2% at most, so we neglect this effect.
Inferring the time-delay distance
Our inference on D∆t using all of the available data is calculated as in Equation (4) and Equation (5). We use importance sampling (e.g., Lewis & Bridle 2002) to combine the velocity dispersion and external convergence distributions with the D model ∆t inferred from our lens model. Specifically, for each set of lens parameters ν from our lens mass model MCMC chain, we draw a sample of κext from the distribution in Section 4.4 and a sample of rani from the uniform distribution [0.5,5]r eff . With these, we can then compute the kinematics likelihood in Equation (8) ) and the external convergence (κext), we can then compute the effective time-delay distance (D∆t) via Equation (3), keeping its absolute value blinded until we finalize our analysis. The resulting distribution of D∆t encapsulates the cosmological information from HE 0435−1223.
Systematics Tests
In this section we describe a range of tests of the effects of various systematics in our modeling. In addition to a basic "fiducial" model, we perform inferences given the following sets of assumptions:
• A model with the image plane cutout region in all bands increased by 10 pixels in both the θ1 and θ2-directions.
• A model with the arcmask region increased by one pixel on both the inner and outer edges. To compensate for the larger arcmask region, we increase the source plane resolution to 50 × 50 pixels in all bands.
• A model with the arcmask region increased by two pixels on both the inner and outer edges. To accommodate the larger arcmask, we also increase the image plane cutout region by 10 pixels in all bands. To compensate for the larger arcmask region, we increase the source plane resolution to 50 × 50 pixels in all bands.
• A model where the regions near the AGN images are given zero weight rather than being scaled by a power-law weighting.
• A model where the regions near the AGN images scaled by the power-law weighting is increased by one pixel around the outer edge.
• A model where the regions near the AGN images scaled by the power-law weighting is increased by two pixels around the outer edge.
• A model where the light profile of the lens galaxy is represented by the sum of two Sérsic profiles rather than the sum of two Chameleon profiles.
• A model including the five most significant nearby perturbers (shown in Figure 3 ) rather than just G1. The relative Einstein radii of the perturbers, assumed to be singular isothermal spheres, are calculated from their stellar masses (H0LiCOW Paper III), assuming a relationship between velocity dispersion and stellar mass from Bernardi et al. (2011) . The ratio of Einstein radii is fixed, but with a global scaling allowed to vary freely. This is done to prevent the model from optimizing the perturbers' Einstein radii in a way that would be inconsistent with their measured redshifts and stellar masses. The galaxies' stellar masses are computed assuming the cosmology of the Millennium Simulation (H0 = 73 km s −1 Mpc −1 , Ωm = 0.25, ΩΛ = 0.75; Springel et al. 2005; Hilbert et al. 2009 ), but we verify that for alternative cosmologies, their stellar masses change by < 0.02 dex, and the ratios of their Einstein radii therefore are affected by a negligible amount.
• A "composite" model with separate stellar and dark matter components. The details of this model are discussed in Section 4.8.
• The composite model with the regions near the AGN images scaled by the power-law weighting increased by one pixel around the outer edge.
• The composite model with the arcmask region increased by one pixel on both the inner and outer edges and a 50 × 50 pixel source plane resolution.
As described in Section 2.2, we combine the MCMC chains from all of these tests. In doing so, we effectively assume that 1) these various tests sample a reasonable distribution of assumptions that we could have made when modeling the system, and that these assumptions have equal prior probability, and 2) neither the goodness of fit nor the parameter space prior volume are appreciably different between the tests. We verify that the goodness of fit does not change appreciably during this procedure (see Section 5). We weight the different MCMC chains equally and concatenate them, resulting in a set of samples that characterizes our final posterior PDF for D∆t. This procedure folds the systematic uncertainty due to our modeling assumptions into our final uncertainty on the inferred parameters.
Comparison of Power Law and Composite Models
We follow Suyu et al. (2014) to construct the composite model of baryons and dark matter as one of our systematics tests. The composite model consists of mass components associated with each of the four non-singular isothermal elliptical profiles (making up the two Chameleon profiles) in the lens galaxy light model in the WFC3/F160W band scaled by an overall mass-to-light (M/L) ratio. We use the F160W band because it probes the rest-frame near-infrared and thus should be the best tracer of stellar mass. The dark matter component is modeled as an elliptical NFW (Navarro et al. 1996) potential with its centroid linked to that of the light centroid in F160W. This is motivated by Dutton & Treu (2014) , who find that non-contracted NFW profiles are a good representation for the dark matter halos of massive elliptical galaxies. The composite model has the following free parameters:
• M/L ratio for the baryonic component • NFW halo normalization κ 0,h (defined as κ 0,h ≡ 4κs; Golse & Kneib 2002) • NFW halo scale radius rs • NFW halo minor-to-major axis ratio q and associated position angle θq
• external shear γext and associated position angle θγ • Einstein radius of G1
• the cosmological parameter H0
We set a Gaussian prior of rs = 14. ′′ 3 ± 2. ′′ 0 based on the results of Gavazzi et al. (2007) for lenses in the Sloan Lens ACS Survey (SLACS; Bolton et al. 2006 ) sample, which encompasses the redshift and stellar mass of HE 0435−1223. All other parameters are given uniform priors. We note that the relative amplitudes of the two Chameleon profiles representing the stellar light distribution of the lens galaxy can vary during the modeling, whilst the relative amplitudes are fixed in the mass profiles. To account for this, we adopt an iterative approach where we run a series of MCMC chains and update the (fixed) relative amplitudes of the associated mass components to match that of the light components after each chain. We iterate until the relative change in the light profile amplitudes reach a point where the inferred D∆t stabilizes, then combine the MCMC chains after this point into a single distribution to represent the composite model. The remaining two composite models (with a larger arcmask or AGN mask) use fixed relative amplitudes of the mass components from the latest iteration of the original composite model.
The marginalized parameter distributions of the SPEMD model are shown in Figure 5 . We show the combined distributions of all SPEMD models as well as the fiducial model separately. The parameter statistics for each model are given in Appendix A. We note that two particular models stand out. The model with the arcmask expanded by one pixel and a 50 × 50 source grid prefers a smaller Einstein radius for the main lens galaxy and a larger Einstein radius for G1. This degeneracy is likely due to systematics associated with the source pixel size ), as this model has a smaller source pixel size than the others. The 5-perturber model prefers a smaller Einstein radius for both the main lens galaxy and G1, as well as a very different θγ . This is not surprising, as the addition of the extra perturbers in the lens model contributes to the integrated LOS lensing effect, reducing the contribution needed from the main lens and G1, as well as changing the external shear needed to fit the data. The offset between the mass centroid and the light centroid in the F160W band is typically ∼ 0.002 ′′ . We show the marginalized parameter distributions of the composite model in Figure 6 . Again, we show the combined distributions as well as the main composite model separately, and the parameter statistics for each model are given in Appendix A. The main composite model appears to have some degenerate or bimodal features, but this is because this model itself is the combination of several separate models with slightly different relative amplitudes between the two Chameleon components, as mentioned above. The model with a larger arcmask and source grid prefers a larger G1 Einstein radius, similar to the analogous SPEMD model. The dark matter fraction within the Einstein radius for the composite models is fDM ∼ 45%.
We compare the physical parameters of our "fiducial" power law model to the composite model. The results are shown in Table 1 , with the parameter statistics for all composite models given in Appendix A. We note that the external shear strength of the composite model is smaller than that of the power law model, which we attribute to a degeneracy between γext and the internal ellipticity of the mass model. When external shear is removed, the composite model's critical curves appear slightly more elliptical than those of the power law model, supporting this interpretation. As mentioned in Section 4.4, the difference in γext between these models has a negligible effect on the κext distribution. 
Impact of Different Cosmologies
In the multi-lens-plane modeling, we need to sample the cosmological parameters in order to carry out the ray tracing. Throughout our analysis, we only vary H0, keeping other cosmological parameters fixed (Ωm = 0.3, ΩΛ = 0.7, w = −1). This is done for computational reasons, as the MCMC sampling becomes inefficient when they are all allowed to vary simultaneously. In principle, D∆t has a weak dependence on these other cosmological parameters. We test their impact by rerunning the fiducial model while allowing combinations of them to vary with uniform priors. The resulting effective D∆t distributions, shown in Figure 7 , have peaks that are consistent to within 1% of the absolute value, demonstrating that the results are insensitive to these extra cosmological parameters at the level of accuracy that we are currently working at. In future, when errors shrink further, this sampling will be included. We conclude that with the current level of precision, we are justified in deriving the posterior distribution function of the time-delay distance by varying H0 only for computational efficiency. We emphasize that this does not affect in any way the generality of our results and that the resulting posterior distribution function is robust and can be interpreted in any cosmological model.
To expand on this point, it is instructive to consider multi-plane lensing (e.g., Blandford & Narayan 1986; Kovner 1987; Kochanek & Apostolakis 1988; Schneider et al. 1992; Petters et al. 2001; Collett & Auger 2014; McCully et al. 2014; Schneider 2014) for the case of two lens planes, as we have in most of our models. Defining θ1, θ2, and θ3 as the angular coordinates on the main lens plane, the G1 lens plane, and the source plane, respectively, the multi-plane lens equations in this case are
where Di is the angular diameter distance from the observer to plane i, Dij is the angular diameter distance between planes i and j, andαi is the deflection angle at plane i. Scaling the deflection angle relative to the source (third) G1 θ E ( ′′ ) 0.37 plane, we have the scaled deflection angle as
By further defining
we can rewrite Equations (9) and (10) as
The multi-plane time delay has contributions from the geometric delays between planes and the gravitational delay at each mass plane:
where ψi is the lens potential related to the scaled deflection angle via ∇ψi = αi, and the time-delay distances between planes are with zi being the redshift of plane i. From Equation (15), we see that the time delay depends on the two time-delay distances and β12. In general it is difficult to constrain all these distance quantities independently. In fact, in multiplane modeling, we adopt specific cosmological models to compute the distances (Dij and Di) for the ray tracing, and compare the time-delay distance measurements from these different background cosmologies. For the case of HE 0435−1223 where G1 is not strongly lensing the background source but merely perturbs it, the effect on the time delays from G1 is weak. The lack of sensitivity to Ωm and w suggests that HE 0435−1223 is not sensitive to β12 at an interesting level to probe it directly in the same way as a double source plane lens (e.g., Gavazzi et al. 2008; Collett & Auger 2014) . In HE 0435−1223, we find instead that the time delays are mostly set by the strong lens, and we can measure the effective D∆t, which is D 13 ∆t , that is independent of assumptions on the background cosmology, as demonstrated in Figure 7 . This robust distance determination then permits us to constrain any reasonable cosmological model via the distance-redshift relation.
RESULTS
The marginalized posterior D∆t distributions for our lens model are given in Table 2 . We report the median and 68% 
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Reported values are medians, with errors corresponding to the 16th and 84th percentiles. χ 2 values are computed within the fiducial arcmask and outside the AGNmask+2pix region for a fair comparison among models. The models are grouped such that those that use the same dataset are together. For models with a larger arcmask, we calculate χ 2 for a source grid resolution that approximately matches that of the other models so that we can fairly compare them.
quantiles for each of the models described in Section 4.7, as well as a final distribution that combines all of the chains. These distributions are shown in Figure 8 . The blinded distributions, shown on the bottom x-axis of Figure 8 , were the only values seen until the unblinding. The velocity dispersion and external convergence have been included in these distributions. Each of the chains representing a different systematics test is given equal weight because the goodness-of-fit is comparable. Our final constraint on the effective timedelay distance in HE 0435−1223 is D∆t = 2612 +208 −191 Mpc. We note that our fiducial model parameters are consistent with an identical model run only using the F160W band as constraints. Table 2 also shows the χ 2 for each model. The χ 2 values are calculated within the fiducial arcmask and outside of the AGN mask+2 pixel region to ensure a fair comparison among the different models. The χ 2 is calculated by summing the square of the normalized residual pixels (third row of Figure 4 ) within this region. The number of degrees of freedom, N dof , is the number of pixels in this region across all three bands (N d = 9577) minus the number of lens mass/light model parameters minus a Γ term that represents the effective number of source pixels accounting for source regularization (see Suyu et al. 2006) . Γ is calculated separately for each of the models' arcmask and AGN mask regions. The typical N dof for our models is ∼ 8400 − 8600. Most of the residual χ 2 is associated with a few compact star-forming regions in the host galaxy that cannot be modeled at the resolution of our source pixel grid (Figure 4) . Our tests show that masking out these regions affects the D∆t distribution by less than our systematic uncertainties (see Section 4.2). We note that for a fair comparison, the χ 2 for models with larger arcmasks are calculated on a source plane pixel scale that gives them approximately the same source resolution as the other models (41 × 41 pixels for the arcmask+1 pixel models, 45 × 45 pixels for the arcmask+2 pixel model). The typical absolute change in χ 2 for one-pixel changes 8 in the source grid resolution is ∼ 60 − 70. We take this as the uncertainty in χ 2 , and the χ 2 values are all very close among models that use the same dataset. Therefore, we are justified in weighting each of the models equally.
We fit a skewed lognormal function to the D∆t distribution, as this function provides an accurate parameterized representation of our result . The distribution has the form
where x = D∆t/(1 Mpc), λD = 653.9, µD = 7.5793, and σD = 0.10312. We plot this best-fitting function along with the final D∆t distribution in Figure 8 . The median, 68%, and 95% quantiles of the D∆t distribution and the bestfitting function agree to within ∼ 0.1%, indicating that this function is an accurate representation. Based on our inferred effective time-delay distance, we can calculate cosmological parameters for a variety of cosmological models, which are described in Table 3 .
The results for HE 0435−1223 presented here can be combined with previous analyses of B1608+656 ) and RXJ1131−1231 (Suyu et al. , 2014 to produce stronger constraints on cosmology. A full analysis of the implications of our D∆t inference for a variety of cosmologies using constraints from all three H0LiCOW lenses analyzed to date is presented in H0LiCOW Paper V.
CONCLUSIONS
We have performed a blind analysis of the gravitational lens HE 0435−1223 using new deep HST imaging, high-precision time delays from COSMOGRAIL, a measurement of the lens Fitting Function 2000 2200 2400 2600 2800 3000 3200 3400
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Effective D ∆t Figure 8 . PDF of D ∆t for the various models, as indicated by the legend. The median and 68% quantile of each distribution is given. The thick black line represents the sum of all the distributions, which accounts for the various systematic uncertainties. The dotted black line is the skewed lognormal distribution (Equation (17)) fit to the final distribution. The bottom x-axis shows the blinded result, which is obtained by subtracting the median of the combined PDF from the absolute D ∆t values. The top x-axis shows the true D ∆t values. Throughout our blind analysis, the top x-axis was hidden until our analysis was finalized.
galaxy velocity dispersion, and spectroscopic and photometric data to constrain the mass distribution along the line of sight. Our model is able to reproduce the surface brightness structure of the lensed AGN and host galaxy in all three HST bands, as well as the measured time delays. Combining these datasets and accounting for various sources of systematic uncertainty in the lens modeling, we constrain the effective time-delay distance to be D∆t = 2612 +208 −191 Mpc, giving a precision of 7.6%. For a flat ΛCDM cosmology with uniform priors on H0 and ΩΛ, we constrain the Hubble constant to be H0 = 73.1 +5.7 −6.0 km s −1 Mpc −1 (a precision of ∼ 8%), in good agreement with the latest distance ladder results. A detailed analysis of the implications of our D∆t constraint on a variety of cosmologies is presented in H0LiCOW Paper V.
Upcoming analyses of the remaining two H0LiCOW systems will complete the sample of five time-delay lenses and constrain H0 to < 3.5% precision. Our extensive blind anal- ysis of HE 0435−1223 demonstrates the utility of gravitational lens time delays as a precise and independent cosmological probe. With hundreds of new lensed AGN expected to be discovered in current and future wide-field imaging surveys (Oguri & Marshall 2010) , we expect time-delay cosmography to provide competitive cosmological constraints throughout the next decade.
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APPENDIX A: MODEL PARAMETERS
We show the marginalized parameter constraints for each of the SPEMD models in Table A1 and for each of the composite models in Table A2 .
APPENDIX B: INVERSE MAGNIFICATION TENSORS
The components of the inverse magnification tensor are
where i = 1, 2, j = 1, 2, β = (β1, β2) is the source plane coordinates, and θ = (θ1, θ2) is the coordinates of the image plane (which is also the first lens plane, θ1 = (θ1 1 , θ1 2 )).
The general multi-plane lens equation is
where βij is given by Equation (12) (note the difference between βij with two indices and the source coordinates βi with one index). This is the general form of Equation (13) and Equation (14) . For N lens planes, the source coordinates are β = θN+1. For the case of two lens planes, as we have in our model, β = θ3. We present the inverse magnification tensors at the positions of the lensed quasar images in Table B1 . While the inverse magnification tensor is symmetric for single-plane lensing, this is not true for multi-plane lensing. 
