Abstract
Introduction
In typical evacuation situations, the most important task is to get people out of an endangered building or area as fast as possible. Since it is usually not known how long a building can withstand a fire before it collapses or how long a dam can resist a flood before it breaks, it is advisable to organize an evacuation such that as much as possible is saved no matter when the inferno will actually happen. In the more abstract setting of network flows over time, the latter requirement is captured by so-called earliest arrival flows. Before we discuss this in more detail, we first give a short and descriptive introduction into flows over time.
Flows over time. We consider a network N = (V, A) with capacities u e ≥ 0 and transit times τ e ≥ 0 on the arcs e ∈ A. The capacity of an arc bounds the flow rate (i.e., flow per time) at which flow can enter the arc. The transit time of an arc specifies the amount of time it takes for flow to travel from the tail to the head of the arc. Moreover, there is a set of source nodes S + ⊆ V and a set of sink nodes S − ⊆ V \ S + . Each source s ∈ S + has a supply v(s) > 0 and each sink t ∈ S − a demand −v(t) > 0 such that
A flow over time 1 specifies for each arc e and each point in time the flow rate at which flow enters the arc (and leaves the arc again τ e time units later). Flow conservation constraints require that at every point in time and for every intermediate node w ∈ V \ (S + ∪ S − ) the flow entering and leaving node w must cancel out each other.
Flows over time have been introduced by Ford and Fulkerson [8] (see also [9] ). Given a network with a single source node s, a single sink node t, and a time horizon θ ≥ 0, they consider the problem of sending as much flow as possible from s to t within time θ. It turns out that a maximal s-t-flow over time can be determined by a static 2 min-cost flow computation where transit times of arcs are interpreted as cost coefficients.
Ford and Fulkerson [8] also introduce the concept of time-expanded networks that consist of one copy of the node set of the given network for each time unit (we call such a copy a time layer). For each arc e of the original network with transit time τ e the timeexpanded network contains copies connecting any two time layers at distance τ e . For more details, we refer to [8, 5] . On the positive side, most flow over time problems can be solved by static flow computations in 1 There exist two different but closely related models for flows over time-a discrete and a continuous model. We consider the continuous model but the presented results also hold in the discrete model. For more details on this issue we refer to [7] . 2 In order to distinguish them from flows over time, we refer to classical network flows also as static flows.
time-expanded networks. On the negative side, timeexpanded networks are huge in theory and in practice. In particular, the size of a time expanded network is linear in the given time horizon θ and therefore exponential (but still pseudopolynomial) in the input size.
Hoppe and Tardos [15] consider the quickest transshipment problem which is defined as follows. Given a network with several source and sink nodes with given supplies and demands, find a flow over time with minimal time horizon θ that satisfies all supplies and demands. Hoppe and Tardos give a strongly polynomial algorithm for this problem. They present their result for the discrete time model. Fleischer and Tardos [7] show that it also holds in the continuous time model.
Earliest arrival flows.
Shortly after Ford and Fulkerson introduced flows over time, the more elaborate s-t-earliest arrival flow problem was studied by Gale [10] . Here the goal is to find a single s-t-flow over time that simultaneously maximizes the amount of flow reaching the sink t up to any time θ ≥ 0. A flow over time fulfilling this requirement is said to have the earliest arrival property and is called earliest arrival flow. Gale [10] showed that s-t-earliest arrival flows always exist. Minieka [26] and Wilkinson [31] both gave pseudopolynomial-time algorithms for computing earliest arrival flows based on the Successive Shortest Path Algorithm [20, 16, 2] . Hoppe and Tardos [14] present a fully polynomial time approximation scheme for the earliest arrival flow problem that is based on a clever scaling trick.
In a network with several sources and sinks with given supplies and demands, flows over time having the earliest arrival property do not necessarily exist [4] . We give a simple counterexample with one source and two sinks in Figure 1 .
For the case of several sources with given supplies and a single sink, however, earliest arrival flows do always exist [27] . This follows, for example, from the existence of lexicographically maximal flows in timeexpanded networks; see, e.g., [26] . We refer to this problem as the earliest arrival transshipment problem. Hajek and Ogier [12] give the first polynomial time algorithm for the earliest arrival transshipment problem with zero transit times. Fleischer [4] gives an algorithm with improved running time. Fleischer and Skutella [6] use condensed time-expanded networks to approximate the earliest arrival transshipment problem for the case of arbitrary transit times. They give an FP-TAS that approximates the time delay as follows: For every time θ ≥ 0 the amount of flow that should have reached the sink in an earliest arrival transshipment by time θ, reaches the sink at latest at time (1 + ε)θ. Tjandra [30] shows how to compute earliest arrival transshipments in networks with time dependent supplies and capacities in time polynomial in the time horizon and the total supply at sources. The resulting running time is thus only pseudopolynomial in the input size.
Earliest arrival flows are motivated by applications related to evacuation. In the context of emergency evacuation from buildings, Berlin [1] and Chalmet et al. [3] study the quickest transshipment problem in networks with multiple sources and a single sink. Jarvis and Ratliff [19] 3 show that three different objectives of this optimization problem can be achieved simultaneously: (1) Minimizing the total time needed to send the supplies of all sources to the sink, (2) fulfilling the earliest arrival property, and (3) minimizing the average time for all flow needed to reach the sink. Hamacher and Tufecki [13] study an evacuation problem and propose solutions which further prevents unnecessary movement within a building.
Our contribution. While it has previously been observed that earliest arrival transshipments exist in the general multiple-source single-sink setting, the problem of computing one efficiently has been open. All previous algorithms rely on time expansion of the network into exponentially many time layers. We solve this open problem and present an efficient algorithm which, in particular, does not rely on time expansion.
Using a necessary and sufficient criterion for the feasibility of transshipment over time problems by Klinz [21] , we first recursively construct the earliest arrival pattern, that is, the piece-wise linear function that describes the time-dependent maximum flow value. Our algorithm employs submodular function minimization within the parametric search framework of Megiddo [24, 25] . As a by-product, we present a new proof for the existence of earliest arrival flows that does not rely on time expansion. We finally show how to turn the earliest arrival pattern into an earliest arrival flow based on the quickest transshipment algorithm of Hoppe and Tardos [15] .
The running time of our algorithm is polynomial in the input size plus the number of breakpoints of the earliest arrival pattern. Since the earliest arrival pattern is more or less explicitly part of the output of the earliest arrival transshipment problem, we can say that the running time of our algorithm is polynomially bounded in the input plus output size.
Outline. In the next section we state a necessary and sufficient criterion for the feasibility of transshipment over time problems and apply it to our setting. In Section 3 we give an in-depth analysis of the structure of the earliest arrival pattern and present a recursive algorithm to compute it. How to compute the actual earliest arrival transshipment out of the pattern is finally shown in Section 4. 
Preliminaries
We consider a network with capacities and transit times on the arcs, source nodes S + and sink nodes S − with supplies and demands v :
We make use of the following result of Klinz [21] (see also [7] ).
Lemma 2.1 (Klinz [21]). For θ ≥ 0 and X ⊆ S
+ ∪ S − let v(X) := w∈X v(w)
and let o θ (X) be the maximal amount of flow that can be sent from the sources S + ∩ X to the sinks S − \ X within time θ (ignoring supplies and demands). There exists a flow over time with time horizon θ that satisfies all supplies and demands if and only if
For θ ≥ 0 and X ⊆ S + ∪ S − , the value o θ (X) can be obtained by a static min-cost flow computation. Consider the extended network N defined as follows. Starting from N , introduce a super source s that is connected to all sources S + ∩ X by an uncapacitated arc with transit time zero and a super sink t that can be reached from all sinks S − \ X by such an arc. By construction of N , the value o θ (X) is equal to the value of a maximal s-t-flow over time in N with time horizon θ. Further extend N by adding an uncapacitated dummy arc from t to s. It follows from the work of Ford and Fulkerson [8] that
Here, cost θ (x) denotes the cost of circulation x where transit times on arcs are interpreted as cost coefficients and the cost coefficient of dummy arc (t, s) is −θ. As a consequence of (1), the function θ → o θ (X) is the cost function of a parametric min-cost flow problem. As such, it is piecewise linear and convex.
Based on the work of Megiddo [23] , Hoppe and Tardos [15] observe that the function o θ :
In the following we restrict to networks with a single sink t. The earliest arrival pattern p :
is defined by setting p(θ) to the maximal amount of flow that can be sent into the sink by time θ without violating supplies at the sources. An earliest arrival transshipment is a flow over time such that p(θ) units of flow have arrived at the sink by time θ for all θ ≥ 0 simultaneously. For the case of a single source S + = {s} with unbounded supply, the s-t-earliest arrival pattern is p(θ) = o θ ({s}) and thus piecewise linear and convex. For the case of several sources, the earliest arrival pattern p is still piecewise linear (see Corollary 2.3 below) but not necessarily convex. A simple example with two sources is given in Figure 2 . Notice that in this example the rate of flow arriving at the sink (i. e., the derivative of p) suddenly decreases since the entire supply of source s 1 has arrived and this source has therefore run empty. In Section 3 we will observe this effect in a more general context.
The following lemma is essentially a reformulation of Lemma 2.1 for the setting of earliest arrival transshipments and will later turn out to be useful. The proof is technical and will be contained in the full verion of the paper.
Lemma 2.2. Let θ, q ≥ 0. Then p(θ) ≥ q if and only if
As a consequence of Lemma 2.2, we can show that the earliest arrival pattern is a piecewise linear function. A simple example of a graph with two sources, unit capacities, and unit transit times where the optimal arrival pattern of a feasible earliest arrival transshipment is piecewise linear and non-convex.
Proof. As a result of Lemma 2.2 we get
is a piecewise linear (and convex) function for all S ⊆ S + , the result follows.
In the next section we show how we can determine the earliest arrival pattern of the earliest arrival transshipment problem. The earliest arrival transshipment itself can then be obtained from the given earliest arrival pattern as shown in Section 4.
Constructing the earliest arrival pattern
Throughout this section we use the following example instance to illustrate the presented ideas and techniques. Figure 3 with unit transit times and unit capacities. The supplies of the sources are as given in the picture.
Example. Assume we are given a network as on the left hand side in

The structure of the earliest arrival pattern
We show that the earliest arrival pattern p is composed of several s-t-earliest arrival patterns in extended networks with an additional supersource s that is connected to certain subsets of sources in S + . We start by considering the extended network N 0 that arises from connecting supersource s to all nodes in S + by an uncapacitated, zero transit time arc. The nodes in S + are no longer sources but take the role of intermediate nodes in N 0 and their total supply v(S + ) is shifted to the supersource s. Thus, a feasible s-tflow over time in the extended network N 0 induces a flow over time in N where v(S + ) units of flow are being sent from the sources in S + to sink t. Notice, however, that the induced flow over time in N might violate individual supplies at the source nodes.
The
for all θ ≥ 0, we are done since we know how to obtain the s-t-earliest arrival 4 We use the following lemma to
Proof. Consider an extended networkN with an additional sink t that can be reached from t through an uncapacitated arc (t, t ) with transit time θ − θ . The underlying intuition is that all flow arriving at t before time θ can be forwarded to the new sink t where it arrives before time θ. ForS ⊆ S + ∪ {t, t } letō θ (S) denote the maximum amount of flow that can be sent from the sources inS to the sinks in (S + ∪ {t, t }) \S by time θ. By construction ofN we get forS ⊆ S + the following equalities:
We can now prove the statement of the lemma. By (3) and submodularity ofō θ (·) we get
This concludes the proof.
It follows from Lemma 3.1 that
2. This contradicts the choice of θ 1 . Example. In order to compute the s-t-earliest arrival pattern for the network given in the left part of Figure 3 we insert a supersource s as depicted in the middle part of Figure 3 . Applying the Successive Shortest Path Algorithm to this network yields, for example, the two paths P 1 = (s, s 1 , a, t) and P 2 = (s, s 3 , a, b, t) , both with flow rate 1. The resulting arrival pattern up to time 6 is given in the right part of Figure 3 .
Notice 
Before we prove the lemma, we first give an intuitive interpretation of its statement. In an earliest arrival transshipment, p(θ 1 ) = o θ1 (S + ) units of flow reach the sink by time θ 1 . The lemma states that at most o θ1 (S + ) − v(S + \ S 1 ) of these units can originate from sources in S 1 . The remaining v(S + \ S 1 ) units must originate from sources in S + \ S 1 . These sources therefore run empty and cannot contribute to flow arriving after time θ 1 at the sink.
Proof. By contradiction assume that
Since o θ (S ) and o θ (S + ) are continuous functions of θ, there exists > 0 such that
for all S ⊆ S + . By Lemma 2.2 this implies
This contradicts the choice of θ 1 .
We consider the reduced instance of the earliest arrival transshipment problem that is obtained by setting the supplies of all sources in S + \ S 1 to zero. The earliest arrival pattern of the modified instance is denoted by p . The following theorem is the main result of this section.
Theorem 3.4. Let θ
(see Lemma 3.3) . Let p denote the earliest arrival pattern of the modified instance with source set S 1 . Then,
As a result of Theorem 3.4, we have reduced the problem of constructing the earliest arrival pattern p to the problem of computing an s-t-earliest arrival pattern and computing an earliest arrival pattern for a smaller number of sources S 1 .
Proof. It follows from Corollary 3.2 that p(θ)
It is clear that "≤" holds since by time θ at most p (θ) and v(S + \ S 1 ) units of flow can reach the sink originating from sources in S 1 and S + \ S 1 , respectively.
It remains to show that "≥" holds, that is, p (θ) + v(S +
by Lemma 3.1:
by Lemma 2.2 and Lemma 3.3:
The result now follows from Lemma 2.2. Figure 3 
Example. For our example given in
Computing the earliest arrival pattern
With Theorem 3.4 we have reduced the problem of computing the earliest arrival pattern to an s-tearliest arrival flow problem and an earliest arrival transshipment problem on a reduced instance with a strictly smaller set of sources. Applying this result recursively to the reduced instance finally yields Algorithm 1 which computes the earliest arrival pattern p.
For the understanding of the algorithm it is helpful to observe that θ i < θ i+1 for all i ≥ 0. The statement is clear for i = 0 since the sources in S + \ S 1
Algorithm 1:
Computing the earliest arrival pattern.
Input: (G, S + , t)
Output: Earliest arrival pattern p.
1 set i := 0, Si := S + , and θi := 0;
have positive supply and therefore cannot run empty at time θ 0 = 0. For i ≥ 1 assume by contradiction that θ i+1 ≤ θ i . This yields by Lemma 3.1:
by (4):
by (4) with i := i − 1:
which contradicts the minimal choice of S i S i+1 in step 4 of the algorithm.
Theorem 3.5. Algorithm 1 computes the earliest arrival pattern and can be implemented to run in strongly polynomial time in the input plus output size.
In order to prove this theorem, we need the following technical lemma which gives a bound on the computational complexity of step 5. Proof. In order to compute g(θ) = o θ (S ), we consider the extended network N that is obtained as follows. Add a supersource s that is connected to all sources in S by an uncapacitated arc with transit time zero and that can be reached from t by an uncapacitated dummy arc (t, s). As already stated in (1) where the cost coefficient of the dummy arc (t, s) is set to τ (t,s) = −θ. We denote the cost of an arbitrary circulation x in this network by cost θ (x).
We start by computing a min-cost circulation x in N for θ = θ i . Let N x denote the residual network of x and let θ be the length of a shortest s-tpath in N x . Since there is the uncapacitated dummy arc (t, s) of cost −θ i in N x , optimality of x implies θ ≥ θ i . Moreover, for all θ ∈ [θ i , θ ], the circulation x is still a min-cost circulation and g(θ) = cost θ (x). Since the cost of x depends linearly on θ, the function g is thus linear on the interval
If θ ≥ θ i+1 , then we are done. Otherwise we have discovered a breakpoint of g at θ . Notice that x is no longer optimal for θ > θ since the cost can be reduced by augmenting flow on a negative cycle formed by a shortest s-t-path of length θ in N x and the dummy arc (t, s) of length −θ.
We obtain the next linear piece of g starting at θ as follows. Compute the subnetwork N x of the residual network N x that is formed by all arcs that lie on some shortest s-t-path. Compute a maximum s-t-flow in N x and turn it into a circulation y in N x by sending all flow from t back to s on the dummy arc (t, s). Augmenting x according to y yields a new circulation x. The new circulation is optimal for all θ ∈ [θ , θ ] where θ > θ is the length of a shortest s-t-path in the new residual network N x and determines the next breakpoint of g.
The described process is iterated until the length of a shortest s-t-path in the residual network is at least θ i+1 . Notice that the overall running time is dominated by the initial min-cost flow computation plus number of breakpoints many max-flow computations. Figure 3 First notice that the number of iterations of the while-loop in step 2 is bounded by the number of sources since at least one source is eliminated from S i in every iteration. Since step 5 can be done in strongly polynomial time, it remains to show that steps 3 and 4 can also be done in strongly polynomial time.
Example. In our example depicted in
We start with the computation of θ i+1 in step 3. For θ ≥ 0 we define the function f θ : 2
for S ⊆ S i . Computing θ i+1 thus amounts to finding the maximal value θ ≥ 0 such that
Since o θ is submodular and the function
Proceedings for the example given in Figure 3 .
is modular, f θ is submodular. According to (1), computing f θ (S ) for some S ⊆ S i requires two mincost flow computations where the cost coefficients depend linearly on the parameter θ. It was shown by Grötschel, Lovász, and Schrijver [11] that there is a strongly polynomial algorithm for minimizing a submodular function 5 . It can therefore be tested in strongly polynomial time whether (5) is fulfilled for a fixed value θ. Embedding this algorithm into Megiddo's parametric search framework (see [24, 25] ) gives a procedure for step 3 whose running time is strongly polynomial in the input size of our problem (more details can be found in [15] ).
We finally discuss how to compute S i+1 in step 4 in strongly polynomial time. Notice that (4) translates to f θi+1 (S i+1 ) = 0, that is, S i+1 minimizes the submodular function f θi+1 . By submodularity of f θi+1 , there exists a unique inclusion-wise minimal subset S i+1 which can be obtained as follows 6 (see, e.g., [29, Chapter 45] ). Initialize S i+1 := S i . For each s ∈ S i , check whether the minimum value 5 Combinatorial algorithms achieving strongly polynomial running time are given by Iwata, Fleischer, and Fujishige [18] and by Schrijver [28] . A fully combinatorial algorithm is given by Iwata [17] . 6 For the purpose of our algorithm it is of course advantageous to choose the minimal subset S i+1 in order to reduce the number of sources as far as possible.
of f θi+1 over all subsets of S i+1 \ {s} is zero. If so, reset S i+1 := S i+1 \ {s}. Doing this for all elements of S i finally yields the unique inclusion-wise minimal subset S i+1 with f θi+1 (S i+1 ) = 0. A faster algorithm for computing the inclusion-wise minimal subset S i+1 was recently given by McCormick and Queyranne [22] .
Turning the earliest arrival pattern into an earliest arrival transshipment
In this section we assume that we are given the piecewise linear earliest arrival pattern p of the earliest arrival transshipment problem by its breakpoints
An illustration is given in Figure 6 . Notice that the values x i determine points in time and the values f i determine an amount of flow for all i. Further notice that x6 − x3 Figure 6 . On the left hand side we draw the earliest arrival pattern p with breakpoints (x i , f i ), i = 1, 2, . . . , k = 6. On the right hand side the modified network is depicted. The capacity of arc e i = (t, t i ) is set to
and x 0 is the first point in time when flow can reach the sink (i. e., x 0 is the transit time of a shortest path leading from any source to the sink). Moreover,
We show that the problem of finding an earliest arrival transshipment can be reduced to finding a transshipment over time in a slightly modified network N with k additional arcs leading from t to k new sink nodes t 1 , . . . , t k . An illustration of the modification is given in Figure 6 .
Node t is no longer a sink but just an intermediate node of the modified network N . For i = 1, . . . , k, the demand of sink t i is set to −(f i − f i−1 ) such that the total demand −f k of the sinks and the total supply v(S + ) at the sources cancel out each other. The arc leading from t to sink t i is called e i . The transit time of arc e i is defined to be τ ei := x k − x i , its capacity is (f i − f i−1 )/(x i − x i−1 ) and thus equal to the derivative of p within the interval [x i−1 , x i ]. Notice that the capacity of e i is chosen such that the demand of sink t i is fulfilled if flow is being sent at maximal rate into arc e i within time interval [x i−1 , x i ). As a consequence of this observation, we can state the following lemma. The reverse direction of Lemma 4.1 also holds. Due to space limitations, we omit this proof in this extended abstract. It will be contained in the full version of the paper. We finally prove that a transshipment over time with time horizon x k that satisfies all supplies and demands in the modified network N actually exists. As a consequence of Lemma 4.2, this yields a new proof for the existence of an earliest arrival transshipment in N . This inequality can be interpreted as follows: If we assume that the total supply v(S + \ S ) of the sources S + \ S is already in t from time zero on, then we can send v(S + ∩ S ) additional flow units from the sources in S + ∩ S (ignoring their individual supplies) into t such that the amount of flow at t is at least p(θ) at any time θ ≥ 0. By forwarding flow from t to the sinks in S − (similar to the proof of Lemma 4.1), we get a flow over time with time horizon x k that satisfies the demands of all sinks in S − . From this flow over time we now remove the v(S + \ S ) flow units that we assumed to be in t at time zero. This yields a flow over time with time horizon x k from the sources in S + ∩ S to the sinks S − such that the total amount of flow sent is v(S + ∩ S ) and no sink in S − gets more than its demand. Therefore the flow arriving at sinks in S − \ S is at least v(S + ∩ S ) + v(S − ∩ S ) = v(S ). We have thus shown thatō θ (S ) ≥ v(S ) for θ = x k . This concludes the proof.
As a consequence we can state the following theorem. In order to compute a transshipment over time in the modified network N we can use the algorithm of Hoppe and Tardos [15] . Since the running time of this algorithm is bounded by a polynomial in the encoding size of the input N and since the encoding size of N is of the same order as the encoding size of N plus the encoding size of p, the required running time is polynomial in the input plus output size of the earliest arrival flow problem on N .
