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Entropy relates the fast, microscopic behaviour of the elements in a system to its slow, macroscopic state. We
propose to use it to explain how, as complexity theory suggests, small scale decisions of individuals form cities. For
this, we offer the first interpretation of entropy for cities that reflects interactions between different places through
interdependently linked states in a multiscale approach. With simulated patterns we show that structural complexity in
spatial systems can be the most probable configuration if the elements of a system interact across multiple scales. In
the case study that observes the distribution of functions in West London from 1875 to 2005, we can partly explain
the observed polycentric sprawl as a result of higher entropy compared to spatially random spread, compact mixed use
growth or fully segregated patterns. This work contributes to understanding why cities are morphologically complex,
and describes a consistent relationship between entropy and complexity that accounts for contradictions in the literature.
Finally, because we evaluate the constraints urban morphology imposes on possible ways to use the city, the general
framework of thinking could be applied to adjust urban plans to the uncertainty of underlying assumptions in planning
practice.
INTRODUCTION
Entropy in thermodynamics is a concept relating the
microscopic behaviour to the macroscopic dynamics
of a system.1 We therefore see it as a suitable tool
to be used in studying the relationship between the
fast dynamics of individual behaviour and the slow,
larger scale dynamics of change in urban structures.
Batty recognised that there are no substantive
interpretations of entropy for cities yet and calls for
a whole new research agenda.2
In its essence, entropy in statistical mechanics
is concerned with the number of (microscopic)
configurations of the individual elements of a system
that lead to the same macroscopic state.3. If more
combinations of possible microstates of the elements
in a system create the same macroscopic system
state, that macroscopic state has higher entropy
and is more likely to occur. The space of possible
microstates of elements is called the phase space. The
more evenly elements are distributed in the phase
space, the greater the entropy. There are for example
more ways to distribute molecules evenly in a room
than to place them all in one corner. Molecules float
around randomly in space and randomly exchange
energy, and so in a phase space with dimensions
describing their position and momentum, they are
most likely to be distributed as evenly as possible.4
Buildings do not float around in space randomly,
and they do not collide and randomly exchange
energy. To define a relevant phase space for urban
morphology, we must carefully consider the processes
that produce the spatial patterns in cities. Most
of the existing measures of entropy in an urban
context are either non-spatial, or literally adopt
part of the phase space in thermodynamics and
use the geographical space directly as the phase
space. Entropy then becomes a proxy for spatial
evenness. While on the surface this phase space is
very similar to thermodynamics, it is not necessarily
representative of how the macroscopic state of a city
evolves.
In this paper, we attempt to formulate a measure
of entropy that is conceptually consistent with both
entropy in statistical mechanics and an understanding
of cities as complex systems. Two fundamental
aspects thus differentiate our approach from existing
spatial measures of entropy:
First, the phase space dimensions reflect charac-
teristics of places instead of absolute locations,
because cities are complex systems: Viewing cities
as complex systems brought a fundamental shift
in our understanding of how cities function, grow,
and change over time5–8. Essential to this view is
that the global order of a city emerges from the
small scale decisions and interactions of individuals
in a process of self organisation. [9, p.38]. What
people do in the city has an impact on its spatial
structure over long periods of time10,11. From this
we conclude that if there are more combinations of
possible use for a city’s morphological macrostate,
there are also more ways that macrostate could have
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formed. It follows that this macroscopic state should
then also have greater entropy and be more likely
to occur. We are not interested in the randomness
of geographic coordinates, but in the randomness
of how people could use the city depending on its
physical structure. Instead of measuring spatial
evenness - the uncertainty about where things are -
we take a first step to measure the uncertainty about
urban life that is built into the spatial structure of
the city. This directly translates into the practical
phase space definition. Based on the assumption
that what people can do in two places differs if the
places have different characteristics, our phase space
dimensions describe the characteristics of different
places.
Second, the phase space dimensions must reflect
that places in a city are inherently dependent on
each other. Boltzmann’s entropy assumes that
interactions between particles are negligible. Existing
measures of entropy inherit this for cities, and
assume that there were no interactions between
places. We recognise that different places are highly
dependent on each other due to flows and interactions
between the people in them. This interdependence
between places is widely recognised in geography
in general12, urban theory5,13 and quantitatively
demonstrated for example in the success of spatial
interaction models14–17, and further in the study
of agglomeration economics18 and neighbourhood
effects19. It follows that the states of individual
places must be connected spatially, because in terms
of how they are used, places in a city are connected
spatially as well. In that sense the state of an
observed place should in some way also incorporate
the characteristics of surrounding places. Our new
measure observes the characteristics of places, and
takes relationships between places into account with
a multiscale approach: we observe the characteristics
of a place at multiple scales by aggregating the
characteristics of neighbourhoods with different
sizes around it. The resulting values then define its
position in the phase space. The state of a place is
then not only given by its own characteristic, but
also the characteristics of the directly adjacent places,
its local neighbourhood and larger scale surroundings.
Our analysis of simulated patterns shows that urban
structures that are completely randomised and evenly
distributed in geographical space do not simultane-
ously have the highest randomness in a phase space
that describes the variety of available types of interde-
pendent places. Instead, we can show that spatially
complex patterns are most evenly distributed in the
multiscale phase space and have the highest entropy.
That the patterns with the highest entropy are not
evenly distributed in geographical space is in perfect
harmony with the fact that by definition, greater ran-
domness and an even distribution in the phase space
means greater entropy: the geographical space is not
the phase space.
In our case study we measure the change in multiscale
entropy in land use patterns in West London in seven
time steps from 1875 to 2005. The results show that
the observed polycentric sprawl corresponds to the
growth pattern with the highest entropy (compared
to randomised and ordered patterns) and thus suggest
that urban development tends towards a maximisa-
tion of multiscale entropy.
METHODS: A MULTISCALE APPROACH TO
ENTROPY IN CITIES
In this section we first give an overview over urban
and scale dependent entropy measures. We then
revisit the formal definition of entropy and the
phase space in statistical mechanics and identify
common spatial phase space interpretations. Finally,
we formally define the theoretical multiscale phase
space in which each state is given by a matrix
containing multiple characteristics aggregated in
neighbourhoods of different sizes, and introduce a
practical method for multiscale entropy estimation.
Existing approaches to spatial, scale de-
pendent and urban entropy
Entropy is applied extensively in spatial analysis.
It appears in Wilson’s spatial interaction models20
that use entropy maximisation to predict traffic
and financial flows. Further, there are attempts to
discuss the energy and resources entering and exiting
an urban systems in relation to entropy.21. Vranken
et al.22 summarise 50 different measures of entropy
in landscape ecology, some of which discuss scale
dependence, usually in the context of the modifiable
areal unit problem. Further, entropy across multiple
scales appears in measures of complexity in time
series, for example by Zhang23 and Costa et al.24–27
for medical time series. It has been applied as
a measure of complexity in numerous fields of
research28. Finally, there are methodological and
conceptual parallels of our approach to methods
for estimating fractal dimensions29, specifically box
counting30 that could be worth exploring further.
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Entropy in statistical mechanics
In statistical mechanics, entropy is defined as31
H =−
∫
f (x) log( f (x))dx (1)
where f (x) is the probability density of a continuous
phase space. The equivalent to equation 1 in the
discrete phase space is31:
H =−∑ p log p (2)
which reduces to the Boltzmann entropy S if all mi-
crostate probabilities p are the same:
S = kB log(Ω) (3)
Where kB is the Boltzmann constant and Ω the
number of accessible microstates [32, p.44]. All
microstates can be allocated a location in the phase
space. If the phase space is discrete, we can count
the number of possible permutations that produce
the same macrostate. The highest entropy is always
given by a uniform probability distribution in the
phase space, leading to sometimes misleading but
common metaphors for entropy33: if the entropy of
a system is high, the state of a randomly selected
element is unpredictable and “uncertain”, and if we
are uncertain about where things are in a system,
one might describe it as “disordered”.
It is commonly understood in thermodynamics that
if one refers to the Boltzmann phase space, it usually
relates to the six dimensional phase space that de-
fines a particle’s state by its location and momentum.
Similarly, the Gibbs phase space relates to the 6N
dimensional phase space describing the location and
momentum of all N particles in the system.34
Common phase space definitions for
spatial entropy
In contrast to thermodynamics where there is general
clarity about what the parameters of a microstate
are, there are fundamental differences between inter-
pretations of entropy in cities. They come down to
different definitions of the phase space dimensions
that can be summarised in the following four groups:
• The first essential approach in the literature takes
the word “space” literally and defines the phase
space as the geographical space.2,35,36 The high-
est entropy is then given by a pattern with a
uniform distribution in geographical space. This
interpretation answers the question: how uncer-
tain is the absolute location of a place with a
given characteristic?
• The second basic phase space uses a character-
istic of places or objects in space as the phase
space.37 All patterns with the same global pro-
portions of occurrences of different types have,
according to this phase space definition, the same
entropy. This interpretation answers the ques-
tion: how uncertain is the characteristic of a
given place or observed element in space in gen-
eral, independent from the spatial configuration?
• Most reviewed approaches to spatial entropy use
a combination of the two phase spaces above.
They are measures of spatial evenness widely
discussed in the literature on measures of seg-
regation38–49. They have the highest entropy if
entropy is maximised in both phase spaces above
at the same time while trying to overcome the
modifiable areal unit problem50. Nonetheless,
they all try to answer the question: how evenly
are observations of different types or characteris-
tics distributed geographically?
• Finally, there are approaches that define spatial
co-occurrences of different elements or charac-
teristics as different states in the phase space.51.
They generally have higher entropy if observa-
tions are distributed more evenly in space, and
if there is no spatial correlation between obser-
vations of different types. They partly look at
varying scales, mainly in terms of index sensitiv-
ity52. Most closely related to our approach are
Johnson et al.’s conditional entropy profiles53.
In terms of information theory, one could say
they evaluate how much of the information at a
given resolution is contained in observations at
a coarser resolution. This group of phase spaces
broadly answers the question: how well does the
spatial distribution of one type of observations
predict the distribution of another?
The multiscale entropy phase space
In contrast to the existing measures of entropy dis-
cussed above, we want to answer the question: how
uncertain are the characteristics of places a person
could be in, considering that the characteristics of a
place are defined not only by its own value, but also
by the characteristics of the places around it? We
see this as relevant because it reflects the uncertainty
about what a randomly selected resident does, based
on the structure of the city. In that sense, none of the
approaches described above presents a conceptually
consistent interpretation of entropy that reflects the
idea of cities as emergent phenomena. Instead we need
a measure that fulfills the following requirements:
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• It should observe how places are distributed
across characteristics, to reflect the uncertainty
about how the city is used.
• It should reflect that the characteristics of places
spatially depend on each other, because the sur-
roundings of a place fundamentally alter how it
can be used.
We can illustrate why the above requirements are
important and how a multiscale approach can fulfill
them with a simple example: imagine the patterns in
figure 1 were real cities, and black and white pixels
would refer to residential and commercial buildings.
Of course pattern a) is more evenly distributed in
space, but this is not what we are interested in.
Taking into account the surroundings of each pixel,
pattern a) only has two different types of places:
residential or commercial buildings, but always in
mixed blocks in mixed neighbourhoods in mixed
districts of a homogeneously mixed city. If we pick
a single place at random from both pattern a) and
pattern f), we have the same probability to pick a
“residential” or a “commercial building” in both cases,
but in pattern f) there is much less certainty about
the type of neighbourhood we pick. We want to
extend the description used to compare individual
buildings from “a residential building” to something
like “a residential building in a mixed use block
which itself lies in a mainly commercial district that
is surrounded by residential areas”. All of these
surroundings at different scales should be part of
the state of that place: if the direct surroundings
and larger scale neighbourhoods of two places are
identical, their function is more similar. In reverse, if
two places are identical but their surroundings are
fundamentally different, they can be used in different
ways and their states should differ. This is where
“Multiple scales” becomes important: the state of a
place includes values describing not only the place’s
own characteristics, but some aggregate description
of its environments within increasing distance: its
immediate surroundings, its local neighbourhood and
its larger scale environment.
Therefore we define for our quantitative measure the
phase space like this: the first dimension of the phase
space is the value of a place’s own characteristic. We
then add further phase space dimensions describing
the place’s surroundings at N different scales. When
we consider only one characteristic, the state of each
place xi in the city observed at N neighbourhood scales
is given by the vector
~xi = (x
d0
i ,x
d1
i , . . . ,x
dN
i ) (4)
where xd0i is the local value of a characteristic of place
xi itself. The value x
dn
i at scale n is given by the local
characteristics’ values of all places within distance dn
from xi, aggregated by a function:
xdni = f (x
d0
k1
,xd0k2 , . . . ,x
d0
km) (5)
for all xd0k of the m places within distance dn from xi.
What this achieves is that we can distinguish between
locally identical places based on what kind of area
they are in, because the state of a place is literally a
function of its surroundings.
Extending this to C scalar characteristics, for example
the amount of area covered by different categories of
land use, the whole state of a place in the system is
given by the matrix
Ψi =

xd0,1i x
d1,1
i . . . x
dN ,1
i
xd0,2i x
d1,2
i . . . x
dN ,2
i
...
...
...
...
xd0,Ci x
d1,C
i . . . x
dN ,C
i
 (6)
We discretise the phase space by defining a discrete
set of values for all the elements in matrix Ψ that
will be given by binning the values after aggregation.
Places are assumed to have the same state only if
their state matrices are exactly identical. Because
this simplified phase space is discrete, we can
estimate the probability of discrete states directly
from their frequency, and the system’s entropy with
equation 2.
A discrete phase space has multiple advantages. First,
we avoid properties of the unit dependent54 contin-
uous entropy such as negative entropy55,56 that are
difficult to interpret in terms of statistical mechanics.
Furthermore, it removes the difficulty of evaluating
euclidean distances between different place character-
istics. Finally, it avoids discussing complicated esti-
mators for multivariate continuous data57,58. They
are unreliable for high dimensional data because they
work with the spaces between observations, and the
number of data points on the edges of the phase space
increases exponentially with increasing dimensions.
The Supplementary material online contains further
details. In the following section we test this method
on a range of simulated patterns.
The practical entropy estimation in our simulated
patterns and case study is as simple as possible
without compromising the general concept. We use
simplified square neighbourhoods with varying side
length because it makes the results easy to trace,
is computationally convenient and is sufficient to
demonstrate the concept.
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We then calculate the place state matrix Ψ using the
mean as the aggregation function in equation 5 for
the same reasons.
SIMULATED PATTERNS
Here we measure the entropy of synthetic spatial
patterns according to the two essential phase
space definitions in the literature, and according
to our multiscale entropy measure. We first show
how the results of our new method are inherently
different from the non spatial phase space and
the geographical phase space. We then compare
the multiscale entropies of patterns with different
structures and show that if interactions between
places are accounted for, complex patterns have a
higher entropy than simple ones.
We use the 6 artificial patterns from figure 1. The
patterns are 512 pixels wide and high. Each pixel
corresponds to a ”place”. Each pixel is assigned a
value from 0 to 1 (black to white), defining the only
characteristic of that place. The patterns are selected
to represent varying degrees of complexity. When we
speak of “complexity” here, we mean patterns which
could be described intuitively as having “meaning-
ful structural richness”.59 Pattern a) has a spatially
uniform probability for all pixels to be either white
or black. It is fully random and arguably has no
structure at all. The randomised checker board b) is
essentially a fully random pattern like pattern a), but
pixels of each colour appear in rectangular patches.
It is locally segregated and could be seen to be in-
creasingly ordered with increasing patch size, but the
order is very simple. Pattern c) is fully segregated be-
tween the left and right half, a most simple but strict
spatial order. Pattern d) is a sample from a uniform
distribution between 0 and 1 (corresponding to black
and white), sorted linearly from left to right and from
top to bottom. There is structure, but no structural
richness. Potentially viewed as slightly more complex
might be pattern e), in which pixels are assigned a
1 or a 0 with the probability to find a black pixel
decreasing linearly from left to right. It serves as
the binary spatial counterpart to what Zhang23 con-
siders a complex time series, but arguably does not
differ greatly from pattern d) in terms of structural
richness. pattern f) results from a binarised additive
cascade process, which produces patterns with multi-
fractal self-similar properties that occur in complex
processes60 and are regularly associated with high
complexity.61–63. Further details on the construction
and the following analysis of simulated patterns are
available in the supplementary material online.
Existing measures
Before applying the new multiscale entropy measure,
we show the behaviour of the existing non spatial
and the geographical phase space.
In the non spatial phase space observing only
global characteristic proportions, we can directly
tell that patterns display the same entropy as long
as they differ only in the spatial configuration.
If we consider only two states, values greater or
smaller than 0.5, all patterns’ entropy according
to equation 2 is Hnonspatial = log(2) because in all
patterns approximately half the pixels have a value
greater than 0.5. We could reduce the multiscale
entropy phase space to this by using only the xd0,ci
column on the left of Ψ in equation 6.
Measures of entropy using the geographical space
directly as the phase space are essentially measures of
how evenly elements are distributed across different
zones. We split the patterns into square zones with
a side length of 128 pixels, and count the number of
black pixels (see fig. 2). This approach is inherently
different from our measure in its goals and results.
As expected from a measure of spatial evenness, the
geographical phase space entropy (results in fig. 4) is
highest for the uniform distribution (figure 1 a)), and
lowest for patterns segregated spatially at a larger
scale than the used zones (fig. 1 c)).
The frequencies in the discrete geographical phase
space in figure 2 show the conceptual difference to our
measure. When the geographical space is used directly
as the phase space, the spatially even distribution of
pattern a) also gives an even distribution in the phase
space. In contrast, we see an even distribution of
frequencies for the sorted patterns d) and e) and for
the additive cascade f), which receive higher entropy
in a phase space that is focused on how much places
differ from each other.
Multiscale entropy and complexity
Now we apply our new multiscale entropy measure
to the simulated patterns in fig. 1 and show that if
interactions between locations are taken into account,
spatially complex patterns have higher entropy. In
the analysis, for “neighbourhoods” that go over the
edge of the patterns, the invisible part is assumed
to have the same proportion of values as the visible
part. We bin the mean values in three categories:
low (mean 0-0.33), medium (mean 0.33-0.66) and
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Fig. 1: patterns a) - f)
Fig. 2: Frequency distribution in the geographical phase space. Each state corresponds to a spatial zone. The zones
are sorted by frequency - patterns fig. 1
Fig. 3: Multiscale phase space distribution - patterns fig. 1. the x and y axis are the fraction of black pixels within
neighbourhoods of 13 and 65 pixels side length respectively - patterns fig. 1
Fig. 4: Geographical phase space entropy - patterns fig. 1
high (mean 0.66-1.0). We use 3 different scales with
neighbourhood side lengths with 3, 13 and 65 pixels.
Figure 5 shows the multiscale entropies for the pat-
terns in figure 1. we discuss them considering the
distributions in the multiscale phase space (fig. 3
which shows two dimensions, specifically at the scales
of 13 and 65 pixels neighbourhood side length.
The relatively complex additive cascade is most
Fig. 5: Multiscale entropy - patterns fig. 1
evenly distributed in the phase space and therefore
has the highest entropy. The uniform probability in
the geographical space of pattern a) is very similar
everywhere except on a very local scale. All pixels
lie in very similar mixed neighbourhoods, and so
the distribution has less variation in the larger
neighbourhoods of the y axis. The pattern b) has
increased variance on scales of observation close to
the scale of segregation, but fails to maintain variance
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across multiple scales. In the fully segregated pattern
c), places only differ in their large scale environment,
but locally almost all places are concentrated in the
two extremes. The sorted uniform distribution of
pattern d) is very evenly distributed on each scale
viewed individually. However, there is no variation in
which type of small scale neighbourhood is combined
with which type of larger scale neighbourhood.
This effect also applies to pattern e): while there
is some variation on all scales, small white pixel
neighbourhoods are systematically more likely to lie
in larger white pixel neighbourhoods and vice versa.
The only pattern that has places spread considerably
evenly across characteristics across scales is the more
complex additive cascade.
Imagine we would try to change any of these patterns
to spread the observations more evenly in the phase
space as in figure 3 and increase the entropy. We
would need to add more and more layers of variation
on different scales, while simultaneously trying to
avoid creating simple random noise. The result would
inevitably be a non trivial spatial configuration.
This may seem rather abstract. However, it should
apply to any system in which elements interact with
and influence each other to a degree at which they
fundamentally change each other’s meaning over mul-
tiple scales of some type of “nearness”. As discussed
in the introduction this is certainly the case for places
in cities. Under these circumstances, complex pat-
terns have a higher entropy. Therefore, we can and
should expect the whole system to eventually arrange
in a complex pattern, simply because that is the most
probable configuration.
RESULTS: LONDON 1875 - 2005
Data
In the case study, we analyse the spatial patterns of
land use in west London from 1875 - 2005. The dataset
used in the analysis was originally built and provided
by Stanilov et al.64. It covers 200 square kilometers,
spanning 20km from east to west, from London’s
green belt in the west to Hyde Park’s west corner,
and 10km from north to south. The data provides
the land use of individual buildings in 32 categories
for seven moments in time, namely 1875, 1895, 1915,
1935, 1960, 1985 and 2005. Details on the original
data and maps can be found in supplementary Fig. S1
online, and further in Stanilov et al.’s publication64.
Entropy estimation
To keep the number of dimensions reasonably low,
the 32 land uses are grouped into three categories of
”business”, ”residential” and ”leisure” and we use 5
scales of observation at 50m, 150m, 450m, 1350m,
4050m. We discretise the values in the place state Ψ
equidistantly in three bins. The data is rasterised at
a resolution of 50m. Neighbourhood parts outside
the bounding box are assumed to have the same
proportion as the parts within. The asymmetric
nature of the data and the null models makes that
preferable compared to edge wraparound.
We compare the observed patterns with three null
models that are constructed to preserve the global
amount of different land uses and differ only in the
spatial configuration. The data and null models are
shown in figure 6. We compare three null models in
total:
• spatially random uniform spread: the pixels of
the original data are reallocated in a random
order. This would be the maximum entropy
distribution if the phase space was directly taken
from the geographical space.
• compact mixed use growth: the pixels of the
original data are redistributed in a fully random
fashion, but separated between developed and
undeveloped land and fit compactly to the east
edge, corresponding to the general direction of
growth in the original data.
• compact segregated growth: the pixels of the
original are sorted by function and fit compactly
to the east edge.
We also compute the non spatial entropy of the global
proportion of functions for each year.
Further details on the data, preprocessing and the
construction of the null models can be found in the
supplementary material online, and a sensitivity anal-
ysis in supplementary Fig. S2 - S5.
Results
Figure 7 shows the development of multiscale entropy
over time in comparison to three null models and
non spatial entropy. For all cases, entropy generally
increases until 1935, stagnates around 1965 and
then slightly decreases until 2005. This is based on
the non spatial entropy of the global distribution
of functions: almost the entire area is undeveloped
in the beginning, giving very little potential for
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Fig. 6: The probability of each pixel’s state, and the corresponding spatial distribution of functions. From left to right:
random pixel allocation, compact mixed use growth, compact segregated growth and observed data. Global proportion
of functions and observed data correspond to 1875, 1895, 1915, 1935, 1960, 1985, 2005 from top to bottom. Grey:
undeveloped or no data. Red: residential. Blue: commercial. Black: leisure. Grayscale images decreasing probability
with increasing brightness (logarithmic)
Fig. 7: Multiscale entropy in West London over time
compared to 3 null models
variation in general. It is filled almost entirely later
on, and entropy stagnates with a general stagnation
of change. In the end, entropy slightly declines
because there are almost no “empty” areas left; there
are no more places in states with low values on all
land use categories in the observed area.
The multiscale entropies in figure 7 show that
the observed multiscale entropy of West London
is substantially higher than all three null models.
Especially between 1915 and 1960, entropy increases
considerably in the observed data, while the null
models stagnate.
The gray scale images in figure 6 show the probability
of each pixel’s state which lets us investigate which
places contribute to the total entropy. It shows what
changes to the patterns would increase their entropy,
which in return explains what the features are that
give higher entropy to the observed growth pattern
in West London.
In the spatially uniform randomised case, unique
places appear only beyond a certain global density,
where only very small segregated clusters appear by
chance. In the early stages entropy would be higher
if growth was more concentrated, and later if there
were also larger segregated and non segregated local
concentrations.
In the compact mixed use growth case, the only
unique places are on the city edge, while most places
are either completely undeveloped or evenly mixed.
Entropy could be increased by a less stringent city
edge and partial concentration of the less frequent
functions. In the compactly segregated case, the most
unique places are along the edges between functions,
as well as along the city edge. Entropy could be in-
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creased by a less stringent city edge, as well as more
smaller clusters of segregated or mixed functions.
All of these alterations would change the null model
patterns closer to what we actually observe:
First, clusters of different sizes with varying degree
of functional segregation. Second, no strict city
edge. In the language of urbanists, we could call this
polycentricity65 and sprawl66. From this perspective,
we can give an explanation of the polycentric sprawl
that dominates the growth patterns of the observed
area in terms of entropy: in this situation, there are
simply substantially more combinations of individual
choices that lead to polycentric sprawl, making it the
most likely pattern to occur.
There are great limitations in terms of data and
methodology that make any conclusions or generalisa-
tions speculative. First of all, we are only observing
a small window of the city, and as the city grows
the city edge passes through our field of view. Fur-
thermore, the results may be biased towards higher
entropy because in the original data collection, the
area was selected specifically for it’s high functional
diversity.64
The results are consistent with varying parameters
(see supplementary material online). However, the
functional categories, the aggregation function, the
scale of rasterisation, the equal treatment of different
categories that in fact may be more or less similar,
the selection of neighbourhood scales and their rectan-
gular shape are all rather arbitrary. While sufficient
to demonstrate the basic ideas, neighbourhood sizes
and shapes as well as the aggregation function could
use a network based measure of distance, take into
account subjective travel cost and relate to insights
into the actual connectivity between places.
DISCUSSION
The ambition of this work is to make a contribution
to explaining the emergence of spatial patterns
from microscopic behaviour and establish a more
coherent relationship between entropy and complexity.
Further, the general framework of thinking may be
used as a strategy to deal with uncertainty and
unpredictability in planning practice.
The understanding of the relationship between
entropy and complexity is highly incoherent in
the literature.67 Attempts have been made to
associate complexity with decreasing thermodynamic
entropy68,69, regarding the occurring order as higher
complexity than the original randomness. Others
regard fully unpredictable signals such as white
noise as fully complex70 in contrast to fully ordered
signals such as strictly periodical signals. Batty
et al. adopted this view for cities as well.36 In
contradiction, Costa et al. conclude that relating
greater entropy to greater complexity would be
fundamentally misleading.24.
The point we make is that almost arbitrary results
can be obtained depending on how the phase space
is defined. The key to a meaningful measure of
entropy is to define a phase space that is conceptually
grounded in how the macroscopic state of the system
is produced. We argue that elements are spatially
dependent, and that this must be considered in
the microstates. The analysis of synthetic patterns
with multiscale spatial entropy shows that in that
case, complex patterns have the highest entropy.
We can thus explain to some degree the spatial
complexity that is frequently observed in cities71–74 -
and more generally the complexity of patterns with
interdependent observations - as simply the kind
of pattern we are most likely to observe because
they can occur in more ways than others. In the
case study we find that West London did in fact
evolve towards higher multiscale entropy than the
null models.
Beyond these theoretical considerations, the general
framework of thinking in terms of urban entropy may
give a useful perspective on practical planning and
design decisions. What is ignored entirely so far ex-
cept for a vague notion of some interaction between
different places is essentially everything else we al-
ready know about cities: how people use them, or how
social and economic processes shape their structure.
Paradoxically, that is precisely why this might be a
powerful concept. It allows us to make the statisti-
cally best guess about what we do not know. From
a planner’s perspective, we would try to optimise
our planning effort based on some assumptions about
people and societies, how they should or want to use
cities, and beyond that based on some prediction
about the future and an assessment of what should
be considered a “good” city. There is a limit to how
certain we can be about these assumptions. With a
good interpretation of entropy for cities, this uncer-
tainty could be physically expressed in the structures
we build, to increase the probability to build “good”
cities even if our assumptions were wrong, if circum-
stances change unexpectedly or if what is considered
a “good” city changes.
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