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The eternal dominating set problem for interval graphs
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Abstract
We prove that, in games in which all the guards move at the same turn, the eternal
domination and the clique-connected cover numbers coincide for interval graphs. A linear
algorithm for the eternal dominating set problem is obtained as a by-product.
Consider a game, defined by parameters x, y ∈ N, that is played by an attacker and a
defender on a graph G with n vertices. Initially, the defender places k ≤ n guards on the
vertices of G, leaving at most y guards on each vertex. At each turn, the attacker first attacks a
vertex v of G, and the defender then moves at most x guards. Each moved guard is transferred
to a neighbor of its current vertex, leaving at most y guards on a same vertex. The attack is
repelled if a guard occupies v after the defender’s move. The attacker wins the game if one of its
attacks is not repelled, whereas the defender wins if it is able to eternally repel the attacks. In
the latter case, the initial multiset of occupied vertices is an (x, y)-eternal dominating set. The
(x, y)-eternal domination number γ∞x,y(G) of G is the minimum k such that the defender wins
the game. In the following, we refer to the game defined by parameters x, y as the (x, y)-game.
Let V (G) be the vertex set of G and G[V ] be the subgraph of G induced by V ⊆ V (G). A set
D ⊆ V (G) is connected when G[D] is connected and dominating if each vertex in V (G) \D has
a neighbor in D. The (connected) domination number γ(G) (γc(G)) is the minimum k such that
G has a (connected) dominating set with k vertices. Clearly, the attacker wins an (n, n)-game
when the initial set of occupied vertices is not dominating. Conversely, a non-trivial connected
graph G can be defended in an (n, 1)-game by placing a “stationary” guard at each vertex of a
connected dominating set D and a “rover” guard at a vertex w 6∈ D. In each turn, the defender
virtually translates the rover to the attacked vertex v by moving all the guards in a shortest
path from w to v whose interior belongs to D. Hence, γ(G) ≤ γ∞n,n(G) ≤ γ
∞
n,1(G) ≤ 1 + γc(G).
Similar bounds for (1, 1)-games follow by considering the independence and clique cover
numbers. A clique (an independent set) of G is a set of pairwise adjacent (non-adjacent)
vertices of G, while a clique cover of G is a partition of V (G) into cliques. The independence
number α(G) of G is the maximum such that G has an independent set of size α(G), while
the clique cover number θ(G) of G is the minimum such that G has a clique cover with θ(G)
parts. If a different vertex of an independent set is attacked at each turn, then different guards
are required to repel the attacks. Conversely, every attack can be repelled if one guard defends
each clique of a clique cover. Thus, α(G) ≤ γ∞1,1(G) ≤ θ(G).
As noted by Goddard et al. [4], both upper bounds can be strengthened in (n, 1)-games.
Define the weight of a connected set V as ω(V ) = 1 if V is a clique and ω(V ) = 1 + γc(G[V ])
otherwise. A neocolonization of G is a partition V of V (G) into connected sets; its weight is
ω(V) =
∑
V ∈V ω(V ). The clique-connected cover number θc(G) of G is the minimum such that
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Figure 1. An interval model I (above) of an interval graph G (below). The labels for the
intervals correspond to those in the proof of the Theorem.
G admits a neocolonization of weight θc(G). By the previous discussion, γ
∞
n,1(G) ≤ θc(G) ≤
min{θ(G), γc(G) + 1}.
Together with γ∞n,1(G) ≤ α(G), the above are some of the elementary bounds that were
discovered since the eternal domination problems were introduced in [3] and [4]; see [6] for
an up-to-date review. A nice feature about these inequalities is that they are easy to prove:
lower bounds follow from simple greedy attack sequences, while upper bounds are obtained by
partitioning G into easy-to-defend subgraphs. None of the inequalities in the chains γ(G) ≤
γ∞n,n(G) ≤ γ
∞
n,1(G) ≤ α(G) ≤ γ
∞
1,1(G) ≤ θ(G) and γ
∞
n,1(G) ≤ θc(G) ≤ θ(G) holds by equality for
all graphs (see [6]). Yet, equality holds for certain graph classes, e.g., α(G) = γ∞1,1(G) = θ(G)
when G is perfect (c.f. above) and γ∞n,1(G) = θc(G) when G is a tree [5]. In a recent article,
Braga et al. [2] show that γ∞n,n(G) = θ(G) for proper interval graphs. In this note we generalize
their result by proving that γ∞n,n(G) = θc(G) for all interval graphs. Whereas Braga et al. derive
non-trivial lower bounds of γ∞n,n(G) for general graphs, we obtain a short proof, similar on spirit
to those of the elementary bounds, by restricting our attention to interval graphs.
A graph G is an interval graph when each v ∈ V (G) can be mapped into an interval I(v) of
the real line in such a way that v and w are adjacent in G if and only if I(v) ∩ I(w) 6= ∅. The
family I = {I(v) | v ∈ V (G)} is an interval model of G (Figure 1). If no interval of I contains
another interval of I, then I is a proper interval model and G is a proper interval graph. Let
v(I) denote the vertex of G corresponding to I ∈ I, and v(I ′) = {v(I) | I ∈ I ′} for I ′ ⊆ I. We
write s(I) = s and t(I) = t to denote the beginning and ending points of I = (s, t).
Theorem. If G is an interval graph, then γ∞n,n(G) = γ
∞
n,1(G) = θc(G).
Proof. Without loss of generality, G has an interval model I whose intervals all have different
endpoints (Figure 1). Define A1, . . . , Ak and D1, . . . ,Dk as the maximal sequences such that
A1 = D1 is the interval of I with minimum ending point, and:
(a) Bi+1 is the interval with ending point max{t(I) | I ∈ I and s(I) < t(Di)},
(b) Ai+1 is the interval with ending point min{t(I) | I ∈ I and s(I) > t(Di)}, and
(c) Di+1 = Ai+1 if t(Ai+1) > t(Bi+1) and Di+1 = Bi+1 otherwise.
Applying (a)–(c) by induction, it is easy to see that s(I(v)) < t(Di+j−1) when v ∈ V (G) is at
distance at most j from v(Ai), for i < i + j ≤ k. Therefore, by (b), v(Ai+j) is at distance at
least j + 1 from v(Ai). Thus, the guards that occupy v(Ai) at turn i cannot occupy v(Ai+j)
at turn i + j. Hence, at least k guards are required to repel the first k attacks when v(Ai) is
attacked at turn i. That is, γ∞n,n(G) ≥ k.
2
We now prove that k ≥ θc(G). For the sake of notation, let A0 = D0 and Ak+1 = Dk+1
be intervals outside I with t(A0) < min{s(I) | I ∈ I} and s(Ak+1) > max{t(I) | I ∈ I}.
Thus, p0 = 0, p1 = 1, and ph = k + 1 for the indices p0 < . . . < ph such that Dpi = Api . Fix
1 ≤ i < h, and let p = pi, q = pi+1, and Ii = {I ∈ I | t(Dp−1) < s(I) < t(Dq−1)} (Figure 1).
If q = p + 1, then, by (b), t(Ap) = t(Dq−1) is the lowest ending point in Ii, thus v(Ii) is a
clique (of weight pi+1 − pi). Otherwise, by (a) and (c), D = Dp+1 ∪ . . . ∪Dq−1 is the interval
(s(Dp+1), t(Dq−1)). Moreover, by (b), t(Ap) = t(Dp) > s(D) is the lowest ending point in Ii,
thus every interval in Ii has least one endpoint inside D. In other words, v(Dp+1), . . . , v(Dq−1)
is a connected dominating set of G[v(Ii)] and, therefore, ω(v(Ii)) ≤ q−p = pi+1−pi. Summing
up, V = {v(I1), . . . , v(Ih−1)} is a neocolonization of G with weight
ω(V) =
h−1∑
i=1
ω(v(Ii)) ≤
h−1∑
i=1
(pi+1 − pi) = ph − p1 = k.
Hence, θc(G) ≤ k ≤ γ
∞
n,n(G) ≤ γ
∞
n,1(G) ≤ θc(G) as desired.
We remark that if I is proper, then Ai = Di for 1 ≤ i ≤ k. Hence, A1, . . . , Ak is an
independent set of G and v(I1), . . . , v(Ik) is a clique cover of G. So, θ(G) ≤ γ
∞
n,n(G) ≤ α(G) ≤
θ(G). That is, the above proof implies the result by Braga et al. In the general case, V =
{v(I1), . . . , v(Ih−1)} is a neocolonization of minimum weight. Moreover, v(Ii) can be eternally
defended if one guard is initially placed at v(Dj) for p ≤ j < q, because v(Dp+1), . . . , v(Dq−1)
is a connected dominating set of G[v(Ii)] when v(Ii) is not a clique. Therefore, D = {v(Di) |
1 ≤ i ≤ k} is an (n, y)-eternal dominating set of G of minimum size, for y ∈ {1, n}.
To compute V andD it suffices to find the maximal sequences A1, . . . , Ak andD1, . . . ,Dk of I
satisfying (a)–(c). Suppose Di was found at step i, 0 ≤ i ≤ k, where t(D0) < min{t(I) | I ∈ I}.
For step i+1, the ending points after t(Di) are traversed to find the interval Ai+1 satisfying (b).
If Ai+1 does not exist, then the algorithm ends as k = i. Otherwise, the beginning points in Di
are traversed to find the interval Bi+1 satisfying (a); Di+1 is then computed according to (c). As
every endpoint of I is traversed O(1) times, the algorithm costs O(n) time when the endpoints
are integers in (0, 2n] and t(D0) = 0. Such an interval model I can be computed in linear time
from G (e.g. [1]), thus V and D can be found in linear time when the input is either G or I.
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