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FREE STRUCTURES IN DIVISION RINGS
R. FEHLBERG JUNIOR
Abstract. Makar-Limanov’s conjecture states that if a division ring
D is finitely generated and infinite dimensional over its center k then D
contains a free k-subalgebra of rank 2. In this work, we will investigate
the existence of such structures in D, the division ring of fractions of
the skew polynomial ring L[t; σ], where t is a variable and σ is a k-
automorphism of L. For instance, we prove Makar-Limanov’s conjecture
when either L is the function field of an abelian variety or the function
field of the n-dimensional projective space.
1. Introduction
Since the first example of a division ring was given (real quaternions: W.R.
Hamilton in 1843), this kind of object has fascinated a lot of mathematicians.
Even though a classical structure, not so much is known about division
rings, mainly those of infinite dimension over their center. One of the great
contributions was given by A.I. Lichtman in 1977, that conjectured in [Lic77]
the following:
Conjecture G (Lichtman). The multiplicative group D× of a division ring
D contains a noncyclic free group.
Some years later, L. Makar-Limanov proved the existence of free noncom-
mutative algebras in the division ring of fractions of the first Weyl algebra
over R [ML83]. This breakthrough led Makar-Limanov to raise the following
question in [ML84]:
Conjecture A (Makar-Limanov). Let D be a division ring with center k.
If D is finitely generated and infinite dimensional over k then D contains a
free k-subalgebra of rank 2.
Many authors have been studying the existence of free subalgebras [ML83,
ML84, Lor86, MLM91, SG98, SG99, Lic99, GT12, BR12]. Besides, some
authors [FGS96, GT12, SG96, SG98, Sa´n] have been studying the following
generalization of the aforementioned conjectures:
Conjecture GA. Let D be a division ring with center k. If D is finitely
generated and infinite dimensional over k then D contains a free group al-
gebra over k.
Clearly conjecture GA implies in both conjectures A and G. In special
cases [Lic84, SG96] conjecture A implies conjecture GA.
1
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In the present text, we will focus our efforts on conjecture A.
Let L/k be a field extension and let D = L(t;σ) be the division ring of
fractions of the skew polynomial ring L[t;σ], where σ is a k-automorphism
of L. Our main result is the following:
Theorem 1.1. Let L/k be a proper field extension such that k is alge-
braically closed in L and let σ be a k-automorphism of L such that k = L〈σ〉1
(fixed field by σ). Consider f ∈ A \ k for some k-subalgebra A of L such
that Delta’s Hypothesis 1.2 is true. Then, the elements f and t(1 − t)−1f
generate a k-free subalgebra in D = L(t;σ).
Delta’s Hypothesis can be stated as follows:
Delta’s Hypothesis 1.2. Let L/k be a proper field extension such that k
is algebraically closed in L and let σ be a k-automorphism of L such that
k = L〈σ〉. Then
∆(L) ∩A ⊂ k,
where ∆ = σ − id, for some k-subalgebra A of L such that Frac(A) = L.
This is a technical condition that will be only used in the proof of Lemma
4.3, which is the main ingredient in the proof of Theorem 1.1. For instance,
if a proper field extension L/k and a k-automorphism of L satisfy Delta’s
Hypothesis 1.2, then L(t;σ) contains a free k-subalgebra of rank 2. In
Section 5, we will show cases in which this condition can be verified, that is,
when either L is the function field of an abelian variety or L is the function
field of the n-dimensional projective space over a field k, generalizing [Lor86,
GT12]. Besides, applying a result by Lichtman [Lic84], we will obtain a
particular case of conjecture GA (see Corollary 4.10) from Theorem 1.1,
that emphasizes the importance of these techniques (see [Lor86, GT12])
and the generators found.
It would be remiss of us not to mention a recent work by Bell and Rogalski.
In [BR12], these two authors proved, among other results, that if L/k is a
field extension with k uncountable and σ is a k-automorphism of L then the
existence of free subalgebras in L(t;σ) is equivalent to L having an element
lying on an infinite σ-orbit. In the countable case, they assume that either
L/k is infinitely generated or σ is induced by a k-automorphism of a quasi-
projective variety. We emphasize our techniques are quite different from
theirs and we do not impose restrictions on the base field, except in Section
5.
1The following consequence of a result by Makar-Limanov and Malcolmson ([MLM91]
Lemma 1) justifies our choices of k: a division ring D over k contains a free k-subalgebra
of rank 2 if and only if D contains a free K-subalgebra of rank 2 for any central subfield
K.
FREE STRUCTURES IN DIVISION RINGS 3
2. Setup and definitions
In this section we will define the main objects that will be used throughout
the text.
Setup 2.1. Let
• k be a field;
• k ( L be a field extension such that k is algebraically closed in L;2
• σ be a k-automorphism of L such that k = L〈σ〉.
Notation 2.2. Assume Setup 2.1.
• We identify L in Frac(L⊗k L) by ℓ 7→ ℓ⊗ 1;
• σL = id⊗ σ the automorphism of L⊗k L induced by σ;
• write again σL as the automorphism of Frac(L ⊗k L) induced by
id⊗ σ.
Definition 2.3. Assume Setup 2.1. We define:
(1) F as the ring of functions f : N → Frac(L ⊗k L) quotiented by
the equivalence relation: f ∼ g iff f(n) = g(n) for all n ≫ 0. The
sum and multiplication in F are coordinate to coordinate. Besides,
Frac(L⊗k L) ∼= C ⊂ F , the set of constant functions in F ;
(2) the shift operator s : F → F such that φs(n) = φ(n+1), that is an
automorphism of F such that restrict to C is the identity;
(3) the operator ∆ : F → F , given by ∆(φ) = φs − φ; using the same
letter we define ∆ analogously over Frac(L⊗k L) and L.
3. Lemmas
In this section we will show some lemmas, starting with results about the
auxiliary ring F . The hypotheses will be basically those in Setup 2.1. The
proof of Lemma 3.1 is straightforward and it will be omitted.
Lemma 3.1. Assume Setup 2.1.
(1) The (left-)L-linear application
ι : Frac(L⊗k L) → F
ξ 7→ (σjL(ξ))j≥0
is a ring morphism (therefore injective).
2Next, we will suppose that L⊗kL is a domain. Then, we are assuming a little bit more
about this field extension. For example, we will have this condition satisfied when L/k is
separable. For more details, consult [Car],[Lan02] p.360-368 and [sta] sections 7.41-7.47
and 28.4-28.7.
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(2) The shift operator restricts to ι(Frac(L⊗k L)) and the following di-
agram is commutative.
L⊗k L
  //
 _
σL

Frac(L⊗k L)
 
ι
//
 _
σL

F
s

L⊗k L
  // Frac(L⊗k L)
 
ι
// F
The next lemma will show what happens with transcendental elements of
L over k after a base change.
Lemma 3.2. Assume Setup 2.1. Consider f ∈ L \ k (therefore transcen-
dental over k). Then 1⊗ f is transcendental over L.
Proof: If L[1 ⊗ f ] = L⊗k (k[f ]) then dimL L[1 ⊗ f ] = dimL L⊗k (k[f ]) =
dimk k[f ] and as f is transcendental over k, we would have 1⊗ f transcen-
dental over L. The proof of the first equality is simple.

Lemma 3.3. Assume Setup 2.1. Then L〈σ
t〉=k, where L〈σ
t〉 is the fixed field
by σt and t ∈ Z \ {0}.
Proof: First, if ζ ∈ L〈σ
t〉 then
∏
0≤i<|t|
(X − σi(ζ))
is a monic polynomial of degree |t| canceled by ζ with coefficients in k.
Therefore, the extension L〈σ
t〉/k is algebraic. Since k is algebraically closed
in L, it follows that L〈σ
t〉 = k.

Lemma 3.4. Assume Setup 2.1 and let f ∈ L \ k. Then, the constant
function ǫf
def
= 1⊗ f ∈ C ⊂ F is transcendental over ι(Frac(L⊗k L)).
Proof: Suppose that ∑
j
ξj(1⊗ f)
j = 0,
where ξj ∈ ι(Frac(L ⊗k L)) aren’t all nulls, that is, ξj = (σ
n
L(ej))n≥0 and
ej ∈ Frac(L⊗k L) for each j. Therefore,
(3.5)
∑
j
[σnL(ej)](1 ⊗ f)
j = 0
for all n > n0, for some n ≫ 0. With n > n0 fixed, (3.5) is an equality in
Frac(L⊗k L). Applying σ
−n
L in (3.5) we obtain∑
j
ej[σ
−n
L (1⊗ f)
j] =
∑
j
ej [σ
−n
L (1⊗ f)]
j = 0
FREE STRUCTURES IN DIVISION RINGS 5
for each n > n0. Therewith, if we consider
g(X) =
∑
j
ejX
j ∈ (Frac(L⊗k L))[X],
it follows that g (a nonzero polynomial) would have σ−nL (1⊗ f) as a root for
all n > n0. By Lemma 3.3, 1⊗ f isn’t fixed for any power of σL. In fact, if
there is r > 0 such that σrL(1⊗ f) = 1⊗ f , then 1⊗σ
r(f) = 1⊗ f we obtain
σr(f)− f = 0, that is a contradiction because Lemma 3.3 and the choice of
f . Therefore, the elements σ−nL (1 ⊗ f) are all distinct for n > n0 and g(X)
has infinite roots, that is an absurd.

Lemma 3.6. Assume Setup 2.1. Let A be a k-algebra. Then, (A⊗kL)
〈σA〉 =
A, where σA
def
= id⊗ σ.
Proof: It is enough to apply A⊗k − in the sequence 0→ k → L
σ−id
→ L.

4. Main result
Conditioned to Delta’s Hypothesis, we will prove Theorem 1.1. But be-
fore, we need to check Lemma 4.3 that is the main ingredient of its proof.
Because the generality degree of the statements and some specific mod-
ifications, we are including here the proofs of these results, but they are
essentially the same as found in [GT12].
We start with some definitions:
Definition 4.1. Assume Setup 2.1. Let f ∈ L \ k. We define:
(1) γ = γf ∈ F by γ(n) = (id ⊗ σ
n)(1⊗ f) = σnL(1⊗ f) for all n ∈ N;
(2) a morphism of vector k-spaces (not rings!) q : L[[t;σ]] → F by∑
tnan 7→ (1⊗ an)n≥0;
3
(3) For (n ∈ N) and J = (j1, j2, . . . , js+1) ∈ N
s+1
>0 (s > 0) put
βJ(n) =
∑
n>n1>...>ns>0
γ(n1)
j1γ(n2)
j2 . . . γ(ns)
js(1⊗ f)js+1 .
For s < 0 put J = ∅, β∅(n) = 1 ∀n > 0 and β∅(0) = 0. For s = 0,
βJ (n) = (1⊗ f)
j1 for all n, that is, βJ = ǫ
j1 ∈ C is constant in F .
The next result will be used only in the proof of Lemma 4.3. Its proof is
straightforward and it will be omitted.
Lemma 4.2. Let ψ,ϕ : N→ Frac(L⊗k L). Then:
(1) ∆(ϕψ) = ϕs∆(ψ) + ∆(ϕ)ψ;
(2) ∆(βJ ) = γ
j1βJ(1), where J = (j1, ..., js+1) ∈ N
s+1
>0 , s > 0 and J(1) :=
(j2, . . . , js+1). For s = 0 we have ∆(βJ ) = 0.
3Note that q(f) = (1 ⊗ f, 0, 0, . . .) /∈ ι(Frac(L ⊗ L)) and ker (q) is formed by the
polynomials in L[[t; σ]].
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Lemma 4.3. Assume Setup 2.1 and let f ∈ A \ k, for some k-subalgebra
A of L that verifies Delta’s Hypothesis 1.2. Consider the elements βJ as in
Definition 4.1. Then, the βJ are linearly independent over ι(LD) in F .
Proof: Suppose the statement is not true. For a multi-index J =
(j1, · · · , js) write |J | = s its size and if J is a finite set of index J , put
|J | = max{|J |;J ∈ J }. We will prove by induction over |J |.
Let ∑
J∈J
eJβJ = 0(4.4)
be a nontrivial relation, where eJ ∈ ι(LD)
∗ (always identifying with ι(eJ ),
for eJ ∈ (LD)
∗ using the same notation), chosen in the following way:
(i) between all nontrivial relations over ι(LD), choose that with u =
|J | ≥ 0 minimal;
(ii) between the relations satisfying (i), choose that the number of J ’s
with |J | = u is minimal.
If u ≤ 1, we have β(j1) = (1⊗ f)
j1 for u = 1 e β∅ = 1 ∈ C for u = 0. Note
that the j1’s are distinct from each other. By Lemma 3.4, these elements
are linearly independent over ι(Frac(L⊗k L)) and therefore over ι(LD).
For the general case (u ≥ 2), rewrite (4.4) in the following form:
∑
|J |=u
eJβJ =
∑
|J |<u
dJβJ(4.5)
We can assume that eJ = 1 for some J such that |J | = u. Since J =
(j1, . . . , js) ∈ N
s, it follows from Lemma 4.2 that
∆(eJβJ) = ∆(eJ) · βJ + e
s
Jγ
j1βJ(1),
for s ≥ 2 and ∆(eJβJ ) = ∆(eJ ) · βJ if s ≤ 1, where ∆(eJ ), e
s
Jγ
j1 ∈ ι(LD)
(LD is stable by σL) and |J(1)| < |J |. In other words, applying ∆ does not
increase the number of J ’s with maximum size.
Applying ∆ in both sides of (4.5) we obtain
∑
|J |=u
∆(eJ ) · βJ +
∑
|J |=u
esJγ
j1βJ(1) = ∆

∑
|J |<u
dJβJ

(4.6)
For eJ = 1, we have ∆(eJ) = 0. Since |J(1)| < |J |, the left side of (4.6)
has at least one term less with |J | = u, while in the right side of (4.6) all
the terms have maximum size |J | < u. Since the coefficients in (4.6) still
are in ι(LD), it follows from the minimality (ii) that all of them are zero.
Therefore, by the equality of terms with the same size of J , we obtain:
(a) ∆(eJ ) = 0, for all J such that |J | = u;
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(b) ∆(dJ ) =
∑
|I|=u
I(1)=J
esIγ
i1 for all J fixed with |J | = u − 1, where I =
(i1, . . . , iu).
Note that
0 = ∆(eJ ) = ι(1⊗∆(eJ ))
and thus, 1 ⊗ ∆(eJ) = 0 by the injectivity of ι and therefore ∆(eJ) = 0
(eJ ∈ L). Then, since L
〈σ〉 = k, (a) occurs if, and only if, eJ ∈ k
∗, for all J
with |J | = u. For (b) we have:
ι(∆(dJ )) =
∑
|I|=u
I(1)=J
esIγ
i1 eI∈k=
∑
|I|=u
I(1)=J
eIγ
i1 = ι(
∑
|I|=u
I(1)=J
eI ⊗ f
i1)
and thus, by the injectivity of ι we have,
∆(dJ ) =
∑
|I|=u
I(1)=J
eI ⊗ f
i1 =
∑
|I|=u
I(1)=J
1⊗ (eIf
i1).(4.7)
By (4.7) it follows that
∆(dJ ) =
∑
|I|=u
I(1)=J
eIf
i1 ,(4.8)
with dJ ∈ L. Then, ∆(dJ ) ∈ ∆(L) ∩A ⊂ k by Delta’s Hypothesis 1.2.
Since for all I, each i1 ≥ 1 and they are distinct from each other, it follows
from the transcendence of f over k that the eI ’s in (4.8) are null. Since this
holds for each J with |J | = u − 1, we obtain eI = 0 for all I with |I| = u,
contradicting (i).

Proof [Theorem 1.1]: We will work initially in L((t;σ)) ⊃ D. After,
using the morphism q and ι, we will make the computations in F . We will
show that distinct monomials in f and t(1− t)−1f are linearly independent
over k. These monomials have the form
mI = m(i0,i1,··· ,iv) = f
i0t(1− t)−1f i1 · · · f iv−1t(1− t)−1f iv ∈ L[[t;σ]]
=
∑
n≥0
tnf i0σ
n
∑
n>n1>···>nv−1>0
f i1σ
n1+···+iv−1σ
nv−1+iv
for v > 0 andmI = f
i0 for v = 0, where v is the number of terms t(1−t)−1f ,
i0 ≥ 0 and i1, · · · , iv ≥ 1 (for more details, [GT12] Proposition 9).
Applying q in each mI we will obtain mI
def
= q(mI) = γ
i0βI(1) for v > 0
and q(m(i0)) = (1⊗ f
i0 , 0, 0, . . .) for v = 0.
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Now, consider
∑
I
aImI =
∑
I∈I0
aImI +
∑
I /∈I0
aImI = 0,(4.9)
where aI ∈ k and I0 = {(i0, i1, · · · , iv); v = 0}. Applying q in (4.9) we
obtain:
0 =
∑
I
aImI =
∑
I /∈I0
aImI =
∑
I /∈I0
(aIγ
i0)βI(1) =
∑
J 6=∅

 ∑
I(1)=J
aIγ
i0

 βJ ,
where aIγ
i0 ∈ ι(LD).
By Lemma 4.3, the βJ ’s are linearly independent over ι(LD), therefore,
for each J 6= ∅, we have
0 =
∑
I(1)=J
aIγ
i0 aI∈k= ι

 ∑
I(1)=J
aI ⊗ f
i0

 .
Thus,
0 =
∑
I(1)=J
aI ⊗ f
i0 aI∈k= 1⊗

 ∑
I(1)=J
aIf
i0


by the injectivity of ι.
Therefore ∑
I(1)=J
aIf
i0 = 0.
Since the i0’s are distinct one of each other, it follows from the transcen-
dence of f over k that aI = 0 for all I /∈ I0. Expression (4.9) reduces
to ∑
I∈I0
aImI
def
=
∑
I=(i0)∈I0
aIf
i0 = 0,
and we apply again the transcendence of f over k to obtain aI = 0 for all
I ∈ I0. This ends the proof.

As a consequence of Theorem 1.1 we will obtain a particular case of
conjecture GA.
Corollary 4.10. Assume Setup 2.1. Let f ∈ A \ k for some k-subalgebra A
of L such that Delta’s Hypothesis 1.2 is true. Then, D = L(t;σ) contains a
free group algebra over k.
Proof: By Theorem 1.1, the elements f and g = t(1−t)−1f generate a free
k-subalgebra in D = L(t;σ). Therefore the elements fg and g still generate
a free k-subalgebra in D.
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Consider in L((t;σ)) a valuation v : L((t;σ)) 7→ Z ∪ {∞} such that: v is
trivial over L and v(t) = 1. Thus,
v(fg) = v(g) = 1.
By [Lic84] p.524 Corollary 1, the elements 1 + fg and 1 + g generate a
free group algebra in D over k.

5. Applications
In this section we will prove Delta’s Hypothesis in two cases: when either
L is the function field of an abelian variety or the function field of the n-
dimensional projective space over a field k. We start with a lemma.
Lemma 5.1. Let k be a field and let X be a regular separated integral
noetherian scheme over k, with function field L. Let Σ be an automorphism
of X and σ the automorphism of L induced by Σ. Then, if ∆(g) has at most
one pole (not counting multiplicities), it follows that g and σ(g) have the
same set of poles without counting multiplicities.
Proof: Let g ∈ L be a nonzero element and let S ⊂ X be the finite set of
poles of g without counting multiplicities.
We have T = Σ∗S = {Σ−1D;D ∈ S} is the set of poles of σ(g). Therefore,
|S| = |T |. The set of poles of ∆(g) contains the poles of g and σ(g), possible
excluding the elements of S ∩ T , that is, it contains S ∪ T \ S ∩ T . This set
has cardinality 2(|S| − |S ∩ T |).
Suppose ∆(g) has at most one pole (not counting multiplicities). Since
∆(g) ⊃ S ∪ T \ S ∩ T we obtain |S ∪ T \ S ∩ T | ≤ 1. But |S ∪ T \ S ∩ T | =
2(|S| − |S ∩ T |) and therefore |S ∪ T \ S ∩ T | = 0, that is, S = T .

The next lemma allows us to assume that the field k is algebraically closed.
Lemma 5.2. Suppose that ∆(k ⊗k L) ∩ k ⊗k A ⊂ k, where ∆ = id ⊗ ∆.
Then, ∆(L) ∩A ⊂ k.
Proof: Let f ∈ L and suppose ∆(f) ∈ A. We want to show that ∆(f) ∈ k.
Since ∆(f) ∈ A, it follows that 1 ⊗ ∆(f) ∈ k ⊗k A. But, 1 ⊗ ∆(f) =
∆(1 ⊗ f). Then, by hypothesis, 1 ⊗∆(f) ∈ k = (k ⊗k L)
〈id⊗σ〉, by Lemma
3.6. Therefore, ∆(f) ∈ k = L〈σ〉.

In order to prove Delta’s Hypothesis, we will provide a necessary condi-
tion, at least when X is a projective variety.
Proposition 5.3 (Delta’s Hypothesis). Let (X,OX ) be a projective variety
over an algebraically closed field k with function field L, Σ an automorphism
of X and D a prime divisor. Let σ be the automorphism of L induced by Σ.
Assume the following condition:
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(5.4) (Σn)∗(D) 6= D,
for all integer n ≥ 1. Then
∆(L) ∩ OX(X \D) ⊂ k.
Proof: Let g ∈ L and let S be the set of poles of g not counting multiplici-
ties. Let also T be the set of poles of σ(g). Suppose that ∆(g) ∈ OX(X \D).
Any element of OX(X \D) has at most one pole in D. By Lemma 5.1, it
follows that S = T = Σ∗S. However, if S 6= ∅ then the set of poles of g
would be stabilized by Σ and therefore, some power of Σ would fix all the
elements of S. By hypothesis, D /∈ S = T and then D is not a pole of ∆(g),
that must be constant.

Finally, we will show that we can assume equation (5.4) when either X
is an abelian variety or the n-dimensional projective space. The cases that
we will consider are described by the following two setups.
Setup 5.5. Let
• k be an algebraically closed field (which is not the algebraic closure
of a finite field);
• X = (X,OX ) be an abelian variety over k with g = dimkX ≥ 2 (see
[GT12] for the 1-dimensional case);
• L be the function field of X;
• H be a generic hyperplane (Bertini’s Theorem: [Har77] p.179).
Setup 5.6. Let
• k be a field;
• X = Pnk = (X,OX )
• L the function field of X;
• Σ be an automorphism of X of infinite order such that the induced
automorphism σ satisfies k = L〈σ〉.
Lemma 5.7. Assume Setup 5.5. There exists a point P0 ∈ X such that the
translation by P0, ΣP0 = Σ : X → X, satisfies (Σ
n)∗(D) 6= D for all integer
n ≥ 1, where D = X ∩H.
Proof: Since abelian varieties are projective ([Mil] Theorem 6.4 p.29), it
follows that Hn = {x ∈ X; (Σ
n
x)
∗(D) = D} < X is finite for all integer
n ≥ 1 ([Mum08] Application 1 p.57), where Σx is the translation by x.
Besides, Hn = {x ∈ X;nx ∈ H1} since (Σ
n
x)
∗ = Σ∗nx. Then, |Hn| = n
2g|H1|
where n2g = |Kn| = |{x ∈ X;nx = 0}|. Because of this, we obtain all the
elements of Hn from H1 for all n ≥ 2. Therefore, to obtain x ∈ X such
that (Σnx)
∗(D) 6= D for all n ≥ 1, it is enough to find x ∈ X, such that x is
Z-linearly independent of the elements of H1 (that will have infinite orbit).
But, the rank of X(k) (set of k-rational points) is infinite ([FJ74] Theorem
10.1 p.126), which concludes the proof.

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Lemma 5.8. Assume Setup 5.6. There exists a hyperplane H of Pnk such
that ΣiH 6= H for all i > 0.
Proof: We have a bijection
Γ : Hip(Pnk) → (P
n
k)
∗
H = {h = 0} 7→ [h]
between the set of hyperplanes of Pnk and the points of (P
n
k)
∗, where h ∈
(kn+1)∗ and [h] is the class of h in (Pnk)
∗. Besides, Σ induces an automor-
phism
Σ′ : Hip(Pnk) → Hip(P
n
k)
H = {h = 0} 7→ {Σ♯(h) = h ◦Σ−1 = 0}
Note that h ◦ Σ−1(p) = 0⇔ Σ−1(p) ∈ H ⇔ p ∈ Σ(H). Thereby, we have
an automorphism Σ′′ : (Pnk)
∗ → (Pnk)
∗, defined by [h] 7→ [h◦Σ−1]. Therefore,
we have the following commutative diagram
Hip(Pnk)
 
Γ
//
 _
Σ′

(Pnk)
∗
Σ′′

Hip(Pnk)
 
Γ
// (Pnk)
∗
This gives us a bijective correspondence between automorphisms of Hip(Pnk)
and automorphisms of (Pnk)
∗.
Consider M = {H;H is a hyperplane such that ΣiH = H for some i >
0}. Let Hi = {hi = 0}, where i = 1, . . . , n + 2, be distinct hyperplanes
in M fixed by powers αi of Σ respectively, with i = 1, . . . , n + 2. Thereby
(Σ′)αi(Hi) = Hi. By the diagram, these hyperplanes correspond to distinct
points Pi in (P
n
k)
∗, that are fixed by the respective powers of Σ′′. Then,
(Σ′′)α1α2...αn+2 = (Σ′′)α fix n+2 points and by a general fact (if an element
of PGLk(n) fix n + 2 points of P
n
k then it is the identity) it follows that
(Σ′′)α = id implying that (Σ′)α = id. Therefore, Σα fix all hyperplane of
Pnk . It is known that all point x ∈ P
n
k can be viewed as the intersection of
n hyperplanes, then Σα(x) = x for all x ∈ Pnk . Thus, Σ
α = id, that is an
absurd. Therefore, |M | ≤ n + 1. By counting the elements of (Pnk)
∗, there
exists a point P that it is not fixed by any power of Σ′′, that corresponds to
a hyperplane H of Pnk that it is not fixed by any power of Σ.

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