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Abstract 
During the grinding of hard materials using cylindrically and spherically shaped mounted points – like for the machining of 
complex forming tools with abrasive-wear-resistant coatings – the process force is an important factor influencing the accuracy of 
the machining outcome. A simulation-based prediction of these forces could be used to adapt the tool path and, thereby, to keep the 
grinding forces at a low level. In this paper, a simulation system based on the modeling of each grain of the grinding tool and the 
validation of this simulation model are presented. 
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1. Introduction 
The abrasive-wear resistance of forming tools during 
the production process can be improved by using 
thermally sprayed WC-Co hard material coatings [1]. 
These coatings have to be machined prior to the 
application to achieve high surface qualities and small 
form errors [2]. For accomplishing the requirements of 
the complex geometry of forming tools, a suited process 
is grinding on machining centers using cylindrically and 
spherically shaped mounted points [3]. Due to the low 
stiffness of the small grinding tools, the process forces 
have to be kept at a low and constant level to achieve a 
high accuracy. For this purpose, a simulation-based 
prediction of the grinding forces could be used to choose 
appropriate process parameter values. 
There are already several modeling approaches and 
simulations for the grinding process [4]. For the 
prediction of process forces during NC grinding of free-
formed surfaces, geometric-kinematical approaches have 
proven to be applicable [5]. However, the macroscopic 
model is only capable of giving an estimation of the 
process forces. A higher accuracy can be achieved by 
modeling the individual grains on the grinding tool [6]. 
Methods for the modeling of single grains are, for 
example, Smooth Particle Hydrodynamics (SPH) [7] and 
Finite Element Analysis (FEA) [6]. In order to calculate 
the overall process forces, though, all the grains on the 
tool have to be considered. A geometric-kinematical 
simulation that accomplishes this is KSIM [8]. It uses a 
process force model based on the chip cross section 
using an adapted Kienzle equation [9]. 
In contrast to this, a model for the prediction of 
grinding forces based on the chip thickness is presented 
in this paper. The simulation system uses the 
Constructive Solid Geometry (CSG) modeling technique 
[10] for the tools and the grains and a dexel-based model 
[11] for the workpiece. For the validation of the model 
and the simulation, a surface grinding process using 
mounted points (Fig. 1) on a machining center was 
analyzed. The machined workpiece had a hard material 
coating with a hardness of approximately 1,350 HV0.3. 
Because of the high amount of tungsten carbide in the 
coating, diamond superabrasives have to be applied for 
the machining process [12]. To achieve a high accuracy 
and a defined tool shape, the grinding tools were dressed 
by using Silicon Carbide (SiC) grinding wheels. 
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Fig. 1. Mounted points. Microscopic views of the tool and the 
machined workpiece surface.  
2. Simulation of the NC grinding process 
The process model for NC grinding was integrated 
into an already existing multi-scale simulation system 
for the NC milling process [11]. This offers the 
possibility to simulate the preprocessing and the 
finishing process in one application environment and 
thereby avoid often necessary conversion operations. 
Additionally, some components, like the NC controller, 
and the provided modeling methods can be used as a 
basis for the simulation of the grinding process. 
With these methods, the basic shape of the tool can be 
modeled as a simple CSG primitive (cylinder or sphere) 
while the individual grains can be approximated as ideal 
diamonds (Fig. 2). These diamonds are represented by 
the Boolean intersection of a regular octahedron and a 
regular hexahedron with the size of those two objects 
being randomly generated corresponding to the size 
distribution of the grains on the real grinding tool. To 
obtain a realistic arrangement of the grains on the 
surface of the mounted point, each diamond model is 
placed at a random non-colliding surface position on the 
tool with a random orientation. 
 
 
Fig. 2. Geometric model of the diamond grains. 
The protrusion height distribution of the grains 
depends on the bonding system. For resin-bonded tools, 
for example, the grains may even be completely encased 
in the material. However, for the simulation of the 
grinding process, only the active grains have to be 
regarded. In the case of surface grinding, this means that 
only a small interval of grain depths up to the maximum 
protrusion height has to be reproduced and thereby the 
number of grains and also the runtime of the simulation 
can be reduced. 
There are different options for the modeling of the 
workpiece during the NC grinding process. In general, 
for free-formed surfaces, a multi-dexel model [11] is 
used, which consists of three perpendicular dexel boards. 
Each of these dexel boards consists of a two-dimensional 
field of dexels and allows the modeling of undercuts by 
recording not only the minimum and maximum dexel 
height, but also intersection points in between, which 
represent points on the workpiece surface. Additionally, 
each point is supplemented with a normal vector to 
obtain a more realistic visualization of the workpiece in 
the simulation. Since each board serves as a continuous 
model in one Cartesian direction and as discrete model 
in the other two Cartesian directions, the use of multiple 
dexel boards is important to increase the simulation 
precision. For the surface grinding process, however, a 
simple dexel model is sufficient since there is a 
predominant direction, which is given by the position of 
the tool relative to the workpiece surface (Fig. 3). 
Additionally, there are no undercuts in this process. 
Therefore, it is only necessary to store the highest point 
of each dexel. The close-up view of a simulated 
workpiece surface is shown in Fig. 3B. 
 
 
Fig. 3. Geometric model. Close-up views of the tool and the simulated 
workpiece surface. 
By combining the workpiece model and the tool 
model with the existing NC-controller component from 
the simulation system, the whole grinding process can be 
simulated geometrically. At each time step, the 
intersections of the grain models and the individual 
dexels are calculated and the normal vector of the grain 
surface at the intersection point is determined. After that, 
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the line segments from the intersection are subtracted 
from the dexel to model the material removal process. 
Furthermore, by analyzing the dexels segments that are 
cut off during the simulation, the process forces can be 
calculated. (Fig. 3). 
 
 
Fig. 4. 2D illustration of the force calculation.  
The process forces are determined by dividing each 
grain into small cutting wedges along the workpiece 
surface and then adding the forces for all the cutting 
wedges for all grains. Based on the Kienzle equation [9], 
the force in direction normal to the cutting face of the 
grain is calculated for each cutting wedge according to 
the following equation: 
simcm
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in which n is the normal vector of the cutting face, 
kc,sim is the specific cutting force, mc,sim is the exponent 
parameter, b is the width of the cutting wedge, d0 is 
1 mm, and d´ is the projected grain-immersion depth 
(Fig 3). The resulting overall force does not depend on 
the time resolution of the simulation or the resolution of 
the dexel board, which is an important prerequisite for a 
meaningful force model. The calibration parameters kc,sim 
and mc,sim have to be determined before the process 
forces can be calculated. In contrast to the force 
calculation based on the chip cross section, this model 
not only allows the prediction of the force value, but also 
of the force direction. In addition, the nonlinear 
influence of the process parameters on the forces is 
taken into account.  
3. Experimental investigation 
The experiments were conducted on a five-axis 
machining center Deckel Maho DMU50 eVolution using 
resin-bonded diamond grinding tools with a grain size of 
126 µm [12]. The tools were cylindrically and 
spherically shaped and had diameters of 15 mm. To 
prepare the grinding tools, a dressing device in 
combination with silicon-carbide (SiC) grinding wheels 
was used. The machined workpieces were coated with 
88 percent by volume of ultra-fine tungsten carbide in a 
cobalt matrix (WC-12Co) by means of HVOF flame 
spraying with a surface hardness of 1,350 HV0.3. 
During the process, the forces were measured in feed 
direction (Ft) and in direction of the surface normal (Fn) 
by a three-component dynamometer Kistler 9257B.  
 
 
Fig. 5. Experimental setup and process parameter values. 
The influence of the process parameter values on the 
process forces has been evaluated by a Design of 
Experiments (DoE) based on a Latin Hypercube Design 
(LHD) [13]. Within the DoE, the process parameters 
feed speed vf, depth of cut ae, and width of cut ap have 
been varied in 16 combinations (Table 1). Additionally, 
four repetitions of the center point (#8) have been 
carried out (#12, #13, #18, #19) to determine the 
statistical reproducibility of the process. The standard 
deviation of the center point was 0.2 N and 0.1 N for Fn 
and Ft, respectively. 
Table 1. Design of experiments based on a latin hypercube design. 
# ae (µm) 
vf 
(mm/min) 
ap 
(mm) # 
ae 
(µm) 
vf 
(mm/min) 
ap 
(mm) 
1 13 480 2 11 16 400 3.2 
2 12 330 3 12 15 520 2.6 
3 13 750 2.2 13 15 520 2.6 
4 20 440 2.9 14 11 630 3 
5 19 370 2.3 15 19 710 2.6 
6 18 670 3.1 16 15 250 2.2 
7 17 600 2.1 17 10 290 2.4 
8 15 520 2.6 18 15 520 2.6 
9 17 210 2.8 19 15 520 2.6 
10 11 560 2.5 20 14 790 2.7 
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In order to evaluate the measured data, the analysis 
software Matlab was used to generate a Design and 
Analysis of Computer Experiments (DACE) model [13]. 
The coefficient of determination R2 of the model was 
97.3 % for Fn and 96.3 % for Ft. The influence of the 
depth of cut ae and the feed speed vf on the normal and 
tangential forces for a width of cut ap = 3.2 mm are 
presented on the left side of Fig. 6. Both diagrams show 
a similar trend. The process forces increase almost 
linearly depending on the process parameter values 
when the other parameter is kept constant, but the slope 
of the calculated model increases with higher values of 
the second parameter. 
4. Validation 
For the initial validation of the process force model, 
eight runs of the grinding simulation for the surface 
grinding process were conducted with varying feed 
speeds and depths of cut. The width of cut was kept 
constant at 3.2 mm during the computer experiments 
since ap is, except for statistical variations, proportional 
to the number of grains in engagement in the simulation. 
Therefore, an almost linear dependence of the simulation 
result on the width of cut can be assumed. The tool 
model was generated by using parameters like grain size 
from the real grinding tool (Section 3). The workpiece 
was represented by a single dexel field with a resolution 
of 2 µm, and the tool was modeled as a cylinder with 
3,000 ideal diamond grains. The calibration parameters 
used for the force calculation were kc,sim = 8692 N/mm2 
and mc,sim = 0.55. Additional simulations were conducted 
with only 2,000 grains distributed on the grinding tool in 
order to analyze the effect of the grain density on the 
force calculation. Fig. 7 exemplarily shows the 
simulated force progressions for tools with 2,000 and 
3,000 grains over the course of one tool rotation for one 
computer experiment (vf = 460 mm/min, ae = 14 µm). 
Even though the progression itself is different for the 
two models, the average forces (Fn,2000 = 9.9 N, 
Fn,3000 = 10.2 N) are similar. This illustrates the stability 
of the simulation and force model with regard to the 
number of grains on the tool. 
Fig. 6 (right) depicts the DACE models generated by 
the simulation data for the normal and tangential forces 
in the surface grinding process with a coefficient of 
determination R2 of 92.8 % and 88.1 %, respectively. As 
a basis, the average normal and tangential forces were 
calculated for each of the eight runs with 3,000 grains. 
The models exhibit properties comparable to the models 
generated by the measurement data. There is a similar 
dependence on the individual process parameters, 
although there are also some discrepancies. However, 
the biggest differences are at the corner points, which 
 
 
Fig. 6. DACE models for the normal force (top) and tangential force (bottom) based on measurement (left) and simulation (right) 
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have the highest statistical uncertainty. The diagrams 
also show that it is possible to predict both, the normal 
and tangential forces, by modeling only the force in the 
direction normal to the cutting face since the DACE 
models for both forces are a good match not only 
qualitatively, but also quantitatively. The simulated 
normal forces are only slightly lower and the simulated 
tangential forces are only slightly higher than the 
measured ones. 
 
  
Fig. 7. Simulated force progression over the course of one tool rotation 
5. Conclusion and outlook 
In this paper, a simulation system for grinding free-
formed surfaces was presented. In contrast to previous 
simulations, it calculates the process forces based on the 
engagement situation for each grain on the tool, but it is 
also sufficiently efficient to simulate multiple tool 
rotations in an appropriate period of time. This is 
achieved by using a geometric-kinematical modeling 
approach with idealized CSG grain shapes and the 
workpiece represented by a dexel model. 
The simulation was validated using data measured 
during the surface grinding of WC-Co coatings. This 
facilitates the analysis of the influence of the individual 
process parameters on the grinding forces. The 
comparison of the average simulated and measured 
forces shows that the simulation data approximately 
corresponds to the measured data. Even though only a 
surface grinding process was analyzed, the process 
model is independent of the contact situation between 
tool and workpiece and, thus, can also be applied to the 
grinding of free-formed surfaces. 
In future research, the force calculation will be 
applied to the grinding of coated forming tools with free-
formed surfaces. Furthermore, the investigations will be 
expanded by applying additional types of grinding tools, 
e. g., spherically and conically shaped mounted points. 
The simulation system can then be used to optimize the 
machining process to keep the grinding forces at a 
constant level. 
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