Abstract-Proactive cognitive agents need to be capable of both generating their own goals and enacting them. In this paper, we cast this problem as that of maintaining equilibrium, that is, seeking opportunities to act that keep the system in desirable states while avoiding undesirable ones. We characterize desirability of states as graded preferences, using mechanisms from the field of fuzzy logic. As a result, opportunities for an agent to act can also be graded, and their relative preference can be used to infer when and how to act. This paper provides a formal description of our computational framework, and illustrates how the use of degrees of desirability leads to wellinformed choices of action.
I. INTRODUCTION
We investigate the general problem of making robots proactive. By proactive we understand a robot that is able to generate its own goals and pursue them by acting.
Consider the following example. Anna needs to take pills daily, preferably at lunch time, but at least before the end of the day otherwise she will be unwell by night time. A personal robot is there to assist her in her home. The robot knows what states are more or less desirable -but how can it infer when and how to act in order to make sure Anna takes her pills? For instance, reminding Anna to take her pills already in the morning can be perceived as patronizing, whereas it may be more appropriate at lunch, as that is when pills should be taken. Bringing the pills is more intrusive than reminding, hence doing so at lunch time is less appropriate than reminding. However, intrusiveness becomes more acceptable as time goes by (and the urgency to take the pills rises), or if being intrusive is the only way to guarantee a desired outcome. For instance, it may be more appropriate to bring the pills already at lunch time if it is foreseen that Anna will be out after lunch for the rest of the day.
Proactivity can enhance the effectiveness of human-robotinteraction [17] . It goes beyond what is typically done in autonomous robotics, where goals are manually provided by a user and planning is used to satisfy those goals [9] . Proactivity deals with the question "where do goals come from?". As the previous example shows, however, generating adequate proactive decisions may involve complex reasoning even in very simple cases. This problem has been studied in several areas, including goal autonomy [3] , [8] , cognitive architectures [12] , [14] , [1] , [5] , anomaly response [4] , [6] , and context-aware planning [13] . In our own previous work [7] we have proposed an approach to proactivity where a robot seeks opportunities to keep the system in desirable states while avoiding the undesirable ones. Here we extend that work by introducing graded preferences of states using mechanisms from the field of fuzzy logic.
The problem of taking decisions with fuzzy preferences of future states has been addressed before, e.g., in the areas of multi-stage decision making [2] and of possibilistic MDP [15] . Those works, however, aim at finding an optimal sequence of executable actions: as such, they explore a very large search space. By contrast, our approach uses the notion of opportunity as a heuristic way to quickly identify promising goals that aim to keep the system within highly desirable states. One-step decision making with graded preferences is done in fuzzy multicriteria decision-making [10] , but without considering consequences that occur farther than one step into the future. The approch presented in this paper uses a variable lookahead to anticipate future undesirable states. This paper proposes a general framework for proactivity, where goals are dynamically generated with the aim of keeping a given system in the most desired states. The central mechanism in our framework is an Equilibrium Maintenance algorithm. This continuously evaluates the current and future states of the system, and identifies opportunities to act, that is, actions that would steer the system toward more desired states. Since desirability of states is a matter of degrees, opportunities also have degrees: these are used to choose which opportunities should be enacted.
The next section describes the formal ingredients of our framework. In Section III we make this framework computational by describing the Equilibrium Maintenance algorithm, and we illustrate it on the pills example above in Section IV. Section V discusses several open issues, and Section VI concludes.
II. DESIRABILITY, OPPORTUNITIES AND EQUILIBRIUM
We extend the formalization proposed in [7] to allow degrees of desirability. This is a conservative extension, meaning that our formalization collapses to the one described in [7] in the crisp case. Let L be a finite set of predicates. We consider a system Σ = S, U, f , where S ⊆ P(L) is a set of states, U is a finite set of external inputs (the robot's actions), and f ⊆ S × U × S is a state transition relation. Each state s ∈ S is completely determined by the predicates that are true in s (closed world assumption). If there are multiple robots, we let U be the Cartesian product of the individual action sets, assuming for simplicity synchronous operation. The f relation models the system's dynamics: f (s, u, s ) holds iff Σ can go from state s to s when the input u is applied. We assume discrete time, and that at each time t the system is in one state s ∈ S. In our pills example, the states in S may encode the time of day or the current activity of the user.
The free-run behavior F k of Σ determines the set of states that can be reached from s in k steps when applying the null input ⊥, that is, the natural evolution of the system when no robot actions are performed. F k is given by:
A. Desirability
We consider a fuzzy set Des of S which describes the desirable states in S. The membership function µ Des : S → [0, 1] determines the degree of desirability of a state. We extend the definition to sets of states X ⊆ S, that is, µ Des (X) = min s∈X (µ Des (s)). In the following, we abbreviate µ Des (·) as Des(·). The complement of desirability, 1 − Des(s), is the degree to which a state is undesirable.
Fuzzy desirability allows us to capture that a state is more or less desirable. For instance, a state s where it is morning and the pills are taken is less desirable than a state s where the pills are taken and it is lunch time. However, s is better than a state s in which the pills are not taken by nightfall. Concretely, one may have Des(s) = 0.5, Des(s ) = 1, Des(s ) = 0.
Note that we only admit degrees in the desirability of states, while the transition relation f is crisp. This is because in this work we are interested in modeling graded preferences, not in quantifying uncertainty. We model qualitative uncertainty by non-determinism in F . Also note that our framework is a conservative extension of the one in [7] : if desirabilities are crisp, i.e., Des(s) ∈ {0, 1} for all s ∈ S, then the two frameworks coincide.
B. Action schemes
We want to capture the notion that Σ can be brought from some states to other states by applying appropriate actions in the appropriate context. We define an action scheme to be any partial function
where P + (S) is the powerset of S minus the empty set. We denote by A the set of all action schemes. An action scheme α abstracts all details of action: α(X) = Y only says that there is a way to go from any state in X to some state in Y . We denote by dom(α) the domain where α is defined. For example, the scheme α remind , which reminds the user to take the pills, can be applied in any state s where the user is present and the robot is on: these conditions characterize
Fig. 1. Graphical illustration of action schemes. Desirability of states increases from left to right, and three iso-lines of Des are shown. Each action scheme α i may change the state from being less desirable to being more desirable or vice-versa.
dom(α remind ). We also define the subset of dom(α) that is relevant in state s, that is,
Action schemes can be at any level of abstraction, be it simple actions that can be executed directly, sequential action plans, policies, high level tasks or goals for one or multiple planners. Figure 1 illustrates the above elements. Each action scheme can be applied in some set of states, and brings the system to other states. For instance, scheme α 1 can be applied in any state in X 1 , and when applied it will bring Σ to some new state in Y 1 . The system is currently in a state s whose desirability degree is moderate, and if no action is applied it will move in k steps to some state in the set F k (s), which is even less desirable.
We now define a fuzzy relation between an action scheme α and a state s that expresses the degree of how beneficial it is to apply α in s:
If dom(α, s) = ∅, which means α is not applicable, Bnf(α, s) = 0. Intuitively, the degree of benefit of an action scheme α is determined by the degree of Des that can be reached at minimum (if s is in the domain of α). In Figure 1 , α 1 is applicable in s since its domain includes X 1 and s ∈ X 1 . However, its benefit is low in s, since its application brings the system into states with lower desirability than in the current state s, i.e., α 1 (X 1 ) = Y 1 and Des(Y 1 ) < Des(s). Scheme α 2 is applicable in s and leads to highly desirable states, it has therefore high benefit. Scheme α 3 is not applicable in s, hence it is not beneficial in s, but will become so in k steps. We can extend the notion of being beneficial to take a time horizon k into account:
where
Intuitively, the degree of benefit of an action scheme α is the minimum degree of desirability that can be reached, after k time steps.
C. Opportunities
We can use the above apparatus to characterize different types of opportunities for action, which we define formally here and exemplify in Section IV.
The first two properties characterize schemes that can be applied in the future in response to a current undesired situation. In particular, Opp 1 (α, s, k) is a "big" opportunity for acting if the current state is very undesirable and at least in one of the reachable future states α is very beneficial. Opp 2 (α, s, k) is the same, except that the application of α is required to have high benefit in all future states. Opportunities of the third and fourth type are big in case of future high undesirability and high future benefit, where Opp 3 takes an "optimistic" view, max s ∈F k (s) , and Opp 4 is takes a "pessimistic" view, Figure 1 is a big opportunity of type Opp 4 . Opportunities of the last two types are big if the future benefit of acting now is high and undesirability is high when not acting in at least one future state (Opp 5 ) or all future states (Opp 6 ). Note that for k = 0, all properties above collapse to
that is, an opportunity of this type is big if α is highly beneficial now and undesirability is high in the current state.
D. Equilibrium
We say that a system Σ is in equilibrium if there are no opportunities to act; it is "almost in equilibrium" if there are "small" opportunities, and "very much out of equilibrium" if there are "big" opportunities for acting. Using the formal ingredients above, we can now formally define the degree to which system Σ is in equilibrium as
In words, equilibrium is the complement of the maximum opportunity.
III. EQUILIBRIUM MAINTENANCE
As stated in Section I, our aim is to make robots proactive. Here, we connect this aim to the formal framework of equilibrium introduced in Section II. We stipulate that proactivity arises from the lack of equilibrium, and define the process of Equilibrium Maintenance as the driver of robot action. Specifically, maintaining equilibrium means (i) to determine the current degree of equilibrium of the system, that is, whether there exist opportunities of degree greater than zero; (ii) to choose one of the found opportunities; and (iii) to dispatch the chosen opportunity for being enacted.
We summarize here the assumptions we make. The set A = {α 1 , . . . , α m } of action schemes is assumed to be finite. As mentioned in Section II, action schemes can be at any level of abstraction, from high-level goals over policies or plans to individual actions. A suitable execution layer is assumed to be capable of enacting action schemes. An appropriate state estimation function provides the current state. We assume partial knowledge of the time models of all entities affecting the system state. The fact that this knowledge is only partial is reflected in the non-determinism of the models, which allows us to account for uncertainty.
The different control loops in a system with Equilibrium Maintenance are illustrated in Figure 2 . The feedback loop realized by Equilibrium Maintenance incorporates action scheme selection, execution and state estimation. A feedback loop at a lower level of abstraction is realized by the executive layer, which determines how action schemes are executed by the system. The operational level of abstraction of Equilibrium Maintenance is determined by the free-run and action scheme models. For example, if α is a plan, the executive layer is an action dispatcher, whereas if α is a goal, the executive layer is able to generate and execute a plan for it. Algorithm 1 describes the Equilibrium Maintenance process, EqM (K). It continuously assesses the degree of equilibrium of the system, using it as a guide to choose the most appropriate action scheme to enact. Equilibrium is assessed if the state changes (line 3). If the system is not in equilibrium, the biggest opportunities, hence those that minimize Eq(s, K), are stored in set Opps (line 4-5). Among these, one is chosen to be dispatched for enacting (lines 6-7).
Note that equilibrium is maximal when opportunity degrees are minimal, which is the case if there is no applicable α, or no applicable α has a large Bnf, or if all current and future states are highly desirable. We are not interested, and therefore do not model in our framework, how to reach states where no α is applicable, or where no α has significant benefit. Hence, "maximizing equilibrium" means enacting the opportunity which results in states where desirability is maximal (and incentive to act is minimal).
The concept of Opportunity relates (i) desirability of current or future states and (ii) benefit of applying action schemes now or later, hence, an opportunity's degree is influenced by both these factors. This also means that two different opportunities can have the same degree, where factor (i) is decisive for one of them and factor (ii) for the other. Ties among opportunities with the same degree are broken as follows in our current approach. We use three criteria in function choose (Algorithm 1, line 6): ≥ Bnf , opportunities with higher benefit are ranked higher than those with lower benefit; ≥ k , opportunities with lower k are preferred over those with higher k; and ≥ Opp i , opportunities are ranked by their type according to Table I . The highest priority sort applied to Opps is ≥ Bnf . The rationale behind this is that those opportunities that give highest benefit when enacted should be given precedence. Second highest priority is attached to the sort ≥ k . This is because action schemes of opportunities closer in time can "help" faster when applied. Lastly, sort ≥ Opp i prioritizes opportunities with a "pessimistic" prediction of desirability of future states over those with an "optimistic" view to be "on the safe side". Within the group of pessimistic and optimistic opportunity types, those that act now rather than later are given precedence.
EqM (K) is driven by state change, be it as a result of freerun or action scheme application. If there is no assumption on the synchronization between the two types of events, action schemes need to be dispatched together with the state s when they should be applied (opportunities of type Opp 1-4 ). Here, we assume that free-run and action scheme application do not co-occur, and that Des is non-dynamic.
IV. EXAMPLE
We now use the example introduced earlier in Section I to describe how EqM (K) works. The state of the system is modeled by predicates that can be true or false, under the closedworld assumption. Relevant predicates indicate the time of day, {morning, lunch, evening, night}, the type of interaction with the user, {notified, approached}, and whether the pills have been taken for the day, {pills}. The set of action schemes A contains α remind and α bring . Applying α bring leads to the deterministic result of predicates {pills, approached} being true, whereas applying α remind has a non-deterministic result with the notified predicate being true, and the pills predicate being true immediately, in a later state or not at all. Neither α remind nor α bring are applicable in states where (pills ∨ night) holds.
The desirability of states is modeled as follows. Reminding is a less intrusive interaction executed by a smart-watch, whereas bringing the pills, executed by a robot, is more intrusive. Also, not having taken the pills by nightfall is extremely undesirable, as it leads the user to be ill. A function is given that defines the desirability of each state depending on which predicates are true or false. For each state s, Des(s) is the maximum value in [0, 1] satisfying the following constraints:
The user knows it is best to take the pills at lunch, and that they should be taken by nightfall at the latest. She therefore is willing to accept more intrusion as time passes and urgency to take the pills rises. Indeed, enacting α bring already at lunch leads to rather undesirable states as intrusion is high while urgency to take the pills is still low. As time progresses, urgency to take the pills grows so the desirability of result states from action scheme application more and more depends on how efficient they are in making the user take her pills rather than how intrusive they are.
The non-deterministic free-run model without any possible robot action, i.e., what the world would look like if left to itself, is shown in Figure 3 (left), with states at time t ∈ {0, . . . , 3} on the x-axis, degree of desirability of the state on the y-axis. It is best to take the pills at lunch, but they should be taken by the end of the day at the latest, otherwise the desirability will be zero. Figure 3 (right) shows the values of Eq(s, 0) (solid line) and Eq(s, 1) (dashed line). The time horizon for computing Eq(s, K) and EqM (K) in this example is K = 1.
The evolution of the state (cyan line) and opportunities inferred in time steps t = 0 . . . 3 are shown in Figures 4(a)-(d) . Fig. 3 . Left: desirability of free-run F with different non-deterministic branches; Right: Eq(s, 0) (solid line) and Eq(s, 1) (dashed line) in each state.
There are several opportunities with time horizon k = 1 in the morning, at t = 0, both for action schemes remind and bring because there are future states where the user might not take her pills at lunch. It is still early in the day, the urgency to take the pills is relatively low and perceived intrusion from the system interacting with the user is high, particularly for approaching her. Hence, reminding the user to take her pills leads to more desirable states than bringing the pills. Consequently, opportunity Opp 3 (α remind , s 0 , 1) has a higher degree, 0.8, than opportunity Opp 3 (α bring , s 0 , 1) = 0.1. The opportunity with the highest degree, reminding the user in the next time step (at lunch time) to take the pills, is chosen for enacting (Figure 4(a) ). At lunch time (t = 1), the user has not taken her pills (Figure 4(b) ). Reminding the user to take the pills is now an opportunity Opp 0 (α remind , s 1 , 0) = 0.2, that is, immediately applying the action scheme. The same is valid for bringing the pills, but again, resulting states from performing this action scheme are less desirable as the intrusive effect is higher, Opp 0 (α bring , s 1 , 0) = 0.1. The set of opportunities Opps that maximize equilibrium in state s 1 , i.e., that have degree 0.2, contains two more opportunities besides Opp 0 (α remind , s 1 , 0), namely, Opp 1 (α remind , s 1 , 1) and Opp 3 (α remind , s 1 , 1) . The choose-function in Algorithm 1 prefers opportunities with lower k over those with higher k. Hence, Opp 0 (α remind , s 1 , 0) is chosen and enacted. Reminding the user has not made her take the pills, so at time t = 2, in the evening, predicate pills is still not true. This is due to the non-deterministic character of action scheme α remind . From t = 2, the system can by free-run reach the desirable state s 3 where (night ∧ pills) holds, or the very undesirable state s 3 in which the pills have not been taken for the day. An opportunity of type Opp 5 thus arises (acting now to prevent a possible future undesirable state). The intrusion arising from the robot approaching the user is offset by the extreme undesirability of the state that may result from inaction. Both action schemes α remind and α bring have effect states s where pills holds and where Des(s ) is high. For bring, however, this is the case for all effect states, whereas remind may lead to states where pills does not hold. There are also opportunities of type Opp 0 in state s 2 , but their degrees are relatively low (0.2 for remind and 0.1 for bring), because their immediate benefit is moderate. Hence, EqM (K) chooses opportunity Opp 5 (α bring , s 2 , 1) = 1 for enacting (Figure 4(c) ). An effect of applying bring at t = 2 is that Eq(s 3 , 0) = 1. This is due to the fact that no α ∈ A is applicable in s 3 , as pills holds in that state (Figure 4(d) ). Also, Des(s 3 ) = 1 because pills have been taken for the day.
In order to see the added value of using degrees of desirability, suppose that we do not employ fuzzy but binary desirability in this example, that is, a state can either be desirable or not. We can choose to model all states s ∈ S being desirable, Des(s) = 1, except for state s where it is night and the pills have not been taken, Des(s ) = 0. EqM (K) with K = 1 only infers one opportunity, namely, Opp 5 (α bring , s 2 , 1). However, since it is better to take the pills at lunch, we would have to also model as undesirable those states where it is lunch and the pills are not taken, although this is not as bad as not having taken the pills at all for the day. Also, how do we distinguish between the different degrees of intrusion perceived by the user from the different action schemes remind and bring, varying depending on the time of the day? We can model being notified at lunch as desirable, while being approached as undesirable. But what if the user goes out after lunch for the rest of the day, and reminding her to take her pills is not effective? It would be better to be intrusive than to risk that she does not take her pills for the day. Fuzzy desirability allows us to model the world in a way that is more fine-grained and conforming to reality.
V. DISCUSSION
In modeling and operationalizing equilibrium in Sections II and III, we have made a number of choices. In this section we review these choices and discuss some alternatives. a) Fuzzy operators: In our formalization, we used the min and max operators for fuzzy conjunction and disjunction. While this is the most common choice in fuzzy logic [11] other options exist for these operators, all belonging to the family known as triangular norms, or t-norms [16] . Our framework can be restated using any t-norm/t-conorm pair in place of the min/max pair. Interestingly, using a different pair may result in a different quantitative behavior and therefore in different action schemes being selected by EqM .
Consider for example the case when Des(s) = 0.4, and Bnf(α 1 , s) = 1, while Bnf(α 2 , s) = 0.6. Using the min t-norm, we have both Opp 0 (α 1 , s, 0) = 0.6 and Opp 0 (α 2 , s, 0) = 0.6, and the choice between α 1 and α 2 would be arbitrary. By contrast, the product t-norm would give Opp 0 (α 1 , s, 0) = 0.6 and Opp 0 (α 2 , s, 0) = 0.36 so α 1 would be chosen. b) Triggering condition: EqM infers and acts upon possible opportunities as soon as Eq(s, K) < 1, that is, as soon as there is some opportunity with degree greater than zero -see Algorithm 1, line 4. This triggering condition could be made more complex without changing our framework. For instance, the condition could take into account the cost of acting, or it could weigh action versus inaction by computing the opportunity of a "null" action. What choice is most adequate likely depends on the application domain. c) Selection criterion: Our EqM algorithm uses a function choose to select among the opportunities with the same degree. In our example, choose is based on a specific priority between three sorts, but there are other options, e.g., using different numbers or types of sorts, or using the sorts in a different order.
As an example, consider a case in which Des(F k (s)) is constant for all k, while the benefit of available action schemes increases with k. The choose introduced in Section III gives highest priority to ≥ Bnf and therefore chooses an opportunity with the highest benefit, that is, with the biggest k. But one could use an "eager" choose, that gives higher priority to ≥ k : then, an opportunity with the lowest possible k would be chosen, even if this results in lower benefit. Whether a "fast help" should be preferred to a more effective but later one clearly depends on the domain.
VI. CONCLUSION
We have presented a framework for proactivity that allows a robot to infer whether, when and how to act. Compared to previous work, this framework introduces fuzzy desirabilities, that allow the fine grained modeling of graded preferences of states. Importantly, the situation where states are either desirable or undesirable is still captured as a special case: therefore, users are not forced to model degrees of desirability, but they can do so if these are available. We emphasize that we use fuzzy logic to model graded preferences, but not to quantify uncertainty in the non-deterministic transitions. The latter could be done, e.g., using a formalization similar to the one of possibilistic MDP [15] , but it is not in our current focus.
While we have made clear choices in this paper regarding the fuzzy operators, the triggering condition and the selection criterion, our framework does not depend on these and other choices can be made for these parameters. In general, these choices may depend on the application domain: how they do is an important question, which is left for future investigation.
