A combinatorial proof of the reduction formula for Littlewood–Richardson coefficients  by Cho, Soojin et al.
Journal of Combinatorial Theory, Series A 114 (2007) 1199–1219
www.elsevier.com/locate/jcta
A combinatorial proof of the reduction formula
for Littlewood–Richardson coefficients ✩
Soojin Cho a, Eun-Kyoung Jung a, Dongho Moon b,1,2
a Department of Mathematics, Ajou University, Suwon 443-749, South Korea
b Department of Applied Mathematics, Sejong University, Seoul 143-747, South Korea
Received 24 January 2006
Available online 1 February 2007
Communicated by Arun Ram
To Professor Georgia Benkart with our best wishes on her retirement
Abstract
There are well-known reduction formulas for the universal Schubert coefficients defined on Grassmanni-
ans. These coefficients are also known as the Littlewood–Richardson coefficients in the theory of symmetric
functions. We restate the reduction formulas combinatorially and provide a combinatorial proof for them.
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0. Introduction
The theory of Schur function is one of the most important subjects in algebraic combina-
torics because of its connections with the theory of symmetric functions, representation theory
and algebraic geometry. I. Schur showed in [20] that the irreducible polynomial characters of
the general linear group GLn(C) are symmetric functions in n variables, which now we call
Schur functions. Surprisingly, the Schur functions give a Z-basis for the space of the symmetric
functions.
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1200 S. Cho et al. / Journal of Combinatorial Theory, Series A 114 (2007) 1199–1219The Littlewood–Richardson rule (LRR) is a rule for decomposing a product of two Schur
functions as a linear sum of Schur functions. More precisely, for a given partition λ, if we let
sλ be the corresponding Schur function, then the LRR describes a method to determine cνλμ, the
Littlewood–Richardson coefficients, in
sλ · sμ =
∑
ν
cνλμsν. (0.1)
The LRR was first formulated in 1930s by D. Littlewood and A. Richardson without proof [14].
A proof for the LRR is accomplished by G. Robinson in [19] but it shortly turned out to contain
a serious gap. Later three flawless proofs of the LRR were simultaneously obtained in late 1970s
independently: G. Thomas [24] used Schensted’s insertion scheme and Schützenberger [21] used
jeu de taquin to prove the LRR. In his book [15], I. Macdonald filled the gap and completed
Robinson’s proof. Currently, more proofs for the LRR in various aspects are available (see, for
example, [1], [18] or [23]). For historical reviews and recent developments on the LRR, see [25].
Because the Schur functions are irreducible polynomial characters of GLn(C), Eq. (0.1) cor-
responds to the following tensor product decomposition rule of the irreducible GLn(C)-modules:
For a partition ξ , if we let V (ξ) be the corresponding irreducible representation of GLn(C), then
V (λ) ⊗ V (μ) =
⊕
ν
V (ν)
⊕
cνλμ . (0.2)
Another remarkable application of the LRR is established in the Schubert calculus: For a
partition ξ , we let σξ be the corresponding Schubert class. Then the cup product of two Schubert
classes σλ and σμ in the cohomology ring of a Grassmannian space decomposes as
σλ · σμ =
∑
ν
cνλμσν, (0.3)
where cνλμ is the Littlewood–Richardson coefficient in (0.1). More detailed accounts of the LRR
and its application could be found in [3].
A century ago, an algorithm to compute the product of a special Schubert class with an ar-
bitrary Schubert class was obtained by M. Pieri in [16]. The first modern treatment of Pieri’s
result was carried out by W. Hodge and D. Pedoe in [7] where a reductive method in the intersec-
tion theory on Grassmannians was developed to prove the Pieri formula. Later, P. Griffiths and
J. Harris further refined Hodge and Pedoe’s argument, and intelligent reduction formulas in gen-
eral triple intersection numbers are obtained. In [4], two reductive relations (see Theorems 1.2
and 1.3 below) on the structure constants of the Schubert calculus are given and geometrically
proved by computing intersection numbers in two different Grassmannians.
A common way to describe the LRR in algebraic combinatorics is to use tableaux, and it is
natural to ask if a nice combinatorial proof of such reductive relations using tableaux is available.
In this paper, we provide a combinatorial proof for the reduction formulas by obtaining a bijective
map between suitable sets of skew tableaux.
In Section 1, we give definitions, setup notations and review some basic results in algebraic
combinatorics and algebraic geometry. In Section 2, we will provide an algorithm to obtain a
combinatorial proof of the first reduction formula. We will prove that our algorithm is well de-
fined in Section 3. In Section 4, we will investigate the other reduction formula. Some remarks
on recent developments which are relevant to the reduction formulas will be given in Section 5.
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In this section, we briefly review basic terminologies and results in tableaux theory and
Schubert calculus on Grassmannians. More backgrounds on Grassmannians could be found
in [4,6,22].
Let V be a complex vector space. The Grassmannian G(k,V ) is defined to be the set of
k-dimensional subspaces of V . In the case V = Cn we write G(k,n) for G(k,Cn). For any
partition λ = (λ1, λ2, . . . , λk), which is a nonincreasing sequence of nonnegative integers, there is
a Schubert class σλ and these classes form a basis for the cohomology ring of the Grassmannians
over Z. For two classes σλ and σμ of complementary dimension, we have the duality theorem:
(σλ · σμ) =
{
1 if λi + μk+1−i = n − k for all 1 i  k,
0 if λi + μk+1−i > n − k for any i,
where (σλ ·σμ) is the intersection number of σλ and σμ. For a partition ν with at most k nonzero
parts and ν1  n − k, let νc = (n − k − νk, n − k − νk−1, . . . , n − k − ν1) be the complement
partition of ν (with respect to k and n − k). Then the cup product of two classes σλ and σμ can
be expanded as
(σλ · σμ) =
∑
ν
(σλ · σμ · σνc) · σν. (1.1)
In the formula (1.1), the coefficient (σλ · σμ · σνc ) are said to be the universal Schubert
coefficient and denoted by δ(λ,μ;ν). Note that (1.1) holds in G(k,n + 1) or G(k + 1, n + 1)
as well as in G(k,n). This comes from the following observations: The inclusion Cn ↪→ Cn+1
induces embeddings ι1 :G(k,n) → G(k,n + 1) and ι2 :G(k,n) → G(k + 1, n + 1) obtained by
sending Λ ⊂ Cn to Λ ⊂ Cn+1 and Λ ⊕ 〈en+1〉 ⊂ Cn+1, respectively, where {e1, . . . , en+1} is the
standard basis for Cn+1. Under these inclusions, we can choose appropriate flags V in Cn and
V ′ in Cn+1 so that σλ(V ) = ι−11 (σλ(V ′)) = ι−12 (σλ(V ′)). In particular, denoting the length of
the partition ν by l(ν) and taking k = l(ν), n − k = ν1, we could compute δ(λ,μ;ν) = (σλ ·
σμ · σνc) in G(l(ν), l(ν) + ν1). We may use these inclusions and a linear algebra technique
to show the following reduction formulas (see, for example, [4, p. 202]). Note, for a partition
λ = (λ1, λ2, . . . , λk) and 1 α  k, we use conventions that λ − λα = (λ1, . . . , λˆα, . . . , λk), the
partition obtained by deleting the αth part of λ, and λ 	 α = (λ1 − 1, . . . , λα − 1, λα+1, . . . , λk).
Theorem 1.2 (Reduction formula I). For any three indices 0  α,β, γ  k with α + β + γ =
2k + 1,
(σλ · σμ · σνc )G(k,n)
=
{
0 if λα + μβ + (νc)γ > n − k,
(σλ−λα · σμ−μβ · σνc−(νc)γ )G(k−1,n−1) if λα + μβ + (νc)γ = n − k.
Theorem 1.3 (Reduction formula II). For any three coefficients λα , μβ and (νc)γ with λα +
μβ + (νc)γ  2(n − k) + 1,
(σλ · σμ · σνc )G(k,n)
=
⎧⎨
⎩
0 if α + β + γ > k,
(σλ	α · σμ	β · σνc	γ )G(k,n−1)
if α + β + γ = k and λα > λα+1, μβ > μβ+1, (νc)γ > (νc)γ+1.
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polynomial sλ(x1, . . . , xm) in m variables which is called a Schur polynomial. A product of two
Schur polynomials can be written as a linear sum of Schur polynomials; for any three partitions
λ,μ and ν with at most m parts,
sλ(x1, . . . , xm) · sμ(x1, . . . , xm) =
∑
ν
cνλμsν(x1, . . . , xm). (1.4)
Definition 1.5. The coefficients cνλμ in (1.4) are called the Littlewood–Richardson coefficients.
The following is a well-known theorem, which relates the Schubert calculus with combina-
torics.
Proposition 1.6. (See for example [1] or [3].) The Littlewood–Richardson coefficient cνλ,μ is
equal to the universal Schubert coefficient δ(λ,μ;ν).
The Littlewood–Richardson coefficients can be described combinatorially in terms of Young
tableaux: The Young diagram or Ferrers diagram of a partition λ is a left-justified array of boxes
with λi boxes in its ith row. A Young tableau, or simply a tableau, of shape λ is a filling of a
Young diagram of λ that is weakly increasing across each row and strictly increasing down each
column. For two partitions λ = (λ1, λ2, . . .) and ν = (ν1, ν2, . . .), we write λ ⊆ ν, if λi  νi for
all i. For partitions λ and ν with λ ⊆ ν, the skew diagram, or skew shape, ν/λ is the diagram
consisting boxes of ν which are not the boxes of λ. A skew tableau of shape ν/λ with content
μ = (μ1,μ2, . . .) is a filling of boxes of a skew diagram ν/λ with μi i’s, where entries are weakly
increasing in rows and strictly increasing in columns. The row word of a skew tableau T , denoted
by w(T ), is the word obtained by reading the entries of T from right-to-left and top-to-bottom.
A word w = x1 · · ·xr is called a lattice word if, for any s  r and i, x1 · · ·xs contains at least as
many i’s as it contains (i + 1)’s.
Definition 1.7. A skew tableau T is a Littlewood–Richardson skew tableau (LR-tableau) if its
row word w(T ) is a lattice word.
Now, the Littlewood–Richardson coefficients have a combinatorial description in terms of
Young tableaux:
Proposition 1.8. (See for example [1] or [3].) Given three partitions λ,μ, and ν, the Littlewood–
Richardson coefficient cνλ,μis the number of LR-tableaux of shape ν/λ and content μ.
We close this section by adding few more conventions for later use. For a partition λ =
(λ1, . . . , λk) of length k, we let |λ| = λ1 + · · · + λk . If we flip the diagram of λ over its main
diagonal from upper left to lower right, the conjugate diagram is defined and the corresponding
partition will be denoted by λ˜. For a given tableau T , we will let T (i, j) denote the entry in the
box at (i, j)-position of the tableau T .
2. Statements and algorithms
The following is a combinatorial restatement of Theorem 1.2.
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and λ,μ ⊆ ν. We assume that ν has k nonzero parts. Then we have the following relations in the
Littlewood–Richardson coefficients:
cνλ,μ =
{
0 if λα + μβ > να+β−k,
c
ν−να+β−k
λ−λα,μ−μβ if λα + μβ = να+β−k.
(2.2)
In particular, if 0 < α,β  k are positive integers such that λα + μβ = να+β−k , then there is a
bijection between the set of LR-tableaux of shape ν/λ and content μ and the set of LR-tableaux
of shape (ν − να+β−k)/(λ − λα) and content (μ − μβ).
We will provide a combinatorial proof of Theorem 2.1 in Section 3. In this section we will
only describe the bijective map Φ and its inverse Ψ , which is used to obtain the second relation
in (2.2), between suitable sets of LR-tableaux. The well-definedness of Φ and Ψ will be also
provided in Section 3.
We will use the following convention repeatedly.
Definition 2.3 (Reduction condition). We say partitions λ,μ, ν which have at most k nonzero
parts, and positive integers α,β satisfy the reduction condition if they fulfill the condition
λα + μβ = να+β−k.
In this case, we let  indicate k − β .
Our bijective map Φ from the set of LR-tableaux of shape ν/λ and content μ to the set of
LR-tableaux of shape (ν − να−)/(λ − λα) and content (μ − μβ) is explained below. We will
prove that Φ is a well-defined bijective map in Section 3.
Definition 2.4. Let λ,μ, ν and α,β satisfy the reduction condition in Definition 2.3. For a given
LR-tableau T of shape ν/λ and content μ, the reduced LR-tableau Φ(T ) is obtained by applying
the following algorithm:
Step 1: Empty all μβ boxes containing (α − ) in ( + 1) consecutive rows from the
(α − )th row to the αth row.
Step 2: for i = α −  + 1 to β do
Replace all μβ i’s in ( + 1) consecutive rows from the ith row with (i − 1)’s.
end for
Step 3: for i = β + 1 to k do
Replace i’s with (i − 1)’s.
end for
Step 4: Slide the empty boxes down to the αth row or to the end of the column whichever
occurs first.
Step 5: Remove the empty boxes which are in the αth row or at the end of columns.
Remark 2.5. Note Step 2 is void if α = k.
We will denote the tableau obtained from T by applying Step 1 to Step 3 by T ◦.
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4,4). We have k = 8 and for α = 6, β = 5, λ6 + μ5 = 2 + 4 = 6 = ν6+5−8. The following
procedure shows an example of our reduction algorithm to obtain Φ(T ).
We now define a function Ψ that plays the role of the inverse of Φ . We let λ,μ, ν be partitions
that satisfy the reduction condition with some α,β and k.
Definition 2.7. For a given LR-tableau U of shape (ν −να−)/(λ−λα) and content (μ−μβ), an
LR-tableau Ψ (U) of shape ν/λ and content μ is obtained by applying the following algorithm:
Step 1: for i = β to (k − 1) do
Replace i’s in U with (i + 1)’s.
end for
Step 2: for i = (β − 1) down to (α − ) do
Replace the first μβ i’s appearing in w(U), with (i + 1)’s in U .
end for
Step 3: Define a tableau U∗ (with μβ empty boxes) of shape ν/λ as follows:
for i = 1 to k do
if i  α −  − 1 then
The ith row of U∗ is the ith row of U .
else if α −  i  α − 1 then
The first part of the ith row of U∗ consisted of (νi+1 − λi) boxes is the ith row
of the resulting tableau of Step 1 and Step 2 and the next (νi − νi+1) boxes of
the ith row of U∗ are empty.
else if i = α then
The αth row of U∗ is empty.
else if i  α + 1 then
The ith row of U∗ is the (i − 1)th row of the resulting tableau of Step 1 and
Step 2.
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end for
Step 4: for i = λα + 1 to να− do
In the ith column of U∗, slide the empty box upward so that the column is
increasing when we put (α − ) in the empty box.
end for
Step 5: Place μβ (α − )’s in the empty boxes.
Remark 2.8. Note that Step 2 is void if α = k.
Clearly, Ψ (U) is a tableau of shape ν/λ and content μ. We, however, have to show that the
steps in Definition 2.7 are well defined and Ψ (U) is an LR-tableaux, which will be done in
Section 3. Here is an example applying the inverse map Ψ .
Example 2.9. Let λ = (5,5,3,3,0), μ = (7,6,5,3,1) and ν = (10,8,7,7,6). Take k = 5,
α = 4, β = 3 and  = 2. Then λ − λα = (5,5,3,0), μ − μβ = (7,6,3,1) ν − να− = ν − ν2 =
(10,7,7,6). The following procedure shows an example of our algorithm to obtain Ψ (U).
3. Combinatorial proof
In this section, we will show that Φ and Ψ are well-defined bijective maps between the set of
LR-tableaux of shape ν/λ and content μ and the set of LR-tableaux of shape (ν−να−)/(λ−λα)
and content (μ − μβ). We first prove some technical lemmas.
Lemma 3.1. Let T be an LR-tableau with k rows. Then, for each 1 < i, s  k, the number of s’s
in the first i rows of T is at most the number of (s − 1)’s in the first (i − 1) rows of T .
Proof. This is immediate from the conditions that the row word of T is a lattice word and each
row of T forms a weakly increasing sequence. 
For a skew tableau T with k rows and integers 1 i, s  k, we let niT (s) be the number of s’s
in the ith row of T . Then the followings are immediate corollaries of the previous lemma.
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word if and only if, for all 1 < i, s  k,
i∑
h=1
nhT (s)
i−1∑
h=1
nhT (s − 1).
Corollary 3.3. Let T be an LR-tableau. Suppose T (i, j) = s and T (i + 1, j) = s + 1 for some s,
i, j . If T (i, j) is the r th s in the lattice word w(T ) and T (i + 1, j) is the r ′th (s + 1) in w(T ),
then r ′  r .
Proof. First, note that we may assume that j is the largest among indices such that T (i, j) = s
and T (i + 1, j) = s + 1. Moreover, T (i + 1, j + 1) > (s + 1) if (i + 1, j + 1) position of T is
nonempty. Hence
r ′ − 1 =
i∑
h=1
nhT (s + 1)
i−1∑
h=1
nhT (s) r − 1,
where the inequality comes from Corollary 3.2. 
Lemma 3.4. Suppose that i appears in the j th row of an LR-tableau T , then j  i.
Proof. We use an induction on i. The statement is obviously true when i = 1. Assume that the
lemma is true for all positive integers less than or equal to i. Let (i + 1) appear in the j th row
of T where j < i + 1. Then, the j th row of T contains (i + 1), but i does not appear in the first
(j − 1) rows of T by the induction assumption, which induces a contradiction to the fact that
w(T ) is a lattice word. 
Lemma 3.5. Let λ, μ and ν be partitions such that |ν| = |λ| + |μ| and λ,μ ⊆ ν. We assume
that ν has k nonzero parts. Let T be an LR-tableau of shape ν/λ and content μ. Fix a γ with
1 γ  k. Then, for each i = 1, . . . , γ ,
i+∑
h=i
nhT (i) μγ ,
where  = k − γ .
Proof. We use a backward induction on i = γ, γ − 1, . . . ,1. When i = γ , since i +  = k
and γ can only appear after the γ th row of T by Lemma 3.4, the statement is true for i = γ .
Suppose that the lemma is true for some α −  < i  γ , then by Corollary 3.2 and Lemma 3.4,∑i−1+
h=i−1 nhT (i − 1)
∑i+
h=i nhT (i) μγ . This completes the proof. 
The following corollary of previous lemma proves the first part of (2.2).
Corollary 3.6. Let λ, μ and ν be partitions such that |ν| = |λ| + |μ| and λ,μ ⊆ ν. We assume
that ν has k nonzero parts. Assume further that λα + μβ > να+β−k . Then cνλ,μ = 0.
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because of Lemma 3.5,
α∑
h=α−
nhT (α − ) μβ. (3.7)
There are (να− − λα) columns in ( + 1) consecutive rows of T from the (α − )th row of T
to the αth row. Each column may contain at most one (α − ) since column entries are strictly
increasing. Hence there are at most (να− −λα) (α − )’s from the (α − )th row of T to the αth
row of T . This contradicts (3.7) since μβ > να− − λα . 
The following corollary proves that our algorithm in Definition 2.4 for Φ is well defined.
Corollary 3.8. Assume λ,μ, ν and α,β satisfy the reduction condition, Let T be an LR-tableau
of shape ν/λ and content μ. Then, for each α −  i  β ,
i+∑
h=i
nhT (i) = μβ.
Proof. We use an induction on i = α − , . . . , β . First, note that the condition μβ = να− − λα
implies that there are exactly μβ columns in ( + 1) consecutive rows of T from the (α − )th
row of T to the αth row. Therefore, the number of (α − )’s in (+ 1) consecutive rows from the
(α − )th row of T is at most μβ . Now Lemma 3.5 implies∑αh=α− nhT (α − ) = μβ .
Assume
∑i−1+
h=i−1 nhT (i−1) = μβ for some α− i < β . Then, by applying Corollary 3.2, we
have
∑i+
h=i nhT (i)
∑i−1+
h=i−1 nhT (i −1) = μβ . Now, by Lemma 3.5 again, we have
∑i+
h=i nhT (i) =
μβ . This completes the proof by induction. 
From the proof of the previous lemma, we obtain the following corollary.
Corollary 3.9. For partitions λ,μ, ν, and positive integers α,β, which satisfy the reduction con-
dition, suppose that there exists an LR-tableau of shape ν/λ and content μ. Then the subdiagram
of ν/λ consisting of its (+1) rows from the (α−)th row to the αth row has exactly μβ columns.
The following lemma is immediate from Corollaries 3.8 and 3.9.
Lemma 3.10. Let λ,μ, ν and α,β satisfy the reduction condition. We also let T be an LR-tableau
of shape ν/λ and content μ. Then there are exactly one (α − ) in each of μβ columns of T from
the (λα + 1)st column to the (να−)th column of T , and they are from the (α − )th row to the
αth row of T . Furthermore if T (i, h) = T (j,h + 1) = α −  and α −  i, j  α, then i  j .
In the rest of this section, we always assume that partitions λ,μ, ν and α,β satisfy the re-
duction condition and T is an LR-tableau of shape ν/λ and content μ. Recall also that we set
 = k − β .
We will prove the map Φ in Definition 2.4 is a map from the set of LR-tableaux of shape ν/λ
and content μ to the set of LR-tableaux of shape (ν − να−)/(λ − λα) and content (μ − μβ).
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 − 1, α −  + 1, . . . , k} → {1, . . . , k − 1} is given by
ϑ(i) =
{
i if i  α −  − 1,
i − 1 if i  α −  + 1.
We note that ϑ preserves the order on natural numbers.
Note also that if T ◦(i, j) is not empty, then either T (i, j) = α −  or T (i, j) = α −  and
i  α + 1 = T (i, j) +  + 1. Now assume T ◦(i, j) is not empty. Then i  T (i, j) +  implies
T (i, j) = α − , and i  T (i, j) +  + 1 implies T (i, j) β − 1 since β +  = k. Therefore, if
T ◦(i, j) is not empty,
T ◦(i, j) =
{
ϑ(T (i, j)) if 1 i  T (i, j) + ,
T (i, j) otherwise.
(3.11)
Proposition 3.12. Φ(T ) is column increasing.
Proof. It is enough to show T ◦ is column increasing if we ignore empty boxes. We see from
(3.11), because ϑ(i) takes values of either i or i − 1, that the column strictness of T ◦ may be vi-
olated only if both of T ◦(i, j) and T ◦(i+1, j) are not empty and T (i+1, j) = T (i, j)+1. Then
the condition i  T (i, j)+  is equivalent to the condition i + 1 T (i + 1, j)+ . Therefore, in
this case, either T ◦(i, j) = ϑ(T (i, j)) and T ◦(i + 1, j) = ϑ(T (i + 1, j)) or T ◦(i, j) = T (i, j)
and T ◦(i + 1, j) = T (i + 1, j).
Hence if T (i + 1, j) = T (i, j) + 1 then T ◦(i + 1, j) = T ◦(i, j) + 1, and we have shown the
column strictness is preserved in T ◦. 
The following lemma is needed to show that rows of Φ(T ) are weakly increasing.
Lemma 3.13. Assume that both of T ◦(i, j) and T ◦(i, j + 1) are not empty. If T (i, j) <
T (i, j + 1), then T ◦(i, j) T ◦(i, j + 1). If T (i, j) = T (i, j + 1), then T ◦(i, j) = T ◦(i, j + 1).
Proof. Because ϑ(t) takes values of either t or t − 1, it is obvious that T (i, j) < T (i, j + 1)
implies T ◦(i, j)  T ◦(i, j + 1). If T (i, j) = T (i, j + 1), then T (i, j) and T (i, j + 1) are the
same numbers both in ith row. Thus T ◦(i, j) = T ◦(i, j + 1) by (3.11) in this case. 
Proposition 3.14. Φ(T ) is weakly increasing in rows.
Proof. We compare Φ(T )(i, j) and Φ(T )(i, j + 1). Because of Lemma 3.10, we only have the
following three cases:
(1) Φ(T )(i, j) = T ◦(i, j) and Φ(T )(i, j + 1) = T ◦(i, j + 1),
(2) Φ(T )(i, j) = T ◦(i + 1, j) and Φ(T )(i, j + 1) = T ◦(i + 1, j + 1),
(3) Φ(T )(i, j) = T ◦(i, j) and Φ(T )(i, j + 1) = T ◦(i + 1, j + 1).
By Lemma 3.13, we know T ◦(i, h) T ◦(i, h + 1) if they are not empty. Thus Φ(T )(i, j)
Φ(T )(i, j + 1) in cases (1) and (2).
Note also that, in general,
T (i, j) T (i, j + 1) < T (i + 1, j + 1)
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T ◦(i + 1, j + 1) since ϑ(t) is either t or t − 1. Hence Φ(T )(i, j)Φ(T )(i, j + 1) in case (3)
also. 
Now we will show that Φ(T ) is an LR-tableau, i.e., the row word w(Φ(T )) is a lattice word.
We prove the following lemmas first.
Lemma 3.15. If s  α −  − 1, then nαT (s) = 0.
Proof. It is enough to show that T (α,λα + 1) α −  since T is a skew tableau of shape λ/μ
and row entries of T are weakly increasing. Because of Lemma 3.10, T (i, λα + 1) = α −  for
some i with α −   i  α. Then, since column entries of T are strictly increasing, we have
T (α,λα + 1) α −  as required. 
Lemma 3.16. For 1 i, s  k − 1,
niΦ(T )(s) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
niT (s) if s  α −  − 1 and i  α − 1,
ni+1T (s) if s  α −  − 1 and i  α,
ni+1T (s + 1) if s  α −  and i  s +  − 1,
ni+1T (s) + ni+1T (s + 1) if s  α −  and i = s + ,
ni+1T (s) if s  α −  and i  s +  + 1.
Proof. First we note that
Φ(T )(i, j) =
{
T ◦(i, j) if Φ(T )(i, j) α −  − 1 and i  α − 1,
T ◦(i + 1, j) otherwise.
Assume Φ(T )(i, j) = s  α −  − 1 and i  α − 1. Then Φ(T )(i, j) = T ◦(i, j), and
T ◦(i, j) = s if and only if T (i, j) = s.
Assume Φ(T )(i, j) = s  α −  − 1 and i  α. Then Φ(T )(i, j) = T ◦(i + 1, j), and
T ◦(i + 1, j) = s if and only if T (i + 1, j) = s.
Assume Φ(T )(i, j) = s  α −  and i  s +  − 1. Then Φ(T )(i, j) = T ◦(i + 1, j), and
T ◦(i + 1, j) = s if and only if T (i + 1, j) = s + 1. This is because i + 1  s + , and hence
T (i + 1, j) = s implies T ◦(i + 1, j) = s − 1 and T (i + 1, j) = s + 1 implies T ◦(i + 1, j) = s
by (3.11).
Assume Φ(T )(i, j) = s  α −  and i = s + . Then Φ(T )(i, j) = T ◦(i + 1, j), and
T ◦(i + 1, j) = s if and only if T (i + 1, j) = s or T (i + 1, j) = s + 1. This is because i + 1 =
s + 1 + , and hence T (i + 1, j) = s implies T ◦(i + 1, j) = s and T (i + 1, j) = s + 1 implies
T ◦(i + 1, j) = s by (3.11).
Assume Φ(T )(i, j) = s  α −  and i  s +  + 1. Then Φ(T )(i, j) = T ◦(i + 1, j), and
T ◦(i + 1, j) = s if and only if T (i + 1, j) = s. This is because i + 1 > s + 1 + , and hence
T (i + 1, j) = s + 1 implies T ◦(i + 1, j) = s + 1 and T (i + 1, j) = s implies T ◦(i + 1, j) = s
by (3.11). 
Proposition 3.17. The row word w(Φ(T )) is a lattice word.
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i∑
h=1
nhΦ(T )(s)
i−1∑
h=1
nhΦ(T )(s − 1)
for any 1 < i, s  k − 1.
If 1 < s  α −  − 1 and 1 < i  α − 1, then
i∑
h=1
nhΦ(T )(s) =
i∑
h=1
nhT (s) by Lemma 3.16,

i−1∑
h=1
nhT (s − 1) since w(T ) is a lattice word,
=
i−1∑
h=1
nhΦ(T )(s − 1) by Lemma 3.16.
If 1 < s  α −  − 1 and α  i  k − 1, then
i∑
h=1
nhΦ(T )(s) =
α−1∑
h=1
nhΦ(T )(s) +
i∑
h=α
nhΦ(T )(s)
=
α−1∑
h=1
nhT (s) +
i+1∑
h=α+1
nhT (s) by Lemma 3.16,
=
i+1∑
h=1
nhT (s) by Lemma 3.15,

i∑
h=1
nhT (s − 1) since w(T ) is a lattice word,
=
α∑
h=1
nhT (s − 1) +
i∑
h=α+1
nhT (s − 1)
=
α−1∑
h=1
nhT (s − 1) +
i∑
h=α+1
nhT (s − 1) by Lemma 3.15,
=
α−1∑
h=1
nhΦ(T )(s − 1) +
i−1∑
h=α
nhΦ(T )(s − 1) by Lemma 3.16,
=
i−1∑
h=1
nhΦ(T )(s − 1).
If s = α −  and 1 < i  s +  − 1 = α − 1, then
i∑
nhΦ(T )(s) =
i+1∑
nhT (s + 1) by Lemma 3.16,
h=1 h=1
S. Cho et al. / Journal of Combinatorial Theory, Series A 114 (2007) 1199–1219 1211
i∑
h=1
nhT (s) since w(T ) is a lattice word,

i−1∑
h=1
nhT (s − 1) since w(T ) is a lattice word,
=
i−1∑
h=1
nhΦ(T )(s − 1) by Lemma 3.16.
If s = α −  and i  s +  = α, then
i∑
h=1
nhΦ(T )(s)
=
α−1∑
h=1
nhΦ(T )(s) + nαΦ(T )(s) +
i∑
h=α+1
nhΦ(T )(s)
=
α∑
h=1
nhT (s + 1) + nα+1T (s) + nα+1T (s + 1) +
i+1∑
h=α+2
nhT (s) by Lemma 3.16,
=
α+1∑
h=1
nhT (s + 1) +
i+1∑
h=α+1
nhT (s)
= μβ +
i+1∑
h=α+1
nhT (s) by Corollary 3.8,
=
α∑
h=1
nhT (s) +
i+1∑
h=α+1
nhT (s) by Corollary 3.8,
=
i+1∑
h=1
nhT (s)

i∑
h=1
nhT (s − 1) w(T ) is a lattice word,
=
i−1∑
h=1
nhΦ(T )(s − 1) by Lemma 3.16.
If s  α −  + 1 and 1 < i  s +  − 1, then
i∑
h=1
nhΦ(T )(s) =
i+1∑
h=1
nhT (s + 1) by Lemma 3.16,

i∑
h=1
nhT (s) since w(T ) is a lattice word,
=
i−1∑
nhΦ(T )(s − 1) by Lemma 3.16.
h=1
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we have the condition that i  k − 1. Thus we may assume s  β − 1 in this case. If α − + 1
s  β − 1 and i  s + , then
i∑
h=1
nhΦ(T )(s)
=
s+−1∑
h=1
nhΦ(T )(s) + ns+Φ(T )(s) +
i∑
h=s++1
nhΦ(T )(s)
=
s+∑
h=1
nhT (s + 1) + ns++1T (s)
+ ns++1T (s + 1) +
i+1∑
h=s++2
nhT (s) by Lemma 3.16,
=
s++1∑
h=1
nhT (s + 1) +
i+1∑
h=s++1
nhT (s)
= μβ +
i+1∑
h=s++1
nhT (s) by Corollary 3.8,
=
s+∑
h=1
nhT (s) +
i+1∑
h=s++1
nhT (s) by Corollary 3.8,
=
i+1∑
h=1
nhT (s)
i∑
h=1
nhT (s − 1) w(T ) is a lattice word,
=
s+−1∑
h=1
nhT (s − 1) +
i∑
h=s+
nhT (s − 1)
= μβ +
i∑
h=s+
nhT (s − 1) by Corollary 3.8,
=
s+∑
h=1
nhT (s) +
i∑
h=s+
nhT (s − 1) by Corollary 3.8,
=
s+−2∑
h=1
nh+1T (s) + ns+T (s) + ns+T (s − 1) +
i∑
h=s++1
nhT (s − 1)
=
s+−2∑
h=1
nhΦ(T )(s − 1) + ns+−1Φ(T ) (s − 1) +
i−1∑
h=s+
nhΦ(T )(s − 1) by Lemma 3.16,
=
i−1∑
nhΦ(T )(s − 1). 
h=1
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Theorem 3.18. The map Φ in Definition 2.4 is a well-defined map from the set of LR-tableaux
of shape ν/λ and content μ to the set of LR-tableaux of shape (ν − να−)/(λ − λα) and content
(μ − μβ).
Now, we show that the map Ψ is a well-defined map from the set of LR-tableaux of shape
(ν − να−)/(λ−λα) and content (μ−μβ) to the set of LR-tableaux of shape ν/λ and content μ.
We, first show that the steps in Definition 2.7 are well defined.
In the following arguments, we let U be an LR-tableau of shape (ν − να−)/(λ − λα) and
content (μ − μβ).
Proposition 3.19. For i  β − 1, we have
i+∑
h=i
nhU (i) μβ.
Hence, Step 2 in Definition 2.7 is well defined.
Proof. It is enough to show
∑i+
h=i nhu(i) μβ−1 since μβ−1  μβ . The statement is true when
i = β − 1 since β − 1 +  = k − 1 is the index of the last row of U . Now, for i < β − 1, we can
inductively use Corollary 3.2 to finish the proof. 
The following lemma is immediate from Corollary 3.3 and Definition 2.7.
Lemma 3.20. If we ignore empty boxes, then U∗ is strictly increasing down each column.
Proposition 3.21. If i  α−−1 then U∗(i, j) α−−1. If i  α+1 and λα +1 j  να−,
then U∗(i, j) α −  + 1. Therefore, Step 4 in Definition 2.7 is well defined.
Proof. If i  α −  − 1, the entries in the ith row of U are at most (α −  − 1), and hence
U∗(i, j) α −  − 1.
For the other case, it is enough to show that U∗(α + 1, j)  α −  + 1 for λα + 1  j 
να− because of Lemma 3.20. Suppose that U∗(α + 1, j) α −  for λα + 1 j  να−. Then
U∗(α + 1, j) is actually strictly less than (α − ), since (α −  − 1)’s in U are not changed and
(α−)’s in the j th column of U are all changed to (α−+1)’s when we make U∗. Therefore, the
given condition implies that there is no (α − ) in the first α rows of the j th column of U . This is
contradicting to Proposition 3.19. Thus we obtain U∗(α+1, j) α−+1 for λα +1 j  να−
as it is required.
Now the well-definedness of Step 4 in Definition 2.7 follows from Lemma 3.20. 
Now we show that Ψ (U) is an LR-tableau.
Proposition 3.22. Ψ (U) is strictly increasing down each column and weakly increasing across
each row.
Proof. The column strictness of Ψ (U) is obtained directly from Lemma 3.20.
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first. We consider the ith row of U∗ for i < α. Note that U∗(i, j) = U(i, j) or U∗(i, j) =
U(i, j) + 1, if i < α. Suppose that U∗(i, j) = U(i, j) + 1 for some (i, j) with i < α. Then
there are two cases to be considered; either U(i, j) β or α −  U(i, j) β − 1 and U(i, j)
is among the first μβ U(i, j)’s.
If the first is the case, then U(i, j + 1) β when U has a box at (i, j + 1) position. Therefore
we have U∗(i, j + 1) = U(i, j + 1) + 1 in this case.
Suppose that the second case happens. If U(i, j + 1) > U(i, j) then the weakly increasing-
ness of rows in U∗ is clearly preserved. If U(i, j + 1) = U(i, j) then U(i, j + 1) comes before
U(i, j) in w(U), so U∗(i, j + 1) = U(i, j + 1)+ 1. This shows that the ith row of U∗ is weakly
increasing for i < α.
When i > α, almost same argument works to show that the ith row of U∗ is weakly increasing.
We finally show that Ψ (U) is weakly increasing in rows. When i > α or i < (α − ), the ith
row of Ψ (U) is exactly the ith row of U∗. Therefore, we only need to take care of the ith rows
of Ψ (U) for α −  i  α. Suppose that the skew diagram ν/λ has boxes at (i, j) and (i, j + 1)
positions for some (α − ) i  α. Then there are the following possible cases:
(1) Ψ (U)(i, j) = α − ,
(2) Ψ (U)(i, j) = U∗(i, j),
(3) Ψ (U)(i, j) = U∗(i − 1, j).
Observe first that the weakly increasingness of rows in U∗ implies the following fact: If
Ψ (U)(i, j) = Ψ (U)(i′, j + 1) = α − , then i′  i. Therefore, in the first case, we obviously
have Ψ (U)(i, j + 1) α − .
In the second case, it is easy to see that U∗(i, j) < α − . If U∗(i, j + 1) > α − 
then Ψ (U)(i, j + 1) is at least α − , hence U∗(i, j) < U∗(i, j + 1). On the other hand, if
U∗(i, j + 1) < α −  then Ψ (U)(i, j + 1) = U∗(i, j + 1), hence Ψ (U)(i, j) Ψ (U)(i, j + 1).
In the third case, the inequality α −  < U∗(i − 1, j)  U∗(i − 1, j + 1) holds, and hence
Ψ (U)(i, j + 1) = U∗(i − 1, j + 1) and Ψ (U)(i, j) Ψ (U)(i, j + 1). 
The following lemma is to show w(Ψ (U)) is a lattice word.
Lemma 3.23. Let t =∑αi=1(νi − λi) and w = y1y2 · · ·yt be the word made from the first α rows
of Ψ (U). Then, in y1y2 · · ·ys , the number of (α− −1) is bigger than or equal to that of (α− )
for any s  t .
Proof. By Proposition 3.19, there must be at least μβ (α −  − 1)’s from the (α −  − 1)st row
to the (α − 1)st row of U . Hence, if (α −  − 1) does not appear in the j th column of U for
some λα + 1  j  να−, then there must be a column, say j ′th column where j ′ > να− in
which (α −  − 1) appears. Therefore, for each (α − ) which appears between the (λα + 1)st
column and the (να−)th column of Ψ (U), there is a corresponding (α −  − 1) that appears
before (α − ) in w(Ψ (U)). 
The proof of the following proposition can be done using similar arguments used in Proposi-
tion 3.17. We, however, briefly describe the main ideas of the proof instead.
Proposition 3.24. w(Ψ (U)) is a lattice word.
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tries in {1,2, . . . , α −  − 1}, then w1 = w2. Moreover, if we let w3 be the subword of w(U)
consisting of the entries in {β, . . . , k − 1} and w4 be the subword w(Ψ (U)) consisting of the
entries in {β + 1, . . . , k}, then w4 is exactly the word obtained by increasing the entries of w3
by 1. Therefore, if i < α − − 1 or i > β , then there are at least as many i’s as there are (i + 1)’s
in y1y2 · · ·ys for any s  r , where w(Ψ (U)) = y1y2 · · ·yr .
Now we show that there are at least as many i’s as there are (i + 1)’s in y1y2 · · ·ys for any
s  r , when α −  − 1 i  β . There are two cases for this;
(1) α = k, that is α −  = β ,
(2) α < k, that is α −  < β .
When α = k, we only need to take care of the case i = α −  − 1 and i = α − . When
i = α −  − 1, we apply Lemma 3.23 to prove the claim. The argument for the case i = α −  is
trivial.
Suppose that α < k. When i = α− −1, let w and w′ be the subword of w(Ψ (U)) and w(U)
consisting of (α −  − 1)’s and (α − )’s respectively. We also let w1 and w′1 be the first part of
w and w′ up to the μβ th (α − ) in w and w′ respectively, and w2 and w′2 be the rest part of w
and w′ respectively. Then w1 is a lattice word because of Lemma 3.23. Moreover w2 coincides
with w′2, which settles the case of i = α −  − 1.
Let α − − 1 < i < β , then first μβ i’s and (i + 1)’s in w(Ψ (U)) form a lattice word and the
rest of i’s and (i + 1)’s in w(Ψ (U)) are the j th i’s and j ′th (i + 1)’s in w(U), where j, j ′ > μβ .
Since w(U) is a lattice word, there are at least as many i’s as there are (i + 1)’s in y1y2 · · ·ys for
any s  r . Almost the same argument works for the case i = β . 
It is clear that Ψ ◦Φ and Φ ◦Ψ are the identity functions, and this completes our combinatorial
proof of Theorem 2.1.
4. Reduction formula II
The reduction formula II in Theorem 1.3 can be realized as a dual of the reduction formula I.
In this section, we show the reduction formula II is deduced from the reduction formula I. We
will also give some remarks and an example in this section.
We first state a well-known fact about Littlewood–Richardson coefficients [5,3], to understand
Theorem 1.3 as a dual of Theorem 1.2. Recall that λ˜ denotes the conjugate of λ.
Proposition 4.1. (See [5,3].) For partitions λ,μ, ν, the following equation holds:
cνλ,μ = cν˜λ˜,μ˜.
The following lemma is obvious by looking at Young diagrams of a partition and its conjugate.
Lemma 4.2. Let λ = (λ1, . . . , λk) be a partition and λ˜ = (λ˜1, . . . , λ˜k′) be its conjugate. Assume
λi = j . Then λ˜j  i. Moreover, λ˜j = i if and only if λi+1 < λi .
Recall that, for a partition λ having k nonzero parts with λ1 = n − k, λc = (n − k − λk,n −
k − λk−1, . . . , n − k − λ1) is the complement partition of λ. Recall also that, for 1  α  k,
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is n − k − 1. The following lemma is obvious from the definition.
Lemma 4.3. For a partition ν having k nonzero parts with ν1 = n − k and γ  k,
νc 	 γ = (ν 	 (k − γ ))c.
The following is a restatement of Theorem 1.3.
Theorem 4.4. (Compare with Theorem 1.3.) Suppose that λ, μ and ν are partitions such that
|ν| = |λ| + |μ| and λ,μ ⊆ ν. We assume that ν has k nonzero parts and ν1 = n − k for some n.
(a) Suppose that there are indices α,β, γ such that α + β + γ > k and λα + μβ + νcγ  2(n −
k) + 1. Then we have cνλ,μ = 0.
(b) Suppose that there are indices α,β, γ such that α + β + γ = k and λα + μβ + νcγ  2(n −
k) + 1. We also assume that λα+1 < λα , μβ+1 < μβ and νcγ+1 < νcγ . Then, we have thefollowing equation:
cνλ,μ = cν
′′
λ′′,μ′′ ,
where λ′′ = λ 	 α, μ′′ = μ 	 β and ν′′ = ν 	 (k − γ ).
Proof. Let α′ = λα , β ′ = μβ and γ ′ = νcγ . Then by Lemma 4.2, λ˜α′  α, μ˜β ′  β and ν˜cγ ′  γ .
Therefore, λ˜α′ + μ˜β ′ + ν˜cγ ′  α + β + γ > k and α′ + β ′ + γ ′  2(n − k) + 1. If α′ + β ′ +
γ ′ = 2(n − k) + 1, then cνλ,μ = 0 by Theorem 2.1. Hence, let us suppose that α′ + β ′ + γ ′ >
2(n − k) + 1. In this case, we may choose α′′, β ′′, γ ′′ so that 1  α′′  α′, 1  β ′′  β ′ and
1 γ ′′  γ ′ and α′′ +β ′′ +γ ′′ = 2(n−k)+1. Note that λ˜α′′ + μ˜β ′′ + ν˜γ ′′  λ˜α′ + μ˜β ′ + ν˜γ ′ > k.
By Theorem 2.1 again, we can show that cνλ,μ = 0. This completes the proof of part (a).
We prove part (b) now. Let α′ = λα , β ′ = μβ and γ ′ = νcγ , then, α′ + β ′ + γ ′  2(n− k)+ 1.
Moreover, by Lemma 4.2, we have
λ˜α′ + μ˜β ′ + ν˜cγ ′ = α + β + γ = k.
Choose nonnegative integers iα , iβ , iγ so that (α′ − iα) + (β ′ − iβ) + (γ ′ − iγ ) = 2(n − k) + 1.
Then
λ˜α′−iα + μ˜β ′−iβ + ν˜cγ ′−iγ  λ˜α′ + μ˜β ′ + ν˜cγ ′ = k. (4.5)
There are two cases:
(1) λ˜α′−iα + μ˜β ′−iβ + ν˜cγ ′−iγ = k,
(2) λ˜α′−iα + μ˜β ′−iβ + ν˜cγ ′−iγ > k.
In case (1), by the second part of Theorem 2.1 and Proposition 4.1, we have
cνλ,μ = cν˜λ˜,μ˜ = c
ν˜−ν˜n−k+1−γ ′+iγ
λ˜−λ˜α′−i ,μ˜−μ˜β′−i
.
α β
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μ˜β ′ = β and ν˜cγ ′−iγ = ν˜cγ ′ = γ since λ˜α′−iα  λ˜α′ = α, μ˜β ′−iβ  μ˜β ′ = β and ν˜cγ ′−iγ  ν˜cγ ′ = γ
and α + β + γ = k. Therefore, we have
c
ν˜−ν˜n−k+1−γ ′+iγ
λ˜−λ˜α′−iα ,μ˜−μ˜β′−iβ
= cν˜−ν˜n−k+1−γ ′
λ˜−λ˜α′ ,μ˜−μ˜β′
= cν′′λ′′,μ′′ ,
where the second equation is from Proposition 4.1 and Lemma 4.3.
For case (2), apply Theorem 2.1 to obtain that cν˜
λ˜,μ˜
= 0. Moreover, we can see that one of
iα, iβ, iγ is nonzero, that is α′ + β ′ + γ ′ > 2(n − k) + 1. Now, we consider the partitions λ˜′′, μ˜′′
and ν˜′′. Note that (λ˜′′)α′−1 + (μ˜′′)β ′−1 + (ν˜′′)cγ ′−1  (λ˜)α′ + (μ˜)β ′ + (ν˜)cγ ′ = k and (α′ − 1) +
(β ′ − 1) + (γ ′ − 1)  2(n − k − 1) + 1. Then, apply the part (a) of this theorem to show that
cν
′′
λ′′,μ′′ = 0. Hence we obtain
cνλ,μ = cν˜λ˜,μ˜ = 0 = cν
′′
λ′′,μ′′
in this case. 
Remark 4.6. If λα+1 = λα , μβ+1 = μβ or νcγ+1 = νcγ with α,β, γ such that α + β + γ = k and
λα + μβ + νcγ  2(n − k) + 1, then we may use α + 1, β + 1 or γ + 1 instead of α,β , or γ
respectively. Hence we can apply part (a) of Theorem 4.4 for this case. This is the reason why
we assume that λα+1 < λα , μβ+1 < μβ and νcγ+1 < νcγ in part (b) of Theorem 4.4.
Remark 4.7. Part (b) of Theorem 4.4 can be used when some of α,β, γ are zeros if we formally
let λ0 = μ0 = νc0 = n − k.
Remark 4.8. Note that the basic idea for the proof of the second reduction formula is to use
Proposition 4.1 to rewrite the second reduction conditions using conjugate partitions, then apply
the first reduction formula. We, here, have to note the work by P. Hanlon and S. Sundaram [5]
on the bijective proof of Proposition 4.1, which makes it possible to produce a bijective proof
for the second reduction formula; the composition of Hanlon and Sundaram’s bijections and our
bijection in an appropriate order. It, however, is not a trivial work to describe the composition
of those bijections in a simple and explicit way. However, we were able to find a direct bijective
proof for the second reduction formula without taking conjugation of tableaux (hence without
the first reduction formula). The proof is based on the intrinsic properties of LR-tableaux as the
proof of the first reduction formula is, and the documentation of the new proof for the second
reduction formula is in preparation.
Example 4.9. We give an example of applying reduction formulas to compute a Littlewood–
Richardson coefficient. We use notations 1st= and 2nd= to indicate that the reduction formula I
(Theorem 2.1) or the reduction formula II (Theorem 4.4) is used respectively:
c
(9,6,6,6,5)
(4,4,3,2,0),(6,5,4,3,1)
1st= c(9,6,6,5)(4,4,3,0),(6,5,3,1) 1st= c(9,6,5)(4,4,0),(6,5,1) 2nd= c(8,5,4)(3,3,0),(5,5,1) 2nd= c(7,4,4)(3,3,0),(4,4,1)
2nd= c(6,3,3)(3,3,0),(3,3,0) = 1.
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Recently, there have been new breakthroughs in the study of LRR and its related areas. We
close our paper by giving some remarks on these developments which have connections with our
result in this paper.
The saturation conjecture determines conditions for a Littlewood–Richardson coefficient to
be nonzero. A. Knutson and T. Tao proved the saturation conjecture in [12] by introducing a new
honeycomb (or hive) model for counting Littlewood–Richardson coefficients. Together with Kly-
achko’s work [9], the saturation theorem implies that the conditions for a Littlewood–Richardson
coefficient to be nonzero can be expressed as a system of inequalities on partial sums of given
partitions, among which there may be redundant inequalities. Later, A. Knutson, T. Tao and
C. Woodward utilized another new model for the LRR, the puzzles, and obtained a minimal set
of inequalities for the condition (see [13]). It should be also noted that K. Purbhoo describes a
combinatorial rule to determine a Littlewood–Richardson number is nonzero in [17].
For fixed positive integers n and r  n, let I = {i1, i2, . . . , ir }, i1 < i2 < · · · < ir , be an
r-subset of {1,2, . . . , n}. Also we let π(I) = (ir − r, ir−1 − (r −1), . . . , i1 −1), a partition deter-
mined by I . Moreover, for a partition λ with at most n nonzero parts, we let λI = (λi1, . . . , λir )
be a subpartition of λ. Denoted by I c, we mean the complement of I in {1,2, . . . , n}; I c =
{1,2, . . . , n} − I .
Inspired by the new hive model and puzzle rule for LRR, R. King, C. Tollu and F. Toumazet
conjectured the following rule on the decomposition of Littlewood–Richardson coefficients
(see [8]): Let λ,μ and ν be partitions with at most n nonzero parts. If ∑k∈K νk =∑i∈I λi +∑
j∈J μj , for r-subsets I, J,K ⊆ {1, . . . , n} with cπ(K)π(I)π(J ) = 1, then the Littlewood–Richardson
coefficient cνλμ may factor as
cνλμ = cνKλIμJ c
νKc
λIcμJc
. (5.1)
If r = n− 1, then (5.1) is nothing more than the reduction formula I (Theorem 2.1). In [2], we
discuss the relation between the reduction formula I and the conjecture, and we also give a proof
for (5.1) for r = n − 2 using tableaux theory. Proofs for (5.1) when r = 1 and r = 2 will appear
elsewhere too.
In [10,11], Knutson gives recurrence relations (on the Bruhat order of the Weyl group W )
for the Schubert structure constants for a generalized flag variety G/B , where G is a complex
reductive Lie group, B is a Borel subgroup of G and W is the Weyl group of G. By standard
pullback arguments, every Schubert class for a Grassmannian may be regarded as a Schubert
class for a flag manifold GL(n)/B . Therefore, we may apply Knutson’s recurrence relations to
the Schubert structure constants for a Grassmannian.
But it should be noted that after applying a recurrence relation of Knutson to a Schubert
structure constant for a Grassmannian, we produce a Schubert structure constant which is not
pulled back from the Schubert calculus of a Grassmannian. Thus, Knutson’s recurrence relations
do not provide relations for Littlewood–Richardson coefficients at a first glance. However, after
applying Knutson’s relations several times to a Schubert structure constant for a Grassmannian,
we may obtain a Schubert structure constant for a Grassmannian again.
Understanding Knutson’s relations for Grassmannians is of interests. Moreover, it would be
nice if we could understand the reduction formulas in terms of Knutson’s recurrence relations.
These questions should be explored further.
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