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ABSTRACT 
The intricately interwoven basins of attraction stemming from Newton's Method applied to 
a simple complex polynomial are a common sight in fractal, dynamical systems, and numerical 
analysis literature. In this work, the author investigates how this workhorse of root-finding 
algorithms works for complex polynomials, in addition to a variety of other settings, from 
the simple, one-dimensional real function with a simple root, to the infinite-dimension Banach 
space. The rapid, quadratic convergence of Newton's method to a simple root is well known, 
but this performance is not guaranteed for all roots and for all starting points. Damping is 
one modification to the Newton algorithm that can be used to overcome difficulties in global 
convergence. We explore computationally how this damping affects the fractal geometry of the 
Newton basins of attraction for the simple complex function z3 + 1. 
1 
INTRODUCTION 
Among the great variety of numerical methods for solving polynomial equations and other 
nonlinear equations, and systems of such equations, Newton's iterative process is perhaps the 
best known and most frequently used one. Information about its global convergence properties, 
however, does not seem well known, except for a very few very simple cases. 
In this thesis, Newton's method is investigated in a variety of settings, beginning with 
simple real equations, and culminating in showing how Newton's method operates in an infinite-
dimensional Banach space. One intriguing aspect of Newton's method is that of its fractal basins 
of attraction for complex polynomials of degree 3 and higher, and also for systems of nonlinear 
equations. The common boundary separating the basins of attraction for the Newton map turns 
out to have interesting properties. Without the aid of modern computation devices, however, 
early mathematicians were unable to deduce the fascinating fractal geometry of the basins of 
attraction for the above functions. 
Newton's method is easily shown to have excellent local convergence properties. Many points 
exist, however, as initial guesses, depending on the function or system under consideration, for 
which Newton's method converges slowly or not at all. Damping methods are used in two 
simple experiments to explore how convergence performance is improved, and in addition, to 
see how damping affects the fractal geometry of the Newton basins of attraction. 
2 
DERIVATION OF THE NEWTON ALGORITHM 
In about 1669, Isaac Newton devised an algebraic procedure for a rapidly convergent se-
quence of successive approximations to a root of the equation f (x) = 0. Newton's derivation is 
equivalent to the modern iterative procedure described by the equation 
(1) 
A geometric construction is shown in Figure 1. 
x 
Figure 1 An illustration of Newton's Method. 
The mapping N (-) is obtained by equating two different definitions of the slope of a line 
tangent to the graph of f ( x) at x = Xn+ 1: 
(2) 
The algorithm obtained by selecting an initial point x 0 and iterating the sequence of mappings 
given in (1) is known by calculus students as "the" Newton's method. Roots off correspond 
to the fixed points of N (·). Note that we define a fixed point x of a function f if f (x) = x 
and we must have that f' (xn) -1- 0 for all n. A sufficient condition for convergence of an initial 
condition x0 to a root r of f is that IN' (xn) I < 1 on an interval about r containing x0 • For 
one-dimensional maps, the stability of a fixed point is determined by N' ( ·) , evaluated at a 
3 
fixed point x 0 : 
N' (x ) = f" (xa) f (xa) 
o (!' (xa))2 ' 
(3) 
which is clearly zero for all simple roots of f. In the literature, the roots f are characterized as 
"superattractive", or as "superstable" fixed points of N ( ·) ; Either way, what is meant is that 
convergence of Newton's method to a simple root off is rapid. As a matter of fact, convergence 
for simple roots is quadratic. To show this, note that if r is a root off, then f (r) = 0, N (r) = r, 
Xn+l = N (xn), Xn+l - r = N (xn) - N (r), and N (xn) can be expanded using a Taylor series 
in (xn - r). To second order, this procedure yields 
N" (o) 
N (xn) = N (r) + N' (r) (xn - r) + - 2- (xn - r) 2 , (4) 
where o is in the interval (xn, r). Let Xn - r =en and note that N' (r) = 0. Then 
N" (o) 2 en+ 1 = --2-ew (5) 
This result holds that, for any initial guess sufficiently close to a simple root r off, Newton's 
method will converge to that same root quadratically. But this rapid convergence is guaranteed 
only if r is indeed a simple root off. If r is a multiple root off, the convergence performance 
is not as fast. 
4 
NEWTON'S METHOD FOR MULTIPLE ROOTS 
If a root r of f is a multiple root, then we may write f as 
J(x) = (x-rtg(x), 
where g (r) i- 0. Then the Newton map N (·) can be written as 
f ( x) ( ( n - 1) x + r) g ( x) + ( x2 - rx) g' ( x) 
N ( x) = x - f' ( x) = ng ( x) + ( x - r) g' ( x) · 
Taking the derivative, simplifying, and evaluating at the root r gives 
1 
N (r) = 1- -. 
n 
Then referring to ( 4) and (5) above, we see that 
(6) 
(7) 
(8) 
(9) 
This demonstrates that, indeed, when n = 1, local convergence to a root is quadratic, but when 
n > 1, local convergence is only linear. 
In the case of n > 1, with f (x) = (x - rt g (x), and g (r) i- 0, note that 
f (x) 
f' (x) 
(x-r)g(x) 
ng ( x) + ( x - r) g ( x) ' (10) 
which has a simple root of r, so we may apply Newton's method iterations to the function J,~~). 
This gives us the modified Newton's method for multiple roots: 
f (xn) f' (xn) x - x - -----;:-------
n+l - n (f (xn)) 2 - f (xn) f" (xn). (11) 
By the analysis in the section above, we see that this method gives local quadratic convergence 
to a root, regardless of the order of the root r of f. 
5 
BASINS OF ATTRACTION 
Our derivation of Newton's method thus far has been accomplished in such a manner to 
ensure local convergence to a root of f, such that for any initial condition which is sufficiently 
close to a root, Newton method will converge to that root. To determine what is "close enough", 
it is useful to study the "basin of attraction" of a root r of a polynomial 
d 
Pd (x) = L akxk. (12) 
k=l 
A basin of attraction A (r) of a root r of a function f is defined as the set of all initial conditions 
whose forward iterates of the Newton map converge to a root r off; i.e., 
A(r) = {x E JR: lim N(k) (x) = r}. 
k-+oo 
(13) 
A naive assumption might be that A (r) corresponds to the set of all points whose distance 
to r is minimal compared to the distances to the remaining roots. If that were the case, then 
Newton's method, would always converge quadratically to the nearest root. For quadratic poly-
nomials, with real coefficients and with only real roots, this assumption holds true. In this case, 
the set of points J (x) which do not iterate to a root of f is a single point which lies at the 
midpoint between the two roots, as one may expect. Let r 1 and r 2 be the two roots of such 
a quadratic polynomial. Note that J (x) is the boundary of basins of attraction A (r1) and 
A (r2). Further note that the real line JR is the union 
(14) 
Barna investigated the real Newton's method for polynomials Pd of order three or greater 
with only real roots and concluded that J ( x) is a Cantor set of measure zero. [1] One interesting 
result is that, in practice, all initial conditions eventually converge to a root of Pd, since machine 
round-off errors would force even an initial condition on J (x) to converge after possibly a long 
transient. This result has several important implications for the behavior of the Newton map 
N (·). Since J (x) is a Cantor set of measure zero, N (·) can have no attracting periodic orbits 
6 
other than the roots of Pd· 
Define a dynamical system {X, h} as a transformation h : X -t X on a metric space (X, d). 
The orbit of a point x E X is the sequence {h0 (n) (x)}~=O· Here, ho(n) means the mapping h 
composed with itself n times. The dynamical system {X, J} is said to be chaotic if it is: 1) it 
is transitive; 2) it is sensitive to initial conditions; and 3) the set of periodic orbits off is dense 
in X. See [3], chapter 8, for example, for more information on chaotic dynamic systems. It can 
be shown that the dynamics of N (xn) on J (x) are chaotic. 
For polynomials with at least one real root and other complex roots, all initial conditions do 
not necessarily converge to a real root, or to any root for that matter. We already are aware of 
the initial guesses iterate off to infinity. But, there are polynomials whose Newton's maps have 
attracting periodic orbits. Thus the set J (x) has a non-zero measure and Newton's method 
fails for considerably many initial points. 
Schroder and Cayley, in the late 1800's, suggested extending Newton's method to the com-
plex plane in order to study the behavior of the map for arbitrary roots. With sufficient 
analyticity conditions on a complex function f, Newton's method in the complex plane takes 
the same form as the real Newton's method: 
_ f (zn) 
Zn+I = N (zn) = Zn - f' (zn), z EC. (15) 
Now that we lift the restriction of being on the real line, it turns out that significantly many 
initial conditions in the complex plane do not converge to a root off under the Newton map. 
The Newton map N (·)may have superstable fixed points that correspond to the roots off, but 
we need to also be concerned with other periodic orbits. But, in the complex plane, periodic 
orbits of all periods must exist. To show this, note that a point z is a periodic point of N (·) 
with period n if N°n (z) = z. But in the complex plane, the solution to N°n (z) = z always 
exists, since the Fundamental Theorem of Algebra guarantees that at least one root r of f 
exists, thus 
f ( r) = 0 ==> N ( z) = Z ==> N°n ( z) = z 
for all n E C. Note that the set of complex numbers z satisfying N°n (z) z also satisfy 
7 
N°rn (z) = z if n divides m. Also, the set of complex points z such that N°rn (z) = z will 
contain a quantity of at least m number of points with least period m. For n ~ 2, points on 
these orbits obviously never converge to a root, even if the periodic orbit is unstable. Even 
more, if the periodic orbits are stable, they are attractive to nearby points. This introduces a 
question of interest to the author: How can one determine the set of initial points for a particular 
complex function f which converges to a particular root off under Newton iterations, or which 
converge at all to any root, and how are the properties of this set quantified? 
8 
NEWTON'S METHOD IN THE COMPLEX PLANE 
To illustrate the complexity of examining Newton's method in the complex plane, this 
root-finding algorithm is applied to the class Ua}aEN of complex polynomials defined by 
fa (z) = za + 1. The roots of fa, called the ath roots of unity, are equally spaced around 
the unit circle in the complex plane at intervals 2;. Newton's method applied to fa yields: 
N ( ) _ (a - 1) za - 1 a Z - 1 . aza- (16) 
Note that Na (z) is undefined for z = 0 and that the fixed points of Na (z) are the roots off a· 
Since we have 
N' (z) = (a - 1) ( za + 1) = 0 
a aza-l ' (17) 
at the fixed points of the Newton map, we see that the map is superstable at the roots off. 
Rewrite Na (z) as a two dimensional mapping by replacing z by a+ bi and equate real and 
imaginary parts. Then Newton's method becomes 
Schroder and Cayley began their studies with the a = 2 case, with 
z2 - 1 
N2(z) = ~-
(18) 
(19) 
Note that, in this case, both roots of f2 are purely imaginary. The midpoint between the 
two roots lies at zero on the real line. From (12), we see that a purely real initial condition (i.e., 
a =f. 0, b = 0) iterates along the real line, and similarly for a purely imaginary initial condition. 
Therefore, J ( z) is simply the real axis { z E C : Im ( z) = 0}, which is the perpendicular bisector 
of the line segment joining the two roots ±i. Since J (z) is the border between the basins of 
attraction of the two roots, the basins must be 
A(l) = {z EC: Im(z) > O}, A(-1) = {z EC: Im(z) < O}, (20) 
9 
the imaginary half-planes. Note that the sets in (20) are invariant, since N (a+ bi) = ~ ( a:t!2b2 1 ) + 
~ ( a:t!2bt1i), and thus Im (z) > 0 ==}Im (N (z)) > 0 and Im (z) < 0 ==}Im (N (z)) < 0. 
Figure 2 shows a picture of the basins of attraction for the two roots on the square interval 
-2 :::; x :::; 2, -2 :::; y :::; 2 in the complex plane for a grid of 1024Xl024 initial conditions. Each 
color specifies the root to which a initial condition converges: black denotes a point that does 
not converge to within 10-3 of a root in 20 iterations of Newton's method. 
Figure 2 
• y-l[nagi~ary 2 Figure 2 Newton's .t5asms for f (z) = z + 1. 
These results are generalized to any complex polynomial of degree two by relating the 
polynomial via conjugacy arguments to the quadratic form g ( z) = z2 - c. The basin boundary 
is the perpendicular bisector of the line segment joining the roots. 
Cayley next attempted the a = 3 case, but was unable to publish any notable results. It 
took nearly fifty years for Julia and Fatou to explain the difficulties that occur in this case, and 
a look at Figure 3, which shows the basins of attraction for this function, h ( z) = z3 + 1, to 
give some idea of why it took so long. 
Evidently, the basins have more structure than that of the a= 2 case. In order to gain some 
understanding of why the geometry of the Newton basins are so complicated, it is necessary to 
restate several theorems developed over the years. 
Theorem 1 (Julia and Fatou). All attracting periodic orbits of a rational function h attract 
at least one critical point (i.e., z EC: h' (z) = 0) of the function. [4] 
10 
Figure 3 Newton's Basins for f (z) = z3 + 1. 
This theorem has a very important implication for the family of mappings {Na}· Note that 
critical points of Na are also the roots off ai therefore, there are no attracting periodic orbits 
for the Newton map except for the roots off a· 
Theorem 2 (Julia and Fatou). All points on the boundary of a basin of attraction are also 
on the boundaries of all other basins; therefore, there is only a single boundary for all fixed 
points of the map. This boundary is a Julia set, J (x). [4] 
We define a filled Julia set, F (x), as the set of all points on the complex plane whose orbits 
are bounded. Then we say that a Julia set J (z) is the boundary of the filled Julia set. Equiv-
alently, we may say that a Julia set is the set of repelling periodic points of the map and their 
limit points. The Julia set is invariant under the Newton map, and this set is uncountable. [5] 
The above theorems have the direct implication that the Newton's basin boundary has a 
chaotic, "fractal" quality. Also, J (x) must have measure zero, and chaotic dynamics exist on 
J (x). See [?]B), p. 167. Inferring the structure of the boundary without the aid of a computer 
is very difficult. Figures 4-6 show the Newton basins of attraction for the roots off a, a = 4, 6, 
and 8, respectively. The basins and their common boundary share the rotational symmetry of 
11 
the roots of fa. The boundary itself shows self-similarity at all scales: Zoom in at any point of 
the image and one sees a miniature replica of the larger picture. 
Figure 4 Newton's Basins for f (z) = z4 + 1. 
12 
Figure 5 Newton's Basins for f (z) = z5 + 1. 
Figure 6 Newton's Basins for f (z) = z6 + 1. 
13 
NEWTON FRACTALS AND FRACTAL DIMENSION 
The complex basin boundaries are typical of geometric objects known as fractals [5]. The 
concept of a fractal is difficult to define rigorously [13], but can be casually defined as a scale-
invariant set that has a non-integer dimension D known as its fractal dimension. For the 
common boundary between the basins of attraction, scale invariance corresponds to the fact 
that if any small region of the braided structure is greatly magnified, further braided structure 
is found of a similar complexity and there is a no end to this intricate detail upon successive 
magnification. The fractal dimension is perhaps best understood as a scaling exponent that 
generalizes the usual concept of dimension to non-integer values [13]. For example, one kind 
of fractal dimension known as the capacity C indicates the scaling Nc ex c-0 as E: ----t 0 of 
the minimum number of balls Nc of radius E: are needed to cover the set of interest as the ball 
radius c tends to zero. More precisely, one would define the capacity as the limit 
1. lnNc Im --
c__.0 ln l ' c 
(21) 
if this limit exists. In practice, one computes numerically a sequence of values Nci for different 
radii E:i and then estimates the dimension from the slope of a least-squares linear fit to a plot 
of ln Nc versus ln ~. 
Numerical calculations of the capacity of a set are often slowly convergent when the points 
of the set are visited with non-uniform probability (measure) by the dynamics [5]. For this rea-
son, numerical analysts often use the average pointwise dimension D to quantify the structure 
of the fractal basins boundary. This dimension D takes into account the probability of visiting 
different parts of a set and so is more rapidly convergent in practice. The pointwise dimension 
D is defined by the limit 
1. lnP (c) Im l , 
c__.O ln -c 
(22) 
if this limit exists, where the quantity P (c) is the density, or probability, of points is a ball of 
radius c; i.e., the ratio of the number of points in the ball to the total number of points in the 
set. 
14 
Another interesting aspect of the fractal structure in Figure 3 is that the boundaries satisfy 
the counterintuitive Wada property: every point on the boundary of one basin of attraction is 
also on the boundary of the other basins of attraction. 
A discussion not typically given in numerical analysis courses, both at the undergraduate 
and graduate level, in the section covering iterative root-finding methods is concept of the 
fractal basins of attraction associated with Newton's method. Instead of a rare or pathological 
occurrence, fractal basins are a common feature of Newton's method. Some of the important 
(and largely numerical) discoveries over the past quarter-century indicate that fractal structures 
emerge quite frequently for nonlinear equations and for typical choices of equation parameters 
and of initial conditions: basin boundaries can be fractal, the attracting limit set for maps, flows, 
and partial differential equations, can be fractal. In addition, the set of parameter values leading 
to a particular class of solutions (e.g., fixed points) can be fractal [5] This fractal structure has 
important practical implications for many numerical analysis problems and algorithms. As 
one example, fractal basins of attraction for Newton's method imply that it will generally be 
difficult or impractical to characterize the ever-so-important initial guesses that will lead to 
convergence. In some extreme cases, it may be impossible to characterize the dependence of 
the algorithm or even of a laboratory experiment on parameters [1]. 
Careful consideration of the image in Figure 3 raises several different types of questions: 
Are fractal boundaries associated with Newton's method rare or common? What determines 
the braided geometric structure of the boundary (e.g., its fractal dimension D)? Do other 
root-finding algorithms lead to such fractal structure? If so, can one relate the details of the 
algorithm to the fractal geometry? How do floating point errors affect the fractal structure? 
What are the implication of these fractal basin boundaries for root-finding programs? 
In the next section, I address, somewhat briefly, one of these questions: namely, do different 
root-finding algorithms-particularly Newton's method with damping-also lead to fractal basins 
of attraction? A well-known weakness of Newton's method is that it is locally, but not globally, 
convergent [12]. To improve this situation, researchers have invented damping methods [7, 11] 
that attempt to increase the likelihood that an initial condition will lead to convergence. The 
basic strategy of most damping methods is to add only a fraction of a step (e.g., a Newton 
15 
step) when correcting the current estimate of a root. During successive iterations, the damping 
algorithm usually increases the fraction of the Newton step towards the value of one until full 
Newton steps are taken and quadratic convergence is achieved. 
16 
DAMPING AND ITS EFFECTS 
A question which, to the author's knowledge, does not seem to have been discussed in the 
literature, is this: For fixed points of the Newton map N (-) with fractal basins of attraction, 
do damping methods alter the fractal structure of the basins? Any alteration would most likely 
be in the common boundary. If so, does damping diminish or increase the fractal dimension 
of the common boundary? An interesting related question is whether damping works by in-
creasing the basin of attraction, in that the basin with damping strictly contains the basin 
without damping. An increase in the fractal dimension D would possibly be an undesirable 
effect since more initial conditions would lie near the boundaries, thus making it more difficult 
to find criteria for identifying "good" initial conditions, which is often the most challenging 
part of a Newton method solution to many scientific problems. The question of how damping 
may modify the fractal basins of attraction is thus a natural one to ask, especially for one given 
material covered in a first-year graduate-level numerical analysis course. 
To study, numerically and graphically, how the basins of attraction may be modified by 
damping, we consider one of the simplest damping methods, the Armijo rule [11]. For the 
equation z3 +1 = 0, the Armijo rule modifies the Newton algorithm (1) by introducing a damp-
ing coefficient 211 in front of the Newton step as follows: 
1 (z~ + 1) 
Zn+l =Zn - 2J 3z~ ' (23) 
where j E N. A new and hopefully better estimate Zn+l of the root is obtained by increasing 
the number j from zero until the following criterion is just satisfied: 
(24) 
The Newton method is iterated until convergence or some maximum limit of iterations is at-
tained. If the latter, then usually a new initial condition must by tried. Under certain assump-
tions of smoothness, one can prove that the Armijo method is guaranteed to converge to some 
root [7]. 
17 
In the next section, we generalize the derivation of Newton's method for systems of nonlinear 
equations. 
18 
NEWTON'S METHOD FOR SYSTEMS OF NONLINEAR EQUATIONS 
Students of numerical analysis begin their studies of problems of multivariable problems 
by considering local algorithms for systems of nonlinear equations, often in the context of 
optimization. A good starting place is in the derivation of Newton's method for systems of 
nonlinear equations. 
We consider the system of equations 
(25) 
Write F = (Ji, ... , fn)T and the lh iterate x(j) = (xlj), ... , x~))T. We must assume that 
the system F is continuously differentiable, so that we may write the Jacobian of the system. 
Questions regarding existence and uniqueness of solutions to (25) naturally arise, and in this 
discussion assume these issues to not be a problem. Approximate each of the ff s in (25) by its 
linear part of the Taylor expansion about the iterate x(j-l) : 
h (x) ~ h ( x(j-l)) + t (Xi - xP-l)) ~.J1 ( x<i-l)) 
i=l a i 
(26) 
Now, if we suppose x denotes an exact solution to the system, the left hand side all becomes 
zero. Also, let x = x(j) be the numbers which make the right sides of (26) equal to zero. This 
gives us the system 
19 
(27) 
Let the kth element of the vector hj be equal to x~) - x~-l). Then, we can transform the 
system in (27) into the following algorithm: 
where J is the gradient or Jacobian of F given by 
ofi 
Ji,j =ox·. 
J 
(28) 
As in previous formulations of Newton's method, this algorithm is implemented by iterative 
application from a starting guess x(o). As we will see in the next section, when an iterate x(j) 
is "close enough" to a root of the system, and when J (x(j)) is non-singular, then this sequence 
of iterations will converge quadratically to a root of F. There at least two problems in imple-
menting this Newton algorithm. First, the Jacobian J of F may not be analytically available. 
This situation occurs in a variety settings, including when F itself is not given in analytic form. 
Second, J (x(j)) may be ill-conditioned or singular, so that the equation 
may not be solved reliably. Various matrix factorization methods may be employed to satisfac-
torily detect ill-conditioning of J. One possible way to overcome this problem is to "perturb" J 
just enough to make it well-conditioned and then proceed with iteration. It turns out that this 
modification of J can be "dangerous" and it is better to resort to global methods for nonlinear 
equations. See [7], section 6.5. 
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In the next section, we generalize the above discussion to see how Newton's method operates 
in Banach spaces. Then we get some insight into the local convergence properties of Newton's 
method. Some readers may care to refer to the appendix for selected relevant definitions and 
results. 
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NEWTON'S METHOD IN BANACH SPACES 
First recall the definition of the derivative of a real function. Let I be some interval in IR 
and x 0 be an interior point of I. A function f : I ____. IR is differentiable at x 0 if and only if 
f l ( ) = l' f ( Xo + h) - f ( X) Xo - Im h 
h--->O 
(29) 
exists. Equivalently, we may write, 
f (xo + h) = f (x 0 ) +ah+ o ([h[), (30) 
where a= f' (x 0 ) and h goes to zero. Even though the first expression is the familiar expression 
of the derivative, the second expression more clearly indicates that the nature of the differenti-
ation is (local) linearization. Moreover, the form in (30) can be directly extended to define the 
derivative of a general operator as opposed to the form in (29), which is more useful in defining 
partial and directional derivatives. 
Let d E N and let K be a subset of the space !Rd, with x 0 as an interior point. Let 
f : K -----; !Rm, m E N. Following (26), we say that f is differentiable at x 0 if there exists a matrix 
(i.e., linear operator) A E !Rmxd such that 
f (x0 + h) = f (x 0 ) +Ah+ o ([h[) as h-----; 0, h E !Rd (31) 
We take A as V'f (x0 ), the gradient or Jacobian off at x 0 : 
ofi 
Ai,J =ox .. 
J 
Use the notation£ (V, W) to denote the set of all the continuous linear operators from a normed 
vector space V to another normed space W. See [2], chapter 2, for more information on normed 
spaces. We turn to the case of an operator f : K ~ V _____, W between two Banach Spaces V 
and W. Let the point u 0 be an interior point of K: by this, we mean there exists r > 0 such that 
Br (uo) = {u E VI II u - Uo II< r} ~ K. 
Then we have the following definition of the Frechet derivative for operators: 
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Definition 3. The operator f is Prechet differentiable at u0 if and only if there exists A E 
£ (V, W) such that 
f (uo + h) = f (uo) +Ah+ O (II h II), h--+ 0. (32) 
The map A is called the Frechet derivative of f at u0 , and we write A = f' (u 0 ). If f is 
differentiable at all points in K 0 ~ K, we call f' : K 0 ~ V --+ £ (V, W) the Frechet derivative 
off on K 0 • 
Let U and V be two Banach spaces, F : U --+ V be twice Frechet differentiable. We are 
interested in solving the equation 
F(u)=O. (33) 
Newton's method is restated for convenience: Choose an initial guess u0 E U; for n E N, com-
pute 
(34) 
Let u* be a solution to 33 such that [F' ( u*) r 1 exists and is a continuous linear map from V 
to U. Further, let F' (u) be locally Lipschitz continuous at u*. By this we mean 
II F' ( u) - F' ( v) II S L II u - v II \:/ u, v E N ( u*), (35) 
where N ( u*) is a closed neighborhood of u*, and L > 0 is a constant. Since [F' ( u*) r 1 exists 
on N (u*)' take Co= sup II [F' (u) r 1 II< oo., assuming the supremum exists and is finite. 
uEN(u*) 
Now let us define 
T ( u) = u - [ F' ( u) r 1 F ( u) , u E N ( u *) . (36) 
Notice that u* is a fixed point of T; i.e., T ( u*) = u*. For u E N ( u*), we have, 
T(u)-T(u*) u - u * - [ F' ( u) ]-1 F ( u) 
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[F' (u)r1{F (u*) - F (u) - F' (u) (u* - u)} (37) 
[F' (u)i- 1 fo 1 [F' (u + t (u* - u)) - F' (u)]dt (u* - u), 
The above integral exists by virture of Theorem 6.5 in [6]. Taking norms of both sides gives us 
II T (u) -T (u*) II < II [F' (u)i- 1 II fo 1 II F' (u + t (u* - u)) - F' (u) II dt 11 u* - u II 
< 11 [F' (u)r1 11 fo 1 Lt 11 u* - u 11dt11 u* - u 11 . (38) 
Thus we have 
II T (u) -T (u*) 11'.'S c;L II u - u* 11 2 . (39) 
If we take b < c?L with the property that B{J ( u*) ~ N ( u*) , then T : BfJ ( u*) ---+ B{J ( u*) is 
a contraction mapping with Si,f < 1 as the contraction factor. Therefore, we may invoke the 
Banach fixed-point theorem to conclude that T has a unique fixed point u* in BEJ ( u*) and also 
that the sequence {un} converges to u*. Denote M = Si,f. From (38) we get the estimate 
II Un+l - u* 11'.'S M II Un - u* 11 2 · (40) 
Inductive application of this inequality leads to 
M II Un - u* 11'.'S (M II Uo - u* ll) 2n ( 41) 
which gives an error estimate 
(42) 
Thus we see that Newton's method converges locally at a quadratic rate, and we can find an 
explicit error bound for each iterate. 
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COMPUTATIONAL EXPERIMENT 1 
In this experiment we investigate, computationally, the relationship between fractal dimen-
sion of the basins of attraction and the value of a damping constant,µ, in the Newton algorithm 
as shown by 
f (zn) 
Zn+l = Zn - µ j' (zn), 
with f (z) = z3 + 1. For different values of the damping constant, a program written by the 
author is implemented, one which first generates an image of the basins of attraction over the 
rectangle -2 ::; x ::; 2, -2 ::; y ::; 2. After image generation, a box-counting program, written 
by the author, is implemented to determine the fractal dimension of the boundary of the basins 
of attraction. In the table that follows are values of fractal dimension versus the correspond-
ing damping constant. The image following the table is a scatter plot of the same pairs of values. 
Damping Constant Value Fractal Dimension 
1 1.4112 
0.9 1.3945 
0.8 1.3884 
0.7 1.3683 
0.6 1.3449 
0.5 1.3173 
0.4 1.1565 
0.3 0.8233 
0.2 0.6930 
Figure 7 Notice how the fractal dimension drops off dramatically as the 
damping constant value decreases toward zero. 
An examination of Figures 3,8,9,10, and 11, and a comparison of the basins of attraction, 
yields some interesting insights. The fractal structure of the basin boundaries do not quite 
smooth out under damping, but rather retain their fractal structure. Also, the basins become 
moderately altered as µ decreases. For 0.5 ::; µ ::; 1, the basins of attraction actually expand, 
with larger contiguous regions of a given color in Figure 8 than in Figure 3, for example. 
c: 
0 
·~ 
~ 
i5 
I u. 
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Fractal Dimension vs. Damping Constant value 
1.5~--~---~,--~---~--~---~--~-----. I I I ~ 
0 0 Cl 
0 0 
0 
0 
.......... -
0.5 
I) 
o~---~'---~'---~'---~'---~'---~'---~'--~ 
Q2 O~ Q4 Q5 Q6 Q7 QB Q9 
Damping Constant Value 
Figure 8 Plot of Fractal Dimension versus the Damping Constant Value. 
In addition, the size of the black-colored regions, points not converging to anything, seem to 
decrease and their geometry appears to simplify. Notice that by the scatter plot, the fractal 
dimension of the basins of attraction does not vary substantially for this range of values of µ. 
As the value ofµ shrinks below 0.5, we see that the basins of attraction themselves shrink at an 
increasing rate, as the set of initial values which do not converge (colored in black) dramatically 
increases in size as µ decreases. In addition, the fractal dimension decreases dramatically as µ 
gets close to zero. Indeed, the braided structure of the boundaries appears to decrease in size, 
explaining the drop in dimension. 
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Figure 9 Newton's Basin for z3 + 1 = 0 and Damping Constant=0.8. 
Figure 10 Newton's Basin for z3 + 1 = 0 and Damping Constant=0.6. 
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Figure 11 Newton's Basin for z3 + 1 = 0 and Damping Constant=0.4. 
Figure 12 . Newton's B~infor z3 + 1 =" 0 ~ndI>atnping C~nstant=0.2 
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COMPUTATIONAL EXPERIMENT 2 
In this experiment, we explore any effects the modification of the Newton root-finding algo-
rithm by an Armijo step-variable damping coefficient has on the fractal geometry on the fractal 
basins of attraction for the function z3 + 1. This was discussed in section 7 above. With this 
Armijo damping, the fractal dimension of the basin boundaries is calculated to be 1.29, less than 
a 103 decrease from the fractal dimension of about 1.41 without any damping. Observing the 
image in Figure 12, we see that this damping has moderately smoothed out, but not eliminated, 
the braided structure of the basin boundaries. Also, note that the set of points which did not 
converge for Newton's method, colored black in the original image (Figure 3) have disappeared. 
In fact, the only areas of black that appear are barely wisps, possibly attributed to inefficiency 
of code. This leads one to conclude that the Armijo damping coefficient dramatically increases 
the global convergence performance of Newton's method. 
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Newton-Armijo Basins of Attraction for z3+1 . 
Real 
Figure 13 Newton-Armijo Basins of Attraction for f (z) = z3 + 1. 
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APPENDIX 1 
A.1 Little-o 
Suppose f(x) and g(x) are real valued functions defined for all x > xo > 0, where x0 E R 
We write f (x) = o (g (x)) if 
lim f (x) = 0. 
X-->00 9 (x) 
Often the little-a notation is used this way: f (x) = g (x) + o (h (x)). This intuitively means 
that the error in using g (x) to approximate f (x) is negligible in comparison to h (x). The 
little-o notation was first used by E. Landau in 1909. 
A.2 Vector Spaces 
Let V be a set of objects, to be called vectors; and let lK be a set of scalars, usually either 
the real numbers JR or the complex numbers C. Assume there are two operations on u, v E V 
and o: E lK : ( u, v) f-t u + v E V, and ( o:, v) f-t o:v E V, referred to as vector addition and scalar 
multiplication, respectively. Suppose these operations satisfy the following rules: 
1. u + v = v + u for any u, v EV (commutative law); 
2. (u + v) + w = u + (v + w) for any u, v, w EV (associative law); 
3. There is an element 0 E V such that 0 + v = v for any v E V (existence of the zero 
element); 
4. For any v E V, there is an element -v E V such that v + ( -v) = 0 (existence of negative 
elements); 
5. lv = v for all v E V; 
6. o: (/3v) = ( o:/3) v for any v E V and for any o:, /3 E lK (associative law for scalar multipli-
cation); 
7. o: (u + v) = o:u + o:v, and (o: + /3) v = o:v + {3v for any u, v E V and for any o:, /3 E lK 
(distributive law). 
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Then V is called a vector space, or a linear space. 
A.3 Continuous Linear Operators 
Given two sets V and W, an operator T from V to Wis a rule that assigns to each element 
in a subset of V a unique element in W. T is said to be linear if 
T(au+{3v) = o:T(u)+{3T(v) \lu,vEV,\la,{3ElK, 
where lK is the field of scalars associated with the vector space under consideration. 
A.4 Normed Spaces 
Given a linear space Vanda field lK of scalars, a norm II · II is a function from V to JR with 
the following properties: 
1. 11 v II?: 0 for any v EV, and 11 v 11= 0 if and only if v = O; 
2. II av II= lal II v II for any v EV and a E lK; 
3. II u + v ll:Sll u II+ II v II for any u, v EV. 
The space V equipped with the norm II · II is called a normed linear space or a normed space. 
A.5 Banach Spaces 
Let V be a vector space. A sequence { vn} ~ V is called a Cauchy sequence if 
lim II Vn - Vm II= 0. 
m,n-+oo 
A normed space is said to be complete if every Cauchy sequence from the space converges to 
an element in the space. A complete normed space is called a Banach space. 
A.6 The Banach Fixed Point Theorem 
Theorem 4. Assume that K is a closed non-empty subset in a Banach space V, and, further, 
that T : K--> K is a contractive mapping with contractivity factor a E [O, 1). Then the following 
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results hold: 
1. Existence and Uniqueness: There exists a unique u E K such that 
u=T(u). 
2. Convergence of the iteration: For any u0 E K, the sequence { un}~=O C K defined by 
Un+I = T (un), n EN, converges to u: 
lim II Un - u II= 0. 
n->oo 
33 
APPENDIX 2 
A.1 MATLAB code for generating Newton fractal image and computing fractal 
dimension 
clear all; 
tol=10--4; 
h=1024; 
x1=2; y1=2; 
x=linspace(-xl,xl,h); 
y=linspace(-yl,yl,h); 
B=zeros(h); 
z=O; 
m=l; 
for j=l:h 
for k=l :h 
z=x(j)+y(k)*i; 
l=O; m=l; 
while m==l 
z=z-cz-6-1)/(6*z-5); 
1=1+1; 
if 1>20 
m=O; 
elseif abs(z-l)<tol 
m=O; 
elseif abs(z-exp(pi*i/3))<tol 
m=O; 
elseif abs(z-exp(2*pi*i/3))<tol 
m=O; 
elseif abs(z-exp(3*pi*i/3))<tol 
end 
end 
end 
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m=O; 
elseif abs(z-exp(4*pi*i/3))<tol 
m=O; 
elseif abs(z-exp(5*pi*i/3))<tol 
m=O; 
else 
m=1; 
end 
if abs(z-1) < tol 
B(j ,k)=1; 
elseif abs(z-exp(pi*i/3)) < tol 
B(j,k)=2; 
elseif abs(z-exp(2*pi*i/3)) < tol 
B(j,k)=3; 
elseif abs(z-exp(3*pi*i/3)) < tol 
B(j,k)=4; 
elseif abs(z-exp(4*pi*i/3)) < tol 
B(j,k)=5; 
elseif abs(z-exp(5*pi*i/3)) <tol 
B(j ,k)=6; 
else 
B(j,k)=7; 
end 
map=[1,0,0;0,1,0;0,0,1;1,1,0;0,1,1;1,0,1;0 0 O]; 
imshow(B,map); 
shg 
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eps=zeros(6,1); boxy=zeros(6,1); for n=1:6 
epsilon=r(-n); 
end 
eps(n)=log(l/epsilon); 
no=O; 
for j=1:2*y1/epsilon 
for k=1:2*x1/epsilon 
C=B(1+(j-1)*epsilon*h/(2*y1):j*epsilon*h/(2*y1), 
1+(k-1)*epsilon*h/(2*x1):k*epsilon*h/(2*x1)); 
if norm(C-C(l,1),1) -= 0 
else 
end 
end 
end 
boxy(n)=no; 
no=no+l; 
no=no; 
X=[eps ones(6,1)]; Y=log(boxy); a=X\Y; dimension=a(l); 
disp('The dimension is:') dimension 
A.2 MATLAB code for generating Newton-Armijo fractal image 
tol=le-6; h=2048; maxiter=2000; x=linspace(-2,2,h); 
y=linspace(-2,2,h); B=zeros(h); zold=O; 
for j=l:h 
for k=l :h 
zold=x(j)+y(k)*i; 
end 
u=O; 
znew=zold+1+i; 
iter=1; 
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while iter<maxiter & abs((zold-3)-1)>tol 
end 
n=O; 
llama=O; 
while llama == 0 
llama 2--n <= abs(1-(abs(znew-3-1))/(abs(zold-3-1))); 
n=n+1; 
end 
u=n-2; 
zold=znew; 
iter=iter+1; 
if abs(znew-1) < tol 
B(j ,k)=1; 
elseif abs(znew-exp(2*i*pi/3)) < tol 
B(j,k)=2; 
elseif abs(znew-exp(4*i*pi/3)) < tol 
B(j,k)=3; 
else B(j,k)=4; 
end 
end map=[1,0,0;0,1,0;0,0,1;0,0,0]; imshow(B,map) 
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