Abstract. A numerical algorithm to solve the spectral problem for arbitrary self-adjoint extensions of 1D regular Schrödinger operators is presented. The construction of all self-adjoint extensions of the symmetric Schrödinger operator on a compact manifold of arbitrary dimension with boundary is discussed. The self-adjoint extensions of such symmetric operators are shown to be in one-to-one correspondence with the group of unitary operators on a Hilbert space of boundary data, refining in this way well-known theorems on the existence of self-adjoint extensions for Laplace-Beltrami operators. The corresponding self-adjoint extensions are characterized by a generalized class of boundary conditions that include the well-known Dirichlet, Neumann, Robin boundary conditions, etc. Only the numerical solution of 1D regular cases are consider in this paper. They constitute however a non-trivial problem. The corresponding numerical algorithms are constructed and their convergence is proved. An appropriate basis of boundary functions must be introduced to deal with arbitrary boundary conditions as described by the general theory. Some significant numerical experiments are also discussed.
Introduction
In this paper we present an algorithm to solve numerically the spectral problem for all possible self-adjoint extensions of 1D regular Schrödinger operators. The algorithm can be easily extended to higher dimensions, however we will restrict our attention to the 1D case in this paper. As it will be shown later, in the 1D situation, the space of self-adjoint extensions of regular Schrödinger operators is parametrized by a finite dimensional unitary group, while in dimension 2 and higher, such space is described by an infinite dimensional unitary group. Thus in the 1D case, we can provide a complete analysis of the boundary conditions of the numerical algorithm and prove its convergence. We will discuss both, the singular case and the higher dimensional algorithm in subsequent works.
We will start performing the analysis of the problem in arbitrary dimension D and will restrict to dimension one at the moment of the development of the numerical algorithm. The study of the self-adjointness of Schrödinger operators has been a fundamental mathematical problem since the beginning of quantum mechanics and there is a large literature on the subject (see for instance [Re75] , the review [Si00] and references therein). In spite of this, there is a continuous flow of results and surprises (see for instance the recent papers where some apparent paradoxical aspects of the spectrum of certain self-adjoint extensions of Schrödinger operator in 2D are analyzed [Be08] , [Ma09] , [Be09] ).
Hence, we will consider the evolution of a quantum system on a D-dimensional riemannian manifold M with boundary ∂M 1 under the influence of a potential V which is given by the Schrödinger equation:
with H the Hamiltonian operator of the system given by
where ∆ η stands for the Laplace-Beltrami operator on M defined by the metric η. The second order differential operator H is formally self-adjoint, however in order to define a unitary evolution of the quantum state Ψ, a self-adjoint extension of it must be specified. If H denotes one of such self-adjoint extensions, because of Stone's theorem, a one-parameter group U t of unitary operators exists such that U t = exp(−itH/ ) and the quantum evolution of a given initial state Ψ 0 will be uniquely determined as Ψ t = U t Ψ 0 . Self-adjoint extensions of the operator H are usually chosen by fixing the boundary values of the functions where the operator H acts, typically Dirichlet or Neumann like boundary conditions. However they are by no means the most general choice of boundary conditions determining self-adjoint extensions of the operator H and a variety of other possibilities exist. The development of quantum information technologies makes relevant the discussion of more general classes of boundary conditions, i.e., of general self-adjoint extensions for the operator H, and the numerical computation of their spectrum in order to integrate Schrödinger's equation. Von Neumann's theorem (see for instance [We80] ) provides a characterization of all self-adjoint extensions of the operator H, but such approach is not satisfactory from the computational point of view because it involves, as a first step, the computation of the deficiency spaces of the operator and later on the construction of the operator on domains which are not easily described. Thus the current numerical algorithms used to compute the spectrum of the operator H are not well suited for the use of von Neumann's theorem. On the other hand, there has been significant developments in the analysis of self-adjoint Sturm-Liouville problems in terms of the boundary data of the space of functions where the operator acts (see for instance [?] and references therein). These will help in constructing an effective numerical algorithm to compute the spectrum of arbitrary self-adjoint extensions of Laplace-Beltrami operators. In this article we will take the approach developed in [As05] to describe the set of self-adjoint extensions of the Laplace-Beltrami operators. It was shown there that the set of self-adjoint extensions of the Schrödinger operator H is in one-toone correspondence with the group of unitary operators on a space of boundary data for the problem. We review these results in Section 2 and provide proofs of the main results suited for the development of this paper making it, in this way, self-contained. Because of this and in order to make the presentation as simple as possible, we will consider that the boundary ∂M of the manifold M is smooth and that M is compact. We will also assume that the potential function V is regular. It is not necessary to say that the case of non-regular potentials and/or non-compact manifolds emerges naturally in the discussion of many examples and applications, however we will restraint ourselves in the analysis of this article to the simple situation mentioned above to clearly exhibit the main ideas and to free the discussion from technical complications. The extension of the results discussed here to the more general situations just mentioned will be done elsewhere.
The numerical algorithms we will discuss here are based on the finite elements method commonly used to solve elliptic problems in riemannian manifolds. Because we are going to construct the appropriate finite elements to handle general boundary data, the algorithms can be developed provided that the boundary manifold ∂M can be characterized nicely. If the dimension D of M is 1, 2 or 3, the boundary ∂M will be respectively 0, 1 or 2 dimensional. In all these cases we have a complete characterization of such manifolds. Thus in the 1D case, the boundary manifold will consists on a finite family of points. In the 2D situation, the boundary ∂M will consists on a finite collection of oriented circles and in the 3D case, the boundary will consists on a finite family of compact oriented Riemannian surfaces. Notice that if we were considering non-compact manifolds, the number of connected components of ∂M could be infinite. Moreover, in such a case singularities could occur. For instance, some connected components of the boundary could collapse to points in the 2D or 3D situations, etc. In this paper we will discuss in detail just the 1D case because the boundary of the manifold has the simplest structure. Similar analysis can be conducted in the 2D and 3D situation by using the appropriate discretizations of the boundaries, but we will not dwell into such analysis here.
The paper is organized as follows. Section 2 will be devoted to prove the general theorems that will allow for a convenient description of the self-adjoint extensions of the Schrödinger operator H in terms of boundary data in arbitrary dimensions. In section 3 we describe the particular form that such theorems take in 1D and we prepare the setting for the development of the corresponding computational tools. The main results of the finite element method for the eigenvalue problem in the interval, for general self-adjoint extensions, are discussed in section 4. In section 5 some numerical experiments displaying some relevant features of the algorithms are shown.
Self-adjoint extensions of Schrödinger operators
As it was stated in the introduction we will restrict our attention to the case of Schrödinger operators on compact manifolds with smooth boundary and regular potentials. The Schrödinger operator for a particle moving on a smooth manifold M with boundary ∂M and riemannian metric η is given by the Hamiltonian operator H defined in eq. (1.2) that, in local coordinates x i , takes the form:
with the metric tensor η given by
is formally self-adjoint in the sense that
for Ψ, Φ any smooth complex valued functions with compact support contained in M \∂M . In the previous formula, eq. (2.2), vol η denotes the riemannian volume form on M defined by η, |η|dx 1 ∧ · · · ∧ dx n , and (dΨ, dΦ) η(x) is the inner product among covectors at x ∈ M defined by the expression η jk (x)∂Ψ/∂x j ∂Φ/∂x k . In fact, the differential expression (2.1) defines a symmetric operator on the space L 2 (M ) of square integrable functions on M with respect to the measure defined by the volume form vol η , with dense domain C 
Von Neumann's theorem establishes (see for instance [We80] , Thm. 8.12) that there is a oneto-one correspondence between self-adjoint extensions ∆ D of the Laplace-Beltrami operator ∆ η and unitary operators K : N + → N − , where the deficiency spaces N ± are defined as: 
Unfortunately, as it was stated in the introduction, von Neumann's theorem is not always suitable for the explicit construction of general self-adjoint extensions of the Laplace-Beltrami operator because we need to determine first the deficiency spaces N ± . We can take however a different route inspired in the classical treatment of formally self-adjoint differential operators. If we rewrite eq. (2.2) for functions Ψ, Φ in
where ψ = Ψ | ∂M , ϕ = Φ | ∂M , and the normal derivativeφ is defined as:
where is the Hodge operator defined by the metric η ij and vol ∂η is the riemannian volume defined on the closed boundary manifold ∂M by the restriction ∂η of the riemannian metric η to it. Less intrinsically, but more explicitly, we haveφ = dΦ dν | ∂M = dΦ(ν) where ν is the exterior normal vector to ∂M . We thus obtain the Lagrange boundary form Σ for the Laplace-Beltrami operator:
In what follows, if there is no risk of confusion, we will omit the subscript L 2 (∂M ) that denotes the L 2 inner product on the boundary manifold ∂M with respect to the measure defined by the volume form vol ∂η , hence we will simply write ψ, ϕ = ∂Mψ ϕ vol ∂η . The Lagrange boundary bilinear form Σ defines a continuous bilinear fom on the Hilbert space
If we denote by γ :
∂M ) the trace map given by γ(Ψ) = (ψ,ψ), γ, it is continuous and induces a homeomorphism from
, thm. 7.20). The previous observations provide a simple characterization of self-adjoint extensions of the operator ∆ η . In fact it is easy to check that:
Theorem 2.1. There is a one-to-one correspondence between self-adjoint extensions ∆ D of the Laplace-Beltrami operator ∆ η and non-trivial maximal closed isotropic subspaces W of Σ contained in W 3/2,2 (∂M ) ⊕ W 1/2,2 (∂M ). The correspondence being explicitely given by D → γ(D).
consisting on the set of pairs of functions (ϕ,φ) that are respectively the restriction to ∂M of a function Φ ∈ D and its normal derivative. Notice that the subspace D is closed in H 2 (M ). Hence, because γ is an homeomorphism from 
We can object that the previous characterization of self-adjoint extensions of the LaplaceBeltrami operator in terms of closed maximal isotropic subspaces of Σ contained W 3/2,2 (∂M ) ⊕ W 1/2,2 (∂M ) is rather obscure and not easy to describe explicitly. An important observation in this sense is that the linear transformation C :
(ϕ − iφ) , transforms maximally isotropic closed subspaces of Σ into graphs of unitary operators of L 2 (∂M ).
Theorem 2.2. The map C provides a one-to-one correspondence between maximally isotropic closed subspaces of the Lagrange bilinear boundary form
Proof. Notice first that the map C is a unitary operator on the Hilbert space
Consider now the transformed bilinear formΣ on
Thus, using the notation
(ϕ ± iφ), we have:
Hence, if W is a maximally isotropic closed subspace for Σ, thenW = C(W ) will be a maximally isotropic closed subspace forΣ. Then it is easy to show thatW defines the graph of a linear operator. We first realize that
2 by U (ψ + ) = ψ − with (ψ + , ψ − ) ∈W and V the closed subspace of vectors ψ + such that there exists (ψ + , ψ − ) ∈W . Similarly we can construct another operatorṼ :Ṽ → L 2 by observing that (L 2 × {0}) ∩W = 0. Then it is easy to show that V is an isometry from V toṼ,Ṽ is an isometry fromṼ to V and they are inverse of each other. Then because of the maximality ofW , we conclude that V =Ṽ = L 2 .
Hence a convenient way of constructing self-adjoint extensions of the Laplace operator will be provided by unitary operators on L 2 (∂M ) such that the preimage under C will be contained and closed in W 3/2,2 (∂M ) ⊕ W 1/2,2 (∂M ). We will develop this programme fully in the forthcoming section in the 1D case.
We will end this discussion by realizing that the operator multiplication by a regular function is essentially self-adjoint and its unique self-adjoint extension has domain L 2 (M ). Hence, the self-adjoint extensions of H coincide with the self-adjoint extensions of ∆ η .
We can summarize the preceding analysis by stating that under the conditions above, the domain D of a self-adjoint extension of the Schrödinger operator H is defined as a closed subspace of functions Ψ on H 2 (M ) satisfying:
In what follows we will denote respectively by H V or H D the self-adjoint extension determined by the unitary operator V or the self-adjoint extension whose domain is D. Also according to Thms. 2.1 and 2.2 we denote such domain as D V . Notice for instance that V = I corresponds to Neumann's boundary conditions and V = −I determines Dirichlet's boundary conditions. The formula above, eq. (2.6), provides a powerful and effective computational tool to deal with general self-adjoint extensions of Schrödinger operators. It was introduced in a slightly different context by Asorey et al [As05] and will be used extensively in the rest of this paper.
3. Self-adjoint extensions of regular 1D Schrödinger operators 3.1. The unitary group of self-adjoint extensions in 1D. Instead of continuing the discussion about self-adjoint extensions of Schrödinger operators in arbitrary dimensions we will concentrate our attention in 1D. Then we will be able to provide an elegant algorithm to solve the spectral problem for each self-adjoint extension.
Notice first that a compact 1D manifold M consists on a finite number of closed intervals I α , α = 1, . . . , n. Each interval will have the form
given by the family of points {a 1 , b 1 , . . . , a n , b n }. Functions Ψ on M are determined by vectors (Ψ 1 , . . . , Ψ n ) of complex valued functions Ψ α : I α → C.
A riemannian metric η on M is given by specifying a riemannian metric η α on each interval I α , this is, by a positive smooth function η α (x) > 0 on the interval I α , i.e., η | Iα = η α (x)dx 2 . Then the inner product on I α takes the form
at the boundary reduces to vectors in C 2n , as well as the subspaces W 3/2,2 (∂M ) and W 1/2,1 (∂M ), determined by the values of Ψ at the points a α , b α with the standard inner product:
Similarly we will denote byψ the vector containing the normal derivatives of Ψ at the boundary:
Because of Thm. 2.2 an arbitrary self-adjoint extension of the Schrödinger operator H defined by the riemannian metric η and a regular potential function V is defined by a unitary operator V : C 2n → C 2n . Its domain consists of those functions whose boundary values ψ,ψ satisfy equation (2.6) above. This equation becomes a finite dimensional linear system for the components of the vectors ψ andψ. Hence the space of self-adjoint extensions is in one-to-one correspondence with the unitary group U (2n) and has dimension 4n 2 . It will be convenient for further purposes to organize the boundary data vectors ψ andψ in a different way. Thus, we denote by ψ l ∈ C n (respec. ψ r ) the column vector whose components ψ l (α), α = 1, . . . , n, are the values of Ψ at the left endpoints a α , this is ψ l (α) = Ψ α (a α ) (respec. ψ r (α) = Ψ α (b α ) are the values of Ψ at the right endpoints). Similarly we will denote byψ l (α) = − dΨα dx | aα andψ r (α) = dΨα dx | bα , α = 1, . . . , n. Hence, the domain of the self-adjoint extension defined by the unitary operator V will be written accordingly as:
where the unitary matrix U is obtained from V ∈ U(2n) by the permutation σ = (1 n + 1 2 n + 2 3 n + 3 · · · n 2n) and has the block structure:
Thus in what follows we will use the notation for the boundary data:
and the boundary equation (2.6) is written now as:
3.2. The spectral function. Once we have determined a self-adjoint extension H U of the Schrödinger operator H, we can determine the unitary evolution of the system by computing the flow U t = exp(−itH U / ). It is well-known that the Dirichlet extension of the LaplaceBeltrami operator has a pure discrete spectrum because of the compactness of the manifold and the ellipticity of the operator, hence all self-adjoint extensions have a pure discrete spectrum (see [We80] , Thm. 8.18). Then the spectral theorem for the self-adjoint operator H U states:
where P k is the orthogonal projector onto the finite-dimensional eigenvector space V k corresponding to the eigenvalue λ k . The unitary flow U t is given by:
Hence all that remains to be done is to solve the eigenvalue problem:
for the Schrödinger operator H U . We devote the rest of this paper to provide an efficient numerical algorithm to solve eq. (3.4). However, before embarking into that, it is remarkable that the 1D situation allows for an explicit formula that determines the spectrum of H U and that can be used also to compute numerically the eigenvalues of H U . We shall derive such formula first.
On each subinterval I α = [a α , b α ] the differential operator H α = H| Iα takes the form of a Sturm-Liouville operator
with smooth coefficients W α = 
a , where A σ , σ = 1, 2, denotes the column vector
We obtain similar expressions for ψ r ,ψ l andψ r . With this notation eqs. (3.1) become: If T is a n × n matrix and X, Y arbitrary n × 1 vectors, we will define T • X as the unique matrix such that (T • X)Y = T (X • Y ). The rows of the matrix T • X are T i • X or alternatively, the columns of T • X are given by T j X j (no summation on j). It can be proved easily that
where 1 is the vector whose components are all ones (i.e., the identity with respect to the Hadamard product •) and the Hadamard product of matrices in the r.h.s. of eq. (3.7) is the trivial componentwise product of matrices. Using these results eqs. (3.6) become:
The fundamental matrix M (U, λ) can be written in a more inspiring form using another operation naturally induced by the Hadamard and the usual product of matrices. Thus, consider the 2n × 2n matrix U with the block structure of eq. (3.2) and the 2n × 2 matrices:
and similarly
Finally we conclude that the condition for the existence of coefficients A 1 and A 2 such that the solutions to the eigenvalue equation lie in the domain of the self-adjoint extension defined by U is given by the vanishing of the spectral function Λ U (λ) = det M (U, λ), or written with the notation introduced so far:
The zeros of the spectral function Λ provide the eigenvalues λ of the spectral problem eq. (3.4).
In the particular case n = 1, the previous equation becomes greatly simplified, the Hadamard product becomes the usual scalar product and the Hadamard-matrix product is the usual product of matrices. After some simple manipulations, the spectral function Λ U (λ) becomes:
where we have used the notation:
If we parametrize the unitary matrix U ∈ U (2) as:
then the spectral function becomes: 
and finally we obtain the spectral function for this simple situation:
4. Finite element method for the eigenvalue problem in the interval 4.1. Weak formulation of the spectral problem. Summarizing the discussion above, we conclude that solving the evolution problem for a given self-adjoint extension of the Schrödinger operator on the 1D manifold M = n α=1 [a α , b α ], amounts to solve the corresponding spectral problem determined by a unitary matrix U explicitely given by the differential system:
, U ∈ U (2n).
As before we suppose that the potential V is regular. We will develop in the following paragraphs a numerical algorithm to solve such system. From now on we will keep the dot notation for the outwards normal derivative at the boundarẏ ϕ = dΦ dν ∂M and use primes to denote the standard derivative Φ = dΦ dx . We will denote by σ "half" of the Lagrange boundary form (2.4), this is:
Because of the particularly simple form that the Lagrange boundary form takes in 1D, it will be also convenient to introduce the following notation:
In order to design an algorithm for solving this problem, it is convenient to look for weak solutions of (4.1). Taking the inner product of (4.1) with a vector Ψ on the dense domain C ∞ (M ) of smooth functions on M , and integrating by parts we will obtain:
Proposition 4.1. The function Φ is a weak solution of the eigenvalue problem, i.e. it solves (4.2) if and only if it solves de Schrödinger spectral problem (4.1). Moreover, if Ψ and Φ satisfy the boundary conditions
the bilinear form
Proof. First we prove the second assertion. The forms Ψ |Φ and Ψ|V Φ are trivially hermitian, so it is only necessary to prove that
However this is true as long as Φ and Ψ satisfy ϕ − iφ = U (ϕ + iφ), because that is the condition for the maximally isotropy of subspaces for the Lagrange boundary form
If Φ solves the spectral problem (4.1), just by taking the inner product in L 2 (M ) with Ψ ∈ C ∞ (M ) and integrating by parts once, one recovers the weak form of the problem (4.2). On the other hand, starting with (4.2), integrating by parts using (2.3) one has
But the last equation holds for all Ψ ∈ C ∞ (M ), i.e. in a dense subset of L 2 (M ), so (4.1) is satisfied.
4.2.
Finite elements for general self-adjoint boundary conditions. To solve (4.2) we use a Ritz-Galerkin approximation to the eigenvalue problem. In order to do this we will construct a family of finite dimensional subspaces of functions S N of L 2 (M ) satisfying the boundary conditions (4.3). Such finite dimensional subspaces will be constructed using finite elements. The finite element model (K, P, N ) that we use is given by K = [0, 1] the unit interval, P the space of linear polynomials on K and N the vertex set {0, 1}.
The domain of our problem is the manifold M which consists on the union of the intervals I α = [a α , b α ], α = 1, . . . , n. For each N we will construct a non-degenerate subdivision M N as follows. Let r α be the integer defined as r α = [L α N/L] + 1, where [x] denotes the integer part of x. We will assume that each r α ≥ 2, and N ≥ 2n. Let us denote by r the multi-index (r 1 , . . . , r n ). Then |r| = r 1 + · · · + r n satisfies:
Now we will subdivide each interval I α into r α + 1 subintervals of length:
(It could be possible to use a set of independent steps h α , one for each interval, however this would create some difficulties later on that we prevent in this way). Each subinterval I α contains r α + 2 nodes that will be denoted as: that are zero at all nodes except at the k-th node of the interval I α , where it has value 1 (see fig.  1 ), or more explicitly (α = 1, . . . , n, 2 ≤ k ≤ r α − 1):
Notice that these functions are differentiable on each subinterval. All these functions satisfy trivially the boundary conditions (2.6) because both the functions and their normal derivatives vanish at the endpoints of each interval. We will call these functions bulk functions.
Boundary functions.
We will add to the set of bulk functions a family of functions that will implement non-trivially the boundary conditions determining the self-adjoint extension. These functions will be called boundary functions and the collection of all of them will be denoted by B r . Contrary to bulk functions, boundary functions need to be "delocalized" so that they can fulfill any possible self-adjoint extension's boundary condition. rα , are going to play a prominent role in what follows, we will introduce some notation that will take care of them. We will consider the index l = 1, . . . , 2n; l odd is given by l = 2α − 1, and l even by l = 2α. Now for each vector w = (w l ) ∈ C 2n consider the following functions (see fig. 2 ):
Each function on the previous family is determined (apart from the vector w) by the vector v = (v l ) ∈ C 2n that collects the values of β (w) at the endpoints of the subintervals. We select now a family of vectors w sufficient to span a linear space S N that contains a solution to the spectral problem with boundary conditions (2.6). Thus we denote by w (i) the vector such that l of the boundary functions β (i) are undefined, but we are going to show that the 2n conditions (4.3) imposed on the boundary functions constitute for them a determinate system of linear equations. Because the boundary functions are constructed to be piecewise linear, the normal derivatives of these functions at the boundary can be expressed as follows. For the left boundaries of the intervals, i.e., at the points a α , we have:
and for the right boundaries we have:
Thus the vector containing the normal derivatives of the function β (i) , consistently denoted bẏ β (i) , is given by:
where we use again the consistent notation h l = h α , if l = 2α − 1, or l = 2α. For each boundary function β (i) , the boundary conditions (4.3) read simply as the system of 2n equations on the components of the vector v (i) :
or, componentwise:
Collecting coefficients we get
2 If i = 2α − 1, it is the node x and substituting in the expressions w (i) l = δ il we finally obtain (4.8)
This last equation can be written as a matrix equation
with V a 2n × 2n matrix whose entries are given by V ji = v (i) j , i, j = 1, . . . , 2n. The i-th column of V contains the boundary values of the boundary function β (i) . The 2n × 2n matrix F with entries
will be called the boundary matrix of the subdivision of the domain M determined by the integer N , and
are the inhomogeneous terms of the linear systems (4.9), one for each boundary function. Using a compact notation we get:
where 1/h denotes the vector whose components are 1/h l . Notice that F depends just on U and the integer N defining the Ritz-Galerkin approximation to the weak spectral problem.
4.3.
Conditioning of the boundary matrix. We will study the behavior of the system (4.9) under perturbations, in other words, we compute the condition number of the boundary matrix F and show that it is low enough to assure the accuracy of the numerical determination of our family of boundary functions β (i) . The relative condition number we want to compute is κ(F ) = ||F || · ||F −1 ||.
In our case the boundary matrix F can be expressed as
Notice that the product U DD −1 is a unitary matrix which we will denote as U 0 (h) or simply U 0 if we don't want to emphasize the h dependence of U 0 . Thus, F = (I − U 0 )D and ||F || = ||(I − U 0 )D|| ≤ ||I − U 0 || · ||D|| ≤ 2||D||. On the other hand
and thus we obtain:
As D is a diagonal matrix its condition number is given by
with h max (h min ) the biggest (smallest) step of the discretization determined by N . We get finally,
with λ the closest element of the spectrum of U 0 to 1. Of course, because U 0 is unitary, it may happen that 1 is in its spectrum so that the condition number is not bounded (and the system (4.9) will be incompatible). Because the matrix U 0 depends on h, its eigenvalues will depend on h too. We want to study the dependence of the closest eigenvalue to 1, or 1 for that matter, with respect to perturbations of the vector h.
Lemma 4.2. Suppose X 0 is an eigenvector with eigenvalue 1 of U 0 , then if the perturbed matrix
Proof. Clearly, if 1 ∈ σ(Û ) and δU is small enough, it exists a vectorX = X 0 + δX, with ||δX|| ≤ C||δU ||, such thatÛX = 1X. Then,
Because of the previous lemma, ifÛ = U 0 + δU is a unitary perturbation of U 0 such that X H 0 δU X 0 = 0, for any eigenvector X 0 with eigenvalue 1, then 1 / ∈ σ(Û ). Now if we consider a unitary perturbationÛ of U 0 such that 1 / ∈ σ(Û ) we want to estimate how far away 1 is from the spectrum ofÛ . Consider the eigenvalue equation for the perturbed matrix. The perturbed eigenvalueλ = 1 + δλ will satisfy:
Multiplying on the left by X H 0 and solving for |δλ| it follows that, (4.12) |δλ| ≥ |X
for ||δU || small enough. Considering the particular form of the matrix U 0 = U DD −1 we have that δU = U δ(DD −1 ) and therefore ||δU || = ||δ(DD −1 )||. Having into account that δ(DD −1 ) is a diagonal matrix, in fact δ(DD −1 ) kk =
−2i
(h k −i) 2 δh k , its singular values are the modulus of its eigenvalues, and we have the following proposition. Proposition 4.3. Given the matrix U 0 = U DD −1 with eigenvalue 1, then 1 is not an eigenvalue of the perturbed matrix U + δU = U 0 (DD −1 + δ(DD −1 )) with ||δ(DD −1 )|| small enough, and the perturbation δλ of such eigenvalue satisfies the following bound,
Proof. Because of Lemma 4.2 it is sufficient to show that X H 0 δ(DD −1 ))X 0 = 0. But this is an easy consequence of the fact that
Furthermore ||δX|| ≤ C||δU || and the bound follows from equation (4.12).
If we neglect terms |h 2 i | 1 and |δh i | |h i | we finally get the desired bound for the condition number:
where δh = min{δh α }. Then, if for a given N we obtain a boundary matrix F which is bad conditioned, it suffices to change the size of the discretization, i.e., to increase N , to improve the condition number. Of course, if N is already quite large, then the bound (4.13) could be useless.
For typical values h ≈ 10 −2 ∼ 10 −3 , it can be taken δh ≈ 10 −4 ∼ 10 −5 , to provide condition numbers κ(F ) ≈ 10 4 ∼ 10 5 .
4.4. The spectral pencil. For any N > 2n we will define the finite-dimensional Ritz-Galerkin approximation space S N as the linear span of the of bulk and boundary functions, i.e., S N = span{f
and β (l) are linearly independent, thus the dimension of S N will be |r| = r 1 + . . . + r n . It is convenient to organize the basis above as follows:
1 , . . . , f
r2 , β (4) , . . . ,
Using this ordering, we will rename the elements of this basis as f a , with a = 1, . . . , |r|, and an arbitrary element Φ N ∈ S N will be written as:
We consider now the approximate eigenvalue problem:
Introducing the expansion above in the approximate problem (4.14) we get:
As (4.15) holds for every Ψ N ∈ S N , this equation is equivalent to the matrix pencil
where
Notice that A and B are hermitian matrices, what improves the algorithms for finding the pencil's solutions. In fact, when solving numerically the spectral pencil (4.16), it is relevant to keep the pencil's hermitian character. Notice that the boundary functions
because their boundary values are elements of a maximally isotropic subspace of the Lagrange boundary form. Using (4.7) and the definition of the boundary values of the boundary functions in terms of V we have that:
This identity together with equation (4.17) leads to
The hermiticity relation (4.18) is satisfied by the numerical solutions of (4.8) only up to the computing error of the solution of the boundary system (4.9). Hence the pencil (4.16) is hermitian only up to this order. We will force the numerical solution of matrix V to satisfy (4.18) so that the hermiticity of the pencil is preserved exactly. This is convenient because the algorithms for solving the general eigenvalue problem are much better behaved in the hermitian case [De97] .
To end this discussion we must realize that, with the basis f a for S N that we have just constructed, the matrices A and B are almost 3-diagonal and the unique elements different from zero, besides the 3-diagonal ones, are those related to the matrix elements of the boundary functions. In fact, we can consider a number of cases. If the function f a is an interior bulk function, i.e., not corresponding to the nodes x α 2 nor x (α) rα−1 , it is obvious that the only nontrivial inner products f a , f b and f a , f b will correspond to b = a − 1, a, a + 1. If the function f a is an extreme bulk function, for instance f (α) 2 , then it has nontrivial inner products only with β (2α−1) and f
3 . If f a is now a boundary function β (l) , then the only non-vanishing inner products will be with the other boundary functions and an extreme bulk function, namely f
4.5. Convergence of the numerical scheme. We will discuss now the convergence of the proposed numerical scheme. The following definitions will help us in this task.
Definition 4.4. With the previous notations, we will consider the following subspaces:
, i.e. D U is the domain of the self-adjoint extension we are interested in.
Note that D U ⊂ D U is a dense subset of L 2 (M ) and that the finite dimensional space S N = span{f a (x)}, a = 1, . . . , |r|, is contained in D U for all N . 
, with 1 ≤ p ≤ ∞, and m − 1/p > 0 when p > 1. Because we have p = 2, then we consider m = 1. The family of subdivisions M N , consisting on the family of r α + 1 subintervals I α,a of length h α of the intervals I α , satisfies that max{diam
Hence we can apply Thm. 4.4.20 of [Bre08] to our family of subdivisions with p = 2, m = 2 and s = 1, to obtain:
for any Ψ ∈ D U , C a constant independent of N , Ψ N the orthogonal projection of Ψ to S N , || · || 2 H 2 (M ) the Sobolev 2-norm of Ψ which is finite because D U ⊂ H 2 (M ), and h = L/N as before. Then we conclude
Moreover, because S N is the linear span of elements in D U , then all functions Ψ N satisfy the boundary conditions defining D U . As Ψ ∈ D U ⊂ H 2 (M ) then it has a continuous first derivative and a simple use of Sobolev's estimates will show that Ψ ∈ D U too.
In order to prove the converge of the eigenvalues λ N of the Ritz-Galerkin approximation we need a further property of the quadratic form Q.
Lemma 4.6. The quadratic form Q is continuous with respect to the Sobolev norm || · || 1,2 .
Proof. The continuity of the form Q amounts to the continuity of the form σ(ϕ,φ). Notice that we can diagonalize the unitary matrix U as:
where D = diag(−1, . . . , −1, z 1 , . . . , z r ), and where z i are complex numbers of modulus 1 different from −1. Now notice that the boundary condition (2.6) can be rewritten as
Having into account the diagonalization of U we get
where we have defined Z ± = diag(1 ± z 1 , . . . , 1 ± z r ) and
are just the boundary data adapted to the new basis of C 2n . Note that this system of equations now implies that C 
If we subtract the latter by the former equation we get:
The l.h.s. goes to zero in the limit N → ∞ by the continuity of the quadratic form Q and therefore
Finally suppose that Φ N is a solution of the approximate eigenvalue problem, i.e.
(4.23)
Taking the limit N → ∞ and choosing lim N →∞ Ψ N = Ψ ∈ D U we get
hence Φ = lim N →∞ Φ N is a solution of the weak problem.
Numerical Experiments
By now we have proved that the procedure described in section 4 results in the finite dimensional eigenvalue problem of the matrix pencil (4.16). Furthermore we have a bound (4.19) on the error committed with this discretization. Now if we are able to solve the pencil for increasing grid size we will get better and better approximations to the eigenvalue problem. As remarked in the previous section, the form of the pencil is almost 3-diagonal and both matrices A and B are hermitian matrices, hence the resulting problem is algebraically well behaved. We expose now some particular results concerning the stability of the procedure and showing that the bound (4.19) is satisfied. We consider for instance the free particle Schrödinger equation in the interval [a = 0, b = 2π], i.e. V (x) ≡ 0. For the sake of simplicity we consider all the physical constants normalized to one without loosing generality. In this particular case the matrices A and B take the form: , where h = 2π r+1 is the length of each subinterval. Notice that in this simple case (n = 1) there is only one interval and we have that r = N + 1, so we can use r and N almost interchangeably if N is large enough, what indeed is the actual case. Now one has to solve for each self-adjoint extension the corresponding equations' system (4.8) to obtain the associated pencil. For solving the eigenvalue problem of this resulting pencil we have used the Matlab command eig. It uses the QZ-algorithm, which is a generalization of the QR-algorithm for the generalized eigenvalue problem [Bo07] . In order to check if the bound is satisfied we have to compare the numerical solution obtained this way with an analytic one, therefore we will solve the Dirichlet Problem, whose solutions are Φ(x) = sin αx. In this particular case the solution matrix V is the zero matrix. Note that this force the boundary values to be all zero, as it is supposed to be in the Dirichlet Problem. We will now observe how ||Φ − Φ N || H 1 evolves with increasing N . For calculating it we have performed a sum over all the subintervals, knowing that at each subinterval the approximate solution is a linear polynomial. In the figure 4 we can see the H 1 -norm of the difference between the analytic solution for the groundstate of the Dirichlet Problem, i.e. sin x/2, and the computed solution plotted against the size of the discretization.
After a linear fit of the logarithms of this data, one observes that they can be adjusted with great goodness to a linear polynomial with slope p = −1.002 ± 0.001, what indeed shows that
therefore satisfying the theoretical bound (4.19).
Our next step will be to give a proof of the stability of the method against variations of the parameters. The unique parameter that this procedure has is the self-adjoint extension whose eigenvalue problem we want to solve. We will perturb an initial self-adjoint extension, described by the unitary matrix U , and observe the behavior of the relative error in the eigenvalues. In other words, we are interested now in studying the relation (5.2) |δλ| |λ| = K(ε) ||δU || ||U || and expect, if the algorithm is stable, that the ratio K(ε) grows at most polynomially. However one must be very careful in this process since the original eigenvalue problem presents divergences in certain circumstances (roughly explained bellow) which could lead to the wrong conclusion that this method isn't stable. As a consequence of lemma 4.6, when a self-adjoint extension is parameterized by a unitary matrix U that has eigenvalues close but not equal to −1, it may happen that the eigenvalues of the considered problem take very large negative values. However, matrices with -1 in the spectrum can lead to self-adjoint extensions that are positive definite, for example the Dirichlet case. Thus, following a path in the self-adjoint extensions' space, it could happen that an infinitesimal change in the arc parameter led to an infinite jump in the eigenvalues. For proving stability, it is then necessary to perturb the unitary matrix in a direction of it's tangent space in which this jumps don't appear. A path in the self-adjoint extensions' space where these jumps don't occur is, for instance, the one described by the so called "quasi-periodic boundary conditions" [As83] . In this case the self-adjoint domain is described by functions that satisfy the following boundary conditions u(0) = e iθ u(2π) and u (0) = e iθ u (2π), that in fact correspond to the unitary matrix . Relative error ratio K(ε) of the firsts excited levels for the periodic boundary problem plotted against ε data show that, in every case, the error ratios satisfy power law growths of type K(ε) = a · ε b + c with exponents −0.89 ± 0.02, −0.42 ± 0.03, −0.03 ± 0.03, 0.28 ± 0.03 for the 1st, 2nd , 3rd and 4rd excited states respectively. Although the groundstate error ratio has linear growth, and this certainly isn't a bad behavior in the sense that it is polynomial, the result is not trustable because the quotient |δλ|/|λ| is bad conditioned. This is due the fact that the groundlevel in the periodic case has λ = 0.
All the numerical calculations of this section have been performed with a laptop computer with an Intel Core 2 Duo processor at 2.4GHz with 2 Gb RAM. In both examples the calculations lasted less than 2 min, which is a further proof of the good discretization procedure, since the eig command was called 500 times for the first calculation and 100 times for the second one.
