





国内外对环境测点的优化问题进行了不少的探索[1 -5 ] 。文献
[ 1] 提出从实测数据分布形态出发 , 应用模糊几何平均最小聚
类方法 ,对环境测点的模糊优化设置进行了研究;文献[ 2]提出
应用物元关联分析法对大气环境优化选点进行了研究 ,该方法
计算简便 , 不过关联函数的确定有一定人为性;文献 [ 3] 根据
M oore -Penrose广义逆理论 , 提出其多项式方程的最小范数
算式的环境监测优化布点的黑箱理论模型 , 文献 [4] 提出用遗





速发展的人工神经网络 , 由于具有人脑思维的特点 , 和具有自
学习 、自适应及自组织的功能 , 它应用于模式分类与识别有适
应性强 、客观性好的优点 。因此 ,本文提出将 BP 人工神经网络
的学习算法与逐步聚类分析的思想相结合 ,对环境测点进行优
选 。










浓度监测值规格化为(0 ,1)或[ 0 , 1]之间的值 。
式中 , X ij 和 X i j 分别代表单项污染物测值和规格化后值 , i代
表测点 , j 代表污染物 。
若将某项污染物具有最大值 max X′i j对环境的影响作用
视作 1 , 则规格化值 X ij 可视为该项污染物测值 X i j对环境作
用的“相对贡献率” 。若测点受多项污染物污染 ,由于各单项污
染物之间的关系十分复杂 , 它们对环境的作用既不相互排斥 ,
也非相互独立 , 因此 , 它们对环境的综合作用的 “作用和贡献
率” 不应该是它们各自的 “相对贡献率” X i j的简单线性迭加;
另一方面 ,为了突出某测点处“相对贡献率”最大的一种污染物
对环境的贡献 , “作用和贡献率” u i应该满足 u i max X i j(1≤
j ≤m);此外 , u i 的最大值不应超过 1 , 类比概率论中的 Jo r-
dan(事件和概率)公式 , 满足上述条件的 m 项污染物对环境
综合作用的“作用和贡献率” ui 公式应具有如下形式
2.2 应用 B-P 网络实现环境测点逐步聚类优选过程
B-P 神经网络是一种采用误差反向传播算法的人工神
经网络 , 它由有多个节点的输入层 、隐层和多个或 1个节点的
输出层组成 。其输入节点数目与样本的特征因子数目相同 ,输
出节点数目可以与样本的分类数目相同 ,也可以只用 1个输出
节点。B-P 神经网络的学习原理及算法详见文献 [7] 。应用
B-P 网络实现环境测点的逐步聚类优选过程如下:
(1)从全体测点中 , 选取由各因子的规格化后的极大值和
极小值组成两个训练样本 ,经 B-P 网络训练 ,用训练好的网
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络将全部测点粗略地聚为 A1 和 B1 两类 。
(2)分别以 A 1和 B 1两类样本各自的类中心及它们的类
间中心组成 3个训练样本 , 经 B-P 网络训练 , 用训练好的网
络将全部测点重新聚成 A2 、B2 和 C2 3类 。
(3)再分别以 A2 、B2 和 C2 3类样本各自的类中心和相邻
两类样本的类间中心作为训练样本 , 经 B-P 网络训练 , 用训





小 ,则可选该测点为该类的优选点 。在某些情况下 ,如某类的测点
数目较多 , 客观上又需要 , 还可在该类测点中 , 增选 1 ～ 2个与该
类训练样本的拟合输出值差异较大的测点作为该类的优选点。
3 优化选点的实例分析
3.1 贵阳市大气环境测点的 B-P 网络逐步聚类优选
表 1列出了贵阳市 1992年 12月 ～ 1993年 1月对 16个测
点的 SO 2和 TS P 2项大气污染物进行了连续 20日监测 , 每5
日的监测均值
1 ]
作为样本的 1个因子 ,共有 4个因子。表 1还给
出由公式(1)和(2)计算得到的 16个测点综合 2项污染物作用
后的“作用和贡献率”u i 。按上述由粗到细的逐步聚类过程 ,将全
部 16个测点相继聚成 2类 、3类和 4类 , 每次聚类的训练样本
数目 、训练样本的输入因子值及样本的期望输出值如表 2表
示 。表3则给出了 16个测点最终聚成4类时 ,训练样本的拟合
输出值 , 16个测点的网络计算输出值和分类数较多 , 分别有 6
个和 7个 ,因此 ,可考虑从这两类中分别增选 1个与该两类训练
样本 B0 、C0 的拟合输出差异较大的 10号点和 5号点。这样 ,从
16个环境测点中共可优选出 1 、3 、5 、8 、10和 14号共 6个测点 。
3.2 B-P 聚类优选与模糊聚类优选结果的比较
文献[ 3]应用模糊聚类优选法对贵阳市的 16个环境测点的优选结果是 1 、3 、5 、10和 14共 5个测点 。比较可见 ,两种方法优选
出的点有 5个是相同的 ,只是 B-P 网络聚类优选法多选出一个 8号点 。




分别对全体 16个测点和用 B-P 聚类优选法优选出的 6个测
点及用模糊聚类优选法优选出的 5个测点代表的环境质量计
算环境质量指数 。式中的 C j 和 S j 分别为 j 污染物的实际监
测值和国家 2级标准值 , m 为污染物种类数 , 计算的大气环境
质量指数分别为 I 16 =4.215 , I 6=4.348和 I 5=4.048 ,按国家
2级标准评定 , 它们同属严重污染 , 但用 B-P 聚类法优选出
的 6个测点比用模糊聚类法优选出的 5个测点的环境质量指






(2)由于 B-P 神经网络具有自学习和自适应能力 , 它用
于环境测点聚类优选不需作任何事先假定 ,因此优选出的测点
有较好的客观性和代表性 。
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