Abstract. We consider a class of unbounded self-adjoint operators including the Hamiltonian of the Jaynes-Cummings model with the rotating-wave approximation (RWA). The corresponding operators are defined by infinite Jacobi matrices with discrete spectrum. Our purpose is to give the asymptotic behavior of large eigenvalues.
1. Introduction 1.1. Jaynes-Cummings model. We call "Jaynes-Cummings model" a self-adjoint operator J defined in l 2 (N * ) by an infinite real Jacobi matrix where ρ and a 1 > 0 are some real constants. The study of this type of operator is motivated by the Hamiltonian of the Jaynes-Cummings model with the rotating-wave approximation (RWA) (see, e.g., È. A. Tur [9] ). l 2 = l 2 (N * ) denotes the Hilbert space of square-summable complex sequences x : N * → C equipped with the scalar product x, y := ∞ k=1 x(k)y(k), and with the norm x l 2 := x, x . The self-adjoint operator J : D → l 2 associated to the Jacobi matrix (1.1) is given by (Jx)(k) = d(k)x(k) + a(k)x(k + 1) + a(k − 1)x(k − 1) (1.3a)
(by convention, x(0) = a(0) = 0) and defined on
its eigenvalues, enumerated in non-decreasing order, counting multiplicities. The aim of this paper is to describe the asymptotic behavior of λ n (J) when n → ∞. where ρ and a 1 > 0 are some real constants. We assume |ρ| < 1/2. Then the n-th eigenvalue λ n (J) has the large n asymptotics λ n (J) = n − a In Section 1.2 we compare our results with other known results. In Section 1.3 we state Theorem 1.2 which is a generalization of Theorem 1.1 motivated by the paper of A. Boutet de Monvel, S. Naboko, L. O. Silva [1] . Theorem 1.2 gives the large n asymptotics of λ n (J) for Jacobi matrices (1.1) whose entries are of the form
with real constants 0 < γ ≤ 1/2, a 1 > 0, a ′ 1 , and with v : N * → R real-valued and N -periodic, i.e.
v(k + N ) = v(k) for k ∈ N * .
(1.6) Finally, Section 1.4 gives the plan of the paper.
1.2.
Modified Jaynes-Cummings models. In this section we recall known results about the asymptotic behavior of large eigenvalues for "modified Jaynes-Cummings models", i.e., for Jacobi matrices (1.1) with entries of the form
where α > γ > 0, a 1 > 0 are some real constants, and v : N * → R is real-valued and N -periodic. It appears that the large n asymptotic behavior of λ n (J) strongly depends on whether α−γ > 1 or not.
Asymptotics of large eigenvalues with persistent periodic oscillations. In the easy case α − γ > 1 it is possible to apply approximation methods based on the idea of successive diagonalizations which was first applied to the problem of eigenvalue asymptotics of Jacobi matrices in the paper of J. Janas and S. Naboko [7] . The name "modified Jaynes-Cummings models" was then introduced in the paper of A. Boutet de Monvel, S. Naboko, L. O. Silva [1] treating the case of entries of the form (1.7) with α = 2 and γ = 1 2 . The asymptotic behavior obtained in [1] in that case was λ n (J) = n 2 + v(n) + O(n −1 ).
More general results of M. Malejki [8] and A. Boutet de Monvel, L. Zielinski [3] for the case of entries of the form (1.7) give as large n asymptotics λ n (J) = n α + v(n) + O(n γ−2κ + n 2γ−α )
where κ := α − 1 − γ > 0. Moreover, under the additional conditions α ≤ 2 and γ < 2 3 (α − 1) we have α − 2γ > 0 and 2κ − γ = 2(α − 1) − 3γ > 0, hence we obtain the asymptotic behavior λ n (J) − n α = v(n) + o(1) (1.8) reflecting the oscillations determined by the periodic nature of v.
Asymptotics of large eigenvalues without periodic ocillations. The case α = 1 and 0 < γ ≤ 1/2 investigated in this paper exhibits a radical change in the asymptotic behavior of λ n (J). The new phenomenon is the absence of periodic modulations of large eigenvalues. This phenomenon was already described in our earlier paper [5] treating the case α = 1 and 0 < γ < 1 2 . In this paper we follow the general framework of [5] but in order to address the case γ = 1 2 we need to improve the remainder estimates. To that end, we refine our approach constructing suitable approximations by means of truncated Fourier series.
1.3. Jaynes-Cummings type models. In this paper we consider "Jaynes-Cummings type models", i.e., Jacobi matrices (1.1) with entries of type the maximum mean absolute deviation.
Assumptions. (H1) v is "weakly dispersive", in the sense that
when N = 2, Notice that (H2) is satisfied if the large k behavior of a(k) is given by (1.5b). if N = 2,
(ii) a(k) ≍ k γ satisfies (H2) with 0 < γ ≤ 1/2.
Then the n-th eigenvalue λ n (J) has the large n asymptotics λ n (J) = n + v + a(n − 1) 2 − a(n) 2 + O(n −γ/2 ln n).
(1.14)
Remark. Let us notice that hypotheses (H2), precisely (1.13a) and (1.13b), imply a(n − 1) 2 − a(n) 2 = − a(n − 1) + a(n) δa(n − 1) = O(n 2γ−1 ) = O(1) as n → ∞.
For the Jaynes-Cummings model, a(k) = a 1 k 1/2 , so we even have a(n − 1) 2 − a(n) 2 = −a 2 1 = const. Theorem 1.2 =⇒ Theorem 1.1. The Jaynes-Cummings model satisfies (H2) with γ = 1/2. It satisfies also (H1) with N = 2, v = 0 and ρ 2 = |ρ|. Moreover, as noted above, a(n−1)
2 −a(n) 2 = −a 2 1 , thus the asymptotic formula (1.14) becomes (1.4). 1.4. Plan of the paper. In Section 2 we define a sequence of operators J + n which are easier to investigate than J. Proposition 2.4 says that λ n (J) is well approximated by a suitable eigenvalue of J + n and it remains to prove the asymptotic formula for J That corresponds to the following four steps:
Step 1. In Section 3 we prove Proposition 3.1 which is Theorem 2.5 in the case without periodic modulation, i.e., when v ≡ 0.
Step 2. In Section 4 we prove Proposition 4.1 which gives some preliminary information about the spectrum of J + n obtained by the min-max principle.
Step 3. In Section 5 we replace the operators J + n by operators L + n obtained by conjugation with suitable unitary operators e iBn , and then by their extensions L n to l 2 (Z). Proposition 5.2 states a trace estimate for those operators L n , and its proof is given in Sections 6-10.
Step 4. In Section 11 we prove Proposition 11.2 which is the final ingredient of the proof of Theorem 2.5.
To end this section we give some details about the proof of the trace estimate of Proposition 5.2 which is the central part of our approach. We start the proof of Proposition 5.2 in Section 6 by proving three lemmas that allow us to replace Proposition 5.2 by Proposition 6.4:
Lem. 6.1-6.3
Prop. 6.4 =⇒ Prop. 5.2.
In Section 7 we introduce a class of operators defined by Fourier transform and used in Section 8 to construct an approximation of e iBn . This construction is used in Sections 9 & 10 to give approximations of terms figuring in Proposition 6.4 by means of oscillatory integrals. That allow us to complete the proof of Proposition 6.4 by application of the stationary phase method.
Operators J + n
Throughout the whole paper n ∈ N * is considered to be the large parameter from the asymptotic formula (1.4) or (1.14). In particular all error estimates are considered with respect to n ≥ 1 and some statements will be established only for n ≥ n 0 , where n 0 is assumed to be fixed large enough.
2.1. Plan of Section 2. In Section 2.2 we define the operators J + n and in Section 2.3 we prove some basic estimates. In Section 2.4 we state Proposition 2.4 which says that λ n (J) is well approximated by a suitable eigenvalue of J + n . In Section 2.5 we state Theorem 2.5 which gives the asymptotic formula for λ n (J + n ) and we check that Theorem 1.2 follows from Theorem 2.5 and Proposition 2.4.
The operators J + n are Jacobi matrices with entries
by means of the following two modifications: (M1) Using the fact that λ n (J) ∼ n as n → ∞ we modify the values of d(k) for |k − n| ≥ n/6. (M2) Using (H2) we replace a(k) by its linearisation at n, i.e. by a(n) + (k − n)δa(n).
allows simplifications in further analysis. (M1) ensures estimates (2.5) which are useful to control errors with respect to the large parameter n. (M2) allows an important computational simplification in the analysis considered in Section 10.
Definition of J
+ n . Instead of the Jacobi matrix J given by (1.1) we will consider a sequence of Jacobi matrices
. These approximations depend on the choice of a cut-off function
Then, for τ > 0 we denote
and define d n , a n : Z → R by
Let us notice that a n (n) = a(n), d n (n) = d(n), and
Let D be as in (1.3b). We finally consider the self-adjoint operator J
These operators J + n depend on J and on the cut-off θ 0 .
Some estimates.
We prove large n estimates of a n (k) and a(k) for k = k(n), e.g., k = n−1.
Proof. By definition (2.3b) we can write a n (k) = a
Since a n (k) = 0 for |k − n| ≥ 2n/5 we can replace sup k∈Z by sup |k−n|≤n/2 . By hypotheses (H2), more precisely, by |a(k)| ≤ Ck γ from (1.13a) and by (1.13b), we get, for |k − n| ≤ n/2,
That proves (2.5) for m = 0. We then derive from θ 2n,
Lemma 2.2. Under assumptions (H2) we have the estimates
Proof. Let j ∈ Z be such that |j| ≤ n/2. By using (1.13b) and (1.13c), i.e., |δa
Lemma 2.3. Under assumptions (H2) we have the estimates
Proof. It uses Lemma 2.2 together with the following two estimates:
We get (2.7a) by using (2.6a) in (2.8a) for |k − n| ≤ n/2:
We get (2.7b) similarly, using (2.6b) in (2.8b) for |k − n| ≤ n/3. We then have θ 2n,n (k) = 1, hence a n (k) = a 1 n (k), and
2.4.
Comparison between eigenvalues of J and J + n . If J is as in Theorem 1.2, the selfadjoint operators J and J + n are bounded from below with compact resolvent. For any such operator L in l 2 there exists an orthogonal basis
. Let J be as in Theorem 1.2 and J + n as above. Then one has the large n estimate
Proof. See Section 12.
2.5. Asymptotic behavior of λ n (J + n ). Theorem 2.5. Let J be as in Theorem 1.2 with v = 0, and J + n as above. Then one has the large n estimate
Proof. See Section 11.
Theorem 2.5 & Proposition 2.4 =⇒ Theorem 1.2. Since λ n (J + µ) = λ n (J) + µ holds for every µ ∈ R, without loss of generality we can assume further on that v = 0. Then we observe that Lemma 2.3 for k = n − 1 gives the large n estimates a(n − 1) − a(n) = O(n γ−1 ) and a(n − 1) − a n (n − 1) = O(n γ−2 ), by (2.7a) and (2.7b), respectively. Since a(n) = O(n γ ) we get the same estimate for a(n − 1) and a n (n − 1). Thus, a(n − 1) 2 − a n (n − 1) 2 = O(n 2γ−2 ) and
Thus, the right-hand sides of (1.14) and (2.10a) are the same modulo O(n −γ/2 ln n) due to γ ≤ 1/2. Similarly, the left-hand sides of (1.14) and (2.10a) are the same modulo O(n −γ/2 ln n) due to Proposition 2.4 and γ ≤ 1/2 =⇒ 3γ − 1 ≤ −γ/2.
3. Theorem 2.5 in the case v ≡ 0 3.1. Plan of Section 3. The aim of this section is to prove Proposition 3.1 which says that Theorem 2.5 holds when v ≡ 0. In Section 3.2 we state Proposition 3.1 and we explain the idea of the proof. In Section 3.3 we show a useful property of
Note that l(n) = l n (n). We complete the proof of Proposition 3.1 in Section 3.4.
3.2. Main result. We define
where a n (k) is given by (2.3b). Thus J + 0,n coincides with J + n if v ≡ 0 and Theorem 2.5 in that case follows from Proposition 3.1.
Sketch of proof. A complete proof is given in Section 3.4. The proof is similar to the first step of the successive diagonalization method [2] . To describe this idea we first introduce some notations. For b : N * → C we denote by b(Λ + ) the linear closed operator defined in l 2 by
for every x ∈ l 2 such that bx ∈ l 2 . In particular
and we can express
where A + n is the finite rank operator defined by
In Section 3.4 we define self-adjoint operators B + n such that the difference R
where · B(l 2 ) is the norm of B(l 2 ), the algebra of bounded operators on l 2 . Since the min-max principle ensures
(3.10) the estimate (3.3) follows from (3.9) and from the equalities
where n 1 is fixed large enough. This equality (3.11) follows from
and from Lemma 3.2 below. By this lemma we can find n 1 such that
be defined by (3.1). For any ε > 0 there exists n(ε) such that
holds for any n ≥ n(ε) and all k ∈ N * .
Proof. We write
and the estimates (2.5), i.e. sup k≥1 |δ m a n (k)| ≤Cn γ−m for m = 0, 1, 2 ensure that
hold for some constants C, C 0 > 0. Therefore,
We complete the proof choosing n(ε) such that C 0 n(ε) 2γ−2 < ε.
3.4.
Proof of Proposition 3.1. We consider the operators
Step 1. We claim that
where A + n is given by (3.7). Proof. In order to check (3.17) we introduce the shift operator S + ∈ B(l 2 ) defined by
where by convention x(0) := 0. Then we can write 19b) where
and in order to get (3.17) it suffices to observe that by direct calculation
Step 2. We claim that [iB
where a 1,n (k) = a n (k − 1) 2 − a n (k) 2 as in (3.13b).
Proof. Indeed, we observe that [iB
Step 3. As explained at the end of Section 3.2 it remains to prove (3.9).
Proof. Recall (3.9) is the estimate R
where, according to (3.8) and (3.6),
In order to prove (3.9) we denote J 0,n (t) := Λ + + tA + n for t ∈ R and introduce
n , where using (3.17) and (3.20) for the last equality,
Hence we can write
Hence (3.9) follows from (3.21). 
Proof. See Sections 4.3 and 4.5 for (a) and (b), respectively.
Remarks. (i) We will deduce (4.2) from Proposition 3.1 by application of the min-max principle.
(ii) For C > 0 we define the intervals
and since the hypothesis ρ N < 1 2 allows us to use (3.12) from Lemma 3.2 with ε <
. Therefore choosing n C large enough to ensure 2Cn
The above localisation of λ k (J + n ) is crucial in the proof of (4.3). (iii) In the proof of (4.3) and further on we prefer to work with operators acting in the Hilbert space H := l 2 (Z) instead of l 2 := l 2 (N * ). In particular, instead of J + n we will consider the operator J n defined by the Z × Z matrix
where the blocks 0 are identically zero. The spectrum of J n is clearly
Further on, we write σ(J n ) = {λ k (J n )} k∈Z with
Proof of Proposition 4.1 (a). We write
Then, by the min-max principle and definition (4.1) of ρ N we get
Estimate (4.2) follows using estimate (3.3) from Proposition 3.1.
4.4.
Extension to l 2 (Z). We denote by H := l 2 (Z) the Hilbert space of square-summable sequences x : Z → C with the scalar product x, y := k∈Z x(k)y(k) and the norm
We denote by B(H) the algebra of bounded operators on H equipped with the operator norm · and by B 1 (H) ⊂ B(H) the ideal of trace class operators with the norm Q B1(H) := tr √ Q * Q where Q * is the adjoint of Q. If {e n } n∈Z is the canonical basis of H, i.e. e n (n) = 1 and e n (j) = 0 if j = n, and if H is an operator acting in H and defined on the canonical basis we denote by H(j, k) its matrix elements:
We define the shift S ∈ B(H) by
in particular Se k = e k+1 , and Λ :
For any b : Z → C we define the linear operator b(Λ) by functional calculus, i.e. b(Λ) is closed in H and
holds for every x ∈ H such that x(k) = 0 for large k. Further on, J n : H 1 → H is defined by (4.6), i.e. for k ≥ 1 we have J n e k = J + n e k , while for k ≤ 0 we have J n e k = ke k . Thus we can write
where J 0,n := Λ + S a n (Λ) + a n (Λ) S −1 . (4.14)
By convention a n (k) = v n (k) = 0 for any k ≤ 0.
Proof of Proposition 4.1 (b).
Due to (4.7) it suffices to prove
Step 1. Let C ′ be large enough. Then there is n C ′ such that
Proof. By definition (4.4) of ∆ C j,n it suffices to show the estimate
and the left-hand side of (4.17) can be estimated by
It remains to observe that the first term of (4.18) can be estimated by ρ N + C 0 n 3γ−2 due to Proposition 4.1 (a) and the second term of (4.18) can be estimated by C ′ 0 n 2γ−2 due to (3.15).
Step 2. We claim that
Proof. Using S −N a n (Λ)S N = a n (Λ + N ) we get
from |a n (λ + N ) − a n (λ)| ≤ Cn γ−1 , and using
Step 3. We finally check that
holds for n ≥ n 0 if n 0 and C ′′ are large enough.
for every j, k ∈ Z. Using (4.21) with j = k + N and (4.20) we obtain (4.19) writing
5. Operators L n 5.1. Plan of Section 5. In order to obtain suitable asymptotic estimates of eigenvalues in the case v ≡ 0 we reduced the off-diagonal entries using suitable conjugations with e iB + n . We use the same conjugation to manage the general case.
In Section 5.2 we use e 
Operators
n is the operator defined by (5.1), then its eigenvalues satisfy sup
Proof. This proposition translates estimates for J Taking into account this corollary we will investigate L + n instead of J + n . 5.3. Operators L n . In order to apply Fourier analysis we will replace L
The operators L n can be also written as
with a n (k) defined in (2.3b), andṼ
where B n ∈ B(H) is defined by the matrix
or by the formula
We remark that in Section 8 we construct an approximation of e iBn (j, k) and in Section 9 we consider an approximation of the right-hand side of (5.11).
A trace estimate. Further on, we denote
and we want to compare the spectrum of
with the spectrum of L 0,n which is {l n (k) : k ∈ Z} for n ≥ n 0 . For this purpose we consider the expressions
with χ ∈ S(R), where S(R) denotes the Schwartz class of rapidly decreasing functions on R.
Proposition 5.2 (trace estimate). Let χ ∈ S(R) be such that its Fourier transform
n is given by (5.15), then one has the large n estimate G
Proof. See Section 10.
Reformulations of Proposition 5.2
6.1. Plan of Section 6. In this section we prove Lemmas 6.1, 6.2, and 6.3 which show that Proposition 5.2 follows from Proposition 6.4. In Section 6.2 we prove Lemma 6.1 which says that modulo O(n γ−1 ) we can modify the expression (5.15) by adding an auxiliary cut-off. In Section 6.3 we prove Lemma 6.2 which gives a sufficient condition for the estimate (5.17) in terms of the evolution U n (t) := e −itL0,n e itLn , t ∈ R. (6.1)
In Section 6.4 we prove Lemma 6.3 which gives a sufficient condition for the estimate (5.17) expressed in terms of the analytic expansion of t → U n (t). In Section 6.5 we state Proposition 6.4. The proof of Proposition 6.4 is completed in Section 10.
6.2. An auxiliary cut-off. Further on, we denote by B 1 (H) the ideal of trace class operators on H with the norm Q B1(H) = tr √ Q * Q where Q * is the adjoint of Q. We observe that G 0 n given by (5.15) can be written
where as above
The aim of this section is to check that the trace estimate (5.17) in Proposition 5.2 is equivalent to the estimate
and θ τ,n is defined by (2.2) in Section 2.
Proof. First of all we observe that there is a constant C > 0 such that
and a similar estimate holds for L n :
Next we claim that for every µ > 0 we can estimate
Hence,
(6.8) Since the left-hand side of (6.7) can be estimated by
we deduce (6.7) from (6.6) and (6.8) . It is clear that reasoning similarly with L 0,n instead of L n we obtain
If the operator T is self-adjoint, the operator R is bounded and
and combining the last estimate with (6.6) we obtain
However, using (6.12) and (6.7) with µ = γ we obtain
and it is clear that (6.5) follows from (6.13) and (6.9) with µ = γ.
6.3. Use of the Fourier transform. For t ∈ R we denote
the diagonal entries of U n (t) = e −itL0,n e itLn , see Section 6.1.
Lemma 6.2. If for every t 0 > 0 we have the estimate
then we have the trace estimate (6.3), i.e.
where the Fourier transformχ is as in
2π . The inverse Fourier formula reads as
However,
Due to Lemma 3.2 we can find n 0 , c 0 > 0 such that
Hence integrating by parts we obtain
Since suppχ ⊂ [−t 0 , t 0 ] we have the estimates
Combining (6.17) with sup
we find that the estimate
holds if (6.15) holds. To complete the proof we observe that
(6.18) Since U n (0) = I we then have the following expansion formula:
Lemma 6.3. We make the following two assumptions: (i) For any t 0 > 0 we can find C > 0 such that
(ii) For some ε > 0 and for any t 0 > 0 we can find C > 0 such that the estimates sup |t1|,...,|tν−1|≤t0 |j−n|≤n
Then assumption (6.15) of Lemma 6.2 is satisfied, i.e. for any t 0 > 0
Proof. Recall that g ν,n,j (t 1 , . . . , t ν ) and u n,j (t) are the (j, j) coefficients of i ν H n (t 1 ) . . . H n (t ν ) and U n (t), see (6.14) and (6.20) . Thus, the expansion (6.19) of U n (t) gives for its (j, j) coefficient
and for its derivative
where the terms u ν,n,j are defined by
In what follows, |t| ≤ t 0 and |j − n| ≤ n γ . The term g 1,n,j (t) is O(n −γ/2 ) by (6.21). The terms of index ν < n ε in the sum are estimated using (6.22):
To complete the proof it remains to observe that
where ⌊s⌋ := max{k ∈ Z : k ≤ s}. Since k! ∼ (k/e) k it is clear that the right-hand side of (6.23) is rapidly decreasing when n → ∞. (ii) For any t 0 > 0 and any 0 < ε ≤ γ/16 we can find C > 0 such that estimates (6.22) hold for ν ≤ n ε .
Proof. See Sections 9 and 10. 
The class of operators q(Λ, S)
7.1. Plan of Section 7. The aim of this section is to describe a class of operators in l 2 (Z) which are needed in Sections 8-10. These operators are denoted by q(Λ, S) and defined in Section 7.2 by Fourier transform. In Section 7.2 we prove Lemma 7.1 which computes q 1 (Λ, S)q 2 (Λ, S) * . In Section 7.3 we prove Lemma 7.2 which computes the conjugate e −isΛ q(Λ, S)e isΛ . In Section 7.4 we prove Lemma 7.3 which gives a specific composition formula. In Section 7.5 we prove Lemma 7.4 which gives a norm estimate used in Sections 8-10. Finally, in Section 7.6 we prove Lemma 7.5 which estimates the norm of the commutator of q(Λ, S) with diagonal operators.
Operators q(Λ, S). Further on,
is the unit circle and L 2 (T) denotes the Hilbert space of classes of square integrable functions f : T → C equipped with the scalar product f, g = 2π 0
f (e iξ )g(e iξ ) dξ 2π . If {f j } j∈Z is the orthonormal basis defined by f j (e iξ ) = e ijξ for ξ ∈ R, we denote by F 0 : L 2 (T) → H = l 2 (Z) the Fourier transform which is a unitary isomorphism such that F 0 f n = e n . More generally,
Properties (of q(Λ, S)). We still assume q ∈Q.
(i) The matrix elements of q(Λ, S) are given by
, and in particular, by (7.4),
(vii) Ifq(j, e iξ ) = q(j, e iξ )p(e iξ ) with p ∈ C 0 (T) and q ∈ l ∞ Z, C 0 (T) , thenq(Λ, S) = q(Λ, S)p(S). That follows by Fourier transform from the relationQ = QM p whereQ, Q ∈ B L 2 (T), l ∞ (Z) are defined byq, q respectively, as in (7.3), and
Lemma 7.1. If q 1 , q 2 ∈ Q, then the matrix elements of q 1 (Λ, S)q 2 (Λ, S) * are given by
, and by property (ix),
Conjugation of q(Λ, S) by e
isΛ . In this section we generalize the formula
where s is any real number, p ∈ C ∞ (T), and τ s : T → T is given by
We indeed have e −isΛ Se isΛ = e −is S, hence e −isΛ p(S)e isΛ = p(e −is S) = (p • τ s )(S).
Lemma 7.2 (unitary conjugation).
If q ∈ Q then for any s ∈ R,
Proof. It suffices to check that both sides of (7.7) have the same matrix elements. Using that e isΛ e m = e ism e m together with (7.4), we express the (j, k) coefficient of the left-hand side as
The change of variable η = ξ + s allows us to express the right-hand side of (7.9) as
where the right-hand side is now the (j, k) coefficient of the right-hand side of (7.7) and where we used that the integral of a 2π-periodic function on [s, s + 2π] is the same as on [0, 2π].
7.4.
A composition formula. Further on, we considerψ n ∈ Q 0 , n ∈ N * such that ψ n (j, e iξ ) = ψ n (e iξ ) + (j − n)ϕ n (e iξ ) for |j − n| ≤ n/3 (7.10a) with ψ n , ϕ n ∈ C ∞ (T) real-valued and
Then η n (ξ + 2π) = η n (ξ) + 2π and due to assumption (7.10b) its derivative satisfies
Therefore η n : R → R is bijective for n ≥ n 0 and we can define its inverse ξ n : R → R for large n.
Thus we have
Thus for n ≥ n 0 we can define ϑ n : T → T by
iξn(e iη ) = e iξn(η) (7.14)
). 
whereθ n is given by (7.15),
withξ n given by (7.13), and Θ n := θ n (Λ).
, and similarly Q n = q n (Λ, S)
To prove (7.16) it suffices to prove that both sides have the same (j, k) coefficient. If
Thus K n (j, k) = 0 either if |j − n| > n/3 or if |k − n| > n/3. Assume now that |j − n| ≤ n/3 and |k − n| ≤ n/3. By assumption (7.10a),ψ n (j, e iξ ) −ψ n (k, e iξ ) = (j − k)ϕ n (e iξ ) and we find
As above, let ξ n : R → R denote the inverse of η n for n ≥ n 0 with η n defined by (7.11), i.e. η n (ξ) = ξ − ϕ n (e iξ ). Due to (7.12) and ξ n ([0, 2π]) = [ξ n (0), ξ n (0) + 2π], the change of variable ξ = ξ n (η) gives
Using ∂ η ξ n (η) = 1 + ∂ ηξn (e iη ) = p n (e iη ) with (7.13) and (j, e iξn(η) ) =θ n (j, e iη ) we get
The function we integrate is 2π-periodic, hence its integral is the same as over [0, 2π]. Thus,
. Let us observe that q(Λ, S) = q(Λ, S) p n (S) by property (vii) and that θ n (k)q(Λ, S)(j, k) = q(Λ, S) θ n (Λ) (j, k). Thus, K n and q(Λ, S) p n (S) Θ n have the same (j, k) coefficient if |j − n| ≤ n/3 and |k − n| ≤ n/3. Otherwise, the (j, k) coefficients of both sides are multiples of θ n (k)θ 0 n (j), hence vanish. Remark. In Section 9.2 we apply Lemma 7.3 with ϕ n satisfying
for every integer m ≥ 0. We claim that we then have the estimates
For m = 0 that follows from the relationξ n (e iη ) = ϕ n (e iξn(η) ), using (7.19) for m = 0. Let
n (e iξn(η) ) = 1. (7.21) Using (7.19) for m = 1 we get
which can be written as
For m ≥ 2, the proof of (7.20) is by induction on m. By successive differentiations of (7.21) we can express ξ (m)
n (e iξn(η) ) as a linear combination of products of factors of the form
′′ ≤ m, and we get (7.20) using (7.19).
7.5. A norm estimate.
Lemma 7.4. Let Q n :=q n (Λ, S) be defined byq n := θ n e iψn q n with the following assumptions:
Then, for n ≥ n 0 ,
Remark. The above assumptions on θ n are satisfied for θ n = θ n,n and for θ n = θ 3n/2,n . Recall that θ n,n (j) = θ 0 ( j−n n ) and θ 3n/2,n (j) = θ 0 (
Proof. Further on, we assume n ≥ n 0 . By assumption (i),q n ∈ Q 0 , hence Q n ∈ B l 2 (Z) . By the Schur test of boundedness in l 2 (Z) applied to K n := Q n Q * n we get
We first observe that K n (j, k) = 0 if |j − n| > n/3, and also if |k − n| > n/3. It is a consequence of (7.5) sinceq n (j, e iξ ) = 0 for |j − n| > n/3. Thus we can assume |j − n| > n/3 and |k − n| > n/3. Let η n (ξ) = ξ − ϕ n (e iξ ) be as in (7.11). Usingψ n (j, e iξ ) −ψ n (k, e iξ ) = (j − k)ϕ n (e iξ ), Lemma 7.1 gives
Moreover,
, and we can introduce
Thus, for k = j,
then by integration by parts
which gives the estimate
Let us note that b n (j, · , k) = 0 implies |j − n| ≤ n/3 and |k − n| ≤ n/3. We then denote
By assumption (7.23) we have |∂ ξ η n (ξ)| ≥ 1/2 and |∂ 2 ξ η n (ξ)| ≤ 1/2, hence we get
Thus, using (7.26) and (7.27),
with n > 1 for the last inequality. The proof is completed due to (7.25).
Remark. The norm estimate of Lemma 7.4 is not optimal. The logarithmic factor in the righthand side of (7.24) can be replaced by a suitable estimate of q n (j + 1, · ) − q n (j, · ). Since the presence of logarithmic factors makes no difference for the remainder estimates we consider, our choice is to use the simplest assumptions and a non-optimal norm estimate.
7.6. A commutator estimate. Further on, Θ n is the operator defined by
where θ n,n and θ 0 are as in Section 2.2.
Lemma 7.5. Let Q n := q n (Λ, S) be defined by q n := θ n,n e iψn with the following assumptions:
We then have the estimate
where C is some positive constant.
Proof. The inverse Fourier formula allows us to express
−it e itΛ/n dt, whereθ 0 ∈ S(R). Introducing P s n := e isΛ Q n e −isΛ we observe that P 0 n = Q n and we can write
To estimate the norm of this commutator we use the estimate
and now estimate ∂ s P s n . By (7.7) from Lemma 7.2 applied to Q n = q n (Λ, S) with q n = θ n,n e iψn we get P s n = (q n •τ −s )(Λ, S) = (θ n,n e iψn•τ−s )(Λ, S), hence
By assumptions (i) and (ii), Lemma 7.4 applies to q s n (Λ, S). By estimate (7.24) we get sup
It suffices now to apply estimates (7.31) and (7.32) in the integral representation (7.30).
8. Approximation of e iBn 8.1. Main result. Let n ≥ 1. Recall that B n = i a n (Λ)S −1 − Sa n (Λ) ∈ B(H), see (5.12), i.e.
is still as in (7.28) with θ n,n (j) = θ 0 ( j−n n ) and θ 0 as in (2.2a). To approximate e iBn we introduce Q n ∈ B(H) defined by
withψ n ∈ Q 0 defined byψ
for j ∈ Z and ξ ∈ R. Since θ n,n (j) = 0 for |j − n| ≥ n 5 , the operators Q n are of finite rank. Moreover, for |j − n| ≤ n 3 , by (2.3c), a n (j) = a(n)
then we can writeψ
with ψ n (e iξ ) := 2a(n) sin ξ 1 − δa(n) cos ξ , ϕ n (e iξ ) := 2δa(n) sin ξ 1 − δa(n) cos ξ . (8.3b) Proposition 8.1 (approximation of e iBn Θ n by Q n ). Let B n be given by (5.12) and let Q n be defined by (8.3). Then the difference R n := e iBn Θ n − Q n satisfies
Proof. See Section 8.3.
An auxiliary computation. For
Thus, if j, j + 1 ∈ [2n/3, 4n/3] we have the relation
By assumptions (H2), a(n) = O(n γ ) and δa(n) = O(n γ−1 ) with 0 < γ ≤ 1/2. Thus, for every integer m ∈ N we can find C m > 0 such that
Lemma 8.2. Letψ t n and ϕ t n be as in (8.6) for 0 ≤ t ≤ 1. Then we can write a n (j) Im 2e iϕ t n (e iξ )−iξ + ∂ tψ t n (j, e iξ ) = a n (j) r t n (e iξ ) (8.9)
Proof. By differentiation of (8.5) we get
for j ∈ Z and ξ ∈ R. We can indeed write a n (j) Im 2e 
uniformly in t ∈ [0, 1] and ξ ∈ R. Hence, Since Q 0 n = Θ n , we can express
and it remains to prove sup
To prove (8.14) we first show that B n := i a n (Λ)S −1 − Sa n (Λ) can be replaced by
For this purpose we observe that the estimates
We introduce the operatorsQ
iξ ) . The matrix coefficients ofQ t n are given bŷ
, with x t,ξ n (j) still given by (8.12). If θ n,n (j) = 0 then θ 3n/2,n (j) = 1, and thus θ n,n θ 3n/2,n = θ n,n , hence Q n . Thus, instead of (8.14) it suffices to show the estimate sup
Further on, we assume n ≥ 20. We then have
, hence θ 3n/2,n (j ± 1) = 1 if θ n,n (j) = 0. Thus, θ n,n (j)θ 3n/2,n (j ± 1) = θ n,n (j) and we can write P t n (j, k) = i θ n,n (j)a n (j) Thus, for |j − n| ≤ n/5, using (8.18) we can express
with y t,ξ n (j) := ∂ t x t,ξ n (j) + i a n (j)x t,ξ n (j) Im 2e
Using (8.9) and
we obtain y t,ξ
with r t n given by (8.11). Let us note that both sides of (8.19) vanish for |j − n| ≥ n 5 . Thus, (8.19) is valid for any j, k and can be written
By properties (vii) and (viii) from Section 7.2 these relations mean that
Since Lemma 8.2 ensures r t n (S) = O(n 2(γ−1) ), uniformly in t, using (8.13) and a n (Λ) = O(n γ ) we conclude that the norm of (8.20) is O(n 3γ−2 √ ln n), uniformly in t. We thus get (8.17) since γ ≤ 
Proof of Proposition 6.4 (i)
9.1. Sketch of proof. To prove the estimate H n (t)(j, j) = O(n −γ/2 ), uniformly for |t| ≤ t 0 and |j − n| ≤ n γ we first decompose H n (t) into a sum of components H ω,t n , then we approximate each H 
so we can write and expand H n (t) as follows: where the phaseψ ω,t n ∈ Q 0 is chosen as follows:
whereψ n is as in (8.1b) . Thus,ψ n (j, e iξ ) = ψ n (e iξ ) + (j − n)ϕ n (e iξ ) for |j − n| ≤ n/3 as in (8.3). Moreover,τ s (j, e iξ ) = (j, e i(ξ−s) ) as in (7.8), andθ n is defined by (7.15) for n ≥ n 0 , where n 0 depends on {ϕ n } as explained in §7. 4 .
We prove Lemma 9.1 which gives the estimate H ω,t n − Q ω,t n = O(n γ−1 ln n). Then it remains to estimate the diagonal coefficients of Q ω,t n which are given by
Proposition 6.4 (i) follows in Section 9.5 from the fact to be proved, that for any t 0 > 0
uniformly with respect to t ∈ [−t 0 , t 0 ] and j ∈ [n − n γ , n + n γ ].
Principal part of the phaseψ
ω,t n . In Section 9.3, to estimate more easily the terms Q ω,t n (j, j) for |j − n| ≤ n γ we decompose the phaseψ ω,t n (j, e iξ ) for those j's into three terms
where the "principal part" ψ ω,t n,1 is defined by neglecting all terms containing δa(n). More precisely, we first consider the phaseψ n (j, e iξ ) for |j − n| ≤ n/3 and define its "principal part" ψ n,1 (e iξ ) as follows. Using (8.3) for |j − n| ≤ n/3, we writẽ
Let us note thatψ n reduces to its principal part ψ n,1 if δa(n) = 0. Moreover, for every m ∈ N we have the estimates
which follow from assumptions a(n) = O(n γ ) and δa(n) = O(n γ−1 ). Next we considerψ ω,t n given by (9.2b). Let us note thatθ n = id Z×T if δa(n) = 0. Therefore, we define the "principal part" ofψ
with ψ n,1 (e iξ ) := 2a(n) sin ξ as in (9.5b) and τ s (e iξ ) := e i(ξ−s) . Using (9.7a) with (9.5b) we find
Then, we write The difference betweenψ ω,t n and ψ ω,t n,1 is estimated in Section 9.3.
9.1.4. Stationary phase method. In Section 9.5 we complete the proof of Proposition 6.4 (i). We prove that the integral (9.8a) is of order O(a(n) −1/2 ) thanks to the stationary phase method described in Section 9.4 and to the assumption a(n) ≥ cn γ , c > 0 from (1.13a). The key point of this method is the fact that for ω ∈ Ω * the phase function ψ ω,t n,1 can be written in the form ψ 9) and consequently its critical points ξ = πm + t + ω/2 (m ∈ Z) are non degenerated. Proof. We first treat the case t = 0 in Steps 1-3. The general case is treated in Step 4.
Approximation of H
Step 1. Estimate of R ω,0
Let Q n = θ n,n e iψn (Λ, S) and e iBn Θ n = Q n + R n be as in Proposition 8.1. By (9.1),
, and Θ n ≤ 1, we finally get
Step 2. Estimate of the difference R ω,0 n,2 := Q n e iωΛ Q * n − Q ω,0 n where Q ω,0 n is as in (9.12).
By Lemma 7.2,
hence,
Then the composition formula (7.16) from Lemma 7.3 gives
with p n as in (7.17) andψ
n,2 be defined as follows:
n . Using (9.11) we find R ω,0 n,2 = e iωΛ θ n,n e iψ ω,0 n (Λ, S)(p n (S) − I)Θ n . Lemma 7.4 gives the estimate θ n,n e iψ ω,0 n (Λ, S) = O( √ ln n). Moreover, p n − 1 = O(n γ−1 ) by (??), since ϕ n satisfies ϕ n C 1 (T) = O(n γ−1 ) by (9.6c). Using also Θ n ≤ 1, we finally get
Step 3. Estimate of R To estimate the norm of the commutator we apply Lemma 7.5. We observe that
Hence the estimate (7.29) gives
Step 4. End of proof of Lemma 9.1 for arbitrary t.
For this purpose we introducẽ
n . We first claim that the remainderR
is O(n 3γ−2 ) and (9.14) follows. To complete the proof we express n . In Section 8.1 we expressedψ n (j, e iξ ) in the form (8.3a) for |j − n| ≤ n/3, namelyψ n (j, e iξ ) = ψ n (e iξ ) + (j − n)ϕ n (e iξ ) with ψ n and ϕ n given by (8.3b ). In (9.5b) we defined ψ n,1 , ψ n,2 so that ψ n = ψ n,1 + ψ n,2 .
(9.15) Combining (9.2b) with (8.3a) we obtaiñ
n (e iη ) (9.16) for |j − n| ≤ n/3, with
Here τ s : T → T is given as in (9.7a) by τ s (e iξ ) := e i(ξ−s) . Using (9.15) and (9.17a) for t = 0 we decompose ψ ω,0 n as follows:
The "principal part" ψ ω,t n,1 of the phaseψ ω,t n was already defined in Section 9.1 and its definition (9.7a) can be written ψ where the remaining part is
This decomposition (9.19) combined with (9.17a) allows us to decompose ψ ω,t n for arbitrary t: 
Using the chain rule we easily get (9.24) by induction with respect to m. Next we introduce g(e iη ) := ∂ η f (e iη ) and observe that But the · C m−1 (T) -norm of (9.25) can be estimated by C ′′ m ξ n C m−1 (T) g C m−1 (T) due to (9.24).
We complete the proof using the estimate ξ n C m−1 (T) = O(n γ−1 ) given in (7.20). (b) It is clear that (9.23a) follows from the estimate (9.6a) of ψ n,1 and (9.23c) follows from the estimate (9.6c) and (9.24). Then using a(n)δa(n) = O(n 2γ−1 ) and the definition of ψ n,2 we obtain ψ n,2 C m (T) = O(n 2γ−1 ) and (9.24) ensures
Moreover, Lemma 9.2 (a) allows us to estimate 27) hence to complete the proof of (9.23b) it remains to use (9.26) and to observe that the right-hand side of (9.27) can be estimated by C ′′ m n 2γ−1 due to (9.23a).
9.4. A stationary phase estimate.
Then there is a constant C 0 such that
where we perform the change of variable η = ξ ± π for 0 ≤ ±η ≤ π to get the last integral. We are thus reduced to the estimate
with b ± ∈ C 2 (R). If |ξ| ≤ 3π/4 then we can write
However the standard stationary phase method ensures
Writing e ikµ cos ξ sin ξ = i kµ ∂ ξ e ikµ cos ξ , integration by parts gives
We finally observe that the right hand side of (9.28) can be estimated by
9.5. End of proof of Proposition 6.4 (i). We observe that Lemma 9.1 ensures
with Q ω,t n (j, j) given by (9.8) . It remains to show sup
Due to (9.9) and (9.8b) we can write
By (9.23c) we have the estimate
Combining (9.30) with (9.23b) we obtain
Performing the change of variable ξ = η − t − ω/2 and using Lemma 9.3 we find
uniformly with respect to j ∈ [n − n γ , n + n γ ]. To complete the proof we observe that, using the assumption a(n) ≥ cn γ , c > 0 from (1.13a) we can find c 0 > 0 such that
Proof of Proposition 6.4 (ii)
10.1. Sketch of proof. We denote H n (t) := H n (t 1 ) . . . H n (t ν ) where t = (t 1 , . . . , t ν ) ∈ R ν . To prove the estimate
uniformly for |t 1 |, . . . , |t ν−1 | ≤ t 0 and |j −n| ≤ n γ we proceed as in Section 9. We first decompose H n (t) into a sum of components H ω,t n , where ω = (ω 1 , . . . , ω ν ) ∈ (Ω * ) ν , then we approximate each H ω,t n by a simpler operator Q ω,t n , and finally we estimate Q ω,t n (j, j).
n . For ν ≥ 1 and t ∈ R ν we can write where |ω| 1 := ω 1 + · · · + ω ν . The phaseψ ω,t n will be defined below. Let us note that it suffices to know its values for |j − n| ≤ n/3.
We prove Lemma 10.3 which gives the estimate H ω,t n − Q ω,t n ≤ ν n γ−1+3ε for 0 < ε ≤ 1/8, ν ≤ n ε and n ≥n. Then it remains to prove that for ν ≤ n ε one has sup |t1|,...,|tν−1|≤t0 |j−n|≤n
As in Section 9 we obtain (10.4) using a stationary phase estimate.
How the phaseψ
ω,t n is chosen. It is chosen in Q 0 and such that for |j − n| ≤ n/3, and ψ ω,t n,1 are already defined by (9.2b) and (9.7a), respectively, so that
with ψ n and ϕ n given by (8.3b), and ψ n,1 (e iξ ) = 2a(n) sin ξ. 
Moreover, in Lemma 10.1 we show (10.11)-(10.12) that describe the structure of ψ ω,t n,1 and allow to apply the stationary phase method. The proof of (10.4) is then completed in Section 10.4. and defined by induction with respect to ν. 1) For ν = 1 the principal part ψ ω,t n,1 is defined by (9.7), the remaining part ψ ω,t n,2 is described in Section 9.3, and we take ϕ ω,t n,1 := ϕ ω,t n given by (9.17b), so that ϕ ω,t n,2 = 0. See also (10.6). 2) For ν ≥ 2, we write ω = (ω (10.8)
Using (9.9) we find that
n,1 and we can also write
(10.9)
Lemma 10.1. Let ν ≥ 1 be fixed. Let ψ ω,t n,1 and ϕ ω,t n,1 be defined by (10.8). Then: (a) For every m ∈ N and any t 0 > 0 there exists a constant C m (independent of ω, t, n) such that
(10.11) (c) If ν ≥ 2 there exist real-valued Lebesgue measurable functions t ′ → τ ω,t ′ defined on R ν−1 and such that for t = (t 
hold for a certain ν ≥ 2. Then estimates (10.10) follow from
Let now ν ≥ 2. By induction with respect to ν, we assume that for any ω ′ ∈ (Ω * ) ν−1 and
and it is clear that both relations (10.11) follow from (10.15) if we define Ψ ω,t by and ω ∈ Ω * , we have the lower bound
Since sin ω 2 ≥ sin π N for ω ∈ Ω * , it remains to prove that
n . In Section 7.4, starting from a sequence of functions ϕ n such that ϕ n C 1 (T) = O(n γ−1 ) we introduced some sequences of functions ξ n ,ξ n , ϑ n ,θ n indexed by n ≥ n 0 ({ϕ n }). Here, we proceed similarly, starting from the sequence of functions ϕ −ω,t n defined by (9.17b) for ω ∈ Ω * and t ∈ R. This is to apply the composition formula (7.16) with ϕ
Then η ω,t n (ξ + 2π) = η ω,t n (ξ) + 2π. Moreover, its derivative is estimated by and its extensionθ
n (e iη )).
As in Lemma 9.2 we find that for every m ≥ 1 there exists a constant 
n , then for |j − n| ≤ n/3, we clearly have by inductioñ
To compareψ ω,t n withψ ω,t 0,n •τ ω we define the extra terms ψ ω,t n,3 , ϕ
(10.19) Bringing together the expressions (10.18b), (10.18c) and (10.19), and using the relations ψ ) and let 0 < ε ≤ 1/8 be fixed. Then there exist constantsĈ andn (independent of ω, t, n) such that the estimates
hold if n satisfies n ≥ ν 1/ε and n ≥n.
Proof. The proof is by induction on ν. 1) For ν = 1, the first estimate (10.21a) follows from (9.23b) in Lemma 9.2 and the second (10.21b) is straightforward since ϕ
By (10.10a) we have the estimate
Further on, we assumeĈ ≥ 2C 3 . Therefore
and combining the last estimate with induction assumption (10.22) we get
However, using (10.17), (10.23), and ν ≤ n ε , we obtain
Using (10.24) and (10.17) we obtain
We proceed similarly to obtain the estimates 2) Let now ν ≥ 2 and ω = (ω
Further on, we assumen ≥ 4Ĉ 2 . Then using ν ≤ n ε and γ − 1 + ε ≤ −3/4 we can estimate
for n ≥n so that Lemma 7.4 applies:
We will estimate the difference between H ω,t n and Q ω,t n assuming ν ≤ n ε and n ≥n:
• Then we compare Q
whereC 1 is a constant independent of ω, t, and n.
Using (10.29) and (10.26) with −ω instead of ω we find that
Hence, using (10.30) with H −ω,t n = 1 we get the estimate
It is clear that (10.31) follows from R −ω,t n = O(n γ−1 ln n).
Step 2.
(10.32)
Using Lemma 7.3 at line two below and Lemma 7.2 at line three, we indeed have
Step 3. 
we get r
for any j ∈ Z such that |j − n| ≤ n/3. Hence
Using moreover P ω,t n ≤ 4 √ ln n and |r
Step 4. Combining the results of Steps 1, 2 and 3 we obtain
where the constantC 2 depends on the constantsC 0 used in (10.33),C 1 used in (10.31),
Step 5 and we can choosen depending onC 2 ,C 3 (and ε) so that
We complete the proof of (10.25) using (10.36) and the induction assumption (10.28).
End of proof of Proposition 6.4 (ii)
. Using Lemma 10.1 and taking η ω,t ∈ [0, 2π) such that
we can express ψ
Then the change of variable ξ = η + π/2 − η ω,t gives 
and due to Lemma 10.1 there exists c 0 > 0 such that
Further on, we abbreviate J
and it remains to integrate J ω,t n,j over
However combining Lemma 9.2 and 10.1 we find the estimate
and due to 4ε ≤ γ/4 we can estimate
≤ n 4ε−γ/4 ≤ 1.
Since t → |t| −1/2 is locally integrable on R we complete the proof writing In Section 11.2 we will prove Proposition 11.2 which is the basic tool of the proof of Theorem 2.5, completed in Section 11.3. More precisely: Proposition 11.2 allows us to deduce (11.1) from (11.2), (11.3) and from the trace estimate (5.17) stated in Proposition 5.2.
We observe that writing k = n + j in (5.15) we find
with l(n) := l n (n) and in Section 11.2 we consider expressions of the form (11.4) with λ n+j (L n ) replaced by l n (n + j) + r n (j).
11.2.
Comparison of two sequences. In this section we consider two sequences (l n (n + j)) j∈Z and (l n (n + j) + r n (j)) j∈Z where l n is defined in (5.9) and r n : Z → R has the following special properties: sup For χ ∈ S(R) we denote G χ n := j∈Z χ(l n (n + j) + r n (j) − l(n)) − χ(l n (n + j) − l(n)) (11.8)
where l(n) = l n (n).
Proposition 11.2. Assume that r n : Z → R satisfies (11.5)-(11.7) and and it is clear that (11.16) follows from (11.17), (11.18) and (11.19). For j = 0, 1, . . . , N − 1 we fix χ j ∈ S(R) such that the Fourier transform χ j (t) = (n) , . . . , z N (n)), w := (w 1 , . . . , w N ). Combining (11.24) and (11.16) with (11.9) we obtain j F j (z(n)) − F j (w) = G We denote z(n, t) := w + t(z(n) − w) and we want to estimate 
11.3.
End of the proof of Theorem 2.5. It remains to check that Proposition 11.2 allows us to deduce (11.1) from (11.2) and (11.3). More precisely it suffices to check that Proposition 11.2 can be used with r n (j) := λ n+j (L n ) − l n (n + j). hence (11.6) holds for n ≥ n 0 if n 0 is chosen such that Cn 3γ−2 0 < ρ ′ N − ρ N and (11.3) ensures the estimate (11.5). It remains to observe that in Sections 9 and 10 we proved Proposition 6.4 which implies Proposition 5.2, hence (11.9) holds if r n (j) is given by (11.29) and the Fourier transform of χ has compact support.
Proof of Proposition 2.4
We define (J + n x)(k) = d n (k)x(k) +ã n (k)x(k + 1) +ã n (k − 1)x(k − 1). withã
if n − C 0 (n + 1) γ ≤ k ≤ n + C 0 (n + 1) γ a n (k) otherwise (12.1)
where C 0 is fixed large enough. We claim that
Indeed, |j| ≤ n/3 ensures a n (n + j) = a(n) + δa(n)j and |δ 2 a(n + j)| ≤Cn γ−2 , hence we can estimate sup k∈N * |ã n (k) − a n (k)| = sup where ρ ′ ∈ (ρ N , 1 2 ), hence the cardinal in the right-hand side of (12.6) is at most 1. Let λ n = λ n (J). Then both cardinals are equal to 1 and there is an eigenvalue λ k(n) (J + n ) ∈ σ(J + n ) such that λ k(n) (J + n ) ∈ λ n (J) − 2λ n (J) −ν , λ n (J) + λ n (J) −ν .
(12.8)
It remains to check that k(n) = n. Due to (12.7)-(12.8) it suffices to know that n ≥ n 0 =⇒ λ n (J) ∈ (l(n) − ρ ′′ , l(n) + ρ ′′ ) (12.9) with a certain ρ ′′ < Since (12.9) follows from (12.10) and |λ n (J) − λ n (J 0 )| ≤ ρ N , the proof of Proposition 2.4 is complete.
