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In dieser Dissertation werden Persistenz-Wahrscheinlichkeiten von autoregres-
siven und Moving-Average-Prozessen studiert. Für einen reellwertigen Prozess
(Xn)n∈N und eine natürliche Zahl N ∈ N ist die Persistenz-Wahrscheinlichkeit
definiert als pN := P(X0 ≥ 0, . . . , XN ≥ 0). Im Forschungsgebiet der Persistenz-
Wahrscheinlichkeiten ist die Analyse des asymptotischen Verhaltens von pN für
N →∞ eine fundamentale Fragestellung. In der vorliegenden Arbeit betrach-
ten wir überwiegend Prozesse, bei denen pN exponentiell schnell gegen Null
konvergiert. Dabei ist von zentraler Bedeutung, die Rate dieses Abfallverhal-
tens zu ermitteln, den sogenannten Persistenz-Exponenten.
Wir betrachten das Persistenz-Problem im Kontext von Markovketten. Für
eine Markovkette lässt sich der Persistenz-Exponent oftmals als größter Eigen-
wert eines Operators, welcher mittels des zugehörigen Übergangkerns definiert
ist, identifizieren (siehe u.a. [AB11, AMZ, HKW20, Twe74a, MBE01, CV17]).
Jedoch ist es im Allgemeinen, aufgrund von Kompaktheitsproblemen, nicht
trivial einen solchen Zusammenhang herzustellen. Des Weiteren sind nur in
wenigen Spezialfällen quantitative Aussagen über den Persistenz-Exponenten
bekannt. Das Ziel dieser Arbeit ist es, neue Resultate in dieser Hinsicht zu
präsentieren.
Für die Hauptresultate dieser Dissertation werden Methoden der Störungstheo-
rie bedient [Kat66]. Diese Vorgehensweise ist in dem Gebiet der Persistenz-
Wahrscheinlichkeiten neu. Deshalb beinhaltet die Dissertation eine überwie-
gend eigenständige Präsentation der benötigten Resultate der Störungstheorie.
Für einen autoregressiven Prozess der Ordnung eins mit normalverteilten In-
novationen zeigen wir, dass der Persistenz-Exponent als Potenzreihe im Para-
meter des autoregressiven Prozesses dargestellt werden kann. Ferner leiten wir
eine iterative Formel für die Berechnung der Koeffizienten dieser Potenzreihe
her und bestimmen die ersten Koeffizienten. Für den Beweis dieser Aussagen
wird ein geeigneter kompakter Operator betrachtet, der für die Techniken der
Störungstheorie verwendet werden kann.
Weiterhin wird bewiesen, dass unter bestimmten Bedingungen an die Verteilung
der Innovationen eines autoregressiven Prozesses, der Persistenz-Exponent mit-
tels eines Eigenwertproblems einer endlichdimensionalen Matrix bestimmt wer-
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den kann. Eine große Klasse von Verteilungen, für die sich diese Vorgehens-
weise anwenden lässt, ist die Klasse der Phasenverteilungen.
Für normalverteilte Moving-Average-Prozesse der Ordnung eins zeigen wir ein
ähnliches Resultat wie für den Fall eines autoregressiven Prozesses. Indem
wir einen geeigneten Operator auf einem Hilbertraum von analytischen Funk-
tionen betrachten, können wir das zugehörige Persistenz-Problem mithilfe der
Methoden der Störungstheorie analysieren. Wir zeigen, dass wir in diesem Fall
den Persistenz-Exponenten als Potenzreihe im Parameter des Moving-Average-
Prozesses darstellen können. Darüber hinaus erhalten wir eine iterative Formel
für die Berechnung der Koeffizienten dieser Potenzreihendarstellung und wir
geben die ersten Koeffizienten an.
Des Weiteren wird für bestimmte Modifikationen der Exponentialverteilung
der Persistenz-Exponent des zugehörigen Moving-Average-Prozesses konkret
berechnet. Schließlich wird ein weiterer Ansatz zur Bestimmung des Persistenz-
Exponenten vorgestellt. Bei dieser Methode wird gezeigt, dass der Persistenz-
Exponent eines Moving-Average-Prozesses mit Gleichverteilung als größte Null-
stelle einer bestimmten Funktion gegeben ist.
2
Summary
In this thesis, persistence probabilities of autoregressive and moving average
processes are studied. For a real-valued process (Xn)n∈N and N ∈ N the
persistence probability is defined by pN := P(X0 ≥ 0, . . . , XN ≥ 0). A first
goal in persistence is to determine the asymptotic behaviour of pN for N →∞.
We are mainly concerned with processes where the persistence probability con-
verges to zero at exponential speed and we are interested in the rate of decay,
the so-called persistence exponent.
We look at the persistence problem in the context of Markov chains. When
considering a Markov chain, it is well-known (see e.g. [AB11, AMZ, HKW20,
Twe74a, MBE01, CV17]) that the persistence exponent may be identified as
the largest eigenvalue of some integral operator. However, due to compactness
problems, it is in general non-trivial to establish such a relation. Moreover,
quantitative statements about the largest eigenvalue, i.e. the persistence expo-
nent, are known only in a few particular examples. The goal of this thesis is
to present some progress in this matter.
For the main results, we use methods from perturbation theory [Kat66]. This
approach is completely new in the field of persistence. For this reason, we pro-
vide a mostly self-contained presentation of the used theorems of perturbation
theory.
We show that the persistence exponent of an autoregressive process of order
one with normally distributed innovations can be expressed as a power series
in the parameter of the autoregressive process. Additionally, we derive an
iterative formula for the coefficients of this power series representation and
we compute explicitly the first ones. The idea of the corresponding proofs
is to consider a compact integral operator which is suitable for the powerful
methods of perturbation theory.
Furthermore, we prove for certain distributions of the innovations of an autore-
gressive process that the persistence exponent can be related to an eigenvalue
problem of a finite-dimensional matrix. We show that, for example, the large
class of phase-type distributions allows this simplification.
For moving average processes of order one with normal distribution a similar
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result as in the autoregressive case is derived. By considering a proper integral
operator over a Hilbert space of analytic functions we can apply methods from
perturbation theory. It is shown that in this case the persistence exponent can
be expressed as a power series in the parameter of the moving average process.
Here again, we have an iterative formula for the coefficients of this power series
representation and we compute the first coefficients.
Moreover, for a certain modification of the exponential distribution, the per-
sistence exponent of the corresponding moving average process is computed
explicitly. Finally, a further approach of determining the persistence exponent
is presented. This ansatz relates the desired persistence exponent of a moving
average process with uniform distribution to the largest root of some function.
4
1 Introduction
This thesis deals with persistence problems in the setting of Markov chains.
In the area of persistence unusually long excursions of stochastic processes
are studied. Persistence probabilities have received significant attention both
classically and recently. We refer to the surveys [AS15] and [BMS13] for a
mathematical and a theoretical physics perspective, respectively. Through-
out the thesis, we study the behaviour of real-valued discrete-time stochastic
processes.
Let (Xn)n∈N be a real-valued process on some probability space (Ω,F ,P). A
first goal in the context of persistence is to determine the asymptotic behaviour
of the persistence probability
P(X0 ≥ 0, . . . , XN ≥ 0), as N →∞.
For many processes of interest a polynomial or an exponential decay of the
persistence probability is observed. For most processes considered here, we
obtain an exponential decay of the persistence probability, i.e. we have
P(X0 ≥ 0, . . . , XN ≥ 0) = λN+o(N),
for some λ ∈ (0, 1). We will refer to λ as the persistence exponent. Our aim is
to determine this persistence exponent λ for a given process (Xn)n∈N.
The present thesis deals with discrete-time Markov chains. The persistence
problem is a non-exit problem and such problems have attracted great atten-
tion for Markov chains (see e.g. [AMZ, Twe74a, CV17, MBE01]). It is well-
known that non-exit probabilities of Markov chains can be related to eigenvalue
problems. This connection is based on the following observation.
Let (Yn)n∈N be a Markov chain on (Rd,G(Rd)), where G(Rd) denotes the Borel
σ-algebra over Rd. Let µ be the initial distribution, i.e. Y0 ∼ µ. Further, we
denote by p(x, dy) the transition kernel of (Yn)n∈N. For a Borel measurable
set S ⊆ Rd we consider the probability that the Markov chain will not leave
this set. We can rewrite the non-exit probability as
P(Y0 ∈ S, . . . , YN ∈ S) =
∫
SN+1
p(xN−1, dxN ) . . . p(x0, dx1) dµ(x0), (1.1)
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for every N ∈ N. Let B(Rd) be the space of bounded measurable real-valued
functions on Rd equipped with the sup norm. Define









For abbreviation, we write PSf instead of PS(f) when no confusion can arise.
We will refer to PS as the canonical integral operator. Further, we denote by
1l ∈ B(Rd) the constant function whose output value is always 1.
By equation (1.1), we obtain the following connection between the canonical
integral operator PS and the non-exit probabilities:
P(Y0 ∈ S, . . . , YN ∈ S) =
∫
S
(PS)N (1l) dµ. (1.2)
Now, we can analyse the asymptotic behaviour of the right-hand side of the
above equation for N →∞. Under the assumption that PS is a compact op-
erator, one would expect that an application of a Perron-Frobenius statement
(see Subsection 2.1.2) yields that the rate of decay of the non-exit probability
can be identified as the largest eigenvalue of PS .
However, it should be stressed that in the context of persistence non-compact
sets S need to be considered. For this situation, the canonical integral opera-
tor is often not compact. Moreover, determining the largest eigenvalue of an
integral operator is in general rather complicated. We will define modifications
of the canonical integral operator PS and use stronger results from functional
analysis to deal with these problems.
1.1 Statement of the problem
This thesis aims to determine persistence exponents of two types of stochastic
processes: autoregressive processes and moving average processes of order one,
respectively. Chapter 2 gives a short overview of useful results from functional
analysis for this purpose. In particular, Section 2.2 provides an almost self-
contained exposition of the relevant facts for this thesis from perturbation
theory. In Chapter 3 and Chapter 4 we will be concerned with persistence of




Let (ξi)i≥1 be a sequence of i.i.d. random variables and ρ ∈ R be a constant.
Assume that ξ1 has a continuous distribution with density φ. Moreover, let X0
be a random variable independent of (ξi)i≥1. A one-dimensional autoregressive
process of order one (AR(1)) is defined by
Xn := ρXn−1 + ξn, n ≥ 1.
The process (Xn)n∈N is a Markov chain with starting point X0 and transition
kernel p(x, dy) = φ(y − ρx) dy. Let X0 ∼ µ. Due to equation (1.2) we obtain
for the persistence probability
P(X0 ≥ 0, . . . , XN ≥ 0) =
∫ ∞
0
(P+)N (1l)(x) dµ(x), (1.3)
where
P+ : B([0,∞))→ B([0,∞)), P+f(x) :=
∫ ∞
0
f(y)φ(y − ρx) dy. (1.4)
It turns out that for many processes of interest the canonical integral op-
erator P+ is not compact for ρ positive (see e.g. [AB11, Remark 2.13] and
[AMZ, Proposition 2.5]). In Chapter 3 we establish connections between per-
sistence for AR(1)-processes and eigenvalue problems for proper operators. In
Section 3.1 a Hilbert-Schmidt integral operator for the Gaussian case is con-
sidered. With this operator we can not only associate the persistence exponent
with the largest eigenvalue of this operator but we can also use powerful meth-
ods of perturbation theory to express the persistence exponent as a power
series in the parameter ρ. In addition, we are able to calculate the coefficients
of this power series representation.
In Section 3.2 we consider densities φ of the innovation ξ1 where the image of
P+ has finite dimension. Then, the eigenvalue problem of the integral opera-
tor reduces to an eigenvalue problem of a finite-dimensional matrix. We show
that phase-type distributions satisfy this condition. As an example, we deter-
mine the persistence exponent of an AR(1)-process with Erlang(2) distributed
innovations.
1.1.2 Moving average processes
Let (ξi)i≥−1 be a sequence of i.i.d. random variables and assume that ξ0 has
a continuous distribution µ with density φ. Moreover, let ρ ∈ R. A one-
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dimensional moving average process of order one (MA(1)) is defined by
Xn := ρξn−1 + ξn, for n ∈ N.
The process (Xn)n∈N is in general not a Markov chain on R. But the process
Yn := (ξn−1, ξn), for n ∈ N, is a Markov chain on R2 with initial distribution
µ ⊗ µ and transition kernel p((x1, x2), d(y1, y2)) = δx2(dy1)φ(y2) dy2. Setting
S :=
{
(x1, x2) ∈ R2 : ρx1 + x2 ≥ 0
}
, we can rewrite the persistence probability
as
P(X0 ≥ 0, . . . , XN ≥ 0) = P(Y0 ∈ S, . . . , YN ∈ S).













Note that PSg(x1, x2) is independent of x1. This allows us to reduce the di-
mension of the considered operator. To be more precise, we can instead study
the operator




If g ∈ B(S), f ∈ B(R) and g(x1, x2) = f(x2) for all (x1, x2) ∈ S, then
PSg(x1, x2) = P
+f(x2) for all (x1, x2) ∈ S. In particular, we deduce that
(PS)N (1lR2)(x1, x2) = (P
+)N (1lR)(x2) for all (x1, x2) ∈ S. Using this obser-
vation together with (1.2) we can relate the persistence probability as follows:
P(X0 ≥ 0, . . . , XN ≥ 0) =
∫
S
(P+)N (1l)(x2) dµ⊗ µ(x1, x2). (1.6)
In Section 4.1 we consider a modification of this operator on some reproduc-
ing kernel Hilbert space, which enables us to get perturbation results for the
persistence exponent. Further, in Subsection 4.2.1 we prove results for mod-
ifications of the exponential distribution. A completely different approach is
considered in Subsection 4.2.2, where for uniformly distributed (ξi)i the per-
sistence exponent is connected to the largest root of a function, which is given




Persistence plays an important role in physical systems where it arises in many
applications (see e.g. [BMS13, Maj99] and the references given there). We also
refer to the monographs [Red07, MOR14]. The guiding idea for the relevance
of persistence for the study of spatial physical systems, for example, can be
sketched as follows. Suppose that we look at a specific point of a spatial phys-
ical system with a disordered initial state. Then, the persistence probability
can be linked to the probability that the state of this point does not change sig-
nificantly compared to the initial state for a rather long time. It turns out that
the persistence exponent contains important information about the dynamics
of the spatial physical system [BMS13].
Partly inspired by these physical problems, persistence has also attained great
attention in the mathematics literature (see e.g. the survey [AS15]). In the
context of Markov chains, the idea of relating the persistence exponent to an
eigenvalue of an integral operator has already received great attention (see e.g.
[AB11, AMZ, HKW20, MBE01]). This doctoral thesis is mainly motivated
by the work [AMZ]. In that paper, persistence exponents of Markov chains
are studied with the focus on autoregressive and moving average processes of
arbitrary order. There, a relation between persistence exponents and eigen-
values of integral operators, defined by the transition kernels of the Markov
chains, is established. In addition, properties of the persistence exponents like
monotonicity and continuity in parameters of the transition kernel are proven.
Furthermore, in a few examples, the persistence exponent is explicitly com-
puted with the help of the eigenvalue equation.
A classical approach to the study of non-exit probabilities of Markov chains
is the quasi-stationary ansatz, which goes back to [Yag47]. For a recent ac-
count of this theory, we refer the reader to the survey [MV12] and to the
monograph [CMSM12].
For a Markov chain Y = (Yn)n∈N on a finite or infinite state space E and a
subset A ⊆ E a quasi-stationary distribution (QSD) is defined as follows. We
set τA := inf{n ∈ N : Xn /∈ A}. A probability measure ν is called a QSD if
Pν(XN ∈ B|N < τA) = ν(B) for all measurable B ⊆ A,N ∈ N.
Here, Pν denotes the probability measure under the condition that the Markov
chain Y has initial distribution ν.
If ν is a QSD then it follows for the non-exit probability that a constant
9
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θ ∈ (0, 1] exists such that
Pν(N < τA) = θN ,
for all N ∈ N. In the past the case of irreducible Markov processes was studied
intensively (see e.g. [DS65, SVJ66, DS67, Twe74a, Twe74b]). Based on spectral
properties of the generator of the Markov process, existence and uniqueness
results for quasi-stationary distributions were obtained. In the recent works
[CV16] and [CV17] the speed of convergence to a quasi-stationary distribution
is studied under suitable conditions on the Markov process. Using these re-
sults, the following precise asymptotic result for the non-exit probability can
be derived [CV17]: There exists a positive function V such that
Pδx(N < τA) ∼ V (x)θN , as N →∞,
for all x ∈ A. In [HKW20, Theorem 5] it is shown that this asymptotic
behaviour holds for the persistence probabilities of autoregressive processes of
order one if, essentially, the innovations of the AR(1)-process are bounded.
In addition to a spectral theoretical approach, a further method is presented
in [HKW20]. This method analyses the Laplace transform of τA for AR(1)-
processes. By using the analytic Fredholm equation a Tauberian theorem can
be applied and precise asymptotic results of the persistence probabilities are
obtained. Explicit expressions for the Laplace transform have been derived for
AR(1)-processes if the innovations have exponential distribution [Nov09], dou-
ble exponential distribution [Lar04] or phase-type distribution [Chr12]. How-
ever, deriving the persistence exponent from these expressions is still an open
problem.
For a completely different approach to determining persistence probabilities of
autoregressive processes via their generating polynomials, we refer the reader
to [DDY19].
Nevertheless, quantitative statements about the persistence exponent are known
only in a few particular examples (see e.g. [AMZ]). The present thesis intends
to make progress in this matter.
Remark. This thesis is mainly based on the article [AK19] and on joint work
with Frank Aurzada (Darmstadt) and Christophe Profeta (Évry).
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Many methods in this thesis require a functional analytical background. For
this reason, we present definitions and tools from functional analysis in this
chapter, which will be of great importance throughout the forthcoming chap-
ters. Section 2.1 presents some preliminaries. Aside from the notation, the
concept of compact operators is introduced there, as well as generalizations
of the classical Perron-Frobenius theorem to operators on infinite-dimensional
spaces. Furthermore, one of the subsections is devoted to Hermite polyno-
mials, which will be essential for the study of the normally distributed cases.
In Section 2.2 we give a mostly self-contained presentation of the results of
perturbation theory, which are used in this thesis. This section may be of
independent interest for other applications, also outside persistence.
2.1 Preliminaries
As stated in the previous chapter, we study persistence probabilities with the
help of integral operators. Integral operators are usually defined on complete
normed vector spaces, i.e. on Banach spaces. Depending on the context, we
consider real as well as complex Banach spaces, which will always be indicated.
Here and subsequently, X denotes a Banach space over a field K, where K is
either R or C. Further, we denote by ‖ · ‖X the norm on X. The unit ball E1
of X is defined by E1 := {x ∈ X : ‖x‖X ≤ 1}. If the norm of a Banach space
is given by an inner product 〈·, ·〉X , then the Banach space is a Hilbert space
and we usually denote a Hilbert space by H.
We write L(X,Y ) for the set of all bounded and linear operators mapping from
a Banach spaceX to a Banach space Y . For T ∈ L(X,Y ) we will denote by ‖T‖
the operator norm of T , i.e. ‖T‖ := inf{c ≥ 0: ‖Tx‖Y ≤ c‖x‖X for all x ∈ X}.
For a sequence (Tn)n ⊆ L(X,Y ) of operators and an operator T ∈ L(X,Y ),
we write limn→∞ Tn = T if limn→∞ ‖Tn − T‖ = 0. If X = Y we write L(X)
instead of L(X,X). Moreover, in what follows, Id ∈ L(X) stands for the
identity operator which maps each x ∈ X to itself.
11
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For an operator T ∈ L(X) the resolvent set is defined by
σ(T ) := {λ ∈ K : (T − λ Id) has a bounded inverse}.
The spectrum is defined as Σ(T ) := K \ σ(T ). Finally, let
r(T ) := sup{|λ| : λ ∈ Σ(T )}
be the spectral radius of T .
2.1.1 Compact operators
The property of compactness of operators is crucial to apply the version of
Perron-Frobenius results as stated in the next subsection.
Definition. Let X and Y be Banach spaces. A bounded and linear operator
T : X → Y is called compact if the image of the unit ball of X is relatively
compact, that is if the closure of T (E1) is compact in Y . We denote by
K(X,Y ) ⊆ L(X,Y ) the subspace of all compact operators.
For future reference, we state the following properties of compact operators at
this point.
Proposition 2.1.1. Let X and Y be infinite-dimensional Banach spaces.
(a) Let T : X → X be a compact operator. Then, the spectrum Σ(T ) of T
consists of eigenvalues and 0, i.e. Σ(T ) = {λ ∈ K : λ is eigenvalue}∪{0}.
(b) The subspace of compact operators K(X,Y ) is closed with respect to the
operator norm and therefore itself a Banach space.
The proofs are omitted here but can be found for instance in [Con01, Sec-
tion 3.1].
2.1.2 Perron-Frobenius statement
The following results are the key to the study of the asymptotic behaviour of
the persistence probability via integral operators. They generalize the classi-
cal Perron-Frobenius theorem for matrices (see e.g. [Sen06]) to operators on
infinite-dimensional Banach spaces. We begin by stating the Krein-Rutman
theorem (see [KR48], [Dei85, Theorem 19.2]).
12
Chapter 2. Functional analytical aspects
Theorem 2.1.2 (Krein-Rutman theorem). Let X be a Banach space and
K ⊆ X be a convex cone such that K ∩ (−K) = {0} and K + (−K) = X. Let
T : X → X be a compact operator such that T (K) ⊆ K. If the spectral radius
r(T ) of T is positive, then r(T ) is an eigenvalue of T with a corresponding
eigenvector x ∈ K \ {0}.
For the special case that the Banach space is an Lp-space and that the oper-
ator satisfies an irreducibility condition, even a stronger version holds, which
goes back to [Jen12]. The version that we state here can be found in [Sch74,
Chapter V, Theorem 6.6].
Theorem 2.1.3. Let E = Lp(Ω,F , ν), where (Ω,F , ν) is a σ-finite measure
space and 1 ≤ p ≤ ∞. Suppose that T : E → E is a bounded integral operator
which is given by a measurable kernel k ≥ 0 and satisfies the following two
assumptions:
(a) some power of T is compact,




k(x, y) dν(x) dν(y) > 0.
Then r(T ) is positive and an eigenvalue of T with a unique normalized, positive
eigenfunction f , i.e. ‖f‖Lp(ν) = 1 and f > 0 ν-a.e. Moreover, any eigenfunc-
tion f̃ with these two properties coincides with f ν-a.e.
Condition (b) will be referred to as the irreducibility condition. The advantage
to the Krein-Rutman theorem (Theorem 2.1.2) is the uniqueness of the positive
eigenfunction. If we have an eigenvalue with a positive eigenfunction, we can
conclude that this eigenvalue is maximal, that is the spectral radius.
We will use the Krein-Rutman theorem and the above modification to relate the
persistence exponent to the largest eigenvalue of a compact operator. Based
on (1.2), we will study the asymptotic behaviour of expressions of the form∫
S T
N (1l) dµ for certain operators T , sets S and measures µ if N tends to
infinity. The following lemma presents a general tool to handle the different
situations in this thesis.
Lemma 2.1.4. Let X be a Banach space of real- or complex-valued functions
over a set U with 1l ∈ X. Let T : X → X be a compact and positive operator,
i.e. for f ∈ X with f(y) ≥ 0 for all y ∈ U we have Tf(y) ≥ 0 for all y ∈ U .
13
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Assume that r(T ) is an eigenvalue of T with a corresponding bounded and non-
negative eigenfunction g ∈ X, i.e. g(y) ≥ 0 for all y ∈ U . For a bounded and
positive functional ψ with ψ(g) > 0 it holds that
c · r(T )N ≤ ψ(TN (1l)) ≤ r(T )N+o(N)
for some constant c > 0.




ψ(TN (1l)) ≤ ‖TN (1l)‖ · ‖ψ‖
≤ ‖TN‖ · ‖1l‖X · ‖ψ‖
= r(T )N+o(N).
Let g ∈ X be a bounded and non-negative eigenfunction for the eigenvalue
r(T ). Since g is bounded by assumption, we have 1l(y) ≥ g(y)‖g‖∞ for all y ∈ U .
Hence, the positivity of T and ψ yields












= r(T )N · c,







In the main parts of Chapter 3 and Chapter 4 we are concerned with autoregres-
sive and moving average processes, respectively, where the random variables
(ξi)i are normally distributed. Here and subsequently, we denote by γ the














for x ∈ R.
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The first Hermite polynomials are h0(x) = 1, h1(x) = x, h2(x) = x2 − 1,
h3(x) = x
3 − 3x. These polynomials are an orthogonal basis for the Hilbert
space L2(R, γ) (see e.g. [AAR99, Section 6.5]) which will be quite useful in the
following. We consider the space L2(R, γ) with the canonical inner product,
i.e. 〈f, g〉L2(R,γ) =
∫
R f g dγ for f, g ∈ L
2(R, γ). Note that ‖hn‖L2(R,γ) =
√
n!
(see e.g. [AAR99, Section 6.1]). Hence, by setting ĥn := 1√n!hn, we obtain that
(ĥn)n∈N is an orthonormal basis for L2(R, γ).
The following equation, known as Mehler’s formula [Meh66], plays an impor-
tant role in the autoregressive (Section 3.1) as well as in the moving average
case (Section 4.1) when we consider the Gaussian distribution. However, we
will use it differently in these situations.













for x, y ∈ R.
For the proof, we refer the reader to [Jan97, Section 4.2].
2.2 Perturbation theory
The goal of this section is to give the reader a basic introduction to the results
of perturbation theory that are relevant for this thesis. This section is based on
the classical work of T.Kato [Kat66] and should improve the readability of this
thesis. Moreover, the presented results might be helpful for similar problems
in different fields.
Throughout this section, let X be a complex Banach space and let D ⊆ C be
a domain.
Definition. The operator-valued function T : D → L(X) is called holomor-
phic if limh→0
T (t+h)−T (t)
h exists for all t ∈ D.
In this section, we will make use of properties of holomorphic operator-valued
functions. Roughly speaking, the results of complex-valued functions can be
generalized to operator-valued functions by considering scalar-valued functions
defined via the dual space. For an overview of this topic, we refer to [Bau85,
Section 3.3, Section 10.1] and [ABHN11, Appendix A]. In particular, note
that a holomorphic operator-valued function on a disc can be expressed as
15
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a power series on this disc. Conversely, a convergent power series on a disc
defines a holomorphic function. To simplify notation we write Tt for T (t) in
the following.
2.2.1 Results
The key to prove the main theorems in Section 3.1 and Section 4.1 are the
following results from perturbation theory.
Theorem 2.2.1. Assume that T : D → L(X) is holomorphic. Let t0 ∈ D and
λ0 be an isolated eigenvalue of Tt0 with algebraic multiplicity equal to one. Then
there exists an open neighbourhood U ⊆ D of t0 and a holomorphic function
λ : U → C such that λt is an eigenvalue of Tt for t ∈ U .
In addition, there exists an open neighbourhood U ′ ⊆ D of t0 and a holomorphic
function g : U ′ → X such that gt is an eigenvector of Tt with eigenvalue λt for
t ∈ U ′ ∩ U .
Theorem 2.2.2. Under the conditions of Theorem 2.2.1 let us write Tt as a
power series, i.e. Tt =
∑
n∈N(t− t0)nT (n). Assume that ‖T (n)‖ ≤ acn−1 for all
n ∈ N with a, c ≥ 0. The following lower bound for the radius of convergence






where R0(·) is the resolvent operator of Tt0 and Γ is an arbitrary closed curve
that lies outside Σ(Tt0) with positive direction which encloses λ0.
For z ∈ C and A ⊆ C let dist(z,A) be the Hausdorff distance, that is
dist(z,A) = inf{|z − a| : a ∈ A}.
Corollary 2.2.3. Under the assumptions of Theorem 2.2.2, and if moreover




where d := dist (λ0,Σ(Tt0) \ {λ0}).
In the following subsection, we present the proofs of the above results.
16
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2.2.2 Proofs
In preparation for the proofs, we present the following lemma.









This is a well-known result in functional analysis and can be found for instance
in [Tak02, Proposition I.1.6]. To obtain the analyticity of the eigenvalue we
first derive a perturbation result for the resolvent operator.
Definition. The operator-valued function R : σ(T )→ L(X), λ 7→ (T−λ Id)−1
is called the resolvent operator of T .
For abbreviation, we write T − λ instead of T − λ Id when no confusion can
arise.
Lemma 2.2.5. We have
R(λ′)−R(λ) = (λ′ − λ)R(λ′)R(λ),
for all λ, λ′ ∈ σ(T ). In particular, R(λ) and R(λ′) commute.
Proof. The following computation shows the statement:
R(λ′)−R(λ) = R(λ′)(T − λ)R(λ)−R(λ′)(T − λ′)R(λ)
= −R(λ′)λR(λ) +R(λ′)λ′R(λ)
= (λ′ − λ)R(λ′)R(λ).
Proposition 2.2.6. Let λ, λ0 ∈ σ(T ) with |λ − λ0| < ‖R(λ0)‖−1 then the
so-called first Neumann series for the resolvent
∑∞
n=0(λ − λ0)nR(λ0)n+1 is





This shows that R(·) is holomorphic on σ(T ).
Proof. Let λ, λ0 ∈ σ(T ). By Lemma 2.2.5 we obtain
R(λ) = R(λ0) (Id−(λ− λ0)R(λ0))−1 .
17
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which proves the statement.
We define
R(t, λ) := (Tt − λ)−1,
for any (t, λ) with λ ∈ σ(Tt). We already know from the last proposition that
R(t, λ) is holomorphic in λ for each t fixed. Now we will show that R(t, λ) is
holomorphic in both variables.
Proposition 2.2.7. Let T : D → L(X) be holomorphic. Then R(t, λ) is holo-
morphic in both variables t and λ.




(n)(t− t0)n for |t− t0| small. We have






































R(t0, λ0)‖ < 1, (2.1)
the last expression can be written as a double series in λ and t by Lemma 2.2.4.




|t− t0|n‖T (n)‖ < ‖R(t0, λ0)‖−1, (2.2)
which is the case if |λ− λ0| and |t− t0| are small enough.
18
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Remark. If we fix λ and write R(t, λ) as a power series in t at t0 we get







T (n)(t− t0)nR(t0, λ)
)k)
.










(−1)nR(t0, λ)T (k1)R(t0, λ) · . . . · T (kn)R(t0, λ).
The right-hand side of (2.3) is called the second Neumann series for the resol-
vent.
As a next step, we represent the eigenprojection with the help of the resolvent
operator. Then we derive a perturbation result for the eigenprojection.
Proposition 2.2.8. Let T ∈ L(X) and λ0 be a simple isolated eigenvalue of








is a projection on the eigenspace of λ0.
Proof. We need to show that:
(i) P0 is a projection, i.e. P 20 = P0,
(ii) R(P0) = M0, where R(P0) is the range of P0 and M0 is the eigenspace
of λ0.
Let Γ′ be a closed curve in σ(T ) with positive direction which encloses λ0 and
19
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where the third equality follows by Lemma 2.2.5. This shows (i).












(λ0 − λ)−1(x) dλ
= x.
















λ(T − λ)−1 dλ
= Resλ0(λ(T − λ)−1)






where Res stands for the residue. Hence, for all x ∈ X we get P0(x) ∈ M0,
which completes the proof.
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In what follows, we assume that T : D → L(X) is holomorphic and that λ0 is
an isolated eigenvalue of Tt0 , t0 ∈ D, with algebraic multiplicity equal to one.
Let Γ be a closed curve in σ(Tt0) with positive direction which encloses λ0.
Proposition 2.2.9. The operator-valued function






is holomorphic at an open neighbourhood of t0. In addition, it holds that
dim(P0X) = dim(PtX).
Proof. Since infλ∈Γ ‖R(t0, λ)‖−1 > 0, from (2.2) it follows that the second
Neumann series for the resolvent is uniformly convergent for λ if |t − t0| is
sufficiently small. In particular, R(t, λ) is well-defined for such (t, λ) and thus,
Γ ⊆ σ(Tt). Hence, Pt is well-defined for |t − t0| small and due to Proposi-
tion 2.2.7 we get that Pt is holomorphic at an open neighbourhood of t0. The
equality of the dimensions follows by [Kat66, Lemma I.4.10].
We continue by proving the results of Subsection 2.2.1.
Proof of Theorem 2.2.1. Combining the last two propositions we see that Pt is
the eigenprojection for Tt on the eigenspace of a simple eigenvalue λt and that
Pt is holomorphic in t. Accordingly, we deduce a perturbation series for the
eigenvalue λt via the formula λt = trace(TtPt) (see [Kat66, Section VII §1.3]).
Let g0 be an eigenfunction of λ0. Then gt := Ptg0 ∈ PtX and thus, gt is an
element of the eigenspace of λt. If gt 6= 0 it is an eigenfunction of λt. Pt is
holomorphic and hence, gt is holomorphic. Since g0 6= 0, we have that gt 6= 0
at least for |t− t0| small.
Let Tt =
∑∞
n=0(t − t0)nT (n) for t ∈ D and λ0 be an isolated eigenvalue of
Tt0 with algebraic multiplicity equal to one. It follows from (2.1) that for a
fixed λ the power series
∑∞
n=0R






R(t0, λ)‖ < 1.
Proof of Theorem 2.2.2. Assume that ‖T (n)‖ ≤ acn−1 with a, c ≥ 0. Then the
power series R(t, λ) =
∑∞
n=0R
(n)(λ)(t− t0)n is convergent if
|t− t0| <
1
‖R(t0, λ)‖ · a+ c
.
Consequently, the projection Pt =
∫
ΓR(t, λ) dλ can be expressed as a power
series if |t− t0| < minλ∈Γ 1‖R(t0,λ)‖·a+c , which proves the theorem.
21
Chapter 2. Functional analytical aspects
The so obtained lower bound of the radius of convergence of Pt, and therewith
of λt, depends crucially on the chosen curve Γ. It is worthwhile to get this
bound as large as possible.
Proof of Corollary 2.2.3. If Tt0 is a normal operator on a Hilbert space we have
that R(t0, λ) is normal. As a consequence, the operator norm of R(t0, λ) is
equal to the spectral radius of R(t0, λ). From this, we conclude
‖R(t0, λ)‖ = dist(λ,Σ(Tt0))−1.
Let d := dist(λ0,Σ(Tt0) \ {λ0}) and let Γ be a circle with radius d2 and center




Remark. Most parts of Section 2.2 appeared in the Journal of Statistical
Physics in the appendix of the article entitled Persistence exponents via per-
turbation theory: AR(1)-processes (see [AK19]).
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3 Persistence of autoregressive
processes
In this chapter, we study persistence probabilities of autoregressive processes
of order one (AR(1)). Recall that an AR(1)-process (Xn)n∈N is given by
Xn = ρXn−1 + ξn, n ≥ 1,
where (ξi)i≥1 is a sequence of i.i.d. random variables with density φ, X0 a
random variable independent of (ξi)i≥1 and ρ ∈ R a constant. As mentioned
in Subsection 1.1.1 we can rewrite the persistence probability as





with the canonical integral operator given by
P+ρ : B([0,∞))→ B([0,∞)), P+ρ f(x) =
∫ ∞
0
f(y)φ(y − ρx) dy.
Let us discuss the case ρ = 1 first. Note that in this case, the AR(1)-process is
a random walk. In the context of fluctuation theory persistence probabilities
of random walks have been intensively studied and precise asymptotic results
are available in many cases. For a thorough treatment we refer the reader
to [AS15] and the references given there. For example, if φ is symmetric, i.e.
φ(x) = φ(−x) for all x ∈ R, and X0 has the same distribution as ξ1, then






Here, we write aN ∼ bN if limN→∞ aNbN = 1. From this precise asymptotic
behaviour, we particularly see that the persistence probability decreases poly-
nomially fast in this case. We will focus on the case ρ < 1, where we, in
general, observe an exponential decrease of the persistence probability.
In Section 3.1 we derive a perturbation result for normally distributed inno-
vations (ξi)i. We show that the persistence exponent can be expressed as a
power series in the parameter ρ. Section 3.2 deals with distributions of ξ1
where the problem of determining the persistence exponent can be reduced to
an eigenvalue problem of a finite-dimensional matrix.
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3.1 Perturbation results for the normal distribution
Throughout this section, we assume that ξ1 is standard normally distributed.
The canonical integral operator P+ρ is not really suitable to relate the persis-
tence exponent to an eigenvalue, due to compactness problems, i.e. for ρ > 0
and any n ≥ 1 the integral operator (P+ρ )n is not compact (see e.g. [AB11, Re-
mark 2.13] and [AMZ, Proposition 2.5]). In [AMZ] this problem is tackled by
an approximation approach of the operator, which is rather technical. More-
over, our goal is to apply methods from perturbation theory, which require a
proper smoothness property of the integral operator in ρ. Note that
‖P+ρ ‖ = sup
f : ‖f‖∞≤1




φ(y − ρx) dy.
Therefore, on one hand we have ‖P+ρ ‖ = 1 for ρ > 0 and on the other hand
‖P+ρ ‖ = 12 for ρ ≤ 0. Hence, ρ 7→ P
+
ρ is not continuous at 0, which shows that
the canonical integral operator is not appropriate for the presented methods
from perturbation theory in Section 2.2.
For these reasons, we consider a modification of the canonical integral operator
which satisfies a certain compactness and irreducibility condition and allows
us to establish the connection between the persistence exponent and an eigen-
value. Additionally, this operator is very suitable for applying the results of
perturbation theory.
3.1.1 Results





will define an integral operator on the complex Hilbert space L2([0,∞), γ).
Since we want to use methods from perturbation theory, we consider a Hilbert
space over the field of complex numbers.
Definition. For −1 < ρ < 1, let Mρ be given by
Mρ : L
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Here,∫ ∞
0








where <(f) and =(f) are the real and the imaginary part of f , respectively.








where hn denotes the n-th Hermite polynomial (see Subsection 2.1.3).
Theorem 3.1.1. Let −1 < ρ < 1 and for n ∈ N define the integral operator












In the following theorem, we formulate the connection between the persistence
probability and the eigenvalue problem of Mρ. Moreover, we show that the
persistence exponent can be expressed as a power series in ρ.
Theorem 3.1.2. Let −1 < ρ < 1 and µ be the distribution of X0. Assume




ρ ≤ P(X0 ≥ 0, . . . , XN ≥ 0) ≤ CρλNρ ,
where λρ := r(Mρ) ∈ (0, 1) is the largest eigenvalue of Mρ with a unique
normalized, positive eigenfunction γ-a.e and cρ, Cρ > 0.




ρnKn, Kn ∈ R,
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3.1.2 Properties of the series and discussion
The goal of this subsection is to determine the coefficients of the power series of
the persistence exponent λρ, i.e. the quantities Kn for n ∈ N. For this purpose,
we look at the eigenvalue equation of the operatorMρ. Furthermore, we discuss
the radius of convergence of λρ, the condition on the initial measure µ and a
geometric characterization of the persistence probability.
As stated in Theorem 3.1.1, the operatorMρ can be expressed as a power series
in ρ. Theorem 3.1.2 shows that the largest eigenvalue λρ can be represented as
a power series in ρ. In addition, the corresponding eigenfunction, say fρ, can
also be expressed as a power series in ρ (see Theorem 2.2.1). By Theorem 3.1.2














Note that the AR(1)-process is a sequence of i.i.d. random variables, for ρ = 0.
For this reason, we have




Proposition 3.1.3. For all m ∈ N the function gm is a polynomial of at










M (0)gj · gm−j
 , m ≥ 1, (3.1)
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Unfortunately, it seems to be difficult to obtain a closed-form expression for
the n-th coefficient.


































M (k)gn−k for all n ∈ N. (3.3)






We obtain that g0 must be constant since the right-hand side is a constant.
Without loss of generality (multiplication of the eigenfunction) set g0 = 1l.
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We observe that, by the definition of the operators M (k), the second term on
the right is a polynomial of at most degree n. Further, the first term on the
right and the first term on the left are constants. The second term on the
left involves only the g`, ` < n. Therefore, inductively we obtain that gn is
a polynomial of at most degree n. Let us write gn(x) =
∑n
i=0Gi,nhi(x) with






























hi(y) dγ(y) + 0.
Using that K0 = 12 , we see that the terms involving G0,n cancel. Therefore,








hi(y) dγ(y) = M (0)gn, (3.5)













This, together with (3.5), proves (3.1).

















hi(y)hj(y) dγ(y), i, j ≥ 0.
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With these formulae the coefficients can be explicitly computed and we obtain
the first coefficients as given in the proposition.
Remark. Computing the coefficients for large n numerically, one expects that
the radius of convergence of λρ is significantly larger than the value 13 that we
can prove analytically. It remains an interesting open problem to determine
the radius of convergence.
However, the radius of convergence can be at most 1. As mentioned at the
beginning of this chapter, the decay of the persistence probability is polynomial
for ρ = 1. Moreover, it has been proved that for ρ > 1 the persistence probability
tends to a constant (see e.g. [Bau14]) so that one has λρ = 1 for any ρ ≥ 1.
One may further ask whether a power series for the persistence exponent can be
obtained if ρ ≤ −1. By [DDY19], the behaviour of the persistence probabilities
is also exponential. It would be very interesting to find any further information
about the persistence exponent there.
Remark. The condition on the initial measure in Theorem 3.1.2 is due to the
definition of the considered operator Mρ and is not natural for the persistence
problem. In fact, it follows from [AMZ, Proposition 2.5] that we obtain the
same persistence exponent λρ if we consider a Dirac measure as initial distri-
bution, i.e. µ = δx for x ∈ [0,∞). For further generalizations and discussions
about the initial distribution, we refer the reader to [CV17] and [HKW20]. Let
us emphasize that the motivation for the definition of the operator Mρ is to es-
tablish a perturbation result and not to extend the class of initial distributions
where the conclusion of Theorem 3.1.2 holds.
Remark. Let X0 be standard normally distributed. Firstly, note that
(X0, X1, X2, . . . , XN )
T = A−1(X0, ξ1, ξ2, . . . , ξN )
T ,
for all N ∈ N, where
A =

1 0 0 . . . 0
−ρ 1 0 . . . 0
0 −ρ 1 0
...
. . . . . .
...




Chapter 3. Persistence of autoregressive processes
Secondly, observe that since the innovation vector (X0, ξ1, ξ2, . . . , ξN ) is i.i.d.
Gaussian, it is in particular isotropic, i.e. U := (X0,ξ1,...,ξN )‖(X0,ξ1,...,ξN )‖ is uniformly
distributed on the unit sphere of RN+1. Therefore, the persistence probability
P(X0 ≥ 0, . . . , XN ≥ 0) = P(A−1(X0, ξ1, . . . , ξN ) ∈ RN+1≥0 )
= P(U ∈ ARN+1≥0 ),
is the same as the normalized area of the intersection of the unit sphere of
RN+1 with the cone ARN+1≥0 .
Thus, our results carry over to any isotropic vector (X0, ξ1, ξ2, . . .). However,
this vector generates an AR(1)-process (i.e. the innovations are i.i.d.) if and
only if the innovations are Gaussian [Let81].
3.1.3 Proofs of the theorems
Proof of Theorem 3.1.1. We begin by proving the properties of the operator
Mρ. Let −1 < ρ < 1 and Erfc(x) := 2√π
∫∞
x e
−t2 dt, x ∈ R, be the complemen-
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for some constant C > 0.
Somρ(·, ·) ∈ L2([0,∞)2, γ⊗γ) and hence, the operatorMρ is a Hilbert-Schmidt
integral operator [Sch74, Chapter IV, Proposition 6.5] and thus well-defined,
bounded and compact. In addition, mρ(x, y) = mρ(y, x) for all x, y ∈ [0,∞)
and thus, the operator is self-adjoint.
To prove the representation of Mρ as a power series, let us first consider the
operator norm of the integral operator M (n) on L2([0,∞), γ). Note that M (n)














































‖an(x, ·)‖2L2([0,∞),γ) · ‖f‖
2
L2([0,∞),γ) dγ(x)
= ‖an‖2L2([0,∞)2,γ⊗γ) · ‖f‖
2
L2([0,∞),γ),
for all f ∈ L2([0,∞), γ). It follows that






nM (n) exists on the disc |ρ| < 1. We prove the
representation of Mρ as a power series, by showing that Mρ = M̃ρ holds, for
−1 < ρ < 1. Let B := {hn(x)1l[0,N ](x) : n,N ∈ N}. The set B is a fundamental
subset of L2([0,∞), γ), i.e. span (B) = L2([0,∞), γ), since (hn)n∈N is a funda-
mental subset (see Subsection 2.1.3) and hn ∈ B for every n ∈ N. Hence, it is











ρnan(x, y)f(y) dγ(y). (3.7)
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By [Jan97, Equation (4.15)], we have
∞∑
n=0





where η, ζ are i.i.d. random variables with standard normal distribution. Let





|ρnan(x, y)f(y)| dγ(y) ≤
∫ ∞
0

















an(x, y)f(y) dγ(y) =
∞∑
n=0
ρnM (n)f = M̃ρf,
for all f ∈ L2([0,∞), γ).
Proof of Theorem 3.1.2. We begin by relating the integral operator Mρ to the
persistence problem of the AR(1)-process.
Let X̃0 := c ·X0 and ξ̃i := c · ξi, i.e. ξ̃i ∼ N (0, c2) for a constant c > 0. Then,
trivially, we have P(X0 ≥ 0, . . . , XN ≥ 0) = P(X̃0 ≥ 0, . . . , X̃N ≥ 0) for all











Let us define P̃+ρ : B([0,∞)) → B([0,∞)), P̃+ρ f(x) :=
∫∞
0 f(y)p̃ρ(x, dy). Set-
ting c :=
√












2 dy = mρ(x, y) dγ(y).
This and the fact that the bounded measurable functions B([0,∞)) are a subset
of the space L2([0,∞), γ) yield (P̃+ρ )N (1l) = MNρ (1l) for all N ∈ N and hence,
by (1.3) we get
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where µ̃ is the distribution of
√
1− ρ2X0.
We will see that the first assertion of the theorem is a consequence of Theorem
2.1.3 and Lemma 2.1.4 applied to Mρ.
The operator Mρ is compact and, since mρ(x, y) > 0 for all x, y ∈ [0,∞), the
irreducibility condition (b) of Theorem 2.1.3 is satisfied. Thus, the spectral
radius r(Mρ) > 0 is an eigenvalue of Mρ with a unique normalized, positive
eigenfunction. Next, we show that we are in the setting of Lemma 2.1.4. To
obtain the boundedness of the positive eigenfunction, note that we get an
eigenfunction f ∈ B([0,∞)) of the operator P̃+ρ which is positive with corre-
sponding eigenvalue r(P̃+ρ ) < 1 due to [AMZ, Theorem 2.4 & Theorem 2.6].
(In [AMZ] only a non-negative eigenfunction is obtained, but since in our case
the operator P̃+ρ is irreducible, an application of Theorem 2.1.3 yields that
the eigenfunction is actually positive.) Since P̃+ρ g = Mρg for bounded g, the
positive function f is an eigenfunction of Mρ and must correspond to r(Mρ)
due to the uniqueness of the normalized, positive eigenfunction. Therefore, the
corresponding eigenvalue λρ := r(Mρ) = r(P̃+ρ ) is the largest one. To summa-
rize, λρ = r(Mρ) is the largest eigenvalue of Mρ with a positive and bounded
eigenfunction.
In order to apply Lemma 2.1.4, we define a bounded and positive functional
by
ψµ̃ : L













MNρ (1l) dµ̃ ≤ ‖MNρ ‖ · ‖ψµ̃‖ · ‖1l‖L2([0,∞),γ),
for some constant cρ > 0. SinceMρ is self-adjoint and in particular normal, we
have ‖MNρ ‖ = r(MNρ ) = r(Mρ)N = λNρ due to the spectral mapping theorem






MNρ (1l) dµ̃ ≤ CρλNρ ,
for Cρ := ‖ψµ̃‖ · ‖1l‖L2([0,∞),γ) > 0.
We continue by showing that the largest eigenvalue λρ of Mρ admits a power
series representation in ρ at 0. From the eigenvalue equation
λf(x) = M0f(x) = 1l
∫ ∞
0
f(y) dγ(y), for all x ∈ [0,∞), (3.8)
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it follows that the largest eigenvalue of M0 is given by λ0 = 12 . To obtain the
analyticity of the eigenvalue at 0 in ρ by methods of perturbation theory, it is
necessary to show that the algebraic multiplicity of λ0 is equal to one.
For this purpose, let Pλ0 be the spectral projection of λ0. The algebraic multi-
plicity is defined by the dimension of Pλ0L2([0,∞), γ). Due to the compactness
of M0, we get Pλ0L2([0,∞), γ) = ker(λ0 −M0)v, where v ∈ N is the smallest
natural number such that ker(λ0−M0)v = ker(λ0−M0)v+1 (see e.g. [Con07]).
From the eigenvalue equation (3.8), we see that ker(λ0 −M0)1 is equal to the
constant functions and therefore one-dimensional.
If we prove that ker(λ0 −M0)1 = ker(λ0 −M0)2, it follows that the algebraic
multiplicity of λ0 is one. Let g ∈ ker(λ0 −M0)2. Then,
0 = (λ0 −M0)2(g)
= (λ0 −M0)(λ0g −M0(g))
= λ20g − 2λ0M0(g) +M0(M0(g)).
Since M0(g) is constant, the above equation yields that g is constant, i.e.
g ∈ ker(λ0 −M0)1. By Theorem 2.2.1, it follows that λρ can be represented
as a power series for |ρ| < r0 for some r0 > 0. Recalling the inequality (3.6)




Remark. Most parts of Section 3.1 appeared in the Journal of Statistical
Physics in the article entitled Persistence exponents via perturbation theory:
AR(1)-processes (see [AK19]).
3.2 Further results
In this section, we show that the eigenvalue problem of the canonical integral
operator P+ (see (1.4)) on the infinite-dimensional Banach space B([0,∞)) can
be reduced to a finite-dimensional problem if the density φ of the innovations
(ξi)i has an appropriate form. As a consequence, the persistence exponent of
the corresponding autoregressive process is given as the largest eigenvalue of a
finite-dimensional matrix. In Subsection 3.2.1 we show that this holds for the
persistence problem of an autoregressive process with phase-type distributed
innovations. In addition, we derive explicitly the persistence exponent for
an AR(1)-process corresponding to the Erlang(2) distribution, which is also
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helpful to get a better understanding for the condition on the density φ in the
following proposition.
Proposition 3.2.1. Let (Xn)n∈N be an autoregressive process of order one
with ρ < 1 and P(ξ1 > 0) > 0. Assume that there exist m ∈ N and continuous





holds for all x, y ∈ R. Further, assume that the initial distribution µ satisfies
µ(E) > 0 for all non-empty open E ⊆ [0,∞). Then,
P(X0 ≥ 0, . . . , XN ≥ 0) = λN+o(N),
with some λ ∈ (0, 1]. Further, the persistence exponent λ is equal to the largest
eigenvalue of a finite-dimensional matrix, which is given by the image of the
functions Gi under the canonical integral operator P+, i.e. λ is the largest
eigenvalue of the matrix
V := (vi,j)i,j=1,...,m ∈ Rm×m,
with vi,j :=
∫∞
0 Fi(y)Gj(−ρy) dy for 1 ≤ i, j ≤ m.













Note that P+(Cb([0,∞))) ⊆ span(B) with B := {Gi(−ρ ·) : 1 ≤ i ≤ m}. An
application of [AMZ, Theorem 1.2] yields
P(X0 ≥ 0, . . . , XN ≥ 0) = λN+o(N),
where λ ∈ (0, 1] is the largest eigenvalue of P+ on Cb([0,∞)). Now, if g is
an eigenfunction of P+ on the space Cb([0,∞)), then g ∈ span(B). Hence,
λ is equal to the largest eigenvalue of P+ on span(B). Therefore, the largest
eigenvalue of the matrix V is the persistence exponent λ.
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The above proposition can be applied for instance to the Erlang(k) distribution,
the symmetrized Erlang(k) distribution and the maximum of exponentially
distributed random variables. These examples were considered in the master’s
thesis of P.Georgi [Geo19] and brought the author of this doctoral thesis to
the idea of Proposition 3.2.1.
In the next subsection, we demonstrate the usefulness of the above proposition
by showing that this result can be applied to the large class of phase-type distri-
butions. Particularly, we derive the persistence exponent for an autoregressive
process with Erlang(2) distributed innovations.
3.2.1 Phase-type distribution
In this subsection, we show that the density of a phase-type distribution sat-
isfies condition (3.9). Let us begin by recalling the definition of phase-type
distributions. Let Y = (Yt)t≥0 be a continuous time Markov process on the
finite-dimensional state space {1, . . . , k, k+ 1}, k ∈ N. Assume that Y is tran-
sient on {1, . . . , k} and that the state k + 1 is absorbing. The transition rate







where A is a k × k-matrix and A0 := −A1 ∈ Rk. Further, let α ∈ Rk be
the initial distribution and we assume that P(Y0 = k + 1) = 0. The distribu-
tion of the time the process Y needs to be absorbed is known as phase-type
distribution. The density of this distribution is given by
φ(x) = αT eAxA01lx≥0, (3.10)
for x ∈ R. For the proof of (3.10) and a broader discussion on phase-type
distributions, we refer the reader to [AA10].
Let (Xn)n∈N be an autoregressive process of order one with an initial distri-
bution µ on [0,∞) such that µ(E) > 0 for all non-empty open E ⊆ [0,∞).
Assume that the innovation ξ1 is phase-type distributed with density φ as
in (3.10). Since P(ξ1 ≥ 0) = 1, the persistence probability is constantly one
for ρ ≥ 0. For this reason, we assume that ρ < 0 in the following. Note that
in this case, it is sufficient to consider the density φ on the non-negative real
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line. For x, y ∈ [0,∞) we have





Hence, φ satisfies condition (3.9) and we can apply Proposition 3.2.1 in this
case.
Now, we look at the special case of the Erlang(k) distribution, which ap-
pears frequently in the context of phase-type distributions. The density of a




akxk−1e−ax1lx≥0, x ∈ R,
for a > 0 and k ≥ 1. If we set α := (1, 0, 0, . . . , 0)T ∈ Rk and
A :=

−a a 0 . . . 0 0
0 −a a . . . 0 0
0 0 −a . . . 0 0
...
. . . . . . . . .
...
0 . . . 0 0 −a a
0 . . . 0 0 0 −a

∈ Rk×k,
it is easy to verify that φa,k(x) = αT eAxA01lx≥0, for x ∈ R, which shows that
the Erlang(k) distribution is a phase-type distribution. In the next propo-
sition, we compute explicitly the persistence exponent for an autoregressive
process with Erlang(2) distributed innovations. This statement has already
been proven in [Geo19].
Proposition 3.2.2. Let (Xn)n∈N be an autoregressive process of order one
with ρ < 0 and initial distribution µ such that µ(E) > 0 for all non-empty
open E ⊆ [0,∞). Assume that the innovations are Erlang(2) distributed, i.e.
the distribution of ξ1 is continuous with density φa,2 for a > 0. Then,
P(X0 ≥ 0, . . . , XN ≥ 0) = λN+o(N),
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Proof. Let ξ1 be Erlang(2) distributed with parameter a > 0. We determine
the persistence exponent by using Proposition 3.2.1. Let x, y ∈ [0,∞). Note
that φa,2(x + y) = a2xe−axe−ay + a2e−axye−ay. Set G1(x) := F2(x) := ae−ax
















0 Fi(y)Gj(−ρy) dy for 1 ≤ i, j ≤ 2. Computing the eigenvalues
















Due to Proposition 3.2.1, we have
P(X0 ≥ 0, . . . , XN ≥ 0) = λN+o(N).
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4 Persistence of moving average
processes
In this chapter, we are concerned with persistence probabilities of moving
average processes of order one (MA(1)). Let (ξi)i≥−1 be a sequence of i.i.d.
random variables and assume that ξ0 has a continuous distribution µ with
density φ and let ρ ∈ R. Recall, that an MA(1)-process (Xn)n∈N is defined by
Xn = ρξn−1 + ξn, for n ∈ N.
By (1.6) we can represent the persistence probability as




N (1l)(x2) dµ⊗ µ(x1, x2),
with S =
{
(x1, x2) ∈ R2 : ρx1 + x2 ≥ 0
}
and where the canonical integral op-
erator P+ρ is given by




In the recent work [AMZ, Section 2.1] it is shown that for ρ ∈ R \ {−1} and
for ξ0 with P(ξ0 > 0) > 0 and P(ξ0 < 0) > 0 the persistence probability of the
MA(1)-process decays exponentially fast and that the persistence exponent λρ
is equal to the largest eigenvalue of the integral operator P+ρ . As noted in
[KK16] and [MD01], for ρ = −1, we have a completely different behaviour:
P(X0 ≥ 0, . . . , XN ≥ 0) = P(−ξ−1 + ξ0 ≥ 0, . . . ,−ξN−1 + ξN ≥ 0)





which shows a superexponential decrease of the persistence probability by Stir-
ling’s formula.
For the case that ρ = 1 and φ is symmetric, i.e. φ(x) = φ(−x) for all x ∈ R,
in [MD01] (also see [AMZ, Theorem 3.2]) it is proven that the persistence
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exponent is given by λ1 = 2π . Further, note that in the symmetric case we
have for all ρ ∈ R \ {0} that
P(X0 ≥ 0, . . . , XN ≥ 0) = P(X ′0 ≥ 0, . . . , X ′N ≥ 0), N ∈ N,








i)i is i.i.d. with ξ
′
0 has the same distribution as
ξ0. Hence, for φ symmetric and ρ ∈ R \ {0} we obtain λρ = λ 1
ρ
. Thus, for a
symmetric density one can restrict the study of the problem to ρ ∈ (−1, 1).
In Section 4.1 we define, for the normal distribution case, a modification of
P+ρ on some reproducing kernel Hilbert space. This modification is suitable
for methods from perturbation theory, and we derive a perturbation result for
the persistence exponent. In Section 4.2 we compute explicitly the persistence
exponent for modifications of the exponential distribution. Furthermore, we
represent the persistence exponent for the uniform distribution as the largest
root of a real-valued function, which is given as a power series.
4.1 Perturbation results for the normal distribution
Let ξ0 be standard normally distributed, i.e. φ(x) = 1√2πe
−x
2
2 for x ∈ R. We
aim to show that a modification of the canonical integral operator can be
represented as a power series in ρ if we consider the operator on a proper space
of functions. The definition of this function space (see Subsection 4.1.1) is
motivated by the following observation:





n, for x ∈ R. Fur-
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Hence, with these conditions on f the expression P+ρ f(x) can be written as a
power series in ρ.
With this consideration in mind, we will define a space of analytic functions
such that we obtain a well-defined holomorphic operator-valued function. From
this we can conclude, by using the perturbation techniques presented in Sec-
tion 2.2, that the largest eigenvalue, i.e. the persistence exponent, and the
corresponding eigenfunction are holomorphic, too. In other words, the persis-
tence exponent and the eigenfunction admit a power series representation in ρ,
respectively. Additionally, we have an iterative formula for the coefficients of
the power series representation of the persistence exponent, and we compute
the first coefficients.
4.1.1 Results
Let γ be the standard Gaussian measure on R and let hn denote the n-th








2 , x ∈ R.
Further, we set ĥn(x) := 1√n!hn(x). Here, the normalization is chosen such
that ‖ĥn‖L2(R,γ) = 1.
Let 0 < q < 1 and (an)n∈N ⊆ C be a sequence such that
∑∞
n=0 |an|2q−n <∞.
By [AE14, Theorem 2], it holds that
∑∞
n=0 |anĥn(x)| converges uniformly on
compact subsets of R. Hence, we can define an analytic function f : R → C
via f(x) :=
∑∞
n=0 anĥn(x). In particular, <(f) and =(f) are analytic, where
<(f) and =(f) are the real and the imaginary part of f , respectively. Let
Hq :=
{




















(Hq, 〈·, ·〉Hq) is a Hilbert space of functions [AE14, Proposition 1]. In fact,
we will see that it is a reproducing kernel Hilbert space and we will exploit
this structure for the proofs. Note that we consider a complex Hilbert space
instead of a real one, since a complex space is necessary for applying the
powerful methods of perturbation theory of Section 2.2.
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We set






−ρx f(y)φ(y) dy =
∫∞
−ρx<(f)(y)φ(y) dy + i
∫∞
−ρx=(f)(y)φ(y) dy.
Theorem 4.1.1. Let −
√
1−q
1+q−1 < ρ <
√
1−q
1+q−1 and for n ∈ N define the
integral operator












Remark. To optimize the radius of convergence of the power series Tρ, the
best choice of 0 < q < 1 for the Hilbert space Hq is q∗ :=
√
2 − 1. Then, Tρ
can be represented as a power series for −(
√
2− 1) < ρ <
√
2− 1.
The bound R =
√
1−q






(see (4.7)). One might ask if this bound can be improved. We show by Propo-
sition 4.1.5 in Subsection 4.1.3 that a significant improvement is not possible
on Hq.
Theorem 4.1.2. For −
√
1−q




P(X0 ≥ 0, . . . , XN ≥ 0) = λN+o(N)ρ ,
where λρ := r(Tρ) ∈ (0, 1) is the largest eigenvalue of Tρ with a non-negative
eigenfunction fρ, i.e. fρ(x) ≥ 0 for all x ∈ R.




ρnKn, Kn ∈ R,
for |ρ| < r0 with some r0 > 0.
Remark. In the next subsection, we will discuss the radius of convergence r0
of λρ.
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4.1.2 Properties of the series and discussion
In this subsection, we determine the coefficients Kn, n ∈ N, of the power series
of the persistence exponent λρ. For this purpose, we look at the eigenvalue
equation of Tρ. In addition, we prove a non-trivial lower bound for the radius
of convergence r0.
By Theorem 4.1.1 the operator Tρ and by Theorem 4.1.2 the eigenvalue λρ can
be expressed as a power series in ρ, respectively. Additionally, the correspond-














Note that the MA(1)-process is a sequence of i.i.d. random variables, for ρ = 0.
For this reason, we have




Proposition 4.1.3. For all m ∈ N the function gm is a polynomial of at










T (0)gj · gm−j
 , m ≥ 1, (4.2)
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As for the autoregressive case (see Subsection 3.1.2), it seems to be difficult to
obtain a closed-form expression for the n-th coefficient.
Proof. Noting that T (n)f is a monomial of degree n for all n ∈ N and f ∈ Hq,
one can prove the proposition in a similar way as Proposition 3.1.3.




nKn a first attempt is to use Corollary 2.2.3 as for the autoregres-
sive case. Unfortunately, one can show that the operator T (0) is not normal
and so, an application of Corollary 2.2.3 is not possible.
Based on the iterative formulae of Proposition 4.1.3 a lower bound for r0 can
be derived:
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for all n ≥ 1. Then we claim that
‖gn‖Hq ≤ κn−pβn, n ≥ 1. (4.6)
We prove this inductively. For n = 1, the inequality can be made true by making
β sufficiently large. Let n ≥ 2. Assume the claim is true for all 1 ≤ k < n.






















|gk(y)|φ(y) dy · ‖gn−k‖Hq
)
.
By using Lemma 4.1.4 (d) (see Subsection 4.1.3), we can conclude that∫ ∞
0
|f(y)|φ(y) dy ≤ ‖f‖Hq ,
























Using condition (4.5), condition (4.4) and noting that K03 =
1
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Hence, (4.6) is proven. We can conclude by using (4.3)










is at least 1β .
For example, by choosing q =
√
2 − 1, p = 2, κ = 0.012 and β = 1208 the
conditions (4.4) and (4.5) hold and we obtain r0 ≥ 0.0008. It seems obvious
that this is not a sharp lower bound for the radius of convergence. Computing
the coefficients Kn for large n numerically, one expects that (Kn)n∈N is uni-




nKn. Determining the radius of convergence remains an
interesting open problem.
4.1.3 Proofs of the theorems
The following lemma makes it legitimate to use the representation (4.1) and
provides a helpful representation of the inner product and the norm on Hq.
Lemma 4.1.4. Let f, g ∈ Hq. It holds that
(a) ‖f (k)‖L2(R,γ) <∞, for all k ∈ N,
(b) limx→∞(fφ)(n−1)(x) = 0, for all n ≥ 1,












Proof. (a) Let f ∈ Hq, i.e. we suppose that f(x) =
∑∞
n=0 anĥn(x) for x ∈ R,
with
∑∞





(n−k)! ĥn−k(x) for k ≤ n














Recall that (ĥn)n is an orthonormal basis for L2(R, γ) (see Subsection 2.1.3).
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by using Hölder’s inequality in the last but one step and statement (a) in the
last step. Therefore, if limx→∞(<(f)φ)(n−1)(x) exists, then the limit must be








(<(f)φ)(n)(y) dy + (<(f)φ)(n−1)(0).
We conclude similarly that limx→∞(=(f)φ)(n−1)(x) = 0. Hence, the assertion
follows.
(c) Let f(x) =
∑∞
n=0 anĥn(x), g(x) =
∑∞
n=0 bnĥn(x) for x ∈ R. As in











(n−k)! ĥn−k(x) for x ∈ R and k ∈ N. Using that (ĥn)n is






























−1 − 1 + 1)n
= 〈f, g〉Hq .
(d) This statement follows directly from (c).
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Combining Lemma 4.1.4 (b) with the fact that functions of Hq are analytic, it









for all f ∈ Hq and x ∈ R.
Proof of Theorem 4.1.1. We want to compute an upper bound for the operator
norm of T (n) for n ∈ N, which simultaneously shows that these operators are
well-defined. Let mn(x) := xn, for x ∈ R. Note that


















































































n! · (1 + q−1)n/2.
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nT (n) is a linear and bounded operator on Hq.
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For the compactness of Tρ, note that T (n) is a finite-rank operator for all n ∈ N,
namely of rank 1, i.e. the range of T (n) is one-dimensional. As a finite-rank
operator, T (n) is a compact operator. Hence, the compactness of Tρ follows by
Proposition 2.1.1 (b).
In the following proposition, we show that the upper bound for ‖T (n)‖ cannot
be improved significantly.
Proposition 4.1.5. For 0 < q < 1 we have
‖T (n)‖ ≥ (2
√
1 + q)n+o(n).
Hence, the radius of convergence of
∑∞






ularly, for the special choice of q∗ =
√
2− 1, which is the optimal value for the
lower bound for the radius of convergence, this upper bound is very close to
the corresponding lower bound.
Proof. Note that ‖ĥn+1q
n+1
2 ‖Hq = 1. Hence,
||T (n)|| ≥ ||T (n)(ĥn+1q
n+1










































n(n− 1)! (2(n− k)− 2)!!






n(n− 1)! 2n−1−k(n− 1− k)!
































On the other hand, we use that ĥn+1 = 1√
(n+1)!
































































by using a recurrence relation for the Hermite polynomials in the last but one
step, i.e. it holds that hn(0) = −(n−1)hn−2(0) (see e.g. [AAR99, Section 6.1]).
Taking these computations together, we obtain































































which proves the proposition.
Proof of Theorem 4.1.2. Let −
√
1−q
1+q−1 < ρ <
√
1−q
1+q−1 . We begin by relating
the eigenvalue problem of Tρ to the persistence problem of the MA(1)-process.
First, note that (P+ρ )N (1l) = TNρ (1l) for all N ∈ N. By (1.6) we can rewrite
the persistence probability as follows:
P(X0 ≥ 0, . . . , XN ≥ 0) =
∫
S
TNρ (1l)(x2) dγ ⊗ γ(x1, x2).
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Let r(Tρ) be the spectral radius of Tρ. We need to show that∫
S
TNρ (1l)(x2) dγ ⊗ γ(x1, x2) = r(Tρ)N+o(N).
A priori we cannot exclude that r(Tρ) = 0 and thus, a straightforward appli-
cation of the results of Subsection 2.1.2 is not possible. We start by showing
the upper bound. Recall that
‖f‖L1(R,γ) ≤ ‖f‖L2(R,γ) ≤ ‖f‖Hq ,
for all f ∈ Hq. Using this, we obtain∫
S
TNρ (1l)(x2) dγ ⊗ γ(x1, x2) ≤ ‖TNρ (1l)‖L1(R,γ)
≤ ‖TNρ (1l)‖Hq
≤ ‖TNρ ‖ · ‖1l‖Hq
= r(Tρ)
N+o(N),
where the last step is due to Gelfand’s formula, i.e. r(Tρ) = limN→∞ ‖TNρ ‖
1
N .
Now, we turn to the lower bound. We need to consider two cases. If r(Tρ) = 0,
then clearly ∫
S
TNρ (1l)(x2) dγ ⊗ γ(x1, x2) ≥ r(Tρ)N
holds.
If r(Tρ) > 0, we show the lower bound by using the Krein-Rutman theorem
(Theorem 2.1.2) and Lemma 2.1.4. For this purpose, let us define the cone
C := {f ∈ Hq : f(x) ≥ 0 for all x ∈ R}. From [AE14, Proposition 1] it follows











where the last equality is due to Mehler’s formula (Proposition 2.1.5). It holds
that Kyq (·) := Kq(·, y) ∈ C for all y ∈ R. Since span{Kyq : y ∈ R} is dense in
Hq (see e.g. [Aro50]), the closure of C+(−C) is equal to Hq. Further, we have
Tρ(C) ⊆ C. Therefore, the Krein-Rutman theorem can be applied and yields
the existence of an eigenfunction g ∈ C with eigenvalue r(Tρ). Note that any
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for all f ∈ Hq and x ∈ R. Hence, ‖g‖∞ <∞. An application of Lemma 2.1.4
yields ∫
S
TNρ (1l)(x2) dγ ⊗ γ(x1, x2) ≥ r(Tρ)N+o(N).
Thus,
P(X0 ≥ 0, . . . , XN ≥ 0) = r(Tρ)N+o(N).
Now, note that [AMZ, Proposition 2.3] implies that r(Tρ) > 0. Hence,
λρ := r(Tρ) > 0 is the largest eigenvalue of Tρ by the Krein-Rutman theo-
rem. Further, we have P(X0 ≥ 0, . . . , XN ≥ 0) ≤ P(min0≤n≤bN
2
cX2n ≥ 0).
Note that {X2n : 0 ≤ n ≤ bN2 c} is independent. Hence,




which implies λρ < 1.
The representation of λρ as a power series follows as for the autoregressive case
(see proof of Theorem 3.1.2) by an application of Theorem 2.2.1.
Remark. Most parts of Section 4.1 are based on joint work with Frank Aurzada
(Darmstadt) and Christophe Profeta (Évry).
4.2 Further results
In this section, we present two further approaches to determine the persistence
exponent of moving average processes of order one. The first approach, which
is given in Subsection 4.2.1, is classical and is based on the uniqueness of the
eigenfunction given by the Perron-Frobenius theorem for integral operators
(Theorem 2.1.3). In Subsection 4.2.2 we show that, for the uniform distri-
bution, the persistence exponent of the corresponding MA(1)-process can be
represented as a root of some function.
4.2.1 Modification of exponential distribution
In this subsection, we determine the persistence exponent of MA(1)-processes
explicitly, where the random variables (ξi)i≥−1 have a modified exponential




1lx≥0, x ∈ R,
with β > 0. Note that the persistence probability is constantly one for ρ
non-negative since P(ξ0 ≥ 0) = 1. Therefore, we assume that ρ is negative.
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With the following result, we generalize [AMZ, Proposition 3.4]. There, the
exponential distribution is considered, that is the case for β = 1. In contrast
to [AMZ], we are able to deduce a result for more general distributions since
we have the uniqueness of the eigenfunction.
Proposition 4.2.1. Let (Xn)n∈N be a moving average process of order one.
Assume that −1 < ρ < 0 and that the distribution µ of ξ0 is continuous with
density φβ for β > 0. Then, the persistence exponent is given by (1− (−ρ)β),
i.e. we have
P(X0 ≥ 0, . . . , XN ≥ 0) = (1− (−ρ)β)N+o(N).
Proof. We first relate the persistence problem to an eigenvalue problem of a
suitable operator. From (1.6), we get that
P(X0 ≥ 0, . . . , XN ≥ 0) =
∫
S
(P+)N (1l) dµ⊗ µ =
∫
S∩[0,∞)2
(P+)N (1l) dµ⊗ µ,
where P+ is the canonical integral operator as in (1.5). Let




Here, let L2([0,∞), µ) be a real Hilbert space. Since (P+)N (1l)(x) = TN (1l)(x)
for all N ∈ N and x ∈ [0,∞), we get
P(X0 ≥ 0, . . . , XN ≥ 0) =
∫
S∩[0,∞)2






2 dµ(x) dµ(y) ≤ 1 < ∞. Thus, the kernel of
the integral operator T is an element of L2([0,∞)2, µ ⊗ µ). Accordingly, the
operator T is a Hilbert-Schmidt integral operator and, in particular, compact.




1l[−ρx,∞)(y) dµ(x) dµ(y) > 0,
for all Borel measurable sets B ⊆ [0,∞) with µ(B) > 0 and µ(BC) > 0.
This shows that T satisfies the irreducibility condition of Theorem 2.1.3. An
application of Theorem 2.1.3 yields that r(T ), the spectral radius of T , is
an eigenvalue of T with a unique normalized, positive eigenfunction. Note
that ψ : L2([0,∞), µ) → R, f 7→
∫
S∩[0,∞)2 f dµ⊗ µ is a bounded and positive
functional. Thus, we obtain by Lemma 2.1.4 that∫
S∩[0,∞)2
TN (1l) dµ⊗ µ = r(T )N+o(N).
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We continue by showing that (1 − (−ρ)β) is an eigenvalue of T with positive






















for x ∈ [0,∞). Note that g is a positive eigenfunction. Due to the uniqueness
of a positive eigenfunction, we get that r(T ) = (1− (−ρ)β), which proves the
proposition.
4.2.2 Uniform distribution
As stated at the beginning of this chapter, we have, under suitable conditions,
that the persistence exponent of a moving average process is equal to the largest
eigenvalue of the canonical integral operator:




The result of this subsection is motivated by the following observation: Suppose
that a corresponding eigenfunction f of the largest eigenvalue λ is analytic

























for x ∈ D, where cn is the n-th coefficient of the power series of the function f ·φ,
that is cn =
∑n
k=0 akbn−k.






























for n ≥ 1. Without loss of generality (multiplication of the eigenfunction)
we can set a0 = 1. If one finds a closed-form expression for an, one obtains
from (4.8) an equation for the persistence exponent λ.
The following lemma states that the eigenfunction f is analytic at 0 for uni-




](x), x ∈ R.




](x) for x ∈ R. If f is an
eigenfunction of some eigenvalue λ > 0 of P+, then f is analytic at 0.













holds. Since the right-hand side of the above equation is differentiable (in x),





that f is n times differentiable for every n ∈ N. In other words, the eigenfunc-
tion is infinitely often differentiable. To prove the analyticity of f at 0, we will
show that ∣∣∣∣∣f (n)(x)n!
∣∣∣∣∣→ 0, for n→∞, (4.11)






. By (4.10), we get f (n)(x) = 1λn ((P
+)nf(x))(n).







for an arbitrary function g ∈ B(R) we have
(P+g(x))(1) = ρg(−ρx)φ(−ρx) = ρg(−ρx), (4.12)
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= ρ(−ρ2) · . . . · ((−1)n+1ρn)f((−1)nρnx).
Note that f ∈ B(R), i.e. f is bounded. This, together with the assumption
|ρ| ≤ 1, yields ∣∣∣f (n)(x)∣∣∣ = ∣∣∣∣ 1λn ((P+)nf(x))(n)
∣∣∣∣ ≤ ∣∣∣∣C 1λn
∣∣∣∣ .
This proves (4.11), and the lemma follows.
We can now formulate our result for an MA(1)-process with uniform distribu-
tion.
Proposition 4.2.3. Let (Xn)n∈N be a moving average process of order one






















− 1, z ∈ (−1, 1).
Proof. By [AMZ, Section 2.1], we have that
P(X0 ≥ 0, . . . , XN ≥ 0) = λN+o(N),
where λ := r(P+) ∈ (0, 1) is the largest eigenvalue of the canonical integral
operator P+. Let f be a corresponding eigenfunction of λ. Due to Lemma 4.2.2
we have that f is analytic at 0, i.e. f(x) =
∑∞
n=0 anx
n. Without loss of








Chapter 4. Persistence of moving average processes
for n ≥ 1, since bi = φ(0)
(i)










, for all n ∈ N.




































which is the desired conclusion.
One can derive a similar statement for an MA(1)-process where the random
variables (ξi)i have a density of the form φ(x) = 1a+b1l[−a,b](x), x ∈ R, for
a, b > 0. Furthermore, one might expect that for other distributions of ξ0
with an analytic density φ a similar result holds. However, verifying that an
eigenfunction of the largest eigenvalue is analytic is, in general, more compli-
cated due to computational reasons. In contrast to other cases, the uniformly
distributed case has the benefit that the derivatives of the density vanish.
The just presented approach is an interesting ansatz aside from perturbation
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