Introduction
One of the main problems in the modern theory of automorphic forms is to understand the discrete spectrum of the space of square integrable automorphic functions of a reductive algebraic group defined over a number field. The non-cuspidal part of the discrete spectrum is generated by the residues of Eisenstein series following the theory of Langlands ([MW95] ). It is still an open problem to determine which residues of Eisenstein series do occur in the residual spectrum. The traditional approach follows from the Langlands theory of constant terms of Eisenstein series, which has been proved to be quite successful for certain families of Eisenstein series. For the general linear groups, the residual spectrum has been completely determined by the work of Moeglin and Waldspurger ( [MW89] ). The result turns out to be as conjectured by Jacquet ([J84] ). Some lower ranked cases have also been treated by this approach.
Started from the work of Jacquet and Rallis ( [JR92] ), another approach to determine the residual spectrum has been taken place. This approach is based on the inner structure of the cuspidal data, which one uses to build the Eisenstein series. The existence of the poles of such Eisenstein series is determined by the nonvanishing of certain period integral attached to the cuspidal data. This approach has also accomplished many interesting cases. We refer to [Jng-ecun] and [Jng-aim] for more detailed accounts of this approach.
In this paper, we study the residues of Eisenstein series of quasi-split unitary groups associated to maximal parabolic subgroup and generic cuspidal data. We show that the structure of the generic cuspidal data determines the location of the poles of the Eisenstein series and the structure of the corresponding residues. The structure of automorphic representations here are described in terms of the generalized Gelfand-Graev models attached to a certain family of nilpotent orbits in the corresponding Lie algebras. See §3 for the definition of the generalized Gelfand-Graev models and Theorem 4.6 for precise statement of our results. The relation between this new approach and the traditional approach is expressed by conjectures of the Gross-Prasad type. Some detailed remarks will be given by the end of this paper. For orthogonal groups, symplectic groups and metaplectic groups, this has been investigated in [GJR04] and [GJR05] .
It is worthwhile to mention that for unitary groups of three variable, the discrete spectrum of the space of square integrable automorphic functions has been completely determined by the work of Rogawski ([R90] ), the applications of which to arithmetic and number theory has been extensively discussed in [LR92] and [BR94] . The global Arthur packets in this case have been constructed by theta liftings and characterized by periods of automorphic forms by the work of Gelbart, Rogawski and Soudry in particular ( [GR91] and [GRS97] ), which forms typical examples for the development for the general unitary groups.
Eisenstein Series
We introduce the families of Eisenstein series on quasi-split unitary groups, which will be studied in the paper. where X r is the 2r-dimensional totally isotropic F -subspace of V m and X is the F -subspace dual to X r . The stabilizer of X r in U m is the standard maximal F -parabolic subgroup, which is denoted by P r = P (r,m), . Its Levi part M r is isomorphic to R E/F (GL r ) × U m−2r . An element of M r will be denoted by
3)
The unipotent radical of P r is denoted by N r , whose elements are denoted by n = n(x, z) =
(2.4)
In the following we assume that 1 ≤ r < [
]. Let π be an irreducible unitary cuspidal automorphic representation of R E/F (GL r )(A F ), where A F is the ring of adeles of F . We will denote by A E the ring of adeles of E. Let σ be an irreducible unitary generic cuspidal automorphic representation of U m−2r (A F ). Attached to the generic cuspidal datum (P r , π ⊗ σ), one has the Eisenstein series E(g; φ π⊗σ , s) on U m (A F ), which can be defined more precisely as follows.
We first realize the cuspidal automorphic representation π⊗σ in the space of square integrable automorphic functions
and for any fixed k ∈ K, the function
], the parameter s is identified with sα r , whereα r is the co-root dual to the simple root α r in the unipotent radical N r with respect to the maximal F -split torus T s . Note that α r determines the standard parabolic subgroup P r = P r,m . In our case we have
where we write g = um(a, h)k ∈ U m (A F ) and m(a, h) as in (2.3). Then the Eisenstein series is given by 
Residues of Eisenstein Series
We want to determine the location of the poles of the Eisenstein series E(g, φ π⊗σ , s). It follows from the Langlands theory of Eisenstein series that the Eisenstein series E(g, s, φ π⊗σ ) has a pole at s = s 0 ∈ R >0 if and only if its constant terms have a pole at s = s 0 . The constant term of the Eisenstein series E(g, φ π⊗σ , s) along a standard parabolic subgroup P is always zero unless P = P r ([MW95, II.1.7]). In this case, we have
We denote here by w r the longest Weyl element in the representatives of the double coset decomposition W Mr \W U m /W Mr of the Weyl groups. The intertwining operator M(w r , s) is defined by the following integral
which is an U m (A F )-mapping from the unitarily induced representation
to I(−s, w r (π ⊗ σ)). It reduces to determine the location of poles of the term M(w r , s)(Φ(·, φ π⊗σ , s)) in (2.8) for some holomorphic (or standard) section
where Φ v (·, φ πv⊗σv , s) is a section in I(s, π v ⊗ σ v ) and is unramified at almost all finite local places v, the term M(w r , s)(Φ(·, φ π⊗σ , s)) can be expressed as an infinite product
where r A denotes the Asai representation of the L-group of R E/F (GL r ), and N v (w r , s) is the normalized intertwining operator
which defines a mapping from I(s,
. , the normalized local intertwining operator N v (w r , s) is holomorphic for all choice of data, and nonzero for some choice of data. More precisely, in that domain, for any holomorphic section
is holomorphic for all choice of data and nonzero for some choice of data. Proof. By the Langlands theory of constant terms of Eisenstein series, the Eisenstein series has a pole at s = s 0 if and only if the constant terms of the Eisenstein series has a pole at s = s 0 . By (2.8), it is equivalent to the property that the global intertwining operator M(w r , s) has a pole at s = s 0 ≥ 1 2 . From identity (2.12), if the global intertwining operator M(w r , s) has a pole at s = s 0 , then the quotient
Note that
must have a pole at s = s 0 since, by Proposition 2.1, the product v N v (w r , s) is holomorphic for all choice of the data when s = s 0 ≥ 1 2
. Now both Lfunctions L(s, π × σ) and L(s, π, r A ) are nonzero for the real part of s greater than one. It follows that the product
has a pole at s = s 0 , then the global intertwining operator M(w r , s) has a pole at s = s 0 , because in (2.12), we can always choose a particular factorizable section Φ(·, φ π⊗σ , s) as in (2.10), so that the product
It remains to determine the location of the poles of the product of Lfunctions L(s, π × σ)L(2s, π, r A ).
Since both π and σ are unitary and generic, the Langlands functoriality transfers from the irreducible generic cuspidal automorphic representations of U m (A F ) to the general linear groups established in [KK04] and [KK05] imply that the automorphic L-function L(s, π × σ) converges absolutely and does not vanish for Re(s) > 1, and has at most a simple pole at s = 1.
The same statements hold for the Asai L-function L(s, π, r A ), i.e. it converges absolutely and does not vanish for Re(s) > 1, and has at most a simple pole at s = 1. This follows from the following identity
where θ is the nontrivial Galois element in the Galois groups of E/F and δ is the character associated to the quadratic extension E/F via the class field theory. Since L(s, π × π θ ) is holomorphic and nonzero for Re(s) > 1 and has a possible simple pole at s = 1, and both L(s, π, r A ) and L(s, π, r A ⊗ δ) are holomorphic for Re(s) > 1, one knows that both L(s, π, r A ) and L(s, π, r A ⊗δ) do not vanish for Re(s) > 1. (We would like to thank H. Kim for telling us this simple argument.)
This proves that the product of L-functions L(s, π × σ)L(2s, π, r A ) has possible simple poles at either s = 1 2 or s = 1. The proposition follows.
We denote the residues at s = 1 2 and at s = 1 of E(g, s, φ π⊗σ ) by
(2.14)
(2.15)
Various Models for Unitary groups
We introduce various models for automorphic forms on quasisplit unitary groups, which are the unitary group versions of the generalized GelfandGraev models or Bessel models for orthogonal groups ([GJR05]) or the FourierJacobi models for symplectic or metaplectic groups ([GJR04]).
Hermitian Type
In this section we consider the case where = +, i.e. V + m is Hermitian. Then U + m is an Hermitian F -quasisplit unitary group. As in [GJR05] for the orthogonal groups, we shall introduce the analogue of the generalized Gelfand-Graev models, or the generalized Bessel models for Hermitian unitary groups.
Let {e 1 , · · · , e m } be an E-basis for V + m so that
where < x, y >= t y θ J + m x. Take e to be an integer with 1 ≤ e < [ 
where u = (u i,j ) ∈ U e , which is the standard maximal unipotent subgroup of GL e (E), and x = (x i,j ) belongs to the additive group consisting of all e × (m − 2e)-matrices over E. Let ψ be a nontrivial character of A F /F . We define a character ψ m,e of V m,e (A F ) by
if m is odd, and by
if m is even. It is clear that the character ψ m,e just defined is trivial on V m,e (F ). The Levi subgroup of U + m which normalizes V m,e is of form
The subgroup of R E/F (GL 1 ) e × U 
where F ψm,e (ϕ)(g) is the (V m,e , ψ m,e )-Fourier coefficient defined by
Skew-Hermitian Type
In this section we consider the case where = −1, i.e. V m,− is skewHermitian. We denote by U m,− the skew-Hermitian unitary group of V m,−1 . In this case we introduce the unitary group version of the Fourier-Jacobi models or periods. The symplectic or metaplectic version of the FourierJacobi models or periods was considered in [GJR04] . We have to recall the Weil representations and theta functions. It is known that there are many good references for such topics. However, we refer to [JngS06] for details about the local and global calculations of the relevant cocycles. The basic facts about unitary groups and Weil representations are addressed in [GR91] , §3.
We denote by (V m,− , h) be a nondegenerate skew-Hermitian E-vector space, which has E-dimension m.
is a nondegenerate symplectic F -vector space of F -dimension 2m. Let
be the Heisenberg group associated to (W, tr E/F (h)). As in [JngS06] , we may introduce both global metaplectic double cover, Mp(W )(A F ), for Sp(W )(A F ), where Sp(W ) is the symplectic group associated to (W, tr E/F (h)). By Proposition 3.1.1, [GR91] , by means of the natural embeddings, the metaplectic double cover Mp(W )(A F ) splits when restricted to the subgroup U m,− (A F ) and the F -rational points U m,− (F ) is in Sp(W )(F ). Let W = X + X * be the complete polarization of W . Then for each given nontrivial character ψ of A F /F , there is a unique (up to equivalence) Weil representation ω ψ realized in the Schrödinger model S(X(A F )). We refer to §2.1, [JngS06] for details of some basic formulas related to the Weil representation. For any ϕ ∈ S(X(A F )), we define the theta function attached to ϕ by
(3.6)
Since the Weil representation ω ψ splits when restricted to U m,− (A F ), the theta function θ( g, ϕ, ψ) is an automorphic function on U m,− (A F ).
As in §3.1, we introduce the standard unipotent subgroup V m,e (as (3.1)), which consists of elements of type:
where u = (u i,j ) ∈ U e , which is the standard maximal unipotent subgroup of GL e (E), and x = (x i,j ) belongs to the additive group consisting of all e × (m − 2e)-matrices over E. We define a character ψ
which is the generic character of U e . Since
we define the projection
m,e = (x e,1 , · · · , x e,m−2e ; z e,1 ). 
(3.11) 11
Periods of Residues: Hermitian type
We shall calculate periods for a certain family of residues of Eisenstein series on unitary groups, which will be related to nonvanishing of the central value of the relevant L-functions.
Regularization of periods
As before we denote by U + m the F -quasisplit unitary group of Hermitian type, i.e. = 1. Let τ be an irreducible unitary generic cuspidal automorphic representation of U + 2n+1 (A F ), and σ be an irreducible unitary generic cuspidal automorphic representation of U + 2k (A F ). Thanks to [KK04] and [KK05] , the Langlands functorial transfer of τ and σ to R E/F (GL 2n+1 )(A F ) and R E/F (GL 2k )(A F ), respectively, exists. The image of τ and σ under the Langlands functorial transfer are denoted by π(τ ) and π(σ), respectively. The structure of the image has completely determined by [KK04] and [KK05] , and by [S05] .
We assume that both π(τ ) and π(σ) are cuspidal, although the general cases can be treated by the same ideas and methods, but need more complicated calculations.
We consider the following four types of Eisenstein series and their residues. When 2n + 1 > 2k, we consider both U + 4n+2k+2 and U + 6n+3 . In U + 4n+2k+2 , take the generic cuspidal datum (P 2n+1 , π(τ )⊗σ), where P 2n+1 = M 2n+1 N 2n+1 is the standard maximal parabolic subgroup, with its Levi subgroup M 2n+1 isomorphic to the product R E/F (GL 2n+1 ) × U + 2k . In U + 6n+3 , take the generic cuspidal datum (Q 2n+1 , π(τ ) ⊗ τ ), where Q 2n+1 = L 2n+1 V 2n+1 is the standard maximal parabolic subgroup, with its Levi subgroup L 2n+1 isomorphic to the product R E/F (GL 2n+1 ) × U + 2n+1 . When 2n + 1 < 2k, we consider both U + 4k+2n+1 and U + 6k . In U + 4k+2n+1 , take the generic cuspidal datum (P 2k , π(σ) ⊗ τ ), where P 2k = M 2k N 2k is the standard maximal parabolic subgroup, with its Levi subgroup M 2k isomorphic to R E/F (GL 2k )×U + 2n+1 . In U + 6k , take the generic cuspidal datum (Q 2k , π(σ)⊗σ), where Q 2k = L 2k V 2k is the standard maximal parabolic subgroup, with its Levi subgroup L 2k isomorphic to R E/F (GL 2k ) × U + 2k . When 2n + 1 > 2k, the Eisenstein series E(g, φ π(τ )⊗σ , s) has at most a simple pole at s = . On the other hand, the Eisenstein series E(g, φ π(τ )⊗τ , s) has a simple pole at s = 1. We denote the 12 residues by
and
respectively. These are special cases of (2.14) and (2.15, respectively. Note that the residue E π(τ )⊗τ is nonzero, but the residue E π(τ )⊗σ may be zero. When 2n + 1 < 2k, the Eisenstein series E(g, φ π(σ)⊗τ , s) has at most a simple pole at s =
respectively. These are special cases of (2.14) and (2.15), respectively. Note that the residue E π(σ)⊗σ is nonzero, but the residue E π(σ)⊗τ may be zero. When 2n + 1 > 2k, we want to calculate the following period
as defined in (3.4) with m = 6n + 3, e = n − k, ϕ = E 1 (·, φ π(τ )⊗τ ), and φ = E 1 2 (·, φ π(τ )⊗σ ). When 2n + 1 < 2k, we want to calculate the following period
as defined in (3.4) with m = 6k, e = k − n − 1, ϕ = E 1 (·, φ π(σ)⊗σ ), and φ = E 1 2 (·, φ π(σ)⊗τ ). As in [GJR04] and [GJR05] , we have to use the Arthur truncation to regularize both periods in (4.5) and in (4.6). Recall from (3.4) that the period in (4.5), P(E π(τ )⊗τ , E π(τ )⊗σ , ψ 6n+3,n−k ) is given by
(4.7)
We will apply the Arthur truncation to the residue E π(τ )⊗σ (h). Similarly, the period in (4.6), P(E π(σ)⊗σ , E π(σ)⊗τ , ψ 6k,k−n−1 ) is given by
We will have to apply the Arthur truncation to the residue E π(σ)⊗τ (h). We follow from §3.3, [GJR05] , and §4.1, [GJR04] . Write φ = φ π(τ )⊗σ , w = w 2n+1 , G = U 4n+2k+2 and P = P 2n+1 . Following [Ar78] and [Ar80] , the truncation of the Eisenstein series E(g, φ, s) is defined as follows: (H(γg) ).
(4.9)
The constant term E P (g, φ, s) of the Eisenstein series E(g, φ, s) along P can be expressed as (see (2.8) for definition and take r = 2n + 1)
We remark that the summation in (4.9) has only finitely many nonzero terms and converges absolutely (Corollary 5.2, [Ar78] ). The truncated Eisenstein series can then be rewritten as follows . We denote by E s 0 (g, φ) the non-zero residue of E(g, φ, s). Then we have
(4.11)
Following the argument in [GJR04] , §4.1, and [GJR05], §3.3, we obtain from (4.10) and (4.11) the formula for the period P(E π(τ )⊗τ , E s 0 (g, φ), ψ 6n+3,n−k ):
Similarly, we have to prove the following Proposition, which will be done in the next subsection.
Proposition 4.1. For i = 1, 2, the following periods
converge absolutely for Re(s) large and have meromorphic continuation to the whole complex plane.
Since both Λ c E(g, φ, s) and Λ c E s 0 (g, φ) rapidly decay in the usual sense, the periods P(E π(τ )⊗τ , Λ c E(·, φ, s), ψ 6n+3,n−k ) and
converge absolutely. By the Proposition 4.1, P(E π(τ )⊗τ , E 1 , ψ 6n+3,n−k ) and P(E π(τ )⊗τ , E 2 , ψ 6n+3,n−k ) converge absolutely for Re(s) large and have meromorphic continuation to the complex plane. Hence we have
It follows that
This gives the regularization for the period P(E π(τ )⊗τ , E s 0 (·, φ), ψ 6n+3,n−k ).
, it is exactly the period defined in (4.7), which is the case when 2n + 1 > 2k.
By the same argument, we have the regularization for the period in (4.8) when 2n + 1 < 2k.
, it recovers the period in (4.8).
Corollary 4.2. The periods defined in (4.5) and (4.6) are regularized as in (4.12) and (4.13), respectively.
Period identity
We shall establish an identity for the period of the residues and as consequence, we prove Proposition 4.1.
First, the convergence for the real part of s large of periods P(E π(τ )⊗τ , E i , ψ 6n+3,n−k ) with i = 1, 2 follows as in the proof of Proposition 3.1, [GJR01] . The meromorphic continuation of both periods will follow from the explicit calculation.
We shall investigate the period P(E π(τ )⊗τ , E 1 , ψ 6n+3,n−k ) in detail, while the conclusion for the period P(E π(τ )⊗τ , E 2 , ψ 6n+3,n−k ) follows from the same argument. By (4.7), the period P(E π(τ )⊗τ , E 1 , ψ 6n+3,n−k ) is given by the following integral
(4.14)
where G = U 4n+2k+2 as before, and
with P = P 2n+1 in G. In the following we set
Then, for the real part of s large, (4.14) is absolutely convergent, and so we can unfold E 1 in (4.14):
(4.15) Recall that N is the unipotent radical of the parabolic subgroup P = M N . Factoring the measure N (F )\N (A F ), we obtain the following integral as an inner integration in (4.15)
We first investigate the Fourier coefficient given in (4.16). Consider the Weyl group element of U 6n+3 represented by
In (4.16), since E π(τ )⊗τ (g) is automorphic, we may replace E π(τ )⊗τ (xg) by E π(τ )⊗τ (wxw −1 wg), and obtain
We have to explain the notations used in (4.17):
the unipotent element
and the element z(v , y 1 , y 2 , y 3 , x) is defined as the following product 
where
Note that v ∈ V 2n+1,n−k , and it is embedded in U 6n+3) as described in the matrix z(v , y 1 , y 2 , y 3 , x). Hence we have
The variable y 1 is in R E/F (Mat 2n+1×2k+1 ) with the condition that the k +1-th column is zero. The variables y 2 ,y 3 and x have no restriction except that the element z(v , y 1 , y 2 , y 3 , x) belongs to U 6n+3) . All variables are integrated over the quotients of the A F -points of the corresponding affine spaces modulo the F -points.
Let R = R E/F (Mat 2n+1×1 ) denote column vector. We embed R into R E/F (Mat 2n+1×2n+1 ) by identifying it with the n + 1-th column. Via this embedding we view R as a subgroup of U 6n+3 by considering the group of all matrices
We now take the Fourier expansion of the residue E π(τ )⊗τ (g) in (4.17) along the group R and obtain
Here the sum is over all characters of the group R(F )\R(A F ), which can be identified with R(F ). By ξr we denote the inner product of ξ with r where we identify each element as a column vector. We are going to use the same argument as in §3.4, [GJR05] , to calculate the Fourier coefficient in (4.17). We prefer to give here necessary technical steps of the argument and refer to §3.4, [GJR05] for more detailed explanation of the calculation.
Denote by X the subgroup of U 6n+3 consisting of all matrices {m(x)} as defined above. Let X 1 denote the subgroup of X which consists of all matrices {m(x)} in X such that all rows, except the bottom row, are zero. Let X 1 denote the group of all matrices m(x) in X such that the last row of x is zero. Hence we have that
By replacing in (4.17) the residue E π(τ )⊗τ (g) by its Fourier expansion (4.19), we obtain Choose a suitable element x(ξ) ∈ X 1 (F ) and rewrite the residue as
By calculating the conjugation x(ξ)rz(v , y 1 , y 2 , y 3 )x(−ξ) and by changing the variables and collapsing the summation with integration for x(ξ)x in (4.20), we obtain
where all variables are integrated as before except y 1 where now it is integrated over all R E/F (Mat 2n+1×2k+1 ). Define the subgroup Y of U 6n+3 consisting of all unipotent element of the form
where y ∈ R E/F (Mat 2n+1×n−k ). Let Y 1 denote the subgroup of Y which consists of all matrices l(y) with all columns, except the last one, being zero. We are going to use the argument by means of Fourier expansion along Y 1 (F )\Y 1 (A F ) to calculate the integral in (4.21). Let X 2 denote the subgroup of X which consists of all matrices m(x) in X with all rows, except the (n − k − 1)-th row, being all zero. Let X 2 denote the group of all matrices m(x) of X such that the last two rows of x are zero. Hence we have that
Arguing as before, using a suitable F -rational element, say, x 2 (ξ) ∈ X 2 (F ), the integral in (4.21) equals Continuing this process column by column in Y we eventually obtain that (4.22) equals
where now y is integrated over the quotient of the A F -rational points of the affine space R E/F (Mat 2n+1×n−k )(A F ) modulo the F -rational points, with the first column being zero. Let Y n−k denote the subgroup of Y which consists of all matrices l(y) with all columns, except the first one, being all zeros. We take the Fourier expansion along the group Y n−k for the residue E π(τ )⊗τ (g).
It is clear that the group of all characters of Y n−k (F )\Y n−k (A F ) can be identified with Y n−k (F ), and the adjoint action of the group R E/F (GL 2n+1 )(F ) on Y n−k (F ) has two R E/F (GL 2n+1 )(F )-orbits. Hence we can write the summation (4.24) as a sum of two summations according to the two orbits. By replacing the residue E π(τ )⊗τ (g) by its Fourier expansion (4.24) in the integral (4.23), we deduce that the summation over the Zariski open orbit must be zero and the contribution from the close orbit, i.e. the zero orbit gives what we wanted. More precisely, we can calculate as in Pages 177-178, [GJR05] , and by the cuspidality of π(τ ), we obtain the integrals of the following type as inner integration in each summand over the Zariski open orbit:
(4.25)
By the analogue of Proposition 3.6, [GJR05] , we deduce that the residue E π(τ )⊗τ (g) has no nonzero Fourier coefficients with respect to (V 6n+3,3n−k+1 , ψ 6n+3,3n−k+1 ).
Hence the contribution from the Zariski open orbit must be all zero. This implies that (4.23) equals
(4.26) where now y is integrated over the quotient of the A F -rational points of R E/F (Mat 2n+1×n−k ) modulo the F -rational points.
Note that the unipotent subgroup of U 6n+3 generated by all elements of type l(y)z(0, y 1 , y 2 , y 3 , 0) is exactly the unipotent radical V 2n+1 of the standard maximal parabolic subgroup Q 2n+1 = L 2n+1 V 2n+1 of U 6n+3 , as first given 20 in §4.1. Hence the partial integration over V 2n+1 (F )\V 2n+1 (A F ) in (4.26) is the constant term of the residue E π(τ )⊗τ (g), which will be denoted by
Therefore, (4.26) can be written as
where z(v , x) = z(v , 0, 0, 0, , x). We summarize the above calculation as Proposition 4.3. Integral (4.15) equals
where the integration on the variable h is over
Next, we are going to simplify the integral in (4.28). The constant term E V 2n+1 π(τ )⊗τ of the residue E π(τ )⊗τ can be simplified as follows:
(4.29)
If we write as the Iwasawa decomposition U 6n+3 (A F ) = Q 2n+1 (A F )K that g = vl(a, b)k , then we have
By the Iwasawa decomposition for U 4n+2k+2 (A F ) with respect to
and it follows that if we write h = nm(a, b)k, then from the definition of Φ c , we have
Also we have to change the order of integrations in (4.28) by
It follows that (4.28) equals
(4.30)
We denote the (V 2n+1,n−k , ψ 2n+1,n−k )-Fourier coefficient in (4.30) by
We consider the Langlands decomposition for GL 2n+1 (A E )
and set PM 2n+1,2k = R E/F (PGL 2n+1 ) × U 2k . Let d be the degree of the number field E over Q. Then (4.30) equals
It is easy to see that
which has a simple pole at s = 1 2
. In (4.32) we are left with
(4.33) which is holomorphic in s. Hence we obtain from the above explicit calculation and (4.12) the main identity for this case. , the period
, the period
where PM 2n+1,2k = R E/F (PGL 2n+1 ) × U 2k and the constant c =
Remark 4.5. From formulas (4.32) and (4.33), the period
has meromorphic continuation to the whole complex plane.
This completes the proof of Proposition 4.1 for this period. The statement for the period P(E π(τ )⊗τ , E 2 , ψ 6n+3,n−k )
follows from the same argument (as in §3.4, [GJR05] and [GJR01] ). Hence the proof for Proposition 4.1 is now completed. Therefore the case when 2n + 1 > 2k is done. It is clear now the other case when 2n + 1 < 2k can be done in the exactly same way. We omit the details here.
Nonvanishing in terms of the periods
Recall from §2.2 the definition of a family of Eisenstein series E(g, φ π⊗σ , s) on the Hermitian unitary group U m (A F ) attached to the generic cuspidal data (P r , π ⊗ σ), where π is the irreducible unitary cuspidal automorphic representation of GL r (A E ) and σ is an irreducible generic unitary cuspidal automorphic representation of U m−2r (A F ). From Proposition 2.2, the location of the poles of the Eisenstein series E(g, φ π⊗σ , s) is determined by that of the product L(s, π × σ)L(2s, π, r A ). (4.34)
We want to get more precise information about the location of poles of the Eisenstein series E(g, φ π⊗σ , s) in terms of the cuspidal datum (P r , π ⊗ σ). When the pole is at s = 1, then L(s, π × σ) has a pole at s = 1. By the Langlands functorial transfer from U m−2r (A F ) to GL m−2r (A E ) ( [KK04] , [KK05] , and [S05]), we know that r and m must be in the same parity. and π must be the image of an irreducible generic unitary cuspidal automorphic representation of U r (A F ) and also must be one of the isobaric factors of the image π(σ) of σ under the Langlands functorial transfer. The converse follows also easily from the explicit Langlands functorial transfer from Fquasisplit unitary groups to the general linear groups ( [KK04] , [KK05] , and [S05] ). However, we conjecture that if r and m are in the same parity, the possible pole can only be at s = 1.
When the possible pole is at s = 1 2
, which we conjecture can only occur in in the case when r and m are not in the same parity. If this pole occurs, then the Asai L-function L(s, π, r A ) must have a pole at s = 1, and hence π = π(τ ) is the image of an irreducible generic unitary cuspidal automorphic representation of U r (A F ) under the Langlands functorial transfer ( [KK04] , [KK05] , and [S05] ). For simplicity, we assume that σ is stable, i.e. the image of σ under the Langlands functorial transfer is cuspidal. This is a technical assumption undertaken in the previous section, although we conjecture the general case can be established by using the same arguments as well. . By the definition of the models or periods of automorphic forms for the Hermitian type unitary groups in §3, when 3r > m, the period is given by P(φ τ , φ σ , ψ r,
) and when 3r < m, the period is given by P(φ σ , φ τ , ψ r,
). Suppose that m is even, then r is odd. We write r = 2n + 1 and m − 2r = 2k. Then 3r > m is the same as 2n + 1 > 2k. In this case the period is given by
(4.35) We consider the following generic cuspidal forms
(4.36)
where φ π(τ ) is the complex conjugate of φ π(τ ) . Recall from (2.5) and §4.1 that
We need the following Lemma, the proof of which is the same as that of Proposition 5.3 in [GJR04] . We omit the details here.
Lemma 4.7. If the period
does not vanish for some given φ σ ∈ V σ and φ τ ∈ V τ , then integral (4.33)
does not vanish for the corresponding data defined in (4.36) and (4.37), and for φ π(τ ) ∈ V π(τ ) , where F ψ 2n+1,n−k (φ π(τ )⊗τ ) is defined as in (4.31).
By Lemma 4.7 and Theorem 4.4, if the period
does not vanish for some given φ σ ∈ V σ , φ τ ∈ V τ , and φ π(τ ) ∈ V π(τ ) , then the period
does not vanish for the corresponding data. In particular, this implies that the residue E π(τ )⊗σ (h) does not vanish for the given data. This shows that the Eisenstein series E(g, φ π(τ )⊗σ , s) (2n + 1 > 2k, or 3r > m) has a pole at 
Hence we obtain the result that if the period P(φ τ , φ σ , ψ 2n+1,n−k ) does not vanish, then the L-function L(s, τ × σ) does not vanish at s = 1 2 . This proves the theorem for the case when 3r > m or equivalently 2n + 1 > 2k.
When 3r < m, by the above notation, we have 2n + 1 < 2k. We can use the Eisenstein series E(g, φ π(σ)⊗τ , s) and the same argument to show that the following L-functions
. The definition of these L-functions are valid via the Langlands functorial transfer ( [KK04] , [KK05] , and [S05] ). Hence we still obtain that the product
has a pole at s = . By Proposition 2.2, the Eisenstein series E(g, φ π(τ )⊗σ , s) also has a pole at s = . This completes the proof for the Eisenstein series E(g, φ π(τ )⊗σ , s). It is clear now that the proof for the other Eisenstein series E(g, φ π(σ)⊗τ , s) is the same. This finishes the proof of Theorem 4.6.
Final Remarks

Various Models
In §3, following [S05] , we introduced the models of the Gelfand-Graev type and of the Fourier-Jacobi type for Hermitian unitary groups and for skewHermitian unitary groups separately. However, one can easily find that both models can be introduced for either Hermitian unitary groups or skewHermitian unitary groups.
Periods of the Fourier-Jacobi type
It is easy to see that the most of the work in §4 can be carried over for the periods of the Fourier-Jacobi type introduced in §3.2. This can be compared to the work ( [GJR04] and [GJR05] ) for the periods of the Gelfand-Graev type for orthogonal groups and the periods of the Fourier-Jacobi type for the symplectic or metaplectic groups. We omit the discussion here. However, there is an important difference for unitary groups from these for orthogonal, symplectic, or metaplectic groups. This can be explained in terms of global Langlands parameters as follows. For simplicity, we consider Hermitian unitary group only, which is denoted by U m , and the corresponding Hermitian form is given by J m = J for any g ∈ GL m (C) and ι ∈ Γ E/F . It is easy to check that the representation is well defined. Following from this definition, one can calculate directly that the representation ρ 2m is of symplectic type if m is even, and is of orthogonal type if m is odd. This means that when m is even, the image
is included in the symplectic subgroup Sp 2m (C) of GL 2m (C); otherwise it is included in the orthogonal subgroup O 2m (C). Let L F be the conjectural Langlands group attached to the number field F . The global Langlands parameter of U m is an admissible homomorphism For an irreducible cuspidal automorphic representations π m of U m (A F ) and an irreducible cuspidal automorphic representations π n of U m (A F ), the tensor product π m ⊗ π n is an irreducible cuspidal automorphic representation of (U m × U n )(A F ). The Langlands dual group of U m × U n is L (U m × U n ) = (GL m (C) × GL n (C)) Γ E/F .
(5.5)
It has the 2mn-dimensional complex representation ρ 2mn given by (g m , g n ) → g m ⊗ t g Then we expect to have the following identity of L-functions
The L-functions are of degree 2mn. It is easy to check that ρ 2mn is of orthogonal type if m and n are in the same parity; and of symplectic type otherwise.
Recall from §3.1 that the periods defined in (3.4) deal with the different parity of unitary groups U m and U m−2e−1 . In this case, the above discussion and the discussions in [GJR04] and [GJR05] ) of the Lfunctions should be critical in the sense of Deligne. Theorem 4.6 suggests that the periods given in the theorem should be attached to the central critical value of the L-functions. Some precise conjectures of this nature, which are the refinement of the Gross-Prasad conjecture ( [GP92] and [GP94] , are given by Ichino and Ikeda recently for some important cases of orthogonal groups ( [II06] ). There should be expected to have a unitary group version of such conjectural identities. While the periods defined in §3.2 deal with the same parity of unitary groups U m and U m−2e . In this case, the L-functions L(s, π m ⊗ π m−2e , ρ 2m(m−2e) ) should be of orthogonal type. The period are expected to be attached to the pole at s = 1 of such L-functions. This is compatible with the results proved in [GJR04] and [GJR05] .
