Abstract
According to data storage mode, the network monitoring system can be divided into the centralized storage network monitoring system and distributed storage network monitoring system. The main characteristics of centralized storage network monitoring system are to centralizedly store a variety of monitoring information from a variety of distributed environments; this storage method is convenient for data management, maintenance and access. This storage method usually is requires the backbone network to have sufficient bandwidth, centralized storage hardware and software system with high reliability, it is suitable for highly centralized access. Its main disadvantage is when the backbone network implementation or centralized storage work failure, it will affect the whole monitoring system to work normally causing relatively serious losses, Unlike the centralized storage monitoring system, the sensor data information of a distributed monitoring system stored in different computers, These computers are connected through their respective software interface with the centralized management, data scheduling computer. Centralized management and dispatching center is in charge of the management of the whole distributed system, receiving user's data access request, to meet the functional requirements of users access via the data scheduling.
Data Monitoring System Model based on Sensor Network
In this study, the sensor is used as the terminal test node, the technology of the Internet of things is used to communicate, and Linux system is used as the software platform. Different sensors are used to the different system for different purposes.
1 The Construction of the Hardware Monitoring Platform
The hardware structure of this data monitoring system mainly includes three parts: the terminal node, the gateway routing node (center gateway, border gateway), remote central monitoring node. Each node performs different functions. The terminal nodes of remote data monitoring system, improve on the performance of power management, network routing algorithm, network communication protocol and the center monitoring software system, So in the course of construction, we should take these factors into account and use the hardware and software which can meet its requirements. The actual hardware topology is shown in Figure 1 .
In the remote data monitoring system based on Sensor Networks, you can choose different sensors for detecting various parameters. The terminal nodes can transform the data parameter into data modulated signal through the sensor, then modulates the radio frequency signal and generates a modulated signal, and then the modulated signal is sent to the gateway node through the terminal node of the antenna for data fusion and aggregation.
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The server Remote user Each node of monitoring terminal includes data acquisition module (various types of sensors), data processing and control module (microprocessor, memory), communication module (wireless transceiver) and power supply module. In the design it is very necessary to consider these factors (e.g. Node efficiency, node reliability, economic cost and so on), the terminal node can be adjusted according to the need, the work required is only adding terminal nodes of different data parameter test.
The gateway routing node is used to realize the self coordination network and information processing of the entire monitoring sub segment. In the process of establishing the data monitoring network, the key of work test is different due to the different specific environment, so the different segment requires a separate setting. First of all, each gateway node should initialize its segment to avoid mutual interference of terminal nodes, and other signal interference. The gateway node uses different physical addresses to each terminal node in the network to distinguish different node, the gateway node periodically sends a query command after the whole network application. When discovering a new network node the system will automatically add it to the network node list, and send the new routing table.
In addition to self-organized characteristics, the gateway node is responsible for information analysis and processing firstly, and stores the processed data to the embedded database for the query. The gateway node is usually limited in number, generally the power requirements are not strict, can use a variety of means of communication with other nodes of the network (such as Internet, satellite or mobile communication network). In the monitoring data system of the internet of things, star type topology design is adopted.
The remote central monitoring node is the management center of the whole system, collecting and processing the data parameters of each region, and put forward different reasonable suggestions according to the results of the analysis, complete data storage and processing, data visualization, the management of the Internet of things. The hardware is mainly the large-scale disk array and high performance workstation server.
In the whole data monitoring system, after the completion of Hardware deployment and software parameter settings, you can intuitively monitor the parameters of the terminal sensor node region. The specific process is as follows:
(1) The remote monitoring center sends out the control command, through the gateway node, activate the terminal sensor node to detective parameters.
(2) When the terminal node processor receiving the instruction, the command is decoded by the main processor. If the node address and a control instruction address are consistent, start sensor to collect data, and transfer the final collected data to the node processor. After the node main processor capturing the measuring data, it analyses and fuses related data and packs the data into the data frame which meets the 6LoWPAN protocol standard, then adds a packet header, node number and other information. Then the packed data were sent to the radio frequency module for transmitting, at the same time other node's routing also can be transmitted in the node.
(3) Center node converges each terminal node parameter, and sends out the corresponding control instruction.
2 Software System Integration and Design
For the convenience of the different module interface, the overall software design shall adopt consistent, modular design. Because the Linux system is matured and stable, open source code, and particular has its unique advantages in the aspect of network communication. So all the node platforms for Development and application use the Linux operating system.
In the data monitoring system, the management function is more complex, tasks and monitoring parameters are varied. So must set aside software interfaces for other parameter testing software in the future. The terminal nodes due to its energy saving aspects, can use the minimum embedded Linux operating system after cutting, the gateway node uses the common embedded Linux operating system, while the center node using the complete Linux system. This software platform architecture ensures the software, consistency of the whole system, in order to facilitate the future security and maintenance.
2.1 Software Design of the Terminal Node
Terminal node hardware platform mainly includes the core controller, I/O interface, memory module and RF transceiver module. Its hardware structure determines the terminal node with minimum embedded Linux operating system after cutting, must use the revised protocol stack to realize message fragmentation and reassembly, header compression ， address auto configuration, multicast and security. Protocol stacks data frame format conforms to IEEE802.15.4, the data parameter testing protocol frame format is shown in Figure 2 . The MAC load part includes control information of the upper layer protocol frame and data parameters, sensor node number and other information.
Figure 2. The Testing Protocol Frame Format
As the terminal nodes, the software design of energy saving is an important consideration. The terminal nodes use the working mode based on the threshold: when the monitoring data size is below the threshold, not to send; when the monitoring data size is between a reporting threshold and alarm threshold, circularly report the real-time data in a long time; when the monitoring data size exceeds the alarm threshold; circularly report the real-time data in a shorter time. The working mode not only ensures reliable access to critical real-time data, but also reduces the energy consumption by frequently sending useless data.
2.2 Software Design of Monitoring Center
The monitoring center application software is as friendly as possible for the user to operate, displaying the danger or abnormal condition clearly and alarming clearly, summarizing and analyzing the data parameters, communicating with the bottom.
Based on the requirements of design target, the monitoring center software platform uses B/S framework. Monitoring center application realizes data monitoring, network management via the core platform, and start the terminal data monitoring nodes to sample the regional data. When the monitoring center collecting sample data sent by routing nodes, the data can be stored in the backstage database, at the same time, the monitoring center provides a user interface to analyze and process the data parameters, using graphics display, finally give a visual or audible alarm according to the results of the analysis. The system application program mainly consists of 4 functional modules: document processing module, system configuration module, the analysis and processing module and alarm module.
The software system platform of monitoring center is a Linux system, the database is an ORACLE large relationship database. The document processing module can realize the data storage, retrieval and printing function, can also save the application work environment parameters, in order to comprehensively cope with later data.
The system configuration module can realize the hardware and software configuration of the entire data monitoring system, including the detection of hardware when the application starts, the software and hardware initialization environment after the hardware detection.
The analysis and processing module is the core module of the monitoring center, mainly includes the analysis of monitoring data, classification, comparison, model building, data normalization, data curve plotting and display. Generally include the following 4 aspects:
(1) With geographic information systems, display all terminal node positions and real time data on the map, which can realize fast positioning geographic coordinates of data terminal node for the monitor (2) Time is the x-axis, all terminal node history or the real-time data are on the y-axis. According to the curve graph, the monitor can analyze the change of data parameters in a period of time. Then combining with other monitoring information, analysis, improve the early warning mechanism; (3) Based on the node ID display, according to the size of logo, display all the real-time data and the state of the node, so the monitor can extract monitoring data and observe the state of the node, maintaining the whole network system in a timely and effective manner.
(4) The construction of the data parameter model, the parameter prediction model and the expert system, they provide a scientific basis for the leadership decision-making. The alarm function module can realize to alarm the abnormal conditions on the data parameters. Mainly achieve fast positioning of abnormal nodes and alarm, according to a set of exception handling strategy. Alarm modes include in a graphical interface, fast flashing red alarm information, alarm prompting sound emitted by the speaker.
System Evaluation:
In the data monitoring system, a large number of data sampling terminal nodes are deployed in different areas. Each terminal node constitutes a network in wireless way to communicate. The wireless signal transmission has the multipath effect caused by reflection and diffraction, in addition the nodes are in complex environments, thus causes the network communication quality to be affected badly. Finally, these factors lead to the communication instable between nodes in the network. This situation may lead to the whole data monitoring system cannot work in stability. The monitoring data collected cannot be timely and accurately transmitted to the monitoring center for analyzing and decision making.
After the success of the system set up, using for reference to domestic and foreign project evaluation method based on the Internet of things system (such as based on the communication link characteristics evaluation, based on the test parameters evaluation, combined with multi factor, comprehensive evaluation), we applied these evaluations to this system, including the RF parameters, testing and evaluation of a terminal node, the accuracy and reliability evaluation of the sampling data parameters, and the evaluation of the network communication quality and the network life cycle. These specific evaluation methods will make the system operate at high efficiency and reliability.
Conclusion
Data monitoring systems based on the Internet of things technology is flexible and easy in nest building, physical limitations are loose, can easily realize the data parameter test network. We can also easily monitor online and real-time data of the test area by adding a terminal point on the network without changing the overall structure of the system. The construction of the Internet of things can be made in some inaccessible region of remote monitoring data, which is very meaningful for disaster monitoring.
