In this paper, we consider a fractional p-Laplacian system (1.1) with both concaveconvex nonlinearities and sign-changing weight functions in bounded domains. With the help of the Nehari manifold, we prove that the system has at least two nontrivial solutions when the pair of the parameters (λ, µ) belongs to a certain subset of R n .
Introduction
In this paper, we study the following system involving fractional p-Laplacian: where Ω is a smooth bounded domain in R n , s ∈ (0, 1), n > ps, 1 < q < p and α > 1, β > 1 satisfy p < α + β < p ⋆ = np n−ps , where p ⋆ is the fractional Sobolev exponent and (−∆) s p is the fractional p-Laplacian operator which is defined as (−∆) s p u(x) = 2 lim ǫ→0 R n \Bǫ (x) |u(y) − u(x)| p−2 (u(y) − u(x)) |x − y| n+ps dy, x ∈ R n .
The pair of parameters (λ, µ) ∈ R n \ (0, 0) and the weight functions f, g, h satisfy the following conditions; (A) f, g ∈ L q ⋆ (Ω) where q ⋆ = α+β α+β−q and f + = max{±f, 0} = 0 or g + = max{±g, 0} = 0; (B) h ∈ C(Ω) with h ∞ = 1 and h ≥ 0.
Recently, a great deal of attention has been focused on studying of equations or systems involving fractional Laplacian and corresponding nonlocal problems, both for their interesting theoretical structure and their concrete applications(see [2, 10, 15, 5, 6, 4, 25] and references therein). This type of operator arises in a quite natural way in many different contexts, such as, the thin obstacle problem, finance, phase transitions, anomalous diffusion, flame propagation and many others(see [11, 16, 22] and references therein).
Compared to the Laplacian problem, the fractional p-Laplacian problem is nonlocal and more challenging. On the one hand, for the fractional elliptic problems when p = 2 has been investigated by many researchs. For example, C. Brändle, E. Colorado, A. de Pablo and U. Sánchez [3] studied the fractional Laplacian equation involving concave-convex nonlinearity for the subcritical case, they prove that there exists a finite parameter Λ > 0 such that for 0 < λ < Λ there exist at least two solutions, for λ = Λ there exists at least one solution and for λ > Λ there is no solution. Furthermore, B. Barrios, E. Colorado, A. de Pablo and U. Sánchez [2] studied the nonhomogeneous equation involving fractional Laplacian and proved the existence and multiplicity of solutions under suitable conditions of s and q. E. Colorado, A. de Pablo and U. Sánchez [10] studied the fractional equation with critical Sobolev exponent, they proved that the existence and the multiplicity of solutions under appropriate conditions on the size of f . For more other advances on this topic, see [18, 19] for the subcritical, [20, 21] for the critical case.
For the fractional p-Laplacian equation, S. Goyal, K. Sreenadh [13] studied the following equation involving concave-convex nonlinearities and sign-changing weight functions.
they showed that the existence and multiplicity of solutions by minimization on the suitable subset of Nehari manifold using the fibering maps and proved that there exists λ 0 such that for λ ∈ (0, λ 0 ), it has at least two non-negative solutions. B. Cheng, X. Tang [9] studied the existence of solutions for the following fractional p-Laplacian equation with sign-changing potential and nonlinearity
, under the suitable conditions they prove the equation has at least one nontrivial solution.
It is also natural to study the coupled system of equations. W. Chen, S. Deng [8] considered the special case when f (x) = g(x) = h(x) = 1 for system (1.1). They prove that the system admits at least two nontrivial solutions under proper conditions of λ and µ.
The purpose of this paper is to study system (1.1) in the case of 2 < α + β < p ⋆ , by variational methods and a Nehari manifold decomposition, we prove that the system admits at least two nontrivial solutions when the pair of parameters (λ, µ) belongs to certain subset of R 2 .
To express the main results, we introduce
Where S is the best Sobolev constant that will be introduced later.
Our main results are: Theorem 1.1. Suppose that the weight functions f, g, h be satisfied with the conditions (A) and (B), for each (λ, µ) ∈ Θ, then system (1.1) has at least one nontrivial solution in
Theorem 1.2. Suppose that the weight functions f, g, h be satisfied with the conditions (A) and (B), for each (λ, µ) ∈ Ψ, then system (1.1) has at least two nontrivial solutions
The paper is organized as follows. In section 2, we introduce some preliminaries. In section 3, we define the Nehari manifold and give some Lemmas that will be used later. In section 4, we prove the existence of Palais-Smale sequence. In section 5, we give the results of local minimization problem for system (1.1). Finally, the proofs of Theorem 1.1 and Theorem 1.2 are given in section 6.
Preliminaries
In this section, we introduce some preliminaries that will be used to establish the energy functional for system (1.1). Let s ∈ (0, 1) and p ∈ [1, +∞), we define the usual fractional Sobolev space W s,p (Ω) endowed with the norm
The space X is endowed with the norm defined by
The functional space X 0 denotes the closure of C ∞ 0 (Ω) in X. By Theorem 6.5 and Theorem 7.1 in [11] the space X 0 is a Hilbert space which can be endowed with the scalar product defined for any φ, ψ ∈ X 0 as
and the norm
is equivalent to the usual one defined in (2.1). Since u = 0 a.e. in R n \ Ω, we have the (2.2), (2.3) and (2.4) can be extended to all R n . By results of [13, 11] , the embedding X 0 ֒→ L r (Ω) is continuous for any r ∈ [1, p ⋆ ] and compact whenever r ∈ [1, p ⋆ ). Let S be the best Sobolev constant for the embedding of X 0 ֒→ L α+β (Ω) defined by
For further details on X and X 0 and also for their properties we refer [11] and the references therein. Let E = X 0 × X 0 be the Cartesian product of two Hilbert spaces, which is a reflexive Banach space endowed with the norm
Definition 2.1. We say that (u, v) ∈ E is a weak solution of (1.1) if the identity
holds for all (ϕ 1 , ϕ 2 ) ∈ E.
Note that, the energy functional associated with (1.1) is given by
In the end of this section, we recall some notations that will be used in the sequel.
• L p (Ω), 1 ≤ p ≤ ∞ denotes Lebesgue space with norm · p and E = X 0 ×X 0 is equipped with the norm (u, v) = u
• The dual space of a Banach space E will be denoted by E −1 . We set t(u, v) = (tu, tv) for all (u, v) ∈ E and t ∈ R, z = (u, v) is said to be positive if u(x, y) > 0, v(x, y) > 0 in E and to be non-negative if u(x, y) ≥ 0, v(x, y) ≥ 0 in E.
• B(0; r) is the ball at the origin with radius r. o n (1) denotes o n (1) → 0 as n → +∞.
• C, C i , c will denote various positive constants which may vary from line to line.
The Nehari manifold
We consider the Nehari minimization problem: for (λ, µ) ∈ R 2 \ (0, 0),
Note that N λ,µ contains every nonzero solution of problem (1.1). Define
Similarly to the method used in [24] , we split N λ,µ into three parts.
Then, we have the following results
Proof. We consider the following two cases
and
By the Hölder and Sobolev inequalities, we have
This implies
By (3.4) and (3.5), we have
contradicting with the assumption. Lemma 3.1 suggests that for each (λ, µ) ∈ Θ, we can write
The following Lemma shows that the minimizer on N λ,µ is critical point for I λ,µ
Then, by the theory of Lagrange multipliers, there exists a constant L ∈ R such that
Moreover, we have the following properties about the Nehari manifold N λ,µ .
Lemma 3.3. we have
Proof. (i) We consider the following two cases.
(ii) We consider the following two cases.
Thus Ω h|u| α |v| β dx > 0.
Lemma 3.4. The following facts hold
(iii) The energy functional I λ,µ is bounded below and coercive on N λ,µ .
Therefore, by the definition of θ λ,µ , θ
By the Hölder inequality and the Sobolev embedding theorem, we have
By (3.6), we have
for some positive constant c 0 = c 0 (λ, µ, p, q, S).
(iii) Let (u, v) ∈ N λ,µ , by (3.1), Hölder and Sobolev inequality, we have
Since 1 < q < p, then the energy functional I λ,µ is bounded below and coercive on N λ,µ .
For each (λ, µ) ∈ N − λ,µ , we write
Then the following Lemma holds.
(ii) If Ω (λf |u| q + µg|v| q ) dx > 0, then there exist unique 0 < t + < t max < t − , such that
Proof. Fix (u, v) ∈ N − λ,µ , by Lemma 3.3, we have Ω h|u| α |v| β dx > 0. Let
Clearly, m(0) = 0, m(t) → −∞ as t → ∞. Since
we have that m(t) is increasing for t ∈ [0, t max ), decreasing for t ∈ (t max , +∞) and achieves its maximum at t max . Moreover,
That is
m(t max ) ≥ (u, v) q α + β − p α + β − q S α+β p p − q 2(α + β − q) p−q α+β−p . (3.7) (i) If Ω (λf |u| q + µg|v| q ) dx ≤ 0,
by the property of m(t), there is a unique
When tz ∈ N λ,µ , we have
Consequently,
We have
Since
therefore, there are unique t + and t − such that 0 < t + < t max < t − ,
Thus, by the same arguments as (i), we have (
That is
Existence of Palais-Smale sequence
Definition 4.1. We say that (u n , v n ) ∈ E is a (P S) c sequence in E for I λµ , if
If any (P S) c sequence in E for I λµ admits a convergent subsequence, we say that I λµ satisfies the (P S) c condition.
First, we will use the idea of Tarantello [23] to get the following results.
Lemma 4.2. Let z = (u, v) and (λ, µ) ∈ Θ, then for each z ∈ N λ,µ , there exists r > 0 and a differentiable function ξ : B(0, r) ⊂ E → R + such that ξ(0) = 1 and ξ(m)(z − m) ∈ N λ,µ for every m ∈ B(0, r). Let
holds for all m ∈ E.
Proof. For z ∈ N λ,µ , define a function F : R × E → R by
According to the implicit function theorem, there exist r > 0 and a differentiable function 
by the continuity of function Φ ′ λ,µ and ξ − , we have
Lemma 4.4. The following facts hold:
Proof.
(1) By Lemma 3.4(iii) and Ekeland Variational Principle [12] , there exists a minimizing sequence {z n } ⊂ N λ,µ such that
By taking n large, from Lemma 3.4(i), we have θ λ,µ < 0, thus
Consequently, z n = 0 and putting together (4.3), (4.4) and the Hölder inequality, we
Now, we will show that
Applying Lemma 4.2 to z n , we can obtain the function ξ n : B(0, r n ) ⊂ E → R + such that ξ n (0) = 1 and ξ n (m)(z n − m) ∈ N λ,µ for every m ∈ B(0, r n ). Taking 0 < ρ < r n , let w ∈ E with w = 0 and put m ⋆ = ρw w . We set m ρ = ξ n (m ⋆ )(z n − m ⋆ ), then m ρ ∈ N λ,µ . By (4.2), we have
By the Mean Value Theorem, we get
Thus, we have
From ξ n (m ⋆ )(z n − m ⋆ ) ∈ N λ,µ and (4.6), we obtain
So, we get
If we let ρ → 0 in (4.7) for fixed n ∈ N, then by (4.5) we can find a constant C > 0, independent of ρ such that
Thus, we are done once we show that ξ ′ n (0) is uniformly bounded. By (4.1), (4.5) and Hölder inequality, we have
for some C 1 > 0. We only need to show that
for some C 2 > 0 and n large enough. We argue by contradiction. Assume that there exists a subsequence z n such that
By (4.8) and the fact that z n ∈ N λ,µ , we have
When n is large enough, by the Hölder and Sobolev inequalities, we have
By (4.9) and (4.10), we have
This completes the proof of (1).
Similarly, by Lemma 4.3, we can prove (ii), we omit the details here.
Lemma 4.5. If {z n } ⊂ E is a (P S) c -sequence for I λ,µ , then {z n } is bounded in E.
Local minimization problem
Now, we establish the existence of a local minimum for I λ,µ on N + λ,µ .
Theorem 5.1. Let (λ, µ) ∈ Θ, then I λ,µ has a local minimizer
(ii) z + is a nontrivial solution of (1.1).
Proof. By (i) of Lemma 4.4 there exists a minimizing sequence {z n } = {(u n , v n )} for I λ,µ in N λ,µ such that
By Lemma 3.4, Lemma 4.5 and the compact imbedding theorem, we know there is a subsequence, still denoted by {z n } and
As n → ∞, by Hölder inequality and Dominated convergence theorem, we obtain
First, we claim that Ω (λf |u + | q + µg|v + | q ) dx = 0, we argue by contradiction, then we
This contradicts I λ,µ (z n ) → θ λ,µ < 0 as n → ∞. Now, we claim z + is a nontrivial solution of (1.1). From (5.1), (5.2) and (5.3), we know z + is a weak solution of (1.1). From z n ∈ N λ,µ , we have
Let n → ∞ in (5.5), by (5.1), (5.2) and θ λ,µ < 0, we have
Therefore, z + ∈ N λ,µ is a nontrival solution of (1.1). Next, we show that z n → z + strongly in E and I λ,µ (z + ) = θ λ,µ . Since z + ∈ N λ,µ , then by (5.4), we obtain
This inplies that I λ,µ (z + ) = θ λ,µ and lim n→∞ (u n , v n ) p = (u + , v + ) p . Hence z n → z + srongly in E. obtain that z + is a nontrivial solution of (1.1).
Next, we establish the existence of a local minimum for I λ,µ on N 
