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DONGHI LEE AND MAKOTO SAKUMA
Abstract. In this paper and its prequel, we give a necessary and sufficient
condition for two essential simple loops on a 2-bridge sphere in an even
Heckoid orbifold for a 2-bridge link to be homotopic in the orbifold. We
also give a necessary and sufficient condition for an essential simple loop
on a 2-bridge sphere in an even Heckoid orbifold for a 2-bridge link to be
peripheral or torsion in the orbifold. The prequel treated the case when
the 2-bridge link is a (2, p)-torus link, and this paper treats the remaining
cases.
1. Introduction
Let K(r) be the 2-bridge link of slope r ∈ Q and let n be an integer or a
half-integer greater than 1. Also let S(r;n) be the Heckoid orbifold of index n
for K(r), and let G(r;n) be the Heckoid group of index n for K(r) which is the
orbifold fundamental group of S(r;n). According to whether n is an integer or
a non-integral half-integer, the Heckoid group G(r;n) and the Heckoid orbifold
S(r;n) are said to be even or odd.
The purpose of the present paper and its prequel [5] is to give the following
complete solution to the natural question proposed in [5, Question 2.1] for
even Heckoid orbifolds, where we use the same notation and terminology as in
[5] without specifically mentioning.
Main Theorem 1.1. Suppose that r is a non-integral rational number and
that n is an integer greater than 1. Then the following hold.
(1) The simple loops {αs | s ∈ I(r;n)} represent mutually distinct conjugacy
classes in G(r;n).
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(2) There is no rational number s ∈ I(r;n) for which αs is peripheral in
G(r;n).
(3) There is no rational number s ∈ I(r;n) for which αs is torsion in
G(r;n).
In the prequel [5], we treated the case when r ≡ ±1/p (mod 1) for some
integer p ≥ 2. And this paper treats the remaining cases. The key tool used
in the proofs is small cancellation theory applied to the upper presentations
of even Heckoid groups.
This paper is organized as follows. In Section 2, we establish technical
lemmas which will play essential roles in the succeeding sections. Sections 3
and 4 are devoted to the proof of Main Theorem 1.1.
2. Technical Lemmas
In the remainder of this paper unless specified otherwise, suppose that r is
a rational number with 0 < r < 1 such that r 6= 1/p for any integer p ≥ 2,
and let n be an integer with n ≥ 2. Write r as a continued fraction expansion
r = [m1, m2, . . . , mk], where k ≥ 2, (m1, . . . , mk) ∈ (Z+)
k and mk ≥ 2. For
brevity, we often write m for m1. Recall that the region, R, bounded by a
pair of Farey edges with an endpoint ∞ and a pair of Farey edges with an
endpoint r forms a fundamental domain for the action of Γ(r;n) on H2 (see
[5, Figure 1]). Let I1(r;n) and I2(r;n) be the (closed or half-closed) intervals
in R defined as follows:
I1(r;n) =
{
[0, r1], where r1 = [m1, . . . , mk−1, mk − 1, 2], if k is even,
[0, r1), where r1 = [m1, . . . , mk, 2n− 2], if k is odd,
I2(r;n) =
{
(r2, 1], where r2 = [m1, . . . , mk, 2n− 2], if k is even,
[r2, 1], where r2 = [m1, . . . , mk−1, mk − 1, 2], if k is odd.
Then we may choose a fundamental domain R so that the intersection of R¯
with ∂H2 is equal to the union I¯1(r;n) ∪ I¯2(r;n) ∪ {∞, r}.
2.1. The case when s ∈ I1(r;n) ∪ I2(r;n)
In this subsection, we investigate important properties of CS(s) for a rational
number s such that s ∈ I1(r;n)∪ I2(r;n). These properties will be used in the
proof of Main Theorem 1.1 in the succeeding sections. The following lemma
is a slight refinement of [2, Proposition 5.1].
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Lemma 2.1. Let S(r) = (S1, S2, S1, S2) be as in [5, Lemma 3.9]. Then for
any rational number s ∈ I1(r;n) ∪ I2(r;n), the following hold.
(1) If k is even, then CS(s) does not contain ((2n − 2)〈S1, S2〉, S1) as a
subsequence.
(2) If k is odd, then CS(s) does not contain ((2n − 2)〈S2, S1〉, S2) as a
subsequence.
Proof. We prove (1) and (2) simultaneously by induction on k ≥ 2. As we
declared at the beginning of this section, we write m for m1, for simplicity. By
[5, Lemma 3.9], S1 begins and ends withm+1, and S2 begins and ends withm.
Suppose on the contrary that there exists some s ∈ I1(r;n)∪I2(r;n) for which
CS(s) contains ((2n− 2)〈S1, S2〉, S1) as a subsequence provided k is even and
((2n− 2)〈S2, S1〉, S2) as a subsequence provided k is odd. This implies by [5,
Lemma 3.5] that CS(s) consists ofm andm+1. So s 6= 0 and s has a continued
fraction expansion s = [l1, . . . , lt], where t ≥ 2, (l1, . . . , lt) ∈ (Z+)
t, l1 = m and
lt ≥ 2. For the rational numbers r and s, define the rational numbers r˜ and s˜
as in [5, Lemma 3.8] so that CS(r˜) = CT (r) and CS(s˜) = CT (s).
We consider three cases separately.
Case 1. m2 = 1.
In this case, k ≥ 3 and, by [5, Corollary 3.14(1)], (m + 1, m + 1) appears
in S1, so in CS(s), as a subsequence. Thus by [5, Lemma 3.5], l2 = 1 and so
t ≥ 3. So, we have
r˜ = [m3, . . . , mk] and s˜ = [l3, . . . , lt].
It follows from s ∈ I1(r;n)∪ I2(r;n) that s˜ ∈ I1(r˜;n)∪ I2(r˜;n). At this point,
we divide this case into three subcases.
Case 1.a. k = 3.
By [5, Lemma 3.12(1)], S1 = (m3〈m + 1〉) and S2 = (m). Since ((2n −
2)〈S2, S1〉, S2) is contained in CS(s) by the assumption, this implies that
CS(s˜) = CT (s) contains ((2n − 2)〈m3〉) as a subsequence. But since r˜ =
1/m3 = [m3] and s˜ ∈ I1(r˜;n) ∪ I2(r˜;n), this gives a contradiction to [5,
Lemma 5.1].
Case 1.b. k ≥ 4 and k is even.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Since S1 begins and ends with m + 1, S2 begins and ends with m, and since
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((2n − 2)〈S1, S2〉, S1) is contained in CS(s) by the assumption, we see by [5,
Lemma 3.12(2)] that CS(s˜) = CT (s) contains, as a subsequence,
(t1 + ℓ
′, t2, . . . , ts1−1, ts1 , T2, (2n− 3)〈T1, T2〉, t1, t2, . . . , ts1−1, ts1 + ℓ
′′),
where (t1, t2, . . . , ts1) = T1 and ℓ
′, ℓ′′ ∈ Z+ ∪ {0}. Since t1 = ts1 = m3 + 1 by
[5, Lemma 3.9], this actually implies that ℓ′ = ℓ′′ = 0, and therefore CS(s˜)
contains ((2n−2)〈T1, T2〉, T1) as a subsequence. But since r˜ = [m3, . . . , mk] and
s˜ ∈ I1(r˜;n) ∪ I2(r˜;n), this gives a contradiction to the induction hypothesis.
Case 1.c. k ≥ 4 and k is odd.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Since S1 begins and ends with m + 1, S2 begins and ends with m, and since
((2n − 2)〈S2, S1〉, S2) is contained in CS(s) by the assumption, we see by [5,
Lemma 3.12(2)] that CS(s˜) = CT (s) contains ((2n− 2)〈T2, T1〉, T2) as a sub-
sequence. But since r˜ = [m3, . . . , mk] and s˜ ∈ I1(r˜;n) ∪ I2(r˜;n), this gives a
contradiction to the induction hypothesis.
Case 2. k = 2 and m2 = 2.
In this case, r = [m, 2], so by [5, Lemma 3.12(3)], S1 = (m + 1) and
S2 = (m). Since ((2n−2)〈S1, S2〉, S1) is contained in CS(s) by the assumption,
((2n− 2)〈m+1, m〉, m+1) is contained in CS(s). This implies that CS(s˜) =
CT (s) contains ((2n − 2)〈1〉) as a subsequence. Moreover, we can see that
this subsequence is proper, i.e., it is not equal to the whole cyclic sequence
CS(s˜) = CT (s). As described below, this in turn implies that s has the
form either s = [m, 1, 1, l4 . . . , lt] or s = [m, 2, l3, . . . , lt] with l3 ≥ 2n − 2.
If l2 = 1, then s˜ = [l3, . . . , lt] and so l3 is the minimal component of CS(s˜)
(see [5, Lemma 3.5]). Hence we must have l3 = 1, i.e., s = [m, 1, 1, l4 . . . , lt],
because CS(s˜) contains 1 as a component. On the other hand, if l2 ≥ 2, then
s˜ = [l2 − 1, . . . , lt] and so l2 − 1 is the minimal component of CS(s˜). Since
CS(s˜) contains 1 as a component, we have l2−1 = 1, i.e., l2 = 2. Since CS(s˜)
contains ((2n− 2)〈1〉) as a subsequence, we see that CS(˜˜s) = CT (s˜) contains
a component ≥ 2n−2. Since the subsequence ((2n−2)〈1〉) of CS(s˜) is proper,
we see t ≥ 3 and l3 ≥ 2. Thus ˜˜s = [l3 − 1, . . . , lt] and therefore l3 − 1 is the
minimal component of CS(˜˜s). Hence we must have l3 = (l3 − 1) + 1 ≥ 2n− 2
and so s = [m, 2, l3, . . . , lt] with l3 ≥ 2n− 2.
But then s cannot belong to the interval I1(r;n)∪ I2(r;n) = [0, r1]∪ (r2, 1],
where r1 = [m, 1, 2] and r2 = [m, 2, 2n− 2], a contradiction to the hypothesis.
Case 3. Either both k = 2 and m2 ≥ 3 or both k ≥ 3 and m2 ≥ 2.
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In this case, by [5, Corollary 3.14(2)], (m,m) appears in S2, so in CS(s), as
a subsequence. So l2 ≥ 2 by [5, Lemma 3.5], and thus we have
r˜ = [m2 − 1, m3, . . . , mk] and s˜ = [l2 − 1, l3, . . . , lt].
It follows from s ∈ I1(r;n)∪ I2(r;n) that s˜ ∈ I1(r˜;n)∪ I2(r˜;n). At this point,
we consider three subcases separately.
Case 3.a. k = 2 and m2 ≥ 3.
By [5, Lemma 3.12(3)], S1 = (m + 1) and S2 = ((m2 − 1)〈m〉). Since
((2n−2)〈S1, S2〉, S1) is contained in CS(s) by the assumption, CS(s˜) = CT (s)
contains ((2n − 2)〈m2 − 1〉) as a subsequence. But since r˜ = 1/(m2 − 1) =
[m2−1] and s˜ ∈ I1(r˜;n)∪I2(r˜;n), this gives a contradiction to [5, Lemma 5.1].
Case 3.b. k ≥ 3 is even and m2 ≥ 2.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Since S1 begins and ends with m + 1, S2 begins and ends with m, and since
((2n − 2)〈S1, S2〉, S1) is contained in CS(s) by the assumption, we see by [5,
Lemma 3.12(4)] that CS(s˜) = CT (s) contains ((2n− 2)〈T2, T1〉, T2) as a sub-
sequence. But since r˜ = [m2 − 1, m3, . . . , mk] and s˜ ∈ I1(r˜;n) ∪ I2(r˜;n), this
gives a contradiction to the induction hypothesis.
Case 3.c. k ≥ 3 is odd and m2 ≥ 2.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Since S1 begins and ends with m + 1, S2 begins and ends with m, and since
((2n − 2)〈S2, S1〉, S2) is contained in CS(s) by the assumption, we see by [5,
Lemma 3.12(4)] that CS(s˜) = CT (s) contains, as a subsequence,
(t1 + ℓ
′, t2, . . . , ts1−1, ts1, T2, (2n− 3)〈T1, T2〉, ts1−1, ts1 + ℓ
′′),
where (t1, t2, . . . , ts1) = T1 and ℓ
′, ℓ′′ ∈ Z+ ∪ {0}. Since t1 = ts1 = (m2 −
1) + 1 = m2 by [5, Lemma 3.9], this actually implies that ℓ
′ = ℓ′′ = 0, and
therefore CS(s˜) contains ((2n − 2)〈T1, T2〉, T1) as a subsequence. But since
r˜ = [m2 − 1, m3, . . . , mk] and s˜ ∈ I1(r˜;n) ∪ I2(r˜;n), this gives a contradiction
to the induction hypothesis.
The proof of Lemma 2.1 is now completed. 
As an easy consequence of Lemma 2.1 and [5, Lemma 4.3(3)], we obtain the
following.
Corollary 2.2. For any rational number s ∈ I1(r;n)∪I2(r;n), the cyclic word
(us) cannot contain a subword w of the cyclic word (u
±n
r ) which is a product
of 4n− 1 pieces but is not a product of less than 4n− 1 pieces.
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2.2. The case when s ∈ I1(r) ∪ I2(r)
If Γr is the group of automorphisms of the Farey tessellation D generated by
reflections in the edges of D with an endpoint r, and Γˆr is the group generated
by Γr and Γ∞, then the region, Q, bounded by a pair of Farey edges with an
endpoint ∞ and a pair of Farey edges with an endpoint r forms a fundamental
domain of the action of Γˆr on H
2. Let I1(r) and I2(r) be the closed intervals in
Rˆ obtained as the intersection with Rˆ of the closure of Q. Then the intervals
I1(r) and I2(r) are given by I1(r) = [0, rˆ1] and I2(r) = [rˆ2, 1], where
rˆ1 =
{
[m1, m2, . . . , mk−1, mk − 1] if k is even,
[m1, m2, . . . , mk−1] if k is odd,
rˆ2 =
{
[m1, m2, . . . , mk−1] if k is even,
[m1, m2, . . . , mk−1, mk − 1] if k is odd.
Clearly I1(r) ( I1(r;n) and I2(r) ( I2(r;n). It was shown in [6, Proposi-
tion 4.6] that if two elements s and s′ of Qˆ belong to the same Γˆr-orbit, then
the unoriented loops αs and αs′ are homotopic in S
3 −K(r).
Lemma 2.3. Let S(r) = (S1, S2, S1, S2) be as in [5, Lemma 3.9]. For any
rational number s ∈ I1(r) ∪ I2(r), either S1 or S2 cannot occur in CS(s) as a
subsequence.
Proof. The assertion for the case when s 6= 0 is nothing other than [3, Propo-
sition 3.19(1)], while the assertion for the case s = 0 follows from the fact that
CS(u0) = ((2)) (see [5, Remark 3.2]). 
2.3. The case when s ∈ I1(r;n)\I1(r) provided k is even, and s ∈ I2(r;n)\I2(r)
provided k is odd
In this subsection, we investigate an important property of CS(s) for a rational
number s such that {
s ∈ I1(r;n) \ I1(r) if k is even;
s ∈ I2(r;n) \ I2(r) if k is odd.
Lemma 2.4. Let S(r) = (S1, S2, S1, S2) be as in [5, Lemma 3.9].
(1) If k is even and [m1, . . . , mk − 1] < s ≤ [m1, . . . , mk − 1, 2], then
CS(s) contains (m+1, S2e, S1, S2, S1, S2b, m+1) as a subsequence, where
(m,S2e) = (S2b, m) = S2.
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(2) If k is odd and [m1, . . . , mk − 1, 2] ≤ s < [m1, . . . , mk − 1], then CS(s)
contains (m,S1e, S2, S1, S2, S1b, m) as a subsequence, where (m+1, S1e) =
(S1b, m+ 1) = S1.
Proof. We prove (1) and (2) simultaneously by induction on k ≥ 2. Let s
satisfy {
[m1, . . . , mk − 1] < s ≤ [m1, . . . , mk − 1, 2] if k is even;
[m1, . . . , mk − 1, 2] ≤ s < [m1, . . . , mk − 1] if k is odd.
Write s as a continued fraction expansion s = [l1, . . . , lt], where t ≥ 1,
(l1, . . . , lt) ∈ (Z+)
t and lt ≥ 2. Then we have t ≥ k + 1, l1 = m1, . . . , lk−1 =
mk−1, lk = mk − 1 and lk+1 ≥ 2.
Throughout the proof, denote by r˜ and s˜ the rational numbers defined as
in [5, Lemma 3.8] for the rational numbers r and s, so that CS(r˜) = CT (r)
and CS(s˜) = CT (s).
We consider three cases separately.
Case 1. m2 = 1.
In this case, k ≥ 3, l2 = m2 = 1 and t ≥ 4. So we have
r˜ = [m3, . . . , mk] and s˜ = [l3, . . . , lt].
It follows from the assumption that{
[m3, . . . , mk − 1] < s˜ ≤ [m3, . . . , mk − 1, 2] if k is even;
[m3, . . . , mk − 1, 2] ≤ s˜ < [m3, . . . , mk − 1] if k is odd.
This enables us to use the induction hypothesis. At this point, we divide this
case into three subcases.
Case 1.a. k = 3.
Since [m3 − 1, 2] ≤ s˜ < [m3 − 1], we see by [5, Lemma 5.5] that CS(s˜)
contains (m3 − 1, m3, m3 − 1) as a subsequence. Since CT (s) = CS(s˜), this
implies that CS(s) contains a subsequence
(m, (m3 − 1)〈m+ 1〉, m,m3〈m+ 1〉, m, (m3 − 1)〈m+ 1〉, m).
Since S1 = (m3〈m+ 1〉) and S2 = (m) by [5, Lemma 3.12(1)], CS(s) contains
(m,S1e, S2, S1, S2, S1b, m) as a subsequence, where (m+1, S1e) = (S1b, m+1) =
S1. So the assertion holds.
Case 1.b. k ≥ 4 is even.
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Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Since [m3, . . . , mk − 1] < s˜ ≤ [m3, . . . , mk − 1, 2], by the induction hypothesis
CS(s˜) contains (m3 + 1, T2e, T1, T2, T1, T2b, m3 + 1) as a subsequence, where
(m3, T2e) = (T2b, m3) = T2. Since CS(s˜) = CT (s), we see by using [5,
Lemma 3.12(2)] that CS(s) contains (m + 1, S2e, S1, S2, S1, S2b, m + 1) as a
subsequence, where (m,S2e) = (S2b, m) = S2.
Case 1.c. k ≥ 4 is odd.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Then, by the induction hypothesis, CS(s˜) contains (m3, T1e, T2, T1, T2, T1b, m3)
as a subsequence, where (m3 + 1, T1e) = (T1b, m3 + 1) = T1. Since CS(s˜) =
CT (s), we see by using [5, Lemma 3.12(2)] that CS(s) contains (m,S1e, S2, S1, S2, S1b, m)
as a subsequence, where (m+ 1, S1e) = (S1b, m+ 1) = S1.
Case 2. k = 2 and m2 = 2.
In this case, r = [m, 2] and [m+ 1] < s ≤ [m, 1, 2]. Then for s = [l1, . . . , lt],
we have t ≥ 3, l1 = m, l2 = 1 and l3 ≥ 2, so that s˜ = [l3, . . . , lt] with
t ≥ 3 and l3 ≥ 2. Hence CS(s˜) = CT (s) contains (l3, l3) or (l3, l3 + 1) as
a subsequence. Since l3 ≥ 2, this implies that CS(s) contains (m + 1, m +
1, m,m + 1, m + 1) as a subsequence. Since S1 = (m + 1) and S2 = (m) by
[5, Lemma 3.12(3)] and hence S2e = S2b = ∅, CS(s) contains a subsequence
(m+ 1, S2e, S1, S2, S1, S2b, m+ 1). So the assertion holds.
Case 3. Either both k = 2 and m2 ≥ 3 or both k ≥ 3 and m2 ≥ 2.
In this case, l2 ≥ 2. So we have
r˜ = [m2 − 1, . . . , mk] and s˜ = [l2 − 1, . . . , lt].
It follows from the assumption that{
[m2 − 1, m3, . . . , mk − 1, 2] ≤ s˜ < [m2 − 1, m3, . . . , mk − 1] if k is even;
[m2 − 1, m3, . . . , mk − 1] < s˜ ≤ [m2 − 1, m3, . . . , mk − 1, 2] if k is odd.
This enables us to use the induction hypothesis. At this point, we divide this
case into three subcases.
Case 3.a. k = 2 and m2 ≥ 3.
In this case, r˜ = [m2 − 1]. Since [m2 − 2, 2] ≤ s˜ < [m2 − 2], we see by [5,
Lemma 5.5] that CS(s˜) contains (m2 − 2, m2 − 1, m2 − 2) as a subsequence.
Since CT (s) = CS(s˜), this implies that CS(s) contains
(m+ 1, (m2 − 2)〈m〉, m+ 1, (m2 − 1)〈m〉, m+ 1, (m2 − 2)〈m〉, m+ 1),
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as a subsequence. Since S1 = (m + 1) and S2 = ((m2 − 1)〈m〉) by [5,
Lemma 3.12(3)], CS(s) contains a subsequence (m+1, S2e, S1, S2, S1, S2b, m+
1), where (m,S2e) = (S2b, m) = S2. Hence the assertion holds.
Case 3.b. k ≥ 3 is even and m2 ≥ 2.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Then, by the induction hypothesis, CS(s˜) contains (m2−1, T1e, T2, T1, T2, T1b, m2−
1) as a subsequence, where (m2, T1e) = (T1b, m2) = T1. Since CS(s˜) = CT (s),
we see by using [5, Lemma 3.12(4)] that CS(s) contains (m+1, S2e, S1, S2, S1, S2b, m+
1) as a subsequence, where (m,S2e) = (S2b, m) = S2.
Case 3.c. k ≥ 3 is odd and m2 ≥ 2.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Then, by the induction hypothesis, CS(s˜) contains (m2, T2e, T1, T2, T1, T2b, m2)
as a subsequence, where (m2 − 1, T2e) = (T2b, m2 − 1) = T2. Since CS(s˜) =
CT (s), we see by using [5, Lemma 3.12(4)] that CS(s) contains (m,S1e, S2, S1, S2, S1b, m)
as a subsequence, where (m+ 1, S1e) = (S1b, m+ 1) = S1.
The proof of Lemma 2.4 is now completed. 
2.4. The case when s ∈ I2(r;n)\I2(r) provided k is even, and s ∈ I1(r;n)\I1(r)
provided k is odd
Finally, we investigate an important property of CS(s) for a rational number
s such that {
s ∈ I2(r;n) \ I2(r) if k is even;
s ∈ I1(r;n) \ I1(r) if k is odd.
Lemma 2.5. Let S(r) = (S1, S2, S1, S2) be as in [5, Lemma 3.9].
(1) If k is even and [m1, . . . , mk, 2n− 2] < s < [m1, . . . , mk−1], then CS(s)
contains (m,S1e, d〈S2, S1〉, S2, S1b, m) as a subsequence, where 1 ≤ d ≤
2n− 3 and (m+ 1, S1e) = (S1b, m+ 1) = S1.
(2) If k is odd and [m1, . . . , mk−1] < s < [m1, . . . , mk, 2n − 2], then CS(s)
contains (m + 1, S2e, d〈S1, S2〉, S1, S2b, m + 1) as a subsequence, where
1 ≤ d ≤ 2n− 3 and (m,S2e) = (S2b, m) = S2.
Proof. We prove (1) and (2) simultaneously by induction on k ≥ 2. Let s
satisfy {
[m1, . . . , mk, 2n− 2] < s < [m1, . . . , mk−1] if k is even;
[m1, . . . , mk−1] < s < [m1, . . . , mk, 2n− 2] if k is odd.
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Write s as a continued fraction expansion s = [l1, . . . , lt], where (l1, . . . , lt) ∈
(Z+)
t and lt ≥ 2. Then l1 = m.
Throughout the proof, denote by r˜ and s˜ the rational numbers defined as
in [5, Lemma 3.8] for the rational numbers r and s, so that CS(r˜) = CT (r)
and CS(s˜) = CT (s).
We consider three cases separately.
Case 1. m2 = 1.
In this case, k ≥ 3, l2 = m2 = 1 and t ≥ 3. So we have
r˜ = [m3, . . . , mk] and s˜ = [l3, . . . , lt].
It follows from the assumption that{
[m3, . . . , mk, 2n− 2] < s˜ < [m3, . . . , mk−1] if k is even;
[m3, . . . , mk−1] < s˜ < [m3, . . . , mk, 2n− 2] if k is odd.
This enables us to use the induction hypothesis. At this point, we divide this
case into three subcases.
Case 1.a. k = 3.
Since r˜ = [m3] and 0 < s˜ < [m3, 2n − 2], we see by [5, Lemma 5.4] that
CS(s˜) contains a subsequence (m3 + c, d〈m3〉, m3 + c
′) for some c, c′ ≥ 1 and
0 ≤ d ≤ 2n − 4. Since CT (s) = CS(s˜), this implies that CS(s) contains a
subsequence
((m3 + c)〈m+ 1〉, m, d〈m3〈m+ 1〉, m〉, (m3 + c
′)〈m+ 1〉),
where 0 ≤ d ≤ 2n− 4. In particular, CS(s) contains a subsequence
(m+ 1, m3〈m+ 1〉, m, d〈m3〈m+ 1〉, m〉, m3〈m+ 1〉, m+ 1).
Since S1 = (m3〈m+ 1〉) and S2 = (m) by [5, Lemma 3.12(1)], CS(s) contains
a subsequence (m+1, d′〈S1, S2〉, S1, m+1), where d
′ = d+1. This implies the
assertion, because S2 = (m) and S2e = S2b = ∅.
Case 1.b. k ≥ 4 is even.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Then, by the induction hypothesis, CS(s˜) contains (m3, T1e, d〈T2, T1〉, T2, T1b, m3)
as a subsequence, where 1 ≤ d ≤ 2n−3 and (m3+1, T1e) = (T1b, m3+1) = T1.
Since CS(s˜) = CT (s), we see by using [5, Lemma 3.12(2)] that CS(s) con-
tains (m,S1e, d〈S2, S1〉, S2, S1b, m) as a subsequence, where 1 ≤ d ≤ 2n−3 and
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(m+1, S1e) = (S1b, m+1) = S1. In fact, we have the following identity under
the notation of [5, Lemma 3.12(2)]:
(m,S1e) = (m, (t1 − 1)〈m+ 1〉, m, t2〈m+ 1〉, . . . , ts1−1〈m+ 1〉, m, ts1〈m+ 1〉)
= (m,m3〈m+ 1〉, m, t2〈m+ 1〉, . . . , ts1−1〈m+ 1〉, m, ts1〈m+ 1〉).
Thus the “T -sequence” of (m,S1e) is (m3, T1e). Similarly, the “T -sequence” of
(S1b, m) is (T1b, m3). By using these facts, we can confirm the assertion above.
Case 1.c. k ≥ 4 is odd.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Then, by the induction hypothesis, CS(s˜) contains (m3+1, T2e, d〈T1, T2〉, T1, T2b, m3+
1) as a subsequence, where 1 ≤ d ≤ 2n − 3 and (m3, T2e) = (T2b, m3) = T2.
Since CS(s˜) = CT (s), we see by using [5, Lemma 3.12(2)] that CS(s) contains
(m + 1, S2e, d〈S1, S2〉, S1, S2b, m+ 1) as a subsequence, where 1 ≤ d ≤ 2n− 3
and (m,S2e) = (S2b, m) = S2.
Case 2. k = 2 and m2 = 2.
In this case, r = [m, 2] and [m, 2, 2n − 2] < s < [m]. Then one of the
following holds for s = [l1, . . . , lt].
(i) t ≥ 3, l1 = m, l2 = 2 and l3 ≤ 2n− 3; or
(ii) t ≥ 2, l1 = m and l2 ≥ 3.
If (i) happens, we claim that CS(s) contains a subsequence (2〈m〉, m+1, d〈m,m+
1〉, 2〈m〉), where 0 ≤ d ≤ 2n−4. Clearly s˜ = [1, l3, . . . , lt]. Here, if l3 = 1, then
t ≥ 4 and CS(s˜) = CT (s) contains a subsequence (2, 2). So CS(s) contains
a subsequence (2〈m〉, m+ 1, 2〈m〉) and therefore the claim holds with d = 0.
Also if l3 ≥ 2, then CS(s˜) = CT (s) contains a subsequence (2, (l3−1)〈1〉, 2), so
that CS(s) contains a subsequence (2〈m〉, m+1, (l3−1)〈m,m+1〉, 2〈m〉) and
therefore the claim holds with d = l3 − 1 ≤ 2n− 4. Then, since S1 = (m+ 1)
and S2 = (m), CS(s) contains (m, d
′〈S2, S1〉, S2, m) as a subsequence, where
d′ = d+ 1. Since S1 = (m+ 1), S1e = S1b = ∅. Hence the assertion holds.
On the other hand, if (ii) happens, we claim that CS(s) contains a sub-
sequence ((l2 − 1)〈m〉, m + 1, (l2 − 1)〈m〉), where l2 − 1 ≥ 2. Clearly s˜ =
[l2 − 1, l3, . . . , lt]. Here, if either t = 2 or l3 ≥ 2, then CS(s˜) = CT (s) con-
tains a subsequence (l2 − 1, l2 − 1), so that CS(s) contains a subsequence
((l2 − 1)〈m〉, m + 1, (l2 − 1)〈m〉), as desired. Also if l3 = 1, then t ≥ 4
and CS(s˜) = CT (s) contains a subsequence (l2, l2). Then CS(s) contains a
subsequence (m, (l2 − 1)〈m〉, m+ 1, (l2 − 1)〈m〉, m), and therefore CS(s) con-
tains a subsequence ((l2 − 1)〈m〉, m+ 1, (l2 − 1)〈m〉), as desired. Then, since
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S1 = (m+1) and S2 = (m), CS(s) contains (m,S2, S1, S2, m) as a subsequence,
so the assertion holds.
Case 3. Either both k = 2 and m2 ≥ 3 or both k ≥ 3 and m2 ≥ 2.
In this case, l2 ≥ 2. So we have
r˜ = [m2 − 1, . . . , mk] and s˜ = [l2 − 1, . . . , lt].
It follows from the assumption that{
[m2 − 1, . . . , mk−1] < s˜ < [m2 − 1, . . . , mk, 2n− 2] if k is even;
[m2 − 1, . . . , mk, 2n− 2] < s˜ < [m2 − 1, . . . , mk−1] if k is odd.
This enables us to use the induction hypothesis. At this point, we divide this
case into three subcases.
Case 3.a. k = 2 and m2 ≥ 3.
Then r˜ = [m2 − 1] and 0 < s˜ < [m2 − 1, 2n − 2]. Hence we see by [5,
Lemma 5.4] that CS(s˜) contains a subsequence (m2−1+c, d〈m2−1〉, m2−1+c
′)
for some c, c′ ≥ 1 and 0 ≤ d ≤ 2n−4. Since CT (s) = CS(s˜), this implies that
CS(s) contains a subsequence
(m, (m2 − 1)〈m〉, m+ 1, d〈(m2 − 1)〈m〉, m+ 1〉, (m2 − 1)〈m〉, m),
where 0 ≤ d ≤ 2n − 4. Since S1 = (m + 1) and S2 = ((m2 − 1)〈m〉) by [5,
Lemma 3.12(3)], CS(s) contains a subsequence (m, d′〈S2, S1〉, S2, m), where
d′ = d + 1. Since S1 = (m + 1) and therefore S1e = S1b = ∅, the assertion
holds.
Case 3.b. k ≥ 3 is even and m2 ≥ 2.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Then, by the induction hypothesis, CS(s˜) contains (m2, T2e, d〈T1, T2〉, T1, T2b, m2)
as a subsequence, where 1 ≤ d ≤ 2n−3 and (m2−1, T2e) = (T2b, m2−1) = T2.
Since CS(s˜) = CT (s), we see by using [5, Lemma 3.12(4)] that CS(s) con-
tains (m,S1e, d〈S2, S1〉, S2, S1b, m) as a subsequence, where 1 ≤ d ≤ 2n−3 and
(m+ 1, S1e) = (S1b, m+ 1) = S1.
Case 3.c. k ≥ 3 is odd and m2 ≥ 2.
Let S(r˜) = (T1, T2, T1, T2) be the decomposition of S(r˜) given by [5, Lemma 3.9].
Then, by the induction hypothesis, CS(s˜) contains (m2−1, T1e, d〈T2, T1〉, T2, T1b, m2−
1) as a subsequence, where 1 ≤ d ≤ 2n − 3 and (m2, T1e) = (T1b, m2) = T1.
Since CS(s˜) = CT (s), we see by using [5, Lemma 3.12(4)] that CS(s) contains
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(m + 1, S2e, d〈S1, S2〉, S1, S2b, m+ 1) as a subsequence, where 1 ≤ d ≤ 2n− 3
and (m,S2e) = (S2b, m) = S2.
The proof of Lemma 2.5 is now completed. 
3. Proof of Main Theorem 1.1(1)
Consider a Heckoid group G(r;n), where r is a non-integral rational number
and n is an integer greater than 1. By [5, Lemma 2.5], we may assume 0 <
r ≤ 1/2. Since we have already treated, in [5], the case where r = 1/p for
some integer p ≥ 2, we may assume r = [m1, . . . , mk] with m1 = m ≥ 2
and k ≥ 2. Let s and s′ be distinct rational numbers in I1(r;n) ∪ I2(r;n).
Suppose on the contrary that the simple loops αs and αs′ are homotopic in
S(r;n), i.e., us and u
±1
s′ are conjugate in G(r;n). By [5, Lemma 4.11], there
is a reduced nontrivial annular diagram M over G(r;n) = 〈a, b | unr 〉 with
(φ(α)) ≡ (us) and (φ(δ)) ≡ (u
±1
s′ ), where α and δ are, respectively, outer
and inner boundary cycles of M . Since s, s′ ∈ I1(r;n) ∪ I2(r;n), we see by
Lemma 2.1 that CS(φ(α)) and CS(φ(δ)) do not contain ((2n−1)〈S1, S2〉) nor
((2n− 1)〈S2, S1〉) as a subsequence. So by [5, Corollary 4.17], M is shaped as
in [5, Figure 3(a)] or [5, Figure 3(b)].
Lemma 3.1. M is shaped as in [5, Figure 3(a)], that is, M satisfies the
conclusion of [5, Corollary 4.17(1)].
Proof. Suppose on the contrary that M is shaped as in [5, Figure 3(b)]. Then
(φ(α)) ≡ (us) contains a subword of the cyclic word (u
±n
r ) which is a product
of 4n − 2 pieces, but is not a product of less than 4n − 2 pieces (see [5,
Convention 4.7(3) and Theorem 4.15(4)]). Since 4n − 2 ≥ 6, this together
with [5, Lemma 4.2(2c)] implies that CS(φ(α)) = CS(s) contains both S1 and
S2 as subsequences. So by Lemma 2.3, s /∈ I1(r)∪ I2(r). Then by Lemmas 2.4
and 2.5, (us) contains a subword w for which S(w) is a subsequence of CS(s)
such that
S(w) =


(m+ 1, S2e, S1, S2, S1, S2b, m+ 1) if k is even and s ∈ I1(r;n);
(m,S1e, d〈S2, S1〉, S2, S1b, m) if k is even and s ∈ I2(r;n);
(m,S1e, S2, S1, S2, S1b, m) if k is odd and s ∈ I2(r;n);
(m+ 1, S2e, d〈S1, S2〉, S1, S2b, m+ 1) if k is odd and s ∈ I1(r;n),
where 1 ≤ d ≤ 2n − 3, (m + 1, S1e) = (S1b, m + 1) = S1 and (m,S2e) =
(S2b, m) = S2.
Claim. There is a face D in the outer boundary layer of M such that φ(∂D+)
is a subword of w.
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Proof of Claim. Suppose that there is no such face. Then either (i) there is a
face, D, in the outer boundary layer of M such that φ(∂D+) ≡ uwv for some
words u and v such that at least one of them is nonempty, or (ii) there are
two successive faces, say D1 and D2, in the outer boundary layer of M such
that φ(∂D+1 ) ≡ uw1 and φ(∂D
+
2 ) ≡ w2v, where u, v, w1 and w2 are nonempty
words such that w ≡ w1w2.
First assume that (i) holds. If S(w) is of the first or the last form, namely, if
S(w) begins and ends with m+1, then S(w) is a subsequence of CS(φ(∂D)) =
((2n〈S1, S2〉)). By the uniqueness of S1 in CS(r) = ((S1, S2, S1, S2)) (see [5,
Lemma 3.9]), this implies that the first S1 in S(w) must coincide some S1 in
((2n〈S1, S2〉)). But, then this implies that S(w) cannot be a subsequence of
((2n〈S1, S2〉)), because (m + 1, S2e) 6= S2, a contradiction. If S(w) is of the
second or the third form, namely, if S(w) begins and ends with m, then, by
the uniqueness of S1 in CS(r) = ((S1, S2, S1, S2)), we see that S(φ(∂D
−)) is
equal to (1, (2n−d−2)〈S2, S1〉, S2, 1) or (1, (2n−3)〈S2, S1〉, S2, 1) accordingly.
Since both 2n− d − 2 and 2n− 3 are at least 1, we see by [5, Lemma 4.2(2)]
that the word φ(∂D−) cannot be expressed as a product of 2 pieces of (u±nr ),
contradicting [5, Figure 3(b)] (cf. [5, Corollary 4.17(2)]).
Next assume that (ii) holds. If S(w) is of the first form, namely, if S(w) =
(m + 1, S2e, S1, S2, S1, S2b, m + 1), then either the first S1 in S(w) is a subse-
quence of S(φ(∂D+1 )) or the last S1 in S(w) is a subsequence of S(φ(∂D
+
2 )).
In either case, we encounter a contradiction by an argument as in (i). The
other three forms of S(w) are treated similarly. 
For such a faceD as in the statement of the above claim, since CS(φ(∂D)) =
((2n〈S1, S2〉)), S(φ(∂D
−)) must contain (S1, S2, ℓ) as a subsequence for some
ℓ ∈ Z+. In more detail, if S(w) is of the first or fourth form, then since φ(∂D
+)
is a subword of w, S(φ(∂D−)) must contain (S1, S2, S1) as a subsequence. On
the other hand, if S(w) is of the second or third form, then S(φ(∂D−)) must
contain (ℓ1, S2, S1, S2, ℓ2) as a subsequence for some ℓ1, ℓ2 ∈ Z+. But then by
[5, Lemma 4.2(2)], the word φ(∂D−) cannot be expressed as a product of 2
pieces of (u±nr ), contradicting [5, Figure 3(b)] (cf. [5, Corollary 4.17(2)]). 
Lemma 3.2. s, s′ /∈ I1(r) ∪ I2(r).
Proof. Suppose on the contrary that s or s′ lies in I1(r) ∪ I2(r). Without
loss of generality, assume that s ∈ I1(r) ∪ I2(r). By Lemma 2.3, either S1
or S2 does not occur in CS(s) as a subsequence. But then by the feature
of [5, Figure 3(a)], CS(φ(δ)) = CS(s′) contains both S1 and S2 as subse-
quences, which implies by Lemma 2.3 that s′ /∈ I1(r) ∪ I2(r) and therefore
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s′ ∈ (I1(r;n)\I1(r)) ∪ (I2(r;n)\I2(r)). By Lemmas 2.4 and 2.5, (us′) contains
a subword w for which S(w) is a subsequence of CS(s′) of the form as in
the proof of Lemma 3.1. Thus, by the argument in the proof, we see that
CS(s) = CS(φ(α)) contains (S1, S2, ℓ) as a subsequence for some ℓ ∈ Z+, a
contradiction. 
Lemma 3.3. Both CS(s) and CS(s′) consist of m and m+ 1.
Proof. By Lemma 3.2 together with Lemmas 2.4 and 2.5, CS(s) and CS(s′)
contain both S1 and S2. Hence by [5, Lemmas 3.5 and 3.9], both CS(s) and
CS(s′) consist of m and m+ 1. 
At this point, we introduce the concept for a vertex of M to be converging,
diverging or mixing (cf. [4, Section 7]). To this end, we subdivide the edges of
M so that the label of any oriented edge in the subdivision has length 1. We
call each of the edges in the subdivision a unit segment in order to distinguish
them from the edges in the original M .
Definition 3.4. (1) A vertex x inM is said to be converging (resp., diverging)
if the set of labels of incoming unit segments of x is {a, b} (resp., {a−1, b−1}).
See Figure 1 and its caption for description.
(2) A vertex x in M is said to be mixing if the set of labels of incoming unit
segments of x is {a, a−1, b, b−1}. See Figure 2 and its caption for description.
(a) (b)
aa
a
x
bb
b
x
b a
Figure 1. Orient each of the unit segment so that the associ-
ated label is equal to a or b. Then a vertex x is (a) converging
(resp., (b) diverging) if all unit segments incident on x are ori-
ented so that they are converging into x (resp., diverging from
x).
The proof of Lemma 3.6 below is a slight modification of that of [4, Propo-
sition 7.5(2)], where we employ the following convention.
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(a) (b)
x x
Figure 2. A vertex x is mixing if it looks like as in the above
when we orient the segments as in Convention 3.5 below.
Convention 3.5. In Figures 3–5, the change of directions of consecutive ar-
rowheads represents the change from positive (negative, resp.) words to neg-
ative (positive, resp.) words, and a dot represents a vertex whose position is
clearly identified. Also small letters ci and di (i = 1, 2) represent the lengths of
the corresponding positive (or negative) words. The upper complementary re-
gion is regarded as the unbounded region of R2−M . Thus the outer boundary
cycles runs the upper boundary from left to right.
Lemma 3.6. We may assume that every vertex x of M with degree 4 is
either converging or diverging. To be precise, we can modify the reduced
nontrivial annular diagram M into a reduced nontrivial annular diagram M ′
keeping the outer and inner boundary labels unchanged so that every vertex
of M ′ with degree 4 is either converging or diverging. In particular, under
[5, Notation 4.18], every S(φ(∂D+i )) is a subsequence of both CS(φ(α)) and
CS(φ(∂Di)). Similarly, every S(φ(∂D
−
i )) is a subsequence of both CS(φ(δ
−1))
and CS(φ(∂Di)
−1).
Proof. Suppose on the contrary that there is a vertex x ∈ M with degree 4
such that x is neither converging nor diverging. We may assume x is the vertex
between D1 and D2. Then x has one of the five types as depicted in Figure 3,
where ci and di (i = 1, 2) are positive integers, up to simultaneous reversal
of the edge orientations and up to the reflection in the vertical edge passing
through the vertex x. To see this, let L be the set of labels of incoming unit
segments of x, and orient each of the unit segment so that the associated label
is equal to a or b as in Figure 1. If L = {a±1, b±1}, then we obtain the situation
(a) or (b) in Figure 3. If L consists of three elements, then we may assume
that a and a−1, respectively, appear as the label of the upper left and lower
right incoming unit segments and that b or b−1 does not belong to L. Then we
obtain the situation (c) or (d) in Figure 3. If L consists of two elements, then
we may assume both the upper left and lower right incoming unit segments
have label a, and both the upper left and lower right incoming unit segments
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have label b−1, because x is not converging nor diverging. In this case, we have
the situation (e) in Figure 3.
D
D2
D1
D1
D
D2
(b)
(e)
d1 d2
c1 c2
d1 d2
c1 c2
x
x
D
D2 D1D1 D
D2
(c) (d)
d1 d2
c1 c2
d1 d2
c1 c2
x x
D
D2D1
(a)
d1 d2
c1 c2
x
Figure 3. The five possible types of a vertex x ∈ M with
degree 4 such that x is neither converging nor diverging
Assume that x is depicted as in Figure 3(a). Then, for each i = 1, 2, ci is a
term of CS(φ(∂Di)) = CS(u
n
r ) and so is equal to m or m+1. Hence the term,
c1 + c2, of CS(φ(α)) = CS(s) is at least 2m. By Lemma 3.3, CS(s) consists
of m and m+ 1. But since 2m > m+ 1, we obtain a contradiction.
Assume that x is depicted as in Figure 3(b). Then (c1, c2) is a subsequence
of CS(φ(α)) = CS(s). Since CS(φ(α)) = CS(s) consists of m and m + 1 by
Lemma 3.3, the only possibility is that c1 = c2 = m and d1 = d2 = 1. But
then there is a term 1 in CS(s′), which is a contradiction, because CS(s′) also
consists of m and m+ 1 again by Lemma 3.3.
Assume that x is depicted as in Figure 3(c). Then (c1, c2) is a subsequence
of CS(φ(α)) = CS(s) and d1 + d2 is a term of CS(φ(δ)) = CS(s
′). Thus each
of c1, c2 and d1 + d2 is either m or m+ 1 by Lemma 3.3. Moreover, c2 + d2 is
a term of CS(unr ) and hence it is either m or m+1. So, we have the following
two possibilities:
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(i) c1 = m, c2 = m, d1 = m, d2 = 1;
(ii) c1 = m+ 1, c2 = m, d1 = m, d2 = 1.
In either case, since c2 = d1, we can transform M so that x is diverging as
in Figure 4. To be precise, we cut M at the black vertex in the left figure in
Figure 4 and then identify the two white vertices. The resulting diagram is
illustrated in the right figure in Figure 4, where the black vertex is the image of
the white vertices. It should be noted that this modification does not change
the boundary labels of M and the new vertex of M is converging or diverging.
D
D2 D1D1 D2
d1 d2
c1 c2 d1
c1
c2
x x
d2
Figure 4. The transformation of Figure 3(c) when c2 = d1 so
that x is diverging
Assume that x is depicted as in Figure 3(d). Then c1 + c2 is a term of
CS(φ(α)) = CS(s) and (d1, d2) is a subsequence of CS(φ(δ)) = CS(s
′). Thus
each of c1 + c2, d1 and d2 is either m or m + 1 by Lemma 3.3. Moreover,
c1 + d1 is a term of CS(u
n
r ) and hence it is either m or m+1. So, we have the
following two possibilities:
(i) c1 = 1, c2 = m, d1 = m, d2 = m;
(ii) c1 = 1, c2 = m, d1 = m, d2 = m+ 1.
In either case, since c2 = d1, we can transform M so that x is converging as
in Figure 5.
D
D2 D1D1 D2
d1 d2
c1 c2 d1
c1
c2
x x
d2
Figure 5. The transformation of Figure 3(d) when c2 = d1 so
that x is converging
Assume that x is depicted as in Figure 3(e). Then c1 + c2 is a term of
CS(φ(α)) = CS(s) and d1 + d2 is a term of CS(φ(δ)) = CS(s
′). Thus each
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of c1 + c2 and d1 + d2 is either m or m+ 1 by Lemma 3.3. Moreover, for each
i = 1, 2, ci + di is a term of CS(u
n
r ) and hence it is either m or m+ 1. So, we
have the following six possibilities:
(i) c1 + c2 = m, d1 + d2 = m, c1 + d1 = m, c2 + d2 = m;
(ii) c1 + c2 = m, d1 + d2 = m+ 1, c1 + d1 = m, c2 + d2 = m+ 1;
(iii) c1 + c2 = m, d1 + d2 = m+ 1, c1 + d1 = m+ 1, c2 + d2 = m;
(iv) c1 + c2 = m+ 1, d1 + d2 = m, c1 + d1 = m, c2 + d2 = m+ 1;
(v) c1 + c2 = m+ 1, d1 + d2 = m, c1 + d1 = m+ 1, c2 + d2 = m;
(vi) c1 + c2 = m+ 1, d1 + d2 = m+ 1, c1 + d1 = m+ 1, c2 + d2 = m+ 1.
If (i), (ii), (v) or (vi) happens, then c1 + c2 = c1 + d1 and so c2 = d1. Thus, as
illustrated in Figure 5, we may transform M so that x is converging. If (iii)
or (iv) happens, then c1 + c2 = c2 + d2 and so c1 = d2. So we can transform
M so that x is diverging as in Figure 4. 
Lemma 3.7. r 6= [m, 2].
Proof. Suppose on the contrary that r = [m, 2]. By [5, Lemma 3.12(3)], S1 =
(m+ 1) and S2 = (m).
Claim. s, s′ /∈ I1(r;n) \ I1(r).
Proof of Claim. Suppose on the contrary that s or s′ is contained in I1(r;n) \
I1(r). Without loss of generality, assume that s ∈ I1(r;n)\I1(r), i.e., [m+1] <
s ≤ [m, 1, 2]. Suppose that s = [m, 1, 2]. Then CS(s) = ((2〈m+ 1〉, m, 2〈m+
1〉, m)) (see [5, Lemma 3.12(3)]). Since CS(φ(∂D)) = ((2n〈m + 1, m〉)) for
every face D in M , we see by Lemma 3.6 that there are two successive 2-cells,
say D1 and D2, in M such that S(φ(∂D
+
1 )) = (. . . , m + 1), S(φ(∂D
+
2 )) =
(m + 1, . . . ) and such that S(φ(∂D+1 ∂D
+
2 )) = (. . . , m + 1, m + 1, . . . ). Since
neither S(φ(∂D−1 )) nor S(φ(∂D
−
2 )) can contain ((2n − 2)〈m + 1, m〉, m + 1)
as a subsequence by Lemma 2.1(1), this together with Lemma 3.6 implies
that S(φ(∂D+1 )) contains (m+ 1, m,m+ 1) as a tail and S(φ(∂D
+
2 )) contains
(m + 1, m,m + 1) as a head. Since CS(s) = ((2〈m + 1〉, m, 2〈m + 1〉, m)),
this implies that M consists of only two 2-cells D1 and D2 with S(φ(∂D
+
1 )) =
(m+ 1, m,m+ 1) and S(φ(∂D+2 )) = (m+ 1, m,m+ 1). Hence, CS(φ(δ
−1)) =
CS(φ(∂D−1 ∂D
−
2 )) = (((2n − 2)〈m,m + 1〉, m, (2n − 2)〈m,m + 1〉, m)). Since
CS(s′) = CS(φ(δ−1)), this implies that s′ = [m, 2, 2n− 2]. But then s′ is not
contained in I1(r;n) ∪ I2(r;n), a contradiction.
So assume that [m + 1] < s < [m, 1, 2]. Write s as a continued fraction
expansion s = [l1, l2, . . . , lh], where h ≥ 1, (l1, . . . , lh) ∈ (Z+)
h and lh ≥ 2.
Then l1 = m, l2 = 1 and either l3 ≥ 3 or both l3 ≥ 2 and h ≥ 4. In either
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case, we can see by using [5, Lemma 3.12] that CS(φ(α)) = CS(s) contains
(m + 1, m + 1, m + 1) as a subsequence. Then, since m + 1’s are isolated in
CS(φ(∂D)) = ((2n〈m + 1, m〉)) for every face D in M , we see by Lemma 3.6
that there are three successive faces D1, D2, D3 in M such that S(φ(∂D
+
1 )) =
(. . . , m + 1), S(φ(∂D+2 )) = (m + 1), S(φ(∂D
+
3 )) = (m + 1, . . . ) and such
that S(φ(∂D+1 ∂D
+
2 ∂D
+
3 )) = (. . . , m + 1, m + 1, m + 1, . . . ). But then, since
CS(φ(∂D2)) = ((2n〈m+1, m〉)), we have S(φ(∂D
−
2 )) = (m, (2n−1)〈m+1, m〉).
Hence CS(φ(δ)) = CS(s′) contains ((2n−2)〈m+1, m〉, m+1) as a subsequence,
which is a contradiction to Lemma 2.1(1). 
By the above claim, we have both s and s′ belong to I2(r;n)\I2(r). Then by
Lemma 2.5(1), both CS(s) and CS(s′) contain (m, d〈m,m+ 1〉, m,m) where
1 ≤ d ≤ 2n − 3, because S1e = S1b = ∅. Again by Lemma 3.6, we see that
there are two successive 2-cells, say D1 and D2, in M such that S(φ(∂D
+
1 )) =
(. . . , m), S(φ(∂D+2 )) = (m, . . . ) and such that S(φ(∂D
+
1 ∂D
+
2 )) = (. . . , m,m, . . . ).
Then since CS(φ(∂D1)) = CS(φ(∂D2)) = ((2n〈m+1, m〉)), we have S(φ(∂D
−
1 )) =
(. . . , m+1), S(φ(∂D−2 )) = (m+1, . . . ) and S(φ(∂D
−
1 ∂D
−
2 )) = (. . . , m+1, m+
1, . . . ). This implies that CS(φ(δ)) = CS(s′) contains (m + 1, m + 1). But,
CS(s′) also contains (m,m) as observed at the beginning of this paragraph, a
contradiction to [5, Lemma 3.5]. 
By r˜, s˜ and s˜′, we denote the rational numbers defined as in [5, Lemma 3.8]
for the rational numbers r, s and s′ so that CS(r˜) = CT (r), CS(s˜) = CT (s)
and CS(s˜′) = CT (s′).
Lemma 3.8. s˜, s˜′ ∈ I1(r˜;n) ∪ I2(r˜;n).
Proof. Note that s and s′ belong to (I1(r;n) \ I1(r)) ∪ (I2(r;n) \ I2(r)) by
Lemma 3.2, and therefore CS(s) and CS(s′) contain both S1 and S2. Write
s, s′ as continued fraction expansions s = [p1, p2, . . . , ph] and s
′ = [q1, q2, . . . , ql],
where pi, qj ∈ Z+ and ph, ql ≥ 2. Since both CS(s) and CS(s
′) consist of m
and m+1 by Lemma 3.3, we have p1 = q1 = m by [5, Lemma 3.5]. If m2 = 1,
then by [5, Corollary 3.14(1)], (m+ 1, m+ 1) appears in S1, so in CS(s) and
CS(s′). This implies by [5, Lemma 3.5] that p2 = q2 = 1. Also if m2 ≥ 2, then
by [5, Corollary 3.14(2)] together with Lemma 3.7, (m,m) appears in S2, so
in CS(s) and CS(s′). This implies by [5, Lemma 3.5] that p2, q2 ≥ 2.
Therefore, by [5, Lemma 3.8], if r˜ = [m3, . . . , mk] then s˜ = [p3, . . . , ph] and
s˜′ = [q3, . . . , ql], whereas if r˜ = [m2−1, m3, . . . , mk] then s˜ = [p2−1, p3, . . . , ph]
and s˜′ = [q2−1, q3, . . . , ql]. This together with the fact p1 = q1 = m and p2 = q2
yields the assertion. 
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Lemma 3.9. The unoriented loops αs˜ and αs˜′ represent the same conjugacy
class in G(r˜;n).
Proof. Let R˜ be the symmetrized subset of F (a, b) generated by the single
relator unr˜ of the upper presentation G(r˜;n) = 〈a, b | u
n
r˜ 〉. In the following, we
construct an annular R˜-diagram (M˜, ψ) from the given R-diagram (M,φ) such
that us˜ is an outer boundary label and u
±1
s˜′ is an inner boundary label of M˜ .
To this end, recall that M is shaped as in [5, Figure 3(a)]. By Lemma 3.6, we
assume that every vertex of M with degree 4 is either converging or diverging.
Then, under [5, Notation 4.18], each S(φ(∂D±i )) consists of m and m+1, and
moreover, it does not contain (m,m) or (m + 1, m+ 1) according to whether
m2 = 1 or m2 ≥ 2. Thus the T -sequence of φ(∂D
±
i ) is defined as in [5,
Definition 3.6] by counting the numbers of consecutive m+1’s orm’s according
to whether m2 = 1 or m2 ≥ 2. For the precise definition of T -sequences, see
[4, Definitions 8.4 and 8.7].
Now let M˜ be the map obtained from M by forgetting all degree 2 vertices,
and let D˜i and ∂D˜
±
i , respectively, be the copies of Di and ∂D
±
i (1 ≤ i ≤ t).
For each i with (1 ≤ i ≤ t), we assign an alternating word, ψ(∂D˜±i ), in {a, b},
to ∂D˜±i as follows.
Step 1. For i = 1, . . . , t, assign ψ(∂D˜+i ) so that ψ(∂D˜
+
1 · · ·∂D˜
+
i ) :=
ψ(∂D˜+1 ) · · ·ψ(∂D˜
+
i ) is alternating and
S(ψ(∂D˜+1 · · ·∂D˜
+
i )) = T (φ(∂D
+
1 · · ·∂D
+
i ))
Once this assignment is done, we see the following.
(i) The word ψ(∂D˜+1 · · ·∂D˜
+
t ) is cyclically alternating, because the sum
of the terms of CT (s) = CS(s˜) is even.
(ii) CS(ψ(∂D˜+1 · · ·∂D˜
+
t )) = CT (φ(∂D
+
1 · · ·∂D
+
t )) = CT (φ(α)) = CT (s) =
CS(s˜), because CS(s˜) has even number of terms. In particular, (ψ(α˜)) ≡
(u±1s˜ ) by [1, Lemma 5.2], where α˜ is an outer boundary cycle of M˜ .
Step 2. For i = 1, . . . , t, assign ψ(∂D˜−i ) so that ψ(∂D˜i) := ψ(∂D˜
+
i )ψ(∂D˜
−
i )
−1
is an alternating word and S(ψ(∂D˜−i )) = T (φ(∂D
−
i )). Once this assignment
is done, we see the following.
(i) For i = 1, . . . , t, ψ(∂D˜−1 · · ·∂D˜
−
i ) is a reduced alternating word such
that S(ψ(∂D˜−1 · · ·∂D˜
−
i )) = T (φ(∂D
−
1 · · ·∂D
−
i )).
(ii) The word ψ(∂D˜−1 · · ·∂D˜
−
t ) is cyclically alternating, because the sum
of the terms of CT (s′) = CS(s˜′) is even.
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(iii) CS(ψ(∂D˜−1 · · ·∂D˜
−
t )) = CT (φ(∂D
−
1 · · ·∂D
−
t )) = CT (φ(δ
−1)) = CT (s′) =
CS(s˜′), because CS(s˜) has even number of terms. In particular, (ψ(δ˜)) ≡
(u±1s˜′ ) by [1, Lemma 5.2], where δ˜ is an inner boundary cycle of M˜ .
Here the assertion (i) is proved as follows, as in the proof of assertion (i) in [4,
Step 3 in Section 8.1]. We assume m2 ≥ 2 and verify the assertion when i = 2.
(The other cases can be treated similarly.) Since both CS(φ(α)) = CS(s) and
CS(φ(∂D1)) = CS(φ(∂D2)) = ((2n〈S1, S2〉)) consist ofm andm+1 and do not
contain (m + 1, m + 1), we have four possibilities around the vertex between
D1 and D2 as described in the left figures in Figure 6, up to reflection in the
vertical line passing through the vertex. In each of the right figure, we may
assume without loss of generality that the upper left segment is oriented so that
it is converging into the vertex. Then the orientations of the three remaining
segments in each of the right figures are specified by the requirements in Step 1
and the new requirement S(ψ(∂D˜−i )) = T (φ(∂D
−
i )) for i = 1, 2. In each case,
we can check that the condition S(ψ(∂D˜−1 ∂D˜
−
2 )) = T (φ(∂D
−
1 ∂D
−
2 )) holds.
By the annular R˜-diagram (M˜, ψ) constructed in the above, we see that the
unoriented loops αs˜ and αs˜′ represent the same conjugacy class in G(r˜;n) (cf.
[5, Lemma 4.11]). 
We repeatedly apply Lemmas 3.8 and 3.9 to obtain a contradiction as fol-
lows. Recall that r = [m1, . . . , mk] with m1 = m ≥ 2, mk ≥ 2 and k ≥ 2.
Thus r˜ is equal to [m2 − 1, m3, . . . , mk] or [m3, · · · , mk] according to whether
k ≥ 3 or both m2 = 1 and k ≥ 3. In particular, 0 < r˜ ≤ 1. Since r 6= [m, 2]
by Lemma 3.7, we must have 0 < r˜ < 1. If 1/2 < r˜ < 1, then 0 < 1− r˜ < 1/2
and, by [5, Lemma 2.5], there is an orbifold homeomorphism f from S(r˜;n)
to S(1− r˜;n) which maps the 2-bridge sphere of S(r˜;n) to that of S(1− r˜;n),
such that the restriction of f to the 2-bridge sphere maps the simple loop αs
to α1−s for any s ∈ Qˆ. Moreover the transformation s 7→ 1 − s maps I(r˜;n)
to I(1 − r˜;n). So we assume 0 < r˜ ≤ 1/2. If r˜ = 1/p for some p ≥ 2,
then we have a contradiction by virtue of [5, Main Theorem 2.5(1)]. So, we
may assume r˜ 6= 1/p, and therefore, we can apply Lemmas 3.8 and 3.9 to r˜.
By repeating this argument, we finally arrive at the situation that for either
r′ = 1/p or r′ = [p, 2] for some integer p ≥ 2, there are two rational num-
bers t, t′ ∈ I1(r
′;n) ∪ I2(r
′;n) for which the simple loops αt and αt′ represent
the same conjugacy class in G(r′;n). The former is a contradiction to [5,
Main Theorem 2.5(1)], and the latter is a contradiction to Lemma 3.7. This
completes the proof of Main Theorem 1.1(1). 
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Figure 6. The construction of M˜ from M
4. Proof of Main Theorem 1.1(2) and (3)
Main Theorem 1.1(2) can be proved by simply replacing 1/p with a non-
integral rational number r in [5, Section 7]. The only difference is to use
Corollary 2.2, instead of [5, Corollary 5.2], at the end of the proof.
It remains to prove Main Theorem 1.1(3). Let S(r) = (S1, S2, S1, S2) be as
in [5, Lemma 3.9]. We recall the following lemma.
Lemma 4.1. (1) Suppose that v is a cyclically alternating word which rep-
resents the trivial element in G(K(r)) = 〈a, b | ur〉. Then the cyclic word (v)
contains a subword w of the cyclic word (u±1r ) such that S(w) is (S1, S2, ℓ) or
(ℓ, S2, S1) for some ℓ ∈ Z+.
(2) Suppose that v is a cyclically alternating word which represents the trivial
element in G(r;n) = 〈a, b | unr 〉. Then the cyclic word (v) contains a subword
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w of the cyclic word (u±nr ) such that S(w) is ((2n− 1)〈S1, S2〉, ℓ) or (ℓ, (2n−
1)〈S2, S1〉), where ℓ ∈ Z+.
Proof. (1) This is nothing other than [1, Theorem 6.3].
(2) By the first assertion of [2, Corollary 4.12], we see that the cyclic word
(v) contains a subword w of the cyclic word (u±nr ) which is a product of 4n−1
pieces but is not a product of less than 4n − 1 pieces. Hence, we obtain the
desired result by [5, Lemma 4.3(2)]. 
Suppose on the contrary that there is a rational number s in I1(r;n)∪I2(r;n)
for which uts = 1 in G(r;n) for some integer t ≥ 1. Then clearly u
t
s = 1
also in G(K(r)). Since G(K(r)) is torsion-free, us = 1 in G(K(r)). By [1,
Main Theorem 2.3], this implies that s lies in the Γˆr-orbit of r or ∞. Hence
|us| > |ur|.
On the other hand, since uts = 1 in G(r;n), Lemma 4.1(2) implies that
we may write u¯ts ≡ wz, where u¯s is a cyclic permutation of us and w is
a subword of (uts) as described in Lemma 4.1(2). If w is contained in u¯s,
then by [5, Lemma 4.3(3)], CS(s) = CS(u¯s) contains ((2n − 1)〈S1, S2〉) or
((2n − 1)〈S2, S1〉) as a subsequence. But, since s ∈ I1(r;n) ∪ I2(r;n), this is
impossible by Lemma 2.1. So w cannot be contained in u¯s, and hence u¯s is a
proper initial subword of w. Thus u¯s is a subword of the cyclic word (u
±n
r ).
Here, since |u¯s| = |us| > |ur|, we may put u¯s ≡ v
dv1, where d ∈ Z+, v is
a cyclic permutation of ur or u
−1
r and |v1| < |ur|. Note that |v1| ≥ 1, for
otherwise we would have u¯s ≡ v
d so that CS(s) = ((2d〈S1, S2〉)), which yields
that d ≥ 2 since s 6= r and that s = dq/dp if r = q/p by [5, Remark 3.11], a
contradiction.
Then v1 = u¯s = 1 in G(K(r)). Moreover, v1 is a proper initial subword
of v and so a proper initial subword of u¯s. This implies that v1 is cyclically
alternating, because u¯s is cyclically alternating and |v1| = |us| − d|ur| is even.
Also since v1 = 1 in G(K(r)), Lemma 4.1(1) implies that the cyclic word
(v1) contains a proper subword w such that S(w) is (S1, S2) or (S2, S1). So
|v1| >
1
2
|ur| =
1
2
|v|. Now, let v2 be the terminal subword of v such that
v ≡ v1v2. Then v2 is also cyclically alternating and v2 = 1 in G(K(r)). Thus
the above argument implies that |v2| >
1
2
|v|. This contradicts the inequality
|v2| = |v| − |v1| <
1
2
|v|. 
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