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Abstract
The world is increasingly dependent on critical infras-
tructures such as the electric power grid, water, gas, and
oil transport systems, which are susceptible to cascading
failures that can result from a few faults. Due to the combi-
natorial complexity in the search spaces involved, most tra-
ditional search techniques are inappropriate for identifying
these faults and potential protections against them. This pa-
per provides a computational methodology employing com-
petitive coevolution to simultaneously identify low-effort,
high-impact faults and corresponding means of hardening
infrastructures against them. A power system case study
provides empirical evidence that our proposed methodol-
ogy is capable of identifying cost effective modifications to
substantially improve the fault tolerance of critical infras-
tructures.
I. General Methodology
The world is increasingly dependent on critical infras-
tructures such as the electric power grid, water, gas and
oil transport systems. At the same time, these infrastruc-
tures are increasingly susceptible to faults in the form of
natural disasters and intentional disruption. Due to both in-
creasing demand, which is outpacing infrastructure expan-
sion, and the increasingly interconnected nature of infras-
tructures, many critical infrastructures are becoming vul-
nerable to cascading failures, where a fault caused by an
external force may induce a domino-effect of component
failures.
These trends combined raise the specter of a well tar-
geted attack bringing down an entire system of intercon-
nected infrastructures, resulting in a devastating economic
blow and potentially a significant loss of life. An impor-
tant implication is that traditional infrastructure risk analy-
sis methods, often relying on Monte Carlo sampling of dis-
aster scenarios, are no longer sufficient. Instead, systematic
analysis based on worst-case attacks by intelligent adver-
saries is essential.
The addition of control devices, such as adding a pump
in a water system, coupled with intelligent control algo-
rithms allow the effective use of spare system capacity.
When working together, multiple control devices have the
potential to protect components by better use of underuti-
lized areas. The ability to balance system use in such a
manner presents a means to stop cascading failures as well
as better utilize system resources during normal operating
conditions.
The problems of finding optimally balanced hardenings
and worst-case fault scenarios are interdependent and their
solution spaces share the characteristics of combinatorial
complexity, making exhaustive search infeasible, and non-
linear dependencies between solution components, result-
ing in many local optima which defeat most traditional
search algorithms. This paper provides a methodology,
based on competitive coevolutionary algorithms inspired
by Neo-Darwinian arms races, to simultaneously evolve
near optimal hardenings and low-cost, high-impact faults.
The effectiveness of our methodology is demonstrated on a
power system case study.
Competitive Coevolution
Evolutionary Algorithms (EAs) are a class of stochastic
population based optimization techniques inspired by prin-
ciples of Neo-Darwinian evolution in which a population of
solutions is evolved to maximize a fitness function. First,
individual solutions are combined through recombination
operators to create new offspring solutions which contain
aspects of their parent solutions. Next, mutation operators
are applied to the offspring solutions to provide a form of
random search and a means of genetic variation. Finally,
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Figure 1. 2-population coevolution lifecycle
offspring are forced to compete for survival within the pop-
ulation. In this manner new areas of the fitness landscape
are explored as new solutions are created from old solu-
tions.
In Coevolutionary Algorithms (CoEAs) an individual’s
fitness is determined by interactions with other individu-
als rather than by a fixed metric as in typical EAs [4].
Fig. 1 shows the basic coevolutionary lifecycle for a two-
population CoEA. Each population has its own lifecycle,
which intersect during fitness evaluations.
In two-population competitive coevolution both popula-
tions are constantly evolved to exploit weaknesses in the
opposing population. As a result both populations are con-
stantly being exposed to more fit individuals from the op-
posing population. Ideally, this leads to incremental im-
provement, with each population continually evolving to
meet the increasing pressure from the opposing population.
Proposed Methodology
A hardening of an arbitrary system is a set of modifi-
cations to that system that make it more resilient against
faults. Examples of such modifications are adding trans-
mission lines, generators, or power flow controllers to an
electric power grid. While creating possible hardenings is
easy, evaluating their effectiveness typically is not. Ideally,
a hardening would effectively allow the system to withstand
worst-case faults as well as minimize the damage caused
by more probable faults. However, in many cases it may
not be possible to find hardenings which, under all faults,
can prevent a major system failure. Hardenings should then
postpone the onset of a cascading failure allowing operators
time to either repair the system or make intelligent decisions
which will minimize further damage.
In practice those hardenings with the greatest cost-
benefit ratio should be adopted. While determining this ex-
actly in most cases is impractical, a heuristic can be used to
approximate it. Estimates of the cost-benefit ratio of a given
hardening and effectiveness of a fault are shown in Eq. 1
and Eq. 2 respectively, whereH is the hardening, C(H) the
overhead cost associated with H, Ω the set of all faults, Eσ
the expected number of times fault σ will occur throughout
the lifetime of the system, and L(H,σ) the expected mon-
etary loss caused to the system by σ with hardening H in
place.
F (H) = C(H) +
∑
σ∈Ω




[Eσ · L(H,σ) + C(H)] (2)
The minimal points of F (H) represents the hardenings
which perform best against all faults; likewise the maxi-
mal points ofG(σ) represent those faults which, on average,
cause the most damage to any hardening.
Since it is not generally feasible to evaluate a hardening
against all faults, nor a fault against all hardenings, a test set
of probable damaging faults can be selected and hardenings
found which are capable of lessening the damage of those
faults. This, however, runs the risk of developing harden-
ings which protect well against only the test case faults.
Competitive coevolution allows hardenings to be ever chal-
lenged by increasingly damaging faults, resulting in, ide-
ally, hardenings which withstand a wide range of faults and
cover general areas of the system in need of strengthening.
II. Power Grid Case Study
The electrical power grid is one of the largest inter-
connected critical infrastructures ever built and its correct
functioning is a prerequisite for the correct functioning of
most other critical infrastructures. One of the most promis-
ing power system control devices is the family of power
electronics-based controllers known as Flexible AC Trans-
mission System (FACTS) devices. While many different
types of FACTS devices exist, one of the most powerful
is the Unified Power Flow Controller (UPFC). Working in
concert, UPFCs have been shown capable of preventing cas-
cading failures [6]. This paper presents empirical evidence
of the effectiveness of the proposed infrastructure harden-
ing methodology by simultaneously optimizing the place-
ment of UPFC devices and identifying worst-case power
grid faults.
Related Work
Previous work has gone into optimizing UPFC place-
ment and control [1, 2, 3]. In [2] a UPFC control algo-
rithm based on the maxflow algorithm is presented in which
UPFC set points are chosen such that the resulting system
flow, under a fault, is close to the steady state flow under no
faults. However, as the number of faults increases this flow
model becomes increasingly inaccurate.
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In [7], a Sequential Quadratic Programming control al-









where Si is the current power flow through line i and Smaxi
is the maximum rated capacity of line i.
In [5] an EA is used to evolve UPFC placements to mini-
mize the number of line overloads over all single line faults,
but does not include secondary, induced failures.
Power System Model & UPFC Control
A steady state model of the IEEE 118 bus system1 is used
as the testbed for all experiments. A Newton-Raphson so-
lution method is used to solve the polar form of the steady
state loadflow equations. The method in [8] is used to re-
store solvability in unsolvable situations such as when de-
mand exceeds system capacity.
To simulate cascading failures several iterations of load-
flow are performed to account for additional contingencies
induced by the initial fault. A model of an overcurrent relay
is employed to determine the times at which individual lines
fail in response to an original fault. The work here simulates
load served over the course of a day.
Long term UPFC set points are determined by minimiz-
ing the performance index in Eq. 3, as done in [7]. Since
lines fail at a rate proportional to their degree of overload,
choosing set points in such a manner causes the next line
failure to be delayed
Experimental Setup
Cost, L(H,σ), is proportional to the demand which can-
not be delivered, and the expected number of times a given
fault will occur, Eσ , is assumed to be 11+|σ| . To evaluate the
fitness of the individuals in the UPFC placement population
and the fault population, subsets of both populations are se-
lected to be used as test cases. Eq. 1 and Eq. 2 are simplified
by assuming the initial cost of all hardenings/placements to
be zero and are adapted to be fitness functions for the UPFC
placement and fault populations by changing the sums over
all possible placements and faults to sums over the members
of the test set. The fittest individual from the previous gen-
eration is included in the test set along with three randomly
selected members in the current population.
Individuals from both populations are represented as bit
strings. Semi-generational survival selection is used in
which only the three best individuals in the current popula-
tion are allowed to survive into the next. Binary tournament
1http://www.ee.washington.edu/research/pstca/
pf118/pg_tca118bus.htm
selection is used for parent selection. Offspring are created
by randomly selecting from a set of possible reproduction
operators and performing the operation on the selected par-
ents.
Recombination for both populations is accomplished by
one-point crossover, with 40% probability. Mutation is ac-
complished for both populations by both a bit flip operator,
with 20% probability, and by either moving the UPFC or
the outaged line to a neighboring line, with 40% probabil-
ity. Individuals are initialized such that, on average, two
lines are outaged or two UPFCs are placed randomly in the
system.
Due to the high computational cost of fitness calculation,
small populations consisting of 10 individuals are used. Co-
evolution is terminated after 50 generations and five runs are
performed.
Results
The evolved UPFC placements are successful in delay-
ing the evolved faults’ cascades from occurring, but in the
cases seen are unable to entirely prevent them. Fig. 2 shows
a graph of the percentage of load served at each time step
for evolved UPFC placements from generations 0, 10, and
20, and that of the system when UPFCs are not used under
the best evolved fault. The best evolved UPFC placement
significantly delayed the cascade by 30 minutes.
In general it is desirable for current individuals to be
able to defeat opponents from earlier generations and to
perform better against current opponents then their ances-
tors. As the generations increased, seen in Fig. 2, the best
placements from those generations were better able to with-
stand the best evolved fault, until about generation 20 when
a placement was evolved which performed the best against
the fault.
The final evolved faults, on average, forced the system to
only serve about 30% of the demand. This may indicate that
finding good faults is easier than good UPFC placements in
the test configuration.
The evolved faults ranged from removing only two lines
in the system to removing as many as eight. The fact that
faults of as little as two lines can cause serious damage may
indicate that the spare capacity available in the test system
was insufficient.
III. Discussion & Impact
One problem inherent with coevolution is measuring
evolutionary progress. Fitness values of individuals in dif-
ferent generations can no longer be directly compared as
they were judged against different sets of individuals. In
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Figure 2. Comparison of placements from
multiple generations against the same fault
typical EAs a plot of the population’s maximum and aver-
age fitness values over time will indicate if the EA’s solu-
tion quality is improving; however, in CoEAs this is not the
case. Since CoEAs have no explicit objective function be-
ing optimized there may not be a natural metric by which
to measure progress. One method to determine coevolu-
tionary progress, used in the above case study, is to com-
pare the performance of the current individuals against past
and present opponents to the performance of their ancestors
against the same opponents.
In the power system case study, faults are able to be
evolved to exploit specific weaknesses in the hardenings,
specifically a weakness in the UPFC control. It may be nec-
essary to provide a means to either speed the evolution of
the hardening population or slow the evolution of the fault
population in order to allow enough time for the hardening
population to evolve effective countermeasures to the faults
or vice versa.
Conclusions and Future Work
The proposed coevolutionary critical infrastructure hard-
ening methodology is successfully demonstrated by apply-
ing it to a power system case study. Placements of UPFC
devices are evolved which demonstrate the ability to slow
the progress of a cascading failure, allowing operators time
to intercede and restore the system before a blackout oc-
curs. Our proposed methodology is shown to effectively
evolve UPFC placements which outperform the initial ran-
domly selected placements.
To increase real-world applicability of this methodology
to power systems, more accurate models and control algo-
rithms will be used in future studies. By combining mul-
tiple forms of system hardenings, such as control devices
and topological changes, more comprehensive hardenings
of critical infrastructures can be identified. The versatility
of our methodology needs to be tested on additional critical
infrastructures.
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