This paper presents a heuristic approach based on genetic algorithm (GA) for solving large-size multi-stage multi-product scheduling problem (MMSP) in batch plant. The proposed approach is suitable for different scheduling objectives, such as total process time, total flow time, etc. In the algorithm, solutions to the problem are represented by chromosomes that will be evolved by GA. A chromosome consists of order sequences corresponding to the processing stages. These order sequences are then assigned to processing units according to assignment strategies such as forward or backward assignment, active scheduling technique or similar measures, and some heuristic rules. All these measures greatly reduce unnecessary search space and increase the search speed. In addition, a penalty method for handling the constraints in the problem, e.g., the forbidden changeovers, is adopted, which avoids the infeasibility during the GA search and further greatly increases the search speed.
Introduction
Multi-stage multi-product scheduling problem (MMSP) in batch plant has been always attractive to the process scheduling researchers, which is much more complex than single-stage multi-product scheduling problem (SMSP) with parallel units. Pinto and Grossmann (1995) presented a continuous-time mixed-integer linear programming (MILP) model for MMSP. They used the concept of parallel time coordinates for units and tasks. Pinto and Grossmann (1996) still proposed an alternative model in which the pre-ordering of orders was imposed explicitly, by applying a representation of the time slots for the units. This resulted in a significant reduction in the computational time. Cerda et al. (1997) proposed a continuous-time MILP model for SMSP. They used tri-index decision variables as well as the concept of predecessor and successor to describe the order assignment to various production units while taking into account sequence-dependent changeover constraints. To deal with large size problems, they proposed heuristics, such as order preordering, to reduce the number of feasible predecessors for each order. On the basis of the notion of time slots, Karimi and Mcdonald (1997) proposed two models for parallel semicontinuous processes considering sequence-dependent setup times, orders, and their corresponding due dates in order to minimize the inventory. The major advantage of the formulation is that it can incorporate fixed time events such as due dates while using continuous representation of time. Ierapetritou et al. (1998) presented an effective continuous time formulation for short-term scheduling of multi-purpose batch plants. The novel feature of this formulation was the de-coupling of task events from unit events, which greatly reduced the number of decision variables. The major limitation of this formulation was that it required processing stage. The processing time of an order over a unit depends on the nature of the order and on the type of the unit. Not all the orders can be processed by any unit (forbidden processes exist, in these cases let the process times be represented by dashes). In each stage, a changeover time is required when a unit change from one order to another. Changeover times are sequence dependent. Some changeovers are forbidden (let the changeover times be represented by dashes). A unit setup time is required for every order changeover, which is either sequence or unit dependent. Forbidden changeovers and forbidden processes in the problem are called CP constraints. The scheduling objective is to minimize the total flow time, total tardiness or total earliness of the schedule. Table A -1 and A-2 in Appendix show us the problem data of the studied MMSP. There are 25 units available to process 24 customer orders. Each order involves 5 stages. Unit 1-6 are the parallel processing units in stage 1, unit 7-9 in stage 2, unit 10-19 in stage 3, unit 20-22 in stage 4, and unit 23-25 in stage 5. The unit-dependent process times (p ju , j=1, 2, …, 24, u=1, 2, …, 25), sequence-dependent changeover times (c ij , i and j=1, 2, …, 24), unit setup times (ut u , u=1, 2, …, 25), order due date (d j , j=1, 2, …, 24), order release times ( or j , j=1, 2, …, 24) and unit release times (ur u , u=1, 2, …, 25) are presented in Table A -1 and A-2 in Appendix. The dashes in the two tables mean forbidden processes or changeovers. The following four examples of MMSP are used to illustrate the proposed approach:
Example 1: The process times in Table A -1, the changeover times and due dates in Table A -2 are used in this example. All unit setup times, order release times and unit release times in Example 1 are set to be zero.
Example 2: The unit setup times in Table A -1 in Appendix are used in this example. All the other data are the same as Example 1.
Example 3: The unit release times in Table A -1 and the order release times in Table A -2 are used in this example. All the other data are the same as Example 2.
Example 4: The due dates of the former 6 orders are changed from (510, 500, 520, 530, 540, 530) to (50, 100, 200, 300, 400, 500) . All the other data are the same as Example 3.
It can be found that the MMSP is an expansion of the flow shop scheduling problem (FSSP), or called the flexible or hybrid flow shop scheduling problem in some literature. In regular FSSP, there is only one processing unit for every stage of production. The difference of MMSP is that there are several (more than one) parallel units for every stage of production. For every stage, to assign orders to parallel units in this stage is a sub-problem of SMSP as studied by Cerda et al. (1997) , Hui and Gupta (2001) and Chen et al. (2002) .
Subsequently, we apply MILP and GA for solving these example problems and compare the performances of the algorithms. The following criteria are used to evaluate the algorithms: (1) The best solution which the algorithms obtain; (2) The computational time of the algorithm; (3) The objective value difference of the same problem between algorithms; (4) The deviation from the best solution obtained. For large-size problems, we cannot expect to find globally optimal solutions within a reasonable time. Therefore, relative deviations from the best solutions are used as the criteria for evaluation (Ku and Karimi, 1991; Lee et al., 2002) . Relative deviation is calculated with respect to the best (or optimal) solution obtained up to now:
Dev. from best (%) = 100[(algorithm objective value -best objective value)/best objective value] (1)
Solution by MILP
The procedure of MILP given by Hui et al. (2000) is as follows: establish the MILP model first, including objective function and constraints, and then the model is formulated by GAMS (Brooke et al., 1992) and solved by OSL on the PC with 1500MHz CPU and 256MB memory. The scheduling objective is to minimize total flow time, total tardiness or total earliness. For the total flow time, the objective function is:
where C j is the completion time of order j; for the total tardiness, the objective function is:
where is the tardiness of order j; for the total earliness, the objective function is:
where is the earliness of order. Pinto and Grossmann (1995) proposed an objective function for minimization of the total process time, and Hui et al. (2000) adopted this objective function. In our study, a new objective function is proposed.
The process time of order j through all stages is ; is the total process time,
j is the start time of order j. Assume that all orders can be completed before their due dates, so the earliness of order j is ;
. We define as the generalized process time of order j. Hence, the following alterative objective function will be used:
This function plays the same role as the one proposed by Pinto and Grossmann (1995) : although it does not guarantee minimization of total earliness, it has the advantage of minimizing the total in-process time. This would reflect in minimum intermediate storage requirements. Let us define it as total generalized process time, simply as total process time.
To show the limitation of MILP for this highly combinatorial problem, we solved Example 1 using the model developed by Hui et al. (2000) for minimizing the total processing time with different problem sizes. Results are shown in Table 2 . It can be found that:
(1) For small-size problems, MILP can get the optimal solution of the problem within a short time. For example, the optimal solution for the 5-order problem has been obtained within 541iterations.
(2) For large-size problems, MILP cannot get the optimal solution within an acceptable time. In Table 2 , for the 8-order problem onward, the optimal solution cannot be achieved within 100000 iterations. Indeed, the 100'000 iterations are acceptable. However, for the large-size problems, even we increase the iterations up to 1'000'000 or 2'000'000, the solutions are improved little.
(3) We also observed that the more CP constraints in the problem, the more rapidly the MILP method finds the solution. The reason for this is that the CP constraints cut some solution space for MILP. From the following four Gantt charts ( Fig. 1-4) , it is seen that the optimal schedule corresponds to a uniform Gantt chart without idle times (see Fig. 1 ). On the contrary, a non-optimal schedule may correspond to a Gantt chart with big idle times (see Fig. 4 ). For large-size problems, MILP may be able to get a feasible solution, but it is far from the optimal solution. All in all, MILP is not suitable to solve large-size MMSP. 
Solution by Genetic Algorithm
GA is inspired by Darwin's theory of evolution. GA has experienced increasing application in numerical optimization and combinatorial optimization and has shown great promise in many industrial engineering areas.
In GA, solutions to the problem are represented by chromosomes. Each chromosome is evaluated through synthesizing it into a schedule with objective value. In the beginning of GA, an initial generation of chromosomes is produced randomly. Throughout the genetic evolution, because of the mechanism of selection, crossover and mutation, good-quality offspring are born from the previous generation (parents). Generation by generation, the stronger chromosomes are the survivors in a competitive environment. At the end of GA, near-optimal solutions can be achieved.
Solution Representation
In solving scheduling problems by GA, the first task is to represent a solution of the problem as a chromosome. Permutation-based representation is utilized in this paper. A chromosome, P = (P 1 , P 2 , P 3 , …, P M ), consists of M segments that correspond to the M stages of the N orders. Hence, the size of a chromosome is M*N. Serial numbers, 1, 2, 3, …, N, are used to denote N orders that will be assigned to the units in that stage. Each segment, P k (k=1, 2, …, M), is an order sequence, Fig. 5 shows a sample chromosome for the 5*10 (M=5, N=10) problem in Example 1. 1 9 2 6 5 8 4 7 3 10 6 5 7 3 8 2 9 1 10 4 10 3 9 4 8 5 7 2 6 1 7 4 8 5 9 3 10 2 6 1 9 3 7 1 6 2 10 5 4 8 
Evaluation of a Chromosome
A chromosome, P, is the representation of a solution to the problem, not a schedule yet. In GA, a lot of chromosomes will be searched. Every chromosome has to be evaluated. The evaluation of the chromosome, P, is a procedure to synthesize the chromosome into a schedule with an objective value, f(P). Because the scheduling objective is to minimize the total flow time, total tardiness, total earliness or total process time, f(P) can be calculated by functions (2)-(5). When a schedule is formed from the chromosome P, the corresponding objective value, f(P), is determined. In this section, we introduce how to synthesize the chromosome P into a schedule. The methods depend on scheduling objectives selected, and the following heuristic strategies and knowledge are utilized.
Assignment Strategies
To assign the orders in a chromosome P to the units, there are two objective-dependent methods: Forward Assignment: To minimize the total flow time or the total tardiness, assign the orders from stage 1 to stage M to the earliest available processing unit. The purpose of forward assignment is to complete the orders as early as possible. In specific forward assignment, an active scheduling method and a heuristic rule should be utilized.
Backward Assignment: Suppose that all of the orders can be completed before their due dates. To minimize the total earliness or the total process time, we should let the completion time of an order as near as possible to the due date, but not after the due date. We therefore assign the orders from stage M to stage 1. The purpose of backward assignment is to complete the orders as closely as possible to the corresponding due dates, considering the inventory cost of the products. But tardiness penalties should be avoided. In specific backward assignment, measures similar to active scheduling, and heuristic rules should be adopted.
Active Scheduling Technique
Active scheduling technique is implemented into our algorithm for minimizing the makespan or the total tardiness. Bierwirth and Mattfeld (1999) presented the relationships of the schedule properties in the job shop scheduling as shown in Fig. 6 (a). A non-delay schedule means that no machine is kept idle when it could start processing some operation. An active schedule contains no excess idle times and has no operations that can be completed earlier without delaying other operations (Kreutz et al., 2000) . For the minimization of the makespan and the total flow time of a job shop schedule, it is well known that at least one of the optimal schedules is an active one. Unfortunately, there is not necessarily an optimal schedule in the set of non-delay schedules. However, there is strong empirical evidence that non-delay schedules show better mean solution quality than active ones. Nevertheless, scheduling algorithms typically search the space of active schedules in order to guarantee that the optimum is taken into consideration. Numerous GA approaches to the job shop scheduling have used an active scheduler, e.g. Yamada and Nakano (1992) and Dorndorf and Pesch (1995) . Contrarily, a non-delay scheduler has been used in the decoding procedure of a GA by Della Croce et al. (1995) .
In the regular flow shop scheduling problem (FSSP), it is impossible that no machine is kept idle within the time horizon scheduled. Hence, non-delay schedule does not exist in the FSSP. Therefore, the relationships of schedule properties in the flow shop scheduling are illustrated in Fig. 6 (b) . Kreutz et al. (2000) proposed an active scheduler for hybrid FSSP. As previously stated, MMSP is a hybrid FSSP. To minimize the total flow time or the total tardiness, a chromosome of MMSP can be synthesized into a feasible, semi-active or active schedule. The optimal schedules must be active ones.
If no CP constraint exists in the problems, every chromosome of MMSP can be synthesized into a feasible schedule within an enough time horizon; but its objective value may be very bad. In order to make full use of the resources, reducing the idle time of the units and intermediate storage time of the semi-finished products is necessary. For this purpose, a chromosome should be synthesized into an active schedule, not just a semi-active schedule.
To understand explicitly what an active schedule is, let us use a simple regular FSSP to illustrate it. Assume that we have a regular FSSP: N = 3, M T = M = 3, which means that each of the three orders has to be processed through three stages, and only one unit is available for each stage. The objective is to minimize the makespan, total flow time or the total tardiness. A chromosome of this problem can be synthesized into a semi-active schedule or an active schedule.
Suppose that a chromosome of the FSSP is (3 1 2, 1 2 3, 2 3 1). For stage 1, three orders are assigned to unit 1 according to the sequence (3 1 2). For stage 2, j1 is assigned following j1 in stage 1, and j2 following j2 in stage 1. Therefore, before j3 is assigned in stage 2, the state is shown in thick solid lines in Fig. 7 -a. There are two ways to assign j3 in stage 2 without changing the assigned orders: one is to assign it onward, following j2; another is to find idle time before j2 to assign it. The two broken lines in Fig. 7 -a show the two ways to assign j3 in stage 2.
For stage 2, if j3 follows j2 according to the sequence (1 2 3), and for stage 3, if three orders are assigned to unit 3 onward according to the sequence (2 3 1), then a semi-schedule is synthesized as shown in Fig. 7-b . However, if we try to find idle time(s) to assign j3 in stage 2, we can see that, between j3 in stage 1 and j1 in stage 2, there is an enough idle time (see Fig. 7 -b) to assign j3 in stage 2. Let us assign j3 in the idle time. Similarly, for stage 3, after j2 is assigned, we can find idle times to assign j3 and j1 (see Fig.  7 -c). As a result, an active schedule is acquired as shown in Fig. 7 -c. Obviously, the total flow time in Fig.  7 -c is shorter than that in Fig. 7-b .
According to the conception of the active schedule, if the idle time available on unit u2 were not enough to assign j3 without delaying other operations (the assigned j1 and j2), j3 should be assigned forward, following j2.
By using active scheduling technique, the same active schedule can be achieved from (3 1 2, 1 2 3, 2 3 1), (3 1 2, 3 2 1, 3 2 1) and other chromosomes like (3 1 2, x x x, x x x). Therefore active scheduling technique can increase the search ability and reduce the search time. It is because of this fact that, even if from a bad chromosome, a good solution may be obtained. Active scheduling technique makes the algorithm have more opportunities to find the good solutions to the problems.
Therefore, to minimize the makespan, total flow time or the total tardiness of the FSSP, chromosomes should be synthesized into active schedules. If the scheduling objective is changed to the total earliness or total process time, similar measures should be taken in order to reducing the idle times of the units and the intermediate storage time of the semi-finished products. If we understand the active scheduling technique in forward strategy, then it is easy to understand the "measures similar to active scheduling" in backward strategy. The basic purpose of these measures is to try to look for idle time between assigned operations to assign a new operation (without moving the assigned operations). So under backward strategy, the optimum is a similar "active schedule".
Heuristic Rules
In the MMSP, there are several parallel units available for an order to assign to. If we do not consider the idle times, then assigning orders to the parallel units onward is a sub-problem of SMSP, and a heuristic rule (unit selected rule) can be applied. For SMSP, we have summarized the following rules for minimizing the makespan, total flow time or the total tardiness: For considering the trade-offs between the above rules, we have done some research on how to select suitable rule for different scheduling objectives (He and Hui 2006) . Our study has shown that Rule 6 and Rule 1 performs better than the other rules. For MMSP, considering the unit setup times, Rule 6 should be changed into:
Rule 6: Assign the order to the unit that makes the sum of the order's changeover time, unit setup time and process time on the unit to be the shortest.Rule 6 can be used in our algorithm for MMSP, despite of what objective is selected, because this rule does not involve the factor of when to start an order.
In fact, if there are a large number orders to be processed on a small number of parallel units, then for a stage, except stage 1, there may be several idle times available for a new coming order. Selecting the "first available idle time" is one choice, but not the only choice. For example, "earliest completion time" is another choice. Actually, if the and the onward positions on all the parallel units are referred to as "position", a set of position selection rules can be summarized as the criteria to assign an order. In our subsequent publications, we will discuss the position selection rules in detail.
In this paper, with respect to the onward positions on all the parallel units, Rule 6 is applied first, to select a unit; and then "first available idle time" is used to select the available idle times on the unit. Fig. 8 shows the flow chart of synthesizing a chromosome into schedule according to the forward assignment strategy, active scheduling technique and a heuristic rule. It is easy to understand the flow chart. The procedure schedule synthesis under backward assignment strategy is similar to Fig.8 . Due to the CP constraints in MMSP, infeasible chromosomes will surely be generated in these steps: "Initial generation", "Crossover", "Mutation". In this case, new feasible chromosomes should be regenerated to replace the infeasible ones. It will take a lot of CPU time for GA to generate feasible chromosomes. In order to increase computing speed of GA for problems with CP constraints, a penalty method is adopted: replace the forbidden changeovers and processes with a very large penalty numerical value. For instance, change the null value in the changeover time matrix and the process time matrix into 200.0. Consequently, every random chromosome becomes a feasible one. As a result, the CPU time of GA is reduced greatly without any negative effect to the solution quality.
Penalty Method for CP Constraints

Two Sample Schedules
According to different scheduling objectives, the sample chromosome in Fig. 5 can be synthesized into different schedules by using the data for Example 1 in Appendix.
For the minimization of the total flow time, the sample chromosome in Fig. 5 can be synthesized into a schedule according to the forward assignment strategy, active scheduling technique and Rule 6.
Orders in the order sequence, P 1 = (1, 9, 2, 6, 5, 8, 4, 7, 3, 10) , are assigned to the units u1-u6 in stage 1 according to Rule 6; orders in the order sequence P 2 = (6, 5, 7, 3, 8, 2, 9, 1, 10, 4) , are assigned to the units u7-u9 in stage 2 according to Rule 6 and the active scheduling technique; and so on; until all orders in the five stages are assigned to the corresponding units. Scheduling in stage 1 is just a sub problem of SMSP, assigning the orders forward according to Rule 6. From stage 2 onward, orders are forward assigned to the units according to Rule 6 and the active scheduling technique. As a result, a schedule is obtained as shown in Fig. 9 . It can be seen that the process times cluster on the left-hand side. Fig. 9 Gantt chart of the schedule from the sample chromosome For the minimization of the total process time, the sample chromosome in Fig. 5 can be synthesized into a schedule according to the following requirements: (1) Backward Assignment; (2) For each stage, choose the unit with the shortest sum of changeover time, unit setup time and process time to assign an order (Rule 6). (3) Measures to reduce the idle times of the units and intermediate storage time of the semi-finished products. If no idle time found to assign an order on the unit, then assign backward. Fig. 10 shows the schedule finally obtained. In this figure, it can be seen that the process times cluster on the right-hand side. Fig. 10 Gantt chart of the schedule from the sample chromosome in Fig. 5 
Evolution of the Chromosomes
Generations At the beginning of GA, an initial generation is randomly generated. Assume that the number of chromosomes in the initial generation is popsize, which depends on the problem size and is an important parameter in GA for controlling the solution quality. Table 1 is a sample initial generation of the 5*10 (M=5, N=10) problem, where popsize=200. At each iteration of GA, a new generation will be produced by crossover, mutation and selection, and popsize will remain constant.
Table 1 An initial generation of the 5*10 problem
No.
Chromosomes 1 1 9 2 6 5 8 4 7 3 10 6 5 7 3 8 2 9 1 10 4 10 3 9 4 8 5 7 2 6 1 7 4 8 5 9 3 10 2 6 1 9 3 7 1 6 2 10 5 8 4 … … … … … … 200 1 9 5 7 2 6 4 8 3 10 6 4 7 5 8 3 9 2 10 1 7 2 6 5 8 3 10 1 9 4 8 4 9 3 10 5 6 2 1 7 5 7 1 6 2 10 3 8 4 9
Selection Selection is the process to select most of the better chromosomes in each generation to crossover, and the rest or some of the rest to mutate. Common selection methods include roulette-wheel selection (Goldberg, 1989) and tournament method (Goldberg and Deb, 1991) . Although roulette-wheel selection is one commonly used technique, tournament method is adopted in our GA. The reason is that in the tournament method the objective value of a chromosome can be used as the selection criterion, but in the roulette-wheel selection the fitness of a chromosome always used as the selection criterion. Assume that the number of the chromosomes that are selected to crossover is xsize; the number of the chromosomes that are selected to mutate is msize. We can let:
The ratio, C r = xsize/popsize, is called crossover rate, often C r ∈[0.5,0.9]; and the ratio, M r = msize/ popsize, called mutation rate, often M r ∈[0.1,0.3]. C r + M r = 1. C r and M r are two important parameters that influence the convergent performance of GA. In general, when M r increases, GA will be convergent to the final solution slowly, so that GA has more chances to find better solutions. But if M r is too large, GA tends to be like a random search.
Crossover
Crossover is the process during which two parents generate two offspring, such that the children inherit a set of building blocks from each parent. However, genetic operators are related to representation schemes. Poon and Carter (1995) presented a survey of crossover operators for ordering applications. Regarding the permutation-based representation, the following crossover operators have been widely used: partially matched crossover (PMX), intended to keep the absolute positions of elements, and linear order crossover (LOX), intended to respect relative positions. PMX is adopted in our GA. PMX is conducted to the corresponding segment pairs for the two parents as shown in Fig. 11 .
Parents:
Offspring:
6 2 5 4 8 3 9 1 7 10 7 5 4 1 9 6 2 10 3 8 … … … 3 1 6 8 7 5 4 10 2 9 9 2 7 8 3 4 1 6 10 5 … … … 6 2 3 8 7 5 4 1 9 10 7 5 6 8 3 4 2 10 9 1 … … … 5 1 6 4 8 3 9 10 2 7 3 2 7 1 9 6 8 4 10 5 … … … Fig. 11 Illustration of the process of PMX
Mutation
Mutation is the process during which some genes of a chromosome are changed. Consequently, a new chromosome is generated from the original one. There are also a number of methods to mutate (Gen and Cheng, 1997) , such as insertion, swap and reversion. Reversion is employed in our GA. Mutation is conducted to every segment for the chromosome as shown in Fig. 12. (Reverse the chosen parts respectively) 4 10 6 3 8 5 7 2 1 9 1 5 10 7 4 8 3 2 9 6 … … … 4 10 6 3 2 7 5 8 1 9 1 5 10 7 3 8 4 2 9 6 … … … Fig. 12 Illustration of the process of mutation
Termination Condition
The algorithm terminates when no further improvement on the solutions exists (named until-no-improvement) . With the algorithm running on, when the chromosomes are evolved to a certain degree, the difference among the chromosomes will tend to be null. That means no further improvement on the solutions exists and the algorithm should stop.
Procedure of GA
Assume that the scheduling objective is to minimize the total flow time or total tardiness, the whole GA procedure is shown as the Fig. 13 , which consists of the following steps:
Step 1. Initialization and initial evaluation: Produce randomly an initial generation in which there are a number (popsize) of chromosomes and evaluate all chromosomes (synthesize the chromosomes into schedules and obtain their objective values).
Step 2. Selection: Select xsize chromosomes in each generation to crossover and msize chromosomes to mutate.
Step 3. Crossover: Conduct PMX crossover to the xsize chromosomes and generate xsize new chromosomes.
Step 4. Mutation: Conduct reversion mutation to the msize chromosomes, and generate msize new chromosomes.
Step 5. Evaluation and new generation: The offspring (consisting of the xsize new chromosomes and the msize new chromosomes) are evaluated. Let the parents and the offspring queue according to their objective values and select the former popsize best chromosomes as the new generation.
Step 6. Test the termination condition: If the termination condition is met, then go to Step 7; else go to Step 2 for continuing iteration.
Step 7. Output the results: Output the best chromosome, its objective value and the data for the Gantt chart. This is the best solution found by GA.
For minimizing the total earliness or total processing time, if all of the orders can be completed before their due dates, the GA procedure is almost the same as above (see Fig.13 ), except for that the evaluation procedure to the chromosomes. However, if some of the orders cannot be completed before their due dates, then the procedure is different. Fig. 14 shows Flow chart of minimizing the total earliness or total processing time. The algorithm consists the following two parts:
Part one: Utilize the GA procedure to minimize the total tardiness. As a result, the completion times of the orders will be obtained. Some of the completion times are later than the corresponding due dates (case 1), and the others are earlier than or equal to the corresponding due dates (case 2). Some of the orders cannot be completed before the original due dates. In case 1, set the completion times of the orders as new due dates, named as soft due dates:
. In case 2, soft due dates are equal to the original due dates:
. 
Case Study
In this section, the problems in the three examples are solved by the proposed GA. First, GA is applied to the three examples for minimizing the total process time. In Example 1-3, all orders can be completed before their due dates, so that only one GA procedure is required. In the GA procedure, every chromosome is synthesized into a schedule according to the following requirements for minimization of the total process time: (1) Backward Assignment; (2) Measures to reduce the idle times of the units and intermediate storage time of the semi-finished products. If no idle time found to assign an order in the respective stages, then; (3) For each stage, choose the unit with the shortest sum of changeover time, unit setup time and process time to assign an order (Rule 6). The parameters used in GA are C r = 0.7, M r =0.3. The termination condition for GA is that the algorithm stops when the objective value difference between the worst chromosome and the best one in the current generation is equal to or less than 0.001. And then, GA is applied to Example 3 for minimizing the total flow time. In the GA procedure, every chromosome is synthesized into a schedule according to the requirements for minimization of the total flow time: the forward assignment strategy, active scheduling technique and Rule 6. The parameters and the termination condition are the same as previous. Table 2 summarizes the results of Example 1 produced by GA and MILP with problem size from 5 to 24 orders. The maximum number of iteration for MILP was set to be 100,000. Some of the resulted schedules by GA are shown in Fig. 15-18 . From Table 2 , we can see that GA performs much better than MILP both in solution quality and in search time:
Solution quality: For the 5-order problem, both GA and MILP obtained the optimal solution. From the 8-order problem to the 24-order problem, GA obtained better objective value than MILP. With the increasing of the problem size, the difference between GA and MILP increases. For example, the differences for the 20-order problem and the 24-order problem are 21.40% and 20.77% respectively. On large-size problems, GA performs much better than MILP.
Search time: For the 5-order problem, the search times of both GA and MILP are very short. With the increasing of the problem size, the search time of GA turns to be much shorter than that of MILP. For example, the search time of GA for the 24-order problem (40 seconds) is approximately 10 percent of the search time of MILP for the same problem (374.72 seconds).
A comparison of Fig. 4 with Fig. 15 shows that solving the 12-order problem is already beyond the ability of MILP. The solution to the 12-order problem by GA is much better than that by MILP (see Fig. 4 and Fig. 15 ). GA is able to get acceptable solutions of more large-size problems. For instance, in the 16-order problem (see Fig. 16 ) and the 20-order problem (see Fig. 17 ), GA still shows its superiority. However, in the large-size problems, although GA shows better performance than MILP, not in every computation test can GA find a near-optimal solution. As well known, with the problem size increasing, the search ability of GA decreases rapidly. In the 24-order problem (see Fig. 18 ), although the schedule by GA is acceptable, several large time intervals appears in the schedule. This indicated that the result of this problem may still have some room for improvement. Fig. 19 is drawn from the data in Table 2 and shows the difference of objective values between MILP and GA. With the increasing of the problem size, the difference between GA and MILP increases. For large-size problem, GA performs much better than MILP.
To test that stability of the proposed approach, 10 computation tests have been conducted for each problem size in Example 1-3. Mean deviations from the best and mean CPU times are regarded as performance criteria of the algorithm. Table 3 shows the performance of GA for different problem sizes. Fig. 20 , drawn from Table 3, shows that with the increasing of the problem size, the corresponding mean deviation from the best increases but still remains in a reasonable low range. Considering the unit release times and the order release times in Example 3, the problems become more complicated when minimizing the total flow time. The proposed approach has also been applied to Example 3 for minimizing the total flow time. The parameters used in GA are still C r = 0.7, M r =0.3. The results are presented in Table 4 . The performance of GA here is similar to the previous. Fig. 21 is the Gantt chart of the best schedule of Example 3 with 24 orders over 25 units. Fig. 21 Gantt chart of the best schedule for Example 3 (24 orders over 25 units) by GA (min F) Besides minimization of the total process time and total flow time, the proposed approach is also applied to minimization of the total tardiness and total earliness, still showing its better performance.
Through minimization of the total tardiness of Example 4, we found it is an example of the problems with tardy orders at the optimum. Table 5 shows the results of 5-order problem in Example 4. j1 and j2 are two tardy orders at the optimum, which are shown on the left hand side of Table 5 . When we keep the due dates of j1 and j2 unchanged, still to be 50 and 100, and minimize the total process time, we get a schedule with negative start times of j1 and j2, an infeasible schedule shown in the middle of Table 5 . However, when we adopt soft due dates, letting , and minimize the total process time, we get a feasible schedule without negative start times of j1 and j2. The data of the schedule is shown on the right hand side of Table 5 . Fig.22 shows a schedule of 5-order problem from minimization of the total tardiness, and Fig.23 shows a schedule of 5-order problem from minimization of the total process time under the soft due dates. Table 6 shows the results of different size problems in Example 4. For all the problems, we first minimize the total tardiness T, and then based on the soft due dates of the orders minimize the total process time PT. We have noticed the following facts: (1) All the problems have the same optimal tardiness 179.60, and it is easy to meet the tardiness objective (with short search times). (2) When minimizing the total process times of the problems, the search times are long; Furthermore, with problem size increasing, infeasible schedules with negative start times are found sometimes. We still conducted ten computational tests for each problem size in Example 4. In 1 test for 16-order problem, 3 tests for 20-order problem and 5 tests for 24-order problem, the final solutions were infeasible schedules with negative start times. That why we have not given the deviations of the results in Table 6 . Therefore, when solving the large-size problems, in case of infeasible schedules with negative start times, the soft due dates should be set a little larger. Fig.  24 shows a schedule of 24-order problem from minimization of the total tardiness, and Fig. 25 shows a schedule of 24-order problem from minimization of the total process time under the soft due dates. 
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Conclusion
This paper presents a heuristic approach based on genetic algorithm for solving large-size MMSP. The proposed approach is suitable for different scheduling objectives, such as the total flow time, total tardiness, total process time and total earliness. Although MILP can get the optimal solution for the small-size problems within a short time, as the problem size increases linearly, the computation time of MILP will increase exponentially. It seems very difficult for MILP to get an acceptable solution for the large-size problems within an acceptable time. In GA, solutions to the problem are represented by chromosomes that will be evolved by the genetic mechanism of selection, crossover and mutation. Every chromosome consists of order sequences corresponding to the processing stages. How to synthesize a chromosome into a schedule is crucial to the proposed approach for different scheduling objectives. In the synthesis procedure, the order sequences in the chromosome are assigned to processing units by using some heuristic knowledge depending on scheduling objectives, including assignment strategies such as forward or backward assignment, active scheduling technique or similar measures, and some heuristic rules. All these measures greatly reduce unnecessary search space and increase the search speed. In addition, a simple penalty method for handling the CP constraints in the problems is adopted, which avoids the infeasible chromosomes during the GA search and further greatly increases the search speed. Through the case study, GA shows much better performance in solving the large-size problems than MILP, and shows its stability in solving problems with different objectives under diverse prevailing plant condition. 
