The process of likelihood maximization can be found in many different areas of computational modelling. However, the construction of such models via likelihood maximization requires the solution of a difficult multi-modal optimization problem involving an expensive O(n 3 ) factorization. The optimization techniques used to solve this problem may require many such factorizations and can result in a significant bottleneck. This article derives an adjoint formulation of the likelihood employed in the construction of a kriging model via reverse algorithmic differentiation. This adjoint is found to calculate the likelihood and all of its derivatives more efficiently than the standard analytical method and can therefore be used within a simple local search or within a hybrid global optimization to accelerate convergence and therefore reduce the cost of the likelihood optimization.
Introduction
Kriging was first used by geologists to estimate mineral concentrations within a particular region (Krige 1951) , and has since been adapted for use in the creation of surrogate models of deterministic computational experiments; a process pioneered by Sacks et al. (1989) . Of the numerous types of response surface models, from simple Shepard weighting to radial basis functions, kriging is perhaps one of the most effective due to its ability to model complicated responses through interpolation or regression while also providing an error estimate of the predictor. Since its initial application to surrogate modelling, kriging has been applied to a variety of aerodynamic (Hoyle et al. 2006; Forrester et al. 2006a) , structural (Sakata et al. 2003; Huang et al. 2006) A typical response surface model optimization begins with an initial sampling of the design space using an appropriate sampling plan. The objective function at these points is then evaluated, and a response surface is fitted to the points. The response surface, in this case constructed using a krig, models the response of the objective to changes in the design variables. This model can then be searched using a global optimizer, such as a genetic algorithm, in an attempt to minimize *Author for correspondence (djjt@soton.ac.uk) . the model's prediction of the true objective function or to maximize the expected improvement (Jones 2001) in the objective function. The points returned by the global optimizer can then have their true objective functions calculated and can be used to enhance the response surface in these regions of interest.
A typical surrogate modelling technique requires relatively few evaluations of the true objective function compared with other global optimization techniques such as genetic algorithms or simulated annealing. The application of direct global techniques to the optimization of problems, where the objective function is calculated using an expensive high-fidelity simulation makes them impractical, even given the recent proliferation of parallel computing. The interested reader can find comprehensive reviews of the state of the art in the field of surrogate modelling in Simpson et al. (2001) , Queipo et al. (2005) and Wang & Shan (2007) .
While kriging response surfaces are extremely effective (Jin et al. 2001; Jones 2001) , they require the selection of an appropriate set of hyperparameters in order to accurately represent the design space (Martin & Simpson 2005) . The selection of these parameters through maximum-likelihood estimation requires the use of a global optimization algorithm to provide reliable results. As demonstrated by Hollingsworth & Mavris (2003) , the maximization of the likelihood is a highly multi-modal problem, and therefore cannot be solved reliably with a local optimization technique.
Unfortunately, the cost of this optimization can be high when the kriging model includes even a moderate number of data points. The subsequent tuning overhead can form a considerable bottleneck in a typical optimization and may result in a substantial increase in total optimization time, as demonstrated by Toal et al. (2008a) .
Previous research has approached this issue in a number of different ways. Park & Baek (2001) took advantage of the smoothness and the known equation of the likelihood to derive an analytical gradient. This gradient was then used in a local quasi-Newton optimization of the likelihood in order to optimize the kriging hyperparameters. Zhang & Leithead (2005) took this process a step further by deriving the analytical Hessian of the likelihood and used this in conjunction with a trust region search to find the optimum hyperparameters. One of the most recent techniques for the reduction of tuning cost is that of Leithead & Zhang (2007) which reduces the cost of approximate likelihoods and derivatives to an O(n 2 ) operation through the use of an approximation to the inverse of the covariance matrix via the BFGS (Broyden 1970) updating formula.
Each of the methods discussed is a local optimization of the likelihood and as such will only locate the global optimum if initialized in the region of that optimum or if an appropriate restart procedure is adopted. It should be noted, however, that there are cases when such a local optimizer can be very effective in finding the best set of hyperparameters. Zhang & Leithead (2005) note that given a sufficiently large dataset upon which to build the surrogate model, the modality of the likelihood space is greatly reduced. Such densely populated design spaces are however very rare in engineering design optimizations, especially when each objective function evaluation involves a costly high-fidelity simulation, but may be commonplace in the field of Gaussian process regression.
Whereas the methods of Park & Baek (2001) and Zhang & Leithead (2005) exploit an exact analytical gradient of the likelihood, the approximation to the covariance matrix of Leithead & Zhang (2007) still requires an initial exact inverse of the correlation matrix and may require additional exact inversions as the optimization progresses due to the 'corruption' of the approximate inverse. When used in conjunction with an engineering optimization problem, where there are few sample points and the likelihood is multi-modal in nature, the computational effort spent in carrying out the initial starting inversion and subsequent restart inversions may be better spent in performing a global exploration of the likelihood.
To ensure the selection of an optimal set of hyperparameters when the sampling of the design space is sparse, a global optimization of the likelihood is required. As mentioned previously such optimization algorithms can require a significant number of function evaluations to locate the global optimum accurately, but their performance can be considerably enhanced when hybridized with a local optimization strategy. Global optimizers tend to concentrate in locating the region of the global optimum but can fail to exploit this effectively and hence are slow to converge to a final solution. Genetic algorithms (Gudla & Ganguli 2005) , particle swarms (Guo et al. 2006) and simulated annealing have all been combined with various local optimizers to aid their convergence.
An adjoint model computes the sensitivities of an output with respect to the output's intermediate variables. Such a model can compute the partial derivatives of outputs with respect to thousands of inputs at a cost of no more than a few function evaluations. The reverse mode of algorithmic differentiation can be used to generate such adjoint models.
The following paper describes the formulation of an adjoint of the likelihood which calculates the derivatives more efficiently than the traditional analytical method of Park & Baek (2001) . It is proposed that such an adjoint could be used in local searches of the likelihood or within the framework of a hybridized global optimization. The paper commences by discussing the importance of an efficient hyperparameter tuning process in the context of design optimization. The analytical gradient of the likelihood, which could be considered as a direct competitor to the adjoint method, is then derived. For those unfamiliar with the process of algorithmic differentiation, a simple example is used to demonstrate the technique. The same processes are then applied to the adjoint of the likelihood and the paper concludes with a comparison of the computational efficiency of the adjoint and analytical methods.
Kriging and the importance of efficient hyperparameter tuning
Before considering the adjoint of the likelihood it is necessary to first consider the basic process of kriging and the likelihood function itself as well as the importance of an efficient method of optimizing the likelihood.
To demonstrate the basic process of kriging we consider the optimization of an objective function, y, which is dependent on the vector of variables, x. In general, the objective function values y(x i ) and y(x j ), which depend on d variables will be similar if the distance between x i and x j is small. This can be modelled statistically by considering the correlation between two points as
where θ l and p l are known as the hyperparameters and determine the rate of correlation decrease and the degree of smoothness in the lth direction, respectively, and x i l denotes the lth element of the vector x i . These hyperparameters, including a regression constant if required (Forrester et al. 2006b) , are chosen to maximize the likelihood on the observed dataset y, where y is a vector of n objective function values found by sampling the problem space. The concentrated likelihood function (Jones 2001) ,
is evaluated by first calculating the mean,
and then the variance,σ
where 1 is an n × 1 vector of ones and R is the correlation matrix, the ith and jth elements of which are calculated using equation (2.1). The concentrated likelihood is dependent only on the symmetric matrix R and therefore only upon the hyperparameters which are then optimized to maximize the likelihood. This optimization is often referred to as hyperparameter tuning. With the hyperparameters defined, the surrogate model can be used to predict regions which either minimize the model's prediction of the objective function or maximize its expected improvement (Jones 2001) . For more information on the intricacies of kriging, the interested reader can consult either Jones et al. (1998) or Forrester et al. (2008) .
It can be observed from the above equations that the calculation of the concentrated likelihood requires the factorization of the correlation matrix, R. If using the Cholesky factorization this can be of the order O(n 3 ) and, therefore, extremely expensive if the correlation matrix is large. One of the reasons kriging is not typically adopted for design problems with more than 20 variables is the cost of the global optimization necessary to maximize the likelihood. When the number of variables in the problem is large, a large number of sample points are needed to produce an adequate response surface. Jones et al. (1998) , for example, advocate the use of 10d initial sample points. Jin et al. (2001) demonstrate that on some test functions, kriging models constructed from 3d sample points can be reasonably accurate.
At high dimensions the number of initial design points can be large causing each evaluation of the likelihood to be quite expensive. As the number of dimensions increases, so does the number of hyperparameters requiring optimization and therefore the length of the optimization. As a typical optimization progresses this cost will only increase further as update points are added and the correlation matrix increases in size. Coupling the increasing expense of a single likelihood evaluation with the application of a global optimizer, such as a genetic algorithm, which requires a large number of such evaluations, the total hyperparameter optimization cost can quickly spiral out of control and may even approach that of the high-fidelity simulations used in the underlying design problem. Figure 1 helps to demonstrate the cost which can be incurred in optimizing the likelihood by demonstrating an increase in time taken to make a single evaluation as the number of sample points increases for an arbitrary 50 variable problem, the Keane Bump Function taken from Keane & Nair (2005) . Assume, for example, that 300 sample points are included in the initial sampling of the problem; based on this plot a single evaluation of the likelihood will take approximately 1 s on a desktop computer. An optimization of the likelihood that carries out a total of 10 000 evaluations will therefore take approximately 2.8 h. This represents a significant bottleneck in the optimization process as a series of these likelihood optimizations, of increasing cost due to the addition of updates, are required throughout the course of a typical kriging-based optimization.
As well as the local hyperparameter optimization strategies mentioned previously (Park & Baek 2001; Zhang & Leithead 2005; Leithead & Zhang 2007 ), a number of other strategies have been developed which approach the issue of the cost of hyperparameter tuning from different directions. Initial investigations determined that updating the hyperparameters used to define the krig is extremely important as an optimization progresses. However, it was observed that by optimizing the hyperparameters after every other set of updates to the model, the total tuning cost could be halved with minimal effect on the efficiency of the optimization (Toal et al. 2008a) . Gano et al. (2006) used a trust region ratio as a measure of how well a kriging approximation represents the true model. This metric was then used to determine if a model's hyperparameters required updating.
Recently, the authors also demonstrated that the byproduct of a reparameterization of the design problem in order to reduce the total number of variables was a substantial reduction in hyperparameter tuning cost due to a reduction in the size of the correlation matrix (Toal et al. 2008b ). The strategies of Toal et al. (2008a,b) , however, involved a substantial global optimization using a genetic algorithm followed by a dynamic hill climber to tune the hyperparameters. In the remainder of this paper we begin to move away from a pure global optimization of the hyperparameters with terminal search towards a hybridized approach by developing an efficient adjoint calculation of the likelihood for use within such a scheme.
Traditional analytical derivative calculation
The derivation of the analytical gradients of the likelihood with respect to the hyperparameters θ l or p l begins by first considering the derivative of the concentrated likelihood (equation 2.2),
where ψ represents any of the hyperparameters or indeed the regression constant, λ. The derivative of the determinant of a matrix can be expressed in terms of the derivative of the matrix (Kubota 1994) ,
The derivative of the variance with respect to any hyperparameter can be expressed as:
However, the terms involving ∂μ/∂ψ are significantly smaller than the ∂R −1 /∂ψ term, and can therefore be neglected. Equation (3.3) can therefore be simplified considerably (Park & Baek 2001) ,
The derivative of the inverse of the correlation matrix can be expressed in terms of the derivative of the correlation matrix (Petersen & Pederson 2007) ,
Substituting equation (3.5) in equation (3.4) and then into equation (3.1) along with equation (3.2) produces the following expression for the derivative of the concentrated likelihood function with respect to any hyperparameter (Park & Baek 2001) ,
The derivative of the correlation matrix, R with respect to any hyperparameter is therefore the only remaining unknown and this can be expressed in terms of the derivative of every value within the matrix. Given that the ith and jth value of the correlation matrix is given by equation (2.1), the partial derivative with respect to the lth, θ hyperparameter is
and the partial derivative with respect to the lth, p hyperparameter is
The derivatives of the concentrated likelihood function can therefore be calculated using equation (3.6) once the matrices of derivatives of the correlation matrix with respect to each hyperparameter have been defined. In summary, the partial derivatives of the likelihood can be calculated by first calculating the correlation matrix along with the 2d matrices of first derivatives of the correlation matrix, ∂R/∂ψ. The mean, variance and inverse of the correlation matrix can be calculated as normal and then combined to calculate the likelihood according to equation (2.2) and the 2d partial derivatives according to equation (3.6). The calculation of all the partial derivatives using this method therefore requires the storage of the 2d matrices of first derivatives, as well as a number of additional matrix multiplications.
The inclusion of a regression constant λ in the correlation matrix (Forrester et al. 2006b ) results in a kriging surface which no longer interpolates through the sample points. Adding the regression constant 10 λ to the diagonal of the correlation matrix results in the sample points no longer being correlated with themselves. Like the other hyperparameters, θ and p, the regression constant is optimized via maximizing the likelihood. Therefore, it is important to consider the calculation of the derivative of the likelihood with respect to this constant. As with both θ and p, the derivative first requires the calculation of the derivative of the correlation matrix with respect to the hyperparameter of interest. As only the diagonal of the correlation matrix is dependent on the regression constant, the partial derivative of the correlation matrix with respect to the regression constant is itself diagonal in nature,
Using this derivative in conjunction with equation (3.6) will therefore result in the partial derivative of the concentrated likelihood with respect to the regression constant.
Introduction to algorithmic differentiation
Algorithmic differentiation approaches the calculation of derivatives in a slightly different manner to that of traditional analytical differentiation. Here, the original computer algorithm used in the calculation of a function is differentiated line by line through application of the chain rule. There are a number of programs which perform this operation automatically given a program's source code, this is termed automatic differentiation. However, in some circumstances this can lead to an inefficient program as the automatic differentiation process may fail to take account of the structure of the original problem. Mader et al. (2008) for example found that the efficiency of their automatically differentiated computational fluid dynamics solver could be drastically improved after careful consideration of the structure of the underlying problem. Automatically differentiating the entire residual routine resulted in a series of unnecessary computations, as the differentiation tool took no account of the sparsity of the flux Jacobian.
There are two modes of algorithmic differentiation, the forward and the reverse, or adjoint, mode. Forward mode is akin to traditional differentiation with the differentiated program run once for every input. This produces a partial derivative of every output with respect to a single input each time the program is run. Reverse mode however runs the differentiated program once for every output and therefore obtains all the partial derivatives of a single output with respect to all inputs for a single run of the differentiated program. The choice of method therefore depends on the nature of the problem. Simplistically, if there are more outputs than inputs it is more efficient to use the forward mode, but if there are more inputs than outputs then it is more efficient to use the reverse mode.
The assumption of a pass through the forward differentiated code for every input and a reverse pass for every output is a rather simplistic one. Some automatic differentiation tools can facilitate a vector forward mode, which can evaluate multiple partial derivatives in a single pass. Likewise, some automatic differentiation tools can facilitate a vector reverse mode whereby, the derivatives of multiple outputs can be calculated in a single pass. Both methods save on computation time but incur a memory overhead.
To demonstrate the basic process of algorithmic differentiation, we consider the simple analytical function y, which is dependent on the variables x 1 and x 2 ,
Although the partial derivatives of this function can be easily calculated, the simplicity of this function allows the basics of algorithmic differentiation to be demonstrated. The process commences with the definition of the algorithm to calculate the function y. Each line of this algorithm, shown in table 1 using the notation of Griewank (2000) , carries out a single operation, i.e. an addition, multiplication, division or trigonometric operation, and terminates in the calculation of y. In this case we begin with the initialization of the input variables x 1 and x 2 to v 0 and v 1 , respectively, where v i refers to the ith intermediate variable calculated as the algorithm progresses. The third line multiplies v 0 and v 1 to give v 2 which is equivalent to x 1 x 2 in equation (4.1), the fourth line calculates x 1 /x 2 , the fifth, sin(x 1 x 2 ) and so fourth until the function is calculated.
The forward mode of algorithmic differentiation differentiates each line of this original algorithm in order resulting in a tangent (a first derivative vector) of the ith intermediate variable v i , denoted here byv i . For example, the third line 
of the original algorithm calculated v 2 = v 0 v 1 , the tangent of this line is therefore the derivative of v 2 with respect to v 0 plus the derivative with respect to v 1 . Repeating the process through the entire algorithm results in an expression foṙ y, which is equivalent to the derivative of the original function with respect to an input, provided the appropriate seedings ofẋ 1 andẋ 2 are defined. These seedings equate to the derivative of each input variable with respect to the required derivative of the overall algorithm. If, for example, the overall derivative of y with respect to x 1 is required, thenẋ 1 = (∂x 1 /∂x 1 ) = 1 andẋ 2 = (∂x 2 /∂x 1 ) = 0. One can observe from table 1 that given these seedings,ẏ will indeed correspond to ∂y/∂x 1 . The forward differentiation of the original algorithm must therefore be run twice, with the seedings adjusted accordingly, for each input variable.
The reverse, or adjoint mode, proceeds backwards through the original algorithm commencing with the outputs and ending with the inputs. Each line of the reverse algorithm represents the adjoint of the variable defined by the ith line in the original algorithm, withv i here denoting the adjoint of the ith variable of the original algorithm. When this reverse differentiation process is completed and the algorithm is run, the resulting values of the adjoints,v 0 andv 1 , are equivalent to the partial derivatives, ∂y/∂x 1 and ∂y/∂x 2 . Unlike the forward mode the reverse mode, presented in table 1, requires only a single run to calculate all of the partial derivatives of y given the initial seeding ofȳ, which as there is only one output, equals one. If the original algorithm contained a number of outputs then the reverse mode would be run once for each output with the seeding adjusted in a manner similar to that for the forward mode. A single pass of the reverse mode may, however, be possible if a vector reverse mode is used.
Even though the above example is very simple, it demonstrates the performance improvements offered when partial derivatives of a single output, as is the case in likelihood maximization, are required. Exactly the same techniques can be applied to any computer algorithm though we now apply them to the calculation of the partial derivatives of the likelihood.
Reverse algorithmic differentiation of the likelihood
The calculation of the concentrated likelihood, equation (2.2), consists of a single output which is dependent on d pairs of hyperparameters θ and p and a single regression constant, λ, if included. Reverse algorithmic differentiation is therefore the most efficient method to apply to this particular problem, and it is the application of this technique which we now consider.
The algorithm to calculate the partial derivatives of the concentrated likelihood via reverse algorithmic differentiation begins with the calculation of the likelihood as normal. This is then followed by a reverse differentiation of the original algorithm which, using information stored during the calculation of the likelihood, calculates all of the partial derivatives.
The calculation of the likelihood begins with the construction of the correlation matrix R. This symmetrical matrix is then decomposed using the Cholesky factorization into a lower triangular matrix L where,
This matrix can then be used to calculate the mean,μ and variance,σ 2 using equations (2.3) and (2.4), respectively, in conjunction with forward and backward substitution. The variance, for example, is calculated through the forward substitution,
which is followed by the back substitution,
and finally the vector multiplication,
The vectors T 1 and T 2 represent two temporary vectors that are necessary for the subsequent calculation of the derivatives. The Cholesky factorization is also used to calculate the natural log of the determinant via
With the variance and the log of the determinant known, the concentrated likelihood can be easily calculated using equation (2.2). The reverse mode works backwards beginning from an initial seeding of the adjoint of the likelihood,φ = 1. From this starting point the seeding for the adjoint T 2 can be calculated to beT
This seeding can then be used to calculateT 1 andL 1 using the reversely differentiated back-substitution algorithm, whereL 1 is the adjoint of the upper triangular matrix L T used in the back substitution (equation (5.3) ). The adjoint,L 2 , of the lower triangular matrix L used in the forward substitution of equation (5.2) is then calculated usingT 1 and the reversely differentiated forward-substitution algorithm. Smith (1995) demonstrated that the adjoint of the log of the determinant of a matrix is equal to the negative of the reciprocal of the diagonal of the lower triangular matrix L resulting from the Cholesky factorization. The component of the total adjoint due to the log of the determinant,L 3 , is thereforeL
Hence, the total adjoint for use in Smith's reversely differentiated Cholesky factorization isL =L
When this is then used in conjunction with the original matrix L in Smiths reverse Cholesky factorization, the lower triangular matrixR is calculated. This can then be used along with information stored during the original calculation of the correlation matrix to calculate all of the partial derivatives. The derivative of the likelihood with respect to the lth, θ hyperparameter is therefore
and the derivative with respect to the lth, p hyperparameter is
The derivative of the likelihood with respect to a regression constant λ can be easily calculated fromR, ∂φ ∂λ = 10 λ ln 10 iR ii , (5.11)
assuming that 10 λ has been added to the diagonal of the correlation matrix. The algorithms for the Cholesky factorization, forward and backward substitution and their respective reversely differentiated algorithms are presented in the appendix of this paper for the interested reader. Although not an issue in the above formulation, due to the application of the regression term in the construction of the correlation matrix, this matrix may become ill-conditioned when regression is neglected. In such a case the adjoint formulation would not hold, but neither would the initial pass through the algorithm to calculate the likelihood. A small constant regression term could be employed in the construction of the correlation matrix to help prevent ill-conditioning and would have very little impact on the quality of the final kriging model. When a model is constructed through a series of computational experiments exhibiting some form of noise, regression is a necessity and ill-conditioning becomes less of an issue.
Computational efficiency of derivative calculations
Having described in detail the procedure for calculating the partial derivatives of the likelihood via both the analytical and the reverse algorithmic differentiation methods, one must now consider each method's computational efficiency. The analytical method requires the calculation of equation (3.6) for each hyperparameter while the reverse method requires only a single reverse pass of the forward substitution, the backward substitution and the Cholesky factorization to obtain the matrixR which can be used to calculate the partial derivatives via equations (5.9), (5.10) and (5.11). The question is, therefore, by how much does this reduction in the number of calculations improve the performance of the derivative calculation.
We now consider the relative cost of calculating the likelihood and all derivatives to the cost of calculating only the likelihood. Figure 2 shows the change in this relative cost as the number of dimensions of the underlying problem, to which a kriging surface is fitted, increases. It must be noted that here the number of sample points remains a constant as the number of dimensions increases, 50 points in this case, and that the relative cost includes the calculation of all of the derivatives with respect to θ and p for every dimension as well as the cost of calculating the likelihood itself. The cost obtained for 20 variables therefore equates to the calculation of 40 partial derivatives and the likelihood. By retaining a constant n, figure 2 purely shows the effect of an increase in problem dimensionality. All of the presented methods were coded and analysed in MATLAB.
A total of 100 different Latin hypercube sampling plans of the Keane Bump Function (Keane & Nair 2005) , were calculated and stored. Each evaluation of the likelihood and corresponding partial derivatives in figure 2 were therefore made from a common dataset. The likelihood and derivatives of a single set of hyperparameters were evaluated for each of these sample plans. The time for each of these calculations was then recorded and compared with the time taken to calculate only the likelihood; the resulting relative times were then averaged.
The results presented in figure 2 demonstrate a clear performance advantage when all of the partial derivatives are calculated via the reverse method, with the cost remaining just over half that of the analytical method. The reverse method can also be observed to be less sensitive to an increase in dimensionality with the relative cost of the reverse method increasing at a slower rate than the analytical method for an increase from five to 50 dimensions.
These differences in cost can be explained by analysing the way in which the derivatives are calculated. Consider first the analytical method. In this case the final calculation of a derivative, equation (3.6), requires one additional matrixmatrix multiplication in the calculation of the derivative of the determinant, and three additional matrix-vector multiplications and a vector-vector multiplication in the calculation of the derivative of the variance. Calculating the partial derivative of the likelihood with respect to all of the hyperparameters when fitting a krig to a d-dimensional problem therefore requires 2d additional matrix-matrix multiplications, 6d additional matrix-vector multiplications and 2d additional vector-vector multiplications. Including the regression constant increases the expense of calculating all of the derivatives slightly but the cost of calculating this derivative is smaller than for the other hyperparameters due to the sparse nature of the ∂R/∂λ matrix which simplifies the calculations in equation (3.6).
However, the reverse mode requires a single reverse pass of the back substitution which is followed by a reverse pass of the forward substitution and then a reverse pass of the Cholesky factorization. Each of these calculations is performed only once and is therefore independent of the number of dimensions in the underlying problem. Only the final step in the derivative calculation, equations (5.9) and (5.10), are dependent on the number of dimensions in the underlying problem, with d calculations of each required.
These final calculations are simplified somewhat by the fact thatR is lower triangular and that the elemental multiplication of the correlation matrix R withR is common to all calculations and can therefore be carried out only once. These final calculations do however require d lower triangular matrices of −10 θ l x i l − x j l p l and d matrices of x i l − x j l to be stored during the initial likelihood calculation. The calculation of a derivative with respect to p is slightly more expensive than calculating a derivative with respect to θ as the natural log of x i l − x j l is required. Figure 3 demonstrates how the relative cost of calculating the likelihood and all of the partial derivatives changes as the sampling density of the underlying problem alters. Once again the Keane Bump function is sampled, but this time the number of sample points is adjusted according to the number of dimensions in the underlying problem. Sampling densities of 2d, 5d and 10d are all employed. An underlying problem with 25 dimensions will therefore have either 50, 125 or 250 sample points.
The results of figure 3 demonstrate the adjoint method's relative resistance to an increase in sampling density. The relative cost of the analytical method, for example, increases by 24.7 per cent when the sample density of the 50 variable problem increases from 2d to 10d, whereas the relative cost of the adjoint only increases by 9.3 per cent. These results can be explained by once again analysing the way in which the derivatives are calculated. The number of sample points directly influences the size of the kriging correlation matrix and hence the size of any matrices or vectors used in the subsequent calculations. More importantly, this directly affects the cost of the additional matrix-matrix, matrix-vector and vector-vector multiplications required to calculate the likelihood derivatives. As the number of sample points increases, so does the cost of these additional calculations. The problem is compounded at higher dimensions where not only are there more of these calculations, but their cost increases as more sample points are required to produce an accurate response surface. This can be observed in figure 3 in the divergence of the relative costs of the analytical method as the number of dimensions increases.
The calculations carried out by the adjoint method are also affected by the number of sample points and hence the size of the correlation matrix. The cost of the reverse forward and backward substitutions and the reverse Cholesky are all dependent on the number of sample points; however, unlike the analytical method, these are only carried out once no matter the number of dimensions. Likewise, the cost of elemental multiplication of the correlation matrix R with the lower triangular matrix,R, is dependent on the number of sample points but this is again carried out only once. The calculation of equations (5.9) and (5.10) are dependent on both the number of sample points and the number of dimensions. However, due to the lower triangular nature of the previous elemental multiplication, the impact of the number of sample points is somewhat reduced. Combining all of these features produces a method of calculating the partial derivatives of the likelihood which is both more efficient than the analytical method and less prone to large increases in relative cost as sampling density increases.
Least squares fitting a quadratic polynomial to the relative costs of the adjoint method results in an expression for the relative cost with an r giving an r 2 correlation of 0.997. The equations of these polynomials reflect the more extensive cross-coupling between the number of sample points and the dimensionality of the underlying problem when employing the analytical method. Given a fixed dimensionality, the expression for the cost of the analytical method also reflects the method's sensitivity to increasing sampling size.
The analytical derivative of the likelihood, equation (3.6), assumes a simplified formulation of the derivative of the variance, where the terms due to ∂μ/∂ψ are neglected due to the difference in their magnitude relative to the ∂R −1 /∂ψ term. The adjoint formulation presented above also employs this assumption, hence the adjoint of the mean,μ, and its subsequent effect on the initial seeding of the adjoint of the reversely differentiated Cholesky factorisation,L, is not calculated. An automatic differentiation of the likelihood, however, may not take into account the relative insignificance of this term and calculate the adjoint of the mean. These additional calculations may result in a less efficient algorithm than the one presented above. Table 2 provides an indication of the numerical accuracy of the gradients obtained via the adjoint method relative to those obtained via the analytical gradient of equation (3.6). Using the test problem of Toal et al. (2008a) , a series of DOEs of increasing complexity were created for the purposes of likelihood calculation. The partial derivatives of the likelihood with respect to each of the hyperparameters were then calculated for 50 sets of kriging hyperparameters for each method and compared with those resulting from the analytical method. Table 2 demonstrates such a negligible difference in the magnitude of the results that one could consider the gradients calculated to be almost identical. The relative cost of calculating the partial derivatives via the additional methods of finite-differencing and a forward algorithmic differentiation are presented in figure 4 . The forward mode results were obtained via a manual forward differentiation of the likelihood calculation. The forward differentiation of the Cholesky factorization presented in Smith (1995) was employed along with a manually derived forward differentiation of the forward and backward substitutions employed in the calculation of the variance. As with the reverse and analytical formulations, the forward mode takes advantage of the reduction in cost associated with the redundancy of the calculation ofμ. Although the pseudocode of the forward mode is not considered within this paper, this figure serves to reinforce the importance of selecting the appropriate method of algorithmic differentiation for a particular problem.
As one can observe, compared with both the analytical and reverse methods, the forward method is more sensitive to an increase in problem dimensionality. Considering that the forward mode requires a pass through the differentiated algorithm for every hyperparameter, it is therefore unsurprising that the cost of the derivative calculation becomes an issue. In this case, finite-differencing is the most expensive method of calculating the derivatives, requiring two additional full likelihood calculations for every additional variable in the predictive surrogate. Unlike the other methods considered, finite differencing will not produce an exact derivative but rather an approximation to it which is dependent on the step length used, as shown in table 2.
The above results indicate that the reverse algorithmic differentiation of the likelihood is the most efficient method of calculating exact partial derivatives. This performance improvement allows for a faster gradient descent search of the likelihood but will also reduce the effort per generation employed in the calculation of gradients when a local search is hybridized with a global search.
Conclusions
An efficient calculation of the derivatives of the likelihood via an adjoint derived using reverse algorithmic differentiation has been presented. This formulation has been demonstrated to be more efficient than calculating gradients via the traditional analytical method, calculating the likelihood and all of its derivatives for less than twice the cost of a single likelihood evaluation even on a 50 variable problem. The process has also been demonstrated to be less sensitive to an increase in the dimensionality of the problem.
Although the reverse algorithmic differentiation process has been applied to a traditional kriging Gaussian kernel, it could be easily extended to other kernels of an alternate formulation or indeed to any other process where a likelihood maximization is required. A similar process could even be applied to the hyperparameter optimization of gradient or Hessian-enhanced surrogate models.
The adjoint of the likelihood could be employed in a simple local hyperparameter optimization, which may be effective if the sampling density is large, though such an optimization does not guarantee a global optimal set of hyperparameters in a multi-modal likelihood space when the sampling density is small. However, it has been proposed that a hybrid global search of the likelihood using the adjoint would accelerate hyperparameter optimization considerably. The efficient gradients provided by the adjoint can be employed in local improvements while global exploration takes place simultaneously. As the derivatives are available more cheaply via the adjoint, the overall tuning cost can be reduced or more extensive global exploration can be carried out for an equivalent total cost. for i = n : 2 a(i) =T
