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Abstract 
Klusch, D., The sampling theorem, Dirichlet series and Hankel transforms, Journal of Computational and 
Applied Mathematics 44 (1992) 261-273. 
Some very surprising relations between fundamental theorems and formulas of signal analysis, of analytic 
number theory and of applied analysis are presented. It is shown that generalized forms of the classical 
Whittaker-Kotelnikov-Shannon sampling theorem as well as of the Brown-Butzer-SplettstGBer approximate 
sampling expansion for non-band-limited signal functions can be deduced via the theory of Dirichlet series 
with functional equations from a new summation formula for Hankel transforms. This counterpart to Poisson’s 
summation formula is shown to be essentially “equivalent” to the famous functional equation of Riemann’s 
zeta-function, to the “modular relation” of the theta-function, to the Nielsen-Doetsch summation formula for 
Bessel functions and to the partial fraction expansion of the periodic Hilbert kernel. 
Keywords: Approximate sampling theorem; Whittaker’s cardinal series; Hankel transforms; Dirichlet series; 
Riemann’s zeta-function; theta-transformation; Bessel functions. 
1. Introduction 
The Whittaker-Shannon sampling theorem states that every signal function f : R! -+ C that is 
band-limited to [ -TW, TW] for some W> 0, i.e., its Fourier transform f&(u) vanishes for 
almost all I v I > TTFTW, can be completely reconstructed from its sampled values f(n/W), n E Z, 
in terms of Whittaker’s cardinal series (cf. [28,32]) 
f(t) = Efi i) sinc{Wt -n}, t E R, 
-cc 
(1.1) 
where sine t := (sin T t )/TT t, t # 0, sine 0 := 1 is the Dirichlet kernel. There are various exten- 
sions of this Lagrange-type interpolation formula which is the theoretical basis of modern 
pulse-code modulation communication systems. It has been proved by Butzer et al. (cf. [7-101) 
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that the Brown-Butzer-Splettstofier approximate sampling theorem for not necessarily band- 
limited functions 
f(t) = 2~~ Ef( i) sinc{Wt -n}, t E [w, 
--tQ 
(1.2) 
is essentially “equivalent” to three fundamental theorems in three different fields, namely to 
the Poisson summation formula of Fourier analysis, to a particular form of Cauchy’s integral 
formula in complex function theory, as well as to the Euler-Maclaurin summation formula of 
numerical analysis. Hence the sampling theorem plays a unique role in various branches of 
analysis (cf. [5]). 
In the present paper we prove by means of the theory of Dirichlet series that generalized 
forms of the sampling expansions (1.1) and (1.2) can also be deduced via a Poisson-type duality 
formula (cf. Theorem 3.5 below) from five important theorems of the theory of integral 
transforms, of analytic number theory and of the theory of special functions of mathematical 
physics. In particular, we deduce (1.1) and (1.2) from a general summation formula for ordinary 
Hankel integral transforms (cf. Theorems 4.1 and 4.2 below), which is shown to be “equivalent” 
to the famous functional equation of Riemann’s zeta-function (cf. Theorem 2.4 below), to the 
“modular relation” of Jacobi’s theta-function (cf. Lemma 2.2 below), to the well-known 
Nielsen-Doetsch summation formula for Bessel functions of the first kind (cf. Lemma 2.3 
below) as well as to the partial fraction expansion of the periodic “Hilbert-kernel” (cf. Lemma 
3.1 below). 
Results of this special type on nontrivial relations between fundamental theorems of signal 
analysis, analytic number theory and applied analysis are obviously new. Demonstrably they are 
unparalleled in the vast literature of signal theory and Fourier analysis (cf. [8,21]). 
On the other hand, they also extend well-known results of the theory of Dirichlet series with 
functional equations and related arithmetical identities due to many authors, see, e.g., [2-4,11- 
14,221. In fact, none of these papers contains any explicit contribution to modern signal analysis 
or to the “equivalent” characterisation of Riemann’s functional equation by summation 
properties of Hankel transforms (cf. Theorem 2.4 below). The same fact holds for the classical 
deep works [15,17,19,20,27,29], which form the basis of our considerations. By the way, we too 
extend an interesting result of [18] (see also [1,26]) on the famous Voronoi summation formula 
and its relation to Dirichlet series. 
Concerning the preliminaries, let Lp(lQ), 1 <p G w, denote the the space of all complex-val- 
ued Lebesgue measurable functions f defined on [w for which the norms 
l/P 
, l<<p<a~l, Ilf llm:= esssu~lf(u)I 
UER 
are finite. By C(R) we denote the space of all uniformly continuous and bounded functions on 
K! endowed with the supremum norm II . II c. The Fourier transform f of f E L’(R) is defined 
by 
i(u) := &/i(u) epiuu du, U E [w, 
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and of f~ L2(rW) by the limit in the L2(IW)-norm of 
&/l;f’“’ eicu du, R + co. 
If f E ,5P@QY p = 1 or 2, is such that f”~ L’([w), then the Fourier inversion formula 
1 
f(t) = G f u eict du, TV [w, 
/ () (1.3) 
holds at each point of continuity of f. The bilateral Laplace transform _Pn{f} of f~ L’([w) and 
f being of bounded exponential growth is defined in its strip of convergence S by 
5?,,(f) := lRf(u) eezu du, z ES. 
The Hankel transform of f E L’(Iw+) is defined for s E Iw+ by 
(1.4) 
where J, is the Bessel function of the first kind of order v 2 0. 
2. Riemann’s functional equation and Hankel transforms 
As remarked above one aim is to deduce the sampling theorems from Riemann’s functional 
equation. In view of Fourier’s inversion theorem (cf. (4.14) below) it is quite sufficient to base 
our further investigations on the following generalized functional equation of Riemann’s type. 
Definition 2.1. Let (A,} and {E_L,J be two sequences of positive numbers strictly increasing to 
infinity, and (a,} and {b,} two sequences of complex numbers not identically zero. Consider the 
functions 4(s) and $(s) represented as absolutely convergent Dirichlet series in the half-plane 
Re s> 1: 
We say 
if there 
(i) 
4(s) = c q/y, ccl(s) = c b-C. 
n>l ?I>1 
that 4 and $I satisfy the functional equation 
T-s’T( &)4( s) = Tr -(‘-s)‘V(+(l - s))$(l -s), 
exists a meromorphic function x with the following properties: 
x(s) = T -“‘“r(+s)~(s), Res>l, 
x(s) = 7~-(~-‘)/~r(~(l -s))+(l -s), Re s < 0; 
(24 
(2.2) 
(ii) x(s) has only simple poles in C at s = 0 and s = 1, i.e., 4(s) is analytic in C\(l) and 
(s - 1)4(s) is an entire function whose order we regard as finite. 
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In view of (2.1) we further set: 
a0 := -2$(O), b, := sfe; 4(s), A, = /Jo := 0, 
a := a b := b,,, A_,:= -A,,, ,u_,,:= -,x,,, n E IV. 
The followmg lemma-s” originally due to Hamburger (cf. [4,11,19]). 
(2.3) 
Lemma 2.2. Riemann’s functional equation (2.2) is “equivalent” to the theta-relation 
im 
C a, exp( - 7~A2,r} = ~-l/* Eb, exp( -~&-r}, Re T>O. (2.4) --m --m 
The behaviour of (2.4) under the one-sided Laplace transform is given by the generalized 
Nielsen-Doetsch formula for Schliimilch series (cf. [11,15], [16, Vol. II, pp. 238-2431, [23,24], 
[31, 919.411): 
Lemma 2.3. The theta-relation (2.4) is “equivalent” to the Bessel summation formula 
Try 
r(v + 1) 
t”*b, + 2 c b,p,y’JV(2np,\) 
n>l 
+-l/2 
= r(v + +) 
1 
t(e/*aO + ,2-v/* o<*~<yia,(t - hy’* 
m”EN I 
) t E [w+, v 2 0. (2.5) 
We now transfer (2.5) to the space of Hankel transforms. More generally, we prove the 
following obviously new “equivalence” theorem, which extends, e.g., researches of [ll]. 
Theorem 2.4. Let f : [W+ + a3 be such that, for 5 > 0 and q 2 i, 
gg,o(t) :=f(t)t+*(t -t)“-“‘a?(R+) n C(R+), 
and, for 5 > 0 and q > 3, 
g&t) = O(t-v-l>, t + +=J. 
Define the operator 
(2.6) 
(2.7) 
(?f )(t) := /-m-x,o C;6,q(t) dt. (2.8) 
Then Riemann’s functional equation (2.2) is “equivalent” to the Hankel summation formula 
r(;; 1) bo(Tyt1f )(0) + 2~;lbnPnY(H”f )(T2P2n) 
=ry- l/2 
= 
r(v + +) [ 
ao(T,f )(O) + 2 c %(T,f )(X) 7 
n>l 1 (2.9) 
valid for v > 3. 
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Proof. We will show that (2.4) and (2.9) are “equivalent”. The assertion then follows from 
Lemma 2.2. 
Multiply (2.5) by go,,(t) =f<t> E L’([w+) n C([W+). Integration over [w+ then yields by (2.8): 
+-l/2 
= 
r(v + ;) 
%KLf)(0) + q+t-v’2fW O<A +a,{t -hf,,)Y-1’2 dt . c 1 (2.10) rn:PV 
For Y > 0 we have the asymptotic equality 
1’2 cos(t - +Tr - $Tr}, t + +co, 
and since g,,,,,(t) = t-1/4f(t) E L’(lR+) n C(R+), we can invert by (2.1) the order of summation 
and integration on the left-hand side of (2.10). By condition (2.7) and in view of (2.1) we have 
for v > i and some constant c > 0, 
c IUmI~alg~:.,(t)Idt~c. c lqJA,2”-. 
m>l AtI WZ,l 
Hence the interchange of summation and integration on the right-hand side of (2.10) is 
permissible and we get 
TV 
r(Y + 1) blK+J)(O) + 2 c b 
lZ>l 
.K’j-+~(t)J,.(2a~~fi) dt 
=FTv- I/2 
= 
r(v + $) 
%w)(O) + 2 c +i:,v(t, dt ) 
tZ>l n 1 
which by (1.5) and (2.8) yields (2.9). 
Now to the converse direction. We here prove a generalized version of (2.4) by applying (2.9) 
with v = 2m > i to the function 
f(t) = t 2CL--m-1/2 exp{ --‘rrtT-l}, t E I$+, (2.11) 
where p > 0, Re 7 > 0. It is easy to check that 
&2&) =f(t)t_“(t - 5)2m-1’2, 5 > 0, 
satisfies (2.6) and (2.7). 
By (1.5) we have for s E IW+, 
(H,,f)(s) = ( ~)2p-mi1’2~+t2ii-m-1/2 ep’l,m[2E] dt. 
Using Hankel’s generalisation of Weber’s first exponential integral (cf. [31, p.3931) we get the 
Hankel transform of (2.11): 
(2.12) 
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where M,,,(z) is the Whittaker function of the first kind. By (2.8) we have for 5 2 0, 
(T,,f)([) = /:,,, C;2(r~m)~1/Z(t - [)*lnml’* exp{ -rrTtr-l} dt. (2.13) 
For the case 5 = 0 in (2.13) we get by Euler’s representation of the ~-function, 
(T&)(O) = ( 32pq2P), (7,*m+lf)(q = ( ;)2p+“2q2P + i)- (2.14) 
For the case 5 > 0 in (2.13) Whittaker’s integral representation of the Whittaker function 
W,,,(z) of the second kind is needed (cf. [33, p.1451): 
,-2/*,h+1/2 
KAz) = q;-K+/q / R+ 
e-Ztth-~-1/2(1 + t)K+A-1/2 dt, (2.15) 
valid for Re z > 0, Re(K - A) > - 4. 
Now substitute t = 5 + TU/T, u > 0, in (2.13). Then in view of (2.15) we get by straightfor- 
ward computation: 
(T,,f)(e) =r(2m + l,( :)‘+1’2[p-1/2 exp( - g)I&2m,,[ r[T-l]. (2.16) 
Inserting (2.16), (2.14) and (2.12) into (2.91, we obtain the Whittaker transformation formula 
+b0G + (77~)~~ C bn~;2m-1 exp( - fF:nr)M2,_m,m[ &rr] 
tl>l 
= +a,& 
r(2m + l)r(2/_&) 
r(2m + +)r(2jL + +) 
r(2m + 1) T p 
+ r(2#u + ;) 
(-) T1’* 
7 
c a,Ay-l exp{ - ~h~~~-1)IV~_2m,~[ hint-‘], (2.17) 
n>l 
validforReT>O,p>Oandm>b. 
Finally, observe that (cf. [16]) 
M 1,2+m,m(~) =z~/*+~ exp{ - +z}, ~l,4_m,1,4+m(~) =z1/4-m ew{ - +z}, 
Re z>O, rn~[W+. Hence the Whittaker theta-relation (2.17) degenerates for p = m + i to 
(2.4) and Theorem 2.4 is proved. 0 
Remarks 2.5. (i) In the case a,, = b, = 1 and A,, = CL,, = n, equation (2.2) becomes Riemann’s 
functional equation for the ordinary l-function while (2.4) reduces to the linear transformation 
formula for Jacobi’s elliptic theta-function 8,(0 I T), (2.5) is the classical Nielsen-Doetsch 
summation formula for Bessel functions (cf. [15], [31, $19.411) and (2.9) degenerates to a series 
transformation formula which at first has been studied without rigorous proof by Erdelyi (cf. 
[1,17]) in the theory of special functions of mathematical physics. 
(ii) Note that the Whittaker theta-relation (2.17) is a far-reaching extension of the “modular 
relation” (2.4). Hence the Hankel formula (2.9) can be regarded as a counterpart to Poisson’s 
duality formula for Fourier transforms. 
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3. Poisson formula 
The following “equivalent” characterisation of (2.4) is originally due to Hamburger and 
Siegel (cf. [4,11,19,29]). 
Lemma 3.1. The theta-relation (2.4) is “equivalent” to the partial fraction expansion 
F(z) := a, + 2 C a, e-2nhnz = 2 +; c b,(Z2+/_by, Re z>O. (3.1) 
fl>l tZ>l 
For our further investigations we only need the fact that (2.4) implies the expansion (3.1) of 
the generalized periodic “Hilbert kernel” (cf. [6]). In view of (3.1) we first give the next 
definition. 
Definition 3.2. For z =x + iy E C and fixed 77 > 0 consider the strip S,: ] x ] < 7, y E [w. 
Denote by A, the class of functions 0 : C + C with the following properties. 
a( 2) is analytic in S, . (34 
There exists a positive number 6 < n so that 0( + 6 + i y ) E L’(R). P-3) 
Two sequences of positive numbers {a+,) and {p,] strictly increasing to infinity can be 
determined so that uniformly for I x I G 6, 
fl(x + icr,) = o(l), 0(x - ip,) = o(l), p + CcI, (3.4) 
and with F(Z) defined by (3.1), 
fl(x + icu,)F(x + icu,) = o(l), fl(x - iP,)F(x - ip,) = o(l), /A.+= m. (3.5) 
For the class A, we now prove the following theorem (cf. [19]). 
Theorem 3.3. Let J2 E A,. Then the Hankel summation formula (2.9) implies the residue formula 
Eb,R(ip,) = Ean/ e-2”i”~Y0(iy) dy. 
--m -cc Iw 
Proof. The function F(z) defined by (3.1) is analytic in C except for simple poles at t = ipu,, 
II E Z. For 0 < 6 < n consider the fixed straight lines ( f S) := ( k 6 - ia, f 6 + im>. 
By (3.5), the Phragmen-Lindeliif principle and Cauchy’s theorem we thus get 
J8y(z)F(z) dz = J_80(z)F(r) dz + 2i EbnR(ipn). 
-cc 
Since F(z) is an odd function of z, we obtain 
i Eb,R(ip,) = 
--m 
&,‘(z)(n(z) +fi(-z)) dz* (3 3 
By Lemma 3.1, F(Z) is also represented for Re z > 0 by the absolutely convergent Dirichlet 
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series on the left-hand side of (3.1). Hence inserting in (3.7) we get with (3.3) and Lebesgue’s 
dominated convergence theorem, 
Now by (3.4) the relation (3.8) also holds for the imaginary axis. Hence 
Ebnin(iCLn) = a,/fi(iy) dy + E a,_/ e-2”i”nR(iy) dy. 
--m Iw 
,>=?I 
n 
Hence by Lemma 2.2 and Theorem 2.4 the assertion of Theorem 3.3 is proved. q 
Remark 3.4. As an illustration of Theorem 3.3 take n(z) = exp{z2rr-l}, Re T > 0, and 
a,=b,=l, A,=pL,=n.Then F(z)= i cot(iTt) and 0 EAT. Hence (3.6) yields an important 
special case of (2.41, i.e., the well-known linear transformation formula for the theta-function 
qo IT). 
We now use Theorem 3.3 to deduce a Poisson formula. 
Denote by A the class of all functions g : R! -+ C with the properties 
g E L’(R) n C([w), with gAE Ll([w), 
_Yn{g( uu)}, a > 0, is defined in S, and satisfies (3.3) and (3.5). 
(3.9) 
(3.10) 
Theorem 3.5. Let g E A. Then the Hankel summation formula (2.9) implies the Poisson-type 
summation formula 
6 &,g(2d,a) = u-l &&a-l), aER+. (3.11) 
--m -cc 
Proof. By well-known facts from the theory of bilateral Laplace transforms (cf. [16]) the 
function 
0(z) :=_YI,{g(uu)) = a-‘lRg(u) e-za-‘u du 
is analytic in its strip of convergence S,, and the Riemann-Lebesgue lemma yields 
lim n(x+iy)=O, 
lyl+m 
(3.12) 
uniformly for I x I < 6 < q. 
By (3.12) we have 
fi(iy) = a -‘Gg^(ya-1). 
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Hence by Theorem 3.3 and Fourier’s inversion formula (1.3) we obtain 
gb,g^(p,~-‘) = 5~~~1 e-2rihnygA( ya-‘) dy 
--m iw 
= a&G &,g(2+2). 
--m 
This proves (3.11). 0 
Remarks 3.6. (i) The special case a = 1 of Theorem 3.5 with the Hankel formula (2.9) replaced 
by Riemann’s functional equation (2.2) has been proved by means of the theory of almost 
periodic Schwarz distributions via Cauchy’s theorem in [22]. 
(ii) The special case of (3.11) for even functions g, a = 1 and A, = p,, = n has been deduced 
from Riemann’s functional equation (2.2) by Ferrar (cf. [1,18]) and Patterson [26]. Their 
methods of 
theorem. 
proof are mainly based upon Mellin’s inversion formula and Cauchy’s residue 
4. Sampling theorems and Hankel transforms 
For (T 2 0 and 1 <p G ~0, let B,P be the class of entire functions f : C -+ C of exponential 
type, i.e., I f(z) I ~fd~IyI)IIfII c, z = x + i y E C, which belong to L “([w) when restricted to 
(w. We have 
B;cB,PcB,4cB;, l<p<q,<co, (4.1) 
and the Paley-Wiener theorem states \hat a function f~ L%Q), 1 <p G 2, has an extension to 
Cc as an element of B,P if and only if f (u) = 0 for I u I > (T. Hence in view of (4.1) f is said to 
be band-limited to VW if f~ Biw for some W > 0 and 1 <p G m (cf. [8, p.91). 
We now use Theorem 3.5 to deduce from (2.9) the classical form of the Whittaker-Shannon 
sampling theorem (cf. [8, pp. 9-10). 
Theorem 4.1 (Hankel-Shannon sampling theorem). Fur some W > 0, 1 <p < q let f E B,P, be 
such that (3.10) holds with a = (~ITW)- ‘. Then the Hankel summation formula (2.9) implies 
f(t) = Ef( G) sinc{Wt -n}, t E R, 
--m 
the series being absolutely and uniformly convergent. 
Proof. Trivially, 
f(t) = Ef( t - % sine(n), ) t E R. 
--m 
(4.2) 
(4.3) 
Now let g E Bi,++, with (3.10). Then the Paley-Wiener theorem yields g”(u) = 0 for I v 1 2 2rrW 
and by Theorem 3.5 with a,, = b, = 1, A, = p,, = II, n E N, we get 
kw g_(f) =&c(O) = &p d”* 
30 
(4.4) 
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Let fl, f2 blew and apply (4.4) to g,(u) :=f,(u)f,(t - U) E Birw with (3.10). Then the 
convolution integral fI * fi can be replaced by the discrete version (cf. [8, p.101) 
Take fI =f and f,( .) = sinc{W - ) in (4.5). Then the commutativity of the integral fI * fi yields 
Ef (5) sinc{Wt -n} = Ef (t - G) sine(n), 
--m -Cc 
and in view of (4.3) we get (4.2). 
Finally, the convergence assertion follows from a theorem of Nikol’skii [25, p.1231, which 
states that for any h > 0 and f E B,P, 1 <p < ~0, there holds 
-&f(u-hn)IP l’p<(l+~h)IlfllP. 
Hence Theorem 4.1 is proved. q 
(4.6) 
We now generalize Theorem 4.1 by applying Theorem 3.5 to a special function and to the 
case of Dirichlet series (2.1) with A,, = pn = 12. 
Theorem 4.2 (Riemann-Hankel sampling theorem). For t E R’ fked and W > 0 let 
g,(u):=f(u) sinc{JV(t-u)}EA, 
where 
f E L’(R) n C(R), with fk L’(R). 
Then the Hankel summation formula (2.9) implies for t E R, 
f(t) = E%f(i) sinc{Wt-n} +R(f, 4, 4, w)(t), 
--m 
where the remainder 
is uniformly bounded in t E R. 
Proof. We need the generalized Parseval formula 
(4.7) 
P-8) 
(4.9) 
(4.10) 
(4.11) 
the bar indicating complex conjugates. 
Take fI(u> = f(u) eeiyU, y E R, and f2(u> = sinc{W(t -u>}. Since 
f;(4 =fb +y) 
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and 
\O, 
we get from (4.111, 
i 
1 
g,“(y) = c-iyt - 
/ 
TW+y f^(u) eitu du 
27Fw -?rw+y 
(4.12) 
It is easy to show directly that g, E L’(R) n C(R) and g,“E L’(R). Hence by Theorem 3.5 with 
a = (2~W)-l, A, = p,, = y1 and by (4.12) we get 
Now split off the integral in Fourier’s inversion formula (1.3) in the form 
(4.13) 
(4.14) 
Hence subtraction of (4.13) from (4.14) leads to the required result (4.9) with the remainder 
(4.10). 
Finally, observe that by the Hamburger-Siegel theorem (cf. [19,29], [30, $2.131) the sequence 
{b,} is bounded. Hence there is an absolute constant c 2 2 so that 
I f(u) I du = c II f II I. 
This proves Theorem 4.2. 0 
Remarks 4.3. (i) If b, = res 4(s) = 1 we have with an absolute constant c > 2, 
Hence in this case, lim,,, R(f, 4, I/J, W>(t) = 0 uniformly in t E IR and (4.9) becomes 
f(t) = $-I~ Eu,S( $) sinc(JJ3 -n}, 
--m 
(4.15) 
uniformly in t E R. 
(ii) If, in addition, f is band-limited to [-TW, nW1, i.e., f*(v) = 0 for almost all 1 v 1 > TTW, 
then (4.15) admits the form 
f(t) = E.,,( i).sinc{Wr -n), t E R. (4.16) 
--m 
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Since the sequence {a,] is bounded, it follows from (4.6) that the series in (4.16) converges 
absolutely and uniformly. 
(iii) Consider the special case a, = b, = 1 of Theorem 4.2. By definition (2.3) and well-known 
facts from the theory of the l-function (cf. [30]) we get 
a, = -2<(O) = 1) b, = x;@) = 1. 
Hence the special Hankel summation formula (cf. [17,24]) 
v > i, implies the classical forms (1.1) and (1.2) of the sampling theorem. 
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