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Abstract
Many real world applications can be framed as
multi-objective optimization problems, where
we wish to simultaneously optimize for multi-
ple criteria. Bayesian optimization techniques
for the multi-objective setting are pertinent
when the evaluation of the functions in ques-
tion are expensive. Traditional methods for
multi-objective optimization, both Bayesian
and otherwise, are aimed at recovering the
Pareto front of these objectives. However, in
certain cases a practitioner might desire to
identify Pareto optimal points only in a par-
ticular region of the Pareto front due to exter-
nal considerations. In this work, we propose
a strategy based on random scalarizations
of the objectives that addresses this prob-
lem. While being computationally similar or
cheaper than other approaches, our approach
is flexible enough to sample from specified
subsets of the Pareto front or the whole of
it. We also introduce a novel notion of regret
in the multi-objective setting and show that
our strategy achieves sublinear regret. We
experiment with both synthetic and real-life
problems, and demonstrate superior perfor-
mance of our proposed algorithm in terms of
flexibility, scalability and regret.
1 Introduction
Bayesian optimization (BO) is a popular recipe for op-
timizing expensive black-box functions where the goal
is to find a global maximizer of the function. Bayesian
optimization has been used for a variety of practical
optimization tasks such as hyperparameter tuning for
machine learning algorithms, experiment design, online
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advertising, and scientific discovery (Snoek et al., 2012;
Herna´ndez-Lobato et al., 2017; Martinez-Cantin et al.,
2007; Parkinson et al., 2006; Gonza´lez et al., 2015).
In many practical applications however, we are required
to optimize multiple objectives, and moreover, these
objectives tend to be competing in nature. For in-
stance, consider drug discovery, where each evaluation
of the functions is an in-vitro experiment and as the
output of the experiment, we measure the solubility,
toxicity and potency of a candidate example. A chemist
wishes to find a molecule that has high solubility and
potency, but low toxicity. This is an archetypal exam-
ple for Bayesian optimization as the lab experiment
is expensive. Further, drugs that are very potent are
also likely to be toxic, so these two objectives are typi-
cally competing. Other problems include creating fast
but accurate neural networks. While smaller neural
networks are faster to evaluate, they suffer in terms
of accuracy. Another example is maximizing financial
portfolio while minimizing the risk. Profitable actions
can be often associated with higher risk.
Due to their conflicting nature, all the objectives can-
not be optimized simultaneously. As a result, most
multi-objective optimization (MOO) approaches aim
to recover the Pareto front, which is a set of Pareto
optimal points. A point is Pareto optimal if it can-
not be improved in any of the objectives without
degrading some other objective. Formally, given K
objectives f1(x), . . . , fK(x) over a compact domain
X ⊂ Rd, a point x∗ ∈ X is Pareto optimal if ∀x ∈ X
and x 6= x∗ there exists a k ∈ {1, . . . ,K} such that
fk(x) < fk(x
∗). The traditional goal in the MOO opti-
mization regime is to approximate the set of Pareto op-
timal points (Herna´ndez-Lobato et al., 2016; Knowles,
2006; Ponweiser et al., 2008; Zuluaga et al., 2013).
However, in certain scenarios it is preferable to explore
only a part of the Pareto front. For example, con-
sider the drug discovery application described above.
A method which aims to find the Pareto front, might
also invest its budget to discover drugs that are very
soluble, but too toxic to administer to a human. Such
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scenarios arise commonly in many practical applica-
tions. Therefore, we need flexible methods for MOO
that can steer the sampling strategy towards regions
of the Pareto front that a domain expert may be inter-
ested in. Towards this end, we propose multi-objective
versions of classical BO algorithms: upper confidence
bound (UCB) (Auer, 2002), and Thompson sampling
(TS) (Thompson, 1933) using random scalarizations,
that also take user preferences into account. While
random scalarizations has been previously explored
by Knowles (2006) and Zhang et al. (2010), our ap-
proach is different in terms of the underlying algorithm
and theoretical guarantees. As we shall see, this for-
mulation fortunately gives rise to an extremely flexible
framework that is much simpler than the existing work
for MOO and computationally less expensive. Our
contributions in this paper can summarized as:
1. We propose a flexible framework for MOO using
the notion of random scalarizations. Our algorithm
is flexible enough to sample from the entire Pareto
front or an arbitrary region specified by the user.
It is also naturally capable of sampling from non-
convex regions of the Pareto front. While other
competing approaches can be modified to sample
from such complex regions, this seamlessly fits into
our framework.
2. We introduce a novel notion of regret in the multi-
objective setting which captures the preference of
the user, and prove sublinear regret bounds. To our
knowledge the only prior work discussing theoretical
guarantees for MOO algorithms is by Zuluaga et al.
(2013), who prove sample complexity bounds.
3. We compare our algorithm to other existing MOO
approaches on synthetic and real-life tasks. We
demonstrate that our algorithm achieves the said
flexibility and superior performance in terms of the
regret, while being computationally inexpensive.
Related Work
Most multi-objective bayesian optimization approaches
aim at approximating the whole Pareto front. Predic-
tive Entropy Search (PESMO) by Herna´ndez-Lobato
et al. (2016) is based on reducing the posterior entropy
of the Pareto front. More specifically, the point with
the most expected reduction in the entropy is selected
as the next candidate point. SMSego by Ponweiser
et al. (2008) is based on making an optimistic esti-
mate of the function using the posterior distribution
similar to the UCB algorithm, and using it to com-
pute the hypervolume improvement. The estimates
are -corrected to account for predictions beyond the
true objective. Pareto Active Learning (PAL) (Zuluaga
et al., 2013) and ε-PAL(Zuluaga et al., 2016) are similar
to SMSego with theoretical guarantees. Campigotto
et al. (2014) introduce another active learning approach
that approximates the surface of the Pareto front. Ex-
pected hypervolume improvement (EHI) (Emmerich
and Klinkenberg, 2008) and Sequential uncertainty
reduction (SUR) (Picheny, 2015) are two similar ap-
proaches that choose the next candidate point that
maximizes the expected hypervolume. Computing the
expected hypervolume is an expensive process that
renders EHI and SUR computationally intractable in
practice when there are several objectives.
Random scalarizations has been previously explored in
the following works: ParEGO (Knowles, 2006) which
uses random scalarizations to explore the whole Pareto
front; MOEA/D (Zhang and Li, 2007), an evolutionary
computing approach to MOO; and MOEA/D-EGO
(Zhang et al., 2010), an extension of MOEA/D that
evaluates batches of points at a time instead of a single
point. Among these, the closest to our approach is
ParEGO which aims at recovering the whole Pareto
front. On each iteration, ParEGO samples a weight
vector uniformly from the K−1 simplex, which is used
to compute a scalar objective. The next candidate
point is chosen by maximizing an off-the-shelf acquisi-
tion function over the GP fitted on the scalar objective.
Our algorithm on the other hand, maintains K differ-
ent GPs, one for each objective. On each iteration, it
samples a random weight vector and chooses the next
candidate based on these weights. Unlike ParEGO,
our approach necessitates using acquisitions specially
designed for the multi-objective setting; for example,
our UCB acquisition is patently different from the stan-
dard UCB acquisition used in BO (see Table 1). These
differences with ParEGO are not merely superficial –
our approach gives rise to a theoretical regret bound,
while no such bound exists for ParEGO.
While there has been ample work on incorporating
preferences in multi-objective optimization using evolu-
tionary techniques (Deb and Sundar, 2006; Thiele et al.,
2009; Kim et al., 2012; Branke and Deb, 2005; Branke,
2008), there has been fewer on using preferences for
optimization using surrogate functions. Surrogate func-
tions are essential when optimizing expensive functions.
Hakanen and Knowles (2017) propose an extension of
ParEGO in an interactive setting, where users provide
feedback on the observations by specifying constraints
on the objectives in an online fashion. Yang et al.
(2016) propose another way to take preferences into
account by using truncated functions. They propose
a truncated hyper-volume criterion which is used to
choose the next candidate point.
When compared to existing work for MOO, our ap-
proach enjoys the following advantages.
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1. Flexibility: Our approach allows the flexibility to
specify any region of the Pareto front including non-
connected regions of the Pareto front, which is not an
advantage enjoyed by other methods. Furthermore,
the approach is flexible enough to recover the entire
Pareto front when necessary.
2. Theoretical guarantees: Our approach seamlessly
lends itself to analysis using our proposed notion of
regret, and achieves sub-linear regret bounds.
3. Computational simplicity: The computational com-
plexity of our approach scales linearly with the num-
ber of objectives K. This is in contrast to EHI and
SUR, whose complexity scales exponentially with K.
Our method is also computationally cheaper than
other entropy based methods such as PESMO.
2 Background
Most BO approaches make use of a probabilistic model
acting as a surrogate to the unknown function. Gaus-
sian processes (GPs) Rasmussen and Williams (2006)
are a popular choice for their ability to model well cali-
brated uncertainty at unknown points. We will begin
with a brief review of GPs and single objective BO.
Gaussian Processes A Gaussian process (GP) de-
fines a prior distribution over functions defined on some
input space X . GPs are characterized by a mean func-
tion µ : X 7→ R and a kernel κ : X × X 7→ R. For any
function f ∼ GP(µ, κ) and some finite set of points
x1, . . . ,xn ∈ X , the function values f(x1), . . . , f(xn)
follow a multivariate Gaussian distribution with mean
µ and covariance K given by µi = µ(xi), Kij =
κ(xi,xj) ∀1 ≤ i, j ≤ n. Examples of popular kernels
include the squared exponential and the Mate´rn kernel.
The mean function is often assumed to be 0 without
any loss of generality. The posterior process, given ob-
servations D = {(xi, yi)}t−1i=1 where yi = f(xi) + i ∈ R,
i ∼ N (µ, σ2), is also a GP with the mean and kernel
function given by
µt(x) = k
T (K + σ2I)−1Y,
κt(x,x
′) = κ(x,x′)− kT (K + σ2I)−1k′. (1)
where Y = [yi]
t
i=1 is the vector of observed values, K =
[κ(xi,xj)]
t
i,j=1 is the Gram matrix, k = [κ(x,xi)]
t
i=1,
and k′ = [κ(x′,xi)]
t
i=1. Further details on GPs can be
found in Rasmussen and Williams (2006).
Bayesian Optimization BO procedures operate se-
quentially, using past observations {(xi, yi)}t−1i=1 to de-
termine the next point xt. A classical approach is
Thompson sampling (TS) (Thompson, 1933) where,
given t − 1 observations a sample gt is drawn from
the posterior GP. The next point xt is choosen as
xt = argmax gt(x). Another approach, the Gaussian
Process UCB (Srinivas et al., 2009) constructs an upper
confidence bound Ut as Ut(x) = µt−1(x)+
√
βtσt−1(x).
Here µt−1 and σt−1 are the posterior mean and covari-
ances according to equations 1. βt is a function of t and
the dimensionality of the input domain X . GP-UCB
stipulates that we choose xt = argmaxx∈X Ut(x).
In this paper, we assume that the K objectives
f1, . . . , fK are sampled from known GP priors
GP(0, κk), 1 ≤ k ≤ K, with a common compact
domain X ⊂ Rd. Without loss of generality, we as-
sume X ⊆ [0, 1]d. The feasible region is defined as the
set {(f1(x), . . . , fK(x))|x ∈ X}. We further assume
that the observations are noisy, that is, we observe
yk = fk(x) + k, where k ∼ N(0, σ2k), ∀1 ≤ k ≤ K.
3 Our Approach
In this section we first provide a formal description
of random scalarizations. We then proceed to de-
scribe multi-objective versions of two of the classical
approaches UCB and TS using random scalarizations.
3.1 Random Scalarizations
Given K objectives f1(x), . . . , fK(x) and a weight dis-
tribution L defined on the simplex λ ∈ RK+ , ‖λ‖1 = 1,
a random scalarization is defined as g(λ,x) where
λ ∼ L, and g : Rd × Rd → R is a function produc-
ing scalar values defined over X and the support of L.
The function g(λ,x) is chosen to be such that maxi-
mizing g(λ,x) with respect to x for any fixed weight
λ gives us an x corresponding to a point on the Pareto
front. Thus, at each step sampling a λ ∼ L and maxi-
mizing the objective function over X yields a point on
the Pareto front, translating L to a distribution on the
Pareto front. This is the main idea of our approach.
Choosing L carefully leads to sampling from a specified
region of the Pareto front.
The linear scalarization of K objectives is defined as
glin(λ,x) =
K∑
k=1
λkfk(x). (2)
However as discussed in Nakayama et al. (2009), a
linear scalarization lacks the ability of being able to
explore non-convex regions of the Pareto front. This is
depicted in Figure 2a. Any linear scalarization is maxi-
mized at one of the ends of the non-convex region. An
alternative to the linear scalarization is the Tchebychev
scalarization defined as
gtch(λ,x) =
K
min
k=1
λk(fk(x)− z∗k), (3)
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Figure 1: Sampled points for different distributions
for λ. The brightness of a point corresponds to the
iteration in which it was evaluated. Brighter points
were evaluated in later iterations.
where z∗ is an reference point, often taken to be the
minimum possible value of the objectives (Zhang et al.,
2010). Without loss of generality, we assume that
z∗ = 0 when computing regret bounds. An issue with
the Tchebychev scalarization is that unlike the linear
case, the sampled weights do not correlate with the
sampled points. Consider the example in Figure 2b
for λ = (2/5, 3/5). The point maximizing gtch(λ,x) is
shown by a red-cross, with a slope of 2/3. The point
maximizing glin(λ,x) is shown by a black cross, and
has a slope of 3/2 correlating with the weights. A
simple way to resolve this is to compute the pointwise
reciprocal of the sample weight, and use these new
weights to compute the Tchebychev scalarization, as
summarized in the following equation.
λ ∼ L, λ′ =
(
1
λ1
, . . . ,
1
λK
)
, λnew = λ
′/‖λ′‖1. (4)
The region of the Pareto front to be explored is dic-
tated by the distribution L. For instance, for two
objectives and linear scalarization, sampling λ from
a distribution that sets high values to λ1 results in
an exploration of the high value region of f1(x). It
is clear that when P(λ2 = 0), this reduces to a
single-objective maximization problem for f1. Fig-
ure 1 shows the exploration patterns for a simple
example. The two objectives used in the example
are f1(x, y) = xy, f2(x, y) = y
√
1− x2. Sampling the
weights as λ =
[
u
u+1 ,
1
u+1
]
where u ∼ Unif (0, 0.3), re-
sults in Figure 1a. In this example we have λ1 smaller
than λ2, resulting in exploration of the region where
f2(x, y) is high. Whereas sampling λ =
[
u
u+v ,
v
u+v
]
where u, v ∼ Unif (0.5, 0.7) results in Figure 1b.
3.2 Scalarized Thompson Sampling and UCB
In this section we introduce Thompson Sampling and
UCB for multi-objective problems using random scalar-
izations. We model each objective using an individual
0 1
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(a) Linear
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(b) Tchebyshev
Figure 2: Scalarized values for λ1 = 2, λ2 = 3 over
the objective space for different scalarization functions.
The red cross denotes the maximizing point, and the
black cross denotes the desired point of the Pareto
front.
Algorithm 1 MOO with Random Scalarizations
Initialize D(1) ← ∅, GP(1)k ← GP(0, κ) ∀1 ≤ k ≤ K
for t = 1→ T do
Sample λ(t) ∼ L
x∗ ← argmaxx∈X acq(x,λ)
{See Table 1 for acquisition functions}
Evaluate yk = fk(x
∗) ∀1 ≤ k ≤ K
D(t+1) = D(t) ∪ {(x, y1, . . . , yK)}
GP(t+1)k ← posterior of GP(t)k
conditioned on (x, yk) ∀1 ≤ k ≤ K
end for
GP. Given the previous observations, we fit an inde-
pendent GP for each objective. In each iteration, we
first sample λ ∼ L, which is used to compute a multi-
objective acquisition function based on UCB and TS.
The next candidate point is chosen to be the point that
maximizes this acquisition function. The complete al-
gorithm is presented in Algorithm 1 and the acquisition
functions in Table 1. Note that in contrast to ParEGO,
our algorithm does not use a scalar acquisition function
but rather multi-objective versions of UCB and TS.
In the ideal situation when all the functions are known,
it is sufficient to compute maxx∈X g(λ,x). However
in practice since the functions are unknown we in-
stead maximize an acquisition function. For instance,
in Thompson sampling, the acquisition function is a
scalarization (Tchebyshev or linear) of a sample from
the posterior of the GPs. For UCB, on the other
hand, an upper bound of the scalarization needs to
be computed. For the linear case, using the closed
form expressions of the mean and variance for linear
combinations of normal random variables gives us an
upper confidence bound. This however, does not work
for gtch(λ,x) due its non-linearity. In this case, we
define the upper bound as gtch(λ, Utk(x)), where Utk is
the UCB for the kth GP at the tth step. In Section 4,
we show that the above scalarizations yield sub-linear
Biswajit Paria, Kirthevasan Kandasamy, Barnaba´s Po´czos
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Figure 3: Weight distribution from bounding box.
regret bounds, thus showing convergence to the desired
solution.
3.3 Choosing the weight distribution
While the flexibility of our approach allows us to use
innumerable ways of specifying the weight distribution,
we discuss two methods used in our experiments, and
two others that we leave for future work. A popular
way of specifying user preferences is by using bounding
boxes (Hakanen and Knowles, 2017), where the goal is
to satisfy fk(x) ∈ [ak, bk], ∀1 ≤ k ≤ K. In this case
we use the following heuristic to generate the weight
vectors: λ = u/‖u‖1 where uk ∼ Unif (ak, bk) ∀1 ≤
k ≤ K. The intuition behind this approach is shown in
Figure 3. Such a weight distribution roughly captures
all the points inside the bounding boxes. In the case
where the bounding box does not contain any part of
the Pareto front, our approach still returns points from
the Pareto front which should give the user enough
information to update her bounding box.
In order to explore the whole Pareto front, one can
also specify a flat distribution. For instance consider
an uniform distribution on the simplex defined by∑K
k=1 xk = 1, xk ≥ 0, k = 1, . . . ,K. A weight vec-
tor from this space can be sampled using the Dirichlet
distribution as λ ∼ Dir(1, . . . , 1). Another example is
to sample as λ = |w|/‖w‖1 where w ∼ N (0, I), which
is same as sampling uniformly from the positive part
of the unit sphere and normalizing.
Other possible ways of choosing the weight vector in-
cludes learning the distribution of the weight vector
from interactive user feedback. In fact, our framework
also allows us to perform a joint posterior inference
on the GP model and the weight distribution, thus
learning the weight distribution in a more principled
manner. While we leave these methods to future work,
this demonstrates the flexibility of our framework.
4 Regret Bounds
In this section we first introduce a notion of regret in
the multi-objective setting. We then proceed to prove
sublinear regret bounds. Notably, our proposed regret
also takes into account the user preferences encoded
in terms of the weight distribution L. It particular,
the algorithm incurs high regret when the evaluated
objective values are not from the preferred region.
For single objective problems, the instantaneous regret
is defined as rt = maxx∈X f(x)− f(xt), and the cumu-
lative regret as the sum of instantaneous regrets over
all steps RT =
∑T
t=1 rt. However, in contrast to single
objective problems, there is no single optimal point in
the multi-objective setting. In order to define a regret
function for multiple objectives, we need to capture
the notion of sampling close to the region of interest.
Given a sample λt ∼ L in the t th step, we define the
instantaneous and the cumulative regrets as
rt(λt) = max
x∈X
g(λt,x)− g(λt,xt), RT =
T∑
t=1
rt(λt).
(5)
Thus for a fixed λ, the regret is minimized if the next
candidate point is chosen to be the one that maximizes
the scalarization g(λt,x). The cumulative regret is
a random quantity with randomness occurring from
λt and the true function, which is randomly sampled
from a GP prior. Hence, taking the expectation, we
define the Bayes Regret after T evaluation steps as the
expectation of the cumulative regret as
BR(T ) = E
[
T∑
t=1
(
max
x∈X
g(λt,x)− g(λt,xt)
)]
(6)
where the expectation is taken over λt ∼ L, 1 ≤ t ≤ T
and fk ∼ GP(0, κk), 1 ≤ k ≤ K. We will show that all
the variants of our proposed approach achieve a Bayes
regret of O∗(√TdK).
The performance of single-objective BO is often mea-
sured using the notion of Simple Regret defined as
SR(T ) = maxx∈X f(x) −maxTt=1 f(xt). For multiple
objectives however, there is no unique optimal point
for this notion to be valid. In this case, we define the
multi-objective versions of the Simple Regret (SR) and
the Bayes Simple Regret (BSR) as
SR(λ, T ) = Eλ∼L
[
max
x∈X
g(λ,x)− Tmax
t=1
g(λ,xt)
]
, (7)
BSR(T ) = E [SR(λ, T )] , (8)
where the second expectation is taken wrt. fk ∼
GP(0, κk), 1 ≤ k ≤ K. For any given λ, the term
A Flexible Framework for MO-BO using Random Scalarizations
Table 1: Acquisition functions for multiple objectives.
acq(x,λ) = TS UCB
Linear
K∑
k=1
λkf
′
k(x), where f
′
k ∼ GP(t)k
K∑
k=1
λkµtk(x) +
√
βt
√√√√ K∑
k=1
λ2kσ
2
tk(x)
Tchebychev
K
min
k=1
λkf
′
k(x), where f
′
k ∼ GP(t)k
K
min
k=1
λk(µtk(x) +
√
βtσtk(x))
(x)f2
(x)f1
λ ∼ 
Figure 4: The algorithm incurs a low regret when the
sampled points lie in the preferred region as shown in
the first figure. Regret is higher when the sampled
points do not lie in the preferred region, are clustered
in a small sub-region within the preferred region, or do
not lie on the Pareto front.
inside the simple regret is minimized if there is an xt
that is close to the optimal x = argmaxx∈X g(λ,x).
Thus, if the objective values of the evaluations lie in the
region defined by L, the term inside the expectation
takes small values which leads a low regret as depicted
in Figure 4. Similarly, it leads to high regret otherwise.
Analogous to the single-objective case, it can be shown
that BSR(T ) ≤ BR(T )/T . We show that the Bayes
regret is sub-linear in T , implying that BSR(T ) tends
to zero as T tends to infinity.
Maximum Information Gain The maximum in-
formation gain plays a major role in regret bounds for
TS and UCB on Gaussian processes. For any subset
A ⊂ X , the information gain or the mutual information
between the observations yA = {ya = f(a)+ a|a ∈ A},
and f , which quantifies the reduction in uncertainty
about f is given by I(yA; f) = H(yA)−H(yA|f). Srini-
vas et al. (2009) define the Maximum Information Gain
(MIG) after T observations as
γT = max
A⊂X :|A|=T
I(yA; f). (9)
Let γTk denote the MIG for the kth objective after T
observations. In the following section we make use of
this notion to prove regret bounds for our proposed
notion of regret.
Sublinear Regret Bounds We assume that fk(x)
follows a Gaussian distribution with marginal variances
bounded by 1 for k = 1, . . . ,K, x ∈ X . We also
assume that the observation noise tk ∼ N (0, σ2k) is
drawn independently of everything else for all k ∈
{1, . . . ,K} and t ∈ {1, . . . , T}. When X is finite, after
T observations, our algorithm achieves the following
regret bound.
Theorem 1. If |X | is finite, then the Bayes regret
for the linear and Tchebychev scalarizations after T
evaluations can be upper bounded as follows for both
UCB and TS,
BRlin(T, pi) = O
(√
TKγT ln(T 2|X |)
)
,
BRtch(T, pi) = O
(√
TKγT ln(T 2K|X |)
)
(10)
where γT = max
K
k=1 γTk, and γTk is the MIG for the
kth GP after T rounds.
The above theorem can be extended to the continu-
ous case where X ∈ [0, 1]d to yield an upper bound
of O∗(√TdKγT ) on the regret. Our proofs, which are
available in the appendix, build on ideas for single ob-
jective analyses for TS and UCB (Russo and Van Roy,
2014; Kandasamy et al., 2018).
5 Experimental Results
We experiment with both synthetic and a real problems.
We compare our methods to the other existing MOO
approaches in the literature: PESM, EHI, SMSego,
and ParEGO. EHI being computationally expensive is
not feasible for more than two objectives. We do not
experiment with SUR and PAL as both are very similar
to EHI and SMSego respectively, and are expected to
produce similar results. Other than visually comparing
the results for three or lesser objectives we also compare
them in terms of the simple regret(Eqn. 7).
For all our experiments, we use the squared exponen-
tial function as the GP kernel, given by κ(x1,x2) =
s exp
(−‖x1 − x2‖2/(2σ2)), where s and σ are the scale
and bandwidth parameters respectively. The scale and
bandwidth parameters are estimated every 10 evalu-
ation steps. We use the same weight distribution for
both kinds of scalarizations, transforming it according
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to Eqn. 4 for the Tchebychev scalarization. We perform
experiments with both TS and UCB using both kinds
of scalarizations. We plot the mean simple regret for
each experiment averaged over multiple runs. For the
purposes of computing the simple regret, we linearly
transform the output from the objective functions to
the range [0, 1] and accordingly scale the weight sam-
ples, so that the regret values are nor too large neither
too small. Note that this is only done while computing
the regrets, and not a requirement of our algorithm. In
Eqn. 7, we observe that the term Eλmaxx∈X g(λ,x) is
independent of the algorithm, hence it is sufficient to
only plot −EλmaxTt=1 g(λ,xt). In all subsequent SR
plots, we plot this expression, thus avoiding computing
the global maximum of an unknown function.
Synthetic two-objective function We construct
a synthetic two-objective optimization problem using
the Branin-4 and CurrinExp-4 functions as the first
and second objectives respectively. These are the 4-
dimensional counterparts of the Branin and CurrinExp
functions (Lizotte, 2008), each mapping [0, 1]4 → R.
For this experiment we specify the bounding boxes
[(a, b), (c, d)]. We sample from three different re-
gions, which we label as high: [(−110,−95), (23, 27)],
mid :[(−80,−70), (16, 22)], and full : where we sample
from the flat distribution on the unit sphere (see Sec-
tion 3.3). Figure 5 shows a scatter plot of the sampled
values for the various methods. The bright points in the
plots show that our approach increasingly samples from
the desired region with more iterations. Figure 6 shows
the plots for the SR for all the sampling regions. We
observe that our approach has a lower or comparable
SR than all the other baselines.
Synthetic six-objective function To show the vi-
ability of our method in high-dimensions, we sample
six random functions fk : R6 → R, fk ∼ GP(0, κ), k ∈
{1, . . . , 6} where κ is the squared exponential kernel.
Devoid of any domain knowledge about this random
function, we linearly transform the objectives values
to [0, 1] for simplicity. We specify the bounding box
as [ak, bk] = [2/3, 1], 1 ≤ k ≤ 6. We call this the mid
region since the bounding box has the same range for
all the objectives. The simple regret plot in Figure 7
shows that our approach leads to a smaller regret is
lesser number of evaluations.
Locality Sensitive Hashing Locality Sensitive
Hashing (LSH) (Andoni et al., 2015) is a randomized al-
gorithm for computing the k-nearest neighbours. LSH
involves a number of tunable parameters: the number
of hash tables, number of hash bits, and the number
of probes to make for each query. The parameters
affect the average query time, precision and memory
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Figure 5: The plots show the sampled values for various
algorithms and sampling regions. The feasible region
is shown in grey. The color of the sampled points
corresponds to the iteration in which they were sampled.
Brighter colors were sampled in the later iterations.
The figure titles denote the method used and the region
sampled. We refer the reader to the appendix for a
complete set of results.
usage. While increasing the number of hash tables
results in smaller query times, it leads to an increase
in the memory footprint. Similarly, while increasing
the number of probes leads to a higher precision, it
increases the query time. In this experiment we explore
the trade-offs between these three objectives.
We run LSH on Glove word embeddings (Pennington
et al., 2014). We use the Glove Wikipedia-Gigaword
dataset trained on 6B tokens with a vocabulary size of
400K and 300-d embeddings. Given a word embedding,
finding the nearest word embedding from a dictionary
of word embeddings is a common task in NLP appli-
cations. We consider the following three objectives to
minimize with their respective bounding boxes: Time
(s) [0.0, 0.65], 1−Precision [0.0, 0.35], and the Memory
(MB) [0, 1600]. The SR plots are shown in Figure 7
and the sampled objective values in Figure 8. It can
be seen that our approach successfully samples from
within the desired bounding box, and also leads to a
smaller regret than other techniques.
Viola Jones The Viola Jones algorithm (Viola and
Jones, 2001) is a fast stagewise face detection algorithm.
At each stage a simple feature detector is run over the
image producing a real value. If the value is smaller
than a threshold the algorithm exits with a decision,
otherwise the image is processed by the next stage and
so on. The Viola Jones pipeline has 27 tunable thresh-
olds. We treat these thresholds as inputs and optimize
for Sensitivity, Specificity, and the Time per query.
We consider the following three objectives to mini-
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Figure 6: SR plots for the synthetic two-objective problem for various sampling regions. We plot the mean
and variance of 10 runs, each with 150 evaluation steps. The figure titles denote the sampling region and the
scalarization used. We refer the reader to the appendix for results on linear scalarization.
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Figure 7: SR plots for various optimization problems. We plot the mean and variance of 5 runs, each with 120
evaluation steps. The figure titles denote the region sampled and the scalarization used. We refer the reader to
the appendix for results on the linear scalarization.
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Figure 8: The plots show the sampled objectives values
for LSH run on Glove. Each experiment was repeated
5 times with 120 evaluations in each. The figure titles
denote the method used. We refer the reader to the
appendix for a complete set of results.
mize with their bounding boxes: 1−Sensitivity [0, 0.3],
1−Specificity [0, 0.13], and Time per query [0, 0.07].
Figure 7 shows the regret plot for this experiment. It
can be seen that our approach achieves a smaller regret
than all other methods.
6 Conclusion
In this paper we propose a BO algorithm for exploring
specific parts of the Pareto front. We experimentally
show that our algorithm can sample from a specific
region of the Pareto front as is required in many ap-
plications, but is still flexible enough to sample from
the whole Pareto front. Furthermore, our algorithm
is computationally cheap and scales linearly with the
number of objectives. Our approach also lends itself to
a notion of regret in the MO setting that also captures
user preferences. We show that our algorithm achieves
sub-linear regret. We experimentally show that our
approach is successfully able to sample from the desired
region and is superior to other baselines in terms of
the aforementioned regret.
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Appendix
A Plots
Figure 9 shows the sampling patterns for all baselines,
and all combinations of the sampling region, method
and scalarization for our approach. Figure 10 shows
the SR for all sampling regions and scalarizations for
the two-objective problem. Figure 11 shows the SR for
all sampling regions and scalarizations for all the other
multi-objective problems. Figure 12 shows the sampled
objective values for the LSH Glove experiment.
B Proofs
Russo and Van Roy (2014) introduce a general ap-
proach to proving bounds on posterior sampling by
decomposing the regret into two sums, one capturing
the fact that the UCB upper bounds uniformly with
high probability and the other that the UCB is not
a loose bound. We begin by making a similar decom-
position and bounding each of the other terms. Note
that the proof applies to regret bounds of both UCB
and TS. For UCB, the upper bound in the proof is the
same as in the algorithm. For TS, on the other hand,
one can use any upper bound.
Denote by HT the history until the T th round
{(xt,λt, yt1, . . . , ytK)|1 ≤ t ≤ T − 1}. We assume
fk ∼ GP(0, κk), k = 1, . . . ,K are sampled indepen-
dently with marginal variance at each x upper bounded
by 1. Let x∗t = argmaxx∈X g(λt,x), and the UCBs for
the linear and Tchebyshev case as defined in Table 1.
We first show that the following proposition holds, from
which Theorem 1 follows directly.
Proposition 1. Let βt = 2 ln
(
t2|X |√
2pi
)
, and Ut denote
the Upper Confidence Bound as defined in Table 1,
then the Bayes regret for the linear and Tchebychev
scalarizations can be bounded as
BRlin(T, pi) ≤ pi
2
6
+
2
√√√√T( K∑
k=1
ln
(
1 + σ−2k
)−1
γTk
)
ln
(
T 2|X |√
2pi
)
(11)
BRtch(T, pi) ≤ pi
2
6
+
2
√√√√2T( K∑
k=1
ln
(
1 + σ−2k
)−1
γTk
)
ln
(
KT 2|X |√
2pi
)
(12)
We begin by proving the following Lemma, which de-
composes the regret into two part which we analyse
separately.
Lemma 1.
BR(T ) = E
[
T∑
t=1
(
max
x∈X
g(λt,x)− g(λt,xt)
)]
≤ E
[
T∑
t=1
Ut(λt,xt)− g(λt,xt)
]
+
E
[
T∑
t=1
g(λt,x
∗
t )− Ut(λt,x∗t )
]
(13)
Proof. For UCB, it follows from the fact that at each
step the next point to evaluate is chosen as xt =
argmaxx∈X Ut(λt,x). Thus, Ut(λt,xt) ≥ Ut(λt,x∗t ).
Thompson Sampling samples f ′1, . . . , f
′
k independently
from the posterior in each iteration and produces an
xt maximizing g(λt,x). Therefore when conditioned
on the history Ht, xt has the same distribution as x
∗
t ,
resulting in E[Ut(λt,xt)|Ht] = E[Ut(λt,x∗t )|Ht].
Note that the decomposition and consequently the
following bounds hold for both UCB and TS, mitigating
the need for separate treatment.
B.1 Regret bounds for the linear
scalarization
We begin with proving regret bounds for linear scalar-
ization as stated in Theorem 1. In the following lemmas
we prove upper bounds for the terms in Lemma 1.
Define µt(λt,x) =
∑K
k=1λtkµtk(x) and σt(λt,x) =√∑K
k=1λ
2
tkσ
2
tk(x). For the linear case, as defined in Ta-
ble 1, Ut(λt,x) = µt−1(λt,x) +
√
βtσt−1(λt,x). Note
that σt(λt,x) =
√∑K
k=1λ
2
tkσ
2
tk(x) ≤
√∑K
k=1λ
2
tk ≤
1, which follows using the facts: σ2tk(x) ≤ 1 and∑K
k=1λtk = 1, λtk ∈ [0, 1] =⇒
∑K
k=1λ
2
tk ≤∑K
k=1λtk = 1.
Lemma 2. (Linear scalarization) For βt =
2 ln
(
t2|X |√
2pi
)
, and Ut as defined above, the following can
be bounded as,
E
[
T∑
t=1
g(λt,x
∗
t )− Ut(λt,x∗t )
]
≤ pi
2
6
(14)
Proof. We first see that,
E[g(λt,x∗t )− Ut(λt,x∗t )] (15)
≤ E[I(g(λt,x∗t )− Ut(λt,x∗t ) ≥ 0)(g(λt,x∗t )− Ut(λt,x∗t ))]
≤
∑
x∈X
E[I(g(λt,x)− Ut(λt,x) ≥ 0)(g(λt,x)− Ut(λt,x))].
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Figure 9: The plots show the sampled values for various algorithms and sampling regions. The feasible region is
shown in grey. The color of the sampled points corresponds to the iteration in which they were sampled. Brighter
colors were sampled in the later iterations. The figure titles denote the method used and the region sampled.
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Figure 10: Bayes simple regret plots for the synthetic two-objective optimization for various sampling regions.
We plot the mean and variance for 10 runs, each with for 150 evaluation steps. The figure title denotes the region
sampled and the scalarization used.
Conditioned on Ht, g(λt,x)− Ut(λt,x) follows a nor-
mal distribution
g(λt,x)− Ut(λt,x) | Ht ∼
N
(
−
√
βtσt−1(λt,x), σ2t−1(λt,x)
)
. (16)
Next we proceed as in Russo and Van Roy (2014). For
X ∼ N (µ, σ2), we have
E[XI(X > 0)] =
σ√
2pi
exp
(
− µ
2
2σ2
)
. (17)
It follows that,
E[I(g(λt,x)− Ut(λt,xt) ≥ 0)(g(λt,x)− Ut(λt,x)) | Ht]
≤ σt(λt,x)√
2pi
exp
(
−β
2
t
2
)
≤ 1√
2pi
√
2pi
t2|X | =
1
t2|X | .
Summing over T , we get
E
[
T∑
t=1
g(λt,x
∗
t )− Ut(λt,x∗t )
∣∣∣∣∣HT
]
≤
∞∑
t=1
∑
x∈X
1
|X |t2 =
∞∑
t=1
1
t2
=
pi2
6
completing the proof.
Lemma 3. (Linear scalarization) With the same con-
ditions as in Lemma 2,
E
[
T∑
t=1
Ut(λt,xt)− g(λt,xt)
]
≤
2
√√√√T( K∑
k=1
ln
(
1 + σ−2k
)−1
γTk
)
ln
(
T 2|X |√
2pi
)
(18)
Proof. We first bound the terms conditioned on Ht.
E[Ut(λt,xt)− g(λt,xt)|HT ]
= E[Ut(λt,xt)− µt−1(λt,xt)|Ht]
= E
[√
βtσt−1(λt,xt)
∣∣∣Ht]
Summing over T gives,
T∑
t=1
E[Ut(λt,xt)− g(λt,xt)|HT ]
=
T∑
t=1
E
[√
βtσt−1(λt,xt)
∣∣∣Ht]
= E
[
T∑
t=1
√
βtσt−1(λt,xt)
∣∣∣∣∣HT
]
≤ E
√TβT
√√√√ T∑
t=1
σ2t−1(λt,xt)
∣∣∣∣∣∣HT

where the last step follows using the Cauchy Schwartz
inequality.
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Figure 11: Bayes simple regret plots for the above mentioned optimization problems. We plot the mean and
variance for 5 runs, each with for 120 evaluation steps. The figure title denotes the region sampled and the
scalarization used.
We now have,
T∑
t=1
σ2t−1(λt,xt)
=
K∑
k=1
T∑
t=1
λ2tkσ
2
(t−1)k(xt) ≤
K∑
k=1
T∑
t=1
σ2(t−1)k(xt). (19)
As shown in Srinivas et al. (2009), the above can be
bounded in terms of the MIG as
T∑
t=1
σ2(t−1)k(xt) ≤ 2 ln(1 + σ−2k )γTk. (20)
It follows that
T∑
t=1
σ2t−1(λt,xt) ≤ 2
K∑
k=1
ln(1 + σ−2k )γTk. (21)
Substituting this above gives us the stated result.
Combining Lemmas 2 and 3 proves Proposition 1 for
the linear case.
B.2 Regret bounds for the Tchebychev
scalarization
For the Tchebyshev scalarization, unlike the linear
formulation, g(λt,x)− Ut(λt,x) does not necessarily
follow a Gaussian distribution.
Define
g(λt,x) =
K
min
k=1
λtkfk(x) = λtk1fk1(x) (22)
and, Ut(λt,x) =
K
min
k=1
λtkUtk(x) = λtk2Utk2(x). (23)
Note that conditioned on Ht, k2 is a constant where as
k1 is a random variable depending on the true objective
functions. It also follows from the definition of k1 that
λtk1fk1(x) ≤ λtk2fk2(x).
The following lemma bounds the first term of the de-
composition (Lemma 1).
Lemma 4. (Tchebyshev scalarization) For βt =
2 ln
(
t2|X |√
2pi
)
, and Ut as defined above, the following can
be upper bounded as
E
[
T∑
t=1
g(λt,x
∗
t )− Ut(λt,x∗t )
]
≤ pi
2
6
(24)
Proof. We now proceed to bound Equation 15 for the
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Figure 12: The plots show the sampled objectives values for LSH run on Glove. Each experiment was repeated 5
times with 120 evaluations in each. The figure title denotes the method used.
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Tchebyshev scalarization.
E[I(g(λt,x)− Ut(λt,x))(g(λt,x)− Ut(λt,x)) | Ht]
= E[I(λtk1fk1(x)− λtk2Utk2(x))
(λtk1fk1(x)− λtk2Utk2(x)) | Ht]
≤ E[I(λtk2fk2(x)− λtk2Utk2(x))
(λtk2fk2(x)− λtk2Utk2(x)) | Ht]
≤ E
[
λtk2
σtk2(x)√
2pi
exp
(
−βt
2
)
|HT
]
≤ 1
t2|X | .
The second last step follows from Equation 17. Now
proceeding as in Lemma 2 gives us the result.
We now bound the second term of the decomposition
in the following lemma.
Lemma 5. (Tchebyshev case) For the same conditions
as in Lemma 4,
E
[
T∑
t=1
Ut(λt,xt)− g(λt,xt)
]
≤ 2
√√√√2T( K∑
k=1
ln
(
1 + σ−2k
)−1
γTk
)
ln
(
KT 2|X |√
2pi
)
(25)
Proof. For n random variables X1, . . . , Xn ∼ N (0, σ2),
and Z = min{X1, . . . , Xn}, it can be shown that
E[Z] ≥ −σ√2 logK. In a similar manner it can be
shown that for random variables Xi ∼ N (µi, σ2i ) (1 ≤
i ≤ n), and Z = {X1, . . . , Xn}
E[Z] ≥
n
min
i=1
µi −
√
2 log n
n
max
i=1
σi (26)
Using this to bound E[g(λt,x) | Ht] we get,
E[g(λt,x) | Ht]
≥ min
k
λtkµtk(x)−
√
2 logK max
k
λtkσtk(x)
= λtkminµtkmin(x)−
√
2 logKλtkmaxσtkmax(x)
where kmin = argmink λtkµtk(x), and kmax =
argmaxk λtkσtk(x).
E[Ut(λt,xt)− g(λt,xt) | Ht]
≤ E[Ut(λt,xt)− λtkminµtkmin(x)
+
√
2 logKλtkmaxσtkmax(x) | Ht]
≤ E[λtkmin
√
βtσtkmin(x)
+
√
2 logKλtkmaxσtkmax(x) | Ht]
≤ E[
√
βtσtkmin(x) + σtkmax(x)
√
2 logK|Ht]
The second step follows from the definition of Ut(λt,x).
Ut(λt,x) = argmink λtkUtk(x) ≤ λtkminUtkmin(x).
Summing over T yields,
E
[
T∑
t=1
Ut(λt,xt)− g(λt,xt)
∣∣∣∣∣HT
]
≤ E
[
T∑
t=1
√
βtσtkmin(x) + σtkmax(x)
√
2 logK
∣∣∣∣∣HT
]
≤ E
√TβT
√√√√ T∑
t=1
σ2tkmin(xt)
∣∣∣∣∣∣HT

+
√
2 logKE
√T
√√√√ T∑
t=1
σ2tkmax(xt)
∣∣∣∣∣∣HT
.
Now bounding
∑
t σ
2
tk(t) (where k(t) denotes kmin or
kmax) using MIG,
T∑
t=1
σ2tk(t)(xt) ≤
K∑
k=1
T∑
t=1
σ2tk(xt) ≤ 2
K∑
k=1
ln(1+σ−2k )
−1γTk.
Substituting the MIG and using the fact
√
βt/2 +√
lnK ≤√2(βt/2 + lnK) proves the lemma.
Using Lemmas 4 and 5 proves Proposition 1 for the
Tchebychev case.
B.3 Extending to continuous action sets
The main challenge in extending to the continuous case
is to show that the functions sampled from the GP
are not too erratic. For any stationary kernel κ which
is four times differentiable and f ∼ N (0, κ), we have
the following bound due to Ghosal and Roy (2006).
There exist a, b > 0 such that for all J > 0, and for all
i ∈ {1, . . . , d},
P
(
sup
x
∣∣∣∣∂f(x)∂xi
∣∣∣∣ > J) ≤ ae−(J/b)2 . (27)
Consider a continuous action set X where X ⊂ Rd.
Now for the sake of analysis, at each time step t we
construct a finite discretization Xt of X . Xt is con-
structed using a grid of uniformly spaced points with a
distance of τ−1j between adjacent points in each coor-
dinate. Therefore |Xt| = τdj . Let [x]t denote the point
closest to x in Xt. Let L = supi∈{1,...,d} supx∈X
∣∣∣∂f(x)∂xi ∣∣∣.
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We bound E[|f(x)− f([x]t)|] as
E[|f(x)− f([x]t)|] (28)
≤ d
τt
E[L] ≤ d
τt
∫ ∞
0
P(L ≥ t)dt (29)
≤ d
τt
∫ ∞
0
ae−(t/b)
2
dt =
dab
√
pi
2τt
(30)
Let A = supKk=1 ak, B = sup
K
k=1 bk where ak, bk cor-
respond to the above constants for the fk, the kth
objective where k ∈ {1, . . . ,K}. Then for the linear
scalarization we have for all x ∈ X
E[|g(λ,x)− g(λ, [x]t)|] ≤ dAB
√
pi
2τt
. (31)
For the Tchebyshev scalarization, let k1 =
argmink λkfk(x), k2 = argmink λkfk([x]t). Therefore,
g(λ,x) − g(λ, [x]t) = λk1fk1(x) − λk2fk2([x]t). We
have the following inequalities using the definition of
k1, k2.
λk1fk1(x)− λk1fk1([x]t)
≤ λk1fk1(x)− λk2fk2([x]t) ≤ λk2fk2(x)− λk2fk2([x]t)
from which it follows that,
|λk1fk1(x)− λk2fk2([x]t)|
≤ max(|λk1fk1(x)− λk1fk1([x]t)|,
|λk2fk2(x)− λk2fk2([x]t)|)
≤ max(|fk1(x)− fk1([x]t)|, |fk2(x)− fk2([x]t)|)
≤ |fk∗(x)− fk∗([x]t)|
showing that Equation 31 holds for the Tchebychev
scalarization as well. Choosing τt = t
2dAB
√
pi/2 gives
us
E[|g(λ,x)− g(λ, [x]t)|] ≤ 1
t2
(32)
Now we bound the second term of the decomposition
in Lemma 1 in the following theorem.
Lemma 6. Let τt = t
2dAB
√
pi/2. At step t we choose
the set Xt with |X |t = τdt and
βt = 2 ln
(
t2|X |t√
2pi
)
= 2 ln
(
t2√
2pi
)
+ 2d ln
(
t2AB
√
pi
2
)
(33)
then
E
[
T∑
t=1
g(λt,x
∗
t )− Ut(λt,x∗t )
]
≤ pi
2
3
(34)
Proof.
E
[
T∑
t=1
g(λt,x
∗
t )− Ut(λt,x∗t )
]
= E
[
T∑
t=1
g(λt,x
∗
t )− g(λt, [x∗t ]t)
]
︸ ︷︷ ︸
I
+ E
[
T∑
t=1
g(λt, [x
∗
t ]t)− Ut(λt, [x∗t ]t)
]
︸ ︷︷ ︸
II
+ E
[
T∑
t=1
Ut(λt, [x
∗
t ]t)− Ut(λt,x∗t )
]
︸ ︷︷ ︸
≤0
Term II can be upper bounded by 1 in the same way
as Lemmas 2 and 4. Term I can be bounded using
Equation 32 as
E
[
T∑
t=1
g(λt,x
∗
t )− g(λt, [x∗t ]t)
]
≤
T∑
t=1
1
t2
≤ pi
2
6
Note that the upper bound on the first term in the de-
composition in Lemma 1 does not involve any uniform
bounds and hence independent of the set X , and can
be bounded in the same way Lemma 3 and 5. This
leads us to the following theorem when X is a compact
subset of [0, 1]d.
Theorem 2. Suppose X ⊂ [0, 1]d. Let βt = O(d ln t),
and the Upper Confidence Bound is as defined in Ta-
ble 1, then the Bayes regret for the linear and Tcheby-
chev scalarizations can be bounded as
BRlin(T, pi)
= O

√√√√T( K∑
k=1
ln
(
1 + σ−2k
)−1
γTk
)
d lnT

= O
(√
TKγT d lnT
)
(35)
BRtch(T, pi)
= O

√√√√T( K∑
k=1
ln
(
1 + σ−2k
)−1
γTk
)
(lnK + d lnT )

= O
(√
TKγT (lnK + d lnT )
)
(36)
C Implementation Details
Some of the implementation details used in our experi-
ments are as follows:
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Domain space: For all our experiments we map the
input domain appropriately such that X = [0, 1]d.
Initial evaluations: Similar to Kandasamy et al.
(2015), we randomly choose ninit initial points. We
then evaluate the MO function at the initial points
before using our optimization strategy.
Hyper-parameter estimation: To estimate the
GP hyper-parameters, the GP is fitted to the observed
data every 10 evaluations. We use the squared exponen-
tial kernel for all our experiments. We have a separate
bandwidth parameter for each dimension of the input
domain. The bandwidth, scale and noise variance are
estimated by maximizing the marginal likelihood (Ras-
mussen and Williams, 2006). We set the mean of the
GP as the median of the observations.
UCB parameter βt: As discussed in Kandasamy
et al. (2015), βt as suggested in Srinivas et al. (2009)
is too conservative in practice, and with unknown con-
stants. Following the recommendation in Kandasamy
et al. (2015), we use βt = 0.125 log(2t+ 1) for all our
experiments.
Optimizing the acquisition function We use the
DiRect algorithm (Jones et al., 1993) for optimizing
the acquisition function in each iteration.
