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Abstract
In the paper we study a semiparametric density estimation method based on the model of an
elliptical distribution. The method considered here shows a way to overcome problems arising
from the curse of dimensionality. The optimal rate of the uniform strong convergence of the
estimator under consideration coincides with the optimal rate for the usual one-dimensional
kernel density estimator except in a neighbourhood of the mean. Therefore the optimal rate
does not depend on the dimension. Moreover, asymptotic normality of the estimator is
proved.
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1. Introduction
It is well known that in high dimensions nonparametric kernel density estimators
have a poor performance for small samples and a very slow optimal convergence rate
(cf. [14,15]). This is one phenomenon of the so-called ‘‘curse of dimensionality’’.
Thus there is a need for new methods of density estimation in order to overcome this
problem. In this paper we choose a semiparametric approach which is based on
elliptical densities. Our approach goes partially back to Stute and Werner [17], and
to Cui and He [1]. The new idea of the estimator introduced in this paper is to
transform the data before applying the nonparametric estimator in order to avoid
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convergence problems in boundary regions. Moreover, in the two papers mentioned
before, it is supposed that at least a part of the parameters of the elliptical
distribution is known. By contrast all parameters are assumed to be unknown in this
paper. The estimator established in this paper offers interesting applications in areas
where density estimators are needed for high-dimensional data [6]. The discriminant
analysis is one such potential ﬁeld. It should be pointed out that ﬁtting an elliptical
distribution is a useful alternative to the multivariate normal distribution which is
frequently used. Accounts of the parametric estimation theory of elliptical
distributions may be found in [1]; [3, p. 206]; [8].
The density f of an elliptical distribution on Rd is given by
f ðxÞ ¼ detðSÞ1=2gððx  mÞTS1ðx  mÞÞ ðxARdÞ; ð1:1Þ
where mARd is the mean and g :Rþ-Rþ is a measurable function withZ
Rd
gðxT xÞ dx ¼ 1;
Rþ ¼ ½0;þNÞ: We restrict ourselves to the case dX2: Assume that g is chosen such
that S is the covariance matrix of the distribution determined by (1.1). This
additional condition on g ensures the identiﬁability of the parameters in the
distribution model (cf. [8, Theorems 2.6.2 and 2.6.5]). The theory of elliptical
distributions is presented in the monograph by Fang and Zhang [8] where further
references are given (see also [7]). We combine the components of m and S ¼
ðsijÞi;j¼1yd in a parameter vector y ¼ ðm1;y; md ; s11; s12;y; sddÞTARdðdþ3Þ=2 with-
out repeating identical quantities (S is symmetric). The main idea for estimating f is
to use nonparametric methods as well as parametric estimators. The estimation
procedure works as follows: ﬁrst an estimator for y is computed, then g is estimated
in a nonparametric way and ﬁnally, the estimators for m and S are plugged in. It
turns out that the optimal rate of uniform strong convergence of the estimator for f
coincides with the optimal rate for the usual one-dimensional kernel density
estimator. Therefore the optimal rate does not depend on the dimension. A further
advantage of our estimator is that the methods of bandwidth selection known from
one-dimensional density estimation theory apply (cf. [9,10]).
The paper is organized as follows: The estimator is developed in Section 2. In
Section 3 we provide a theorem about the asymptotic normality of the density
estimator. Moreover, we give the rate of uniform strong convergence. The proofs are
deferred to Section 4.
2. Estimators
Let us consider a random vector X having the density given by (1.1). It is well
known that Z ¼ S1=2ðX  mÞ has a spherical distribution. Moreover, Z¼d RuðdÞ;
where uðdÞ is uniformly distributed on the unit sphere of Rd ; R is a random variable
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taking values in Rþ; and R; uðdÞ are independent. Y1¼d Y2 means that Y1 and Y2 have
the same distribution. Let Y ¼ ðX  mÞTS1ðX  mÞ: Now Y ¼d R2; which has the
density
fY ðyÞ ¼ sdyd=21gðyÞ ðyARþÞ; sd ¼ p
d=2
Gðd=2Þ ð2:1Þ
(cf. [8, Theorem 2.5.5 and Corollaries 1, 2, p. 65]). To estimate f ; we need some
estimator for g: At ﬁrst glance one could have two ideas:
* Idea 1: If fˆY is an estimator for fY ; then gˆðyÞ ¼ s1d yd=2þ1fˆY ðyÞ is an estimator for
g: But then gˆðyÞ-N as y-0 if fˆY ðyÞ is bounded away from 0 in a neighbourhood
of 0:
* Idea 2: We consider Y˜ ¼ Y d=2 instead of Y : Let fˆY˜ðyÞ be an estimator for the
density fY˜ðyÞY˜: Then
fY˜ðyÞ ¼
2
d
sdgðy2=dÞ and gˇðyÞ ¼ d
2
s1d fˆY˜ðyd=2Þ:
This estimator gˇ for g behaves well near zero. But the estimator gˇ has the
disadvantage that it becomes wiggly for large values of y since the data points are
stretched by the power with exponent d=2 if d42:
Now the ﬁnal idea is to combine the advantages of the two estimators above and
to introduce a rather general type of estimators. For this purpose, let c :Rþ-Rþ be
a function having a derivative c0 with c0ðyÞ40 for yX0; and the property cð0Þ ¼ 0:
Then the density h of Y˜ ¼ cðY Þ is given by
hðtÞ ¼ C0ðtÞfY ðCðtÞÞ ¼ sdC0ðtÞCðtÞd=21gðCðtÞÞ;
C is the inverse function of c: Further
gðxÞ ¼ s1d xd=2þ1c0ðxÞ hðcðxÞÞ: ð2:2Þ
This formula shows how to compute g from h: We will see that h can be estimated
nonparametrically. Then we obtain an estimator for g by applying (2.2). The
function c should be chosen such that the disadvantages described above are
avoided. If limx-0þ0 xd=2þ1c0ðxÞ is a positive constant and c0 is bounded, then we
can expect a good behaviour of an estimator for g in a neighbourhood of 0.
limx-N cðxÞ=x ¼ const ensures good properties of fˆn for large values of the
argument. The precise conditions on c are given in the next section.
Now we turn to establish the speciﬁc estimator for f : Let X1;y; Xn be a sample of
Rd -valued random vectors having an elliptical distribution according to (1.1).
Suppose that g is bounded. Let #mn and #Sn be estimators for m and S; respectively.
Then #yn ¼ ð #m1;y; #md ; #s11; #s12;y; #sddÞTARdðdþ3Þ=2 is an estimator for y: Suppose
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that #yn fulﬁls the following property:
lim sup
n-N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
ln lnðnÞ
r
jj#yn  yjj ¼ C0 a:s: ð2:3Þ
with a ﬁnite nonrandom constant C040: For example, #yn arising from sample
mean and sample covariance matrix satisﬁes this condition in view of Strassen’s
law of the iterated logarithm. Another appropriate choice for #mn and #Sn could
be the robust M-estimators (cf. [11]). The problem of efﬁcient semiparametric
estimation is examined in the monograph by Bickel et al. [2]. This monograph
also provides a comprehensive overview of literature on semiparametric
estimation.
The next step is to establish a nonparametric estimator for the density h of Y˜: Let
Yni ¼ cððXi  #mnÞT #S1n ðXi  #mnÞÞ; i ¼ 1;y; n: Using the transformed sample
Yn1;y; Ynn; we deﬁne the kernel estimate for h:
hˆnðyÞ ¼ 1
nBðnÞ
Xn
i¼1
ðKððy  YinÞBðnÞ1Þ þ Kððy þ YinÞBðnÞ1ÞÞ ðyARþÞ ð2:4Þ
with a random bandwidth BðnÞ and a kernel function K : The additional term
Kððy þ YinÞBðnÞ1Þ is inserted in order to avoid boundary effects in the neigh-
bourhood of zero and according to the idea of reﬂection methods. The reader
interested in reﬂection methods is referred to [4,18]. Using the estimator hˆn from
(2.4), we get the estimator for f as follows:
gˆnðzÞ ¼ s1d zd=2þ1c0ðzÞ hˆnðcðzÞÞ ðzARþÞ;
fˆnðxÞ ¼ detð #SnÞ1=2gˆnððx  #mnÞT #S1n ðx  #mnÞÞ ðxARdÞ: ð2:5Þ
The asymptotic properties of fˆnðxÞ are studied in the next sections. An other
transformation-based estimator for a density is considered in El Barmi and Simonoff
(2000).
Figs. 1 and 2 below show an example of estimators for g: The data were taken
from the UCI Machine Learning Repository (Dataset ‘‘breast cancer’’—new
diagnostic database—variables 3,8,16,29). Obviously, there is a signiﬁcant difference
between the estimated function g and the function g arising from multivariate
normal distribution.
3. Asymptotic properties of the density estimators
Prior to formulating the main results of the paper, we provide the assumptions on
K and c of the estimator fˆnðxÞ deﬁned in Section 2 by (2.4) and (2.5). Here p is some
positive even integer.
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Condition KðpÞ. The kernel function K :R-R has a Lipschitz continuous
derivative on R and vanishes outside the interval ½1; 1
: Moreover,Z 1
1
KðtÞ dt ¼ 1;
Z 1
1
tkKðtÞ dt ¼ 0 for k ¼ 1;y; p  1:
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Fig. 1. Kernel estimator gˆn—group 1.
Fig. 2. Kernel estimator gˆn—group 2.
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Condition TðpÞ. The ðp þ 1Þth order derivative of C exists and is continuous on
ð0;NÞ;C is the inverse function of c; c0 is positive and bounded on ð0;þNÞ; and c00
is bounded on ð0;þNÞ: The function x/xd=21c0ðxÞ1 has a bounded derivative on
½0; M1
 with some M140: Moreover,
lim
xk0
xd=2þ1c0ðxÞ ¼ C140: ð3:1Þ
There are constants aAð0; 1
; C2; M240 such that
jCðtÞjpC2jtja for tA½0; M2
:
Example (For c).
cðxÞ ¼ a þ ðad=2 þ xd=2Þ2=d ð3:2Þ
with a constant a40: Then
lim
xk0
xd=2þ1c0ðxÞ ¼ a1d=2; lim
x-N
cðxÞ
x
¼ 1 and
CðtÞ ¼ ððt þ aÞd=2  ad=2Þ2=d ¼ a12=d d
2
t
 2=dþoðtÞ as tk0:
Hence Condition TðpÞ is satisﬁed with a ¼ 2=d:
The random bandwidth BðnÞ is assumed to fulﬁl the conditions
C3bðnÞpBðnÞpC4bðnÞ; ð3:3Þ
lim
n-N
bðnÞ ln ln n ¼ 0 and bðnÞXC5n1=5: ð3:4Þ
where C3; C4; C540 are constants and fbðnÞgn¼1;2y is a sequence of positive real
numbers. Now the theorem about rates of uniform strong convergence of fˆn deﬁned
in (2.5) reads as follows:
Theorem 3.1. Suppose that the pth order derivative gðpÞ of g exists and is bounded on
Rþ for some even integer pX2: Let conditions KðpÞ; TðpÞ; (2.3), (3.3), (3.4) and
EjjZjjtoþN be satisﬁed for some t44: Then, for any compact set D with meD;
sup
xAD
j fˆnðxÞ  f ðxÞj ¼ O
ﬃﬃﬃﬃﬃﬃﬃ
ln n
p
ðnbðnÞÞ1=2 þ bpðnÞ
 
a:s: ð3:5Þ
For any compact set D with mAD; we still have
sup
xAD
j fˆnðxÞ  f ðxÞj ¼ O
ﬃﬃﬃﬃﬃﬃﬃ
ln n
p
ðnbðnÞÞ1=2 þ bgðnÞ
 
a:s:
with g ¼ minfa; aþ 1 ad=2g; a from Condition TðpÞ:
This theorem improves the rates given in [5]. For the function c determined
by (3.2), g is equal to 2
d
: Putting bðnÞ ¼ constðn=lnðnÞÞp=ð2pþ1Þ; we obtain the
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optimized (w.r.t. the bandwidth) convergence rate supxAD j fˆnðxÞ  f ðxÞj ¼
Oððn=lnðnÞÞp=ð2pþ1ÞÞ of (3.5). This rate is the optimal one known from one-
dimensional kernel density estimation. The strong convergence rate of fˆn for
arguments away from m does not depend on the dimension. The reason for the slow
convergence rate of fˆn for arguments close to m is the following: In many cases we
have limtk0 h
0ðtÞ ¼ þN or N: This holds for example if limxk0 xd=2þ1g0ðxÞ ¼ þN
or N and the derivative of the function C0Cd=21 is bounded in a neighbourhood
of zero.
The following theorem states the asymptotic normality of the estimator fˆn: Here
Vn ¼ oPðanÞ means that a1n Vn !
P
0; fVng and fang are sequences of random
variables and positive real numbers, respectively.
Theorem 3.2. Let the assumptions of Theorem 3.1 be satisfied and bðnÞ ¼ C6n1=ð2pþ1Þ
with a constant C640: Moreover, assume that
jBðnÞbðnÞ1  1j ¼ oP
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln ln n
p
n1=2
 
: ð3:6Þ
Then for any xARd ; xam such that gðpÞ is continuous at u :¼ ðx  mÞTS1ðx  mÞ;ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nBðnÞ
p
ð fˆnðxÞ  f ðxÞÞ!D Nð %m; %s2Þ a:s:
where
%s2 ¼ detðSÞ1s1d ud=2þ1c0ðuÞgðuÞ
Z 1
1
K2ðtÞ dt
%m ¼ detðSÞ1=2s1d ud=2þ1c0ðuÞCð2pþ1Þ=26
1
p!
hðpÞðcðuÞÞ
Z 1
1
tpKðtÞ dt:
A similar theorem was proved by Stute and Werner [17] in the case of known m
and cðxÞ  x: From Theorem 3.2 one may construct conﬁdence regions for f ; for
example. But when doing so, one needs estimators for %m and %s2 which in turn
requires an appropriate estimator for hðpÞðcðuÞÞ: Moreover, #mn and #Sn should be used
instead of m and S: Bandwidth selection methods satisfying (3.6) can be found in [9].
4. Proofs
Assume that (2.3), (3.3) and (3.4) are satisﬁed, and g0 exists and is bounded on
ﬁnite subintervals of Rþ: Thus there is some n0 such that 3C4bðnÞo1 for nXn0:
Further on let nXn0: First we provide two lemmas which are used at several places
below.
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Lemma 4.1. Under Condition Tð2Þ; the functions t/C0ðtÞCðtÞd=21 and h are
bounded on bounded subsets of Rþ:
Proof. Condition (3.1) implies that
lim
tk0
C0ðtÞCðtÞd=21 ¼ C11 :
Since c0ðtÞ40 for t40; the function t/C0ðtÞCðtÞd=21 and hence h are bounded on
any interval ½m1; m2
; m1X0: &
Lemma 4.2. Under Condition Tð2Þ;
sup
t;vA½0; %M

jhðtÞ  hðvÞj jt  vjgoþN
for any %M40; where g ¼ minfa; aþ 1 ad=2g:
Proof. Observe that by the Lipschitz continuity of g;
jhðtÞ  hðvÞjpC7jCðtÞ CðvÞj
uniformly for t; vA½0; %M
: By Condition Tð2Þ;
jCðtÞ CðvÞjpC8jt  vjg
uniformly for t; vA½0; %M
: C7; C840 are constants. This completes the proof. &
Let us introduce some notations
Kbðy; tÞ ¼Kððy  tÞ=bÞ þ Kððy þ tÞ=bÞ for y; tX0;
%Yin ¼ ðXi  #mnÞT #S1n ðXi  #mnÞ;
%Yi ¼ ðXi  mÞTS1ðXi  mÞ; Y˜i ¼ cð %YiÞ for i ¼ 1;y; n;
and
h˜nðy; bÞ ¼ 1
nb
Xn
i¼1
Kbðy; Y˜iÞ; hˆnðy; bÞ ¼ 1
nb
Xn
i¼1
Kbðy; YinÞ ðyARþÞ:
Note that Yin ¼ cð %YniÞ for i ¼ 1;y; n: Obviously, each Y˜i has the density h such that
h˜nð:; bÞ is the usual density estimator for h with some boundary adjustment. In the
ﬁrst part of this section we prove strong convergence rates for hˆn and later for fˆn:
Let
%
bn ¼ C3bðnÞ; %bn ¼ C4bðnÞ: The compact set ½m; M
  ½
%
bn; %bn
 with arbitrary m
and M; 0pmoM can be covered with closed rectangles U1;y; Un2 having sides
of length ðM  mÞn1; ð %bn 
%
bnÞn1 and centres ðu1; b1Þ;y; ðun2 ; bn2Þ such that
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Sn
i¼1 Ui ¼ ½m; M
  ½
%
bn; %bn
: m and M will be determined later. Observe that
sup
yA½m;M

jhˆnðyÞ  hðyÞj
p sup
yA½m;M

sup
bA½
%
bn; %bn

jhˆnðy; bÞ  hðyÞj
p max
k¼1;y;n2
sup
ðy;bÞAUk
jhˆnðy; bÞ  hˆnðuk; bkÞj þ jhˆnðuk; bkÞ  h˜nðuk; bkÞj
 
þ jh˜nðuk; bkÞ  hðukÞj þ sup
y : ðy;bkÞAUk
jhðukÞ  hðyÞj
!
: ð4:1Þ
Lemma 4.3. Assume that Condition Tð2Þ is satisfied. Then
max
k¼1;y;n2
sup
y : ðy;bkÞAUk
jhðukÞ  hðyÞj ¼ Oðn
1Þ if ma0;
OðngÞ if m ¼ 0;

g as above:
Proof. By construction of the sets Uk; the assertion follows from Lemma 4.2. &
Lemma 4.4. Assume that the pth order derivative hðpÞ of h exists for some even integer
pX2 and is bounded on every interval ½m1; m2
 with m140: Moreover, let the
Conditions KðpÞ and TðpÞ be fulfilled. Then
max
k¼1;y;n2
jh˜nðuk; bkÞ  hðukÞj ¼ O
ﬃﬃﬃﬃﬃﬃﬃ
ln n
p
ðnbðnÞÞ1=2 þ bn
 
a:s:
where bn ¼ bpðnÞ if m40 and bn ¼ bgðnÞ if m ¼ 0; g as above.
Proof. By standard arguments, one can show that
max
k¼1;y;n2
jh˜nðuk; bkÞ  Eh˜nðuk; bkÞj ¼ O
ﬃﬃﬃﬃﬃﬃﬃ
ln n
p
ðnbðnÞÞ1=2
 
a:s: ð4:2Þ
(cf. [16, Theorem 1.2]). In the case m40; we obtain
max
k¼1;y;n2
jEh˜nðuk; bkÞ  hðukÞj
¼ max
k¼1;y;n2
b1k
Z N
0
Kððuk  tÞ=bkÞhðtÞ dt  hðyÞ

 ¼ OðbpðnÞÞ ð4:3Þ
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by Taylor expansion for n large enough. Eqs. (4.2) and (4.3) imply Lemma 4.4 in the
case m40: By Lemma 4.2,
sup
bA½
%
bn; %bn

sup
yA½0;M

jEh˜nðy; bÞ  hðyÞj
¼ sup
bA½
%
bn; %bn

sup
yA½0;M

b1
Z N
0
ðKððy  tÞ=bÞ þ Kððy þ tÞ=bÞÞðhðtÞ  hðyÞÞ dt


p sup
bA½
%
bn; %bn

sup
yA½2b;M

Z 1
1
KðtÞðhðy  tbÞ  hðyÞÞ dt


 
þ sup
yA½0;2bÞ
Z y=b
1
ðKðtÞ þ Kðt þ 2y=bÞÞðhðy  tbÞ  hðyÞÞ dt


!
¼ OðbgðnÞÞ:
Eq. (4.2) completes the proof of Lemma 4.4 in the case m ¼ 0: &
Lemma 4.5. Assume that Conditions Kð1Þ and Tð2Þ are satisfied and EjjZjjtoþN
for some t44: Then
max
k¼1;y;n2
jhˆnðuk; bkÞ  h˜nðuk; bkÞj ¼ oððnbðnÞÞ1=2Þ a:s:
For the proof of this lemma, a series of further lemmas is needed. Using the
Lipschitz continuity of K 0; we obtain
max
k¼1;y;n2
jhˆnðuk; bkÞ  h˜nðuk; bkÞjpB1n þ Oðn1bðnÞ2ÞðB2n þ B3nÞ ð4:4Þ
where Gbðy; tÞ ¼ K 0ððy  tÞ=bÞ  K 0ððy þ tÞ=bÞ;
B1n ¼ max
k¼1;y;n2
n1b2k
Xn
i¼1
ð %Yin  %YiÞGbk ðuk; Y˜iÞc0ð %YiÞ

;
B2n ¼ max
k¼1;y;n2
Xn
i¼1
ðð %Yi  %YinÞ2 þ j %Yi  %YinjIðjcð %YinÞ  Y˜ij4bkÞÞ;
B3n ¼ max
k¼1;y;n2
b1k
Xn
i¼1
ð %Yi  %YinÞ2
 ðIðjuk  Y˜ijp2bkÞ þ Iðjuk þ Y˜ijp2bkÞÞc0ð %YiÞ:
Let Zi ¼ S1=2ðXi  mÞ such that %Yi ¼ ZTi Zi and
%Yin  %Yi ¼ ZTi DnZi þ 2 *mTn Zi þ bn;
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where Dn :¼ S1=2 #S1n S1=2  I ; bn :¼ ðm #mnÞT #S1n ðm #mnÞ; *mTn :¼ ðm #mnÞT #S1n S1=2:
By virtue of (2.3), we obtain that
Dn ¼ O n1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln ln n
p 
; *mn ¼ O n1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln ln n
p 
; bn ¼ O n1ln ln n
 
a:s:
and
j %Yin  %YijpknðjjZijj2 þ 1Þ; kn ¼ O n1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln ln n
p 
a:s: ð4:5Þ
ði ¼ 1;y; nÞ: fkng is a sequence of positive real numbers not depending on i:
Moreover,
B1npO
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln ln n
p
n3=2b2ðnÞ
 !
max
k¼1;y;n2
Xd
j;l¼1
X
d¼0;1
Xn
i¼1
ZdijZilGbkðuk; Y˜iÞc0ð %YiÞ


þ O ln ln n
n2b2ðnÞ
 
max
k¼1;y;n2
Xd
j;l¼1
Xn
i¼1
Gbkðuk; Y˜iÞc0ð %YiÞ

; ð4:6Þ
where Zi ¼ ðZi1;y; ZidÞT : In the sequel we derive the convergence rates of B1n to
B3n: For this purpose, we next need the following auxiliary statement.
Lemma 4.6. Assume that Condition Tð2Þ is satisfied. Let K :R-R be a bounded
function with KðtÞ ¼ 0 for t: jtj41: Then, for j; l ¼ 1;y; d and d; k ¼ 0; 1;
max
k¼1;y;n2
Xn
i¼1
ðUnijlk  EUnijlkÞ

 ¼ O
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞlnðnÞ
p 
a:s:
with Unijlk :¼ ZdijZkilKððuk  Y˜iÞ=bkÞc0ð %YiÞ; and
max
k¼1;y;n2
Xn
i¼1
ð %Unijlk  E %UnijlkÞ

 ¼ O
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞlnðnÞ
p 
a:s:
with %Unijlk :¼ ZdijZkilKððuk þ Y˜iÞ=bkÞc0ð %YiÞ:
Proof. We only prove the ﬁrst assertion since the proof of the second assertion
proceeds similarly. Choose %M such that ½0; %M
*Cð½0; M þ 1
Þ: Hence Unijlk ¼ 0 for
o: %YiðoÞ4 %M since then Y˜i4M þ 1 and ukpM: By Lemma 4.1,
jUnijlkjp %MðdþkÞ=2 sup
tA½0; %M

c0ðtÞ sup
tA½1;1

jKðtÞj
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and
max
i;k : 1pipn;
1pkpn2
D2Unijlkp max
k¼1;y;n2
EZ2d1j Z
2k
1l K
2ððuk  Y˜iÞ=bkÞ c0ð %Y1Þ2
p %Mdþk sup
tA½0; %M

c0ðtÞ2 max
k¼1;y;n2
EK2ððuk  Y˜1Þ=bkÞ
p const  max
k¼1;y;n2
Z ukþbk
maxfukbk ;0g
hðtÞ dt
¼OðbðnÞÞ
for j; l ¼ 1;y; d: D2 is the symbol for the variance. Let an :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞlnðnÞp : Applying
the Bernstein inequality (cf. [13, p. 112]), we get
P max
k¼1;y;n2
Xn
i¼1
ðUnijlk  EUnijlkÞ

4ean
( )
p
Xn2
k¼1
P
Xn
i¼1
ðUnijlk  EUnijlkÞ

4ean
( )
pC9n2 expfC10e2a2nðnbðnÞ þ eanÞ1g
pC11 expf2 lnðnÞ  C12e2 lnðnÞð1þ eÞ1g
for e41: C9 to C12 are positive constants not depending on n; j; l or e: Hence
XN
n¼1
P max
k¼1;y;n2
Xn
i¼1
ðUnijlk  EUnijlkÞ

4ean
( )
oþN
and the lemma follows by virtue of the Borel–Cantelli lemma. &
Throughout the remainder of this section, we suppose that ConditionsKð1Þ and
Tð2Þ are satisﬁed.
Lemma 4.7. We have
(a)
EZ1jGbðy; Y˜1Þc0ð %Y1Þ ¼ 0 for j ¼ 1;y; d; b40;
(b)
sup
yA½0;M

sup
bA½
%
bn; %bn

jEZ1jZ1lGbðy; Y˜1Þc0ð %Y1Þj ¼ Oðb2ðnÞÞ for j; l ¼ 1;y; d
and (c)
sup
yA½0;M

sup
bA½
%
bn; %bn

jEGbðy; Y˜1Þc0ð %Y1Þj ¼ OðbðnÞÞ:
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Proof. Obviously, Z1 has a spherical distribution. Let R1 ¼ jjZ1jj: Now R1 and
R11 Z1 are independent random variables (cf. [8, p. 57]) and R
2
1 has the density given
by (2.1). Moreover, ER11 Z1 ¼ 0:
(a) Hence
EZ1jGbðy; Y˜1Þc0ð %Y1Þ ¼ ER11 Z1jER1Gbðy;cðR21ÞÞc0ðR21Þ ¼ 0
for j ¼ 1;y; n; yA½0; M
 which is the ﬁrst assertion of the lemma.
(b) Let g˜ðtÞ ¼ sd td=2gðtÞ: Since jR11 Z1jjp1 for j ¼ 1;y; d and %Y1 ¼ R21; we
obtain the following inequalities and identities by partial integration and by
Lemma 4.1:
sup
yA½0;M

sup
bA½
%
bn; %bn

jEZ1jZ1lGbðy; Y˜1Þc0ð %Y1Þj
p sup
yA½0;M

sup
bA½
%
bn; %bn

jER21Gbðy;cðR21ÞÞc0ðR21Þj
¼ sup
yA½0;M

sup
bA½
%
bn; %bn

Z N
0
ðK 0ððy  cðtÞÞ=bÞ  K 0ððy þ cðtÞÞ=bÞÞc0ðtÞg˜ðtÞ dt


¼ sup
yA½0;M

sup
bA½
%
bn; %bn

b
Z 1
y=b
ðK 0ðvÞ  K 0ðv þ 2yb1ÞÞg˜ðCðy þ vbÞÞ dv


¼ sup
yA½0;M

sup
bA½
%
bn; %bn

b2
Z 1
y=b
ðKðvÞ þ Kðv þ 2yb1ÞÞg˜0ðCðy þ vbÞÞ

C0ðy þ vbÞ dv

pOðb2ðnÞÞ sup
yA½0;M

sup
bA½
%
bn; %bn

Z 1
y=b
ðjKðvÞj þ jKðv þ 2yb1ÞjÞ
 jC0ðy þ vbÞCðy þ vbÞd=21j dv
¼ Oðb2ðnÞÞ:
Hence the proof of part (b) is complete.
(c) Analogously to part (b),
sup
yA½0;M

sup
bA½
%
bn; %bn

jEGbðy; Y˜1Þc0ð %Y1Þj
pOðbðnÞÞ
sup
yA½0;M

sup
bA½
%
bn; %bn

Z 1
y=b
ðK 0ðvÞ  K 0ðv þ 2yb1ÞÞCðy þ vbÞd=21gðCðy þ vbÞÞ dv


¼OðbðnÞÞ
which is assertion (c). &
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Lemma 4.8.
B1n ¼ oðn1=2bðnÞ1=2Þ a:s:
Proof. An application of Lemmas 4.6 and 4.7 leads to
max
k¼1;y;n2
Xn
i¼1
ZdijZilGbkðuk; Y˜iÞc0ð %YiÞ

 ¼ O
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞlnðnÞ
p
þ nb2ðnÞ
 
a:s:;
max
k¼1;y;n2
Xn
i¼1
Gbkðuk; Y˜iÞc0ð %YiÞ

 ¼ O
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞlnðnÞ
p
þ nbðnÞ
 
a:s:
for d ¼ 0; 1; j; l ¼ 1;y; d: Hence, by (4.6), we obtain the lemma. &
Lemma 4.9. Suppose that EjjZjjtoþN for some t44: Then
B2n ¼ oð
ﬃﬃﬃ
n
p
bðnÞ3=2Þ a:s:
Proof. By the law of large numbers and (4.5), we obtain
Xn
i¼1
ð %Yi  %YinÞ2pOðln ln nÞ n1
Xn
i¼1
jjZijj4 þ 1
 !
¼ Oðln ln nÞ a:s:
and by the Lipschitz continuity of c;
max
k¼1;y;n2
Xn
i¼1
j %Yi  %YinjIðjcð %YinÞ  cð %YiÞj4bkÞ
pOðbðnÞt=2þ1Þ
Xn
i¼1
j %Yi  %Yinj jcð %YinÞ  cð %YiÞjt=21
¼ OðbðnÞt=2þ1Þ
Xn
i¼1
j %Yi  %Yinjt=2
¼ ﬃﬃﬃnp bðnÞ3=2OðbðnÞt=21=2ðln ln nÞt=4nt=4þ1=2Þ n1 Xn
i¼1
jjZijjt þ 1
 !
¼ ﬃﬃﬃnp bðnÞ3=2Oððln ln nÞt=4n3ðt4Þ=20Þ ¼ o ﬃﬃﬃnp bðnÞ3=2  a:s:
which implies the lemma. &
Lemma 4.10.
B3n ¼ oð
ﬃﬃﬃ
n
p
bðnÞ3=2Þ a:s:
ARTICLE IN PRESS
E. Liebscher / Journal of Multivariate Analysis 92 (2005) 205–225218
Proof. By (4.5), we deduce
B3npOðn1ln ln nÞ max
k¼1;y;n2
b1k
Xn
i¼1
ð %Y2i þ 1ÞIð %YiA½0; %M
Þc0ð %YiÞ
 ðIðjuk  Y˜ijp2bkÞ þ Iðjuk þ Y˜ijp2bkÞÞ
pOðn1ln ln nÞ
 max
k¼1;y;n2
b1k
Xn
i¼1
ðIðjuk  Y˜ijp2bkÞ þ Iðjuk þ Y˜ijp2bkÞÞc0ð %YiÞ
( %M as in Lemma 4.6). Observe that by Lemma 4.1,
max
k¼1;y;n2
b1k EIðjuk  Y˜ijp2bkÞp max
k¼1;y;n2
b1k
Z ukþ2bk
maxfuk2bk ;0g
hðvÞ dvpconst
and
max
k¼1;y;n2
b1k EIðjuk þ Y˜ijp2bkÞpconst:
Applying Lemma 4.6, we obtain
B3n ¼ Oðn1ln ln nÞ n þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nlnðnÞ
p
bðnÞ1=2
 
¼ Oðln ln nÞ a:s:
which is Lemma 4.10. &
Proof of Lemma 4.5. Combine Lemmas 4.8–4.10 and (4.4) to get Lemma 4.5. &
Lemma 4.11.
max
k¼1;y;n2
sup
ðy;bÞAUk
jhˆnðy; bÞ  hˆnðuk; bkÞj ¼ Oðn1bðnÞ2Þ a:s:
and
max
k¼1;y;n2
sup
ðy;bÞAUk
; jh˜nðy; bÞ  h˜nðuk; bkÞj ¼ Oðn1bðnÞ2Þ a:s:
Proof. Observe that the Lipschitz continuity of K implies
jKbðy; tÞ  Kbðw; tÞj
pjKððy  cðtÞÞ=bÞ  Kððw  cðtÞÞ=bÞj þ jKððy þ cðtÞÞ=bÞ  Kððw þ cðtÞÞ=bÞj
pC13jy  wjb1 for y; wARþ; bA½
%
bn; %bn

and
jKbðy; tÞ  KBðy; tÞj
pjKððy  cðtÞÞ=bÞ  Kððy  cðtÞÞ=BÞj þ jKððy þ cðtÞÞ=bÞ  Kððw þ cðtÞÞ=BÞj
pC13jb  Bjmaxfb1; B1g for yARþ; b; B40
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with a constant C1340: Hence, by construction of the sets Uk;
max
k¼1;y;n2
sup
ðy;bÞAUk
1
n
Xn
i¼1
ðb1Kbðy; YinÞ  b1k Kbkðuk; YinÞÞ


pC13bðnÞ2 max
k¼1;y;n2
sup
ðy;bÞAUk
ðjy  ukj þ jb  bkjÞ
þ max
k¼1;y;n2
sup
ðy;bÞAUk
1
n
Xn
i¼1
jb1  b1k j jKbkðuk; YinÞj
¼ Oðn1bðnÞ2Þ:
This also holds true if Yin is replaced by Y˜i: Therefore the proof is complete. &
Proof of Theorem 3.1. (i) Case meD: Obviously,
j fˆnðxÞ  f ðxÞjp detð #SnÞ1=2ðjgˆnðUnðxÞÞ  gðUnðxÞÞj þ jgðUnðxÞÞ  gðuðxÞÞjÞ
þ jgðuðxÞÞj jdetð #SnÞ1=2  detðSÞ1=2j for xAD;
where UnðxÞ :¼ ðx  #mnÞT #S1n ðx  #mnÞ; uðxÞ ¼ ðx  mÞTS1ðx  mÞ: Choose Z40
such that there are M3; M440 with ½M3; M4
*fðx  %mÞT %S1ðx  %mÞ: xAD;
jj %m mjjpZ; jj %S SjjpZg: Now choose m; M40 such that cð½M3; M4
ÞC½m; M
:
By (2.3), jj #mn  mjjpZ; jj #Sn  SjjpZ for nXn1ðoÞ: Then we obtain
sup
xAD
j fˆnðxÞ  f ðxÞjp detð #SnÞ1=2 sup
yA½M3;M4

jgˆnðyÞ  gðyÞj
þ detð #SnÞ1=2 sup
yA½M3;M4

jg0ðyÞj sup
xAD
jUnðxÞ  uðxÞj
þ sup
yA½M3;M4

jgðyÞj jdetð #SnÞ1=2  detðSÞ1=2j ð4:7Þ
for nXn1ðoÞ: An application of Lemmas 4.3–4.5, 4.11 and (4.1) leads to
sup
yA½M3;M4

jgˆnðyÞ  gðyÞjp const  sup
xA½m;M

sup
bA½
%
bn; %bn

jhˆnðxÞ  hðxÞj
¼O
ﬃﬃﬃﬃﬃﬃﬃ
ln n
p
ðnbðnÞÞ1=2 þ bqðnÞ
 
a:s: ð4:8Þ
Using (2.3) we obtain
sup
xAD
jUnðxÞ  uðxÞj ¼ O n1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln lnðnÞ
p 
a:s:; ð4:9Þ
jdetð #SnÞ1=2  detðSÞ1=2j ¼ O n1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln lnðnÞ
p 
a:s: ð4:10Þ
In case (i) Theorem 3.1 follows now from (4.7) to (4.10).
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(ii) Case mAD: Here the proof is similar to that of case (i). The main differences are
that here M3 ¼ 0 and
sup
yA½0;M4

jgˆnðyÞ  gðyÞj ¼ O
ﬃﬃﬃﬃﬃﬃﬃﬃ
ln n
p
ðnbðnÞÞ1=2 þ bgðnÞ
 
a:s: &
Now we proceed with proving asymptotic normality. Suppose that Conditions
K(1) and Tð2Þ are satisﬁed. By (4.10),ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nBðnÞ
p
fˆnðxÞ  f ðxÞ
 
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nBðnÞ
p
ðdetð #SnÞ1=2ðgˆnðUnðxÞÞ  gðuÞÞ þ ðdetð #SnÞ1=2  detðSÞ1=2ÞgðuÞÞ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nBðnÞ
p
detð #SnÞ1=2ðgˆnðUnðxÞÞ  gðuÞÞ þ oð1Þ a:s: ð4:11Þ
(Un ¼ UnðxÞ and u ¼ uðxÞ as in the previous proof). Now we have to consider the
convergence of gˆnðUnðxÞÞ  gðuÞ and getﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
ðgˆnðUnÞ  gðuÞÞ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
s1d U
d=2þ1
n c
0ðUnÞðhˆnðcðUnÞ; BðnÞÞ  hðcðuÞÞÞ þ An;
where
An ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
s1d ðUd=2þ1n c0ðUnÞ  ud=2þ1c0ðuÞÞhðcðuÞÞ:
Since the derivative of the function t/td=2þ1c0ðtÞ is bounded on ﬁnite intervals
½t1; t2
; t140; Eq. (4.9) implies
jAnjpO
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p 
jUn  uj ¼ oð1Þ a:s:
Hence ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
ðgˆnðUnÞ  gðuÞÞ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
s1d u
d=2þ1c0ðuÞ þ oPð1Þ
 
ðhˆnðcðUnÞ; BðnÞÞ  hðcðuÞÞÞ
þ oPð1Þ: ð4:12Þ
We have UnðxÞA½u=2; 2u
 for nXn2ðoÞ: Let m; M40 such that cð½u=2; 2u
ÞC½m; M
:
By Lemmas 4.5 and 4.11,
sup
yA½m;M

sup
bA½
%
bn; %bn

jhˆnðy; bÞ  h˜nðy; bÞj ¼ oððnbðnÞÞ1=2Þ a:s:
and
hˆnðcðUnÞ; BðnÞÞ ¼ h˜nðcðUnÞ; BðnÞÞ þ oPððnbðnÞÞ1=2Þ: ð4:13Þ
(nXn2ðoÞ). The next step is to prove asymptotic normality of ðh˜nðcðUnÞ;
BðnÞÞ  hðcðuÞÞÞ: The following lemma is a classical result by Parzen [12] since
h˜nð:; bðnÞÞ is a kernel estimator for the density h of Y˜i:
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Lemma 4.12. Suppose that for some integer pX2; hðpÞ exists on ð0;þNÞ and is
continuous at y40: Assume that Condition KðpÞ is fulfilled and bðnÞ ¼ C14n1=ð2pþ1Þ
with a constant C1440: Thenﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
ðh˜nðy; bðnÞÞ  hðyÞÞ!D Nðm1; s21Þ;
m1 ¼ Cð2pþ1Þ=214
1
p!
hðpÞðyÞ
Z 1
1
tpKðtÞ dt; s21 ¼ hðyÞ
Z 1
1
K2ðtÞ dt:
Lemma 4.13. Assume that h is Lipschitz continuous in some neighbourhood of cðuÞ:
Then
jh˜nðcðUnÞ; bðnÞÞ  h˜nðcðuÞ; bðnÞÞj ¼ oPððnbðnÞÞ1=2Þ:
Proof. Let n3 be such that 2bðnÞpcðuÞ for nXn3: Using the Lipschitz continuity
of K 0;
jh˜nðcðUnÞ; bðnÞÞ  h˜nðcðuÞ; bðnÞÞj
pn1bðnÞ2
Xn
i¼1
K 0ððcðuÞ  Y˜iÞbðnÞ1Þ

jcðUnÞ  cðuÞj
þ Oðn1bðnÞ3Þ
Xn
i¼1
IðjcðuÞ  Y˜ijp2bðnÞÞðcðUnÞ  cðuÞÞ2
þ OðbðnÞ1ÞIðjcðUnÞ  cðuÞj4bðnÞÞ
¼ An1 þ An2 þ An3; say ð4:14Þ
(nXn3). By (4.9),
jcðUnÞ  cðuÞj ¼ Oððln ln n=nÞ1=2Þ a:s: ð4:15Þ
Analogously to Lemma 4.6, one proves
Xn
i¼1
ðK 0ððcðuÞ  Y˜iÞbðnÞ1Þ  EK 0ððcðuÞ  Y˜iÞbðnÞ1ÞÞ


¼ O
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞlnðnÞ
p 
a:s:
Moreover,
EK 0ððcðuÞ  Y˜iÞbðnÞ1Þ
¼ bðnÞ
Z 1
1
K 0ðtÞðhðcðuÞ  tbðnÞÞ  hðcðuÞÞÞ dt ¼ Oðb2ðnÞÞ:
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Hence
An1 ¼O n3=2bðnÞ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln ln n
p 
nb2ðnÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞlnðnÞ
p 
¼ oðn1=2bðnÞ1=2Þ a:s: ð4:16Þ
The consistency of density estimators (cf. [12]) and (4.15) lead to
An2 ¼Oðn2bðnÞ3ln ln nÞ
Xn
i¼1
IðjcðuÞ  Y˜ijp2bðnÞÞ a:s:
¼ oPðn1=2bðnÞ1=2Þ: ð4:17Þ
Further by (4.15), we obtain
An3pOðbðnÞ5ÞðcðUnÞ  cðuÞÞ4 ¼ oðn1=2Þ a:s: ð4:18Þ
Therefore, the assertion of Lemma 4.13 follows from (4.14) and (4.16) to (4.18). &
Lemma 4.14. Assume that for some integer pX2; hðpÞ exists on ð0;þNÞ and is
continuous at cðuÞ: Let Condition KðpÞ and (3.6) be fulfilled and bðnÞ ¼ C14n1=ð2pþ1Þ
with a constant C1440: Thenﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
ðh˜nðcðUnÞ; BðnÞÞ  hðcðuÞÞÞ!D Nðm2; s22Þ;
m2 ¼ Cð2pþ1Þ=214
1
p!
hðpÞðcðuÞÞ
Z 1
1
tpKðtÞ dt; s22 ¼ hðcðuÞÞ
Z 1
1
K2ðtÞ dt:
Proof. Observe that
h˜nðcðUnðxÞÞ; BðnÞÞ  hðcðuÞÞ
¼ bðnÞ
BðnÞ ðh˘nðcðUnðxÞÞ; BðnÞÞ  hðcðuÞÞÞ þ hðcðuÞÞ
bðnÞ
BðnÞ  1
 
; ð4:19Þ
where
h˘nðy; bÞ ¼ n1bðnÞ1
Xn
k¼1
Kbðy; Y˜iÞ:
Further
jKðv=b1Þ  Kðv=b2ÞjpC15 1 b1
b2

1½b1;b1
ðvÞ for vAR
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with a constant C1540 provided that b1Xb240: Let n4ðoÞ such that BðnÞp2bðnÞ for
nXn4ðoÞ: Hence, by consistency of density estimators,ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
jh˘nðcðUnÞ; BðnÞÞ  h˜nðcðUnÞ; bðnÞÞj
p2 ﬃﬃﬃnp jBðnÞbðnÞ1  1jmaxf1; bðnÞBðnÞ1g
 n1bðnÞ1=2
Xn
k¼1
ðIðjY˜i  cðUnÞjp2bðnÞÞ þ IðjY˜i þ cðUnÞjp2bðnÞÞÞ
poP
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln ln n
p
bðnÞ1=2
 
 n1
Xn
k¼1
ðIðjY˜i  cðuÞjp3bðnÞÞ þ IðjY˜i þ cðuÞjp3bðnÞÞÞ
 
þ IðjcðuÞ  cðUnÞj4bðnÞÞ
!
¼ oP
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln ln n bðnÞ
p 
¼ oPð1Þ ð4:20Þ
for nXn4ðoÞ in view of (4.18). Combining Lemma 4.13, (4.19) and (4.20),ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
ðh˜nðcðUnÞ; BðnÞÞ  hðcðuÞÞÞ ¼ bðnÞ
BðnÞ ðh˜nðcðuÞ; bðnÞÞ  hðcðuÞÞÞ þ oPð1Þ:
Now apply Lemma 4.12 to get Lemma 4.14. &
Proof of Theorem 3.2. In view of (4.12), (4.13) and Lemma 4.14, we haveﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbðnÞ
p
ðgˆnðUnðxÞÞ  gðuÞÞ !D Nðm3; s23Þ;
where
m3 ¼ s1d ud=2þ1c0ðuÞm2; s23 ¼ s2d ðud=2þ1c0ðuÞÞ2s22:
By virtue of (4.11), the proof of Theorem 3.2 is complete. &
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