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Abstract
We study bounds on the exit time of Brownian motion from a set in terms of its size and
shape, and the relation of such bounds with isoperimetric inequalities. The first result is an
upper bound for the distribution function of the exit time from a subset of a sphere or hyperbolic
space of constant curvature in terms of the exit time from a disc of the same volume. This
amounts to a rearrangement inequality for the Dirichlet heat k rnel. To connect this inequality
with the classical isoperimetric inequality, we derive a formula for the perimeter of a set in
terms of the heat flow over the boundary. An auxiliary result generalizes Riesz’ rearrangement
inequality to multiple integrals.
1 Introduction
1.1 An inequality for exit times
Let M  be the sphere ( > 0), Euclidean space ( = 0), or hyperbolic space ( < 0) of constant
curvature. Denote byXt Brownian motion onM  (see, e.g., [24, 42]). Thexit timefrom a setA is defined by TA = inf ft > 0 : Xt 62 Ag ; (1.1)
it is a stopping time ifA is Borel measurable. We are interested in bounds on the distribution
function uA(t; x) = Px(TA > t) (1.2)
in terms of the size and shape ofA. We will obtain such bounds by comparing the exit time fromA with the exit time from a disc of the same volume.
If A is a sufficiently regular open set, thenuA solves the heat equationtu(t; x) = u(t; x) x 2 A; t > 0 (1.3)Department of Mathematics, University of Virginia, Charlottesville, VA 22903,burchard@virginia.edu.yInstitut für Analysis und Numerik, Johannes Kepler Universität Linz, A-4040 Linz, Austria,
michael.schmuckenschlaeger@telering.at.
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with Dirichlet boundary conditionsu(t; x) = 0 x 2 A; t > 0 (1.4)
and initial values u(0; x) = 1 x 2 A : (1.5)
Theorem 1 (Rearrangement for exit times onM  ) LetA  M  be a Borel set of finite volume,
and letA be an open geodesic disc of equal volume asA. Then, for allt > 0, the exit time fromA is dominated by the exit time fromA in the sense that for every convex increasing functionF ,ZA F (uA(t; x)) dx  ZA F (uA(t; x)) dx ; (1.6)
wheredx denotes integration with respect to the uniform measure. Inparticular,supx2A uA(t; x)  uA(t; x) ; (1.7)
wherex is the center ofA. Equality in (1.6) whenF Æ uA(t; ) is non-constant, or equality in
(1.7) occurs only when there is a discD so thatAnD has zero volume andDnA is polar.
The majorization statement in equation (1.6) admits many equivalent reformulations [3, 15].
It implies in particular that, unlessA is essentially a disc, allLp-norms ofuA (with p  1) are
strictly smaller than the corresponding norms ofuA. Another implication is that forA  M  , the
moments Mp;n(A) := kEx[T nA℄kp (1.8)
are maximized, among sets of a given volume, by geodesic discs (see Corollary 3.2). Such moment
inequalities were established by Aizenman and Simon [2], and by McDonald [39] who showed
furthermore that discs are the only critical points of the moment functionals. We will prove (1.6)
in the form ZB uA(t; x) dx  ZB uA(t; x) dx (1.9)
for any Borel setB  A. If B has positive volume then equality occurs only if there is a discD
so thatAnD has zero volume,DnA is polar, andB differs from a disc concentric withD by a
set of zero volume. It is an open question whether inequality(1.9) can be replaced by the stronger
statement that(uA)(t; x)  uA(t; x) for all t andx, or equivalently, whether (1.6) holds for any
nondecreasing, not necessarily convex, functionF . (Such pointwise inequalities were proven for
elliptic equations by Talenti [48]). The special case in (1.7) asserts the obvious fact that Brownian
motion starting at some pointx 2 A tends to leaveA earlier than Brownian motion starting atx
would leaveA. Note that the left hand sides of (refclaim:rearr-F), (1.7), and (1.9) can be finite
even whenA has infinite volume [18].
Inequalities analogous to (1.6) were proven inRn by Bandle [6] and by Brock and Solynin [15],
and on Gauss space by Borell [13]. The one-dimensional case wproven by Friedberg and Lut-
tinger [26]. Closely related are geometric inequalities for the eigenvalues of the Laplacian, for
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solutions of elliptic boundary value problems [48, 7], for subharmonic functions [5], and for har-
monic measure [28]. The point of Theorem 1 is the characterization of the cases of equality, which
was not attempted in the above sources. In an independent development, Morpurgo has recently
proved rearrangement inequalities for solutions of equations of the formtu  u+ V (x)u = 0; (1.10)
whereV is a potential which is bounded below and grows at infinity [40, 1]. These results
contain the analogue of inequality (1.6) for the trace of theDirichlet heat kernel as a special case.
We believe that our result remains interesting, as the proofyields a lower bound for the difference
between the two sides of (1.7) and (1.9), expressed as the Wiener measure of a set of paths which
we describe geometrically (Proposition 2.1).
1.2 An inequality for multiple integrals
The proof of Theorem 1 relies on rearrangement techniques that exploit the symmetries of the
spacesM  . The key observation is that the so-calledtwo-point rearrangements, which are simple
geometric manipulations that pushA closer toA, can only increase the exit time from a setA
(Proposition 2.1). In this context, we callA thespherical rearrangementof A.
For technical reasons, we do not apply rearrangement arguments directly to the proof of The-
orem 1. Instead, we obtain (1.9), via a Trotter product formula, from a limit asn ! 1 of
rearrangement inequalities for multiple integralsJ (f1; : : : ; fn) = Z   Z Y1in fi(xi) Y1i<jn kij(xi; xj) dx1 : : : dxn ; (1.11)
where all integrations are with respect to the the uniform Riemannian measure, eachfi is a char-
acteristic function, andkij is the heat kernel at timet=n if j = i+1 or else identically one. Taking
advantage of the fact that the heat kernel onM  is a strictly decreasing function of geodesic dis-
tance, one can use rearrangement techniques to show that thefunctionalJ is maximized in the
obvious symmetric situation.
Theorem 2 (Rearrangement for multiple integrals onM  ) LetJ be a functional of the form (1.11)
onM  , and assume that all the kernelskij are nonincreasing functions of distance. Then, for any
nonnegative measurable functionsf1; : : : fn onM  which vanish at infinity, we haveJ (f1; : : : ; fn)  J (f 1 ; : : : ; f n) ; (1.12)
wheref 1 ; : : : ; f n are the spherically decreasing rearrangements off1; : : : ; fn about a pointx ofM  . In particular, the left hand side is finite whenever the right hand side is finite.
Suppose that (1.12) holds with equality for a collection of functionsf1; : : : ; fn, where at least
two of thefi are non-constant, andJ (f1; : : : ; fn) is finite and nonzero. Let o be the graph on
the verticesi = 1; : : : ; n which has an edge betweeni andj wheneverkij strictly decreases with
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distance, and assume additionally that o is connected. Then thefi are already symmetrically
decreasing about a common point, i.e., there exists an isometry  of M  so thatfi = f i Æ  a:e: (i = 1; : : : ; n) a.e. (1.13)
Spherically decreasing rearrangements will be defined at the beginning of Section 2. The as-
sumption that thefi vanish at infinity guarantees that their rearrangements exist. It is automatically
satisfied iffi 2 Lp for somep > 0.
A more general version of Theorem 2 was proved independentlyby Morpurgo [41]. The special
case of (1.12) withn = 2Z f(x)k(x; y)g(y) dxdy  Z f (x)k(x; y)g(y) dxdy (1.14)
is known asRiesz’ rearrangement inequality[44]. Here,f andg are again nonnegative measurable
functions onM  that vanish at infinity, andk is a nonincreasing function of distance. Inequality
(1.12) onRm is contained in a general inequality of Brascamp, Lieb and Luttinger which does not
require the kernels on the left hand side to be decreasing functions of distance but rather allows
them to be rearranged along with the functions [14]. The cases of equality are understood only
when the multiple integral is in the form of a convolution [37, 17].
The basic idea of approximating the spherically decreasingrearrangement with simpler rear-
rangements was proposed by Steiner for a proof of the isoperimetric inequality [46]. In his work
on convolution kernels on the unit circle, Ahlfors replacedSteiner symmetrization with the even
simpler two-point rearrangements [1]. Friedberg and Luttinger used two-point rearrangements to
prove Theorem 1 in one dimension [26]. Baernstein and Taylor[5] gave the first proof that the
spherically decreasing rearrangement can be approximatedin Lp-spaces by repeated two-point
rearrangements and proved Riesz’ rearrangement inequality on spheres. Similar rearrangements
appear, ascompressions, in connection with discrete isoperimetric inequalities [12, 25]. Recently,
Brock and Solynin have published a comprehensive study of tw-point rearrangements, orpolar-
izations[15] (see also [29, 5, 9, 8]).
1.3 Relation of Theorems 1 and 2 with isoperimetric inequalit es
It is well known that inequalities of the type (1.6) can be obtained via the co-area formula from
isoperimetric inequalities [51, 48, 7]. We are interested in the converse direction, namely recov-
ering isoperimetric inequalities from estimates for heat kernels. Our approach is motivated by the
work of Ledoux on inequalities in Gauss space [36].
There are many definitions of theperimeterof a set, which all coincide for open sets with
smooth boundary. We will show that for sufficiently regular sub etsA of a smooth Riemannian
manifoldM , Per(A) = limt!0+r 4t ZA 1  uA(t; x) dx (1.15)
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(Proposition 4.9). The isoperimetric inequality appears in thet ! 0+ limit of Theorem 1 in the
following way: Inequality (1.6) withF (z) = z is equivalent toZA 1  uA(t; x) dx  ZA 1  uA(t; x) dx ; (1.16)
since, by definition,A has the same volume asA. If A is sufficiently regular, applying (1.15) to
both sides of (1.16) shows that Per(A)  Per(A) ; (1.17)
which is the isoperimetric inequality. However, information about the cases of equality is lost in
the limit t! 0+ of (1.15).
The tail of the distribution function of the exit time fromA decays asymptotically asConst:e 1(A)t
ast becomes large, where1(A) is the lowest eigenvalue of the (negative) Dirichlet Laplacian onA. Hence inequality (1.9) implies that1(A)  1(A) ; (1.18)
which is the Faber-Krahn inequality. The lower bound for thedifference between the two sides of
(1.9) decays sufficiently slowly witht to yield a positive lower bound for the difference1(A)  1(A) unlessA is essentially a disc (see Proposition 2.1 and the discussion in Section 3.3).
In summary, Theorem 1 contains the isoperimetric inequality nd the Faber-Krahn inequality
on M  as limiting cases. One may wonder in what form Theorem 1 couldextend to general
Riemannian manifolds. Can one find, for a given setA M , a suitable discA  M  whose exit
time dominates the exit time fromA? Is there any hope for rearrangements that can symmetrize
simultaneously the manifold and the functions living on it?We offer some speculations along these
lines at the end of Section 4.
Classical comparison theorems on general Riemannian manifolds due to Malliavin [38], and
Debiard, Gaveau and Mazet [22] (see [42] Section IIIb and [31] Theorem 5.1) give both upper
and lower bounds on the exit time from small geodesic discs interms of curvature bounds (see
Section 4). Theorem 1 is restricted to manifolds of constantcurvature, but requires no assumptions
on the size and shape ofA. However, there can be no corresponding lower bound on the exit time
in terms of curvature and the volume ofA alone, since it is always possible to make the exit time
small by removing a subset of small volume fromA. Some intriguing inequalities for Dirichlet
eigenvalues in two dimensions point to possible lower bounds for the exit time in terms of the
conformal class ofA [43, 34].
The proof of (1.15) relies on the following formula.
Theorem 3 (The heat flow over the boundary as a measure of the perimeter)LetM be a smooth
Riemannian manifold whose curvature is uniformly bounded both above and below, and letP t
denote the heat semigroup onM at timet  0. Then, for any Borel setA  M be a Borel set of
finite volume, Per(A)  limt!0+rt ZA P tIA ; (1.19)
5
whereA is the complement ofA. In particular, the right hand side is finite for every set of finite
perimeter. If the boundary ofA is a twice continuously differentiable submanifold, then (1.19)
holds with equality (and the limit on the right hand side exists).
Theorem 3 was proved for Gauss space by Ledoux [36]. The proofrelies on the technique
of estimating the heat kernel by the analogue of the Euclidean heat kernel (see, for example, [22,
21, 20]). The connection with the isoperimetric inequalityis as follows: By Riesz’ rearrangement
inequality (1.14), ZA P tIA  Z(A) P tIA : (1.20)
Applying (1.19) on both sides of (1.20) yields (1.17) [36].
Formula (1.15) is obtained from Theorem 3 by approximatinguA(t; )  IAP t(IA   IA) : (1.21)
This is exact ifA is a half-space inM  , since then both sides of (1.21) solve the same Dirichlet
problem. We will show that, for anyA M with twice continuously differentiable boundary,ZA 1  uA(t; x) dx = 2 ZA P tIA + o(t1=2) ast! 0 (1.22)
(see the proof of Proposition 4.9). SinceP t is self-adjoint andP tIA + P tIA  1, we recognize
(1.22) as an integrated version of (1.21). Inserting (1.22)into Theorem 3 gives formula (1.15).
It is beyond the scope of this paper to discuss how the the right hand sides of (1.15) and (1.19)
relate to the various definitions of the perimeter of a Borel set A as given, for example, in [49,
16]. While the right hand side of (1.15) (withlim in place oflim) makes sense for general Borel
sets (where it may take the value+1), we do not know whether it has desirable semicontinuity
properties analogous to (4.2).
1.4 Outline of the paper
The paper is organized as follows. Section 2 is devoted to two-point rearrangements. We show
that the distribution function of the exit time generally increases under two-point rearrangements,
and give an estimate by how much (Proposition 2.1). We then prove a discrete rearrangement
inequality (Lemma 2.6) and use it to obtain Theorem 2. The results of Section 2 are combined
in Section 3 to prove Theorem 1. We indicate how Theorem 1 and its proof yield corresponding
inequalities for exit time moments and the trace of the Dirichlet heat kernel. In Section 4, we prove
Theorem 3. The approximation (1.21) is justified, and used toprove that formula (1.15) holds at
least for sufficiently regular sets (Proposition 4.9). We conclude with two conjectures regarding




Let M  be them-dimensional sphere, Euclidean space, or hyperbolic spaceof onstant curvature, and fix a pointx 2 M  . Denote the geodesic distance of two pointsx; y 2 M  by d(x; y). The
spherical rearrangementA of a setA  M  of finite volume is the geodesic disc centered atx
that has the same volume asA. If f is a nonnegative measurable function whichvanishes at infinity
in the sense that all its positive level sets have finite volume, we define itsspherically decreasing
rearrangementf  to be the non-increasing function ofd(x; x) which is equimeasurable withf
and lower semicontinuous.
The spherically decreasing rearrangement can be approximated by sequences of two-point re-
arrangements, which are defined as follows [5, 15]. Areflectionon a metric spaceM is an isometry of M which satisfies
1. 2x = x for all x 2M ;
2. M is the disjoint union of the set of fixed pointsHo, and two half-spacesH  andH+ which
are exchanged by, that is, x = x x 2 Ho ; (2.1)H+ = H  ; (2.2)
3. d(x; y) < d(x; y) for all (x; y) 2 H+.
Thetwo-point rearrangementof a functionf with respect to a reflection is given byf(x) = 8<: maxff(x); f(x)g ; x 2 H+minff(x); f(x)g ; x 2 H f(x) ; x 2 Ho : (2.3)
If A is a level set of , andA the level set of  at the same height, thenA \H+ = (A [ A) \H+A \H  = (A \ A) \H  (2.4)A \Ho = A \Ho :
Clearly,A has the same volume asA, which shows thatf is equimeasurable withf .
The definition off in (2.3) does not require any assumptions onf . Measurability and decay
at infinity are needed to show that the spherically decreasing rearrangement can be approximated
by repeated two-point rearrangements.
The spacesM  are characterized by large families of reflections. The reflections on a sphere,
seen as embedded inRm+1 , are the Euclidean reflections at hyperplanes passing throug the center
of the sphere. The reflections on a hyperbolic space, seen in the Poincaré model as the unit disc inRm with the hyperbolic metric, are the inversions at spheres that intersect the bounding unit sphere
at right angles. In either case, there exists for each pair ofpointsx; y 2 M  a unique reflection
with x = y, and the reflections generate the entire group of isometries.
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2.2 Reflections of Brownian paths
Consider a Borel setA of finite volume inM  . Denote conditional Wiener measure on paths
parametrized over[0; t℄ which joinx with y in M  byW tx;y, and letpA(t; x; y) = ZA inf0st IA(Xs) dW tx;y (2.5)
be the conditional Wiener measure of the set of all pathsXs parametrized over[0; t℄ which connectx with y in A. In other words,pA(t; x; ) is the density at timet of endpoints of Brownian paths
which start atx and remain inA up to timet. The associated operatorP tA has the semigroup
property, and is one of the possible definitions of the Dirichlet eat kernel onA.
Proposition 2.1 (The difference term)Fix a reflection onM  together with a choice of positive
half-spaceH+. LetA;B  M  be Borel sets, and letA andB be their two-point rearrange-
ments. Then ZB uA(t; x) dx  ZB uA(t; x) dx = ZB ZAW tx;y(Et) dydx ; (2.6)
whereEt is the event that a path does not leaveA during [0; t℄ and meets bothAnA andAnA
during some subinterval where it remains inH+.
PROOF: We writeZB uA(t; x) dx = ZB ZA pA(t; x; y) dydx (2.7)= ZH+ ZH+X IB(x)pA(t; x; y)IA(y) dydx ; (2.8)
wherex denotesx+ or x ,x+ =  x x 2 H+x x 2 H  ; x  =  x x 2 H+x x 2 H  ; (2.9)
and the sum is over the four possible choices of(x; y). We will show that for any pair of pointsx; y 2 H+ and any two setsB;C, we haveX IB(x)pA(t; x; y)IC(y) IB(x)pA(t; x; y)IC(y) = X IB(x)W tx;y(Et)IC(y) :
(2.10)
Inequality (2.6) follows from (2.10) by settingC = A and integrating overx andy.
The first term on the left hand side of (2.10) is the conditional Wiener measure of the set of
paths which start inB at s = 0, end inC at s = t, and joinx with y within A, while the
second term is the corresponding quantity forB, C, andA.



































Figure 1: The reflection argument in the proof of Proposition 2.1. The figure shows a setA (left, shaded), its
reflectionA and its two-point rearrangementA (right). To each pathXs in A parametrized over[0; t℄ (left, solid
line) we assign a pathLXs in A (solid line, right) by reflectingXs on certain time intervals where it hitsK  (right).
The eventEt occurs for a path if it visits bothK+ andK  without touchingHo in-between (right, dotted line). The
image ofL consist exactly of those paths inA for whichEt does not occur.
(see Figure 1), and define a sequence of stopping timesTj a follows.T1 = 8<: 0; if x 2 BnBinff0 < s  minft; TAg j Xs 2 Kg; if x 2 B \ B+1; else; (2.12)
with the convention that the infimum of an empty set if+1. GivenT1; : : : ; Tj, setTj+1 = t if XTj 2 H+ andXt 2 (CnC) \H  andXs 2 AnK  for Tj < s  torXTj 2 H  andXt 2 (CnC) \H+ andXs 2 AnK+ for Tj < s  t;
(2.13)
otherwise setTj+1 =  inffTj < s  minft; TAg jXs 2 K g if XTj 2 H+;inffTj < s  minft; TAg j Xs 2 K+g if XTj 2 H : (2.14)
Denote byN the number of these stopping times up tominft; TAg. By Lemma 2.2,N is almost
surely finite. LetSn be the set of sample paths inA withN = n. (Figure 1 shows an example withB = C = A, andn = 2.) By the Intermediate Value Theorem, every pathXs in Sn with n  2
must hitHo at least once betweenTj 1 andTj (j = 2; : : : ; n). Lettj = supft 2 (Tj 1; Tj) j Xt 2 Hog (j = 2; : : : ; n) (2.15)
be the last time beforeTj thatXt hitsHo, and set 1 = 0, tn+1 = minft; TAg. Note that thoughtj is not a stopping time (since it depends onXs for s > tj), it is measurable with respect to the
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filtration associated with Brownian motion up to timet. For each pathXs in Sn, the timestj cut
the interval[0; t℄ into n subintervals, whereXs hitsK+ andK  on alternating subintervals. ForXs 2 Sn, define LXs =  Xs for s 2 [tj; tj+1℄ if XTj 2 K Xs else. (2.16)
By construction,L maps a path inA which joinsx with y on [0; t℄ to a path inA which joinsx or x with y or y. SinceL is one-to-one and preserves Wiener measure, the left hand side of
(2.10) is nonnegative. By continuity, every path in the image ofL meetsHo on any interval where
it hits bothK+ andK , so LSn \ Et = ; (2.17)
by definition of the eventEt. Conversely, ifEt does not occur for a pathXs in A, then one can
construct an inverse imageL 1Xs in A by reflecting the path on certain subintervals where it hitsK . This implies (2.10) follows.
Lemma 2.2 The numberN of stopping times defined in the proof of Proposition 2.1 is almost
surely finite.
PROOF: Fix n > 1, and choose an index setJ  f1; : : : ; ng. LetSi be the set of paths withN = i
as in the proof of Proposition 2.1, and consider the image of[inSi under the mapsLJ defined byLJXs =  Xs for s 2 [tj 1; tj℄ if j 2 JXs else : (2.18)
Clearly, eachLJ preserves Wiener measure. Since the paths in[inSi avoidK  A nA, the
images underLJ andLJ 0 are disjoint forJ 6= J 0. In summary,X W tx;y([jnSj)  2 nX p(t; x; y) ; (2.19)
wherep(t; x; y) is the heat kernel onM  . It follows that the expected value ofN is finite, and
henceN is finite almost surely.
2.3 Positivity of the difference term
Proposition 2.1 is used to analyze the cases of equality in Theorem 1 in Section 3. We will need to
know that the right hand side of (2.6) is strictly positive inthe cases of interest.
Proposition 2.3 LetA  M  be a Borel set of finite positive volume with the property thatZK1 ZK2 pA(t; x; y) dxdy > 0 (2.20)
for all pairs of subsetsK1; K2  A of positive volume. Then the right hand side of (2.6) is strictly
positive unless(A;B) = (A; B) or (A;B) = (A; B) up to sets of zero volume.
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For an open setA, condition (2.20) is equivalent to requiring thatA is connected. ThenA andA \H+ are connected as well, andEt occurs with positive probability wheneverA differs from
bothA andA by sets of positive volume. The next two lemmas generalize these statements to
Borel sets.
Lemma 2.4 LetA be a Borel set, and suppose that (2.20) holds for somet = to > 0 and two given
setsK1; K2  A of finite positive volume. Then (2.20) holds for allt > 0.
PROOF: For t > to,ZK1 ZK2 pA(t; x; y) dxdy = ZA  P t toA IK1  P toA IK2 (2.21) (V (K1)) 1ZK1 ZK1 pA(t  to; x; y) dxdyZK1 ZK2 pA(to; x; y) dxdy(2.22)
where we have used the semigroup property and the self-adjointness of the heat kernel, and inserted
the projection onto the characteristic function ofK1 in the second step. The second double integral
on the right hand side of (2.22) is strictly positive by assumption. For the first integral, we use the
positive semidefiniteness of the heat kernel to see thatZK1 ZK1 pA(s; x; y) dxdyZA ZA pA(s; x; y) dxdy  ZK1 ZA pA(s; x; y) dxdy2 (2.23)
for all s > 0. Since the right hand side of (2.23) is analytic and nonincreasing ins, it vanishes
identically if it vanishes for one value ofs. Condition (2.20) implies that it is positive at least fors = to, and hence for alls > 0. Combining inequalities (2.22) and (2.23) shows that (2.20) holds
for all t  to, and hence, by analyticity for allt > 0, as claimed.
Lemma 2.5 Fix a reflection onM  with positive half-spaceHo(). LetA  M  andK1; K2 A be Borel sets, with two-point rearrangementsA, K1 andK2 . If A, K1 andK2 satisfy (2.20)
for somet > 0, then ZK1 \H+ ZK2 \H+ pA\H+(t; x; y) dxdy > 0 (2.24)
for all t > 0.
PROOF: We may assume without loss of generality thatA, K1, andK2 are symmetric under.
Furthermore we may assume thatK1 [K2 = A, otherwise we replaceK1 byK1 [ x j ZK1 pA\H+(t; x; y) dy > 0 or ZK1 pA\H (t; x; y) dy > 0 ; (2.25)
andK2 byK2 [ (A nK1). We may also assume by monotone convergence thatA is bounded.
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Finally, we may assume that the diameter ofA is as small as we please: CoverA with a finite
collection of ballsBi of radiusr > 0, and letAi be the intersection ofA with the ball of radius2r
concentric withBi. ThenZK1 ZK2 pA(t; x; y) dxdy = Z IK1  P tAIK2 (2.26) Z IK1(IK1 + IK2)XP t=nAi n IK2 (2.27)+ ZK1 ZM  W tx;y  fXs j d(Xtj=n; Xt(j 1)=n)  rg dydx;
where the last term estimates the contribution of the paths that are not contained in one of theAi
in some interval[tj=n; t(j   1)=n℄. Choosen so large thatZK1 ZM  W tx;y  fXs j d(Xtj=n; Xt(j 1)=n)  rg dydx < ZK1 ZK2 pA(t; x; y) dxdy: (2.28)
Then (IK1 + IK2)XP t=nAi n IK2 > 0; (2.29)
expanding the product, we see thatZK1 ZK2 pAi(t=n; x; y) dxdy > 0 (2.30)
for at least one value ofi. By Lemma 2.4,Ai, K1 \ Ai andK2 \ Ai satisfy (2.20) for allt > 0.
Conversely, it suffices to prove the conclusion (2.24) for these three subsets.
Let now0 6=  be a reflection onM  with the property thatH+(0) \ A  H+() \ A (2.31)
(see Figure 2). In the case of Euclidean or hyperbolic space,on easily find reflections withH+(0)  H+(). On the sphere (2.31) can be satisfied when the diameter ofA is small enough.
Set = 0. By the continuity of Wiener measure with respect to spatialtranslation, we haveZK1\K1 ZK2\K2 pA\A(t; x; y) dxdy > 0 ; (2.32)
provided that0 is close to in the sense thatsupx2A d(x; 0x) < Æ (2.33)
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Figure 2:The reflection argument in the proof of Lemma 2.5.A is symmetric under, andA \ A is symmetric
under0 with H+(0) \ A  H+() \ A. A path inA \ A (solid polygon) is mapped to a path inH+() \ A by
reflecting it with0 (dotted polygon) on certain subintervals where it meetsH ().
Similar to the proof of Proposition 2.1, we construct a transformationL which maps paths inA \ A to paths inA \ H+() by reflecting them atHo(0) on subintervals where they meetH (). Define two sequences of stopping times byT1 = inff0 < s  minft; TAg jXs 2 Ho() [ Ho()g;ti = inffti < s  minft; TAg j Xs 2 Ho(0)g;Ti+1 = inffti < s  minft; TAg j Xs 2 Ho() [ Ho()g; (2.34)
with the convention that the infimum of an empty set is1. For i  1, setsi = supf0 < s < TijXs 2 Ho(0)g; (2.35)
with the convention that the supremum of an empty set is0. ForJ  f1; : : : ; ng, let Sn;J be the
set of paths inC with Tn  t  TA butTn+1 > t and such thatXTj 2 Ho() exactly whenj 2 J .
(Figure 2 shows an example withn = 2 andJ = f2g  f1; 2g.)
ForXs 2 Sn;J , defineLXs =  0Xs for s 2 [sj; tj℄ with j 2 JXs else. (2.36)
AlthoughL is clearly not one-to-one, its restriction to each of theSn;J is measure-preserving and
one-to-one ontoSn;;. Furthermore, paths inA \ A are mapped to paths inA \H+() by (2.31).
Since the paths joiningK1 with K2 in A form a set of positive Wiener measure, so do their images
underL. This completes the proof.
PROOF OFPROPOSITION2.3 Suppose thatA differs from bothA and fromA by sets of positive
volume. ThenK+ andK  have positive volume. Applying (2.10) (withB = B = K+,
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C = C = K ) to assumption (2.20) implies thatZK+ ZK  pA(t; x; y) dxdy  ZK+ ZK  pA(t; x; y) dxdy > 0; (2.37)
and hence, by Lemma 2.5, ZK+ ZK  pA\H+(t; x; y) dxdy > 0 (2.38)
for all t > 0. It follows with the semigroup property thatW tx;y(Et)  ZK+ ZK  pA(t=3; x; x1)pA\H+(t=3; x1; x2)pA(t=3; x2; y) dx1dx2 > 0 : (2.39)
We conclude that the right hand side of (2.10) can vanish onlywhen either both terms on the left
hand side of (2.10) vanish, orA = A (up to a set zero volume),x+ 2 B, y+ 2 C, orA = A
(up to a set of zero volume),x+ 2 B, y+ 2 C . Integrating overx 2 B, y 2 C with C = A
gives the claim.
2.4 Rearrangements for multiple integrals
It is tempting to try to prove Theorem 1 directly from Proposition 2.1 by approximating the spher-
ically decreasing rearrangement with a sequence of two-point rearrangements. The difficulty is
that the exit time does not depend continuously onA with respect to symmetric difference. We
avoid this issue by using rearrangement methods only to prove Theorem 2, and then taking an
appropriate limit to get (1.9).
We first prove a discrete version of Theorem 2. Consider the two-point spacef+; g, with the
metric defined byd(+; ) = 1. The map that exchanges+ and  is a reflection, with no fixed
points, andH+ = f+g andH  = f g as the positive and negative half-spaces. For any function onf+; g, let be the corresponding two-point rearrangement off :(+) = max f(+); ( )g ; ( ) = min f(+); ( )g : (2.40)
Lemma 2.6 Let 1; : : : ; n be nonnegative functions on the setf+; g. For each pairij, letkij("; "0) be a decreasing function of the distance between" a d"0, i.e.,kij("; "0) = aij + bijI"="0
with aij; bij  0. Consider the functionJ(1; : : : ; n) := X Y1ini("i) Y1i<jnkij("i; "j) : (2.41)
Then J(1; : : : ; n)  J(1 ; : : : ; n) : (2.42)
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Suppose that both sides of (2.42) take the same positive valufor 1; : : : ; n. Let  o be the
graph on the verticesi = 1; : : : ; n formed by the edgesij with bij > 0, and assume additionally
that o is connected. Then either
(i) i = i for i = 1; : : : ; n, or
(ii) i = i Æ  for i = 1; : : : ; n.
PROOF: We write J(1; : : : ; n) = X  K  YC C (2.43)
where  runs over all graphs on the verticesi = 1; : : : ; n, the indexC runs over the connected
components of ,K  = Yij 62e( ) aij Yij2e( ) bij ; C =Yi2C i(+) + Yi2C i( ) ; (2.44)
ande( ) is the set of edges of . DefiningC accordingly, we may factorC C = 24 Yi2C:i(+)i( )i(+)  Yi2C:i(+)i( ) i( )3524 Yi2C:i(+)<i( ) i( )  Yi2C:i(+)<i( )i(+)35 ;
(2.45)
which is clearly nonnegative. It follows from (2.43) thatJ does not decrease under rearrangement.
Moreover, J(1 ; : : : ; n)  J(1; : : : ; n)  K o  f1;:::;ng   f1;:::;ng ; (2.46)
where o is the connected graph appearing in the statement of the lemma.
To see the claim about the cases of equality, note that the rigt hand side of (2.45) is positive
unless one of the factors vanishes. If none of thekij ori vanishes identically, thenK o is positive,
and the right hand side of (2.46) vanishes only ifi(+)   i( ) does not change sign asi =1; : : : ; n.
Lemma 2.7 (Two-point rearrangement inequality)LetJ be a functional of the form (1.11) onM  ,
where for each pairij, the kernelkij(x; y) is a nonincreasing function of the distance betweenx
andy. Let be a reflection, with a choice of positive half-spaceH+. Then, for any collection of
nonnegative measurable functionsf1; : : : ; fn onM  , we haveJ (f1; : : : ; fn)  J (f1 ; : : : ; fn ) : (2.47)
Suppose that (2.47) holds with equality for some functionsf1; : : : ; fn, where the value of the
right hand side is finite and positive,n > 1, and at least two of thefi are non-constant. Let o be
the graph on the verticesi = 1; : : : ; n which has an edge betweeni andj whenever the kernelkij
is strictly decreasing with distance, and assume additionally that  o is connected. Then either
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(i) fi = fi for all i, or
(ii) fi = fi Æ  for all i.
PROOF: RewriteJ as an integral over the positive half-spaceH+:J (f1; : : : ; fn) = ZH+  ZH+X Y1in fi(xi ) Y1i<jnkij(xi ; xj ) dx1 : : : dxn ; (2.48)
where thexi are as in (2.9). For every fixed choice ofx1; : : : ; xn in H+, the integrand is of the
form (2.41), withi(+) = f(x+i )i( ) = f(x i ) ; aij = kij(x+i ; x j )bij = kij(x+i ; x+j )  kij(x+i ; x j ) : (2.49)
It follows directly from Lemma 2.6 that inequality (2.47) holds as claimed. Moreover, equality
occurs only if for each collection of pointsx1; : : : ; xn, the differencef(x+i )   f(x i ) does not
change sign asi = 1; : : : ; n. But then the sign cannot change either if thexi are varied, which
proves the claim about the cases of equality.
PROOF OFTHEOREM 2 We want to show that functionals of the form (1.11) can only icrease
under spherically decreasing rearrangement. Suppose thatf1; : : : ; fn are nonnegative measurable
functions that vanish at infinity. By monotone convergence,w may assume that thefi bounded
and integrable, and thatJ (f1; : : : ; fn) is finite. By a result of Brock and Solynin ([15], Theo-
rem 6.1), there exists a sequence of reflectionsfjgj1 so thatf1:::j ! f  (j !1)
uniformly in L1 wheneverf 2 L1. It follows from Lemma 2.7 thatJ (f1; : : : ; fn)  J (f1:::j1 ; : : : ; f1:::jn ) ! J (f 1 ; : : : ; f n) (j !1) ; (2.50)
which proves the inequality.
Equality in (1.12) implies, by (2.50), thatJ does not increase under any two-point rear-
rangement of thefi. By Lemma 2.7, for every and every collection of pointsx1; : : : xn, eitherfi (xi) = fi(xi) for all i, or fi (xi) = fi(xi) for all i. Varying thexi, we see that eitherfi = fi
for all i, orfi = fiÆ for all i. Lemma 2.8 (proved below) shows that eachfi is already spherically
decreasing about some pointxi of M  . Using Lemma 2.7 once more, we see that all the pointsxi
must coincide.
The following lemma strengthens Lemma 6.3 of [15], which says thatf = f , if and only iff = f wheneverx is contained in the positive half-spaceH+().
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Lemma 2.8 Letf be a measurable function onM  and assume thatjf j vanishes at infinity. If for
every reflection, eitherf = f (a.e.) orf = f Æ (a.e.), thenf is either spherically decreasing
or spherically increasing about some point ofM  (possibly after a change on a set of measure
zero).
PROOF: We consider only the case whereM  is a hyperbolic space of dimensionm, as the case of
the sphere is similar. Without loss of generality,f is bounded and integrable; otherwise we replace
it by G Æ f , whereG : R ! R is strictly increasing, bounded, and sufficiently small near 0.
Fix a reflection a positive half-spaceH+(), and considerÆ() = ZH+() f(x)  f(x) dx (2.51)
By assumption,f   f Æ does not change signs in each of the two half-spacesH+() andH ().
It follows that Æ() > 0 =) f = f (a.e.); Æ() < 0 =) f = f Æ  (a.e.): (2.52)
By continuity of the integral with respect to translations,Æ() = 0 () f = f Æ  (a.e.); (2.53)
that is,f is symmetric under.
Form = 1, we viewM  as the line segment( 1; 1) with the hyperbolic metric. Each point 2 ( 1; 1) determines a (hyperbolic) reflection having that point as a fixed point. We specify the
interval to the right as the positive half-space. The integrability of f implies thatÆ()!  R f as
the fixed point approaches1. By the intermediate value theorem, there exists a reflection 1 withÆ(1) = 0. Then= f Æ 1 by (2.53). Using the isometries of the hyperbolic space, we assume that1 is the Euclidean reflection at the origin, andf is even. Iff is symmetric under a sequence of
reflectionsj with fixed pointsj ! 0, but withj 6= 0, thenf is constant (a.e.). Otherwise,Æ()
has a definite sign (say,Æ() > 0) whenever its fixed point is negative and sufficiently close to the
origin. By (2.53),f = f , that is,f(x)  f(x) for all x > 0. Let y > x > 0, and let be the
reflection mappingx to y. The fixed point of lies to the left of the origin. It follows thatf(x)  f(y) = f(x)  f( y) = f(x)  f(x)  0 (a.e.) (2.54)
at least wheny > x is close enough tox. We conclude thatf is increasing on[0; 1). This completes
the proof in dimensionm = 1.
Form > 1, we viewm-dimensional hyperbolic space as the unit disc inRm with the Poincaré
metric. A reflection is given by a sphere which intersects theboundary of the disc at a right angle,
together with a choice of a positive half-space. Consider thfamily of such spheres with centers on
thex1-axis. The intermediate value theorem implies as in the casem = 1 that the family contains a
reflection1 with Æ(1) = 0. Using the symmetries of hyperbolic space, we may assume that 1 is
the Euclidean reflection at the hyperplanex1 = 0. Repeating the argument with families of spheres
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centered on the other coordinate axes yields a collection ofm commuting reflections1; : : : ; m,
which we may take to be the Euclidean reflections at the coordinate axes. Therefore,Æ() = 0 for
any reflection at a hyperplane through the origin. It followsthatf is rotationally symmetric. The
proof is completed by using the one-dimensional case to showt at the restriction of to a line
segment passing through the center of the unit disc depends monotonically on the distance from
the center.
3 Exit times and Dirichlet problems
3.1 Trotter products
We mentioned in the introduction that for a sufficiently regular open setA, the distribution func-
tion of the exit timeuA(t; x) solves the heat equation (1.3)-(1.5) onA with Dirichlet boundary
conditions. There are several meaningful definitions ofDirichlet boundary conditionswhich all
coincide for sufficiently regular open sets, but may differ for more general measurable sets.
The kernelpA(t; x; y) was defined in (2.5) as the conditional Wiener measure of the set of all
paths on[0; t℄ connectingx with y in A. The corresponding heat semigroupP tA is both positivity
preserving and positive definite onH1o (A) (the closure ofC1o (A) in H1), and vanishes on its
complement.
Following Stroock [47], we define thefirst penetration timeof Xt into the complement ofA by~TA = inf t > 0 : Z t0 IA(Xs) < t : (3.1)
Then ~TA is a stopping time. Its distribution function~uA(t; x) = Px( ~TA > t) (3.2)
solves the heat equation (1.3)-(1.5) in the sense that~uA(t; x) = Z ~pA(t; x; y)IA(y) dy ; (3.3)
where~pA(t; x; y) is the kernel of the Trotter product~P tA = limn!1(IAP t=n)n (3.4)
andIA is the indicator function ofA (see [30]). The existence of the limit in the strongL2-sense
is guaranteed by a theorem of Kato [32], since both multiplication withIA and the heat semigroupP t define contraction semigroups onL2(M ). The semigroup~P tA defined by (3.4) is positivity pre-
serving and positive definite on the intersection ofH1(M ) with the set ofL2-functions supported
onA (which generally containsH1o (A)), and vanishes on its orthogonal complement. We note that~P tA is another candidate for the Dirichlet heat semigroup onA. In contrast withpA(t; x; y) and
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uA(t; x), the functions~uA(t; x) and ~pA(t; x; y) are not affected ifA is changed by a set of zero
volume.
Since, by definition,~TA  TA for any Borel setA, the inequalityuA(t; x)  ~uA(t; x) (3.5)
holds for allt > 0 and allx; y 2 M  . If A is an open set with smooth boundary, then~P tA coincides
with P tA as a semigroup onL2(M ) and (3.5) holds with equality a.e. . In particular~uA = uA ; (3.6)
so that an upper bound for~uA such asZB ~uA(t; x) dx  ZB ~uA(t; x) dx (3.7)
implies the corresponding upper bound (1.9) foruA. The point is that the Trotter formula (3.4)
exhibits (3.7) as a limit of inequalities of the form considered in Theorem 2.
On the other hand, let~A be the set of all points of Lebesgue density one ofA. By a theorem
of Stroock [47], any path that hits the complement of~A almost surely spends a positive amount of
time outside~A, so that ~uA = u ~A : (3.8)
Since ~A differs fromA by a set of zero volume, one can see (3.7) as a special case of (1.9).
Equation (2.6) for~A implies that u ~A  ~uA ; (3.9)
since every point of~A has density one. In fact,ZB ~uA(t; x) dx  ZB ~uA(t; x) dx  ZB Z W tx;y( ~Et) dydx ; (3.10)
where ~Et is the event that a path does not penetrate into the complement of A during [0; t℄ and
spends positive time in bothAnA andAnA during some subinterval of[0; t℄ where it remains inH+. Alternately, this can be shown by applying Lemma 2.7 to Trotter’s formula, and estimating the
contribution of various sets of paths with Varadhan’s inequality (4.61) for the small-time behavior
of the heat kernel.
3.2 Proof of Theorem 1
The following lemma allows to reformulate (1.6) in the form (1.9). It is due to Alvino, Trombetti,
and Lions ([3], Proposition 2.1).
Lemma 3.1 Let f andg be nonnegative measurable functions onM  that vanish at infinity, and
suppose thatg is symmetrically decreasing aboutx 2 M  . The following statements are equiva-
lent.
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1. For every Borel setB: ZB f(x) dx  ZB g(x) dx ; (3.11)
with equality only ifB has zero volume.
2. For every nonnegative convex functionF for which the integrals are finite,Z F (f(x)) dx  Z F (g(x)) dx ; (3.12)
with equality only ifF Æ g  onst:.
PROOF OFTHEOREM 1 LetA;B  M  be Borel sets of finite volume. ThenZB ~uA(t; x) dx = Z IB(x)~pA(t; x; y)IA(y) dydx (3.13)= limn!1 Z : : :Z IB(x1)p(t=n; x1; x2)IA(x2) : : : p(t=n; xn 1; xn)IA(xn) dx1 : : : dxn(3.14) limn!1 Z : : :Z IB(x1)p(t=n; x1; x2)IA(x2) : : : p(t=n; xn 1; xn)IA(xn) dx1 : : : dxn(3.15)= Z IB(x)~pA(t; x; y)IA(y) dydx (3.16)= ZB ~uA(t; x) dx ; (3.17)
where we have used (3.3) in the first and last lines, the definition of ~pA(t; x; y) in the second and
fourth lines, and Theorem 2 in the third line. We conclude with (3.5) thatZB uA(t; x) dx  ZB uA(t; x) dx : (3.18)
By Lemma 3.1, this proves (1.6). Inequality (1.7) follows bysettingF (y) = yp in (1.6) to obtainkuA(t; )kp  kuA(t; )kp (1  p <1) (3.19)
and then lettingp!1.
To discuss the cases of equality in (1.6), suppose thatF Æ uA(t; ) is non-constant, and assume
for the moment thatA satisfies condition (2.20). SinceA andB are equimeasurable withA andB, inequality (3.18) implies thatZB uA(t; x) dx   ZB uA(t; x) dx  sup ZB uA(t; x) dx   ZB uA(t; x) dx : (3.20)
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If A differs from every disc by a set of positive volume, then, by Lemma 2.8, there exists a reflection so thatA differs from bothA andA by a set of positive volume. Propositions 2.1 and 2.3 imply
that ZB uA(t; x) dx   ZB uA(t; x) dx  ZB Z W tx;y(Et) dydx > 0 (3.21)
for any Borel setB  A of positive volume, so the right hand side of (3.21) is positive. By
Lemma 3.1, inequality (1.6) is strict. Inequality (1.6) is al o strict ifA differs from a discD by a
set of zero volume butDnA is not polar, since a path inD has positive probability of hittingDnA
before leavingD. This settles the case where (2.20) holds.
On the other hand, if (2.20) does not hold, we can writeA = A1 [ A2, whereA1 andA2 are
disjoint, both have positive volume, andZA1 ZA2 pA(t; x; y) dxdy = 0: (3.22)
Then ZA F (uA(t; x)) dx = ZA1 F (uA1(t; x)) dx + ZA2 F (uA2(t; x)) dx (3.23) ZA1 F (uA1(t; x)) dx + ZA2 F (uA2(t; x)) dx (3.24)< ZA uA(t; x) dx : (3.25)
Here, the first line follows from (3.22), the second follows from (1.6), and the last line follows
since the disjoint union of two discs cannot produce equality in (1.6): Position the two discs so
that they touch but their interiors do not intersect, and then p rform a two-point rearrangement
such that the resultingA is connected. We conclude again that (1.6) is strict.
For the analysis of the cases of equality in (1.7) we use (2.10) of Proposition 2.1 (withB = fxg,C = A) in place of (2.6).
3.3 Some applications
We briefly indicate how Theorem 1 and the rearrangement methods used in the proof can yield
inequalities for exit time moments and the spectrum of Dirichlet heat kernels.
Corollary 3.2 [39] (Moment inequalities)LetA  M  be a Borel set of finite volume. Then the
moments of the exit time fromA defined byMp;n(A) = kEx[T nA℄kp (3.26)
satisfy Mp;n(A)  Mp;n(A) (3.27)
for all 1  p  1, andn > 0. Equality in (3.27) for some value ofp andn implies that there is a
discD so thatAnD has zero volume andDnA is polar.
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PROOF: We will show that, ifF is nonnegative and convex withF (0) = 0 andG is nonnegative
and increasing withG(0) = 0, thenZ F (Ex[G(TA)℄) dx  Z F (Ex[G(TA)℄) dx : (3.28)
SettingF (y) = yp andG(T ) = T n yields (3.27).
By Lemma 3.1, the proof of (3.28) amounts to showing thatZB Ex[G(TA)℄ dx  ZB Ex[G(TA)℄ dx (3.29)
for all Borel setsB  A. We writeEx[G(TA)℄ = Z 10 Px[G(TA) > t℄ dt = Z 10 Px[TA > g(t)℄ dt = Z 10 u(g(t); x) dt (3.30)
whereg(t) is the inverse function ofG andu(t; x) is the distribution function of the exit time. With
Fubini’s theorem we see thatZB Ex[G(TA)℄ dx = Z 10 ZB u(g(t); x) dxdt : (3.31)
Applying Theorem 1 to the inner integral completes the proof.
The next inequality is a by-product of the proof, rather thanthe statement of Theorem 1.
Corollary 3.3 LetA  M  be a Borel set of finite volume. ThenZ f P tAg  Z f  P tAg (3.32)
for any pair of nonnegative measurable functionsf andg which vanish at infinity.
If A neitherf nor g vanish almost everywhere, then equality occurs only when thre is a discD so thatA nD has zero volume,D nA is polar, and the restrictions off andg toD coincide a.e.
with nondecreasing functions of the distance to the center of D.
PROOF: For characteristic functionsf = IB, g = IC the claim is obtained by replacinguA(t; x)
with P tAIC (and correspondingly~uA with ~P tIA) in the proof of Theorem 1. The general claim
(3.32) follows by writingf andg with the layer-cake principleasf(x) = Z 10 If(x)>s ds ; g(x) = Z 10 Ig(x)>s ds : (3.33)
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Corollary 3.3 immediately implies the Faber-Krahn inequality: Let 1(A) and1(A) be the
first Dirichlet eigenvalues ofA andA, respectively, and letA andA be the corresponding
eigenfunctions. Thene 1(A) = Z A(P tAA) dx  Z (A) P tA(A) dx  e 1(A) ; (3.34)
where the first equation is the definition ofA, the second is (3.32), and the third uses the varia-
tional characterization of1(A). Equality occurs only whenA is essentially a disc.
As in the proof of Theorem 1, one can combine Propositions 2.1and 2.3 with Lemma 2.8 to
estimate1(A)   1(A) from below. If (2.20) holds forA, andA differs from bothA andA
by a set of positive measure, then for larget, the eventEt occurs for most paths that remain inA
up to timet. More precisely, a Borel-Cantelli argument implies that the integrals in (2.6) which
involveA decay at a faster exponential rate than the integrals which involveA.
An estimate for the perimeter cannot be obtained in this way,since in general,krfkp = krfkp and Per(A) = Per(A): (3.35)
The reason is thatjrfj is equimeasurable withjrf j by construction. This implies, in particular,
that the approximation of the spherically decreasing rearrangement by sequences of two-point
rearrangements cannot converge inW 1;p.
Statements analogous to Theorem 1 hold for the trace of the heat kernel. We refrain from stating
the most general results here and refer the interested reader to two recent papers of Morpurgo [40,
41].
Theorem 3.4 For any Borel setA  M  of finite positive measure,traeP tA  traeP tA ; (3.36)
with equality only if there is a discD so thatAnD has zero volume, andDnA is polar.
As in the case of Theorem 1, inequality (3.36) is a direct consequence, via Trotter’s formula
(3.4), of Theorem 2). To analyze the cases of equality, note thattraeP tA   traeP tA  sup traeP tA   traeP tA; (3.37)
sinceA is equimeasurable withA. The right side of (3.37) can be estimated by modifying the
mapL in the proof of Proposition 2.1 so that it takes closed loops centered at a pointx to closed
loops centered atx or x. This shows thatX IB(x)pA(t; x; x)  IB(x)pA(t; x; x) = X IB(x)W tx;x ; (3.38)
whereEt is the event defined in Proposition 2.1. Integrating overB = A results intraeP tA   traeP tA = Z W tx;x(Et) dx ; (3.39)
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which is the analogue of Proposition 2.1. Under the additional assumption (2.20), the right hand
side of (3.39) vanishes only whenA coincides with eitherA or A (up to a set of zero volume).
We conclude as in the proof of Theorem 1 that equality occurs only whenA is essentially a disc.
We add a corollary of (2.10) and (3.38) which was suggested tous by Laugesen [35].
Corollary 3.5 LetD be a disc inM  , centered atx, withD 6= M  . Then the functionsuD(t; x)
andpD(t; x; x) are strictly decreasing functions ofd(x; x) for t > 0, x 2 D.
PROOF: By symmetry, bothpD(t; x; x) anduD(t; x) depend only ont andd(x; x). Letx andz be
two points inD with d(x; x) < d(z; x). We want to show thatuD(t; z) < uD(t; x) ; and (3.40)pD(t; z; z) < pD(t; x; x) ; (3.41)
Assume without loss of generality thatx lies on the shortest geodesic that connectsz with x. Let be the reflection which mapsx to z, let Ho be the hypersurface of fixed points of, and letH+ be the half-space containingx andx. Clearly,D = D. To see the first inequality, chooseA = C = D andB = fzg in (2.10) and integrate overy 2 D. Similarly, settingA = D andB = C = fzg in (3.38) implies (3.41).
4 Perimeter and heat flow
In this section we prove Theorem 3 and inequality (1.15). Since the right hand side of (1.15),
which involves only the heat kernel onM , is more manageable than the right hand side of (1.15),
we prove Theorem 3 first.
4.1 Definitions
Theperimeterof a setA is the total variation of its characteristic function, thatis,Per(A) := supY : jY j1ZA div Y (x) dx ; (4.1)
where the supremum is over all smooth compactly supported vector fields withjY j  1, anddiv Y
denotes the divergence ofY (see [49, 16]).
In general, the inequalityPer(A)  limn!1 supY Z gn(x) div Y (x) dx = limn!1 krgnk1 (4.2)
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holds for any sequence of smooth functionsgn converging toIA in L1lo. In particular, the perimeter
is lower semicontinuouswith respect to convergence in measure. IfA has finite perimeter, one can
choose the approximating sequencegn so thatPer(A) = limn!1 krgnk1 ; (4.3)
and consequently ZA h(x); Y (x)i dS := limn!1Z h rgn(x); Y (x)i dx (4.4)
exists for every smooth bounded vector fieldY onM .
If A has smooth boundary, then (4.1) coincides with the definition of the perimeter as a surface
integral. Furthermore, the right hand side of (4.4) coincides with the usual formula for the flux
of Y across the boundary ofA, where(x) is the outward unit normal to the boundary ofA at a
boundary pointx, the pairingh ; i denotes the inner product on the tangent space ofM at x, anddS is integration with respect to(m  1)-dimensional surface measure.
We will frequently use geodesic polar coordinates for computations (see [42, 20, 11] for a
more detailed description). Every point in a smooth complete Riemannian manifoldM can be
represented asx = expxo(rw), wherew is a unit tangent vector atxo, the functionexpxo is the
exponential map from the tangent space ofM at xo into M , andr = d(x; xo) > 0. This repre-
sentation is unique in a neighborhood ofxo, and we refer to(r; w) asgeodesic coordinatesaboutxo. Identifying the unit sphere in the tangent space ofM at xo with Sm 1, we may express the
Riemannian measure onM in terms of Lebesgue measure onR+ and the standard surface mea-
sure onSm 1 asdx = (r; w) dr dw. The gradient and Laplacian of(x) = d(x; xo) at a pointx = expxo(rw) can be written asr(x) = r expxo(rw) ; (x) = r log (r; w) : (4.5)
For the manifolds of constant curvatureM  , one can explicitly compute(r) = 8><>>:  sin(rp)p m 1 if  > 0rm 1 if  = 0 sinh(rp )p  m 1 if  < 0 (4.6)
(see Theorem II.5.1 of [20].
Consider the Dirichlet problem (1.3)-(1.5) on a discD of radiusR, centered atx in M  . By
symmetry we can write the solutionuD asuD(t; x) = h(t; d(x; x)) ; (4.7)
whereuD(t; x) is defined by (1.2), the functionh(t; r) is nonnegative and vanishes forr  R. By
Corollary 3.5,h(t; r) is strictly decreasing in bothr andt for 0 < r < R, and allt > 0.
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Two classical inequalities relate the Laplacian on a complete smooth Riemannian manifoldM
near a pointxo 2 M with the Laplacian onM  . LetA be a geodesic disc of radiusR centered atxo in M , and letD be a disc of the same radiusR centered atx in M  . If R is small enough we
can use geodesic coordinates to define a diffeomorphism : A ! D by setting (x) = y whenx = expxo(rw) andy = expx(rw).
1. Günther’s comparison theoremsays that, if the sectional curvature ofM is bounded above
by , then r (r; w)(r)  0 ; (4.8)
that is, (x)  ( (x)) : (4.9)
One implication is that the volume ofA is at least as large as the volume ofD [27] (see [20],
III.2). Furthermore,uD(t;  (x)) is a supersolution of (1.3)-(1.5) onA, that isuA(t; x)  h(t; d(x; xo)); (4.10)
with equality only whenA is isometric to a disc inM  [38, 22, 31, 42].
2. Bishop’s comparison theoremasserts that the reverse inequalities hold if if the Ricci curva-
ture ofM is bounded from below by(m  1):r (r; w)(r)  0 ; (4.11)
or, equivalently, (x)  ( (x)) ; (4.12)
where is the Laplacian onM  [11], Theorem 11.15 (see [20], III.3). Consequently, the
volume ofA cannot exceed the volume ofD, anduA(t; x)  h(t; d(x; xo)); (4.13)
with equality only whenA is isometric to a disc inM . [22, 31].
In other words, if is a bound for the curvature ofM , then the solution of the Dirichlet problem
(1.3)-(1.5) on a small disc is bounded by the solution of the corresponding problem on a disc of the
same radius inM  . Analogous comparison results are known for the heat kernel(se [20], VIII.3).
4.2 A simple perimeter estimate on spheres
The following inequality will not be needed below. We present it here to introduce, in a simpler
setting, the idea for the proof of Theorem 3.
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Proposition 4.1 LetM  be a sphere of constant curvature > 0, and letP t be the heat semigroup
onM  . For everyA  M  , 1Per(A) ZA P tIA dx  1Per(H) ZH P tIH dx ; (4.14)
whereH is a hemisphere.
REMARK Passing to the limit !1 in (4.14) results inPer(A)  V (A)V (A)V (H)2 Per(H) ; (4.15)
whereV (A) denotes the volume ofA, and correspondingly forA andH. This inequality is related
with Cheeger’s inequality(see [20]). The right hand side of (4.15) is maximized forV (A) =V (H) = V (M )=2, when the statement becomes a special case of the classical isoperimetric
inequality.
PROOF: By symmetry, the heat kernel onM  can be written in the formp(t; x; y) = q(t; d(x; y)) ; (4.16)
whereq(t; r) is a strictly decreasing function of ofr for each fixedt > 0. For any pair of smooth
nonnegative functionsf andg onM  , we computeZM  f (P tg   g) dx = Z t0 ZM  fP sg dxds (4.17)=   Z t0 ZM  hrg;r(P sf)i dxds (4.18)=   Z t0 ZM  ZM  hrg(x);rxp(s; x; y)i f(y) dydxds (4.19)
whereh; i denotes the inner product on the tangent space ofM at x. We have used the heat
equation in (4.17), integrated by parts in (4.18), and spelled out the heat kernel in (4.19). Settingf = IA yieldsZA P tg   g dx =   Z t0 ZM  ZA hrg(x);rxp(s; x; y)i dydxds : (4.20)
For fixeds > 0 andx 2 M  , the inner integral can be estimated by taking the negative part of the
integrand,   ZA hrg(x);rxp(s; x; y)i dy ZM  hrg(x);rxp(s; x; y)i  dy (4.21)= ZSm 1 hrg(x); wi+ dw Z 10 jrq(s; r)j (r) dr : (4.22)
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We have switched to geodesic coordinatesy = expx(r; w), computedrxd(x; y) =  w, and used
the fact that does not depend on the direction vector! to separate the integrals. Clearly, the right
hand side of (4.22) is a constant multiple ofjrg(x)j, where the constant depends only ons, the
dimensionm, and the curvature. Performing the integrations overx ands in (4.20), we obtainZA P tg   g dx  C(t;m; ) krgk1 : (4.23)
Using an approximating sequence as in (4.3), we conclude thatZA P tIA dx  C(t;m; )Per(A) : (4.24)
We claim that for a hemisphereH, inequality (4.24) holds with equality. Inserting an approxi-
mating sequence in (4.20), taking limits, and using (4.4), we see thatZH P tIH dx = Z t0 ZH ZH h(x);rxp(s; x; y)i dydxds (4.25)
where(x) is the outward normal toH at x. It is a special property of the hemisphere that the
outward normal(x) at a pointx 2 H forms an acute angle with the shortest geodesic fromx toy, if and only ify 2 H. Sincep(s; x; y) increases along that geodesic, it follows that forx 2 H,ZH h(x);rxp(s; x; y)i dy = ZSm 1 h(x); wi+ dw Z 10 jrq(s; r)j(r) dr : (4.26)
Integrating overy ands in (4.25) we see thatH satisfies (4.24) with equality. This completes the
proof.
4.3 Proof of Theorem 3
The special case of inequality (1.19) inRm can be obtained by computing the constantC( ; m; 0)
in (4.23) and studying its asymptotics ast! 0. On a general manifold, such a computation has to
be replaced by estimates, as explicit formulas for the heat krnel are not available. We approximate
the heat kernelp(t; x; y) onM by q(t; d(x; y)), whereq(t; r) = 1(4t)m=2 e r2=(4t) (4.27)
is the function defining the heat kernel onRm .
The integral operatorsQt given by the kernelsq(t; d(x; y)) can be used to construct the heat
kernel onM exactly (see, for example, [10, 45]). Here, we mainly need that eachQt is a bounded
linear operator onLp and thatQtf ! f ast ! 0 pointwise at least for smooth functionsf with
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compact support. Another useful observation is that forR > 0 andt sufficiently small,q(t; d(x; y))
is concentrated on the diagonal in the sense that the contribution ofZ Zd(x;y)R f(x)q(t; d(x; y))g(y) dxdy  kfk1 kgk1 q(t;R) (4.28)
is exponentially small int 1 ast! 0, uniformly forR bounded away from zero. The next lemma
shows thatQtf almost solves the heat equation.
Lemma 4.2 Assume that the Ricci curvature ofM is bounded below, and the sectional curvature
is bounded above. Then there exists a constantC (depending only onM ) such that fort  1:(t  )Qtf1  C kfk1 (4.29)
PROOF: Let (x) = d(x; y), fix y, and letw be a unit vector. Using geodesic coordinatesx =expy(w) abouty, we calculate(t  )q(t; (x)) = (x)2t (x)  (m  1)(x)  q(t; (x)) : (4.30)
It is easy to see from the explicit formulas in (4.6) that onM  ,(x)  m  1(x)   C() (x) : (4.31)
By our assumptions on the curvature and the inequalities (4.12) and (4.9) of Bishop and Günther,
a statement of the form (4.31) holds also onM , and we conclude thatj(t  )q(t; (x))j  C(M) (x)2t q(t; (x)) (4.32)
for x in a neighborhood ofy where geodesic coordinates are valid. It follows that(t  )Qtf  (x)  C(M) kfk1 ZSm 1 Z R(y;w)0 r2t q(t; r)(r; w) drdw ; (4.33)
whereR(y; w) denotes the maximal length of a distance-minimizing geodesic starting aty in di-
rectionw. We have used the fact that in a complete manifold, the cut locs has zero volume. We
claim that the last integral is finite. Indeed, using Bishop’s inequality (4.11), we see that fory 2M
andw 2 Sm 1, Z R(y;w)0 r2t q(t; r)(r; w) dr  Z 10 r2t q(t; r)(r) dr (4.34)= Z 10 q(1; r)r2(rpt)t(m+1)=2 dr ; (4.35)
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where is determined by the lower bound on the Ricci curvature ofM . Since the right hand side
of (4.35) is an increasing function oft and takes a finite value fort = 1, it is uniformly bounded
for t  1.
Inequality (4.29) implies a corresponding bound for the difference betweenQt and the true
heat kernelP t:
Lemma 4.3 Under the assumptions of Lemma 4.2, we have fort  1(Qt   P t)f1  C kfk1 t; (4.36)
whereC is the constant of Lemma 4.2.
PROOF: By Lemma 4.2, the functionv(t; x) = (P t  Qt)f (x)   C kfk1 t (4.37)
satisfies (t  )v(t; x)  0 (t  1): (4.38)
Sincev(0; x) = 0, we conclude by the maximum principle thatv( ; x)  0. Repeating the argu-
ment for ~v(t; x) =  (P t  Qt)f (x)   C kfk1 t
gives the claim.
Inequality (1.19) holds withP t replaced byQt:
Lemma 4.4 If A M is a bounded set with finite perimeter, thenPer(A)  limt!0+rt ZA QtIA dx (4.39)
PROOF: Lemma 4.2 implies that for any two smooth nonnegative functio sf andg with compact
support, Z f (Qtg   g) dx = Z t0 ZM f sQsg dxds (4.40)= Z t0 ZM f (Qsg) dxds + kfk1 kgk1 O(t) (t! 0): (4.41)
Hence we may repeat the computation in (4.17)-(4.20) to obtainZA(Qtg   g) dx =   Z t0 ZM ZA hrg(x);rxq(s; d(x; y))i dydxds + kgk1 O(t) : (4.42)
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The inner integral on the right hand side can be estimated as in the proof of Proposition 4.1  ZA hrg(x);rxq(s; d(x; y))i dy ZM hrg(x);rxq(s; d(x; y))i  dy (4.43)= ZSm 1 hrg(x); wi+ Z R(x;w)0 jrq(s; r)j (r; w) drdw: (4.44)
In the first step, we have taken the negative part of the integrand. In the second step, we have
switched to geodesic coordinatesy = expx(r; w); hereR(x; w) is the maximal length of a distance-
minimizing geodesic starting atx in directionw. Sinceg is compactly supported, we haveRo = infx2supp g infw2Sm 1R(x; w) > 0 : (4.45)
For given" > 0, there exists a positive numberR" 2 (0; Ro) such thatj(r; w)  rm 1j  " for allr < R" and all! 2 Sm 1. On the other hand, using Bishop’s inequality (4.11) again,we see thatZ[R";R(x;r)℄ jrq(s; r)j (r; w) dr  Z 1R" r2sq(s; r) (r) dr (4.46) 12ps Z 1R"=ps q(1; r)r jj(r) dr ; (4.47)
which is exponentially small ins 1 ass! 0. It follows thatZ R(x;w)0 jrq(s; r)j (r; w) dr = rs Z 10 (4s) (m+1)=2e r2=4srm dr  1 + o(1) (4.48)= rs ((m+ 1)!m+1) 1 (1 + o(1)) (4.49)
uniformly for x in the support ofg andw 2 Sm 1. The value of the spherical integral on the right
hand side of (4.44) is easily computed asZSm 1 hrg(x); wi+ dw = !m 1 jrg(x)j (4.50)
where!m 1 is the volume of the unit disc in dimensionm   1. Combining equations (4.49) and
(4.50) with (4.44) yields  ZA hrg(x);rxq(s; d(x; y))i dy  rs !m 1(m + 1)!m+1 jrg(x)j (1 + o(1)) (4.51)
We perform the integrations overx ands in (4.42) to obtainlimt!0+rt ZA Qtg(x) dx (4.52)  !m 1(m + 1)!m+1 ZM jrg(x)j dx limt!0+ 1pt Z t0 1ps (1 + o(1)) ds (4.53)= krgk1 (4.54)
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The claim follows by approximatingIA with a suitable sequence of smooth functions and applying
(4.4).
Lemma 4.5 If the boundary ofA is twice continuously differentiable, then the limit in (4.39) exists,
and the inequality holds with equality.
PROOF: We approximateIA with a sequence of smooth compactly supported functionsgn as in
(4.3), and use equations (4.40)-(4.42) from the proof of Lemma 4.4). Taking the limitn ! 1
yields, with (4.4),ZA QtIA dx = Z t0 ZA ZA h(x);rxq(s; d(x; y))i dydxds + kgk1 O(t) ; (4.55)
where is the outward unit normal toA at the boundary pointx. Similarly, (4.43) becomesZA h(x);rxq(s; d(x; y))i dy  ZM h(x);rxq(s; d(x; y))i+ dy : (4.56)
We need to estimate the difference between the two sides of (4.56). Consider first, for givenx 2 A, the set of pointsy 2 A where the tangent to the shortest geodesic fromx to y atx forms
an obtuse angle with(x) (i.e., it points intoA). The smoothness and compactness ofA imply
that forx 2 A, the(m  1)-dimensional surface measure of the setS (x; r) = fw 2 Sm 1 j expx(rw) 2 A; h(x); wi < 0g (4.57)
is of the order 2 uniformly in x 2 A, which shows thatZAh(x);rxq(s; d(x; y))i  dy  Z 10 r2sq(s; r)(r) ZS (x;r)hw; (x)i+ dwdr Const: Z 10 r32sq(s; r)(r)dr= O(ps) :
Similar considerations for the set of pointsy 2 A where the shortest geodesic fromx andy forms
an acute angle with the normal(x) show thatZAhrxq(s; d(x; y)); (x)i+ dy = O(ps) (4.58)
uniformly for x 2 A. Thus, the difference between the two sides of (4.56) is of orderO(ps).
The claim follows by integrating overx 2 A ands 2 [0; t℄ .
PROOF OFTHEOREM 3 By Lemma 4.3,ZA(P t  Qt)IA dx = ZA(P t  Qt)IA  C V (A) t (4.59)
for 0  t  1, with a constantC which depends only onM . Hence it is sufficient to prove the
claims forQt in place ofP t, which was done in Lemmas 4.4 and 4.5.
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4.4 Proof of formula (1.15)
As discussed in the introduction, (1.15) is related to Theorem 3 via the the approximationuA(t; x)  IAP t(IA   IA)(x) = IA  1  2IAP tIA (x) (4.60)
(recall thatP tIA + P tIA  1). It remains to prove that (4.60) is justified for sufficiently regular
sets. By a theorem of Varadhan [50], the heat kernel onM satisfieslimt!0+ 4t log p(t; x; y) = d(x; y)2 : (4.61)
This suggests that both sides of (4.60) should be exponentially small in dist (x;A)2=4t ast! 0,
which would justify (4.60) in the interior ofA. Lemma 4.7 proved below contains a weaker
statement which suffices for our purposes. We first consider the special case of a half-space.
Lemma 4.6 LetH  M  be a half-space. ThenuH(t; x) = IHP t(IH   IH) ; (4.62)
and the inequality 1  uH(t; x)  C1e dist (x;H)2=4t + C2t (4.63)
holds uniformly for0  t  1, x 2 H.
PROOF: The two sides of (4.62) agree, since they solve the same Dirichlet problem onH.
For the second claim, we write1  uH(t; x) = 2IHP tIH(x) (4.64)= 2IHQtIH(x) +O(t) (4.65) 2!m 1 Z 1R q(t; r)(r) dr +O(t) (4.66)
where we have used Lemma 4.3 in the second line, and replacedH by a disc of radiusR =dist (x;H) in the third. The last integral is estimated byZ 1R q(t; r)(r) dr  Z 1R=pt q(1; r) re rpjjtpt !m 1 dr (4.67) C(m; )q(1; R=pt) ; (4.68)
where we have used (4.6) in the first line, and used that the integrand increases within the second.
Combining (4.66) and (4.68) gives the claim.
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Lemma 4.7 Assume that the Ricci curvature ofM is bounded below by(m  1) (wherem is the
dimension ofM ), and letA  M be a Borel set. Then for every fixedRo > 0, there exist constantsC1; C2; C3 such thatP tIA(x)  1  uA(t; x)  C1e (C2dist (x;A))2=4t + C3t (4.69)
holds for allx with dist (x;A)  Ro, and allt > 0.
PROOF: The first inequality in (4.69) is just the fact thatuA(t; x)  P tIA(x)  1 : (4.70)
To prove the second inequality, setR = dist (x;A). Clearly, replacingA by a disc of radiusR
aboutx only decreases the exit time. By inequality (4.13),uA(t; x)  uD(t; x0) (4.71)
whereD  M  is a disc of radiusR centered atx0, and is determined by the lower bound on the
Ricci curvature.
Next, we choose a collection ofm+1 half-spacesHi  M  such that their intersection containsx0 and is contained inD. Then1  uD(t; x0)  Xi (1  uHi)(t; x0) : (4.72)
It can be arranged thatdist (x0; Hi )  CR, where the constant depends on, m, and (in case < 0) onRo. We complete the proof by combining inequalities (4.71) and(4.72) with Lemma 4.6
and adjusting the constants.
The next step is an estimate near the boundary.
Lemma 4.8 Assume that the boundary ofA  M is compact and twice continuously differen-
tiable. Then there exists a constantC such thatsupx2A P t(IA   IA)  u(t; x)  Cpt (4.73)
for all t > 0.
PROOF: The restriction of v(t; x) = P t(IA   IA)  u(t; x) (4.74)
toA satisfies the heat equation onA, with zero initial values, and boundary conditionsv(t; x) = P t(IA   IA)(x) x 2 A : (4.75)
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By the maximum principle, it suffices to prove thatv satisfies the claimed bound on the boundary
of A. By Lemma 4.3 we may replaceP t with Qt in (4.75). We computeQt(IA   IA) = Z 10 q(t; r) ZSm 1 IA(expx(r!))  IA(expx(r!)) (r; !) d!dr : (4.76)
The inner integral on the right hand side is the difference betwe n the areas occupied byA andA, respectively in the geodesic sphere of radiusr aboutx. Since the boundary ofA is twice
differentiable, the fraction of the area of the geodesic sphere of radiusr occupied byA andA,
respectively,1=2+O(r). It is easy to compute from there thatv( ; x) = O(pt) ast! 0 uniformly
for t  1 andx 2 A.
Proposition 4.9 If A M is a bounded set with twice continuously differentiable boundary, thenPer(A) = limt!0+r 4t ZA 1  uA(t; x) dx : (4.77)
PROOF: By Lemma 4.8, the functionr 4t  1  uA(t; x)  2P tIA (4.78)
is bounded uniformly for0 < t  1 andx 2 A. By Lemma 4.7, it converges to zero pointwise
almost everywhere ast! 0. Lebesgue’s dominated convergence theorem implies thatlimt!0+r 4t ZA 1  uA(t; x) dx = limt!0+rt ZA P tIA dx : (4.79)
Due to the regularity assumptions onA, the limit on the right hand side exists and equals the
perimeter ofA.
4.5 Concluding remarks
We close by formulating two plausible generalizations of Theorems 1 and 2 to manifolds of non-
constant curvature. The first extends a long-standing conjetur due to Aubin [4] that on simply
connected manifolds of non-positive curvature, the isoperim tric inequality should hold with the
sharp Euclidean constants, with equality only for flat discs. While significant progress has been
made in recent years [23, 33, 19], the conjecture appears to be pen for smooth manifolds of
dimension larger than four.
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Conjecture 4.10 Suppose thatM is a simply connected, complete smooth manifold of non-positive
sectional curvature. For a givenA  M of finite volume, letA be the Euclidean disc centered atx so that the Euclidean volumeV (A) agrees with the Riemannian volumeV (A). ThenZA F (uA(t; x)) dx  ZA F (uA(t; x)) dx (t  0) (4.80)
for all nonnegative convex functionsF with F (0) = 0, and allt  0. Furthermore,ZA P tIA  ZA QtIA (t  0); (4.81)
whereQt is the Euclidean heat kernel.
By formula (1.15) and Theorem 3, either (4.80) or (4.81) would implyPer(A)  Per(A) ; (4.82)
which is the isoperimetric inequality conjectured by Aubin. The assumption thatM is simply
connected is crucial, since otherwiseM may be compact, in which caseA =M , uM  1, P tIM 1, andPer(A) = 0 would contradict (4.80), (4.81), and (4.82). Note that in the special case whereA is a disc of radiusR, the discA has larger radius thanA by Bishop’s comparison theorem, and
inequality (4.80) is weaker than (4.10).
Let nowM be a smooth compactm-dimensional Riemannian manifold whose Ricci curvature
is bounded below by(m  1), where > 0, and set = V (M)V(M )  1 ; (4.83)
whereV andV denote the Riemannian volumes onM andM  , respectively. ForA  M , letA  M  be a disc with V (A) = V(A) : (4.84)
TheGromov-Levy isoperimetric inequalitysays thatPer(A)  Per(A) (4.85)
at least for sufficiently regular sets (see [20], IV.2, Remark 2).
Conjecture 4.11 LetM be a compact smooth manifold whose Ricci curvature is bounded below
by (m  1) with  > 0, and letA M , , andA  M  as in (4.84). ThenZA F (uA(t; x)) dx   ZA F (uA(t; x)) dx (t  0) (4.86)
for all nonnegative convex functions withF (0) = 0, andZA P tIA   ZA P tIA (t  0) ; (4.87)
whereP t denotes the heat kernel onM  .
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Inequality (4.85) is contained in thet ! 0 asymptotics of either (4.86) or (4.87). Note that
(4.86) and (4.87) are saturated fort = 0 and in the limitt!1 by definition of. ForM = M  ,
we have = 1, so that (4.86) reduces to (1.6) of Theorem 1, and (4.87) reduc s to (1.20). IfM is
not isometric toM  , then the Gromov-Levy inequality (4.85) is strict. In that cse, formula (1.15)
and Theorem 3 imply that Conjecture 4.11 holds at least for small values oft.
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