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ON THE VASCONCELOS INEQUALITY FOR THE FIBER
MULTIPLICITY OF MODULES
BALAKRISHNAN R.∗ AND A. V. JAYANTHAN
Abstract. Let (R,m) be a Noetherian local ring of dimension d > 0 with infinite residue
field. Let M be a finitely generated proper R-submodule of a free R-module F with
ℓ(F/M) < ∞ and having rank r. In this article, we study the fiber multiplicity f0(M)
of the module M . We prove that if (R,m) is a two dimensional Cohen-Macaulay local
ring, then f0(M) ≤ br1(M)− br0(M) + ℓ(F/M) + µ(M)− r, where bri(M) denotes the i
th
Buchsbaum-Rim coefficient of M .
1. Introduction
Throughout the paper, we will assume that (R,m) is a Noetherian local ring of dimension
d > 0 with infinite residue field and M is a finitely generated proper submodule of a free
R-module F with ℓ(F/M) < ∞ and having rank r. Let S(F ) =
⊕
n≥0
Sn(F ) denote the
Symmetric algebra of F , and R(M) =
⊕
n≥0
Rn(M) denotes the Rees algebra of M , which
is image of the natural map from the Symmetric algebra of M to the Symmetric algebra
of F . Generalizing the notion of Hilbert-Samuel function, D. A. Buchsbaum and D. S.
Rim studied the function BFM(n) = ℓ(Sn(F )/Rn(M)) for n ∈ N. In [3], they proved that
BFM(n) is given by a polynomial of degree d+r−1 for n≫ 0, i.e., there exists a polynomial
BPM(x) ∈ Q[x] of degree d + r − 1 such that BFM(n) = BPM(n) for n ≫ 0. The function
BFM(n) is called the Buchsbaum-Rim function of M with respect to F and the polynomial
BPM(n) is called the corresponding Buchsbaum-Rim polynomial. Following the notation
used for the Hilbert-Samuel polynomial, one writes the Buchsbaum-Rim polynomial as
BPM(n) =
d+r−1∑
i=0
(−1)ibri(M)
(
n+ d+ r − i− 2
d+ r − i− 1
)
.
Key words and phrases. Buchsbaum-Rim function, Buchsbaum-Rim polynomial, Rees algebra of modules,
Fiber cone of modules, Vasconcelos Inequality.
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The coefficients bri(M) for i = 0, . . . , d + r − 1 are known as Buchsbaum-Rim coefficients.
For basic properties of the Buchsbaum-Rim function and the Buchsbaum-Rim polynomial,
we refer the reader to [8],[15]. In this article we study the fiber multiplicity f0(M) of the
module M and relate it with br0(M) and br1(M).
Let F(M) := R(M) ⊗ R/m denote the fiber cone of M . In Section 2, we study Cohen-
Macaulayness of fiber cone F(M). The Cohen-Macaulayness of F(I), where I is an ideal in
R, has been of interest and has been studied widely, see for example [5],[6],[10],[13]. In [13],
K. Shah studied the Hilbert function and the Cohen-Macaulayness of F(I).
Theorem 1.1. [13, Theorem 1] Let (R,m) be a local ring. Suppose I is an ideal which is
integral over a regular sequence x such that I2 = Ix. Then F(I) is Cohen-Macaulay.
We study some basic properties of the fiber cone F(M). We give a characterization for
the Cohen-Macaulayness of F(M). We then prove an analogue of Theorem 1.1 in the case
of modules over two dimensional Cohen-Macaulay local rings. We first recall some basics on
reduction of modules.
Let N be a submodule of M . We say that N is reduction of M if Rees algebra R(M) is
integral over the R-subalgebra R(N). Equivalently, there exists n0 such that Rn+1(M) =
NRn(M) for n ≥ n0, where the multiplication is done as R-submodules of R(M). The least
integer s such that Rs+1(M) = NRs(M) is called the reduction number of M with respect
to N , denoted as redN(M). The reduction number of the module M , denoted red(M), is
defined as red(M) = min{redN(M) : N is a minimal reduction of M}. If N is a submodule
of F generated by d + r − 1 elements such that ℓ(F/N) < ∞, then N is said to be a
parameter module. It was proved in [2] that if ℓ(F/M) < ∞, then there exists minimal
reduction generated by d+ r− 1 elements. For more details on minimal reductions, we refer
the reader to [8] and [15]. In this article, we prove:
Theorem 1.2. Let (R,m) be a 2-dimensional Cohen-Macaulay local ring. Let M ⊂ F be
such that ℓ(F/M) <∞ and having rank r. If red(M) ≤ 1, then F(M) is Cohen-Macaulay.
In [4], A. Corso, C. Polini and W. Vasconcelos studied the multiplicity of the fiber cone
F(I). One of the main result obtained in [4] is an inequality relating fiber multiplicity f0(I),
Hilbert coefficients e0(I) and e1(I) and some other invariants of I:
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Theorem 1.3. [4, Theorem 2.1] Let (R,m) be a Cohen-Macaulay local ring of dimension
d > 0 with infinite residue field. Let I be an m-primary ideal. Then we have that
f0(I) ≤ e1(I)− e0(I) + ℓ(R/I) + µ(I)− d+ 1,
where µ(M) denotes the cardinality of a minimal generating set of an R-module M .
Motivated by this inequality, Vasconcelos raised the question:
Question 1.4. Let (R,m) be a d-dimensional Cohen-Macaulay local ring and M ⊂ F with
ℓ(F/M) <∞ and having rank r. Then, does the fiber multiplicity f0(M) satisfy
f0(M) ≤ br1(M)− br0(M) + ℓ(F/M) + µ(M)− d− r + 2?
In Sections 3 and 4, we address the above question. In Section 3, we prove that Question
1.4 has an affirmative answer when dimR = 2. In Section 4, we establish the inequality for
modules of the form M = I ⊕ · · · ⊕ I ⊕ J ⊕ · · · ⊕ J , where I is an m-primary ideal in R and
J is a minimal reduction of I. For d = 1, we provide a counter example.
Acknowledgements: We sincerely thank the referees for pointing out several errors, some
of them typographical and some of them mathematical, which tremendously improved the
exposition.
2. Fiber cone of modules
In this section, we study Cohen-Macaulay property of fiber cone of modules. We begin by
recalling the definition of fiber cone F(M).
Definition 2.1. Let M ⊂ F be such that ℓ(F/M) < ∞ and having rank r. The fiber cone
of M, denoted by F(M), is defined as
F(M) := R(M)⊗ R/m =
⊕ Ri(M)
mRi(M)
,
where R(M) is the Rees algebra of M .
The Krull dimension of F(M) is known as the analytic spread ofM and is equal to d+r−1,
[2]. The Hilbert function of F(M) is given by
H(F(M), n) = ℓ(Rn(M)/mRn(M)), for n ∈ N.
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The corresponding Hilbert polynomial, of degree d+ r − 2 for n≫ 0, is written as
H(F(M), n) = f0(M)
(
n + d+ r − 2
d+ r − 2
)
−f1(M)
(
n+ d+ r − 3
d+ r − 3
)
+· · ·+(−1)d+r−2fd+r−2(M).
The leading coefficient f0(M) is called the fiber multiplicity of M . Let H(F(M), t) denote
the Hilbert series of F(M), i.e.,
H(F(M), t) =
∞∑
n=0
H(F(M), n)tn.
We now give a characterization for the Cohen-Macaulayness of the fiber cone of a module in
terms of its Hilbert series and its fiber multiplicity. See also [15, Proposition 8.40]. We skip
the proof of Theorem 2.2 as it is routine.
Theorem 2.2. Let (R,m) be a Noetherian local ring, M ⊂ F be such that ℓ(F/M) < ∞,
having rank r and N ⊆M be a minimal reduction. Then the following are equivalent:
(1) Fiber cone F(M) is Cohen-Macaulay;
(2) H(F(M), t) = 1
(1−t)a
∑b
i=0 ℓ
(
Ri(M)
NRi−1(M)+mRi(M)
)
ti,
where b = redN(M), a = dimF(M);
(3) f0(M) =
∑b
i=0 ℓ
(
Ri(M)
NRi−1(M)+mRi(M)
)
.
We also note that Theorem 2.2 gives an upper bound on the reduction number ofM when
F(M) is Cohen-Macaulay:
Remark 2.3. For an R-module K, let µ(K) denote the minimum number of generators of
K. Note that if F(M) is Cohen-Macaulay, then
f0(M) =
b∑
i=0
ℓ
(
Ri(M)
NRi−1(M) +mRi(M)
)
= 1 +
b∑
i=1
µ
(
Ri(M)
NRi−1(M)
)
.
Since µ
(
Ri(M)
NRi−1(M)
)
≥ 1 for all 1 ≤ i ≤ b = red(M), we get
red(M) ≤ f0(M)− 1.
Using the fact that ℓ(M/N +mM) = µ(M)−µ(N) = µ(M)− (d+ r− 1), we obtain a better
bound in the above case:
red(M) ≤ f0(M)− µ(M) + d+ r − 1.
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It is natural to expect that smaller reduction number of the module M force good proper-
ties on F(M). If red(M) = 0, thenM is a parameter module and hence F(M) is a polynomial
ring over the residue field of R. Next natural condition is to consider when red(M) is one. We
extend K. Shah’s, [13], result to the case of modules over two dimensional Cohen-Macaulay
rings:
Theorem 2.4. Let (R,m) be a 2-dimensional Cohen-Macaulay local ring. Let M ⊂ F be
such that ℓ(F/M) <∞ and having rank r. If red(M) ≤ 1, then F(M) is Cohen-Macaulay.
Proof. Let N ⊆ M be a minimal reduction such that red(M) = redN(M) = 1. Now
µ(N) = r + 1. By Theorem 2.2, it is enough to show that
H(F(M), t) =
1
(1− t)r+1
[
1 + ℓ
(
M
N +mM
)
t
]
.
Let {x1, . . . , xr+1} be a minimal generating set for N . Extend this to a minimal generating
set {x1, . . . , xr+1, y1, . . . , yp} forM such that µ(M) = r+p+1. Set K = (y1, . . . , yp) ⊆ M . So
M = N+K. Identifying the elements xi’s and yj’s with their images inR1(M), it can be seen
thatRn(M) is generated as anR-module by {Rn(N),Rn−1(N)R1(K), . . . ,R1(N)Rn−1(K),Rn(K)}.
Since redN(M) = 1,R1(N)R1(M) = R2(M). This implies that Ri(N)R1(M) = Ri+1(M)
for all i ≥ 1. Now for i ≥ 2,
Rn−i(N)Ri(K) ⊆ Rn−i(N)Ri(M) ⊆ Rn(M)
= Rn−1(N)R1(M)
= Rn(N) +Rn−1(N)R1(K).
Therefore
Rn(M) = 〈Rn(N),Rn−1(N)R1(K)〉.
Set Tn =
{
xα11 · · ·x
αr+1
r+1 | α1 + · · ·+ αr+1 = n
}
, where products are taken in R(N). Let
∆1, . . . ,∆k(n) and δ1, . . . , δk(n−1) denote elements of Tn and Tn−1 respectively.
Set Sn = {δiyj | i = 1, . . . , k(n−1), j = 1, . . . , p}
Claim: Tn ∪ Sn is a minimal generating set for Rn(M).
It is clear that Tn ∪ Sn generates Rn(M). We only need to prove the minimality. So let us
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assume that
k(n)∑
i=1
ri∆i +
k(n−1)∑
i=1
p∑
j=1
sijδiyj = 0.
Suppose si0j0 /∈ m for some i0, j0. Rewriting the above relation, we get
k(n)∑
i=1
ri∆i +
(
p∑
j=1
si0jyj
)
δi0 +
k(n−1)∑
i=1,i 6=i0
p∑
j=1
sijδiyj = 0,
i.e.,
(
p∑
j=1
si0jyj
)
δi0 +
k(n−1)∑
i=1,i 6=i0
p∑
j=1
sijδiyj = −
k(n)∑
i=1
ri∆i ∈ Rn(N).
By [7, Corollary 4.5], we get
∑p
j=1 si0 jyj ∈ N . Since si0 j0 is a unit, this implies that
yj0 ∈ (N, y1, . . . , yˆj0 , . . . , yp) contradicting the minimality of the generating set considered
for M above. Therefore si0 j0 ∈ m. Therefore,
k(n)∑
i=1
ri∆i = −
k(n−1)∑
i=1
p∑
j=1
sijδiyj ∈ Rn(N) ∩mRn(M) = mRn(N).
Therefore ri ∈ m for all i which completes the proof of the claim.
Note that k(n) =
(
n+r
r
)
and | Tn ∪ Sn |=
(
n+r
r
)
+ p
(
n−1+r
r
)
. Therefore we have
H(F(M), t) =
∞∑
n=0
µ(Rn(M))t
n
=
∞∑
n=0
[(
n + r
r
)
+ p
(
n− 1 + r
r
)]
tn
=
∞∑
n=0
(
n+ r
r
)
tn + p
∞∑
n=0
[(
n + r
r
)
−
(
n+ r − 1
r − 1
)]
tn
=
1
(1− t)r+1
+ p
[
1
(1− t)r+1
−
1
(1− t)r
]
=
1 + pt
(1− t)r+1
.
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Observe that
ℓ
(
M
N +mM
)
= ℓ
(
M
mM
)
− ℓ
(
N +mM
mM
)
= µ(M)− ℓ
(
N
mM ∩N
)
= µ(M)− ℓ
(
N
mN
)
= µ(M)− µ(N)
= p.
Therefore by Theorem 2.2, F(M) is Cohen-Macaulay. 
One of the key ideas used in the above proof is the analytical independence of the gener-
ators of N , [7, Corollary 4.5]. This result is proved in dimension 2 and as far as we know,
an analogue of this result in higher dimensions is not known. Once this result is generalized
to higher dimensions, the above proof goes through for higher dimensions as well.
At this stage, we would also like to compare the case of ideals with that of modules. In
the case of ideals, the above result, in much more generality, has a much simpler proof due
to the existence of the associated graded ring and the beautiful and one of the most basic
results on regular sequences, namely Valabrega–Valla theorem. In the case of modules, both
associated graded ring as well as a Valabrega–Valla type theorem are missing.
Following is an interesting observation on the Cohen-Macaulayness of F (M) in a special
case.
Proposition 2.5. Let (R,m) be a 2-dimensional Cohen-Macaulay local ring and M = I⊕J ,
where I is an m-primary ideal J be a minimal reduction of I. If red(M) ≤ 1, then I = J .
Proof. Since red(M) ≤ 1, by Theorem 2.4, F(M) is Cohen-Macaulay.
Now by Theorem 2.2, f0(M) = µ(M) − 2 = µ(I) + µ(J) − 2 = µ(I). The Hilbert function
7
of F(M) is given by
H(F(M), n) = ℓ
(
Rn(M)
mRn(M)
)
=
n∑
i=0
ℓ
(
J iIn−i
mJ iIn−i
)
= ℓ
(
In
mIn
)
+
n−1∑
i=1
ℓ
(
In
mIn
)
+ ℓ
(
Jn
mJn
)
= nH(F(I), n) +H(F(J), n).
Therefore f0(M) = 2f0(I). Since red(I) ≤ 1, F(I) is Cohen-Macaulay and hence f0(I) =
µ(I)− 1. Hence µ(I) = 2 and hence a parameter ideal. Therefore I = J. 
3. Vasconcelos inequality for d = 2
In this section, we prove the Vasconcelos inequality for modules over two dimensional
Cohen-Macaulay rings. We adopt the technique used to prove the inequality for f0(I) in [4].
The idea involves using the knowledge of the Hilbert polynomial of the Sally module SN(M),
where N is a minimal reduction of M . The notion of Sally module SN(M) was introduced
in [1], extending the corresponding notion of ideals, [16]. We first recall the definition of
SN(M) from [1].
Definition 3.1. Let (R,m) be a Noetherian local ring, M ⊂ F be an R-module and N ⊆M
be an R-submodule. Then the Sally module of M with respect to N is defined as SN(M) :=
⊕
n≥1
Rn+1(M)
MRn(N)
.
Note that if N is a reduction of M , then SN(M) is a finitely generated R(N)-module
and SN(M) = 0 if and only if redN (M) = 1. If r = 1, then this definition coincides with
the definition of Sally module of an ideal I with respect to a minimal reduction J . It is
to be noted that in this case, dimR(J) SJ(I) = d if SJ(I) 6= 0, [15]. Note that the proof
of this result given by Corso et al., [4, Theorem 2.1], can not be adapted to the case of
modules. Another approach to the dimension is through the Hilbert function. In the case
of rank one, the Hilbert polynomial of the Sally module can be computed and then using
Northcott inequality along with Huneke-Ooishi theorem one can conclude that the dimension
of the Sally module is d. This approach also fails in the case of modules since an analogue
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of Northcott inequality (for d ≥ 3) and Huneke-Ooishi theorem (even for d ≥ 2) are not
known.
Suppose M ⊂ F is of rank r with ℓ(F/M) <∞ and N is a minimal reduction of M . We
first show that if SN(M) 6= 0, then dimR(N) SN(M) ≤ d+ r− 1. Set T = ⊕Tn = ⊕
Sn(F )
MRn−1(N)
and SN (M) = ⊕Sn = ⊕
Rn+1(M)
MRn(M)
. Let BFM(n) and BFN(n) denote the Buchsbaum-Rim
functions of M and N respectively, i.e., BFM(n) = ℓ
(
Sn(F )
Rn(M)
)
and BFN (n) = ℓ
(
Sn(F )
Rn(N)
)
.
Observe that
BFM(n) ≤ ℓ(Tn) ≤ BFN(n).
Since Buchsbaum-Rim polynomials of M and N are of degree d + r − 1 with same leading
coefficients, it follows that the Hilbert polynomial of T is of degree d+ r − 1 with the same
leading coefficient as that of Buchsbaum-Rim polynomial of M . Note that
ℓ(Sn−1) = ℓ(Tn)− BFM(n).
Therefore it follows that the Hilbert polynomial of Sally module is of degree at most d+r−2
and hence dimSN (M) ≤ d + r − 1. If d = 2, then by [1, Theorem 3.2], it follows that, for
n≫ 0
ℓ(Sn−1) = [br1(M)− br0(M) + ℓ(F/M)]
(
n+ r − 1
r
)
− br2(M)
(
n+ r − 2
r − 1
)
+ · · ·+ (−1)rbrr+1(M). (1)
It is not known whether the equality br0(M) − br1(M) = ℓ(F/M) implies redN(M) = 1
and hence we can not possibly conclude from the above equation that dimR(N) SN(M) = r.
Therefore, we ask:
Question 3.2. Let (R,m) be a d-dimensional Cohen-Macaulay local ring . Let M ⊂ F be
an R-module of rank r with ℓ(F/M) < ∞ and N ⊆ M be a minimal reduction of M . If
SN(M) is non-zero, then is dimR(N)SN(M) = d+ r − 1?
Keeping in mind the case r = 1, we would like to ask another question, an affirmative
answer to which will give an affirmative answer to Question 3.2:
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Question 3.3. Let (R,m) be a d-dimensional Cohen-Macaulay local ring. Let M ⊂ F be an
R-module of rank r with ℓ(F/M) <∞ and N be a minimal reduction of M. Is the multiplicity
of the Sally module, e0(SN(M)) = ℓ(F/M) + br1(M)− br0(M)?
We now prove the Vasconcelos inequality for modules over 2-dimensional Cohen-Macaulay
local rings.
Theorem 3.4. Let (R,m) be a 2-dimensional Cohen-Macaulay local ring. Let M ⊂ F be
such that ℓ(F/M) <∞ and having rank r. Then
f0(M) ≤ br1(M)− br0(M) + ℓ(F/M) + µ(M)− r.
If red(M) ≤ 1, then the equality holds.
Proof. Let N be a minimal reduction of M . Let us choose f1, . . . , fk from M such that
M = (N, f1, . . . , fk), where k = µ(M) − µ(N) = µ(M) − r − 1. Let SN(M) be the Sally
module of M with respect to N . For i = 1, . . . , k, let gi denote image of fi in R1(M).
Consider the following R(N)-module homomorphisms
i : R(N)→ R(M) and φ : R(N)k → R(M),
where i is the natural inclusion map and φ is defined by φ(ei) = gi for i = 1, . . . , k, where
{e1, . . . , ek} is the standard basis for R(N)
k. Now consider the following graded exact
sequence of R(N)-modules
R(N)⊕R(N)k[−1]
ψ
−→ R(M) −→ SN(M)[−1] −→ 0,
where ψ is induced by i and φ. Tensor the above sequence with −⊗R/m to get the following
graded exact sequence with corresponding induced maps
F(N)⊕F(N)k[−1]
ψ
−→ F(M) −→ SN(M)[−1] ⊗
R
m
−→ 0.
Taking lengths of the graded parts we get, for n ∈ N,
ℓ([F(M)]n) ≤ ℓ
(
[F(N)]n + [F(N)
k]n−1
)
+ ℓ
([
SN(M)
mSN(M)
]
n−1
)
≤ ℓ ([F(N)]n) + ℓ
(
[F(N)k]n−1
)
+ ℓ
(
[SN(M)]n−1
)
.
Note that for n≫ 0,
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ℓ ([F(M)]n) =
r∑
i=0
(−1)ifi(M)
(
n + r − i
r − i
)
,
ℓ ([F(N)]n) =
(
n + r
r
)
,
ℓ
(
[F(N)k]n−1
)
= k
(
n + r − 1
r
)
,
ℓ
(
[SN(M)]n−1
)
= [br1(M)− br0(M) + ℓ(F/M)]
(
n + r − 1
r
)
+
r∑
i=1
(−1)ibri+1(M)
(
n + r − 1− i
r − i
)
,
where the last equality follows from (1). It follows, by comparing the leading coefficients,
that
f0(M) ≤ 1 + k + br1(M)− br0(M) + ℓ(F/M)
= br1(M)− br0(M) + ℓ(F/M) + µ(M)− r.
Now assume that red(M) = 1. It follows from Theorem 2.4 that F(M) is Cohen-Macaulay
and hence f0(M) = 1 + µ(M)− µ(N) = µ(M)− r. Since red(M) = 1, by [1, Theorem 3.3],
we get br0(M)− br1(M) = ℓ(F/M). Therefore the result follows. 
As a consequence, we obtain a bound on the reduction number, similar to that of [11,
Corollary 1.5]. It may be noted that in [11], the bound is derived without the Cohen-
Macaulay assumption on the fiber cone.
Corollary 3.5. Let (R,m) be a 2-dimensional Cohen-Macaulay local ring and M ⊂ F be
such that ℓ(F/M) < ∞ and having rank r. Assume that the fiber cone F(M) is Cohen-
Macaulay. Then
red(M) ≤ br1(M)− br0(M) + ℓ(F/M) + 1.
Proof. By Remark 2.3 and Theorem 3.4,
red(M) ≤ f0(M)− µ(M) + r + 1 ≤ br1(M)− br0(M) + ℓ(F/M) + 1.

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In [1], we obtained a Northcott type inequality for the Buchsbaum-Rim coefficients and
also proved that red(M) ≤ 1 ensures the equality. Now we prove a partial converse, i.e., the
equality in the Northcott inequality yields the reduction number to be at most one under
the assumption that the fiber cone is Cohen-Macaulay.
Corollary 3.6. Let (R,m) be a 2-dimensional Cohen-Macaulay local ring and M ⊂ F be
such that ℓ(F/M) <∞ and having rank r. Then the following are equivalent:
(1) F(M) is Cohen-Macaulay and br0(M)− br1(M) = ℓ(F/M),
(2) red(M) ≤ 1.
Proof. (1)⇒ (2): Follows from Corollary 3.5.
(2)⇒ (1): Follows from [1, Theorem 3.3]. 
4. Direct sum of ideals
In this section, we study the Vasconcelos inequality for modules which are direct sums of
an m-primary ideal. We begin by producing an example to show that the inequality does not
hold for modules over 1-dimensional rings. Then we proceed to prove the result for d ≥ 2.
Example 4.1. [9, Example 6.2] Let k be a field and R = k[[t7, t15, t17, t33]], I = (t7, t17, t33)
and J = (t7). Then R is a one dimensional Noetherian local domain and I is an m-primary
ideal with minimal reduction J . Since ℓ(I2/JI) = 1 and I3 = JI2, by [12], HI(n) = PI(n)
for all n > 1, where HI(n) and PI(n) denote the Hilbert function and Hilbert polynomial
of I respectively. It can be easily computed that PI(n) = 7n − 5. The fiber cone F(I) is
Cohen-Macaulay [9, Theorem 3.4] and its multiplicity is f0(I) = 4. Let M = I ⊕ I. The
Buchsbaum-Rim polynomial corresponding to M ⊆ F = R2 is given by
BPM(n) = (n+ 1)(7n− 5) = 14
(
n+ 1
2
)
− 5
(
n
1
)
− 5.
Therefore
br0(M) = 14, br1(M) = 5, ℓ(F/M) = 6, µ(M) = 6, f0(M) = f0(I) = 4.
Hence we have f0(M) = 4 > br1(M)− br0(M) + ℓ(F/M) + µ(M)− (d+ r − 2) = 2.
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Remark 4.2. Let M = I ⊕ · · · ⊕ I ⊆ F = Rr. Let S(F ) ∼= R[t1, . . . , tr] and R(M) ∼=
R[It1, . . . , Itr], where t1, . . . , tr are indeterminates over R. The homogeneous R-submodule
Rn(M) of R(M) is given by
Rn(M) ∼=
∑
i1+···+ir=n
Inti11 · · · t
ir
r .
Therefore, for n ≥ 0, we have
µ(Rn(M)) = ℓ
(
Rn(M)
mRn(M)
)
=
(
n+ r − 1
r − 1
)
µ(In) and
BFM (n) = ℓ
(
Sn(F )
Rn(M)
)
=
(
n + r − 1
r − 1
)
ℓ(R/In).
Hence for n≫ 0,
µ(Rn(M)) =
(
n+ r − 1
r − 1
) d∑
i=0
(−1)ifi(I)
(
n+ d− 1− i
d− 1− i
)
.
Therefore
f0(M) =
(
d+ r − 2
r − 1
)
f0(I).
Similarly we have
br0(M) =
(
d+ r − 1
r − 1
)
e0(I),
br1(M) = (d− 1)
(
d+ r − 2
r − 2
)
e0(I) +
(
d+ r − 2
r − 1
)
e1(I),
ℓ(F/M) = rℓ(R/I), and µ(M) = rµ(I).
We conclude the article by presenting a class of modules for which the Vasconcelos inequal-
ity holds true, namely, modules which are direct sum of two m-primary ideals I and J , where
one of them, say J , is a reduction of I. In this case, it can be seen that the fiber multiplicity
f0(M) and the Buchsbaum-Rim coefficients br0(M) and br1(M) depend only on I and r, not
on the number of copies of J involved in the direct sum. Recall that if I is an m-primary
ideal in a Cohen-Macaulay local ring R, then e0(I) = µ(I) + ℓ(R/I)− d+ ℓ(mI/mJ), [6].
Theorem 4.3. Let (R,m) be a d-dimensional Cohen-Macaulay local ring with d ≥ 2. Let I
be an m-primary ideal and J be a reduction. Let I = I⊕· · ·⊕ I(u-times), J = J ⊕· · ·⊕J(v-
times) and M = I⊕ J ⊂ F = Rr, where r = u+ v. Then
f0(M) ≤ br1(M)− br0(M) + ℓ(F/M) + µ(M)− (d+ r − 2).
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Proof. Since the assertion is proved for d = 2 in the previous section, we may assume that
d ≥ 3. Let us assume that result holds forM ′ = I⊕· · ·⊕I(r−times). Since J is a reduction
of I, JIs = Is+1 for some s ∈ N and e0(I) = e0(J). Let
∆ =
n∑
i=s
(
i+ u− 1
u− 1
)(
n− i+ v − 1
v − 1
)
and δ =
s−1∑
i=0
(
i+ u− 1
u− 1
)(
n− i+ v − 1
v − 1
)
.
Note that ∆ =
(
n+r−1
r−1
)
− δ. The Buchsbaum-Rim function is given by
BF (n) = ∆ℓ(R/In) +
s−1∑
i=0
[(
i+ u− 1
u− 1
)(
n− i+ v − 1
v − 1
)
ℓ(R/I iJn−i)
]
=
[(
n + r − 1
r − 1
)
− δ
]
ℓ(R/In)
+
s−1∑
i=0
[(
i+ u− 1
u− 1
)(
n− i+ v − 1
v − 1
)
ℓ(R/I iJn−i)
]
=
(
n+ r − 1
r − 1
)
ℓ(R/In) +
s−1∑
i=0
[(
i+ u− 1
u− 1
)(
n− i+ v − 1
v − 1
)
ℓ(In/I iJn−i)
]
.
Note for each i = 0, . . . , s− 1,
ℓ
(
R
In
)
≤ ℓ
(
R
I iJn−i
)
≤ ℓ
(
R
Jn
)
.
Hence for each fixed i and n≫ 0, the function ℓ(R/I iJn−i) is given by polynomial of degree
d with leading coefficient e0(I). This implies ℓ(I
n/I iJn−i) = ℓ(R/I iJn−i)− ℓ(R/In) is given
by polynomial of degree at most d− 1 for large n.
By considering n≫ 0, the Buchsbaum-Rim polynomial of M is given by
BP (n) =
(
n + r − 1
r − 1
)
PI(n) +O(n
d+r−3).
Note that the first term in the above expression is the Buchsbaum-Rim polynomial of M ′ =
I⊕· · ·⊕ I(r-times). Therefore br0(M) = br0(M
′) and br1(M) = br1(M
′). Similarly we show
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that f0(M) = f0(M
′). Let s = redJ(I). Then JI
i = I i+1 for i ≥ s.
µ(Rn(M)) =
[(
n+ r − 1
r − 1
)
−
s−1∑
i=0
[(
i+ u− 1
u− 1
)(
n− i+ v − 1
v − 1
)]]
µ(In)
+
s−1∑
i=0
[(
i+ u− 1
u− 1
)(
n− i+ v − 1
v − 1
)
ℓ
(
I iJn−i
mI iJn−i
)]
=
(
n+ r − 1
r − 1
)
µ(In)
+
s−1∑
i=0
(
i+ u− 1
u− 1
)(
n− i+ v − 1
v − 1
)[
ℓ
(
I iJn−i
mI iJn−i
)
− ℓ
(
In
mIn
)]
=
(
d+ r − 2
r − 1
)
f0(I)
(
n+ d+ r − 2
d+ r − 2
)
+O(nd+r−3).
Hence f0(M) =
(
d+r−2
r−1
)
f0(I) = f0(M
′). Also note that
ℓ(F/M) = uℓ(R/I) + vℓ(R/J) = ℓ(F/M ′)− vℓ(R/I) + vℓ(R/J)
and µ(M) = uµ(I) + vµ(J) = µ(M ′)− vµ(I) + vµ(J).
Therefore
br1(M) − br0(M) + ℓ(F/M) + µ(M)− (d+ r − 2)− f0(M)
= br1(M
′)− br0(M
′) + ℓ(F/M ′) + µ(M ′)− (d+ r − 2)− f0(M
′)
+v[ℓ(R/J) + µ(J)− (ℓ(R/I) + µ(I))]
≥ 0.
It remains to prove that Vasconcelos inequality holds for M ′ = I ⊕ · · · ⊕ I(r − times).
Set Λ = br1(M
′) − br0(M
′) + ℓ(F/M ′) + µ(M ′) − (d + r − 2) − f0(M
′) and ei = ei(I) for
i = 0, 1, . . . , d. Then from Remark 4.2, it follows that
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Λ = (d− 1)
(
d+ r − 2
r − 2
)
e0 +
(
d+ r − 2
r − 1
)
e1 −
(
d+ r − 1
r − 1
)
e0 + r[ℓ(R/I) + µ(I)]
−(d + r − 2)−
(
d+ r − 2
r − 1
)
f0(I) (2)
≥ (d− 1)
(
d+ r − 2
r − 2
)
e0 +
(
d+ r − 2
r − 1
)
e1 −
(
d+ r − 1
r − 1
)
e0 + r[ℓ(R/I) + µ(I)]
−(d + r − 2)−
(
d+ r − 2
r − 1
)
[e1 − e0 + ℓ(R/I) + µ(I)− (d− 1)]
= (d− 1)
(
d+ r − 2
r − 2
)
e0 +
(
d+ r − 2
r − 1
)
e1 −
[(
d+ r − 2
r − 1
)
+
(
d+ r − 2
r − 2
)]
e0
+r[ℓ(R/I) + µ(I)]− (d+ r − 2)−
(
d+ r − 2
r − 1
)
[e1 − e0 + ℓ(R/I) + µ(I)− (d− 1)]
=
[
(r − 1)
(d− 2)
d
e0 − ℓ(R/I)− µ(I) + d− 1
](
d+ r − 2
r − 1
)
+r[ℓ(R/I) + µ(I)]− (d+ r − 2).
If r = 2, then the last expression reduces to
Λ ≥ (d− 2)[e0 − ℓ(R/I)− µ(I) + d] ≥ 0.
If r = 3, then we have
Λ ≥
[
2(d− 2)
d
e0 − ℓ(R/I)− µ(I) + d− 1
](
d+ 1
2
)
+ 3[ℓ(R/I) + µ(I)]− (d+ 1)
=
[
d− 4
d
e0 + ℓ
(
mI
mJ
)
− 1
](
d+ 1
2
)
+ 3[e0 + d− ℓ(mI/mJ)]− (d+ 1),
where the last equality holds since e0 = ℓ(R/I) + µ(I)− d + ℓ(mI/mJ). Now splitting the
proof into the cases d = 3 and d ≥ 4 together with ℓ(mI/mJ) = 0 or ℓ(mI/mJ) > 0, one
can easily obtain the inequality Λ ≥ 0.
If r ≥ 4, then (r−1)(d−2)
d
≥ 1 and the equality holds if and only if r = 4 and d = 3. It is
straightforward to verify the inequality Λ ≥ 0 if d = 3 and r = 4. If d > 3 or r > 4, then
one obtains the required inequality by splitting the proof into the cases ℓ(mI/mJ) = 0 and
ℓ(mI/mJ) ≥ 1. 
Remark 4.4. Suppose I is a parameter ideal. Then e0(I) = ℓ(R/I), e1(I) = 0, µ(I) = d and
f0(I) = 1. Therefore, it can be seen from the expression (2) that
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(1) if r = 2, then Vasconcelos inequality becomes an equality,
(2) if r = 3, the equality holds if and only if e0(I) = 1 which happens if and only if R is
a regular local ring and I is the unique maximal ideal;
(3) if r ≥ 4, the equality never holds.
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