Introduction I. VaR
Value-at-Risk (VaR) is a measure for the potential loss in the financial market With respect to a specified probability level α, the α-VaR of a portfolio is the lowest amount y such that, with probability α, the loss will not exceed y VaR has achieved its great success in practice. However, research shows that VaR has undesirable properties both in theory and in practice
III. Multiple Losses
Losses are often multiple, such as those due to interest risk, exchange risk, shares risk, commercial risk. So, the risk management problems are of multiobjective Krokhmal, Palmquist and Uryasev (2002) and Wang and Li (2002) solve efficient frontier problems with three losses under the framework of CVaR. However, they did not concerned in theoretical study This paper will study the multiple CVaR
CVaR with Single Loss
Main concepts and results for the CVaR with single loss discussed in Rockfellar and Uryasev (2000)
that affect the loss. For simplicity, it is assumed that ξ is a r.v.
1 Given a confidence level α (0, 1) and a decision vector x, 1) α-VaR associated with x under α is defined by which is the lowest amount y such that, with probability α, the loss will not exceed y 2) α -CVaR associated with x under α is defined by which is the conditional expectation of the loss associated with x relatively to that loss being the α-VaR y α (x) or greater It is difficult to work directly with the α-CVaR because of unknowing y α (x) Rockfellar and Uryasev introduce another simpler function Lemma 2.1 As a function of y, F α (x, y) is convex and continuously differentiable, and 
is convex in x, and the joint minimization is a convex programming if X is a convex set Minimizing the α-CVaR can be transformed to minimizing a far simpler function F α (x, y). This opens the door to minimize α -CVaR over x X and to apply it to practical risk management problems It is not easy to compute . Thus as in [1] we introduce Lemma 3.1 For each i=1, 2, …, q, is a continuous differential and convex function, and
CVaR with Multiple Losses
f i (x, ξ): R n R m R 1 (i=1, 2
