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Abstract. The ESO Nearby Abell Cluster Survey (the
ENACS) has yielded 5634 redshifts for galaxies in the di-
rections of 107 rich, Southern clusters selected from the
ACO catalogue (Abell et al. 1989). By combining these
data with another 1000 redshifts from the literature, of
galaxies in 37 clusters, we construct a volume-limited sam-
ple of 128 R
ACO
 1 clusters in a solid angle of 2.55 sr
centered on the South Galactic Pole, out to a redshift
z = 0:1. For a subset of 80 of these clusters we can cal-
culate a reliable velocity dispersion, based on at least 10
(but very often between 30 and 150) redshifts.
We deal with the main observational problem that
hampers an unambiguous interpretation of the distribu-
tion of cluster velocity dispersions, namely the contami-
nation by fore- and background galaxies. We also discuss
in detail the completeness of the cluster samples for which
we derive the distribution of cluster velocity dispersions.
We nd that a cluster sample which is complete in terms of
the eld-corrected richness count given in the ACO cat-
alogue gives a result that is essentially identical to that
based on a smaller and more conservative sample which is
complete in terms of an intrinsic richness count that has
been corrected for superposition eects.
Send oprint requests to: A. Mazure
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Based on observations collected at the European Southern
Observatory (La Silla, Chile)
??
Tables 1a and 1b are also available in electronic form at the
CDS via anonymous ftp 130.79.128.5
We nd that the large apparent spread in the relation
between velocity dispersion and richness count (based ei-
ther on visual inspection or on machine counts) must be
largely intrinsic; i.e. this spread is not primarily due to
measurement uncertainties. One of the consequences of
the (very) broad relation between cluster richness and ve-
locity dispersion is that all samples of clusters that are
dened complete with respect to richness count are un-
avoidably biased against low-
V
clusters. For the richness
limit of our sample this bias operates only for velocity
dispersions less than 800 km/sec.
We obtain a statistically reliable distribution of global




800 km/s, is free from systematic errors and biases. Above
this value of 
V
our distribution agrees very well with the
most recent determination of the distribution of cluster









The observed distribution n(> 
V
), and especially its
high-
V
tail above 800 km/s, provides a reliable and dis-
criminative constraint on cosmological scenarios for the
formation of structure. We stress the need for model pre-
dictions that produce exactly the same information as do
the observations, namely dispersions of line-of-sight veloc-
ity of galaxies within the turn-around radius and inside a
cylinder rather than a sphere, for a sample of model clus-
ters with a richness limit that mimics that of the sample
of observed clusters.
Key words: galaxies: clustering   galaxies: kinematics
and dynamics   cosmology: observations   dark matter
1. Introduction
The present-day distribution of cluster masses contains
information about important details of the formation of
large-scale structure in the Universe. In principle, the dis-
tribution of present cluster masses constrains the form and
amplitude of the spectrum of initial uctuations, via the
tail of high-amplitude uctuations from which the clusters
have formed, as well as the cosmological parameters that
inuence the formation process. Recently, several authors
have attempted to use either the distribution of cluster
mass estimates, or of gauges of the mass (such as the
global velocity dispersion, or the temperature of the X-
ray gas) to constrain parameters in cosmological scenarios.
For example, Frenk et al. (1990, FWED hereafter) have
attempted to constrain the bias parameter required by the
CDM scenario through a comparison of their predictions
from N-body simulations with the observed distribution of
cluster velocity dispersions and X-ray temperatures. Sub-
sequently, Henry & Arnaud (1991) have used the distribu-
tion of cluster X-ray temperatures to constrain the slope
and the amplitude of the spectrum of uctuations. More
recently, Bahcall & Cen (1992), Biviano et al. (1993), and
White et al. (1993) have used the distribution of estimated
masses to constrain the cosmological density parameter,
the power-spectrum index, as well as the bias parameter.
For constraining the slope of the spectrum of initial
uctuations through the slope of the mass distribution,
unbiased estimates of the mass (or of a relevant mass
gauge) are required. The latter always require assump-
tions about either the shape of the galaxy orbits, the
shape of the mass distribution, or about the distribution
of the gas temperature. Therefore gauges of the total mass
that are based on directly observable parameters, such as
global velocity dispersions or central X-ray temperatures,
are sometimes preferable. However, the use of such mass
gauges also requires a lot of care. Global velocity disper-
sions, although fairly easily obtained, can be aected by
projection eects and contamination by eld galaxies, as
discussed by e.g. FWED. In addition, velocity dispersions
may depend on the size of the aperture within which they
are determined, because the dispersion of the line-of-sight
velocities often varies with distance from the cluster centre
(e.g. den Hartog & Katgert 1995).
More fundamentally, the velocity dispersion of the
galaxies may be a biased estimator of the cluster po-
tential (or mass) as a result of dynamical friction and
other relaxation processes. In principle, the determina-
tion of the X-ray temperatures is more straightforward.
However, temperature estimates may be aected by cool-
ing ows, small-scale inhomogeneities (Walsh & Miralda-
Escude 1995), bulk motions or galactic winds (Metzler &
Evrard 1994). Also, temperature estimates of high accu-
racy require high spectral resolution and are therefore less
easy to obtain.
To obtain useful constraints on the amplitude of the
uctuation spectrum, it is essential that the completeness
of the cluster sample in the chosen volume is accurately
known. The completeness of cluster samples constructed
from galaxy catalogues obtained with automatic scanning
machines, such as the COSMOS and APM machines (see
e.g. Lumsden et al. 1992, LNCG hereafter, and Dalton
et al. 1992) is, in principle, easier to discuss than that
of the ACO catalogue, which until recently was the only
source of cluster samples. In theory, one is primarily in-
terested in the completeness with respect to a well-dened
limit in mass. In practice, cluster samples based on opti-
cal catalogues can be dened only with respect to richness,
and the relation between richness and mass seems to be
very broad. A further complication is that all optical clus-
ter catalogues suer from superposition eects, which can
only be resolved through extensive spectroscopy. Cluster
samples based on X-ray surveys do not suer from super-
position eects, but they are (of necessity) ux-limited,
and the extraction of volume-limited samples with well-
dened luminosity limits requires follow-up spectroscopy
(e.g. Pierre et al. 1994). The large spread in the relation
between X-ray luminosity and X-ray temperature (e.g.
Edge & Stewart 1991) implies that, as with the optical
samples, the construction of cluster samples with a well-
dened mass limit from X-ray surveys is not at all trivial.
In this paper we discuss the distribution of velocity dis-
persions, for a volume-limited sample of rich ACO clusters
with known completeness. The discussion is based on the
results of our ESO Nearby Abell Cluster Survey (ENACS,
Katgert et al. 1995, hereafter Paper I), which has yielded
5634 reliable galaxy redshifts in the direction of 107 rich,
nearby ACO clusters with redshifts out to about 0.1. We
have supplemented our data with about 1000 redshifts
from the literature for galaxies in 37 clusters.
In Section 2 we describe the construction of a volume-
limited sample of rich clusters. In Section 3 we discuss su-
perposition eects, and introduce a 3-dimensional richness
(derived from Abell's projected, 2-dimensional richness).
In Section 4 we discuss the completeness of the cluster
sample, and we estimate the spatial density of rich clus-
ters. In Section 5 we summarize the procedure that we
used for eliminating interlopers, which is essential for ob-
taining unbiased estimates of velocity dispersion. In Sec-
tion 6 we derive the properly normalized distribution of
velocity dispersions. In Section 7 we compare our distri-
bution with earlier results from the literature, which in-
clude both distributions of velocity dispersions and of X-
ray temperatures. Finally, we also compare our result with
some published predictions from N-body simulations.
2. The Cluster Sample
2.1. Requirements
The observational determination of the distribution of
cluster velocity dispersions, n(
V
), requires a cluster sam-
ple that is either not biased with respect to 
V
, or that
has a bias which is suciently well-known that it can be
corrected for in the observations or be accounted for in
the predictions. If this condition is fullled for a certain
range of velocity dispersions, the shape of the distribution
can be determined over that range. A determination of
the amplitude of the distribution requires that the spatial
completeness of the cluster sample is also known.
Until complete galaxy redshift surveys over large solid
angles and out to suciently high redshifts become avail-
able, it will not be possible to construct cluster samples
that are complete to a well-dened limit in velocity disper-
sion. The only possible manner in which this ideal can at
present be approached is by selecting cluster samples from
catalogues that are based on overdensities in projected dis-
tributions of galaxies (or in X-ray surface brightness). By
selecting only the clusters with an apparent richness (i.e.
surface density in a well-dened range of absolute magni-
tudes) above a certain lower limit, one may hope to obtain
an approximate lower limit in intrinsic richness (i.e. with
fore- and background-galaxies removed).
By virtue of the general (but very broad) correlation
between richness and velocity dispersion one can then ex-
pect to achieve completeness with respect to velocity dis-
persion above a lower limit in 
V
. Below that limit the
cluster sample will be inevitably incomplete with respect
to velocity dispersion, in a manner that is specic for the
adopted richness limit. In other words: observed and pre-
dicted velocity dispersion distributions can be compared
directly above the limiting 
V
set by the richness limit.
For smaller values of the velocity dispersion the predic-
tion should take into account the bias introduced by the
particular richness limit.
2.2. The Southern ACO R  1 Cluster Sample
The ENACS was designed to establish, in combination
with data already available in the literature, a database
for a complete sample of R  1 ACO clusters, out to
a redshift of z = 0:1, in a solid angle of 2.55 sr around




   0

(a
volume we will refer to as the `cone'). For our sample we
selected clusters which at the time either had a known
spectroscopic redshift z  0:1, or which had m
10
 16:9.
Judging from the m
10
 z relation the clusters with m
10

16:9 should include most of the z  0:1 clusters. With this
selection, the contamination from z > 0:1 clusters would




At present, after completion of our project and with
other new data in the literature, the region dened above
Table 1. a. The statistical sample of 128 ACO clusters that
are in the 'cone' and have a main system with z < 0:1, and 14












A0013 37 0.0943 886 96 20.7 98.2
A0074
z
5 0.0654 - 50 15.0 -
A0085
z
116 0.0556 853 59 15.9 55.9
17 0.0779 462 59 15.9 7.7
A0087 27 0.0550 859 50 24.3 47.8
A0119
y
125 0.0442 740 69 17.5 76.1
A0126
z
1 0.0850 - 51 24.3 -
A0133
z
9 0.0566 - 60 15.8 -
A0151
y
63 0.0533 669 72 17.5 39.1
40 0.0997 857 72 17.5 25.2
29 0.0410 395 72 17.5 18.3
A0168 76 0.0450 517 89 16.5 80.2
A0261
z
1 0.0467 - 63 30.5 -
A0277
z
2 0.0927 - 50 16.1 -
A0295 30 0.0426 297 51 24.3 52.6
A0303 4 0.0595 - 50 24.3 18.6
A0367 27 0.0907 963 101 19.5 108.4
A0415
z
1 0.0788 - 67 20.8 -
A0420 19 0.0858 514 55 26.3 46.8
A0423
z
2 0.0795 - 89 24.3 -
A0484
z
4 0.0386 - 50 27.3 -
A0496
z
134 0.0328 682 50 16.8 57.0
A0500
z
1 0.0666 - 58 17.2 -
A0514 82 0.0713 874 78 14.5 68.4
A0524 26 0.0779 822 74 34.4 65.6
10 0.0561 211 74 34.4 25.3
A2361 24 0.0608 329 69 27.3 70.0
A2362 17 0.0608 340 50 25.3 47.4
A2377
z
1 0.0808 - 94 27.3 -
A2382
z
1 0.0648 - 50 17.7 -
A2384
z
1 0.0943 - 72 24.8 -
A2399
z
1 0.0587 - 52 16.1 -
A2400
z
1 0.0881 - 56 23.1 -
A2401 23 0.0571 472 66 18.6 64.9
A2410
z
1 0.0806 - 54 17.7 -
A2420
z
1 0.0838 - 88 26.3 -
A2426 15 0.0978 846 114 26.3 58.5
11 0.0879 313 114 26.3 42.9
A2436 14 0.0914 530 56 27.3 61.4
A2480 11 0.0719 862 108 23.0 80.0
A2492
z
2 0.0711 - 62 18.6 -
A2500 13 0.0895 477 71 82.2 55.3
12 0.0783 283 71 82.2 51.0
A2502
z
0 0.0972 - 58 24.3 -
A2528
z
1 0.0955 - 73 22.0 -
A2538
z
42 0.0832 861 83 19.1 95.3
A2556
z
2 0.0865 - 67 21.2 -
A2559
z
1 0.0796 - 73 28.3 -
A2566
z
1 0.0821 - 67 28.4 -
A2569 36 0.0809 481 56 24.3 70.5
A2599
z
1 0.0880 - 84 16.2 -
A2638
z
1 0.0825 - 123 30.5 -
A2644 12 0.0688 259 59 24.3 28.6














219 0.0762 908 142 15.9 114.1
A2717
y
56 0.0490 512 52 10.8 43.4
A2734 77 0.0617 581 58 12.3 45.9
A2755 22 0.0949 789 120 28.2 90.6
A2764 19 0.0711 788 55 19.6 59.1
A2765 16 0.0801 905 55 47.7 58.7
A2799 36 0.0633 424 63 20.2 71.3
A2800 34 0.0636 430 59 18.6 57.4
A2819 50 0.0747 406 90 23.8 45.2
44 0.0867 359 90 23.8 39.7
A2854 22 0.0613 369 64 28.1 58.0
A2889
z
1 0.0667 - 65 22.0 -
A2911 31 0.0808 576 72 21.3 65.7
A2915 4 0.0864 - 55 25.0 -
A2923 16 0.0715 339 50 42.3 44.8
A2933 9 0.0925 - 77 28.2 86.1
A2954 6 0.0566 - 121 32.2 38.3
A2955
z
0 0.0989 - 56 34.4 -
A3009 12 0.0653 514 54 21.3 56.5
A3040
z
1 0.0923 - 69 17.2 -
A3093 22 0.0830 435 93 22.5 63.5
A3094 66 0.0672 653 80 18.6 65.8
A3107
z
0 0.0875 - 61 20.4 -
A3108 7 0.0625 - 73 30.5 51.7
5 0.0819 - 73 30.5 36.9
A3111 35 0.0775 770 54 18.6 52.9
A3112 67 0.0750 950 116 25.2 92.8
A3122 87 0.0643 755 100 21.4 88.7
A3126
z
38 0.0856 1041 75 29.3 88.1
A3128
y
180 0.0599 802 140 19.4 129.3
12 0.0395 386 140 19.4 8.6
12 0.0771 103 140 19.4 8.6
A3135
z
1 0.0633 - 111 28.6 -
A3144 1 0.0423 - 54 16.3 -
A3151 34 0.0676 747 52 23.8 60.0
A3152
z
0 0.0891 - 51 26.0 -
A3153
z
0 0.0958 - 64 26.0 -
A3158 105 0.0591 1005 85 10.8 82.5
A3194 32 0.0974 790 83 13.3 93.5
A3202 27 0.0693 433 65 28.1 61.3
A3223 68 0.0601 636 100 14.2 69.6
A3264 5 0.0978 - 53 37.6 41.2
A3266
z
158 0.0589 1105 91 19.0 97.1
A3301 5 0.0536 - 172 7.3 -
A3330
z
1 0.0910 - 52 18.0 -
A3334
z
32 0.0965 671 82 29.3 86.9
A3341 63 0.0378 566 87 23.9 59.2
15 0.0776 751 87 23.9 14.1
A3351
z
0 0.0819 - 114 35.0 -
A3360
z
36 0.0848 801 85 34.6 107.7
A3651 78 0.0599 661 75 33.2 91.8
A3667
y
162 0.0556 1059 85 33.2 85.1
A3677 8 0.0912 - 60 25.0 37.7
A3682 10 0.0921 863 66 41.1 97.3
A3691 33 0.0873 792 115 40.9 142.9












A3693 16 0.0910 585 77 25.0 49.5
A3695 81 0.0893 845 123 39.5 137.2
A3696 12 0.0882 428 58 30.6 88.6
A3698
z
1 0.0198 - 71 7.7 -
A3703 18 0.0735 455 52 27.3 44.6
13 0.0914 697 52 27.3 32.2
A3705 29 0.0898 1057 100 32.0 93.3
A3716
z
65 0.0448 781 66 11.6 61.6
A3733 41 0.0389 696 59 4.7 59.4
A3744 66 0.0381 559 70 10.5 62.8
A3764 38 0.0757 671 53 24.0 68.1
A3781 4 0.0571 - 79 16.2 25.4
4 0.0729 - 79 16.2 25.4
A3795 13 0.0890 336 51 31.9 77.0
A3799 10 0.0453 428 50 24.9 50.0
A3806 84 0.0765 813 115 11.7 89.4
A3809 89 0.0620 499 73 20.8 55.5
A3822 84 0.0759 969 113 22.5 112.8
A3825 59 0.0751 698 77 12.0 58.4
A3826
z
1 0.0754 - 62 13.2 -
A3827 20 0.0984 1114 100 28.4 116.7
A3844
z
1 0.0730 - 52 23.0 -
A3879 46 0.0669 516 114 39.5 85.0
A3897 10 0.0733 548 63 21.3 64.8
A3911
z
1 0.0960 - 58 30.5 -
A3921 32 0.0936 585 93 25.0 99.3
A3969
z
1 0.0699 - 55 40.5 -
A4008 27 0.0549 424 66 36.0 64.1
A4010 30 0.0957 615 67 28.2 79.3
A4038
z
51 0.0292 839 117 17.1 110.4
A4053 17 0.0720 731 64 16.2 43.9
9 0.0501 - 64 16.2 23.2
A4059
z
10 0.0488 526 66 11.0 69.9
A4067
z
30 0.0989 719 72 30.5 75.0
Notes: col.(1): A dagger indicates a combination of data
from the ENACS and from the literature, a double dag-
ger indicates that only data from the literature were used;
col.(2): secondary systems are listed if they contain ei-
ther 10 redshifts or 50% of the number of redshifts
of the main system; col.(3): redshift values (or photomet-
ric estimates, indicated by N
z
=0) of clusters for which no
ENACS data exist, were taken from Abell et al. (1989),
Struble & Rood (1991), Dalton et al. (1994), Postman et
al. (1992), West (private communication) and Quintana
& Ramrez (1995)
contains 128 R  1 ACO clusters with a measured or es
timated redshift z  0:1. A spectroscopically conrmed
redshift z  0:1 is available for 122 clusters, while for the
remaining 6 a redshift  0:1 has been estimated on the
basis of photometry. The redshift values (or estimates), if
not from the ENACS, were taken from Abell et al. (1989),
Struble & Rood (1991), Peacock and West (1992, and pri-
vate communication), Postman et al. (1992), Dalton et al.
(1994) and Quintana & Ramrez (1995).
We will show below that the 128 clusters form a sample
that can be used for statistical analysis. Of the 122 redshift
surveys of clusters with z  0:1 in the specied region, 78
were contributed to by the ENACS, either exclusively or
in large measure. In 80 of the 122 redshift surveys we nd
at least one system with 10 or more member galaxies. Of
the latter 80 surveys, 68 were contributed to by our survey.
In Tab. 1a we list several properties of the main sys-
tems in the direction of the 128 clusters (in the `cone' and
with z < 0:1) that constitute the sample on which we will
base our discussion of the distribution of cluster veloc-
ity dispersions, as well as the properties of 14 subsystems
with z < 0:1 that either have 10 redshifts or at least half
the number of redshifts in the main system. In Tab. 1b we
list the same type of data for the other systems described
in Paper I, with at least 10 members so that a velocity
dispersion could be determined. As the latter are outside
the `cone' dened above (or have z > 0:1), they have not
been used in the present discussion but could be useful
for other purposes. A description of the ways in which the
data in Tabs. 1a and 1b have been obtained will be given
in the next Sections.
3. Superposition Eects in the ACO Cluster Cat-
alogue
It is clear from the redshift distributions towards our
target clusters in the ENACS (see Fig. 7 in Paper I) that
for most clusters in the R
ACO
 1 sample the fraction of
fore- and background galaxies is non-negligible.
In Paper I we have discussed how one can identify
the fore- and background galaxies, namely as the `comple-
ment' of the galaxies in the physically relevant systems.
In order to identify the latter, we used a xed velocity
gap to decide whether two galaxies in the survey that are
adjacent in redshift, are part of the same system or of two
separate systems. The minimum velocity dierence that
denes galaxies to be in separate systems was determined
for the ENACS from the sum of the 107 distributions of
the velocity gap between galaxies that are adjacent in ve-
locity. We found that a gap-width of 1000 km/s is sucient
to identify systems, that it does not break up systems in-
advertently, and is conservative in the sense that it does
not eliminate outlying galaxies of a system. Note that the
gap-size of 1000 km/s is geared to the sampling in our sur-
vey and to the average properties of the redshift systems;
for other datasets the required gap-size may be dierent.
Table 1. b. Main systems in the `cone' with z > 0:1 and
N  10 (with relevant secondary systems), and systems outside












A0118 30 0.1148 649 77 35.8 89.1
A0229 32 0.1139 856 77 24.3 83.1
A0380 25 0.1337 703 82 35.8 71.8
A0543 10 0.0850 413 90 244.2 139.3
A0548
y
323 0.0416 842 92 12.2 88.4
21 0.1009 406 5.4
15 0.0868 1060 3.9
A0754
y
90 0.0543 749 92 17.0 101.6
A0957 34 0.0447 741 55 16.8 67.8
A0978 56 0.0544 498 55 16.1 61.4
A1069 35 0.0650 1120 45 17.2 54.5
A1809
y
58 0.0791 702 78 16.0 81.7
A2040 37 0.0461 673 52 15.9 58.4
A2048 25 0.0972 668 75 17.7 59.4
A2052
y
62 0.0350 655 41 17.5 52.5
A2353 24 0.1210 599 51 26.3 59.8
A2715

14 0.1139 556 112 30.5 58.7
A2778 17 0.1018 947 51 11.9 26.7
10 0.1182 557 15.7
A2871 18 0.1219 930 92 48.0 63.0
14 0.1132 319 49.0
A3141 15 0.1058 646 55 16.2 48.5
A3142

21 0.1030 814 78 13.0 50.3
12 0.0658 785 28.7
A3354 57 0.0584 383 54 9.8 33.6
A3365 32 0.0926 1153 68 32.0 91.5
A3528 28 0.0526 969 70 6.2 54.7
A3558
y
328 0.0479 939 226 8.7 127.0
A3559 39 0.0461 443 141 9.3 85.0
11 0.1119 537 24.0
A3562 114 0.0490 1048 129 12.6 140.4
A3864 32 0.1033 940 60 29.5 69.8
Notes: col.(1): an asterisk indicates that the system is in
the `cone', a dagger indicates a combination of data from
the ENACS and from the literature; col.(2): secondary
systems are listed if they contain either 10 redshifts or
50% of the number of redshifts of the main system
The systems that result from applying this procedure to
the ENACS data are given in Tab. 6 of Paper I.
Having identied the systems in the redshift surveys
of our clusters we can quantify the eect of the superposi-
tion of fore- and background galaxies on the ACO richness
estimates. Our observing strategy has been to obtain, for
the target clusters, redshifts for the N brightest galaxies
in a eld consisting of 1 to 3 circular apertures with a di-
ameter of  0:5

. For most clusters in our programme this
Fig. 1.
a) The distribution of f
main
, the fraction of galaxies in the largest system (determined from redshift surveys), for the 80 systems




















); the horizontal dashed line indicates C
ACO
= 50, the vertical dashed line C
3D
= 50.
corresponds roughly to the size of the eld in which the
richness count was determined. We can therefore estimate
an intrinsic `3-D' richness of a cluster as the product of the
fraction f
main
of galaxies that reside in the main system
(i.e. in the system with the largest number of members)
with the total galaxy count obtained by Abell et al. (1989).
The total count is not available in the ACO catalogue
and must be recovered as the sum of the corrected count
C
ACO
published by Abell et al. (1989) and the correction
for the contribution of the eld, C
bck
, that they subtracted
from their measured total count. The intrinsic 3-D rich-









which we replace the statistical eld corrections of Abell
et al. (1989) (based on integrals of the galaxy luminosity
function) by eld corrections based on redshift surveys.
The rst ingredient in the calculation of the intrinsic
3 - D richness is f
main
. In Fig. 1a we show the distribution
of the fraction f
main
for the 80 redshift surveys with N 
10 and z  0:1 in our sample. We estimated f
main
only for
systems with at least 10 measured redshifts, because for
N < 10 the denition of systems is not very stable, so that
the determination of f
main
is likewise not very reliable.
According to Girardi et al. (1993), the minimum number
of galaxies required to obtain a reliable estimate of 
V
also
happens to be about 10. We nd that, on average,  73%






0:1 belongs to the main system.
The correction C
bck
, which accounts for the contribu-
tion of the eld to the total count, was derived as follows.
Abell et al. (1989) describe a parametrization of the back-
ground correction, which is the number of eld galaxies
down to a limiting magnitude of m
3
+ 2 (the limit of the
uncorrected richness count), in the same aperture in which
the total count was made. The latter has a diameter that
is based on the estimated distance through the m
10
 z re-
lation. To calculate C
bck
for a cluster, it is thus necessary




. These parameters are known for
those 65 of the 80 clusters in our sample that are in the
southern part of the ACO catalogue. The other 15 clus-
ters were described by Abell (1958), who did not use a
parametrized estimate of the background, nor did he list
m
3
. Instead, he estimated C
bck
by counting all galaxies
down to m
3
+2 in a eld near each cluster that clearly did
not contain another cluster. To recover an approximate
value of C
bck




. Using 97 R  1 clusters in our sample out to




  0:608, with a spread
of 0.30 mag. Finally, we used the parametrization of Abell
et al. (1989) for these 15 clusters to calculate C
bck
(which
should be very close but need not identical to the value
subtracted by Abell).











). The average and median
values of f
ACO
are both 0.76, i.e. practically identical to
the corresponding values for f
main
. So, on average, the
eld correction C
bck
applied by Abell et al. (1989) was
almost the same as the eld correction we derive from our
redshift surveys. However, f
main
spans a much wider range
than does f
ACO
. It thus appears that the eld correction
of Abell et al. (1989) has probably introduced a consid-
erable noise in the eld-corrected richness estimates. The
reason for this is that their correction was based on an
`average eld', while for an individual cluster the actual
eld may dier greatly from the average.
This conclusion is supported by the data in Fig. 1c,
where we show the relation between C
ACO
, the count cor-
rected for the model eld contribution according to Abell
et al. (1989), and C
3D
, the intrinsic 3-D count calculated
using f
main
, which thus takes into account the actual eld





appear to measure the same quantity, i.e.
the eld correction of Abell et al. (1989) is, on average, in
very good agreement with our estimates from the redshift
surveys. However, the variations in the real eld with re-
spect to the average eld must be mainly responsible for
the very large spread in the values of C
3D
for a xed value
of C
ACO
. As the distribution of points in Fig.1 c seems to





later assume that the statistical properties of a complete
cluster sample with C
ACO
 50 are not dierent from
those of a sample with C
3D
 50.
For an individual cluster, C
3D
is obviously a much
more meaningful parameter than C
ACO
. Yet, one has to be





any bias in the determination
of f
main
could also enter C
3D
. The number of unrelated
fore- and background galaxies is likely to depend on the
redshift of a cluster, and therefore f
main
might depend
on redshift. However, as is evident from Fig. 2a, there is
hardly any indication in our data that this is the case. At
most, there may be a tendency for a slight bias against
low values of f
main
at the lowest redshifts. This is con-
sistent with the fact that for the nearest clusters the eld
contribution is low and may not be very easy to determine
properly. In principle, a slight bias against low values of
f
main
could result in a slight bias against low values of C
3D
for nearby clusters. But, as can be seen from Fig. 2b, there
Fig. 2.
a) The dependence of f
main
(the fraction of galaxies in the largest system) on the redshift of the main system. b) The dependence
of intrinsic richness count C
3D











Secondly, there is a general tendency to select prefer-
entially the richer clusters at higher redshifts, and a bias
could therefore exist against the less rich systems at higher
redshifts. Although the systems with the highest values of
C
3D
are indeed found near our redshift limit, there is no
evidence in Fig. 2b that there is a strong bias against sys-
tems with C
3D
 50 near the redshift limit.
Thirdly, the full problem of the superposition of two
rich systems along the line of sight is not appreciated in
the simple denition of C
3D
, and it is certainly possible
that if two R
ACO
 1 systems are observed in superposi-
tion the most distant one may not be recognized as such.
Fortunately, the probability of such a situation to occur
is low. As is clear from Fig. 2c, there is no tendency for





smaller value of f
main
, as would be expected if superposi-
tion contributed signicantly to the richness. As a matter
of fact, given the density of R  1 clusters (see next Sec-
tion), we expect that for our sample of 128 clusters there
is a probability of about 1% that a superposition of two
R  1 clusters occurs in our data. This is consistent with
the fact that in only one case, viz. that of A2500, we ob-
serve a secondary system with a value of C
3D
> 50.
In principle, the sample of clusters with C
3D
 50 is
to be preferred over the one with C
ACO
 50, as in the
former the eects of superposition have been accounted
for in a proper way. However, C
3D
cannot be used as the
main selection criterion for a cluster sample, because it re-
quires f
main
to be available for all clusters. From Fig. 1c it
appears that, in a statistical sense, a cluster sample with
C
ACO





50 as, apart from the large scatter, the two rich-
nesses are statistically equivalent. As a result of the large
scatter in Fig. 1c, one can dene a subsample of clusters
from the C
ACO
 50 sample that is complete in terms
of C
3D




4. The Completeness of the Sample and the Den-
sity of Rich Clusters
In the following discussion and in the remaining sections
of this paper we will use the term \cluster" to refer to the
main system in Tab. 1a, i.e. the system with the largest
number of redshifts in each pencil beam, unless we explic-
itly state otherwise. Hence, the 14 secondary systems in
Tab. 1a are not included, nor are the systems in Tab.1b,
as the latter are not in the `cone' dened in Section 2.2,
or have z > 0:1.
We have estimated the completeness of our cluster
sample with respect to redshift from the distribution of
the number of clusters in 10 concentric shells, each with
a volume equal to one-tenth of the total volume out to
z = 0:1. The result is shown in Fig. 3. The dashed line
shows the distribution for all 128 C
ACO
 50 clusters out
to a redshift of 0.1. The solid line represents the subset of
80 clusters with at least 10 redshifts (for which a velocity
dispersion is therefore available). Finally, the dotted line
shows the distribution for the subset of 33 clusters with
N  10 and C
3D
 75. Note that in Tab. 1a there are 34
clusters with C
3D
 75 but one of these, A2933, has only
9 redshifts in the main system, whereas the total number






From Fig. 3 it appears that the sample of 128 clusters
with C
ACO
 50 has essentially uniform density, except
for a possible ( 2) `excess' near z = 0:06, and an ap-
parent `shortage' of clusters in the outermost bins. The
`excess' is at least partly due to the fact that several of
the clusters in the Horologium-Reticulum and the Pisces-
Cetus superclusters are in our cluster sample (see Paper I).
As we will discuss in detail in the next Section, the `short-
age' towards z = 0:1 is probably due to a combination of
two eects. Firstly, some clusters that should have been
found by Abell et al. to have R
ACO
 1 and m
10
 16:9
were not. Secondly, near the redshift limit of our sample
Galactic obscuration may have caused some clusters to be
excluded from the sample that they do belong to.
The subset of 80 clusters for which at least 10 redshifts
are available appears to have essentially uniform density
in the inner half of the volume, but a signicantly lower
density in the outer half. This apparent decrease is due to
the fact that, for obvious reasons, the average number of
measured redshifts decreases with increasing redshift; so
much so that for z
>

0:08 the fraction of clusters with less
than 10 redshifts is about 40%. Finally, the density of the
subset of 33 clusters with C
3D
 75 appears constant out
to a redshift of 0.1. This is consistent with the fact that
none of the selection eects that operate for the two other
samples are expected to aect the richest clusters.
4.1. The Sample of 128 Clusters with R
ACO
 1
In constructing our `complete' sample, we have applied
a limit m
10
 16:9 for the cluster candidates without a
spectroscopic redshift. This limit was chosen so that we
would include essentially all clusters with z < 0:1. It is
possible that a few clusters have been missed, but it is
very dicult to estimate from rst principles how many
clusters with z  0:1 have been missed due to the m
10
limit, and we will not try to make a separate estimate for
this eect. However, it is important to realize that the few
clusters that we may have missed as a result of the m
10
limit are unlikely to have z < 0:08.
Fig. 3. The number of clusters in 10 concentric shells, each
with a volume equal to one-tenth of the total volume out to
z = 0:1. The ordinate is volume expressed as a fraction of the
total volume out to z = 0:1. The dashed line represents all
128 clusters in the sample, the solid line the 80 clusters with
N  10, and the dotted line the 33 clusters with C
3D
 75.
It is possible that some clusters that should have been
included were either not recognized by Abell (1958) or
Abell et al. (1989), or have had their richness underesti-
mated and have thus not made it into our sample. To a
large extent, the magnitude of this eect can be estimated
from a comparison with cluster catalogues based on ma-
chine scanning of plates. Below, we will describe such an
estimate. As with the m
10
limit, it is likely that clusters
that have been missed for this reason are mostly in the
further half of the volume.
Recently, two cluster catalogues that are based
on galaxy catalogues obtained with machine scans
of photographic plates have become available, namely
the Edinburgh-Durham Cluster Catalogue (EDCC) by
LNCG, and the APM cluster catalogue by Dalton et al.
(1992). We now proceed to estimate, from a comparison





 50) and m
10
 16:9 may have been missed by
Abell et al. (1989).
In the following we will assume that the C
ACO
 50
criterion translates into a limit of C
EDCC
 30 in the
EDCC richness count. This assumption is supported by
several pieces of evidence. First, the shift between the
distributions of richness count (see Fig. 3 in LNCG) sup-
ports this conclusion, and in particular the respective rich-
ness values at which the incompleteness sets in. Second,





(see Fig. 6 in LNCG).
The `oset' between the two richness counts is probably
largely due to dierent methods used in correcting for the
eld. Third, the very large spread in the relation between
the two richness counts, the reason for which is not so
obvious, results in about one-third of the ACO clusters
with C
ACO
 50 having a count C
EDCC
< 30. Conversely,
about one-third of the clusters in the ACO catalogue for
which LNCG obtained a count of more than 30 does not
meet the R
ACO
 1 criterion (i.e. has C
ACO
< 50).
One can now try to estimate how many clusters with
R
ACO
 1 in our volume have been missed by ACO. Note
that the complementary question, namely how many clus
ters in the ACO catalogue with R
ACO
 1 and m
10
 16:9
do not exist according to LNCG, is not relevant for the
present argument, as such ACO cluster candidates will
have been shown by spectroscopy to be non-existent (there
are probably one or two examples in the ENACS). As to
the rst question we nd, from Fig. 10 in LNCG that
of the clusters in the EDCC without a counterpart in




)  17:7 (which
corresponds to m
10
(V )  16:9) as well as a richness
count C
EDCC
 30 (which we assume to correspond to
C
ACO






), so that Galactic obscuration does
not play a ro^le in this comparison.
Among these 5 clusters, there are two for which the
richness is uncertain, but unlikely to be less than 30. We
therefore conclude that these 5 clusters are most likely true
R  1 clusters that were missed by ACO (for whatever




)  17:1 while




) > 17:3. We assume therefore that
2 clusters with z
<

0:08 have been missed in the solid angle
of the EDCC by Abell et al. (1989), and that the other 3
clusters missed have 0:08
<

z  0:1. As the solid angle of
our sample is 5.1 times larger than that of the EDCC, we
estimate that from our sample 10 R
ACO




0:08, and 15 R
ACO





At rst sight it might seem that these numbers should
be reduced by one-third, because of the fact that only
two-thirds of the C
EDCC
 30 clusters have C
ACO
 50.
However, that would ignore the fact that among the clus-
ters with C
EDCC
< 30, a certain fraction has C
ACO
 50,
of which a few are also likely to have been missed by Abell
et al. (1989). On the other hand, we consider these esti-
mates of the number of clusters missing from our sample
as upper limits, for the following reason. Near the richness
completeness limit of a cluster sample there is some arbi-
trariness in accepting and rejecting clusters due to the un-
certainties in the richness estimates. Because the number
of clusters increases with decreasing C
ACO
, it is likely that
we have accepted slightly more clusters than we should
have done, as a result of the noise in the C
ACO
estimates.
From these arguments we estimate the true number of
C
ACO
 50 clusters in the near half of the volume to be
between 74 and 84, or 79  5 (which then implies a total
number of 158  10 such clusters out to z = 0:1 assuming
a constant space density). The 79  5 C
ACO
 50 clusters







This is slightly higher than most previous estimates of the
density of R
ACO
 1 clusters (e.g. by Bahcall & Soneira
1983, Postman et al. 1992, Peacock & West 1992, and
Zabludo et al. 1993, hereafter ZGHR). The dierence
with other work is largely due to our correction of the
intrinsic incompleteness of the ACO catalogue on the basis
of the comparison with the EDCC. Note that our value
is quite a bit lower than that obtained by Scaramella et
al. (1991) for the Southern ACO clusters. These authors






, which does not
seem to be consistent with our data.
In the determination of the distribution of velocity dis-
persions for the R
ACO
 1 clusters (in Section 6), we will
assume that the incompleteness of the R
ACO
 1 sample
can be corrected for simply by adjusting the density of
clusters by the factor 158/80 (as we have velocity disper-
sions for only 80 out of an implied total of 158 clusters).
This means that we will assume that the incompleteness






z  0:1 is not biased




Our assumption that the total number of R
ACO
 1
clusters is 158  10 immediately implies that we have
missed between 20 and 30 clusters in the outer half of
our volume. It is not easy to account for this number un-
ambiguously from rst principles. However, the number
does not seem implausible. Earlier, we estimated from a
comparison with the EDCC that between 10 and 20 clus-
ters have probably been missed by Abell et al. (1989) in
the outer half of the volume (for whatever reason). This
leaves between about 10 and 20 clusters to be accounted
for by two eects: namely the m
10
limit that we imposed
in the denition of the sample, and the eects of Galactic
obscuration.
Galactic obscuration may indeed have caused some
clusters at low latitudes and close to the redshift limit
to have been left out of the sample. Note, however, that
Peacock & West (1992) argue quite convincingly that
the eects of Galactic obscuration do not operate below
z  0:08, a conclusion that seems well supported by the
data in Fig. 3. For R  1 clusters at latitudes jbj  30






Soneira (1983) and Postman et al. (1992) propose a cluster
selection function varying with galactic latitude as
P (b) = 10
0:32(1 cscjbj)
:
This function also seems to give an acceptable description
for Southern clusters with distance class 5 and 6, and is
supposed to be largely caused by the eects of Galactic
obscuration. For our sample, this would imply that we
have missed about 13% of the estimated total of 158, or
about 21 clusters, as a result of Galactic obscuration. In
the light of the result of Peacock & West (1992), as well





Within the uncertainties, our interpretation of the ob-
served redshift distribution of R
ACO
 1 clusters thus
seems to be consistent with all available information.
4.2. The Sample of 33 Clusters with C
3D
 75 and N  10
In Section 3 we argued, on the basis of the data in Fig. 1c,
that our cluster sample with C
ACO
 50 probably is an
acceptable substitute for a complete sample with C
3D

50. The reason for this is that the two richness values




-line, while the scatter
(even though it is appreciable) appears quite symmetric
around this line. From the same Figure it is also clear that
it is not practically feasible to construct a sample complete
down C
3D
= 50 on the basis of the ACO catalogue. That
would require the ACO catalogue to be complete down to
C
ACO
 20, given the width of the f
main
distribution.
However, the data in Fig. 1c also show that from our
C
ACO
 50 complete sample it is possible to construct a
subsample that is complete with respect to intrinsic rich-
ness for C
3D
 75. In Tab. 1a there are 34 clusters with
C
3D
 75, for one of which no velocity dispersion could be





> 75:0 but for which f
main
is not
available. Using the distribution of f
main
given in Fig. 1a,
we estimate that 10.2 of these would turn out to have
C
3D
 75 if we measured their f
main
. This brings the esti-
mated total number of clusters with C
3D
 75 in Tab. 1a
to 44.2.
Finally, one must add an estimated contribution to




75 clusters that have probably been
missed by Abell et al. (1989). As before, the comparison
between ACO and EDCC allows us to estimate this con-
tribution. In principle, one would want to estimate the
number of clusters missed with C
3D
 75. As the rich-
nesses of 2 of the 5 clusters missed by ACO in the solid
angle of the EDCC are uncertain, this cannot be done.
Therefore, we will assume that the distribution over rich-
ness of the 5 clusters missed is the same as that of all





 75, we estimate that 1.8 of the 5
missing clusters have C
3D
 75. Taking into account the
ratio of the solid angles (see Section 4.1) this implies that
9.2 clusters with C
3D
 75 have been missed by ACO in
our `cone' volume. This brings the estimated total number
of such clusters in the `cone' to 53:4 5, which represents







4.3. Some Remarks on the Quality of the ACO Catalogue
Since serious doubts have been raised over the complete-
ness and reliability of the ACO catalogue, it may be useful
to summarize here our ndings about its quality.
As was shown in Paper I, the redshift data from the
ENACS show that almost all R
ACO
 1 cluster candidates
with m
10
(V )  16:9 and b   30

correspond to real
systems that are compact in redshift space. In only about
10% of the cases an R
ACO
 1 cluster candidate appears
to be the result of a superposition of two almost equally
rich (but relatively poorer) systems.
Comparison between the EDCC and ACO catalogues
shows that at most 15% (i.e. 25=158) of the C
EDCC
 30





(V )  16:9 in the EDCC do not appear in the ACO
catalogue. From this, one can conclude that the ACO cat-
alogue is at least 85% complete for R
ACO
 1 clusters out
to a redshift z  0:1 (see also Briel & Henry 1993). Out to
z = 0:08 the completeness is even higher, viz. 94%. If one
takes into account the eects of Galactic obscuration the
overall completeness of the ACO catalogue for jbj  30

apparently decreases to about 80% (viz. 128=158).
On average, about three quarters of the galaxies in
the direction of R
ACO




the main system, i.e. the eect of fore- and background
contamination is substantial. However, if one takes into
account the eect of eld contamination by deriving C
3D
,
the intrinsic 3-D richness of the clusters, it appears that
the eld-corrected ACO richness is statistically equivalent
to the intrinsic richness. This means that one can use a
complete sample of clusters with C
ACO
 50 to investigate
the statistical properties of a sample of clusters complete
down to C
3D




however shows a large spread; as a result it is not possible
to select from the C
ACO
 50 cluster sample a subsample
that is complete with respect to C
3D




We have thus demonstrated that our sample of 128
clusters in the ACO catalogue with C
ACO
 50 and z 
0:1 can be used as a statistical sample for the study of
the properties of clusters of galaxies. The subsample of
33 clusters with C
3D
 75 and N  10 is truly complete
with respect to C
3D
and can therefore be used to check
the results from the larger sample.
5. The Estimation of the Velocity Dispersions
For a determination of the distribution of cluster velocity
dispersions, one must address several points. First, it is
very important that the individual estimates of the global
velocity dispersions are as unbiased as possible, as any
bias may systematically alter the shape and amplitude of
the distribution. For example, when we identied the sys-
tems in velocity space using a xed velocity gap, we did
not discuss the plausibility of membership of individual
galaxies. Before calculating the global velocity dispersion
we must take special care to remove fore- and background
galaxies that cannot be members of the system on physi-
cal grounds. Leaving such non-members in the system will
in general lead to an overestimation of the global velocity
dispersion. Secondly, it has been shown that the velocity
dispersion may vary with position in the cluster, so that
the global velocity dispersion can depend on the size of
the aperture within which it is calculated. Finally, radial
velocities are generally measured only for a bright sub-
set of the galaxy population. If luminosity segregation is
present this will generally cause the velocity dispersion to
be underestimated.
5.1. The Removal of Interloper Galaxies
It is well-known that in determining velocity dispersions
one has to be very careful not to overestimate 
V
as a re-
sult of the presence of non-members or `outliers'. Recently,
den Hartog & Katgert (1995) have shown that velocity
dispersions will be overestimated due to the presence of
`interlopers', i.e. due to galaxies that have `survived' the
1000 km/s xed-gap criterion for membership, but that
are nevertheless unlikely to be members of the cluster. For
the removal of such interlopers, these authors developed
an iterative procedure that employs the combined posi-
tional and velocity information to identify galaxies that
are probably not cluster members.
The procedure starts by estimating a mass prole from
an application of the virial theorem to galaxies in concen-
tric (cylindrical) cross-sections through the cluster with
varying radii. Subsequently, for each individual galaxy one
investigates whether the observed line-of-sight velocity is
consistent with the galaxy being on a radial orbit with a
velocity less than the escape velocity, or on a bound circu-
lar orbit. If the observed velocity is inconsistent with either
of these extreme assumptions about the shape of the orbit,
the galaxy is agged as an interloper (i.e. a non-member),
and not used in the computation of the mass prole in the
next iteration step. This procedure is repeated until the
number of member galaxies becomes stable, which usually
happens after only a few iteration steps.
In order to ensure that the denition of an interloper
and the value of the cluster velocity dispersion is indepen-
dent of the redshift of the cluster, it is necessary to convert
the velocities of galaxies with respect to the cluster to the
rest frame of the cluster (e.g. Danese et al. 1980). Because
the elimination of interlopers changes the estimated av-
erage cluster redshift (but only slightly) this correction is
applied to the original data in each iteration step.
Fig. 4. The decrease in velocity dispersion as a result of the
removal of interlopers, versus the initial, uncorrected value of
the velocity dispersion.
The procedure has been tested on the set of 75 model
clusters presented by Van Kampen (1994). This set of
model clusters is designed to mimic a sample complete
with respect to total mass in a volume that is comparable
to that of our z  0:1 sample. The initial conditions were
generated for an 
 = 1 CDM scenario. Individual clus-
ter models have reasonable mass resolution and contain
dark matter particles as well as soft galaxy particles that
are formed according to a prescription that involves per-
colation and a virial condition. A typical simulation has







particles. In these models the membership of galaxies fol-
lows unequivocally from the position with respect to the
turn around radius. It appears that the interloper removal
works very well: in the central region (i.e. within the Abell
radius) 90% of the non-members are indeed removed, and
those that are not removed have a velocity dispersion that
is essentialy equal to that of the member galaxies. In the
same region only 0.4% of the cluster members is inadver-
tently removed.
Because the procedure by which we removed interlop-
ers requires a reliable position for the cluster centre and a
reasonably well-determined mass prole, we have applied
it only to the 28 clusters for which at least 50 redshifts are
available. This means that the density of systems with the
largest velocity dispersions may still be somewhat overes-
timated, as some of the largest dispersions are for systems
with less than 50 redshifts. As a result the dispersion dis-
tribution could in reality fall o even slightly steeper to-
wards high dispersions at the high end than it appears to
do. However, for the clusters with less than 50 redshifts we
have used the robust biweight estimator for the velocity
dispersion (see Beers et al. 1990), so that the inuence of
unremoved interlopers in the tails of the velocity distribu-
tion is strongly reduced.
We have used as many redshifts as possible for each
cluster. In 5 cases (i.e. for A0119, A0151, A2717, A3128,
A3667) we have combined existing data from the literature
with the new redshifts obtained in the ENACS. Before
combining the two sets of data we have investigated the
consistency of the two redshift scales. The comparison is
made for galaxies of which the position is the same in both
surveys to within 20
00
. The redshift scales generally agree
to within the uncertainties (see also Tab. 2 in Paper I).
In Fig. 4 we show, for the 28 systems with at least 50
members, the decrease of the global velocity dispersion
as a function of the value of the dispersion before the
interlopers were removed. For dispersions below about 900
km/s the reduction is at most about 10%. It is clear that
the decrease can be much larger for the largest dispersions,
with reductions of as much as 25 to 30%. The point near
the upper right-hand corner refers to A151, before and
after the separation of the 2 low redshift systems. In two
clusters, A85 and A3151, the interloper removal failed to
delete a group of interlopers. In the wedge diagrams the
two groups were clearly compact in velocity and spatial
extent, with a velocity oset of  2000 km/s with respect
to the main system. We have removed these groups by
hand.
Our analysis indicates that systems with global veloc-
ity dispersions larger than 1200 km/s have such low space
density (if they exist at all) that in our volume they do not
occur. This would seem to be at variance with the result
of ZGHR, who nd one cluster, A2152, with a dispersion
of 1346 km/s in a sample of 25 clusters, in a volume that is
about a factor of 5 smaller than ours. However, it must be
said that, had the cluster A2152 appeared in our sample
(with the same number of redshifts that ZGHR had avail-
able, viz. 21), we would probably also have found a high
velocity dispersion. However, had 50 redshifts been avail
able, we would almost certainly have eliminated quite a
few interlopers, and would thereby probably have reduced
the dispersion substantially. Therefore, a distribution of
velocity dispersions becomes less biased towards high dis-
persion values, when the average number of redshifts per
cluster increases.
The absence of systems with very large velocity disper-
sions in our sample is due to the large fraction of systems
for which we could eliminate non-members using a physi-
cal criterion. As we have discussed extensively in Paper I,
it is very unlikely that the absence of very large velocity
dispersions in our sample is due to the method by which
we dened the systems in the rst place. If we had used
the method of ZGHR to dene the systems (see Tab. 6
in Paper I for detailed information) one or two systems
which we have broken up would have remained single.
However, when we identify our clusters with the ZGHR
method and subsequently remove the interlopers, we nd
essentially the same clusters with the same velocity dis-
persions. It thus appears that quite a few of the galaxies
in the clusters for which ZGHR nd a very large velocity
dispersion are unlikely to be members of the system.
5.2. The Eects of Aperture Variations and Luminosity
Segregation
Another possible bias in estimating velocity dispersions
is due to the fact that the velocity dispersion frequently
varies signicantly with distance from the cluster centre
(see e.g. den Hartog and Katgert, 1995). Dierences in
the physical size of the aperture within which the veloc-
ities are measured are inevitable for a sample of clusters
with redshifts between 0.02 and 0.1. However, the sizes of
the apertures used in the observations have a dispersion
of only about 30% around the average value of about 0.9
h
 1
Mpc . On the basis of the velocity dispersion proles
discussed by den Hartog and Katgert (ibid.) and in agree-
ment with Girardi et al. (1993) we estimate that correc-
tions for variations in the aperture in practice are at most
about 10% (and can be both positive and negative). They
are thus substantially smaller than the largest corrections
applied to the dispersions due to interloper removal (which
are exclusively negative). We have decided not to attempt
to apply corrections for aperture variations based on an
average velocity dispersion prole, as this will only intro-
duce noise and is not expected to change the results in a
systematic way.
den Hartog and Katgert (ibid.) found signs of lumi-
nosity segregation in approximately 20% of the clusters
in their sample. Hence, it is necessary to check that our
velocity dispersions are not biased in a systematic way as
a result of the fact that we have sampled for many clus-
ters only the brightest galaxies in the central regions of
the clusters. Luminosity segregation is a manifestation of
the physical processes of mass segregation (heavy galax-
Fig. 5. The apparent distribution of cluster velocity disper-
sions, a) for the sample of 80 clusters with C
ACO
 50 and
z  0:1; b) for the subsample of 33 clusters with C
3D
 75.
ies move slower and their distribution is more centrally
concentrated than that of light galaxies) and velocity bias
(the velocity dispersion of the galaxies is lower than that
of the dark matter particles). The reality of mass segre-
gation and velocity bias is still a matter of dispute (see
e.g. Carlberg 1994, versus e.g. Katz et al. 1992, Biviano et
al. 1992, Lubin & Bahcall 1993, and Van Kampen 1995).
Moreover, signicant mass segregation may not be readily
observable if it is accompanied by signicant variations in
M=L{ratio .
We have tested for the presence of luminosity segrega-
tion in our cluster sample, and will discuss the results in a
forthcoming paper. It appears that luminosity segregation
exists, but that it is exclusively linked to the very brightest
cluster galaxies, which appear to move very much slower
than the other galaxies. As our velocity dispersions are
based on at least 10 (but often many more) redshifts, the
eect of luminosity segregation is completely negligible in
the context of the present discussion.
6. The Distribution of Velocity Dispersions
By virtue of the signicant (but very broad) correlation
between richness and velocity dispersion, the largest veloc-
ity dispersions are in general found in the systems with the
highest richnesses, whereas the low dispersions are found
preferentially in the poorer systems. As a result, any sam-
ple of clusters presently available is biased against low
velocity dispersions, because of the lower limit in richness
that denes the sample. This means that any observed
(and predicted!) distribution of cluster velocity dispersions
refers to a specic richness limit. As a matter of fact, the
distribution will in principle be biased for velocity disper-
sions smaller than the largest value found at the richness
limit; above the latter value the distribution is unbiased.
Our estimates of the apparent distributions of 
V
are
shown in Figs. 5a and b. They refer to the two subsets
of clusters: viz. the complete sample of 80 clusters with
z  0:1 and C
ACO
 50 and the complete subsample of 33
clusters with C
3D
 75. As we discussed before, the latter
is truly complete with respect to intrinsic 3-D richness (i.e.
fore- and background contamination has been taken into
account) and the completeness with respect to redshift is
beyond suspicion. We also found that the sample of 80
C
ACO
 50 clusters can be used as a substitute for a
C
3D
 50 sample. However, as it is somewhat incomplete
near the redshift limit we can derive an unbiased estimate
of the 
V
distribution only if there is no systematic change
in our sample of 
V
with redshift.
Fig. 6. Distribution with respect to redshift and velocity dis-
persion of the 80 systems with C
ACO
 50 and z  0:1.
Fig. 7. The cumulative distribution of cluster velocity disper-
sions. Solid line: for the sample of 80 clusters with C
ACO
 50
and z  0:1. Dotted line: for the sample of 80 clusters with
C
ACO
 50 and z  0:1, but without interlopers removed.




In Fig. 6 we show that there is indeed no evidence for a
signicant correlation of velocity dispersion with redshift





below a redshift of about 0.05 is not considered signicant
in view of the small volume sampled. It is also encourag-
ing that there is no clear bias against systems with low
values of 
V
, between z = 0:08 and z = 0:1. Therefore,
the data in Fig. 6 indicate that the result for the sample
of 80 systems with z  0:1 and with C
ACO
 50 should be
equally reliable as that for the subsample of 33 C
3D
 75
systems, with the advantage of larger statistical weight.
In Fig. 7 we show the cumulative distribution of 
V
for the sample of 80 clusters with C
ACO
 50 (full-drawn
line) and for the subsample of 33 clusters with C
3D
 75
(dashed line). Note that the densities follow directly from
the space densities that we derived in Sections 4.1 and
4.2, and have thus not been scaled to some external clus-
ter density (as is sometimes done in the literature). For
comparison, and to illustrate the eect of the interloper
removal, we also show the cumulative distribution of 
V
for the 80 cluster sample, when no interlopers are removed,
i.e with 
V
for the clusters with 50 redshifts or more de-
termined only with the robust biweight estimator (dotted
line). It is clear that without interloper removal the dis-
tribution of 
V





The (interloper-corrected) distributions for the two




900 km/s. This is not
surprising because, as we will see below, there are hardly
any clusters with 
V
 900 km/s that have C
3D
< 75.
The good agreement therefore just shows that the ratio of
the space densities derived in Sections 4.1 and 4.2 is quite
good. The two distributions also illustrate the bias against
low values of 
V
. The value of 
V
at which the bias sets in
and the magnitude of the bias are seen to depend on the
richness completeness limit of the sample in a way that
is consistent with the discussion at the beginning of this
Section. For the sample with C
3D
 75 the incomplete-
ness starts at 
V
 900 km/s, while for the sample with
C
ACO





 800 km/s the cumulative distribution for the
sample of 80 clusters can be parametrized as follows:
log n(> 
V
) =  5:6  0:0036(
V






< 800 km/s the same distribution also seems
to be described fairly accurately by a power law, but the
signicance of that t is much less apparent because of
the bias that is likely to increase with decreasing 
V
.
ZGHR have tried to correct the bias against low-
velocity dispersion systems by combining clusters and
dense groups. Indeed, it appears that continuation of the
above power law t down to 
V
= 700 km/s would predict,
within the errors, the correct density n(> 700 km/s) for
the combination of clusters and dense groups. However,
as the denition and selection of dense groups is dier-
ent from that of rich clusters, it is not unlikely that the
intrinsic properties of the groups, such as 
V
, as well as
their spatial density may dier systematically from that
of the clusters. Also, for the dense groups a similar bias
operates as for the clusters. Combination of the two 
V
distributions is therefore not without problems.
It is of some interest to have a closer look at the val-
ues of 
V
below which the two distributions are biased as





the samples. These values of 
V
are the maximum values
found near the cut-o in richness, and they can be esti-
mated from Fig. 8, in which we show several distributions
of 
V





, shown in Fig. 8a, it appears that the maximum 
V
near the richness limit C
ACO
= 50 is about 800 km/s.
In Fig. 8b we show 
V
vs. richness for the subset of
ENACS clusters for which either LNCG (squares) or Dal-
ton (priv. comm.; diamonds) give an alternative, machine-
based estimate of the richness. In Fig. 8b the ordinate is
C
EDCC
+ 20 rather than C
EDCC
, because there seems to





20 (see Section 4.1). It is clear that for a richness limit of






In Fig. 8c we show velocity dispersion vs. richness
count C
APM
from the APM cluster catalogue, for the 37
clusters in the APM catalogue of which the positions co-
incide with that of a cluster in our sample to within half
an Abell radius. Note that Dalton et al. (1994) have calcu-
lated the richness inside half an Abell radius and within a
variable magnitude interval based on the luminosity func-
tion in the region of the cluster, in order to be less sen-










= 35 (Efstathiou et al. 1992a). From
Fig. 8c we conclude that the bias against low velocity dis-
persions sets in at 
V
 800 km/s.
From the fact that the three left-hand panels in Fig. 8
are qualitatively very similar we conclude that the large
spread in Fig. 8a is not primarily due to errors in the
values ofC
ACO
, as a similar spread is seen for the two other
catalogues. Therefore, we conclude that the large spread
in velocity dispersion for a xed value of 2-D richness is
probably (at least partially) intrinsic to the clusters.





with the latter based on C
ACO
. It appears that the relation
is less broad than that in Fig. 8a. Apparently, the correc-
tion for superposition eects (which we could only apply
thanks to the redshift information) results in a fairly sig-
nicant decrease of the spread in the relation. In Fig. 8d
the existence of an upper limit to the velocity dispersion
of 900 km/s at the richness limit of 75 is very clearly il-




in Fig. 8d is probably not primarily due to errors in the
values C
ACO
. This is supported by the data in Figs. 8e and
8f , where we show the relation between 
V
and machine-
based counts that have been corrected for superposition
eects.
We conclude therefore that the scatter between 
V
and
richness (in whichever way it is measured) must largely be
intrinsic. In other words: a given velocity dispersion may
be found in clusters of quite dierent richnesses, while
clusters of a given richness span a large range of velocity
dispersion.
7. Discussion
In the following we will make two types of comparison of
the results obtained here with earlier results. First we will
compare with other determinations of the cumulative dis-
tribution of cluster velocity dispersions n(> 
V
), as well
as with the distributions of cluster X-ray temperatures
n(> T
X
). Subsequently, we will discuss the relation be-




7.1. Comparison with Other Data
There are several other determinations of n(> 
V
) in the
literature. Recent papers on the subject are e.g. those by
Girardi et al. (1993), and by ZGHR. The result of Girardi
et al. (1993) is based on a compilation of redshifts for clus-
ter galaxies. As a result, the amplitude of n(> 
V
) is not
known in absolute terms, but has been inferred from the
integrated fraction of clusters together with an external
estimate of the total density of rich clusters. Collins et al.
(1995) also present a distribution of 
V
that is not nor-
malized. On the contrary, ZHGR present, like we do, an
estimate of n(> 
V
) with a calibrated space density. A
comparison with the results of Girardi et al. (1993) and
ZGHR is given in Fig. 9a, where the result of Girardi et
al. (1993) has been scaled to the density of rich clusters
derived in Section 4.1, rather than that given by Bahcall
and Soneira (1983).
Although the previous estimates of n(> 
V
) involved
clipping of `outliers', none employed the removal of inter-
lopers as described in Section 5.1 , and therefore it is not




900 km/s our result is sys-
tematically lower than the other two. Girardi et al. (1993)
obtain a similar slope but a (perhaps not very certain)
















, obtained by Dalton (1992) from application of the ACO cluster denition to





, from the APM cluster catalogue listed in Dalton et al. (1994).








), i.e. the intrinsic richness corrected for superposition eects.











is the number of background galaxies estimated by LNCG.
f) As d) but now for the APM clusters, corrected for superposition eects.
Fig. 9. Comparison of the present cumulative distributions of velocity dispersions with distributions from the literature. The
solid line in both gures refers to our sample of 80 clusters with z  0:1. a) Optical data: Girardi et al. (1993, dotted line),
ZGHR (short dashed line). b) X-ray data: Henry & Arnaud (1991, dashed line) and Edge et al. (1990, dotted line).
amplitude that is at least two times higher than ours. We
do not show the result of Collins et al. separately as it
appears to agree with that of Girardi et al. On the other





900 km/s, but for larger values of 
V
they obtain a
slope that is denitely less steep than ours.




1200 km/s is much more severe than any previous re-
sult based on optical data, namely that the space den-
sity of such clusters is less than one in our survey volume






. As we discussed above, this is al-
most entirely due to our removal from the redshift data
of those interlopers that can only be recognized on the
basis of the combination of radial velocity and projected
position within the cluster.
In Fig. 9b we compare our result with distributions of
the cluster X-ray temperature T
X
by Henry & Arnaud
(1991) and by Edge et al. (1990). In transforming the T
X
scale into a 
V








where  and m
H
have their usual meaning. The reason
for the discrepancy between the two X-ray results is not
known. ZGHR have suggested that the discrepancy is due
to dierences in normalization caused by dierent tting
procedures, sample size and sample completeness. The
agreement between our result and that of Henry & Ar-




800 km/s. Both the
amplitude and the slope agree very well, and to us this
suggests that the removal of interlopers is necessary, and
that our removal procedure is adequate. It also suggests
that the velocity dispersions in excess of 1200 km/s, found
by others, must indeed almost all be overestimates caused
by interlopers. Interestingly, the two results start to di-
verge below 800 km/s. Although one cannot claim that
n(> T
X
) is very well determined in that range there is at
least no contradiction with the conclusion that we reached
in Section 6, namely that our n(> 
V
) must start to be-
come underestimated below 800 km/s as a result of the
richness limit of our cluster sample.
The extremely good agreement between our n(> 
V
)
and the n(> T
X













strongly suggests that X-ray temperatures and velocity
dispersions statistically measure the same cluster prop-
erty. This is in agreement with earlier results of Lubin &
Bahcall (1993), Gerbal et al. (1994), and den Hartog &
Katgert (1995) who also nd that it is not necessary that
the ratio of `dynamical' and X-ray temperatures diers
from 1.0. Of course, in our case this statement only refers
to the sample of clusters, and it has not been proven to
be valid for individual clusters. On the basis of the data
in Fig. 9b we conclude that the average value of  must lie
between 0.7 (the value required if the upper range of our
n(> 
V
) determinations must coincide with the result of
Edge et al. 1990), and 1.1 (the value required if the lower
range of our data must coincide with the result of Henry
& Arnaud 1991).
7.2. Requirements for Useful Comparison with Models
There are quite a few papers in the literature in which
model calculations of clusters of galaxies are presented
from which one can, in principle, derive model predictions
of n(> 
V
). These models are generally of two kinds. First,
there are numerical (or analytical) models of a suciently
large cosmological volume, containing a sample of clusters,
each of which is modeled with relatively low resolution. In
this case one can obtain a direct estimate of n(> 
V
), the
normalization of which is unambiguous. A good example
of this type of model was described by FWED. Secondly,
sets of higher-resolution cluster simulations may be cre-
ated for which the global properties are distributed as
predicted for an arbitrarily chosen, large cosmological vol-
ume. In this case, the normalization of n(> 
V
) depends
on the details of the selection of the set of cluster mod-
els. An example of the latter has been described by Van
Kampen (1994). Of course, in both cases, the resulting
predictions are valid only for the chosen scenario of large-
scale structure formation. We will limit ourselves here to
a brief discussion of various aspects of the comparison be
tween observations and models, and demonstrate the use
of our result in a comparison with the models of FWED
and Van Kampen (1994).
A meaningful comparison between observations and
models requires that one derives from the models a pre-
diction of exactly the same quantity as one has observed.
As we discussed above, our 
V
estimates refer to a cylin-
der with an average radius of 1.0 h
 1
Mpc and a depth of
(about) twice the turn-around radius of the cluster. From
their models, FWED have calculated the line-of-sight ve-
locity dispersion within a sphere with radius equal to the
Abell radius. As the latter excludes the, mostly slowly
moving, galaxies that are near the turn-around radius,
the 
V
values in a sphere are expected to be systemati-
cally higher than in a cylinder with the same radius, by
as much as 10 %. On the other hand, the value of 
V
also
depends on the radius of the cylinder or sphere. On aver-
age, 
V
is expected to decrease with increasing radius of
the cylinder because, on average, the velocity dispersion
tends to decrease with distance from the cluster centre. In
a comparison between our data and the model prediction
of FWED (who use a sphere with radius 1.5 h
 1
Mpc as
compared to our cylinder with radius 1.0 h
 1
Mpc ) we
will assume that the two eects compensate almost ex-
actly. We conclude this from a direct comparison between
the two quantities based on the models of Van Kampen
(1995). As the models by FWED and Van Kampen use
the same 
 = 1 CDM formation scenario, we assume that
this conclusion is also valid for the FWED models.
The values of the global 
V
may depend fairly strongly
on the details of the integration scheme in the N-body sim-
ulations. For instance, the models of FWED do not have
much resolution on the scale of galaxies, since huge vol-
umes (of the order of the volume of the ENACS) had to
be simulated with O(2  10
5
) particles. As a result, the
scale-length for force softening is well over 100 kpc. Van
Kampen (1995) has studied the eect of the softening
scale-length on 
V
and nds that for the FWED scale-
length the velocity dispersions are 15{20% smaller than
for a softening-length of 20 kpc.
Another aspect of the comparison is the identication
of the clusters in (particularly) the large-scale simulations.
FWED identied `galaxies', at the end of the simulation,
as peaks in the density eld, without altering the dynam-
ical properties of the constituent dark particles. First, it
is not clear whether galaxies form solely or preferentially
from peaks in the initial density eld (see e.g. Van de Wey-
gaert & Babul 1994, and Katz et al. 1994). Secondly, Van
Kampen (1995) found that the spatial distribution of the
`galaxies' in his models can dier substantially from that
of the dark matter. The galaxy identication `recipe' can
thus inuence the denition of the clusters and of the clus-
ter sample, as a cluster is identied through the number
of galaxies inside an Abell radius.
Finally, it is possible that in clusters the velocity dis
persion of the galaxies is 10   20% lower than that of the
dark matter, as a result of velocity bias (see e.g. Carlberg
1994 and Summers 1993). The reality of velocity bias is
still controversial (see e.g. Katz et al. 1992, Lubin & Bah-
call 1993 and Van Kampen 1995), and one must be careful
to derive the velocity dispersion of the galaxies from the
models.
7.3. Comparison with Selected Model Predictions
In Fig. 10 we compare our estimate of n(> 
V
) to the
model predictions from FWED and Van Kampen (1994),
which both assume an 
 = 1 CDM formation scenario.
In Fig. 10a we compare our result with the predictions by
FWED, who identied the R  1 clusters in their models
as groups of dark and luminous particles for which the lu-
minosity inside a sphere with Abell radius exceeds 42 L

.
We corrected the FWED velocity dispersions for the ef-
fects of the fairly large softening parameter by multiplying
them by a factor of 1.18. We assumed that the dierences
related to the use of spherical and cylindrical volumes,
as well as dierent sizes of the aperture, compensate. For
a suitable choice of the bias parameter the observations
and predictions can be made to agree fairly well, although




800 km/s the slope of the
observed n(> 
V
) is steeper than that of the predicted
n(> 
V
) for any bias parameter in the range from 2.0 to
2.5. This may be (partly) due to the fact that FWED con-
volved their result with assumed errors in 
V
of about 20








In Fig. 10b we make the comparison with the predic-
tions by Van Kampen (1994), who applied a C
3D
lower
limit for identifying the clusters to be included in the com-
parison. We have scaled his results to the density of rich
clusters derived in Section 4.1. For his models we show
the distributions of 
V
for the galaxies, but for b = 2:2
we also show the distribution for the dark matter; it is
clear that the galaxies and dark matter give essentially
the same n(> 
V
). FWED and Van Kampen (1994) seem
to predict dierent amplitudes of n(> 
V
) for the same
values of the bias parameter. We do not consider this the
proper place to investigate possible explanations for the
dierence. Suce it to say that the dierence between
the cluster identication schemes may well be one of the
causes. The observations and predictions can be made to





800 km/s the slope of the observed n(> 
V
) is sig-
nicantly steeper than that of the predicted n(> 
V
).
From both comparisons we see that for the standard

 = 1 CDM model a large bias parameter is indicated
(between 2.0 and 2.5 for the FWED models and between
2.4 and 2.8 for the models by Van Kampen 1994). For
the commonly accepted low value of the bias parameter
of about 1.0, the models clearly predict too many clusters
Fig. 10. Comparison of the cumulative distribution of 
V
derived in this paper (solid line) with predictions from standard
CDM N-body simulations with dierent values of the bias parameter b.
a:) The dashed lines correspond to distributions of the line-of-sight 
V
computed by FWED in spheres with radius equal to the
Abell radius. These curves were corrected for the aperture eect, the projection eect and the softening eect. The values of b
are 2.0, 2.5 and 3.3 (top to bottom).
b:) Distributions of the line-of-sight 
V
of galaxies in a cylinder with a radius of 1.0 h
 1
Mpc in Van Kampen's (1994) models.
The dashed lines are the distributions for galaxies, for values of b of 1.6, 2.2, and 2.8 (top to bottom). The dotted line gives the
distribution of 
V
computed for the dark matter inside a cylinder for b = 2.2.
with large velocity dispersions. Also, the relative propor-
tions of high- and low-
V
clusters do not seem to be right.
Our result conrms the conclusions by FWED and
White et al. (1993) that the distributions of the veloc-
ity dispersions or masses of rich clusters do not support

 = 1 CDM models with low values of the bias parame-
ter. The high values of the bias parameter, that one infers
from the comparisons in Fig. 10, are in conict with the
results for the normalization of the 
 = 1 CDM models
on larger scales, from comparisons with e.g. the COBE
data (Wright et al. 1992, Efstathiou et al. 1992b), the
power spectrum analysis of the QDOT survey (Feldman
et al. 1994) and the recent analyses of large-scale stream-
ing (Seljak & Bertschinger 1994).




800 km/s our observed distribution n(> 
V
) provides
a very powerful constraint for cosmological scenarios of
structure formation. It will not be too long before detailed
predictions based on the currently fashionable (or other)
alternative scenarios (be it low-density, tilted-spectrum,
vacuum-dominated or neutrino-enriched CDM) can be
compared, in a proper way, to the observational con-
straints. Even though it is worthwhile to try and obtain






800 km/s, it would
seem that the high 
V
tail of the distribution has the
largest discriminating power.
8. Summary and Conclusions
We have obtained a statistically reliable distribution of




800 km/s, is free from
biases and systematic errors, while below 800 km/s it is
biased against low values of 
V
in a way that is dictated
by the richness limit of our sample, viz. C
ACO
 50.
The observed distribution n(> 
V
) oers a reliable
constraint for cosmological scenarios, provided model pre-
dictions are based on line-of-sight velocity dispersions for
all galaxies inside the turn-around radius and inside a pro-
jected aperture of 1.0 h
 1
Mpc , and provided the clusters
are selected according to a richness limit that mimics the
limit that denes the observed cluster sample.





and z  0:1 is 85% complete. We nd that the den-









, which is slightly higher than
earlier determinations (e.g. by Bahcall & Soneira 1983,
Peacock and West 1992, and ZGHR). We show that one
can dene a complete subsample of the C
ACO
 50 sam-
ple that contains all clusters with an intrinsic 3-D richness
C
3D







We nd that cluster richness is a bad predictor of the
velocity dispersion (whether it is based on ACO or ma-
chine counts) due to the very broad correlation between
the two cluster properties. It appears that the spread in
this correlation must be largely intrinsic, i.e. not due to
measurement errors. As a result, all samples of clusters
that are selected to be complete with respect to richness
are biased against low-
V
systems.
The space density of clusters with 
V







. This is in accordance with
the limits from the space density of hot X-ray clusters.
From the good agreement between n(> 
V
) and n(> T
X
)







)  1 and that X-
ray temperature and velocity dispersion are statistically
measuring the same cluster property.
For the low values of the bias parameter (b  1:0)
that are implied by the large-scale normalization of the
standard 
 = 1 CDM scenario for structure formation
this model appears to predict too many clusters with high
velocity dispersions. Approximate agreement between ob-
servations and the 
 = 1 CDM model can be obtained for






3, in agreement with
the earlier conclusions by FWED or White et al. (1993).
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