Suppose that P is the distribution of a pair of random variables (X , Y) on a product space XW x hK with known marginal distributions Px and Py . We study efficient estimation of functions 0(h) = h dP for fixed h : X x F -+ R under iid sampling of (X , Y) pairs from P and a regularity condition on P . Our proposed estimator is based on partitions of both X and F and the modified minimum chi-square estimates of Deming and Stephan (1940). The asymptotic behavior of our estimator is governed by the projection on a certain sum subspace of L2(P), or equivalently by a pair of equations which we call the "ACE equations".
for fixed h : X x F -+ R under iid sampling of (X , Y) pairs from P and a regularity condition on P . Our proposed estimator is based on partitions of both X and F and the modified minimum chi-square estimates of Deming and Stephan (1940) . The asymptotic behavior of our estimator is governed by the projection on a certain sum subspace of L2(P), or equivalently by a pair of equations which we call the "ACE equations". we can (at least heuristically) act as if the marginal df's are known and equal to the empirical df's of the ni2 auxiliary X 's and ni3 Y 's respectively. This model can, of course, also be viewed as a missing data model: the Y 's are missing in the second sample, and the X 's are missing in the third sample. It is also a sub-model of the bivariate censorship model with non-identically distributed censoring variables (see e.g. Dabrowska (1988) ), and deserves consideration and study in its own right. We intend to do this elsewhere. Vitale (1979) has studied a regression version of our problem. He also gives motivations and justifications from census problems and from time series.
In the discrete, or contingency table, setting, this problem has a long history, apparently beginning with Deming and Stephan (1940) , and continuing with the work of Ireland and Kullback (1968) . Despite the considerable knowledge and effort devoted to the discrete problem, the continuous version of the problem has not, to our knowledge, received an adequate treatment. In fact, the estimators we study here for the continuous problem are based on the estimators of Deming and Stephan (1940) , but with the number of cells tending to infinity with sample size n . However, with increasing number of cells as n -e 00, the number of constraints in the discrete problems also increases to infinity, and this makes the large sample study of estimators much more difficult in the continuous problem which we study here than in the discrete problem with fixed number of cells as in Deming and Stephan (1940) .
There is also a long history of inequalities for bivariate distributions in terms of their marginals beginning with Hoeffding (1940) and Frechet (1951) , and continuing in the more recent work of Whitt (1976) and Cambanis, Simons, and Stout (1976) . See Marshall and Olkin (1979) , page 381 for a nice treatment. However, these inequalities, in themselves, apparently do not yield an efficient estimator of F See Haberman (1984) for a discussion of minimum Kullback -Leibler divergence type estimators for this and more general problems involving a fixed finite number of constraints. Since our model can be viewed as one with an infinite number of constraints, Haberman's results do not apply. Sheehy (1987 Sheehy ( , 1988 has extended Haberman (1984) in a study of estimation of probability measures subject to a finite number of constraints. Kullback (1968) and Csiszar (1975) study minimal Kullback -Leibler divergence projections of a given (population) distribution onto the set of distributions with given marginals. The results of Kuilback and Csiszar have been extended to other divergence measures by Ruschendorf (1984) . (He also indicates difficulties in Csiszar's (1975) corollaries 3.1 and 3.2.) Their results have apparently not yet been connected with the estimation problem.
One possible explanation for the longstanding lack of a satisfactory solution to the continuous problem is that the influence function of any efficient estimator cannot be calculated in "closed form," but can only be characterized in terms of a certain pair of equations related to the projection on a certain "sum subspace" of L2(P) . These equations, which we call the "ACE equations" because of the "alternating conditional expectations" algorithm for calculating certain cases of projections of this type, occur repeatedly in this paper, and form the basis for a large part of our treatment of this model. The alternating projections algorithm for calculating a projection on a sum subspace of a Hilbert space is originally due to von Neumann in the early 1930's, but did not appear in print until von Neumann (1949 Neumann ( ), (1950 . It was independently rediscovered by Aronszajn (1950) , Nakano (1953), and Wiener (1955) . See Deutsch (1985) or Kayalar and Weinert (1988) for recent reviews and further developments. Appendix A.4 of Bickel, Klaassen, Ritov, and Wellner (1990) gives a treatment suited to semiparametric models.
Alternating projection methods have received considerable interest and attention in statistics within the past few years in connection with nonparametric (additive) regression and correlation; see e.g. Breiman and Friedman (1985) , Buja (1985) , and Buja, Hastie, and Tibshirani (1989) .
The theory of orthogonal (or spectral) decompositions of bivariate distributions is also closely related to the alternating projection methods, and can, in fact be used to solve our "ACE equations" whenever the spectral decomposition is available. Although we will not pursue this direction here, the rich literature concerning spectral decompositions, beginning with Renyi (1959) and continuing with Lancaster (1958) , (1963) , Eagleson (1964) , Venter (1967) , Dauxois and Pousse (1975) , and Chesson (1976) , should be mentioned. Buja (1985) shows the connections between this theory and the work of Breiman and Friedman (1985) . Use of spectral decompositions for discrete distributions (sometimes known as correspondence analysis or reciprocal averaging) goes back even further, to Fisher (1936) among others; see e.g. Schriever (1986) , chapter 2 for an interesting account.
In fact, the bivariate model with known marginal distributions which we treat here is just one example of a large class of semiparametric models in which the efficient influence function involves a projection on a subspace of a Hilbert space with a sum-space structure. When the subspaces involved in forming the sum-spaces are orthogonal, explicit formulas are usually possible since the projection on the sum-space is then the sum of the individual projections. However, when orthogonality fails (as it does in the present model), explicit formulas are often not availiable, and we are forced to work with the equations defining the projections. As far as we know, this paper is the first instance of a complete proof of asymptotic efficiency of an estimator in any model of this type with two honestly infinite -dimensional nonorthogonal subspaces making up the sum space.
THE ESTIMATOR
Let (X x F, Fx x Fy) be a measurable space, and suppose that F and G are given probability measures on X and K respectively. Let P denote the set of all probability measures on (X x h, Fx x Fy) with the given marginals laws F and G. We let (X ,Y) be the identity map from X xKh' to X xh. Then for P E P we have In other words, P(X E A) = F(A) and P(Y E B) = G(B), while P((X,Y) E C) = P(C) for C E Fx xFy.
For a E (0, 1) , let Pa denote the subset of P satisfying, in addition (1) oh(P) = JJh(x ,y)dP(x ,y) = E h(X ,Y).
To introduce and describe our estimator, we first need partitions of X and K as follows: for a given sample size n let 
Since all pij > 0 by P3 and Fl, all the Nij 's are positive with probability arbitrarily close to 1 for n sufficiently large (see lemma 2 below), and hence
,m} with high probability for n large. This is a "modified minimum chi -square" estimator of the cell probabilities The coupled pair of equations (9) and (10) are an example of the "ACE equations"; similar related equations will reappear repeatedly in the following.
To describe the asymptotic behavior of our estimator Qn given in (11), we need to introduce two key functions. Let u :X -* R and v : -* R be the unique (up to centering and L2(P) equivalence) solutions of the equations
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and -u (X))
where Px E ( IX) and Py = E (-I Y). These are the "ACE equations" again;
compare with equations (9) and (10). The functions u and v yield the components of the projection of h onto the subspace Hx + Hy of L2(P) (which is closed under the assumption that P E Pa ; see lemma 1 in section 3); here Hx {a = a(X): Epa2(X) < 00
and
Thus, letting FI(h IH) denote the projection of h onto the subspace H of the Hilbert space L2(P),
for all a E Hx , b E Hy. The orthogonality relation (16) implies that 
Remarks and further problems. 1. Alternative estimators. Two obvious alternatives to modified minimum chi-square estimation of the pij 's, and hence alternatives to On , are: (i) minimum Kullback -Leibler divergence estimation, and, (ii) maximum likelihood estimation. These estimators are of the forms J5KL = (n-N)ij)ai bj and p,M = (nFNij)(a/(i + bj see e.g. Ireland and Kullback (1968) pages 181 and 180 respectively. In fact, the minimum Kullback -Leibler estimator {A,} is easily computed by "iterative proportional fitting" as originally proposed by Deming and Stephan (1940) . These alternatives deserve further investigation. with m (n) = , and similarly for Bn , with m (n) and k (n ) chosen so that (F1) holds. For general F and G, the partitions can be generated by simply proceeding diadically subject to satisfying (F1). (Fl) together with (P3) implies that the expected number of observations in each cell goes to infinity faster than log n . Of course (P3) alone implies that Hx + Hy is closed; see the proof of lemma 1 in section 5. It would be desirable to weaken the assumption (P3). A first step would be to try to weaken it to just the hypothesis that Hx + Hy is closed. 4. Nonlinear functionals and the estimator as a process. We have only considered one fixed function h in theorem 1. Of course this generalizes immediately to finitely many functions h since a sequence of random vectors converges in probability to zero if and only if each coordinate thereof converges in probability to zero.
This allows for treatment of nonlinear functionals of the form g(fh1dP, h* ,Jhr dP) where g is a fixed differentiable map from Rr to R1 , such as the correlation coefficient, via the delta method. To handle more general nonlinear functionals, it would be useful to deal with the estimator as a process indexed by h E lI c L2(P) ; e.g. for
. Once a result concerning convergence of the entire process is obtained, then many more nonlinear functionals can be treated via the delta method; see e.g. Gill (1989) and Wellner (1989 When the distribution of X is known and discrete, estimation of oh (P) = E Y (i.e. XW = K = R and h (x,y) = y ) has been considered in both finite and random sampling contexts by Jagers, Od6n, and Trulsson (1985 These equations are, of course just discrete analogues of the "ACE equations" (1.11) and (1.12).
We will prove theorem 1 by way of seven lemmas, which we now state. We will then show how the lemmas yield the theorem. Proofs of the lemmas are deferred to section 5. (ii) For any £ > 0 and
,m p.j We first show that the estimator OJn is asymptotically efficient. In view of general asymptotic estimation theory (e.g. Levit (1978) , van We then make some efficiency comparisons with inefficient, but simpler, estimators.
The tangent space P
The tangent space P of the model P at PO E P is defined to be the closure in L2(Po) of the linear span of all score functions of regular parametric submodels through PO . We claim that (1) P = (Hx +Hy)-.
To show that (1) holds, suppose that P0 = regular parametric submodel through P0 E P . Then for any bounded function a = a (x) E e e=( 
Ioo b E Hy.
It follows from (4) and (5) that P C (Hx + Hy)I.
To prove the reverse inclusion, let h E (Hx + Hy)! and P E Pa. Then there is a uniformly bounded function h E (Hx + Hy) L which is arbitrarily close to h in L2(Po); a detailed proof of this claim is given at the end of this section.
Then the parametric model PO = {P: 101 < 00) defined (for some 00 > 0) by dP0 Now the linear functional oh (P) has pathwise derivative 6= (P )(g J h g dP at g E P , so the "canonical gradient" ( Then:
Proof. The assertion follows immediately from (3) iIPxPyll. < (l -x)2 < 1
for P E Pa* We then use the following explicit form of this projection obtained from the pair of equations (1.14) and 
for w E Hx.
Hence proving (13). The corresponding inequality for v holds by symmetry. Since h is bounded, the construction (6) is valid for sufficiently small 0, and hence P(P) D (Hx + Hy)L for P E Pa. L 5. PROOFS OF THE LEMMAS Throughout this section (X , Y) will denote a random vector with distribution P which is independent of the sample (X 1 , Y ) * ,(Xn ,Yn). . 1-az< 1.
Hence, by Kober (1939) or Kato (1976) (ii) As in the proof of (i), but now using both (a) and ( npi.
iNi.
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by ( 
where Exy, En denote expectation with respect to P, IPn respectively. Note that we can represent these operators as matrices: in an obvious notation (as in (2.9) and (2.10)): September 20, 1990 IIPxPyw112 < I 2PywIIX(1-x)2 < IIwI12 (1_-a) Hence the solutions iT, V of (k) and (1) Similarly, with probability converging to 1, the solutions u, iv of the analogous equations corresponding to (3.5) and (3.6) can be written (with probability arbitrarily close to 1 for large n ) as ) for non -random functions w ; and, for any £ > 0,
EPA {Pxw(i))2 . (1 +e)2 pijw2(ij) i i,j with probability converging to 1 as n -> oo for random or nonrandom functions w .
The arguments for (y) and (z) are the same by symmetry, so it suffices to prove (y). To prove (y), we argue conditionally on Ni.; first note that 
