A hyperbolic model for the effects of urbanization on air pollution  by Barbera, E. et al.
Applied Mathematical Modelling 34 (2010) 2192–2202Contents lists available at ScienceDirect
Applied Mathematical Modelling
journal homepage: www.elsevier .com/locate /apmA hyperbolic model for the effects of urbanization on air pollution
E. Barbera a, C. Currò b,*, G. Valenti a
aDepartment of Science for Engineering and Architecture, University of Messina, Contrada di Dio, 98166 Messina, Italy
bDepartment of Mathematics, University of Messina, Contrada Papardo, Salita Sperone, 31, 98166 Messina, Italy
a r t i c l e i n f o a b s t r a c tArticle history:
Received 16 June 2008
Received in revised form 26 October 2009
Accepted 30 October 2009
Available online 6 November 2009
Keywords:
Air pollution
Continuum model
Traveling waves0307-904X/$ - see front matter  2009 Elsevier Inc
doi:10.1016/j.apm.2009.10.030
* Corresponding author.
E-mail addresses: ebarbera@unime.it (E. BarberaA hyperbolic model to study effects of industrialization and urbanization on air pollution
propagation is proposed.
The existence of smooth and discontinuous traveling wave-like solutions, related to the
spread of both the pollution in the atmosphere and the level of urbanization, is discussed.
Validation of the model in point is also accomplished by searching for numerical solutions
of the system of PDEs.
 2009 Elsevier Inc. All rights reserved.1. Introduction
In many different regions air pollution has become a serious problem due to the rapid industrialization and urbanization.
In order to investigate different aspects of this ecological problem, many efforts have been devoted to the development of
models based on different mathematical approaches such as stochastic and deterministic ones.
In recent decades some investigations have been made to study dispersion of air pollutants in the atmosphere [1–6] and
the depletion of resource biomass due to pollution [1,6].
In this paper we intend to study this type of environmental problem for an urban air space where the pollutants increase
due to rise in industrialization and urbanization and are advected by the wind. In particular we assumed weak wind condi-
tions, which occur frequently in almost all parts of the world and more speciﬁcally in tropical regions.
Most commonly used mathematical models with the objective of describing pollutant matter behaviour in space and in
time are based on a parabolic reaction–diffusion system of partial differential equations. Owing to the parabolic character of
this kind of models, the pollutant matter leaving the emission point propagates immediately and it can be noticed at large
distances from the emission point. Therefore, in order to avoid this unrealistic situation, we propose an hyperbolic advective
model following the leading lines of extended thermodynamics [7].
The present paper is organized as follows.
In Section 2, along the lines of modelling of extended thermodynamics theory there is derived an hyperbolic model
describing the effects of industrialization and urbanization on air pollution propagation.
Furthermore, in Section 3 we perform a linear stability analysis around the steady state solutions whereas in Section 4 we
investigate the behaviour of the traveling wave solution admitted by the governing system in point.
In Section 5 we describe the discontinuous traveling wave solutions obtained by combining the behaviour within a phase
plane with the Rankine–Hugoniot shock conditions [8]. Such kind of solution, relevant to a range of mathematical quasi-lin-
ear hyperbolic models, have been noticed in many biological and physical contexts [9–13].. All rights reserved.
), curro@mat520.unime.it (C. Currò), valenti@ingegneria.unime.it (G. Valenti).
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model by looking at the numerical solutions of the full system.
2. Hyperbolic reaction–diffusion model
In order to investigate the effects of population and industrialization on the propagation of the air pollution, we propose a
one-dimensional model in which the concentration of pollutant and the density of cumulative factors such as population and
industries are denoted by cðx; tÞ and Iðx; tÞ, respectively. We assume that the density of cumulative factors increases logisti-
cally with intrinsic growth rate r2 > 0 to a carrying capacity I0 > 0, that is the upper limit of I. As far as the pollution is con-
cerned, we may assume that its concentration increases due to rise in population and industrialization and it is transported
by the wind. Therefore the basic equations are:@c
@t
þ u @c
@x
þ @J
c
@x
¼ QðIÞ  ac;
@I
@t
þ @J
I
@x
¼ r2I 1 II0
 
;
ð1Þwhere u is the wind velocity, Jc and JI are the diffusion ﬂuxes, a > 0 denotes the depletion rate constant and QðIÞ the pollu-
tant source which is taken to be an increasing function of I, given by:Q Ið Þ ¼ Q0 þ Q1I: ð2Þ
being Q0 and Q1 positive constants.
Usually, in the reaction–diffusion models, the most common constitutive equation for dissipative ﬂuxes is represented by
Fick’s law so that the resulting equations are parabolic but this implies an unrealistic ‘‘inﬁnite propagation rate”. Conse-
quently these parabolic models are not suitable to describe wave phenomena despite of the hyperbolic ones which allow
us for analytical solutions.
As it is usual, in order to obtain a hyperbolic model, according to the extended thermodynamics [7], we consider the dis-
sipative ﬂuxes as new ﬁeld variables satisfying general transport equations of the form:@Jc
@t
þ @T
c
@x
¼ Gc;
@JI
@t
þ @T
I
@x
¼ GI;
ð3Þwhere Tc , TI , Gc and GI must be considered as constitutive functions of the whole set of the independent variables ðc; I; Jc; JIÞ.
The functional forms of these new constitutive quantities are restricted by imposing the principle of material frame indiffer-
ence and supposing to be near to the equilibrium state, deﬁned as the state in which the dissipative ﬂuxes vanish, so that the
constitutive functions become linear in Jc and JI , namelyTc ¼ cðc; IÞ þ c1ðc; IÞJc þ c2ðc; IÞJI;
Gc ¼ dðc; IÞ þ d1ðc; IÞJc þ d2ðc; IÞJI;
TI ¼ lðc; IÞ þ l1ðc; IÞJc þ l2ðc; IÞJI;
GI ¼ mðc; IÞ þ m1ðc; IÞJc þ m2ðc; IÞJI:
ð4ÞAs it is usual we require that the resulting equations reduce to Fick’s law in the stationary case so that the constitutive
relations (4) assume the following formTc ¼ cðcÞ; Gc ¼  c
0ðcÞ
Dc
Jc;
TI ¼ lðIÞ; GI ¼ l
0ðIÞ
DI
JI;
ð5Þwhere the prime stands for the derivative of the given function with respect to its argument while Dc and DI are the positive
constant diffusion coefﬁcients. Consequently, the evolution equations (3) become@Jc
@t
þ c0ðcÞ @c
@x
¼  c
0ðcÞ
Dc
Jc;
@JI
@t
þ l0ðIÞ @I
@x
¼ l
0ðIÞ
DI
JI:
ð6ÞA further restriction on the constitutive functions (5) arises from imposing the compatibility of the system (1) and 6) with
the supplementary entropy law@g
@t
þ @/
@x
P 0; ð7Þwhere the entropy density g and the entropy ﬂux / are both considered as constitutive functions of ðc; I; Jc; JIÞ.
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required compatibility between (1), (6) and (7) is ensured if the following relations holdv ¼ v1Jc; w ¼ w1JI;
K ¼ K0ðcÞ; C ¼ C0ðIÞ;
K00 ¼ c0ðcÞv1; C00 ¼ l0ðIÞw1;
ð8Þwhere v1 and w1 are constant. Finally we impose the concavity condition for entropy density g with respect to the ﬁeld vari-
ables which also guarantees that ﬁeld equations (1) and (6) are symmetric and hyperbolic in the sense of Friedrichs–Lax [15]
whence the Cauchy problem is well-posed [7] for suitable smooth initial data. This requirement leads to the following fur-
ther restrictionsv1 < 0; w1 < 0;
c0 > 0; l0 > 0:
ð9Þwhich ensure that the relaxation times occurring in our model sc ¼ Dcc0 and sI ¼ DIl0 are positive as it has to be expected.
Then we rescale the governing equations (1) and (6) by introducing the following change of variableseI ¼ I
I0
; ec ¼ ac
Q1I0
 Q0
Q1I0
; et ¼ t
T
; ex ¼ x
L
; eu ¼ Tu
L
;
eJc ¼ Ta
LQ1I0
Jc; eJ I ¼ TJI
LI0
; ec ¼ T2a
L2Q1I0
c; el ¼ T2l
L2I0
;
er2 ¼ Tr2; ea ¼ Ta; eDI ¼ TDI
L2
; eDc ¼ TDc
L2
;
ð10Þwhere L an d T are typical length and time.
The governing system, after droppinge for notation convenience, becomesUt þ FðUÞð Þx ¼ BðUÞ; ð11Þ
whereU ¼
c
I
Jc
JI
2666664
3777775; FðUÞ ¼
uc þ Jc
JI
c cð Þ
l Ið Þ
2666664
3777775; BðUÞ ¼
a I  cð Þ
r2I 1 Ið Þ
 c0 cð ÞDc J
c
 l0 Ið ÞDI J
I
26666664
37777775: ð12ÞThe characteristic velocities k associated to the governing system arekðÞc ¼
u
2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2
4
þ c0
r
; kðÞI ¼ 
ﬃﬃﬃﬃﬃ
l0
p
; ð13Þwhose reality is ensured by the concavity conditions (9)3,4. The right eigenvectors associated to (13) ared ð Þc ¼
1
0
u
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2
4 þ c0
q
0
2666664
3777775; d ð ÞI ¼
0
1
0
 ﬃﬃﬃﬃﬃl0p
2666664
3777775; ð14Þso that the system (11) is strictly hyperbolic.
Finally, we remark that Eqs. (1)2 and (6)2 are uncoupled and, in the case of l
0
= constant, they recover exactly the hyper-
bolic generalization of the Fisher equation already obtained in several different contexts [16,17].3. Steady solutions and their stability
It is straightforward to ascertain that the system (11) admits two equilibrium states U ¼ ðc; I; Jc; JIÞ, namely
U1  ð0; 0;0; 0Þ; U2  ð1;1;0;0Þ: ð15ÞIn the subsequent analysis we give an insight into the behaviour of the steady solutions above obtained in the two dif-
ferent cases of non-uniform and uniform perturbations.
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by settingFig. 1.
r2 ¼ 0:1c ¼ c þ c expðrt þ ikxÞ;
I ¼ I þ I expðrt þ ikxÞ;
Jc ¼ Jc expðrt þ ikxÞ;
JI ¼ JI expðrt þ ikxÞ;
ð16Þso that we obtainrþ aþ iku a ik 0
0 r r2 1 2Ið Þ 0 ik
ikc0 0 rþ c0Dc 0
0 ikl0 0 rþ l0DI
266664
377775
c
I
Jc
JI
26664
37775 ¼ 0: ð17ÞThe growth factor r solves a characteristic equation which can be factorized in the following two equationsr2 þ aþ c
0
Dc
þ iku
 
rþ c0 k2 þ a
Dc
þ iku
Dc
  
¼ 0
r2  r2ð1 2IÞ  l
0
DI
 
rþ l0 k2  r2
DI
ð1 2IÞ
  
¼ 0:
ð18ÞThe (18)1 admits two complex solutions whose real part is always negative whereas the solutions of (18)2 are real and
negative functions of k if the following condition holdsr2
DI
1 2Ið Þ < k2 6 1
4l0
l0
DI
þ r2 1 2Ið Þ
 2
: ð19ÞThen, it follows that the trivial steady state U1 is unstable, while U2 is stable.
Finally, in the case of uniform perturbations ðk ¼ 0Þ, we may easily see that the equilibria (15) exhibit the same stability
character with respect to non-uniform perturbations as it follows from (18).
This result is in agreement with the numerical solutions of system (11) shown in Fig. 1, obtained with zero ﬂux boundary
conditions. The concentration of pollutant c starts from initial conditions close to ‘‘0” while the cumulative factors density I
starts from 0.5 in the interval (140,160) and both evolve in time approaching to the stable equilibrium U2. The simulation
run from t ¼ 0 to t ¼ 100 and each trace is separated by 25 units. In particular three wind situations are considered: lack ofa b
c d
Numerical solutions of (11) for cðx; tÞ (coloured line) and Iðx; tÞ (black line) with different values of wind velocity ((a) u ¼ 0; (b) u ¼ 1; (c) u ¼ 2). Here
, l0 ¼ c0 ¼ 105, DI ¼ 0:1, Dc ¼ 10, a ¼ 0:1. In (d) a comparison with the three previous scenarios is shown.
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velocity increases as it is shown in Fig. 1d.
4. Traveling waves
As it is well known, some solutions which play an important role for describing the dynamics of hyperbolic reaction–dif-
fusion system are the so-called traveling waves, namely wave fronts connecting two equilibrium states.
In order to study the traveling waves admitted by system (11), we deﬁne a wave coordinate z ¼ x vt with the wave
speed v > 0 and we look for solutions of the form c ¼ cðzÞ, I ¼ IðzÞ, Jc ¼ JcðzÞ, JI ¼ JIðzÞ so that we obtainðv2  uv  c0Þdc
dz
¼ c
0ðcÞ
Dc
Jc  avðI  cÞ;
ðv2  l0Þ dI
dz
¼ l
0ðIÞ
DI
JI  r2vIð1 IÞ;
ðv2  uv  c0ÞdJ
c
dz
¼ c0ðcÞ v  u
Dc
Jc  aðI  cÞ
 
;
ðv2  l0ÞdJ
I
dz
¼ l0ðIÞ v
DI
JI  r2Ið1 IÞ
 
:
ð20ÞOf course, the equilibria admitted by system (20) are exactly the steady state solutions previously determined (15).
Since Eqs. (20)2,4 are uncoupled, we start our analysis from the reduced system, which admits the two equilibria (0,0) and
(1,0).
Now we linearize (20)2,4 around an homogeneous steady state ðI;0Þ by assumingI ¼ I þeIeaz;
JI ¼ eJ Ieaz; ð21Þso we obtain the characteristic equation for al0  v2	 
a2  r2 1 2Ið Þ  l0DI
 
vaþ l
0
DI
r2 1 2Ið Þ ¼ 0: ð22Þwhose solutions are real if the following condition holdsv2 r2 1 2Ið Þ þ l
0
DI
 2
 4l
02
DI
r2 1 2Ið ÞP 0: ð23ÞFurthermore, in order to have a stable equilibrium state, we have to require that the solutions of (22) are both negative,
namelyðl0  v2Þð1 2IÞ > 0;
ðl0  v2Þ½r2ð1 2IÞ  l
0
DI
 < 0: ð24ÞAt (0,0), two possibilities arise from (24), i.e.,if
2l0ð0Þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃDIr2p
DIr2 þ l0ð0Þ 6 v <
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð0Þ
p
ð0; 0Þ is a stable node;
if v >
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð0Þ
p
ð0; 0Þ is a saddle point:
ð25ÞAt equilibrium (1,0), a is always real but the conditions (24) are violated so that we haveif v <
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð1Þ
p
ð1; 0Þ is a saddle point;
if v >
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð1Þ
p
ð1; 0Þ is a unstable node:
ð26ÞTherefore a smooth traveling wave solution connecting the two equilibrium states (0,0) and (1,0) may exist if the con-
dition (25)1 holds. In the next section we will investigate discontinuous traveling wave solutions [18], arising when the con-
dition (25)1 is violated.
In order to analyze the behaviour of traveling wave solutions for the whole system (20), we linearize it around an homo-
geneous steady state ðc; I;0;0Þ so that we obtain the following characteristic equation for ac0  v v  uð Þð Þa2 þ av þ v  uð Þ c
0
Dc
 
a ac
0
Dc
 
 l0  v2	 
a2  r2 1 2Ið Þ  l0DI
 
vaþ l
0
DI
r2 1 2Ið Þ
 
¼ 0: ð27ÞAlso in this case the reality of a is ensured if inequalities (23) holds.
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a ¼ r2 ¼2l0ð0Þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃDIr2p
DIr2 þ l0ð0Þ 6 v < min
uþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃu2 þ 4c0ð0Þp
2
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð0Þ
p( )
) three negative and one positive values for a;
2l0ð0Þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃDIr2p
DIr2 þ l0ð0Þ < min
uþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃu2 þ 4c0ð0Þp
2
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð0Þ
p( )
< v < max uþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ 4c0ð0Þp
2
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð0Þ
p( )
) two negative and two positive values for a;
2l0ð0Þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃDIr2p
DIr2 þ l0ð0Þ < max
uþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃu2 þ 4c0ð0Þp
2
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð0Þ
p( )
< v
) one negative and three positive values for a:
ð28ÞAt the equilibrium U2 we havev < min uþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ 4c0ð1Þp
2
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð1Þ
p( )
) two negative and two positivevalues for a;
min
uþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃu2 þ 4c0ð1Þp
2
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð1Þ
p( )
< v < max uþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ 4c0ð1Þp
2
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð1Þ
p( )
) one negative and three positive values for a;
max
uþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃu2 þ 4c0ð1Þp
2
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ð1Þ
p( )
< v
) four positive values for a:
ð29ÞThe analysis carried on hitherto shows that the equilibria U1 and U2 are not stable, however, if the restriction (28)1 for the
speed v is satisﬁed, the linearized solution in a neighborhood of P1 is given bycðzÞ ¼ eC1ea1z þ eC2ea2z; a1 < 0; a2 > 0;
IðzÞ ¼ eC3ea3z þ eC4ea4z; a3 < 0; a4 < 0; ð30Þwhere eC1, eC2, eC3 and eC4 are constants.
Therefore a traveling wave solution connecting the equilibrium states U1 and U2 may exist if eC2 ¼ 0. This result is in
agreement with the numerical solutions shown in Fig. 2 where cumulative factors, followed by a pollutant wave, invade
an healthy environment.5. Discontinuous traveling waves
In the previous section we found a family of traveling wave solutions which are continuous in both variables and ex-
tended over the whole real axis. We now describe a different type of solution which possess a shock or jump discontinuity
in the cumulative factors density by using the method of approach developed in [18]. This kind of solutions is relevant to a
range of invasive mathematical modelling situations where the dominant motility mechanism is a hyperbolic term rather
than linear diffusion [9–13].Traveling wave solutions of system (11): cðx; tÞ (dotted line) and Iðx; tÞ (solid line) with v ¼ 2l0
ﬃﬃﬃﬃﬃﬃﬃ
DI r2
p
DI r2þl0 ¼ 0:2, l0 ¼ c0 ¼ 10
5, DI ¼ 0:1, Dc ¼ 10,
0:1, u ¼ 0.
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velocities (13), we recast it into the normal formdc
dz
¼ 1ðv2  uv  c0Þ
c0ðcÞ
Dc
Jc  avðI  cÞ
 
;
dI
dz
¼ 1ðv2  l0Þ
l0ðIÞ
DI
JI  r2vIð1 IÞ
 
;
dJc
dz
¼ c
0ðcÞ
ðv2  uv  c0Þ
v  u
Dc
Jc  aðI  cÞ
 
;
dJI
dz
¼ l
0ðIÞ
ðv2  l0Þ
v
DI
JI  r2Ið1 IÞ
 
:
ð31ÞIn the state space ðc; I; Jc; JIÞ the characteristic equationD I; c; Jc; JI
 
¼ v2  uv  c0 cð Þ	 
 v2  l0 Ið Þ	 
 ¼ 0 ð32Þ
deﬁnes, for a ﬁxed value v, a locus, named singular barrier [11–13], of irregular singular points where the solution of (31) may
posses singular behaviour. A smooth traveling wave connecting the two equilibrium points (15) may exist only if the phase
trajectories do not cross the singular barrier. The only exception to this situation is when the nullclines intersect the singular
barrier since at these points, usually indicated as holes in the wall [19], the derivatives may still be ﬁnite because of the zero/
zero indeterminate form. In the next section we will consider a state space connection between the two equilibria crossing
the singular barrier at the hole in the wall.
Discontinuous traveling waves have been introduced in order to describe a situation in which the two steady states lie on
different sides with respect to the singular barrier so that a C1 regular solution cannot exist. In this case we haveD U1ð ÞD U2ð Þ < 0 ð33Þ
and the connection between the two equilibria can be completed by using appropriate Rankine–Hugoniot (R–H) conditions
allowing the trajectories to jump through the singular barrier which is considered as a shock surface for the full governing
system in point.
In particular, since the physical relevant shocks are those propagating with speeds fulﬁlling the Lax entropy condition, we
assume that the real eigenvalues (13) obey the inequality k1 < k2 < k3 < k4 so that if the traveling wave speed v satisﬁes the
Lax conditions [8]k1 U1ð Þ < . . . < kp1 U1ð Þ < v < kp U1ð Þ < . . . < k4 U1ð Þ
k1 U2ð Þ < . . . < kp U2ð Þ < v < kpþ1 U2ð Þ < . . . < k4 U2ð Þ
p ¼ 1; . . . ;4;
ð34Þthen (33) holds. In this case the searched connection consists of a smooth solution relating one of the two equilibrium states
with an intermediate non-equilibrium state and of a shock propagating with the traveling wave speed v. The aim of our later
analysis is to investigate which of the two equilibria U1 or U2 can be connected through the singular barrier by means of the
R–H conditions to another state representing in the state space the end point or, alternatively, the initial point of a smooth
traveling wave trajectory. If UR ¼ ðcR; IR; JcR; JIRÞ and UL ¼ ðcL; IL; JcL; JILÞ represent, respectively, states ahead (unperturbed) and
behind (perturbed) the singular barrier, the R–H conditions applied to (11) giveJcR  JcL ¼ v  uð Þ cR  cLð Þ
JIR  JIL ¼ v IR  ILð Þ
IR  ILð Þv2 ¼ l IRð Þ  l ILð Þ
cR  cLð Þ v2  vu
	 
 ¼ c cRð Þ  c cLð Þ
ð35Þwhere v satisﬁes the Lax entropy condition for a k-shock [20]kk URð Þ < v < kk ULð Þ: ð36Þ
As it is easily seen, the condition (36), once the functional form of the eigenvalue kk has been chosen, determines the
behaviour of the ﬁeld variables across the shock.
In order to show a possible case of discontinuous traveling wave we supposeu
2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2
4
þ c0
r
<  ﬃﬃﬃﬃﬃl0p < ﬃﬃﬃﬃﬃl0p < u
2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2
4
þ c0
r
ð37Þand we choosekk ¼
ﬃﬃﬃﬃﬃ
l0
p
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0 IRð Þ
p
< v <
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0 ILð Þ
p
ð38Þ
E. Barbera et al. / Applied Mathematical Modelling 34 (2010) 2192–2202 2199Now we focus our attention on two different cases concerning the constitutive function l0ðIÞ.
(i) l00ðIÞ > 0, ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃl0ð0Þp < v < ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃl0ð1Þp , in this case the Lax entropy condition (38) is satisﬁed if IL > IR and requires that Iðx; tÞ
will decrease across a stable shock. In line with the analysis developed hitherto, at least in principle, the following pos-
sibilities arise for UR and UL:Fig. 3.
ðI; JIÞ-pl
state (0
discont(i)1 Firstly we assume UL ¼ U2 so that the R–H conditions provide UR ¼ URðU2;vÞ whereupon the searched connec-
tion between U1 and U2 consists of a shock which jumps from U2 to UR and a smooth solution starting from UR
and connecting the steady state U1.
(i)2 Let UR ¼ U1 whence the relations (35) yield UL ¼ ULðU1;vÞ so that the smooth solution starts from the unstable
state U2 and terminates in UL whereas the shock jumps from UL to the steady state U1.(ii) l00ðIÞ < 0, ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃl0ð1Þp < v < ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃl0ð0Þp , in this case the Lax entropy condition (38) implies IL < IR so that we are able to ﬁnd
the same kind of discontinuous traveling wave solutions as in the previous case by interchanging the role of the states
ahead UR and behind UL of the shock.
It is interesting to notice that in the last case (ii), despite of the previous one, the condition (28)1 is not violated, so that a
smooth solution connecting the two equilibrium points and crossing the singular barrier through the hole in the wall can be
found. Such a kind of situation will be illustrated in the next section.
5.1. An illustrative example
As an illustrative example of the general theory described in Section 5 we choose the following functional forms for the
constitutive quantities involved in the modell0ðIÞ ¼ l0 expðhIÞ; c0 cð Þ ¼ c0 ð39Þ
where c0 and l0 are positive constants whereas h is a real constant whose choice allows us to obtain both cases (i) and (ii)
considered in the previous section.
As it is easily seen from (32), in the present case the singular barrier is given byI ¼ 1
h
ln
v2
l0
 
; ð40Þso that, bearing in mind that Eqs. (31)2,4 are uncoupled, we can limit the state space analysis to the ðI; JIÞ-plane. Firstly we
consider the case (i) with a traveling wave speed v such thatﬃﬃﬃﬃﬃﬃ
l0
p
< v <
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0 exp hð Þ
q
; h > 0 ð41ÞWe assume ðIR; JIRÞ ¼ ð0;0Þ and from (35) we obtain ðIL; JILÞ which is meaningful if IL 2 ½0;1 so that vmust obey the further
restriction v <
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0
expðhÞ1
h
q
: The resulting discontinuous traveling wave solution connecting the two equilibria is illustrated,
for a given value of h, in Fig. 3 where the behaviour of the trajectory in the phase plane (Fig. 3a), as well as traveling wave
proﬁles (Fig. 3b) are shown.
The discontinuous shock-structure solution herein showed is useful for the description of invasive phenomena with a
well deﬁned front beyond with the cumulative factor density is zero (Fig. 3b). This scenario may represent, for instance,
an urban development which overexploits or destroys the environmental resources leading a sudden air pollution.a b
Discontinuous traveling wave of the system (31). Here l0 ¼ expðIÞ, c0 ¼ 2:8, v ¼ 0:73, r2 ¼ a ¼ 5, DI ¼ 0:1, Dc ¼ 10, u ¼ 0. (a) Phase-plane plot in the
ane. The phase trajectory (solid line) from (1,0) connects to the point ðIL; JILÞ  ð0:126; 0:092Þ (bullet ()) and the jump takes the proﬁle to the steady
,0). The vertical dotted line represents the singular barrier ðI ¼ 0:0637Þ. (b) Solution proﬁles for I (solid line) and (c) (dotted line) versus z. The
inuities in I and c are outlined with a vertical line.
a b
Fig. 4. Smooth traveling wave crossing the singular barrier at the hole in the wall. Here r2 ¼ a ¼ 0:1, DI ¼ 0:1, Dc ¼ 10, l0 ¼ 105 expðIÞ, c0 ¼ 105, v ¼ 250.
(a) Phase-plane plot in the ðI; JI106Þ-plane of an eteroclinic connection (solid line) between (0,0) and (1,0). The singular barrier (vertical dotted line)
intersects the JI-nullcline (dotted line) at the hole in the wall. (b) Solution proﬁles for I (solid line) and (c) (dotted line) versus z103:
2200 E. Barbera et al. / Applied Mathematical Modelling 34 (2010) 2192–2202In passing we observe that owing to (41) the steady state (0,0) is unstable so that we are not able to ﬁnd a smooth trav-
eling wave connecting an intermediate state to (0,0) and, consequently, we do not analyze the case (i)1.
Finally, for what concerning the case (ii), we consider a traveling wave speed v such thatFig. 5.
travelin
(For intﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0 exp hð Þ
q
< v <
ﬃﬃﬃﬃﬃﬃ
l0
p
; h < 0: ð42ÞIn the present case (0,0) is a stable equilibrium point and we are able to ﬁnd a smooth traveling wave connecting the two
equilibria and crossing the singular barrier through the hole in the wall. Such a situation is illustrated in Fig. 4 where, for a
ﬁxed h < 0, both phase-plane trajectory and traveling wave proﬁles are shown.
6. Conclusions, numerical results and model performance evaluation
Studies concerning the pollution of urban air space have become increasingly important in recent times since our envi-
ronment is more and more polluted by various kinds of industrial discharges, poisonous gas fumes and smokes.
Therefore a hyperbolic model has been proposed to study the effect of the industrialization and urbanization on air pol-
lution with the aim of evaluating the polluting matter behaviour both in space and in time.
It is shown the existence of two steady state solutions corresponding, respectively, to an healthy environment U1 and a
polluted one U2.
In order to describe the invasive behaviour of industrialization and air pollution we have explored the existence of both
smooth and discontinuous traveling wave solutions as a mechanism by which a pollutant wave may propagate into an
empty region. Owing to the hyperbolic structure of the system in point, wave processes occur at ﬁnite velocity, as it is ex-
pected, and the smooth traveling wave speed belongs to a deﬁnite range. On the contrary, when the traveling wave velocity
is greater than its upper limit, no smooth trajectories exist. In this case discontinuous traveling wave solutions are deter-
mined by using R–H and Lax conditions.
Through numerical integration some plots concerning the behaviour of the traveling wave solutions analyzed are shown.
Within the framework of the validation of the proposed model, ﬁrstly we perform the numerical solutions of the full sys-
tem in order to test the stability of both smooth and discontinuous traveling wave solutions, then we compare our model
with a real situation.
6.1. Numerical solutions
First of all we assume as initial condition the traveling wave solution shown in Fig. 2 and we choose zero ﬂux boundary
conditions. The initial solution evolves in two advancing wave fronts for Iðx; tÞ and cðx; tÞ, respectively, as it is shown in Fig. 5a b
Numerical solution of the system (11) for a ¼ r2 ¼ 0:1, l0 ¼ c0 ¼ 105, DI ¼ 0:1, Dc ¼ 10 and t ¼ 0;25;50;75;100. The initial condition is the exact
g wave shown in Fig. 2. (a) u ¼ 0; Iðx; tÞ solid line, cðx; tÞ dotted line. (b) Iðx; tÞ black solid line, cðx; tÞ coloured line (u ¼ 0 red, u ¼ 1 blue, u ¼ 2 green).
erpretation of the references in colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 6. Numerical solution of the system (11) for r2 ¼ a ¼ 0:1, DI ¼ 0:1, Dc ¼ 10, l0 ¼ 105 expðIÞ, c0 ¼ 105 and t ¼ 0;50;100;150: The initial condition is the
exact traveling wave shown in Fig. 4b. Iðx; tÞ solid line, cðx; tÞ dotted line versus x103.
a b
Fig. 7. Numerical solution of the system (11) for l0 ¼ expðIÞ, c0 ¼ 2:8, r2 ¼ a ¼ 5, DI ¼ 0:1, Dc ¼ 10, u ¼ 0 and t ¼ 0;0:5;1;1:5;2: The initial condition is the
discontinuous traveling wave shown in Fig. 3b. (a) Iðx; tÞ and (b) cðx; tÞ.
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unchanged during the propagation. In particular different wind situations are considered and, as it is expected, the shape
of Iðx; tÞ is not affected by the value of the wind velocity whereas cðx; tÞ propagates more rapidly as the wind velocity in-
creases (Fig. 5b).a
b c
Fig. 8. Evolution of CO2 (b) and CO (c) during the period 1980–2005 in comparison with China’s economic growth (a). The dots refer to the data in Table 4 of
[21] rescaled with 109 tons (b), 55 106 tons (c) and 18 103 billion Yuan (a). The abscisses represent the years starting from 1980 till 2005. The curves are
the numerical solution of the system (11) for IðtÞ (a) and cðtÞ (b and c) with l0 ¼ 105, c0 ¼ 105, r2 ¼ 0:18, a ¼ 1, DI ¼ 0:1, Dc ¼ 10.
2202 E. Barbera et al. / Applied Mathematical Modelling 34 (2010) 2192–2202Then in Fig. 6 we plot the temporal evolution of Iðx; tÞ and cðx; tÞ showing the numerical solution of (11) obtained with the
initial condition of the traveling wave represented in Fig. 4.
Finally Fig. 7 plots the temporal evolution of Iðx; tÞ and cðx; tÞ when the initial datum is the discontinuous traveling wave
shown in Fig. 3b.
6.2. Model performance evaluation
Air pollutants released by various sources affect directly or indirectly man and his environment. It is recognized that
vehicular emissions are one important source of air pollution so in a recent study multi-year inventories of vehicular emis-
sions were established in China using the GIS methodology for the period 1980–2005, based on statistical data from year-
books regarding vehicles and roads, and on the emission factors for each vehicle category in each province calculated by
COPERT III program. During the period 1980–2005, China’s economy had grown at an annual average rate of 15%. In a recent
paper (see Fig. 3 in [21]) statistical analysis showed that the increase of emissions were positively correlated with economic
growth (GDP) which had stimulated the increase of vehicle population.
In the following, we compare the continuummodel herein proposed with the data obtained in [21]. We consider the Chi-
na’s economic growth as a measure of the cumulative factors leading to the environmental pollution, represented in our
model by Iðx; tÞ, and we take into account the concentrations of CO2 and CO, whose emissions major contribute to green-
house gases and vehicular pollutants, respectively.
In particular in Fig. 8 we show the time evolution of CO2 and CO during the period 1980–2005 in comparison with China’s
economic growth taking into account the data given in Table 4 of [21], suitably rescaled.
We remark that the hyperbolic model we have proposed allows for analytical solutions and we are currently in the pro-
cess of investigating further features of this ecological problem such as the degradation of resource biomass and the conser-
vation of this resource by a suitable afforestation programs.
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