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Abstract
We prove that a family F of quasiregular mappings of a domain
Ω which are uniformly bounded in Lp for some p > 0 form a normal
family. From this we show how an elliptic estimate on a functional
differences implies all directional derivatives, and thus the complex
gradient to be quasiregular. Consequently the function enjoys much
higher regularity than apriori assumptions suggest.
1 Introduction
The governing equations of geometric function theory and the theory of qua-
siconformal mappings, Teichmu¨ller spaces and so forth are the Beltrami equa-
tions and their nonlinear counterparts, see for instance [5, 10, 7, 8, 9] and
elsewhere. Beltrami equations come in several different flavours. As exam-
ples, let Ω ⊂ C be a domain and let f : Ω→ C be a mapping of Sobolev class
W 1,1loc (Ω) consisting of functions whose first derivatives are locally integrable;
then we have
• C-linear: fz = µ(z)fz, with ellipticity estimate ‖µ‖L∞(Ω) < 1;
• R-linear: fz = µ(z)fz + ν(z)fz , with ellipticity estimate
‖ |µ|+ |ν| ‖L∞(Ω) < 1;
• Autonomous: fz = A(fz), with ellipticity estimate: there is k < 1 so
that for all ζ, η ∈ C
|A(ζ)−A(η)| ≤ k|ζ − η|;
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• Fully nonlinear: fz = H(z, f, fz), with ellipticity estimate: there is
k < 1 so that for all z ∈ Ω and for all w, ζ, η ∈ C, we have
|H(z, w, ζ)−H(z, w, η)| ≤ k|ζ − η|,
with additional conditions on H, see [5, Chapters 7 & 8].
Each of these equations has a seminal application and they are all inter-
related. The apriori assumption that f ∈ W 1,1loc (Ω) is so that we can even
speak of f as a “solution”. Without stronger assumptions on µ or H not
much can be said, but note for instance that µ = 0 on an open set implies f
is holomorphic on that set — Weyl’s Lemma. The higher regularity theory
of these equations typically assumes more on f , for instance f ∈ W 1,qloc (Ω) for
some q with 1 < q ≤ 2 usually depending on the ellipticity constant k, and
in return delivers a far nicer outcome, f ∈ W 1,ploc (Ω) for some p > 2, again
depending on k. Astala’s theorem [1] gives the optimal result in the C-linear
case and can be used to analyse other cases. Questions of existence and
uniqueness are fairly well understood through the topological properties of
these mappings and the well known Sto¨ılow factorisation theorem, [12] and
the references therein, see also [5, §5.5 & §6.1]. However there are intriguing
subtleties in the nonlinear case, see [2, 3].
In this paper we seek general methods to go beyond the W 1,ploc regularity
to seek W 2,ploc estimates, see our Theorem 2. Such estimates have been found
before in special cases, for instance in the study of the autonomous equations
(e.g., [2]), and these estimates have important applications (e.g., [11]) and
serve as a bootstrap for C∞-regularity. It is noteworthy that an elliptic
estimate such as (1) below implies that the derivative fz is quasiregular (a
solution to an elliptic Beltrami equation).
2 Main results
We denote the set of real numbers by R, the set of complex numbers by
C, and the unit disk by D = {z ∈ C : |z| < 1}. We write D(z, r) = {w ∈
C : |w − z| < r} for the open disk with centre z ∈ C and radius r > 0. Thus
D = D(0, 1). We denote the Riemann sphere by C = C ∪ {∞}.
The main results that we present here are the following.
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Theorem 1 Let Ω be a domain in the complex plane C. Let p be a real
number with p > 0. Let F be a family of K–quasiregular mappings f : Ω→ C
which is uniformly bounded in Lp(Ω). Then the family F is precompact, every
sequence contains a locally uniformly convergent subsequence and each limit
function is K-quasiregular (possibly constant) with values in C.
We use this theorem to prove the following result which establishes very
strong regularity from a standard elliptic type estimate.
Theorem 2 Suppose that 0 ≤ k < 1 and that f : Ω→ C is a function in the
Sobolev class W 1,ploc (Ω) for some p > 1 + k. Let a : Ω → R+ be a continuous
function such that 0 < a(z) ≤ dist(z, ∂Ω) for all z ∈ Ω. Suppose further
that for a.e. z ∈ Ω and for every ζ with |ζ | = 1, the function f satisfies the
elliptic estimate
|fz(z + tζ)− fz(z)| ≤ k |fz(z + tζ)− fz(z)| (1)
for all t with 0 < t < a(z). Then the following hold:
1. f ∈ W 2,qloc (Ω) for all q < 1 + 1/k.
2. Each member of the R-linear family
{afx(z) + bfy(z) : a, b ∈ R}
is a 1+k
1−k
-quasiregular mapping, possibly constant.
3. There are measurable functions µ, ν : Ω→ C with |µ|+ |ν| ≤ k a.e. in
Ω such that both directional derivatives fx and fy satisfy the R-linear
Beltrami equation,
hz = µ(z)hz + ν(z)hz , h ∈ {fx, fy}.
4. The complex z−derivative fz is itself quasiregular and satisfies, with µ
and ν as in part 3 above, the R−linear equation
hz =
µ(z)
1− |ν(z)|2
hz +
µ(z)ν(z)
1− |ν(z)|2
hz where h = fz, (2)
and thus fz ∈ W
1,q
loc (Ω) for all
q < 1 + 1/k′, where k′ =
∥∥∥∥ |µ|1− |ν|
∥∥∥∥
L∞(Ω)
≤ k.
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The next result concerns the tangent cone of a quasiregular mapping
and Ho¨lder regularity. We denote the Lebesgue area measure by m and
integration with respect to the complex variable z using the measure m by
dm(z).
Theorem 3 Let f : D → C be quasiregular with f(0) = 0. Suppose that for
some p, q > 0 and for all ǫ sufficiently small we have
∫
D(0,ǫ)
|f(z)|p dm(z) ≤ Cǫ2+q (3)
where C is an absolute constant. Then the family of quasiregular maps
F =
{
1
λq/p
f(λz) : λ ∈ D \ {0}
}
is precompact. Every sequence from F contains a subsequence converging
locally uniformly in D to a quasiregular mapping, or to a constant (possibly
∞).
The Sto¨ılow factorisation theorem [5, Theorem 5.5.1, p. 179] together with
the Ho¨lder continuity properties ofK-quasiconformal mappings tells us, since
f(0) = 0, that if the local index of f at 0 is n ≥ 1, then we have the a priori
bound∫
D(0,ǫ)
|f(z)|p dm(z) ≤ C
∫
D(0,ǫ)
|z|np/K dm(z) =
2πC
2 + np/K
ǫ2+np/K .
So no matter which exponent p > 0 is chosen, there is always an exponent
q > 0 such that (3) holds.
3 Proof of Theorem 2
Let the assumptions of Theorem 2 be satisfied. In particular, p is a fixed
exponent with p > 1+k of which we assume that f : Ω→ C lies in W 1,ploc (Ω).
Let U and V be relatively compact subdomains of Ω with U ⊂ V .
Then a(z) ≥ ε = ε(V ) > 0 on V . We furthermore choose ε so that
2ε < dist (V, ∂Ω). Write V ′ = {z ∈ C : dist (z, V ) < ε} so that V ⊂ V ′
and V ′ ⊂ Ω.
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Fix t and ζ so that 0 < t < ε and |ζ | = 1. Then g(z) = f(z + tζ)− f(z)
is well defined in V ′ and g ∈ W 1,p(V ′).
Due to this and (1), [5, Theorem 5.4.2, p. 175] implies that for each
q ∈ (1+k, 1+1/k), and hence for q = 2, we have g ∈ W 1,qloc (V
′). In particular,
g is continuous and g is K−quasiregular in V ′, where K = (1 + k)/(1− k).
We denote the 2× 2 complex derivative matrix of f by Df = Df(z) and
its matrix (operator) norm by |Df |. If ζ ∈ C is viewed as a column vector
with two real components, we write (Df) ·ζ for the column vector that arises
as the product of Df and ζ . Since f is absolutely continuous on lines, for
almost every z ∈ V , we have
g(z) = f(z + tζ)− f(z) =
∫ t
0
Df(z + uζ) · ζ du
so that
|g(z)| ≤
∫ t
0
|Df(z + uζ)| du
and hence by Ho¨lder’s inequality, for every q ∈ (1 + k, 1 + 1/k), we have
|g(z)|q ≤ tq−1
∫ t
0
|Df(z + uζ)|q du.
It follows that with the notation
ϕt(z) =
1
t
[
f(z + tζ)− f(z)
]
,
we have
∫
V
|ϕt(z)|
q dm(z) ≤
1
t
∫
V
∫ t
0
|Df(z + uζ)|q du dm(z)
≤
∫
V ′
|Df(z)|q dm(z). (4)
The importance of this estimate is that the right hand side does not depend
on t.
The mapping ϕt is alsoK−quasiregular in V
′. Fix q ∈ (1+k, 1+1/k). The
inequality (4) implies that the family of K−quasiregular mappings {ϕt : 0 <
t < ε, |ζ | = 1} is uniformly bounded in Lq(V ). Theorem 1 establishes
the precompactness of this family. In particular, for each fixed ζ and each
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sequence tj → 0, there is a subsequence tjk such that the limit limk→∞ ϕtjk
exists and is K-quasiregular (possibly constant). Since f is differentiable
almost everywhere, such a limit is equal almost everywhere to the directional
derivative ∂ζf of f in the direction ζ . Thus all directional derivatives of f
are K−quasiregular. The directional derivatives of f form an R-linear family
of mappings,
∂ζf = afx + bfy, ζ = a + ib, a
2 + b2 = 1. (5)
Thus, in V , the family of all real multiples of directional derivatives (for all
real a and b, without the restriction a2+b2 = 1 in (5)) of f forms an R-linear
family of quasiregular maps. Since V is arbitrary, the same conclusion holds
in Ω. This proves part 2 of Theorem 2.
The same argument using the function ϕh =
1
h
[
f(z + h) − f(z)
]
, where
0 < |h| < ε, shows that for every sequence hj → 0 there is a convergent
subsequence ϕhjk whose limit is K−quasiregular, possibly constant. The set
of all such limits forms, by definition, the tangent cone to f , and therefore
consists entirely of K−quasiregular mappings.
We next appeal to the Caccioppoli type estimate [5, Theorem 5.4.2,
p. 175], choosing the Lipschitz function η in that theorem to have compact
support in Ω and to satisfy η ≡ 1 on U and η = 0 outside V . This tells us
that for every q ∈ (1 + k, 1 + 1/k), we have
∫
U
|Dϕt(z)|
q dm(z) ≤ CU,V (q)
∫
V
|ϕt(z)|
q dm(z), (6)
where the positive constant CU,V (q) depends only on q, and on U and V
through the specific choice of η.
At every point w ∈ V ′ where ϕt is differentiable, and hence almost every-
where in V ′, we have
|(ϕt)x(w)| ≤ |Dϕt(w)|, |(ϕt)y(w)| ≤ |Dϕt(w)|,
so that
|(ϕt)z(w)| =
∣∣∣∣12
(
∂ϕt
∂x
− i
∂ϕt
∂y
)∣∣∣∣ ≤ |Dϕt(w)|
while by (1), we have
|(ϕt)z(w)| ≤ k|(ϕt)z(w)| ≤ k|Dϕt(w)|.
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Hence, also by (4) and (6), for every q ∈ (1 + k, 1 + 1/k), we have
∫
U
∣∣∣∣fz(z + tζ)− fz(z)t
∣∣∣∣
q
dm(z) +
∫
U
∣∣∣∣fz(z + tζ)− fz(z)t
∣∣∣∣
q
dm(z)
≤ 2CU,V (q)
∫
V
∣∣∣∣f(z + tζ)− f(z)t
∣∣∣∣
q
dm(z)
≤ 2CU,V (q)
∫
V ′
|Df(z)|q dm(z). (7)
Since fx and fy areK−quasiregular in Ω, as we saw earlier, it follows that
for each q ∈ (1 + k, 1 + 1/k), the functions fx and fy belong to the Sobolev
space W 1,qloc (Ω), again by [5, Theorem 5.4.2, p. 175]. Therefore also fz and
fz belong to W
1,q
loc (Ω). Hence the directional derivatives of fz and of fz exist
almost everywhere in Ω.
Fix q ∈ (1 + k, 1 + 1/k) and fix ζ with |ζ | = 1, and for t with 0 < t < ε,
define
Ft(z) = (fz(z + tζ)− fz(z))/t
for z ∈ V ′. Then Ft ∈ W
1,q(V ′). By (7),
∫
U
|Ft|
q ≤ C
∫
V ′
|Df |q
for all these t, where C = 2CU,V (q). We have limt→0 Ft(z) = ∂ζfz(z) for
almost every z ∈ U . By Fatou’s lemma, we have ∂ζfz ∈ L
q(U). Similarly,
∂ζfz ∈ L
q(U). Taking ζ = 1 and ζ = i and then taking linear combinations
of the resulting directional derivatives, we find that also each of the functions
fzz, (fz)z, (fz)z, and (fz)z belongs to L
q(U), and there is a uniform upper
bound for their norms in Lq(U). Since U is arbitrary and q is only subject
to q ∈ (1 + k, 1 + 1/k), it follows that f ∈ W 2,qloc (Ω) for each q ∈ (0, 1 + 1/k).
This proves part 1 of Theorem 2.
Associated to an R-linear family F of 1+k
1−k
−quasiregular mappings of a
domain Ω, there are measurable functions µ, ν : Ω→ C such that each h ∈ F
satisfies the R-linear equation
hz = µ(z)hz + ν(z)hz , a.e. in Ω (8)
with the elliptic bounds |µ(z)| + |ν(z)| ≤ k for almost every z ∈ Ω. For
this result, see [6]. In [4] there is a further discussion of this fact, and the
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uniqueness of µ and ν is also proved. Therefore fx and fy satisfy the equation
(8). This proves part 3 of Theorem 2.
Applying (8) with h = fx and h = fy as appropriate, we find that
2(fz)z = (fx − ify)z = µ(z)(fx)z + ν(z)(fx)z − i
[
µ(z)(fy)z + ν(z)(fy)z
]
= µ(z)(fz)x + ν(z)(fz)x − i
[
µ(z)(fz)y + ν(z)(fz)y
]
= 2µ(z)(fz)z + 2ν(z)(fz)z
= 2µ(z)(fz)z + 2ν(z)
[
µ(z)(fz)z + ν(z)(fz)z
]
Hence we obtain the following equation for fz:
(1− |ν(z)|2)(fz)z = µ(z)(fz)z + ν(z)µ(z) (fz)z
This proves (2) in part 4 of Theorem 2. With h = fz, µ1 = µ/(1 − |ν|
2)
and µ2 = µν/(1 − |ν|
2), we may write this as hz = µ1hz + µ2hz. We have
|µ1| + |µ2| = |µ|/(1 − |ν|) ≤ ||µ/(1 − |ν|)||L∞(Ω) almost everywhere. Write
k′ = ||µ/(1− |ν|)||L∞(Ω). Since |µ|+ |ν| ≤ k < 1 a.e., it follows that k
′ ≤ k.
Now [5, Theorem 14.2.2, p. 369] implies that h = fz is K
′−quasiregular,
where K ′ = (1 + k′)/(1 − k′), and then [5, Theorem 5.4.2, p. 175] implies
that fz belongs to W
1,q
loc (Ω) for all q ∈ (0, 1 + 1/k
′). This proves part 4 of
Theorem 2 and hence completes the proof of Theorem 2. 
Of course the most natural way that the elliptic estimate (1) is produced
is from the nonlinear autonomous Beltrami equation fz = A(fz) with the
elliptic Lipschitz estimate
|A(ζ)−A(η)| ≤ k|ζ − η|, k < 1, for all ζ, η ∈ C.
Actually, the method of “frozen coefficients” enables the nonlinear Beltrami
equation fz = H(f, fz) to be studied in this way as well, see [3].
4 Proof of Theorem 3
Let the assumptions of Theorem 3 be satisfied. It is clear each member of F
is quasiregular with the same distortion bounds as for f . We wish to prove a
uniform bound for all g ∈ F in Lp(D), where p > 0 is as in the assumptions
of Theorem 3. We compute that∫
D
∣∣∣f(λz)
λq/p
∣∣∣p dm(z) = 1
|λ|q
∫
D
|f(λz)|p dm(z) =
1
|λ|2+q
∫
D(0,|λ|)
|f(z)|p dm(z) ≤ C
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when |λ| is small enough. So we obtain a uniform bound in Lp on the
quasiregular family { f(λz)
λs
: λ ∈ D\{0}}. Now Theorem 1 implies Theorem 3.
5 Quasiregular families bounded in Lp.
We now present the proof of our main result, Theorem 1.
The conclusion of the theorem is already known to be valid if the elements
of F are uniformly bounded in L∞(Ω). We also note that if 0 < p < 1,
then Lp(Ω) is not a Banach space, but of course the Lp–norm ||f ||p =(∫
Ω
|f(z)|p dm(z)
)1/p
is well defined.
Let {fk}
∞
k=1 be a sequence in F . The Sto¨ılow factorisation theorem, [5,
Theorem 5.5.1, p. 179], allows us to write
fk = ϕk ◦ gk (9)
where each gk : C → C is K–quasiconformal with gk(∞) = ∞ and ϕk :
gk(Ω) → C is holomorphic. Let ai, i = 1, 2, be distinct points of Ω and let
ψk : Cˆ → Cˆ be a Mo¨bius transformation such that ψk(gk(ai)) = ai, i = 1, 2,
and ψk(∞) =∞. Writing
fk = ϕk ◦ ψ
−1
k ◦ ψk ◦ gk
we see that we can replace gk by ψk ◦ gk so that we may and will in fact
assume that each gk fixes two points of Ω and the point at infinity. Then the
family {gk : Ω → C} is precompact and passing to a subsequence without
changing notation, we may assume that gk → g locally uniformly in Ω,
where g : Ω → C is K–quasiconformal (in fact, we may choose g : C → C).
Similarly we write ϕk for ϕk ◦ ψ
−1
k .
In view of these properties of the functions gk, to obtain the conclusion of
the theorem it suffices to prove that the functions ϕk form a normal family
in every relatively compact subset of g(Ω), which we now proceed to do.
Let the domain W be a relatively compact subset of g(Ω). Next, let the
domain U be a relatively compact subset of Ω such that W ⊂ g(U). Then
there is a domain V ⊂ g(Ω) such that g(U) ⊂ V and V is a compact subset
of g(Ω). Since gk → g uniformly on U , we have W ⊂ gk(U) ⊂ V for all large
k; we may assume that this is true for all k.
We denote the Jacobian determinant of g by J(w, g). Now each gk is
K-quasiconformal in Ω and so by Astala’s Theorem J(w, gk) ∈ L
q(U) for
each q ∈ [1, K
K−1
).
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We need the following lemma.
Lemma 1 Let Ω be a planar domain and let U be a relatively compact do-
main in Ω. Suppose that for all k ≥ 1, the mapping gk : Ω → C is K-
quasiconformal, that gk : Ω → C is K-quasiconformal, and that gk → g
locally uniformly on Ω. Then there is a constant C = C(q,K) such that for
every q with 1 ≤ q < K
K−1
, we have
∫
U
J(w, gk)
q dm(w) ≤ C
∫
U
J(w, g)q dm(w). (10)
Proof. We suppose that U = B is a relatively compact disk in Ω, the general
result follows in an elementary manner. Under the hypotheses we have gk →
g uniformly on B and for all sufficiently large k, |gk(B)| ≤ |g(B)|+ 1 < ∞,
where |A| denotes the area of the set A. The local uniform convergence on
Ω implies weak convergence of the Jacobians,
∫
Ω
ϕ(z) J(z, gk) dm(z)→
∫
Ω
ϕ(z) J(z, g) dm(z)
for every ϕ ∈ C∞0 (Ω). See Corollary, p. 141, and Theorem 9.1, p. 216 in
[13]. We recall that if J is the Jacobian of a K-quasiconformal mapping and
ω = Js, where −1
K−1
< s < K
K−1
, then ω is an Ap-weight for all
p >
{
1 + s(K − 1), 0 ≤ s < K
K−1
1− s
K
(K − 1), −1
K−1
< s ≤ 0
, (11)
see [5, Theorem 13.4.2]. With s = q we have [5, (13.56)]
1
|B|
∫
B
J(z, gk)
q dm(z) ≤ C(q,K)
(
|gk(B)|
|B|
)q
≤ C
(
|g(B)|+ 1
|B|
)q
(12)
where C = C(q,K) is finite. Thus the sequence {J(z, gk)} is uniformly
bounded in Lq(B) and we may extract a weakly convergent subsequence
in Lq(B). Since J(z, g) also lies in Lq(B) this weak limit must in fact be
J(z, g), and every weakly convergent subsequence will have the same limit.
The result follows. 
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We can now use Ho¨lder’s inequality to see that if q′ = q
q−1
> K and s > 0,
we have∫
W
|ϕk(z)|
s dm(z) ≤
∫
gk(U)
|ϕk(z)|
s dm(z)
=
∫
gk(U)
|(fk ◦ g
−1
k )(z)|
s dm(z)
=
∫
U
|fk(w)|
sJ(w, gk) dm(w)
≤
(∫
U
|fk(w)|
sq′ dm(w)
)1/q′ (∫
U
J(w, gk)
q dm(w)
)1/q
≤ C
(∫
U
|fk(w)|
sq′ dm(w)
)1/q′ (∫
U
J(w, g)q dm(w)
)1/q
.
Thus if fk = ϕk ◦ gk is uniformly bounded in L
sq′(U) for some q′ > K, then
the sequence {ϕk} is uniformly bounded in L
s(W ).
Now fix any q with 1 ≤ q < K/(K − 1). This determines q′ = q
q−1
> K.
Then choose s = p/q′ > 0. Hence sq′ = p. By the assumption of Theorem 1,
we see that the numbers
∫
W
|ϕk(z)|
s dz are uniformly bounded. Now it
follows from Lemma 2 below that the functions ϕk(z) are locally uniformly
bounded inW and therefore that all the other claims of Theorem 1 are valid.
Lemma 2 Let Ω be a domain in C. Suppose that s and M are positive real
numbers. Let F be a family of holomorphic functions f : Ω → C such that
one of (a) and (b) below holds.
(a) For all f ∈ F , we have
∫
Ω
log+ |f(x+ iy)| dx dy ≤M.
(b) For all f ∈ F , we have
||f ||s =
(∫
Ω
|f(x+ iy)|s dx dy
)1/s
≤M.
Then the functions in F are locally uniformly bounded in Ω, F is a normal
family in Ω, and the limit of every locally uniformly convergent sequence of
functions in F is holomorphic in Ω.
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Proof. Let f ∈ F .
Suppose that b ∈ Ω and set d = dist (b, ∂Ω) > 0. For 0 < r < d, write
L(r, f) =
1
2π
∫ 2π
0
log+ |f(b+ reiθ)| dθ,
Is(r, f) =
1
2π
∫ 2π
0
|f(b+ reiθ)|s dθ.
Since log+ |f | and |f |s are subharmonic in the disk D(b, d) = {z : |z−b| < d},
we have
log+ |f(b)| ≤ L(r, f),
|f(b)|s ≤ Is(r, f)
for every r ∈ (0, d). Also, since log+ |f | and |f |s are subharmonic in D(b, d),
the functions L(r, f) and Is(r, f) are increasing functions of r for 0 < r < d.
Denote the annulus {z : d/2 < |z − b| < d} by A. Applying each of the
above inequalities with r = d/2, and then multiplying both sides by r and
integrating with respect to r from d/2 to d we get
(3/8)d2 log+ |f(b)| = (1/2)(d2 − (d/2)2) log+ |f(b)|
≤
∫ d
d/2
L(d/2, f) r dr ≤
∫ d
d/2
L(r, f) r dr
=
1
2π
∫
A
log+ |f(x+ iy)| dx dy ≤
M
2π
if the assumption (a) is satisfied, and similarly
(3/8)d2|f(b)|s ≤
∫ d
d/2
Is(r, f) r dr
=
1
2π
∫
A
|f(x+ iy)|s dx dy ≤
Ms
2π
if the assumption (b) is satisfied.
Thus
|f(b)| ≤ exp
(
4M
3πd2
)
in case (a), and
|f(b)| ≤M
(
4
3πd2
)1/s
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in case (b). This proves that the functions in F are locally uniformly bounded
in Ω, and the remaining claims now follow from standard results in complex
analysis. This completes the proof of Lemma 2. 
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