Character expansion expresses extended HOMFLY polynomials through traces of products of finite dimensional R-and Racah mixing matrices. We conjecture that the mixing matrices are expressed entirely in terms of the eigenvalues of the corresponding R-matrices. Even a weaker (and, perhaps, more reliable) version of this conjecture is sufficient to explicitly calculate HOMFLY polynomials for all the 3-strand braids in arbitrary (anti)symmetric representations. We list the examples of so obtained polynomials for R = [3] and R = [4], and they are in accordance with the known answers for torus and figure-eight knots, as well as for the colored special and Jones polynomials. This provides an indirect evidence in support of our conjecture.
Introduction
Knot polynomials [1] attract a new attention these days, because they provide a non-trivial generalization of conformal blocks and possess a vast variety of non-trivial interrelations, which deserve investigation and understanding (see [2] for a recent review and references).
Nowadays there are two main approaches to knot polynomials, implied by consideration of Chern-Simons theory [3] in two different gauges. In the holomorphic gauge Az = 0, the 3d functional integral reduces to the one-dimensional Kontsevich integral, expanded in chord diagrams with polylogarithmic coefficients and closely related to the Vassiliev invariants [4] . In the temporal gauge A 0 = 0, the 3d functional integral reduces to an ordered product of quantum R-matrices standing at the vertices of the knot diagram, obtained by projection of the knot onto 2-dimensional plane [5, 6, 7] . This representation is at the moment the most convenient tool for study of the knot polynomials.
In [8, 9] we proposed to use this representation for construction of a character expansion of the HOMFLY [10] and superpolynomials [11] , promoting them to extended knot polynomials, depending on infinitely many time-variables (like τ -functions do). These quantities are no longer topological, only braid invariants, yet instead are easily studied by a variety of powerful matrix model methods. In particular, one can obtain generic explicit formulas in terms of a finite number of finite-dimensional matrices for arbitrary number m of strands in the braid. Such a braid is parameterized by a sequence of integers B = a 11 , . . . , a 1,m−1 | a 21 , . . . , a 2,m−1 | . . . | a n1 , . . . , a n,m−1
and the corresponding HOMFLY polynomial is equal to
This formula represents the HOMFLY polynomial as a linear combination of the Schur polynomials S Q in the irreducible representations Q appearing in the product
and they are described by the Young diagrams of size m|R|: m times bigger than the size of R. Eq.(2) looks like a direct generalization of the celebrated Rosso-Jones formula [12] for the torus knots, only the coefficients C RQ in front of the Schur polynomials S Q are in general represented as traces of the R-matrices and Racah mixing matrices U over the spaces of intertwining operators M Q R , while for the torus knots there is a much simpler Adams rule [12] to determine these coefficients.
If S Q = S Q {p} are the Schur polynomials of arbitrary time variables (actually they depend on the first Q times), one has an extended HOMFLY. It is this space of all time variables where the Adams rule
is applicable (and C torus RQ ∼ q 2n/mκQ c torus RQ , see (7)). Only on this space the character decomposition is unambiguously defined for m > 3 and |R| > 1. The standard topologically invariant HOMFLY polynomials (Wilson-loop averages in Chern-Simons theory) appear on the topological locus in the time-variable space (a kind of a Miwa transform with finitely many Miwa variables):
and are normalized as q−q −1 . For R-matrices in (2) there is a simple general expression: they act on any irrep Q as diagonal matrices of the size dim(M Q R ) with the eigenvalues r Q α , all taken (with appropriately chosen signs) from the set of the exponentiated symmetric group characters, eigenvalues κ T of the cut-and-join operator [13] W [2] W [2] S T {p} = κ T S T {p},
where t a are the lengths of the lines of Young diagram T . The relevant T in the case of (2) are the ones which appear in the expansion of a product of just two representations R:
To see which eigenvalues contribute to R Q , one should look at the representation product tree [14] (R ⊗ R) ⊗ R = R ⊗ R ⊗ R = R ⊗ (R ⊗ R)
and pick up representations T which contribute at a given Q.
The orthogonal Racah mixing matrix U Q describes the rotation in the space M Q R , corresponding to the transformation between the left and right decompositions in (9) To have a complete description of HOMFLY polynomials one just needs to know the mixing matrices. For m = 3 (three-strand braids) these are just the standard Racah coefficients, the problem being that they are well known [15] only for the SU q (2) group,which is far not sufficient for our purposes of constructing the HOMFLY polynomial at arbitrary A = q N , i.e. for arbitrary SU (N ). In fact, in order to build a comprehensive and interesting theory of knot polynomials on the base of (2), one needs some clever description of generic U Q , revealing their structure, not just concrete expressions. Some steps have been already made in this direction in [9, 14, 16, 17, 18] , see also [6] for a fruitful parallel development. In particular, in [19, 18] the general structure of mixing matrices is described for arbitrary m, but only for the fundamental representation R = . The present paper is a step in "orthogonal" direction: for |R| > 1, but only for m = 3, when there is just one mixing matrix. Finally a synthesis of both developments is needed.
What we do in the present paper, we formulate a conjecture about the form of the mixing matrix. Basically, we suggest that U Q depends only on the eigenvalues of the corresponding R Q . If this was the case, then one could take the known SU q (2) formulas, express them through eigenvalues and then use the same expression in all other cases just by substituting the other eigenvalue sets, relevant in particular situations. However, so far we managed to get such expressions only for dim(M Q R ) = 2, 3, 4, 5 (for mixing matrices of the sizes up to 5) , what is sufficient only for calculations in representations [2] , [3] , [4] , [5] . Hence, it is not quite clear at the moment if the conjecture is true in general.
For calculations in symmetric representations R = S r = [r], however, a weaker form of the conjecture is sufficient, since the relevant eigenvalue sets are somewhat special. Accepting the conjecture in this weaker form, one looses a test (the very possibility to express the Racah matrix through the eigenvalues of associated R Q ), but instead one gets a tool for calculating H B S r in arbitrary symmetric representation (antisymmetric representations Λ r are then obtained by the application of the duality transform H R ′ (A, q) = H R (A, −1/q) for the transposed Young diagram R ′ ). All this makes our calculation not a derivation from the first principles, and justification comes from the possibility to reproduce the known answers in particular examples. For such examples we use the torus knots (the Adams rule), the figure eight (4 1 ) knot [17] and the colored special [8, ?] and Jones [21] polynomials. For m = 3 and R = [3] , [4] the tests are positive, so our conjecture, at least in its weak form (i.e. for the special sets of the R Q -eigenvalues) is justified. Also of crucial important is a synthesis with [18] and similar calculations for at least m = 4 (where a number of other examples are known from [22] and [23] ). The question of primary importance would be a similar calculation for non-symmetric representation R = [21] and, better, for non-hook R = [22] and also non-symmetric R = [32], where non-trivial new effects are expected from the study of the special (super)polynomials [8, 24] and of the Alexander polynomials [17, 25] .
In what follows, in ss.2-3 we formulate our conjectures and in further sections provide associated (hypothetical) formulas for the mixing matrices. Our main result is formulated in s.9.1. In the tables we provide explicit expressions for colored ([1] , [2] , [3] and [4] ) HOMFLY polynomials for the first few m = 3-strand knots. Making use of eq.(2) and equations for the mixing matrices of ss.4-8, one can obtain analogous results for any given 3-strand braid B = {a 1 , b 1 |a 2 , b 2 | . . .} by a half minute MAPLE or Mathematica calculation.
The fundamental representation R = [1]: a hint of conjecture
To make use of (2) , one first of all needs to know the decomposition (3) . For a 3-strand knot and the fundamental representation R = [1] 
and there is a single non-trivial 2 × 2 mixing matrix U [21] . Eq.(2) in this case is just H a1,b1|... . . .
Here we used the fact that the two R matrix eigenvalues, associated with T = [2] and T = [11] in the pair decomposition [1] ⊗ [1] = [2] + [11] , are ξ 1 = q κ [2] = q and ξ 2 = −q κ [11] = −1/q respectively, and we borrowed the 2 × 2 mixing matrix from [14] . From now on we often omit the index q, whenever it can not cause a confusion (with the similarly denoted Young diagrams for symmetric representations). We also use a convenient notation {x} = x − x −1 . The Schur polynomials (SU (N ) characters) in this particular case are This formula is rigorously proved and known to reproduce all the 3-strand HOMFLY polynomials in the fundamental representation [14] .
However, let us reverse the logic. Imagine that the group theory calculation in [14] has not been done, and we do not know the answer for U [21] from the first principles, which is actually the case in more complicated situations. Can there be an alternative, indirect way to obtain U ? One can attempt to use three pieces of knowledge, which are always available: formula (12), the Rosso-Jones formula (4) for the torus knots and the eigenvalues of the matrix R [21] . It is immediate to see that this is indeed enough, at least, in this particular case.
Indeed, since
the Adams rule (4) and its counterpart for links imply that the coefficients C [1] , [21] should have definite values −1 and 2 for the 3-strand torus knots and links respectively. At the same time, since for the torus knots/links [3, n] all a 1 = b 1 = . . . = a n = b n = 1, from (12) the coefficient in front of S 21 is equal to Tr
n . Comparing these two statements, one obtains:
and this implies that the two eigenvalues of the product
, this is actually enough to obtain U [21] .
It is clear that if the U -matrix is unambiguously obtained from such a reasoning, it will depend only on the matrix R, and since R is diagonal in this basis, U will depend only on the eigenvalues of R. Let us denote this eigenvalues via ξ 1 and ξ 2 . At the same time, an orthogonal 2 × 2 matrix U depends on a single parameter: mixing angle, and we denote its sine and cosine through c and s respectively; of course, c 2 + s 2 = 1. Finally, if ξ 1 ξ 2 = −1, the r.h.s. of (15) should be multiplied by (−ξ 1 ξ 2 ) n so that the characteristic equation for U is
Thus, we see that
is equal to ξ 1 ξ 2 , i.e. that
Moreover, one can substitute ξ 1 and ξ 2 in this formulas by their normalized counterparts
where
is the size of the mixing matrix U (in our current example N = 2), and the sign in front of the product drops out of the answer for U . It is however convenient to adjust it so that no roots of unity appear in intermediate formulas (in our case it deserves choosing minus sign). Substituting ξ 1 = q and ξ 2 = −1/q, one obtains
We shall see below that formula (18) works nicely not only for Q = [21], but in many (all?) other situations when the size of the mixing matrix U Q is N = 2.
Eigenvalue conjectures: strong and weak forms
Now we are ready to formulate our main conjectures:
1. The mixing matrix U Q depends only on the eigenvalues ξ α (α = 1, . . . , N ) of the corresponding R-matrix R Q .
2. It actually depends on the normalized eigenvaluesξ α .
This is the strong form of our conjectures. The weak form (w) implies that this is true not for arbitrary sets {ξ α }, but only for those, which actually appear as eigenvalues of R-matrices, i.e. for ξ α = ±q κ T (α) . An even weaker form (ww) is that this is true only when eigenvalues of R Q are made from ±q κT , where the Young diagrams T have no more than two lines. Since T are representations contributing to decomposition of R ⊗ R, this actually means that conjectures are restricted to R which are pure symmetric representations (described by the single line diagram R = [r]). Of course, answers for the duality-related antisymmetric representations are also available in this case.
The weakening refers actually only to applicability of the conjectures. Since so far we looked only at a restricted set of examples, we actually tested them only in the weakest form. At the same time, we found explicit expressions for the U -matrices through arbitrary sets of eigenvalues {ξ α } only for N = 2, 3, 4, 5; thus it is not clear, if the strongest form of the conjecture is at all viable.
Still, if true, the conjectures are very powerful. The crucial point is that for a very special set of eigenvalues, that is, in the case of SU q (2) Racah coefficients the U -matrices are fully known. It is, however, highly non-trivial to rewrite them in terms of the corresponding eigenvalues, and the "minimal" expression of such a type, if exists at all, looks to be unique: eq. (18) for N = 2 is a perfect example. Once it is found, one has the complete knowledge of the arbitrary U -matrices, de facto of generic Racah matrices for SU q (∞). It is still unclear for us if the things can work this way for N > 5.
However, conjecture 2 implies that, whenever the two sets of normalized eigenvalues {ξ α } are the same, the U -matrices coincide. It turns out that for all representations Q ∈ [r] ⊗3 , i.e. appearing in the decomposition of three symmetric representations, the normalized eigenvalues are the ones, appearing in the known SU q (2) Racah series (of course, the eigenvalues themselves are different, but normalization makes them the same!) This allows one to solve completely the problem for arbitrary symmetric (and antisymmetric) representations.
Representation [2]
This case is studied in detail in [16] . We use the mixing matrices, found in that paper, to illustrate our conjectures. The R-matrix eigenvalues are defined in the channel [ 
in this example we have two 2 × 2 mixing matrices and one 3 × 3, which in this case corresponds to the two line Young diagram and can be directly found from the SU q (2) Racah coefficients. The mixing matrices are [16] :
They are deduced in [16] by the same trick: comparison with the Rosso-Jones formula for the torus knots. The only difference from s.2 is that now ξ 1 ξ 2 = 1. It is easy to check that these matrices are given by rule (18) . The 3 × 3 mixing matrix is found in [16] in a rather sophisticated form, see eqs.(51) and (52) of that paper, but the final answer is rather simple:
The question is whether it follows from some generic eigenvalue formula, a counterpart of (18) . The answer is affirmative, see eq.(39) below.
Representation [3]
The R-matrix eigenvalues in the four different channels in [3] 
This time we labeled the mixing matrices U Q by the eigenvalues of the corresponding R Q , in accordance with our conjectures. These conjectures are also used, when the contributions of Q = [621] and Q = [54] are unified: the R-matrices are the same and we assume that the same is true for the mixing matrices. Moreover, conjecture 2 implies that
i.e. these mixing matrices are given by expressions, already known from the study of R = [1] and R = [2] . The "new" mixing matrices are
So, what is our way to define these matrices? Our suggestion is to make use of the known Racah coefficients for the SU q (2) algebra. They involve only the Young diagrams with at most two lines, but under our conjectures this appears sufficient to define the mixing matrices like (30).
6 Racah coefficients for SU q (2)
The Racah matrix (i.e. basically the 6j-symbols) u 
This matrix is exactly what we call the mixing matrix U RQ above and below. The crucial feature of representation theory is that the fusion properties of representations, in particular, the entries u In this section we briefly remind some well-known SU q (2) formulas and demonstrate how they can be used, if our conjectures are true.
When R is a one-line diagram with p boxes (we use p instead of r, because in our applications they are not always the same), i.e. a symmetric representation R = [p], then T and T ′ are of the form [2p − j, j], while Q can be a one-, two-or three-line diagram. Three-line Q's are not seen at the SU q (2) level, where one can consider only Q of restricted form,
In other words,
and the elements of the (k + 1) × (k + 1) Racah matrix are labeled as u
In the remaining part of this section we list these matrices and express their entries through the eigenvalues of the corresponding R-matrices. The 2-line representations with 0 ≤ k ≤ p, which are explicitly mentioned in (31) are distinguished by simplicity of these eigenvalues: they are equal to 
2 × 2
The SU q (2) Racah matrix of size 2 × 2 is
and is obtained for the fusion of
. The sign ǫ = ±1 of the square root in the off-diagonal element is arbitrary, they depend on the choice of normalization of the basis. In what follows we put ǫ = 1 in order to match the standard definition of the Racah coefficients. If expressed through the R-matrix eigenvalues,
1 , this U (2|p ) becomes:
and our weak conjecture is:
with an arbitrary c. In particular, the 2 × 2 mixing matrices, which we encountered in ss.4,5 above, are:
. . .
6.2 3 × 3
The 3 × 3 Racah matrix is
Now there are two independent square roots and two arbitrary signs ǫ 1,2 = ±1. Like eq. (25), we accept the sign convention ǫ 1 = ǫ 2 = −1. Note also that the transposition reverses signs of elements at the odd diagonals, and does not change those at the even diagonals. For a general mixing matrix of size (k + 1) there is a sign ambiguity such that k sign factors remain arbitrary, ǫ 1 , . . . , ǫ k = ±1: U ij ∼ ǫ i−1 ǫ j−1 U ij , while the Racah matrix keeps to be orthogonal. In what follows we omit these arbitrary sign factors: they do not affect the answers for the HOMFLY polynomials either.
Being expressed in terms of the R-matrix eigenvalues ,2] and
the 3 × 3 Racah matrix (37) becomes:
(39) As usual,ξ ij =ξ i −ξ j . Note thatξ 2 is defined with the minus sign.
Our weak conjecture is
with arbitrary c. This implies that
In particular,
The 4 × 4 Racah matrix is
At this moment we just note that the last matrix we need to complete the calculation in the [3] ⊗3 case is
[4]
1 [4] [3]
We return to the eigenvalue description of this formula in s.8 below, where a more condensed notation is introduced.
7 Precise formulation of eigenvalue conjecture
Weak form
The two mixing matrices, one of them being SU q (2) are the same provided the following condition is satisfied. Associate with Q a set of integers:
In this form it is applicable to calculation of [r] ⊗3 . If true, this substitutes the honest calculation of the Racah matrix for just the SU q (3) case, since for higher groups there will emerge Young diagrams with more than three lines.
Strong form
In its strong form the conjecture can be applied for the Racah matrix for R ⊗3 with arbitrary R, in particular, it can be checked for non-trivial representations like [2, 1] ⊗3 . Within this framework one suffices to know the size of the corresponding Racah matrix and the R-matrix eigenvalues, and use formulas like (34), (39) and so on. If true, this substitutes full SU q (∞) Racah calculus for three coinciding representations.
Checks
The conjecture has to be further examined with various checks. Apart from testing answers for the colored HOMFLY polynomials obtained with help of the conjecture, one may check immediately the Racah matrices. A few evident tests are:
• One may check other 2-line contributions to (31).
• The Racah matrices have to satisfy various consistency conditions like the pentagon identity.
• One can compare the eigenvalues of the matrix R Q U Q R Q U † Q with those known from the torus knot/link results obtained by applying the Rosso-Jones formula.
8 Racah matrices for higher N While for the purposes of the present paper, for evaluation of the 3-strand HOMFLY polynomials in symmetric and antisymmetric representations sufficient is the weak form of our conjecture, and thus just the SU q (2) Racah matrices U (N |p) are needed, the strong form, if correct, would open a way for study of other representations and multi-strand braids. But for it to work one should at least attempt to re-express U (N |p) through associated R-matrix eigenvalues, as we did above for N = 2 and 3. In this section we present the answers for the next two sizes, N = 4 and 5. However, for N > 5 we did not succeed yet, thus, we have no any direct evidence that such formulas do exist at all at the moment. If they do not exist at N > 5, this would imply immediate failure of our conjecture in its strong form.
Mixing matrices through R-matrix eigenvalues
The results for N = 2, 3, 4, 5 can be presented in a universal form and are summarized in the following table. The squares(!) of all the off-diagonal elements i = j can be presented as
The signs of the elements U ij are regulated by the rule
where σ is a diagonal signature (alternating) matrix. There is still an inessential sign ambiguity, described above, in a comment after eq.(37). The diagonal elements can be restored from the orthogonality of the Racah matrix,
ij and they are full squares of factorized expressions (no square in this case!):
These formulas provide the eigenvalue description of the SU q (2) Racah matrices U (N |p), which we now list for N ≤ 5 (and first few elements for N = 6 and arbitrary N ), and our strong conjecture is that (45) and (47) describe the Racah matrices for arbitrary sets of R-matrix eigenvalues, yet for the honest evaluation of such matrices the full representation theory for SU q (∞) should be developed.
The formulas for U (N |p) are accompanied with the corresponding (SU q (2)-related) values of the normalized eigenvaluesξ i .
SU q (2) Racah matrices: N = 2
For the 2 × 2 Racah matrix see (33). According to our strong conjecture it is a particular case of (34) for
For the 3 × 3 Racah matrix see (37). According to our strong conjecture it is a particular case of (39) for
For the 4 × 4 Racah matrix see (43).
,
3 )
9 Summary: Arbitrary 3-strand HOMFLY polynomial for arbitrary (anti)symmetric representations
The answer
Now we are ready to propose a general answer for colored HOMFLY polynomial for the case of the 3-strand braid and (anti)symmetric representation
The sum in (56) is over all the three-line Young diagrams Q = [lmn] with l ≥ m ≥ n, l + m + n = 3r, and it remains to explain what are R [lmn] and U [lmn] . Representations Q = [lmn] enters the decomposition of the representation product
with multiplicity N [lmn] . For a given Q only j ∈ [j Q , J Q ] contributes into the above sum (i.e. j Q ≤ j ≤ J Q ), and
The matrix U Q of the same size is conjecturally the same as the SU q (2) Racah matrix U [k + 1|p] with k, p made from r, j q , J Q :
i.e.
where the Racah matrix at the l.h.s. is for a 3-line Q, i.e. for the SU q (3) representation theory, while the Racah matrix on the r.h.s. is for a 2-line representation, for which the SU q (2) theory is sufficient.
To complete the description of the answer (56) it remains to describe U [k + 1|p] and j Q , J Q .
SU q (2) Racah matrices
These matrices are well known [15] and widely used in the physical literature [26] . The standard formula is
However, for p 1 = p 2 = p 3 = p this formula is considerably simplified: as already stated in the previous section, the sums actually turn into products. Such factorized expressions are much more convenient, both for calculational purposes and conceptually.
Selection rules for the cubes of symmetric representations
and, obviously, 0 ≤ j ≤ 2r − j. They obviously follow from the picture, one should only remember that, increasing the line number a one should not get to the right of the original line number a − 1 i.e. should not cross the extended vertical lines in the picture. In other words, no two added boxes should be at the same column. l m n 2r − j j These five inequalities imply:
(63) 
Conclusion
The main result of this paper is a direct algorithm to calculate explicit formulas for the HOMFLY polynomials of 3-strand knots in symmetric and antisymmetric representations with a list of illustrative examples. In order to derive these formulas within Turaev-Reshetikhin formalism [5] one needs the Racah coefficients for SU q (3), which are not easily available in the literature. Instead we made a conjecture that the Racah matrices for the quantum groups of different ranks are directly related: they depend only on the eigenvalues of the corresponding R-matrices, (which are powers of the symmetric group characters). If this conjecture is true in its strong form, one can evaluate the HOMFLY polynomials in arbitrary representations. In this paper only the weak form of the conjecture is tested, sufficient for all symmetric representations. The antisymmetric representations are then immediately provided by the duality symmetry (see, e.g., [8] Testing the strong form of the conjecture and evaluation of the HOMFLY polynomials in non-trivial multi-line and multi-column representations remains an open task for the future work. In our conjecture we used only the first non-trivial symmetric group character φ [2] (T ), since the R-matrix eigenvalues are expressed through this. A role of higher symmetric group characters φ R (T ) has to be clarified yet.
Tables. Some answers for R = [1] , [2] , [3] , [4] The tables list expressions for the reduced colored HOMFLY polynomials
for all the 3-strand knots with up to 8 crossings from the Rolfsen tables in [21] . We do not give here the answers for the antisymmetric representation, i.e. [1, 1] , [1, 1, 1] and [1, 1, 1, 1], because these results are given by the same formulas as for the corresponding symmetrical ones with the change of variables q → −1/q.
From all these obtained expressions for the colored HOMFLY polynomials one immediately obtains
• the colored Jones polynomials by putting A = q 2
• the special polynomials
which celebrate the property [8, ?]
We do not list here the corresponding Jones and special polynomials to avoid increasing the volume in vain.
Having the results for these first colored HOMFLY polynomials, it is natural to generate the polynomials in arbitrary symmetric representation S r (and antisymmetric Λ r ) following the method of [17] . These polynomials for the twisted knots and recurrent relations between them have been recently found in [17, 27, 23, 28] . Since their list far does not cover all the 3-strand knots, we do not include them in our tables. Knot 5 2 Knot 8 16 (a 1 b 1 |a 2 b 2 ) = (1, −1|1, −2|1, −2) Knot 8 17 
