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ABSTRACT
The increase in multimedia data brings many challenges for
retrieval systems, not only in terms of storage and processing
requirements but also with respect to query formulation and
retrieval models. Querying approaches which work well up
to a certain size of a multimedia collection might start to de-
crease in performance when applied to larger volumes of data.
In this paper, we present two extensions made to the retrieval
model of the open-source content-based multimedia retrieval
stack vitrivr which enable a user to formulate more precise
queries which can be evaluated in a staged manner, thereby
improving the result quality without sacrificing the system’s
overall flexibility. Our retrieval model has shown its scalabil-
ity on V3C1, a video collection encompassing approx. 1000
hours of video.
Index Terms— Staged Query, Temporal Query, Query
execution model
1. INTRODUCTION
The continuous production and the resulting steady growth of
multimedia data continues to pose challenges for multimedia
management and retrieval systems. Some of these challenges
are technical in nature, coming from the increased need of
storage and processing capabilities. Others, in turn, arise from
certain system interaction patterns and query modes decreas-
ing their effectiveness with the increase in data that must be
handled. The vitrivr retrieval stack has in the past success-
fully used a multi-step score-based late-fusion scheme on a
series of independent features in order to perform content-
based retrieval with a flexible and user-configurable notion
of similarity. By independently retrieving top-k results per
query modality (e.g. tag, sketch) and feature category (e.g.
edges, color), some results are returned almost instantly with
the quality of results improving as more features return their
results. While this system works well up to certain collec-
tion sizes, it begins to show problems as the data size in-
creases. These challenges are already noticeable at the scale
of V3C [1], which is small in comparison to larger state-of-
the-art datasets such as YFC100M [2]. One of those chal-
lenges is that because retrieval per feature runs parallel and
vitrivr uses 20+ features, k would have to equal the number
of vectors to get the ”correct” score for all results. vitrivr
also has been focused on the retrieval of one element from
the collection without considering its temporal context, de-
spite this context being relevant in video retrieval. In order
to address this, we introduce two extensions to the vitrivr re-
trieval model, namely multi-staged queries and temporal scor-
ing. With multi-staged queries, we add explicit filtering with
different modalities to the query formulation, for example by
first searching for tags and then ranking the results by their
similarity to a sketch. For temporal scoring, we use a context-
aware algorithm to tackle the existing problem of rank aggre-
gation by trying to find result groups which match the tempo-
ral query order.
The remainder of this paper is structured as follows: Sec-
tion 2 outlines the retrieval model used by vitrivr. Staged
queries are introduced in Section 3 and Section 4 gives an
overview of temporal scoring in vitrivr. Section 5 concludes.
2. THE VITRIVR RETRIEVAL MODEL
The vitrivr [3] stack consists of three core components, a
dedicated multimedia retrieval database Cottontail DB, the
retrieval engine Cineast [4] and a web-based user interface
vitrivr-ng [5]. The entire stack is available on Github.1
vitrivr offers content-based retrieval functionality with
multiple query modalities and similarity notions. In order
to achieve this, the query processing component of the vit-
rivr stack — Cineast — provides a runtime for an arbitrary
number of independent feature modules which can be selec-
tively used depending on the properties of the queries. While
the feature modules are free to perform any retrieval opera-
tion, as long as they produce a scored list of the most similar
items, most of them perform vector space retrieval in a form
analogous to what is outlined in Listing 1.
1https://github.com/vitrivr/
978-1-7281-1485-9/20/$31.00 c©2020 IEEE
Fig. 1: Results for both a non-staged query (top) based on a sketch and tag and a multi-staged query (bottom) filtering first on
tags (‘mountain’ and ‘meadow’) and then on a color sketch. While the top line contains undesirable results which are either
only a match for tags or sketch, the bottom line only contains matches for both.
SELECT id ,
s c o r e (
f e a t u r e t r a n s f o r m ( que ry ) ,
f e a t u r e v e c t o r s
) AS s c o r e
FROM f e a t u r e t a b l e
LIMIT 1000
ORDER BY s c o r e DESC
List. 1: Pseudo-SQL for per-feature vector space retrieval,
retrieving the top 1000 relevant results.
vitrivr’s feature modules receive the complete query rep-
resentation as it was specified through Cineast’s API and in-
dependently perform similarity search based on the compo-
nents of the query which are relevant for them. Each query
can consist of several terms, each describing the content of a
different modality, such as visual, auditory, textual, semantic,
etc. The individual retrieval results produced independently
by the feature modules are aggregated using a two-step score-
based weighted fusion scheme. The first step is performed by
Cineast using groups of feature modules with similar notions
of similarity, such as colors, edges, local points of interest,
semantic annotations, etc. The composition of, as well as the
weights within these groups of features, referred to as cate-
gories is configurable at the startup of Cineast. The second
fusion step is performed by the user interface to generate the
final scored list of retrieved results. The weights for this fu-
sion are configurable by the user and can be adjusted in real
time. The only requirement imposed on the feature modules
for this fusion process to work is the consistency of the ids
assigned to the described items across all modules. This is
ensured during the feature extraction process where the ids
are assigned by the Cineast extraction runtime rather than the
individual feature modules. A described item in this case is
either the entire document (in terms of images and 3d mod-
els) or a temporal segment of a document (in case of video or
audio files).
Despite the independence of the retrieval processes per-
formed by the feature modules, the fusion process causes
results which are scored by multiple modules to bubble to
the top of the final result list. Since elements which are not
present in any individual result list of a module are implicitly
scored with 0, modules can also act as a sort of filter by re-
turning a list of all relevant elements scored with the highest
possible score 1. This will cause all elements which do not
meet the criterion to be lower in the list than those which do,
provided they received the same score from the other mod-
ules. For example, if a user wishes to retrieve all scenes of
a mountainous terrain and blue sky with a green meadow in
the foreground, this query could be specified using a rough
color sketch outlining the color distribution combined with
a tag-based query on ‘mountain’ and ‘meadow’. The fea-
ture modules responsible for color would then retrieve all el-
ements with a matching color distribution while the modules
concerned with semantic tags would return all elements with
matching tags. The elements in the intersection of these two
categories would have a higher score than the elements only
present in either list.
This process, however, relies on the following two as-
sumptions. First, the number of relevant results with respect
to the filter is sufficiently small, as to not be affected by the
maximum number of results considered by every module.
Second, the query is sufficiently selective so that the same
elements which are relevant for the filter also appear in the
result list of the other modules. For any sufficiently large col-
lection of items, however, there are queries for which these
assumptions do not hold. For the previous example, this could
mean that the top-n results with respect to the color distribu-
tion do not contain any mountains, leaving the user with a list
of results which match well to one aspect of the query with-
Fig. 2: Illustration of temporal sequences. Given a query with the semantic “canyon occurs before bridge”, the blue temporal
sequence — consisting of the first and fourth segment — is formed due to the third and fifth frame having an inferior score for
“bridge”. For the second temporal sequence — the red one — this applies as well. Since the first segment is already part of a
temporal sequence, the second one is the starting point for the red sequence.
out containing any elements which match them all. In the
first row of Figure 1, we show an example for this effect, as
the row contains matches based solely on either (i) color not
containing mountains or meadows, or (ii) on the tags, but not
boosted by the sketch search. Another effect of this implicit
filtering is that it is unable to explicitly remove elements from
the final result list if they were retrieved by another module
which was unaware of the filter criterion.
3. MULTI-STAGE QUERIES
To enable the use of explicit filtering between feature mod-
ules, we extend the vitrivr retrieval model by the notion of
query stages. A query stage is simply a query which only
processes elements which have been found to be relevant by
another process, commonly a previous query stage. In order
to keep the independence of the individual feature modules,
the filtering for elements which are to be considered for a sim-
ilarity query in the first place needs to be performed on an at-
tribute which is common to all modules, independent of their
operation. The only attribute matching this criterion is the id
assigned to every element. We therefore slightly modify the
process which needs to be performed by a feature module by
the inclusion of a list of relevant ids as outlined in Listing 2.
For most modules, this does not require any additional com-
putational effort on the side of Cineast, since vitrivr’s storage
layer Cottontail DB (similar to its predecessor ADAMpro [6])
is capable of performing k-nearest-neighbour queries with ad-
ditional Boolean filter constraints.
There are two areas of concern for performance: The first
one being a loss of parallelism, since query execution for later
terms have to wait for the full result list of their predecessor
and the second one being the number of ids that have to be
sent between storage layer and retrieval engine. We argue
that both of these are negligible: The improved retrieval per-
formance more than makes up for the loss of parallelism and
early stages can usually be formulated as either Boolean or
textual queries which have very low execution times, and as
long as there exists some degree of selectivity in filter stages,
the number of ids remains low enough for state-of-the-art
datasets [1, 7] used at e.g., the Video Browser Showdown
(VBS) [8] or the Lifelog Search Challenge (LSC) [9].
Users are able to move query terms up and down in the
filtering order, with multiple terms per stage being allowed.
As shown in the second row of Figure 1, all results of
multi-stage queries are based on both the tags and color.
SELECT id ,
s c o r e (
f e a t u r e t r a n s f o r m ( que ry ) ,
f e a t u r e v e c t o r s
) AS s c o r e
FROM f e a t u r e t a b l e
WHERE i d IN ( . . . )
LIMIT 1000
ORDER BY s c o r e DESC
List. 2: Pseudo-SQL for per-feature vector space retrieval,
retrieving the top 1000 relevant results limited to ids obtained
by a previous process.
4. TEMPORAL SCORING
In recent installments of interactive multimedia retrieval eval-
uations, such as VBS or LSC, temporal queries gained attrac-
tion [10, 11, 12, 13] and might have even contributed their
part to the success of the winner of VBS2020 [14].
As described in Section 2, the data model of vitrivr is
constructed around multimedia objects, which consist of one
(e.g., still images) or more (e.g., videos) segments. For query
formulation, query containers, encapsulating one or more
query terms, are used. Ultimately, a query is represented by
an ordered list of such query containers. This explicit order-
ing can be mapped to a temporal order, where the order of
elements in the query is supposed to reflect a temporal order
to be considered in the query results. Our temporal scoring al-
gorithm is based on the notion of temporal sequences, which
consist of multiple segments corresponding to the query con-
tainers. Generally speaking, the algorithm is roughly inspired
by the one the Vireo team proposed in [12].
From a high-level perspective, for a query with k query
containers, we consider k segments to form a matching tem-
poral sequence, if (a) they are from the same multimedia ob-
ject, (b) occur within a certain time span, and (c) have the
highest score for the corresponding query container, i.e., the
first segment scores highest for the first query container and
the last segment highest for the last query container. In order
to detect such sequences, we use the following algorithm for
each multimedia object:
1. The segments are sorted temporally, i.e., based on the
timestamp in increasing order.
2. For each segment’s scores, the initial temporal se-
quence is the segment itself. Then for each cate-
gory within the segment’s scores, potential temporal se-
quences are calculated. A potential temporal sequence
is built incrementally using the current segment and the
next segment, to which our definition of a temporal se-
quence can be applied. Ultimately, only those segments
form the temporal sequence that result in the highest
score, which is normalized to the number of query con-
tainers. This leads to multiple temporal sequences start-
ing at a certain segment.
3. Finally, for each segment, only the temporal sequence
with the highest score is kept and rendered as a result
to the user.
In Figure 2, two examples of temporal sequences for the
query “canyon occurs before bridge” are shown. This query is
a possible vitrivr-specific representation of one of the textual
known-item search tasks of VBS’19 [15] which was to find a
segment showing “A slow pan up from a canyon, static shots
of a bridge and redrock mountain. A river is visible at the
ground of the canyon.”. Based on the aforementioned algo-
rithm, a first temporal sequence is built using the first and the
fourth segment, as the fourth segment is the only one scoring
for “bridge”, resulting in the blue temporal sequence. A sec-
ond sequence is built using the second segment and the fourth
one, resulting in the red temporal sequence. Its noteworthy
that the third segment is never considered, as it did neither
Fig. 3: The user interface for temporal queries. The depicted
query asks for “canyon occurs before bridge within maxi-
mally 30 seconds”.
score for “canyon” nor for “bridge”. However, the fifth seg-
ment’s score for “bridge” is inferior to the third segment’s
score, hence, a potential temporal sequence is dropped in the
last step of the algorithm. In this example, it is also observ-
able that a segment might occur in multiple sequences, if it
fits a later query container.
In vitrivr’s two step fusion model, introduced in Section 2,
the second step is slightly adapted in the context of tempo-
ral scoring. In particular, the second step – the result fusion
performed by the user interface – is adopted to the aforemen-
tioned algorithm for calculating temporal sequences. During
query formulation, users add query containers per temporally
distinguishable entity and, thus, explicitly indicate the tem-
poral ordering. The maximal or minimal time span in be-
tween subsequent temporal entities is user configurable as
well. In Figure 3, the user interface for temporal queries is
shown with the example query of this section “canyon occurs
before bridge”. Additionally, the user specified, that there has
to be at most 30 seconds in between the two matches. Upon
result fusion, the temporal scoring view presents temporal se-
quences per multimedia object by visually indicating the seg-
ments, which belong to one sequence.
5. CONCLUSION AND OUTLOOK
In this paper, we presented the basic retrieval model of vitrivr,
a full-stack open-source multimedia retrieval system. We in-
troduce two new concepts in vitrivr, multi-stage and tempo-
ral queries. We hope that this paper can serve as a reference
for other multimedia retrieval systems and inspire new dis-
cussions around the usefulness and implementation of both
temporal and multi-stage queries. While temporal scoring
has been used by multiple participants at VBS [10, 12], we
think that there remain open questions with regard to query
formulation, scoring algorithm, and results display. While
many systems already use either Boolean filters or color-
based filters in the retrieval process, we believe that multi-
staged queries combined with sketch-based querying could
prove to be very useful when retrieving from larger collec-
tions, as the selectivity of tag-based retrieval diminishes.
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