Compact graphings by Lovász, László
ar
X
iv
:1
90
2.
09
57
3v
2 
 [m
ath
.C
O]
  6
 M
ar 
20
19 Compact graphings
La´szlo´ Lova´sz
Hungarian Academy of Sciences and Eo¨tvo¨s Lora´nd University
Budapest
March 7, 2019
Abstract
Graphings are special bounded-degree graphs on probability spaces, repre-
senting limits of graph sequences that are convergent in a local or local-global
sense. We describe a procedure for turning the underlying space into a compact
metric space, where the edge set is closed and nearby points have nearby graph
neighborhoods.
1 Introduction
Graphings are bounded-degree graphs on probability spaces, representing limits of
graph sequences that are convergent in a local or local-global sense. For many aspects
of this theory, we refer to [8].
For dense graphs, a theory that is analogous is many respects (but different in
the details) is the theory of graphons. One of the important tools in graphon theory
is the procedure of “purification” of a graphon, which results in a graphon that is
essentially equivalent in all important properties and parameters, and in addition it
is defined on a compact metric space [9, 10].
The aim of this note is to prove a similar result for graphings: every graphing can
be turned into an equivalent graphing (differing only on a null set) that is defined on
a compact metric space, whose edge set is closed, and if two points are close in this
metric, then large neighborhoods of them (in the graph distance) are isomorphic and
point-by-point close.
This construction has applications, among others, in the theory of hyperfiniteness;
this is published in another paper. Other constructions compactifying graphings have
been given (in a group theory setting) by Elek [3, 4, 5]
2 Graphings
We fix a positive integer D, and all graphs we consider are tacitly assumed to have
maximum degree at most D.
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A graphing G = (I,A, E, λ) is a simple graph (with all degrees bounded by D)
on node set I, where (I,A) is a standard Borel space, λ is a probability measure
on (I,A), the set of edges E ⊆ I × I is a Borel set avoiding the diagonal of I ×
I and invariant under interchanging the coordinates, and the following “measure-
preservation” condition is satisfied for any two subsets A,B ∈ A:∫
A
degB(x) dλ(x) =
∫
B
degA(x) dλ(x). (1)
Here degB(x) denotes the number of edges connecting x ∈ I to points of B. (It can
be shown that this is a Borel function of x.) Most of the time, we may assume that
I = [0, 1] and λ is the Lebesgue measure. In other cases, I will be a complete separable
metric space, and A, the set of Borel subsets of I. We suppress the sigma-algebra A
in our notation most of the time.
Such a graphing defines a measure on Borel subsets of I2: on rectangles we define
η(A ×B) =
∫
A
degB(x) dλ(x),
which extends to Borel subsets in the standard way. We call this the edge measure of
the graphing. It is concentrated on the set of edges, and it is symmetric in the sense
that interchanging the two coordinates does not change it.
Most of the time, we will equip I with a metric d so that A becomes the set of
Borel subsets of (I, d). If this is the case, we write G = (I, d,E, λ). Open balls in
this metric space will be denoted by B(x, ε) = BG(x, ε), with radius 0 < ε ≤ 1 and
center x ∈ I.
We have another metric on G, the distance in the graph. We denote the distance
of two points x, y ∈ I in the graph by dG(x, y), and define dG(x, y) = ∞ if x and y
belong to different connected components. Let us define an r-ball as a rooted graph
with degrees at most D and radius (maximum graph distance from the root) at most
r. In a graphing G, let B(x, r) = BG(x, r) denote the subgraph induced by nodes at
graph distance at most r from x.
We say that a graphing G = (I,A, E, λ) is a full subgraphing of a graphing
G′ = (I ′,A′, E′, λ′), if G is the union of connected components of G′, I is a Borel
subset of I ′, A = A′|I , and λ
′(X) = λ(I ∩ X) for every Borel subset X ⊆ I ′. In
particular, λ′(I) = λ(I) = 1, so λ′(I ′ \ I) = 0.
For a graphingG, let us pick a random element x ∈ I according to λ, and consider
the connected component Gx of G containing x. Since all degrees are finite (bonded
by D), the graph Gx is finite or countably infinite. This gives us a probability distri-
bution ρG1 on rooted connected graphs with degrees bounded by D. (The underlying
sigma-algebra is generated by the sets obtained by fixing a finite neighborhood of the
root.) Such distributions, occurring under many names (unimodular, involution in-
variant) were introduced in the path-breaking work of Benjamini and Schramm [2]
defining convergence of bounded-degree graph sequences.
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Two graphings G1 and G2 are called locally equivalent, if ρG1 = ρG2 . A stronger
notion of equivalence of graphings, called local-global equivalence, was defined in [6]
(we don’t define this somewhat more complicated notion here). A full subgraphing
is equivalent to the original graphing both in the local and local-global sense.
3 Compactifying graphings
Let G = (I,E, λ) be a graphing. For two points x, y ∈ I and integer r ≥ 0, we define
an r-neighborhood isomorphism between x and y as an isomorphism φ : B(x, r) →
B(y, r) such that φ(x) = y. Such an isomorphism always exists for r = 0. For an
r-neighborhood isomorphism φ between x and y, we define
d(φ) = max
z∈B(x,r)
d(z, φ(z)). (2)
We say that a graphing G = (I, d,E, λ) is compact, if the following conditions
hold:
(C1) (I, d) is a compact metric space;
(C2) E is a closed subset of I × I;
(C3) for every real ε > 0 and integer r ≥ 0 there is a δ > 0 such that for every
pair x, y ∈ I with d(x, y) ≤ δ there exists an r-neighborhood isomorphism φ between
x and y with d(φ) ≤ ε.
The main result in this note is the following theorem.
Theorem 1 Every graphing is a full subgraphing of a compact graphing.
The compact graphing constructed below will be called a compactification of the
original graphing. It is easy to see (from the proof or by direct manipulation) that one
could make further assumptions like that the diameter of (I, d) is 1 and d(x, y) = 1
for every edge xy. Also, the dependence of δ on ε and r in (C3) is mild: δ = ε/(1+rε)
will suffice.
Proof. Let us start with an appropriate compact metric on I:
Claim 1 There is a metric d0 on I such that d0 defines the given Borel sets, (I, d0)
is compact, d0 has diameter 1, and if xy ∈ E, then d0(x, y) = 1.
By a theorem of Kechris, Solecki and Todorcevic [7], the graphing has a Borel
coloring {B0, . . . , BD} with D + 1 colors. On every color class, define a compact
metric with diameter 1 giving the prescribed Borel sets (for example, using an iso-
morphism between (B0,A|B0) and the Borel sigma-algebra of the interval [0, 1] with
the euclidean metric). Define the distance of two points in different color classes to
be 1. This metric d0 satisfies the requirements of the claim.
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Next, we define a new metric on I by
d(x, y) = inf max
{ 1
r + 1
, d0(φ)
}
, (3)
where the infimum is taken over all r ≥ 0 and over all r-neighborhood isomorphisms
φ between x and y. Note that the infimum is attained for r0 = ⌈1/d(x, y)⌉ − 1: for
smaller values of r, 1/(r+1) > d(x, y), and for larger values of r, we can restrict the
optimal r-neighborhood isomorphism to B(x, r0).
It is easy to see that d is a metric, d0(x, y) ≤ d(x, y) ≤ 1, and d(x, y) = 1 for every
edge xy ∈ E. Besides the balls B(x, r) in the graph metric, we have to distinguish
the balls B0(x, ε) in the space (I, d0) and the balls B(x, ε) in the space (J, d).
Let (J, d) be the completion of the metric space (I, d).
Claim 2 (J, d) is a compact metric space.
It suffices to prove that every infinite sequence of points (x1, x2, . . . ) in I has
a subsequence that is Cauchy in the metric d. Since there are only a bounded
number of possible neighborhoods of any radius, we can select a subsequence such that
B(xn, r) is isomorphic to B(xr, r) for 0 ≤ r ≤ n. We fix neighborhood isomorphisms
φr : B(xr, r) → B(xr+1, r), and let φr,n = φn−1 ◦ · · · ◦ φr. Selecting a subsequence
again, we may assume that for every r ≥ 0 and every z ∈ B(xr, r), the sequence
(φr,n(z) : n = r, r + 1, . . . ) is convergent in the d0 metric.
Let ε > 0 and r = ⌈1/ε⌉ − 1. Since B(xr, r) is finite, there is an N = N(ε) such
that for n > m > N we have d0(φr,n(z), φr,m(z)) < ε for every z ∈ B(xr, r). Let φ
denote the restriction of φn−1◦· · ·◦φm to φr,m(B(xr, r)). Then φ is an r-neighborhood
isomorphism between xm and xn, and
d0(φ) = max
z∈B(xm,r)
d0(z, φ(z)) ≤ ε.
This shows that d(xn, xm) < ε. So (x1, x2, . . . ) is a Cauchy sequence, which proves
the claim.
Claim 3 The Borel sets in (I, d0) are exactly the restrictions of Borel sets in (J, d)
to I.
The fact that d0 ≤ d implies that if a set is open in (I, d0), then it is open in
(I, d), and so it is the restriction of an open set of (J, d) to I. Restrictions of Borel
sets of (J, d) to I form a sigma-algebra, which contains all open sets of (I, d0), and
hence, all Borel sets.
The converse is a bit more elaborate. It suffices to show that for every open set
U of (J, d), the intersection I ∩U is a Borel set in (I, d0) (not necessarily open!). We
may assume U = B(x, ε) for some x ∈ I and ε > 0, since U ∩ I can be covered by a
countable number of such balls contained in U (using that (J, d) is a compact metric
space and hence separable).
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Let r = ⌈1/ε⌉−1, and B(x, r) = {x = x1, x2, . . . , xN}. Consider the set S of those
points (y1, . . . , yN ) ∈ I
N for which φ : xi 7→ yi is an r-neighborhood isomorphism
between x1 and y1 with d0(φ) ≤ ε. It is clear that S is a Borel set in (I, d0)
N . If
(y1, . . . , yN ) ∈ S, then the points y1, . . . , yN induce a connected subgraph of G, and
so every point y1 is contained in a finite number of such N -tuples. Thus Lusin’s
Theorem implies that the projection of S to the first coordinate, which is just the set
I ∩ U , is Borel.
Claim 4 The set I is Borel in (J, d).
Indeed, an immediate consequence of Claim 3 is that the embedding f : (I, d0) →֒
(J, d) is Borel measurable. Claim 2 implies that (J, d) defines a standard Borel
space, and by hypothesis, so does (I, d0). It follows that the graph of f is Borel in
(I, d0)× (J, d), and so the set I, which is its projection to J , is a Borel set in (J, d)
by Lusin’s Theorem.
We define a graphing Ĝ on J . The underlying probability measure λ̂ is defined
on the Borel subsets of (J, d) by
λ̂(X) = λ(X ∩ I).
We define the edge set Ê as the closure of E in (J, d)2. This guarantees that Ê is a
symmetric Borel set in (J, d)2. Furthermore, Ê does not meet the diagonal of J × J ;
in fact every edge has length 1 in the metric d.
Next we show that G is the union of connected components of Ĝ contained in I.
Claim 5 If xy ∈ Ê and x ∈ I, then y ∈ I and xy ∈ E.
By the definition of Ê, there are edges xnyn ∈ E such that xn → x and yn → y
in (J, d). There are rn-neighborhood isomorphisms φn in G from xn to x such that
rn → ∞ and d0(φn) → 0. This implies that y
′
n = φn(yn) exists for sufficiently large
n and xy′n ∈ E. Since x has a finite number of neighbors, we can select an infinite
subsequence for which y′n = y
′ is independent of n. Then
d(yn, y
′) = d(yn, φn(yn)) ≤ max
{ 1
rn + 1
, d0(φn)
}
→ 0.
But d(yn, y)→ 0 by hypothesis, and hence y = y
′ ∈ I and xy = xy′ ∈ E. This proves
the claim.
Claim 6 All degrees in Ĝ are bounded by D.
For the degree of x ∈ I this follows by Claim 5. Let x ∈ J\I, and let xy1, . . . , xyr ∈
Ê. For every i, there are sequences (xi,n : n = 1, 2, . . . ) and (yi,n : n = 1, 2, . . . ) of
points in (I, d) such that xi,n → x, yi,n → yi, and xi,nyi,n ∈ E. We may assume that
d(xi,n, x) ≤ 1/2
n and d(yi,n, yi) ≤ 1/2
n.
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We may also assume that x1,n = · · · = xr,n for all r. Indeed, we have
d(x1,n, xi,n) ≤ d(x1,n, x) + d(xi,n, x) ≤ 1/2
n−1, and hence (for n ≥ 2) we have a
1-neighborhood isomorphism φ between xi,n and x1,n such that d(φ) ≤ 1/2
n−1. The
point y′i,n = φ(xi,n) is a neighbor of x1,n. Furthermore, d(yi,n, y
′
i,n)) ≤ 1/2
n−1, and
hence d(yi, y
′
i,n)) ≤ 1/2
n−2. So y′i,n → yi, and we can replace the edge xi,nyi,n by
x1,ny
′
i,n.
Now if the points y1, . . . , yr are different, then the points y
′
1,n, . . . , y
′
r,n are different
for sufficiently large n. But these points are neighbors of x1,n in G, and hence r ≤ D,
proving the Claim.
It is easy to check, using that λ̂(J \ I) = 0, that λ̂ satisfies the identity (1), and
so Ĝ is a graphing. We show that it is a compact graphing. We have seen that the
underlying space J is a compact metric space and the edge set E is a closed subset
of J × J by its definition. To conclude, it suffices to prove that the third condition
in the definition of compactness holds.
Claim 7 For every real number ε > 0, integer r ≥ 0 and x, y ∈ J with d(x, y) ≤
ε/(1+rε), there exists an r-neighborhood isomorphism φ between x and y with d(φ) ≤
ε.
Let R = ⌈1/d(x, y)⌉ − 1. By the definition of d, there is an R-neighborhood
isomorphism ψ between x and y such that d0(ψ) ≤ d(x, y) < ε. For every z ∈ B(x, r),
we have B(z,R− r) ⊆ B(x,R), and so restricting ψ to B(z,R− r) we get an (R− r)-
neighborhood isomorphism ψz between z and ψ(z). Hence
d(z, ψ(z)) ≤ max
{ 1
R− r + 1
, d0(ψz)
}
≤ max
{ 1
R− r + 1
, d0(ψ)
}
≤ ε.
So restricting ψ to B(x, r), we get an r-neighborhood isomorphism φ with d(φ) ≤ ε.
This proves the claim. 
We may do another “purifying” operation of Ĝ.
Lemma 2 Let G = (I,A, λ,E) be a compact graphing, and let S be the support of
the measure λ. Then the restriction G[S] of G to S is a compact graphing, which is
a full subgraphing of G.
Proof. The only nontrivial assertion is that no edge of G connects S to I \ S.
Suppose that there is an edge xy ∈ E for which x ∈ S and y ∈ I \ S. Since S is
closed, there is an ε > 0 such that B(y, ε) ⊆ I \ S. By the definition of a compact
graphing, there is a δ > 0 such that if d(x, z) < δ, then there is a 1-neighborhood
isomorphism φ between x and z such that d(v, φ(v)) < ε for every v ∈ N(x). In
particular, d(y, φ(y)) < ε, and so φ(y) ∈ I \S. So z = φ(v) has a neighbor in S. But
then ∫
S
degI\S(z) dλ(z) ≥
∫
B(x,δ)
1 dλ(z) > 0
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(since B(x, δ) is an open set not contained in I \ S, and so it has positive measure),
but ∫
I\S
degS(z) dλ(z) = 0
(since λ(I \S) = 0), which contradicts the measure preserving property (1) of graph-
ings. 
The following example illustrates how these constructions work.
Example 1 Consider the graphing Cα defined on the unit circle by connecting two
points if their angular distance is 2απ. Then every connected component of Cα is a
2-way infinite path. It is clear that Cα is a compact graphing, with the metric d0
equal to the angular metric.
Let C ′α be obtained by deleting an edge uv from Cα. There will be two components
that are one-way infinite paths P1 and P2 starting at u and v; the rest is unchanged.
The graphing C ′α is not compact with the same metric, since the 1-ball about u (an
edge) is not isomorphic to the 1-ball about any nearby point (two edges). The metric
d, as constructed above, remains the angular distance between any two points not on
P1∪P2; the distance of points on each Pi from points outside P1∪P2 will be positive
(but decreasing as we go along the path). We can think of lifting these countably
many points off the cycle.
The completion of C ′α fills in the positions of the original points, and the edges
between them. So we obtain Cα, together with two one-way infinite paths spiralling
closer and closer to it. The support of the measure λ̂ is just the original circle, and
the restriction to this is just the compact graphing Cα.
4 Properties of compact graphings
On a compact graphing G = (I, d,E, λ), we have two metrics: the graph distance
dG and the compact metric d. The following lemma shows that they are behaving
oppositely.
Lemma 3 Let G = (I, d,E, λ) be a compact graphing. Then for every positive inte-
ger t there is an ε > 0 such that if x, y ∈ I are at graph distance dG(x, y) ≤ t, then
d(x, y) ≥ ε.
Proof. Suppose not, then there is a sequence of pairs (xn, yn) of distinct points
such that dG(xn, yn) ≤ t and d(xn, yn)→ 0. We may assume (by the compactness of
(I, d)) that there is a point x ∈ I such that d(xn, x)→ 0. Clearly d(yn, x)→ 0.
By the definition of compact graphings, if n is large enough, then there is a
t-neighborhood isomorphism φn : B(xn, t) → B(x, t) such that d(φn) → 0. Let
y′n = φn(yn) ∈ B(x, t). Since B(x, t) is finite, we may select a subsequence of the
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indices n such that y′n = y
′ is independent of n. Since φn is bijective, we must
have y′ 6= x. On the other hand, d(yn, y
′) ≤ d(φn) → 0, contradicting the fact that
d(yn, x)→ 0. 
Corollary 4 For every compact graphing G = (I, d,E, λ) there is finite number of
of continuous measure preserving involutions σ1, . . . , σm such that two distinct points
x, y ∈ I are adjacent if and only if σi(x) = y for some i.
Proof. By Lemma 3 there is an ε > 0 such that the distance between any two points
at graph distance at most 2 is at least ε. By the definition of compact graphings,
there is a δ > 0 such that if d(x, y) < δ, then there is a 1-neighborhood isomorphism
φy from x to y such that d(φy) < ε/4. Fix a point z ∈ NG(x). By the definition of
compact graphings, we have φy(z) ∈ B(z, ε/2), and so φy(z) is a uniquely determined
neighbor of y. This implies that the set of edges Tx,z = {(y, φy(z)) : y ∈ B(x, ε/4) is
a matchingm and it is is Borel. By Lemma 18.19 in [8], the Borel graph (I, Tx,z) is
a graphing, and so the map interchanging the endpoints of edges in Txy is measure
preserving for every fixed x and z. It also follows by a similar argument that this
mapping is continuous.
By compactness, there is a finite number of open neighborhoods
B(x1, ε/4), . . . ,B(xN , ε/4) covering I. It follows that the edge sets Txi,z
(i = 1, . . . , N , z ∈ N(xi)) cover all the edges. 
Lemma 3 asserts that we have to walk through many edges of a compact graphing
to get back close to our starting node in the underlying metric. The following gen-
eralization of the Poincare´ Recurrence Theorem will imply that walking sufficiently
far, we can get back very close.
Proposition 5 Let G = (I,A, E, λ) be a graphing, and let A ∈ A. Then |V (Gx) ∩
A| =∞ for almost every x ∈ A for which |V (Gx)| =∞.
Proof. Fix an integer r ≥ 1, and let G′ denote the graph obtained from G by
connecting any two nodes at distance at most r. Then G′ is a graphing (on the same
sigma-algebra of Borel sets; see e.g. [8], Lemma 18.19). The basic equation (1) gives
the identity∫
U
|W ∩B(x, r)| dλ(x) =
∫
W
|U ∩B(y, r)| dλ(y) (4)
for any two Borel sets U,W ∈ A.
Let I ′ denote the union of infinite components of G, and define Ak = {x ∈
A ∩ I ′ : |V (Gx) ∩A| = k} (k = 0, 1, . . . ). It is easy to see that I
′ and Ak are Borel
sets. It suffices to prove that λ(Ak) = 0 for every k. Equation (4) implies that∫
Ak
|B(x, r)| dλ(x) =
∫
I
|Ak ∩B(y, r)| dλ(y)
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for every k ≥ 0. The definition of Ak implies that |Ak ∩B(y, r)| ≤ k for every y ∈ I.
On the other hand, if Gx is infinite, we have |B(y, r)| ≥ r + 1 for every y ∈ V (Gx).
So the left side is at least (r + 1)λ(Ak), while the right side is at most k. Letting
r →∞, we get that λ(Ak) = 0. 
Let us call a component H of a compact graphing G self-dense, if every point in
x ∈ V (H) is a limit point of V (H) \ {x}, and self-avoiding if every point x ∈ V (H)
is at a positive distance from V (H) \ {x}.
Lemma 6 Every connected component in a compact graphing is either self-dense or
self-avoiding.
Proof. It suffices to prove that if for x ∈ I there is an infinite sequence of distinct
points x1, x2, · · · ∈ V (H) such that xn → x, then this holds for every neighbor y
of x. By the definition of compact graphings, once n is large enough, there is a 1-
neighborhood isomorphism φn) between x and xn such that d(φn)→ 0. So yn = φn(y)
is a neighbor of xn such that d(y, yn) → 0 as n → ∞. Trivially yn ∈ V (H), and at
most D of the yn can be equal, since every yn can have at most D neighbors among
the xi. So can select an infinite subsequence of the points yn tending to y. 
Clearly every finite component is self-avoiding. I don’t know whether a compact
graphing can have self-avoiding infinite components at all. But at least we can prove
that almost all infinite components are self-dense:
Proposition 7 Let G = (I,A, E, λ) be a compact graphing. Then for almost all
x ∈ I, the connected component Gx is either finite or self-dense.
Proof. Let, as above, I ′ denote the union of infinite components of G, and let
C = {x ∈ I ′ : Gx is self-avoiding}. Then δ(x) = d(x, V (Gx) \ {x}) > 0 for every
x ∈ C. Fix an ε > 0. It is easy to see that the set Uε = {x ∈ C : δ(x) ≥ ε} is Borel.
For every x ∈ U , the points in V (Gx) ∩ Uε are at least ε apart, and hence by the
compactness of (I, d), the intersection V (Gx) ∩ Uε is finite. By Proposition 5, this
implies that λ(Uε) = 0. Since this holds for all ε > 0, it follows that δ(x) = 0 almost
everywhere, i.e., λ(C) = 0. 
5 Concluding remarks
Our construction of the metric (3) is similar to the metric on random rooted graphs
introduced by Benjamini and Schramm [2]: that would essentially correspond to
d0 ≡ 0. Example 1 illustrates the difference: the Benjamini–Schramm distance of
any two points in Cα is zero, while we construct a proper metric.
In the theory of dense graph limits, the purification/compactification procedures
result in a “canonical” compact graphon locally equivalent to the graphon we start
with. In the bounded-degree case, the compactification of a graphing described in
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this note depends on the metric on its underlying set we start with. Can we make
the compactified graphing “canonical”, i.e., not dependent on arbitrary choices?
An important use of the purification of a graphon is the reasonable definition of
its automorphism group and the proof of its compactness [11]. Is there a way to
compactify a graphing so that its automorphism group (defined in a reasonable way)
is preserved? Will this automorphism group be compact in a suitable topology?
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