The Arbitrary Lagrangian-Eulerian (ALE) method is used in a variety of engineering and scientific applications for enabling multi-physics simulations. Unfortunately, the ALE method can suffer from failures that require users to adjust a set of parameters to control mesh relaxation. In this paper, we present a deep learning framework for predicting mesh relaxation in ALE simulations. Our framework is designed to train a neural network using data generated from existing ALE simulations developed by expert users. In order to capture the spatial coherence inherent in simulations, we apply convolutional-deconvolutional neural networks to achieve up to 0.99 F1 score in predicting mesh relaxation.
INTRODUCTION
Multi-physics simulation codes are highly complex and often require a manual tuning process to run that is a significant pain point for users. An example of such simulation codes involve the Arbitrary Lagrangian-Eulerian (ALE) method, 1-3 which enables multi-physics simulations of unprecedented complexity that would be challenging or infeasible with other numerical methods. Unfortunately, the ALE method can suffer from failures that require users to adjust a set of parameters to control mesh relaxation during simulation. There are two general ways that ALE codes can fail: 1) mesh geometry becomes distorted (mesh zone tangling) or 2) physical quantities become distorted (anomalous hot spots).
In general, the ALE method consists of two phases: 1) an arbitrary number of Lagrangian steps followed by 2) an advective remap phase to relax the mesh. There are numerous parameters a user can adjust to determine how the mesh moves during the remap phase in order to avoid failures, ranging from purely Lagrangian (follow the fluid) to purely Eulerian (fixed in space) to some arbitrarily specified way. For a given problem, identifying which mesh relaxation parameters to adjust, when and by how much is a trial-and-error process (see Figure 1 ) that can be disruptive and time consuming. during the remap phase, but they may not be sufficient for multi-physics simulations involving multi-materials with moving boundaries and interfaces. Recent advances in numerical methods, such as BLAST, the highorder curvilinear finite elements for shock hydrodynamics, [7] [8] [9] are more robust to failures, but they still require user-driven parameter adjustments that can be disruptive.
In this paper, we present a deep learning framework for predicting mesh relaxation to automate the mesh management aspect of ALE simulations. Our framework is designed to train a neural network using data generated from existing simulations run by expert users. For input features, we need to capture the simulation state defined on the mesh. Since different simulations can have different meshes, we developed a general approach by resampling the original mesh onto a uniform mesh that can be treated as an image ( Figure 5 ). For the target output, rather than using ALE parameters that can vary across different ALE codes, we use the raw relaxation data for each mesh element, which can also be resampled onto an image. Our learning task, therefore, becomes that of predicting a relaxation image by using a set of simulation data images. In order to capture the spatial coherence inherent in simulations, we apply convolutional-deconvolutional neural networks with various numbers of stages and channels. By using a variety of input features derived from mesh geometry and physical quantities, we were able to achieve up to 0.99 F1 score in the predicted relaxation images.
Related Work
The use of machine learning for scientific data has been gaining momentum in recent years. One of the more common uses of machine learning is in classifying large sets of scientific data. In astronomy, machine learning has been used for object classification in astronomical imagery. Examples include classification of supernovae using support vector machine, 10 the separation of stars and galaxies using artificial neural networks, 11 and morphological galaxy classification using ensembles of classifiers. 12 A recent example in light sources is the unsupervised classification of cells in multidimensional X-ray fluorescence datasets. 13 In this work, we investigate the use of deep neural networks on visualization images of ALE simulation data.
A common problem across scientific domains is the need for robust featurization methods to encode the high-dimensional data of an N-body system into a minimal vector representation, or feature vector. In computational chemistry, machine learning methods have been designed to take a large volume of simulation data and extract lower dimensional reaction coordinates [14] [15] [16] and to learn the lower dimensional manifold that the higher dimensional molecular simulation data occupies. 17 Other examples include applying an unsupervised clustering algorithm to computationally generated data to group noisy simulation data by the crystal type that self-assembled. 18 In many of these work, the key to good performance was the selection of a good descriptor/feature vector. In prior work on developing local classifiers for ALE simulation failures, 19 feature vectors consisted of mesh quality metrics. 20 Another way machine learning has been utilized is to obviate the need for expensive computations at full scale or high resolution. In computational material science, recent approaches [21] [22] [23] to predicting the properties of new materials/molecules is to exploit a database of already-calculated properties to substitute inexpensive machine learning-generated predictions for expensive first-principles calculations for novel molecules. In computational fluid dynamics, using Reynolds Averaged Navier Stokes (RANS) to model turbulent flows is more computationally efficient than using Direct Numerical Simulations (DNS). The drawback of RANS models is that they rely on model assumptions, which, when violated, can subject the simulations to high uncertainty. Recently, machine learning has been used to understand and mitigate certain kinds of model form uncertainty in RANS turbulence models. [24] [25] [26] The ALE simulations described in this work are considered DNS, and we propose to use deep learning to help run these simulations to completion while avoiding failures. Previous work has demonstrated success training random forest models on mesh geometry features to predict and avoid mesh tangling failures in ALE simulations. 19 However, our work differs in several important ways: (1) the prior work attempts to learn from examples of "failed" vs "good" zones, whereas we learn from user-driven relaxation decisions from successful simulation runs, (2) the prior approach relies on manual feature engineering, whereas we leverage deep learning for automated learning of feature representations, and (3) the prior approach uses only zone-level features and, therefore, is unable to capture global physical phenomena, whereas our input images represent the global simulation state. In a way, these two approaches can be viewed as complementary. The prior work can be thought of as a bottom-up approach, the current work as a top-down approach.
Simulation Data
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Relaxation Mask Simulation Mesh Figure 2 : For the Shock Tube test problem, this illustrates the simulation data visualized using volume fraction, the simulation mesh, a zoomed-in view of mesh displacement for a node, and the resulting relaxation mask that indicates which zones were relaxed.
Neural networks have been applied with success to widely varying problems including image classification, speech recognition, text translation, video event classification, and face recognition. In some cases, the performance of these neural network models exceeds even the performance of human subjects on supervised prediction problems. For example, convolutional neural networks (CNNs) now exceed human performance on image classification in the very large scale ImageNet dataset. 27, 28 Given the many successes in supervised prediction, researchers are starting to explore how neural network architectures can be adapted to new learning problems. One such area is automatically learning control strategies for self-driving vehicles. [29] [30] [31] Likewise, our work attempts to learn control strategies for mesh relaxation in ALE simulations.
DEEP LEARNING FRAMEWORK
Problem Formulation
In this paper, we present a deep learning framework for predicting mesh relaxation to automate the mesh management aspect of ALE simulations. Our aim is to develop a framework that can be generalized to different ALE codes, given their implementations can differ drastically in terms of ALE parameters and relaxers. For some ALE codes, 32 these parameters are simple conditionals that can be applied to each mesh element to determine its relaxation, whereas for others, 33 they are inputs to a global equipotential smoothing function for the entire mesh. Hence, naively training a neural network to learn how to individually set these parameters and apply the relaxers would not generalize well across ALE codes. More importantly, for complex problems where users would often employ a set of relaxers in various combinations, this naive approach would not only be code-specific but also problem-specific as well.
Instead of training on individual ALE parameters and relaxers, we take a different approach. First, we make the following observation: regardless of the type of ALE parameter/relaxer that is implemented, its essential functionality is to determine which mesh elements to relax and, to a certain degree, by how much. Based on this observation, we propose to formulate the ALE mesh relaxation control problem as follows: at each simulation cycle, using the global simulation state (mesh geometry and physical quantities), predict which mesh elements to relax and by how much. Therefore, instead of feature-engineering for code-specific ALE parameters and relaxers, we propose to train using the raw mesh relaxation data.
For each mesh elements that is relaxed during the advection phase of ALE, at least one of its nodes is displaced from its Lagrangian position. Figure 2 illustrates the simulation data from one time step, and the elements within the mesh that are relaxed. For many ALE codes, the relaxation displacement vectors are computed for all mesh nodes during the advection phase, and they can be readily available to output along with the rest of the simulation data. In our framework, we use the magnitude of the displacement vector as the target to learn: a non-zero magnitude indicates which zones (adjacent to the displaced nodes) were relaxed and the actual magnitude value indicates how much. In this paper, we focus on the simpler problem of predicting which zones to relax and leave the problem of predicting how much for future work. Figure 3 : Overview diagram of our deep learning framework, which consists of running existing user-relaxed ALE simulations to generate data that are visualized to produce images as learning features and a relaxation mask as target in order to train a neural network to predict mesh relaxation.
Based on examining the raw relaxation data, it becomes apparent that there are spatial (and temporal) coherent structures amongst the relaxed mesh elements. Not surprisingly, relaxation often occurs for mesh elements near material boundaries and interfaces, which tend to evolve coherently across the simulation. This suggests designing a deep learning framework that can automatically learn global spatial features in the simulation state for mesh relaxation, without the need to engineer features in a bottom-up approach. 19 Since it is feasible to train deep neural networks to learn complex control strategies directly from high dimensional images (e.g. playing Atari games by training on screenshots 34 ), we chose to use visualization images from the simulation to represent both the simulation state and mesh relaxation.
One of the advantages of using an image-based representation is that the visualization tools, 35 from which the images are produced, are robust and feature-rich. They are designed to work efficiently on high-performance computing systems and can properly handle parallel-distributed simulation data. More importantly, they can handle a wide variety of simulation data types and mesh elements (polygonal zoo), which obviates the need for the deep learning tools to have to handle them. Another advantage of the image-based representation is that the use of deep learning for image data has been well-established, whereas for mesh and simulation data, this is not the case. Designing a neural network to resemble the mesh connectivity may sound attractive, but such neural networks may not generalize well for other meshes, or even when the original mesh changes resolution. Figure 3 provides an overview of our proposed deep learning framework, which uses existing ALE scripts already developed by users to run a variety of simulations. For each simulation, we output the simulation state as a set of learning features (see Table 1 ) along with the relaxation displacement magnitude as the target. We then use a visualization tool to produce images from this data. For the task of predicting which zones to relax, the zero/non-zero displacement magnitude can be rendered into a black-and-white image mask, which we refer to as the relaxation mask. Hence, our goal now is to train a neural network that can predict relaxation masks given a set of simulation state images. 
Physics Quantities Mesh Quality Metrics
Mapping Simulation Data to Images
Visualization tools are traditionally intended to produce images for human consumption. To visualize a scalar field, one would typically select a pseudo-colormap and an image format for output. The issue with pseudocoloring is that it produces images that can use up three color channels (RGB) to represent a single scalar field, and different colormaps can be selected to represent the same data. More importantly, it can cap off and quantize the original scalar data to the limited size of the colormap. As for the image format output, we note that most deep learning frameworks for images actually decompress and transform the image pixel data into a 2D array of floating point values before processing. Therefore, the process of compressing and decompressing image files seems unnecessary and a potential source of error depending on the format.
Rather than producing a colormapped image file from the visualization tool, we produce a resampled "grayscale" image instead, which essentially resamples the original non-uniform mesh onto a uniform mesh with fixed resolution that can subsequently be treated as an image. In essence, we map input features from mesh elements to image pixels, make predictions on the pixels, and then map these predictions from pixels back onto mesh elements. This mesh-to-image mapping approach has two very important advantages: (1) it allows us to leverage state-of-the-art and well-studied technologies, such as deep CNNs and (2) the approach is general in the sense that trained models can be applied to simulations with varying mesh topologies and mesh resolutions, as long as the resampled image resolution remains unchanged.
To map feature values from mesh elements to pixels, we use the Resample operator from VisIt. 35 The Resample operator is provided with the dimensions of the desired uniform grid, as well as an optional "extent" which allows the user to crop out regions of interest in the simulation. Some features apply to the mesh elements (e.g. "Largest Angle"), while others apply to the mesh nodes (e.g. "Velocity Magnitude"). For the former, we can directly sample the mesh at a pixel by determining which mesh element contains the pixel and assigning the element's value to the pixel. For the latter, the Resample operator uses bilinear interpolation on the surrounding nodes to assign a pixel value. We apply the same process to relaxation values to generate the target masks that our model will predict.
To map prediction values from pixels back to mesh elements, we first separate the mesh elements into two partitions: sampled and unsampled elements. Sampled elements contain one or more pixels; the prediction value for a sampled element is the mean of the predictions for the contained pixels. Unsampled elements do not contain any pixels. To assign a prediction to an unsampled element we first compute the centroid of the mesh element, then determine the four pixels that surround the centroid. The element's prediction value is a bilinear interpolation of the prediction values on these pixels.
Neural Network Architecture
Mapping simulation state to images as described above allows us to take advantage of the spectacular recent success of deep learning for image data. The neural network architecture we use is shown in Figure 4 . The purpose of the network is to map input pixel values onto per-pixel relaxation predictions. As such, it is similar to networks performing semantic segmentation, which in turn are similar to autoencoders. Conceptually, the network consists of three sections: an encoder (which reduces the input image channels into a reduced set of high-level features), a decoder (which maps high-level features into per-pixel, relaxation relevant features), and an output section (which combines the per-pixel relaxation features into per-pixel relaxation predictions).
The encoder portion of the network is inspired by the VGG-16 deep model, 36 while the decode and output sections are inspired by semantic segmentation networks which have used VGG-16 as their input layers. 37 A VGG-like network was chosen primarily for its ease of implementation and training, along with our familiarity with the architecture. Other deep network architectures could also be used. The encoder is made up of repeated blocks consisting of two convolutional networks, with ReLU output activation, followed by a 2x2 pooling layer, with increasing numbers of feature channels at each level. The decoder reverses this design with convolutional blocks preceded by an upsampling layer. The output layer is a 1x1 convolution with a sigmoidal activation, which outputs a full-resolution relaxation binary image mask.
The final 1x1 convolution forces the layer prior to it to learn per pixel relaxation features. The 1x1 convolution (which is really a 1x1x48 convolution) performs a linear combination of the features in the layer before it. Having per pixel relaxation specific features may prove useful for future work, and can be used for other machine learning tasks where having a binary relaxation prediction mask is less useful than having the features used to create the mask. In other words, it creates the potential to strip off the top output layer and uses the pre-trained network to expose machine learned relaxation features. One of the interesting features of VGG-like networks is that the area of the input image contributing to each successive layer's output grows with each layer, either due to the spatial extent of the convolution or due to the reduction in spatial resolution from pooling layers. The area of the input image that contributes to each pixel in a given layer is referred to as the "receptive field." 38 The size of the receptive field for the pixels at the output layer is one of the important characteristics to consider when designing a convolutional neural network.
Successive convolutional blocks are convolving features which themselves resulted from convolutions. In the 3x3 convolution case, this results in each successive layer adding an additional pixel around the entire edge of the previous layer's receptive field. A 3x3 receptive field becomes a 5x5 receptive field, a 5x5 becomes 7x7 as you stack additional 3x3 convolutions. Pooling layers extend the reach of the receptive field even more quickly, with 2x2 layers effectively doubling the receptive field size with each halving of resolution. In our chosen architecture, which consists almost entirely of simple 3x3 convolutions with pooling or upsampling layers, the receptive field contributing to each output pixel's value has grown to an area of 87x87 pixels. This allows the per pixel output to be influenced by spatially extensive input features.
The number of channels per layer is configurable. For our experiments, we set this to the depth shown in Figure 4 . So, for example, the first convolutional layer consists of 48 filters. All filters are 3x3xN convolutions (except the 1x1 output layer), where N is the channel depth of the previous layer.
The network itself was implemented using the Keras 39 deep learning framework. Additional custom code was written in Python to read and standardize the data channel values. Much of the network, including which, and how many, channels were used for input, the number of convolution filters per layer, and the convolution kernel sizes is configurable at run time, allowing us to perform many hyperparameter tuning experiments. The final filter depths and convolution sizes may not be optimal, but testing showed that the network appeared to have more than adequate capacity to learn the features needed to predict relaxation. Further tuning this network to be optimal is the subject of future research.
EXPERIMENTAL METHODOLOGY
Training Methodology
Input data was standardized by subtracting the data set's global mean for a given channel from each value and dividing by the global standard deviation of that channel, producing zero mean data with a standard deviation of 1.0. The main concern was to produce values that would result in reasonable gradients during training. Without standardization, some channels would either train poorly (slow or no convergence) or fail training altogether when the calculated gradients created NaN values in the filters. Standardization preconditioned the data, avoiding those problems. Data for each simulation was divided into 3 sets: training, validation, and testing. Training data was used to train the network. Validation data was used during training to evaluate performance and to detect over-training, but never used during the back-propagation portion of training, and did not directly affect the network weights. Testing data was withheld until training was complete, and used to evaluate the overall performance of the trained network. Since the data originated from time evolving simulations, the data itself displays time evolving behavior, with relaxation behavior changing over time. In addition, images from neighboring time steps were very similar to one another. Together, these factors require some care when dividing the data into training, validation, and test sets.
Typically, image data sets can be randomly partitioned, or simply partitioned based on some random ordering of the data set, since there is little to no correlation between any of the images. However, for our data (which more closely resembles video data), this could result in almost identical neighboring images being used for training, validation, and testing, resulting in overly optimistic performance metrics, or in entire portions of the timeline never being used for training, resulting in missed relaxation features and poor validation and testing results.
To avoid the problems caused by time evolving and time correlated images, the data was broken into segments of 50 images. To ensure that the full time evolving behavior of the simulation was captured in the training, validation, and testing sets, segments were arranged as repeated, equal-sized training, validation, training, and testing segments, resulting in a training, validation, and testing split of 50/25/25. The segments in each of the training, validation, and testing groups were combined into training, validation, and testing image sets. Networks were trained using a batch size of 16 for 100 training epochs. Data in the training set was randomly shuffled in between each training epoch. After each training epoch, the validation data was used to predict relaxation.
During training, network weights are adjusted using standard back propagation methods, which work to minimize a chosen loss function. The loss function measures the difference between the output predicted by the network for a given input vs. the desired output for that input. In this case, the loss function was binary cross entropy loss, 40 which is the most common loss function used in deep learning for binary classification problems.
If the overall predicted validation loss (binary cross entropy) was less than previous epochs' overall validation loss, the current model's weights were saved. When the model is over-trained, in effect, it is memorizing the training data set's inputs and outputs, which results in poor generalization behavior when predicting using data other than the training set. Over training causes the training loss to continue to decrease while validation loss tends to increase. Saving the model with the minimum validation loss reduces the chances of saving an over-trained model, so long as the training and validation data sets are sufficiently different.
Performance Evaluation
Performance of trained networks was evaluated using the weights from the best saved model (lowest validation loss) with the testing data partition. Various metrics were calculated, 41 including binary accuracy and binary cross entropy. 40 In addition the per pixel precision, recall, and F1 scores were calculated using the SciKit-Learn Python library. 42 These are the values presented in the results section.
Precision, recall, and F1 are commonly used in the deep learning community to assess a given network's classification performance. Precision measures how often a given class prediction is correct. Recall measures how many members of a given class have been identified. In a perfect classifier, both precision and recall are equal to 1.0. F1 is the harmonic mean of precision and recall, which provides a useful overall metric of a network's performance.
In our case, pixels are classified as either relaxed or unrelaxed. Precision, recall, and F1 scores can be calculated for the combined relaxed and unrelaxed pixel set, or can consider each of the classes separately, generating precision, recall, and F1 both the relaxed and unrelaxed pixels. Partitioning the scores in this fashion aids in identifying where the network is failing or performing well. Over-or under-classifying relaxed or unrelaxed pixels can be easily identified by comparing the combined, unrelaxed, and relaxed pixels' precision, recall, and F1 scores.
The performance of network trained using one simulation's data can be evaluated using a different simulation's test data (which is 1/4 of the total data, as described above). Cross testing performance is evaluated the same way that followed training, using the test data set, and then calculating precision, recall, and F1 scores on a per pixel basis. Comparing the values between using the same vs. different simulations allows us to evaluate how well a network is able to generalize based on the data used to train it.
EXPERIMENTAL RESULTS
Test Data Sets
For our experiments, we used three well-known test problems that were designed for testing ALE codes. We ran these test problems using the KULL 32 code. Figure 5 shows the images generated from visualization. The first row of images shows visualized physics quantities (orange), the second and third rows, mesh quality metrics (blue), and the last row, material pseudo-coloring and relaxation mask (green).
• Bubble Shock: An ALE simulation of a planar shock traveling through a spherical helium bubble in air from the right side of the geometry. The geometry is idealized and defined on a cylindrically symmetric mesh in RZ coordinates.
• Shock Tube: An ALE simulation of a planar shock traveling through an air/SF6 interface. Traditionally, it is run on a 3D mesh "slab", only one zone thick in the Z dimension. This is because the experiment is not cylindrically symmetric, but rather a prism. For our experiments, we used the RZ version that treats the problem as an off-axis cylindrical shell.
• Hohlraum Wall: An ALE simulation of radiation transport coupled with hydrodynamics. It uses a hohlraum-like geometry with helium filled gold cylinder and a plastic capsule in the center. It models energy deposition in the gold ablation layer that results in the release of X-rays leading to the implosion of the capsule. As the capsule is a solid plastic sphere, there is no corresponding explosion phase for this test problem.
Note these well-known test problems are inherently 2D simulations that exhibit many challenging ALE behaviors for us to test and evaluate our deep learning framework. Working with 3D simulations will impose additional challenges, in terms of scale and performance as well as view dependency and occlusion, that will have to be addressed in future follow-on research. 
Relaxation Mask Prediction
The goal of our evaluation is to measure the quality of the 2d relaxation masks produced by our networks by comparing the predicted masks to ground truth masks generated by a user-driven relaxation strategy. We consider two evaluation scenarios: (1) simply reproducing the user-driven relaxation strategy from the training simulation and (2) training and evaluating on separate simulations to estimate generalization performance of the trained relaxation strategy. For the first scenario, we examine the effects of data standardization. For the second scenario, we break down performance by simulation time.
Within-Simulation Performance
The first set of experiments evaluates our ability to train a relaxer within the context of a single simulation. The experimental setup here is to train the model on a subset of simulation cycles and then evaluate model performance on a disjoint subset of cycles. The results of these experiments are shown in Figures 6 and 7 . The approach performs well across all three test problems, with combined F1 scores consistently above 0.9 for most features. Figure 6 shows that data standardization (described in Section 3.1) is effective, improving performance by over 35% for some features. Figure 7 shows that error rates are fairly consistent for both relaxed and unrelaxed zones. 
Generalizing Across Simulations
The next set of experiments assesses how well the approach generalizes across simulations. That is, if we train a relaxation model on one simulation, how does it perform on a completely separate simulation? Figure 8 shows the results of these experiments. Overall, we see good generalization between simulations (F 1 ≥ 0.8 for the best features). The exception is that models trained on either Bubble Shock or Hohlraum Wall do not generalize well to the Shock Tube simulation. Interestingly, the model trained on Shock Tube does generalize well to both Bubble Shock and Hohlraum Wall. This indicates that the concepts captured by the Shock Tube data represent a superset of the concepts captured by Bubble Shock and Hohlraum Wall.
Performance Across Time
Here we consider the question of model performance across different phases of a simulation. Since these simulations present a highly dynamic environment, with both physics and mesh geometry evolving over time, it stands to reason that some parts of the simulation will be inherently more prone to failures. To analyze this, we separate the model predictions based on what cycle of the simulation they occur in, and then compute per-cycle accuracy on a binary relax/no-relax prediction. simulation. The performance does degrade slowly, but consistently over time, largely due there being more zones requiring relaxation as the simulation progresses. Note that we do better in general on predicting unrelaxed zones than relaxed zones for Bubble Shock (Figure 7) . We also see this general behavior when applying the Bubble Shock model to the Shock Tube simulation: performance degrades slowly, but surely over time. However, we also see a dramatic change in model performance between simulation time 1800 and 1900. Again, we observe that this change is largely due to changes in the distribution of relaxed zones (on which the model performs worse) and unrelaxed zones (on which the model performs better). However, the relative performance of individual features is also affected by this change. Most notably, the best performing feature (volume) before the transition at simulation time 1900 becomes the worst performing feature after the transition.
DISCUSSION
This paper presents promising initial results on applying a deep learning framework to the problem of controlling mesh movement for ALE simulations. In particular, we demonstrate both: (a) the ability to mimic an expert-user relaxer within a given simulation and (b) the ability to generalize relaxation strategies across simulations. This work also raises a number a questions for further study:
Mesh-to-Image Mapping: The simulation mesh-to-image mapping (Section 2.2) is a key component of the approach in that it enables generalization across varied meshes and allows us to leverage existing deep learning technologies for image processing. However, there is also a cost to this mapping. It is important to understand how much error is introduced by mapping from mesh elements to pixels and back again and how this error relates to resampled image resolution?
Multivariate Models: Based on the results presented, it appears that many of the input features are strongly correlated with one another. However, others appear to be more or less independent. This indicates that a multivariate aproach that jointly models multiple input features may improve performance. Fortunately, the proposed framework supports multivariate inputs with minimal modification -it requires only adding input channels. Do multivariate models pay off in practice? Do we need to make changes to the model (e.g., dropout or some form of regularization) to offset a potential increase in variance?
Temporal Models: The baseline approach presented here does not make use of simulation dynamics. However, the proposed framework supports time with minimal modification (again, it is an additional input dimension). Does it improve performance to base decisions on a larger window of time? Can we determine the optimal window size and sampling rate?
Generalization: The results presented here already indicate some ability to generalize relaxation strategies across simulations. The expectation is that we will generalize better if we train on a larger set of diverse simulations and/or user-defined relaxation strategies. What do we gain from more training simulations? What do we gain from more relaxation strategies? How many is enough? Finally, the ultimate goal of an automated mesh relaxation system is to generalize to arbitrary simulations, regardless of the physics or mesh configurations involved. This kind of generalization may require an exploration of relaxation strategies beyond anything human users have tried. To this end, there are two general approaches worth exploring: (1) the failure modeling approach described in Jiang et al. 19 and (2) automated search in the space of possible relaxation strategies.
CONCLUSION
The ALE method is used in a variety of engineering and scientific applications for enabling multi-physics simulations. Unfortunately, the ALE method can suffer from failures that require users to adjust a set of parameters to control mesh relaxation. In this paper, we present a deep learning framework for predicting mesh relaxation in ALE simulations. Our framework is designed to train a neural network using data generated from existing ALE simulations developed by expert users. In order to capture the spatial coherence inherent in simulations, we map simulation state to images and apply convolutional-deconvolutional neural networks.
We present results from an initial evaluation and demonstrate that the proposed approach is able to both mimic an expert-user relaxer within a given simulation (up to 0.99 F1) and to generalize relaxation strategies across simulations (up to 0.89 F1). We also discuss a number of future research directions for improving generalization performance, including multivariate and temporal variations of the proposed model, a thorough study of the mesh-to-image mapping, and a study of how quantity and diversity of training simulations and relaxation strategies impacts performance.
