Association of phenotypes or exposures with genomic and epigenomic data faces 2 important statistical challenges. One of these challenges is to remove variation due to 3 unobserved confounding factors, such as individual ancestry or cell-type composition 4 in tissues. This issue can be addressed with penalized latent factor regression models, 5 where penalties are introduced to cope with high dimension in the data. If a rela-6 tively small proportion of genomic or epigenomic markers correlate with the variable 7 of interest, sparsity penalties may help to capture the relevant associations, but the 8 improvement over non-sparse approaches has not been fully evaluated yet. In this 9 study, we introduced least-squares algorithms that jointly estimate effect sizes and 10 confounding factors in sparse latent factor regression models. Computer simulations 11 provided evidence that sparse latent factor regression models achieve higher statistical 12 performance than other sparse methods, including the least absolute shrinkage and 13 selection operator (LASSO) and a Bayesian sparse linear mixed model (BSLMM). 14 Additional simulations based on real data showed that sparse latent factor regression 15 models were more robust to departure from the generative model than non-sparse 16 approaches, such as surrogate variable analysis (SVA) and other methods. We ap-17 plied sparse latent factor regression models to a genome-wide association study of 18 a flowering trait for the plant Arabidopsis thaliana and to an epigenome-wide asso-19 ciation study of smoking status in pregnant women. For both applications, sparse 20 latent factor regression models facilitated the estimation of non-null effect sizes while 21 avoiding multiple testing problems. The results were not only consistent with pre-22 vious discoveries, but they also pinpointed new genes with functional annotations 23 relevant to each application. 24 2 ables, including batch effects, individual ancestry or tissue cell-type composition are 49 integrated in the regression model by using latent factors. In these models, effect sizes 50 and latent factors are estimated jointly. The latent factor regression framework en-51 compasses several methods which include surrogate variable analysis (SVA, Leek and 52 Storey (2007)), latent factor mixed models (LFMM, Frichot et al. (2013)), residual 53 principal component analysis (Kalaitzis and Lawrence, 2012), and confounder ad-54 justed testing and estimation (CATE, Wang et al. (2017)). Each method has specific 55 merits relative to some category of association study, and the performances of the 56 methods have been extensively debated in recent surveys (for example, see Kaushal 57 et al. (2017)).
Introduction
25 Association studies represent one of the most powerful tool to identify genomic vari-26 ation correlating with disease states, exposure levels or phenotypes. Those studies 27 are divided into several categories according to the nature of the genomic markers 28 evaluated. For example, genome-wide association studies (GWAS) focus on singlefactor regression models employ deconvolution methods in which unobserved vari-
2. FindŴ t a minimum of the penalized loss function
The algorithm cycles through the two steps until a convergence criterion is met or the 140 allocated computing resource is depleted. Each minimization step has a well-defined 141 and unique solution. To see it, note that Step 1 corresponds to an L 1 -regularized re-142 gression of the residual matrix (Y −Ŵ t−1 ) on the explanatory variables. To compute 143 the regression coefficients, we used the Friedman block-coordinate descent method 144 (Friedman et al., 2007) . According to Tibshirani (1996) , we obtained
where s + = max(0, s), sign(s) is the sign of s, andB t is the linear regression estimate,
Step 2 consists of finding a low rank approximation of the residual 147 matrix Y − XB T t (Cai et al., 2008) . This approximation starts with a singular value decomposition (SVD) of the residual matrix, Y − XB T t = MSN T , with M a unitary matrix of dimension n × n, N a unitary matrix of dimension p × p, and S the matrix 150 of singular values (s j ) j=1,...,n . Then, we obtain
whereS is the diagonal matrix with diagonal termss j = (s j − γ) + , j = 1, . . . , n.
152
Building on results from Tseng (2001) 
where . F is the Frobenius norm, . 2 is the L 2 norm, and λ is a regularization pa-167 9 rameter. The minimization algorithm starts with an SVD of the explanatory matrix, 168 X = QΣR T , where Q is an n × n unitary matrix, R is an d × d unitary matrix and 169 Σ is an n × d matrix containing the singular values of X, denoted by (σ j ) j=1,...,d . The 170 ridge estimates are computed as follows
where svd K (A) is the SVD of rank K of A, Id d is the d × d identity matrix, and D λ 172 is the n × n diagonal matrix with coefficients defined as
For λ > 0, the solution of the regularized least-squares problem is unique (Caye those of sparse methods, ranging between 0.12 and 0.26 for ridge LFMM and CATE, 199 and between 0.60 and 1.03 for sparse LFMM ( Figure S1 ). Regarding precision and 200 F -score -which is a harmonic mean of power and precision, the performances of 201 all methods were higher in scenarios with higher effect size and lower confounding 202 intensity. Sparse LFMM performed similarly to or less than the LASSO when the size 203 of the causal effects was small ( Figure 2AB ), but it reached higher F -scores for larger 204 effect sizes ( Figure 2CD ). In those simulations, sparse LFMM obtained lower F -scores 205 than ridge LFMM and CATE. The difference was substantial when the sizes of the 206 causal effects were small (F ≈ 0.51 versus F ≈ 0.76, Figure 1AB ), but the differences 207 were small for the larger effect sizes (F ≈ 0.75, Figure 2CD ). In all scenarios, sparse 208 with the smallest overall statistical error, but the estimates of effect size were biased 210 more severely with this method than with non-sparse methods. Sparse LFMM was to non-sparse methods (F ranging between 0.25 and 0.28). In higher G × E in-224 teraction scenarios, all methods obtained very low performances for the low effect 225 size scenario, but sparse LFMM obtained among the highest F -score and precision.
226
When the effect size was higher, sparse LFMM reached higher performances (F ≈ 227 0.28 and accuracy ≈ 0.33) than the other methods ( Figure 3D ). In those realistic and compared those runtimes with BSLMM and ridge LFMM ( Figure S2 ). What-233 ever the number of individuals or markers, ridge LFMM was the fastest method, and 234 sparse LFMM was the slowest method. Higher computation times for sparse LFMM whether there was an enrichment of enhancer and promoter regions in candidate regions compared to the methylome ( Figure S6 and Figure S7 ). For the 1,287 CpGs 279 with non-null effect sizes, 25.48% were found in enhancer regions, compared to 22.73% 280 for the whole methylome, and 6.83% were found in promoter regions, compared to 281 19.94% for the whole methylome. We compared the CpGs having the highest effect 282 sizes in each method ( Figure S8 ). Sparse LFMM shared 45.3 % of hits with non-283 sparse models (represented by ridge LFMM), and 2.8 % of hits with LASSO (Table   284   S1 ). Among the 51 top hits shared by sparse LFMM and ridge LFMM, 25 were found 285 in the body of a gene, 11 were not associated with a gene, 20 were in enhancer regions 286 and 2 in promoter regions. Note that in this analysis, we averaged the effect sizes of 
293
To focus on a specific chromosome, we detailed the outputs of all approaches for 294 chromosome 3, which contained the epigenome-wide top hit for sparse LFMM and 295 for non-sparse methods (cg27402634, located on an enhancer, Figure 5 ). This CpG 296 was also detected with LASSO ( Figure S9 ). The sparse LFMM hits shared three 297 additional CpGs with non-sparse methods: cg09627057, cg18557837 and cg12662091.
298
Overall, sparse LFMM detected 61 CpGs with non-null effect sizes: 43 were located 299 in genes, 22 in enhancer regions and 6 in promoter regions. 300 Figure 5 . DNA methylation EWAS of smoking status in pregnant women (chromosome 3). A) Estimated effect size for sparse LFMM. The effect size at cg27402634 is equal to β = −0.117 (out of range). B) Estimated effect size for nonsparse methods (ridge LFMM, CATE and SVA). The effect size at cg27402634 is equal to β = −0.141 (out of range). CpGs with the highest effects are circled (genes in blue color). Red dots represent CpGs located in enhancer regions. Green dots represent CpGs located in promoter regions (Illumina annotations). 301 We introduced sparse latent factor regression methods for the joint estimation of linked to SAP, which is a transcriptional regulator involved in the specification of floral identity (Byzova et al., 1999) . This association was also significant for non-325 sparse methods. In addition, the new method detected SNPs located in the ACL5 326 gene, which plays a role in internodal growth and organ size (Hanzawa et al., 1997) .
327
In summary, sparse methods facilitated the selection of non-null effect sizes. The 328 results for sparse LFMM were not only consistent with previous discoveries, but they 329 also identified new candidate genes with interesting functional annotations.
330
Next, we applied sparse LFMM in an EWAS of placental DNA methylation 331 for women exposed to smoking during pregnancy, which is considered an impor- we found additional associations that may adversely affect mother-child health. To better characterize the CpGs in those associations, we evaluated whether there was 349 an enrichment in enhancer and in promoter regions. We found there was an en- (12)
where g(z) is a differentiable convex function, and for each i = 1, . . . , m, f i (z i ) is 690 a continuous convex function. Let (z t ) be the sequence of values defined by the 691 following block-coordinate descent algorithm
Then a limit point of the sequence (z t ) defines a global minimum of the function f (z).
693
The theorem's proof is a consequence of the convexity of the penalized loss function 694 L sparse (W, B) , and the fact that we can write andB computed as follows
where svd K (A) is the rank K SVD of the matrix A, Id d is the d × d identity matrix, and D λ is the n × n diagonal matrix with coefficients defined as
define a global mimimum of the penalized loss function L ridge (B, W).
703
Proof. Given W, a global minimum for L ridge (B, W) is obtained with the ridge esti-704 mates for a linear regression of the response matrix Y − W on X.
Thus, the problem amounts to minimizing the function L(W) = L ridge (B, W) with 706 respect to W. By definition of the D λ and Q matrices, the loss function rewrites as
Minimizing the above loss function is equivalent to finding the best approximation 708 of rank K for the matrix D λ Q T Y. According to Eckart and Young (1936) , this 709 approximation is given by the rank K singular value decomposition of D λ Q T Y.
710
Eventually we obtain that
defines the unique global minimum of the L(W) function. Figure S8 . EWAS of smoking status in women with sparse LFMM, LASSO and Ridge LFMM. Venn diagram of CpGs associated with tobacco consumption in each approach. For sparse LFMM, the hits correspond to the 5% of the highest non-null effect sizes (65 hits). For LASSO, the hits correspond to the 5% of the highest non-null effect sizes (30 hits). For ridge LFMM, the hits correspond to the 65 CpGs having the highest effect sizes.
