Abstract-Cognitive wireless mesh networks have great flexibility to improve the spectrum utilization by opportunistically accessing the authorized frequency bands, within which the secondary users (SUs) should not violate the quality of service (QoS) requirement of the primary users (PUs) while transmitting. In this paper, we consider inter-cluster connection among neighboring clusters under the framework of cognitive wireless mesh networks. Corresponding to the neighboring clusters, all nodes operate in half-duplex mode; hence exchanging control message usually needs four time slots by traditional scheme, which leads to a loss in networking and spectral efficiency especially at the gateway node. A novel scheme based on network coding is proposed, which needs only two time slots. Our simulation experiments reveal the following findings: the performances of traditional inter-cluster connection and network coding based inter-cluster connection are comparable. Next, how to choose optimal signal amplification factor at the gateway node according to the wireless environment is discussed. And we present an intelligent policy based on reinforcement learning to solve the problem. Theoretical analysis and numerical results both show the policy can achieve optimal throughput for the SUs in the long run.
I. INTRODUCTION AND SYSTEM DESCRIPTION
Wireless mesh networks (WMNs) are undergoing a rapid growth around the world. As the network density and data transferring increase, the limited spectrum resource becomes over-crowded. On the other hand, it already has been found that most of the authorized spectrum actually is under lowefficiency usage, due to the traditional static spectrum allocation [1] . Cognitive radio (CR) is a promise radio accessing concept proposed to solve the spectrum usage problem [2] , [3] . It is suitable for opportunistic access to various licensed or unlicensed spectrum bands, which is specifically applicable to the heavy spectrum accessing requirement in a dynamic wireless mesh networking environment. Up to now, the research on CR has already penetrated into different types of wireless networks, and covered almost every aspect in wireless communications [4] - [8] . In this paper, we focus our emphasis on the cognitive wireless mesh networking scenario, named as CogMesh as described in [4] . CogMesh is featured as a self-organized and self-configured network architecture combing cognitive radio technologies with the distributed mesh structure, in order to provide an integrated service platform over a wide range of converged heterogeneous networks realizing dynamic spectrum access (DSA). The CogMesh network is formed by interconnecting clusters through gateway nodes. The gateway nodes make control message and data exchange between two clusters possible. As shown in Figure 1 , there are two cases for inter-cluster connection: two clusters are overlapping, or non-overlapping. This paper studies the first case and the results can be easily extended to the second case. In the first case, the gateway node is 1-hop neighbor of two corresponding clusterheads. As depicted in Figure 1 , A and B are clusterheads of cluster A and B. C is chosen as the gateway node, interconnecting two clusters. When the clusterhead A has control messages send to the clusterhead B, it firstly sends to the node C. Then node C relays to the cluster head B. In the reverse path, message flowing from B to A follows the similar procedure.
We model such inter-cluster connection as a two-way relaying channel model [13] . In the basic setup, two source stations are clusterhead A and B, and they exchange message through the gateway node C. The traditional approach discussed in the previous paragraph for exchanging control message is to use a time-division multi-hopping scheme which needs four time slots to complete a cycle of message exchange (see Figure 2(a) ). Recently, network coding, which was first introduced by Ahlswede et al. [9] , has inspired intensive research activities in the context of wireless networks [10] [11] [13] . Network coding can offer performance improvement for two-way communication flows [10] [11] . In comparison, network coding lets clusterhead A and B send signal simultaneously in the first time slot. Then after amplifying, the gateway node C broadcasts a scaled signal in the second time slot to both A and B (see Figure 2(b) ). The obvious feature of network coding is that it effectively utilizes the broadcasting nature of wireless communication to fulfill the message exchange in two time slots. The aforementioned approaches about network coding are mainly carried out in both wireline and wireless network scenarios, where we needn't to take into account the PU's QoS requirement. While in the context of CogMesh, the connection between two neighboring clusters should not violate the QoS requirements of the coexisting PUs. Our work in this paper mainly includes two parts. The first part is that we give detailed theoretical analysis about Traditional Inter-cluster Connection (TIC) and Network Coding based Inter-cluster Connection (NCIC) in CogMesh. However, to achieve the feasibility of inter-cluster connection, we need to precisely sense the PU's transmit power. We use this information for the gateway node to calculate the signal amplification factor. In the second part of our work, we present a reinforcement learning based signal amplification policy. An intelligent gateway node learns from interaction with the environment how to behave in order to achieve the goal of optimal system throughput in the long run. Accordingly, our work makes sense in three aspects. Firstly, we discuss inter-cluster connection within the framework of CogMesh. Secondly, network coding is applied to enhance the connection between clusters. Thirdly, by further applying reinforcement learning to signal amplifying at the gateway node, we get optimal system throughput in a dynamic environment over the long run. This paper is organized as follows. Section II discusses traditional inter-cluster connection and network coding based inter-cluster connection. In section III, reinforcement learning based signal amplification is presented. Simulations and numerical results are given in section IV. Then we conclude in section V.
II. INTER-CLUSTER CONNECTION IN COGMESH
As shown in Figure 3 , we consider a scenario consisting of one specific PU link and 2 clusters. Due to opportunistic spectrum accessing, they may share the same spectrum hole with frequency bandwidth W . There are two communication flows, A B o and B A o , respectively. The gateway node C only performs Amplifying-and-Forwarding (AF) operation in the system. All nodes are half-duplex, the direct link between A and B is omitted.
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is transmitting, then the received signal at node is the channel coefficient between U and V , and for analytical simplicity, the is assumed to be flat and symmetric, which implies
Furthermore, the channel coefficient is here denoted U f , between and . U PR g is the channel coefficient between and . In order to find the routing-rate, we consider time-invariant channels and the channel coefficients are perfectly known by all SUs.
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In this paper, we are interested in the routing-rate:
Definition: During a period of L time slots (ts), A receives bits reliably from and receives To ensure the feasibility of control message exchange cross the two neighboring clusters, the following two constraints must be satisfied:
1) Mean-squared error (MSE) constraint
The interference caused by SUs to PU should not exceed a certain threshold, i.e., the MSE derived by memory-less estimation of primary signal at PR should be less than or equal to a predefined value T [8] .
2) Maximum transmit power constraint
The transmit power of a SU should not exceed P. Here, for the sake of simplicity, we assume that:
a) The maximum transmit power is same for all SUs, i.e.
. It is easy to extend the discussion to the case where P is user dependent.
The two clusterhead A and B can transmit with maximum transmit power P without violating constraint 1). This assumption is especially suitable for the scenario that the PUs appear in the overlapping area of the two clusters; the PUs are nearer to the gateway node than the two clusterheads such that the transmission power of the gateway node is constrained by 1) and a) in 2) while the two clusterheads can transmit with maximum power and maintains constraint 1) at the same time.
Our future work will discuss other scenarios where the transmission power of the clusterheads as well as the gateway node ought to satisfy both 1) and 2).
We wish to compare NCIC to TIC. With this goal, theoretical analysis about the achievable routing-rates is given in details as follows.
A. Traditional Inter-cluster Connection
As mentioned above, the cluster head A first transmits in time slot k to the gateway node C . Then C amplifies the received signal by a factor 1 E according to constraints 1) and 2) 
Cluster head receives a scaled signal in next time slot
The total duration is 4 ts, the routing-rate for TIC is 
Since A knows its own transmitted signal, it can subtract the back-propagating-self-interference
, and obtain 
The total duration is 2 ts in this scheme, the achieved routingrate is 
III. SIGNAL AMPLIFICATION BASED ON REINFORCEMENT

LEARNING
The signal amplification at the gateway node in a random environment can be viewed as a reinforcement learning problem [14] . In this section, we first briefly introduce the reinforcement learning agent in NCIC, and then we present an intelligent policy based on reinforcement learning to solve the signal amplification problem.
A. Reinforcement Learning
Consider a reinforcement learning agent in CogMesh, which learns from interaction with the environment how to behave in order to achieve the goal of maximum system throughput over the long run. We consider the PU's transmit power as the environment state, the selection of amplification factor at C as the agent's action, and the achievable routing-rate as the reward gained by the gateway node.
The agent and environment interact at each of a sequence of discrete message exchange cycles, t =0, 1, 2, …. , this function gives the expected return for taking action in state s and thereafter following an optimal policy.
B. Signal amplification based on intelligent policy
The intelligent policy chooses an action that has maximal estimated action value most of the time, but with probability H they instead select an action at random. That is, all non-greedy actions are given the minimal probability of selection,
ACTION s H
, and the remaining bulk of the probability,
, is given to the greedy action [14] . Let 
IV. NUMERICAL RESULTS
In this section, we present simulation-based experiments for the system in Figure 4 . First, we compare the performances of TIC and NCIC. Next, we quantify the performance of our proposed learning algorithm.
A. Performance comparison between TIC and NCIC
We study the performances of TIC and NCIC in this subsection. In simulation, we assume that the frequency bandwidth W=1MHz, the transmission power of PU 30dBm P P , and the variance of AWGN 0 1dBm N ; Binary Frequency Shift Keying (BFSK) is chosen as the modulation scheme. We use the following metrics to compare NCIC to TIC:
x Bit Error Rate (BER): The percentage of erroneous bits in received packets.
x Routing-Rate: This is the received bits during each time slot. Figure  4(b) shows the routing-rates of NCIC and TIC whereas NCIC outperforms TIC. Interestingly, the curves in two figures approach constant values no matter how the transmit power at the gateway node increases. This is because the interference caused by SUs to PUs increases as the gateway node raises its transmit power such that the MSE constraint by PUs dominates finally, which restricts the available transmit power level of the gateway node. s a In Figure 4 , the simulation results tell us that the performances of TIC and NCIC are comparable. But these also imply in the cluster formation procedure, the communication reliability should be firstly taken into account, the TIC is preferred; while in the data flow procedure, system throughput is taken more serious, the NCIC is more suitable than TIC.
B. Impact of random environment on learning policy
Next, we present numerical results to compare the performance of the intelligent policy and the best policy. Here, the best policy is defined as the policy that the gateway node can perfectly sense the PU's transmit power and QoS requirement, thus it can always obtain maximal routing-rate. In simulation, we assume that the transmit power of PU is 30dBm, the QoS requirement T=0.2, and J =0.8. In Figure 5 , we study the average achievable routing-rate of the intelligent policy and the best policy. We can see that the performance of intelligent policy approaches the best policy. But the intelligent policy can not achieve maximum routingrate since it always gives the probability ACTION s H to select the available actions randomly.
V. CONCLUSION AND RELATED WORK
A. Conclusion
This paper considers the inter-cluster connection issue in CogMesh. TIC cannot achieve efficient scheduling and routing. In this paper, we first present a network coding based scheme, which allows multiple data streams to be transmitted simultaneously across the neighboring clusters under the QoS constraint by PUs. Our simulation experiments reveal that the NCIC is substantially benefits over TIC in the data flow procedure. However, in the cluster formation stage, TIC outperforms NCIC. Then we address the problem of how to choose the signal amplification factor at the gateway node in a dynamic environment, for which an intelligent policy based on reinforcement learning is proposed. The novel feature of the policy is that without the perfect knowledge of PU's transmit power and QoS requirement, it can optimize the routing-rate by interacting with the environment in the long run. Due to the fact that it gives the opportunity to select the available actions in the environment state, the intelligent policy converges to the best policy, but it can not achieve the maximum routing-rate.
B. Related work
Cooperative diversity [15] allows multiple concurrent transmissions. There are two main differences between this work and ours. First, cooperative diversity is for point-to-point communication, while ours is for a multi-hop network. Second, cooperative diversity usually assumes antenna arrays and coherent combing at the receiver, but we make no such assumptions in this paper.
