We take a data mining approach to characterize 
Introduction
In this paper, we study the Bendford's law and underlying information uncertainty. Particularly we quantify the impact of distributional characteristics in the context of entropy of leading digits. Entropy represents the level of uncertainty in a distributional pattern of data. We examine various forms of distributions of accounting/financial data against Benford's law based on entropy states.
Accounting and financial information systems literature suggests that the Benford's law [4, 9] can be used to identify potential fraud in financial data which supports business decision processes [5, 6, 7] . In many experiments, the frequency pattern of leading digits in financial/accounting data tends to follow exponentially decaying curve. Comparisons of first digit frequency distribution from such a dataset with the benchmark distribution in Benford's law can show any anomalous results [21] .
As Nigrini [15, 16] argued, Benford's law can be used in forensic accounting and auditing as an indicator of accounting and expenses fraud and, in practice, applications of Benford's law for fraud detection is routinely used in modern accounting information systems.
The pattern of Benford's law is well explained in a uniformly distributed logarithmic magnitude. Data patterns which reveal exponential growth pattern such as incomes and stock prices can be also good examples. Fig. 1 shows a stylized view of the distribution of the leading digits according to Benford's law.
While the fit of specific patterns against Benford's law is tested in many papers, there is lack of attention to the precise numerical measurement which represents the underlying information in the distribution. In this paper, we take an innovative approach, namely, 'entropy' to compute the amount of information uncertainty in a given distribution.
We empirically test four datasets, which potentially can be disbursement value, online transaction amounts, or account receivable/payable values against Benford's law in terms of entropy states. While it is intuitive that symmetric pattern of distributions such as uniform or normal distributions deviate from that of Benford's law, skewed patterns such as exponential distribution or Poisson growth pattern are likely to be fit to Benford's law [10, 13] .
In practice, many online transaction instances follow exponential variation patterns. One such instance is online auction mechanisms [1, 2, 3, 8, 14, 17] . As Bapna et al. [3] found, the nature of online bidding, especially, in the presence of multiple overlapping auctions, the surrounding market forces enable multiple auction monitoring and institutional bidding strategy and this agent behavior generates exponentially decaying pattern of number of bids. In our empirical findings, exponential distributions are well described by Benford's law in the context of entropy. According to information theory and modern data mining, entropy is a measure of the uncertainty associated with a random variable [11, 20, 22] which refers to quantified evenness of the expected value in a unit of information measurement.
Entropy represents the status of user behavior in various online transactions. For instance, in today's online auctions, unlike the traditional assumption of isolated and independent setting of mechanisms, multiple sources exist in parallel and the increased visibility to the users allows significant deviation from the traditional bidder behavior. As indicated in Bapna et al. [3] , the nature of online auction behavior based on the Internet creates institutional or market monitoring behavioral pattern. This bidding pattern can be recognized in unsupervised clustering such as k-means method. However, the amount of information the user utilize cannot be easily quantifiable.
If the amount of information that is utilized by each user is not uniform, then the uncertainty is lower in case of institutional bidders who monitor the entire market and compare the progress of individual overlapping auctions in a given time span. This less volatile, in other words, more predictable state can be reflected in the form of lower entropy.
Agent behavior in online transactions which involves the underlying information uncertainty or predictability can be estimated by the information gain and entropy [11, 20, 22] . In this paper, we find that exponentially decreasing pattern of accounting data shows very close entropy level to Benford's distribution whereas uniform or symmetric distributional patterns do not follow the law.
Financial Accounting Data
Benford's law has been found to apply to many sets of financial data, including income tax or stock exchange data, corporate disbursements and sales figures, demographics and scientific data. While many academic papers on Benford's law have been published, relatively less attention has been driven to the specific measure of the amount of information uncertainty or predictability in the distribution. Given that Benford's law was scale invariant, a wide range of accounting data including composite values of multiple attributes is supposed to follow this law. To help us understand the Benford's distribution and potential deviation from the law by other data patterns, we generated data using Monte Carlo simulation. Table 1 shows the summary statistics of four datasets which are to be compared with Benford's distribution. (Each dataset consists of 10,000 observations.) 
Information Status

Entropy
Entropy, in information theory, is a measure of uncertainty. A series of stochastic events with equal probabilities has maximum entropy, since there is no way to predict which event will happen. Any form of biased information which relaxes the uniform pattern of probability distribution reduces the amount of entropy.
Let H denote the entropy of a random variable X where X represents a set of n events such
. I(X) means the information content of random variable X. Since the information content in X itself is a random variable, the status of I(X) can be rewritten in a probabilistic format using p(X). We describe the entropy H(X) as follows.
For multiple possibilities of each event of X, equation (1) can be restated as,
where b is the base of the logarithm.
Since we are considering the leading digits of accounting/financial data in this paper, we further set n and b to 9 henceforth.
Benford's law with other distributional patterns
As is often the case in accounting fraud, the financial impact starts small and then increases dollar amounts gradually. Assuming that the appearance of numbers is a random event, Benford's law is quite intuitive that some digits, more specifically, the leading digits naturally occur more frequently.
Various digit patterns of the financial amounts are experimented in this paper as Figure 6 , 7, 8 and 9. It is interesting that the leading digit distributions in Figure 6 , 7, 8 and 9 are almost identical to the actual numeric value distributions in Figure 2 , 3, 4 and 5. The first two data patterns show symmetric pattern of variation but the figure 8 shows exponentially decreasing pattern. Unlike the distributional pattern in Figure 5 , the leading digit pattern of dataset 4 shows bimodal exponential pattern.
It is expected that the dataset 3 is likely to conform Benford's distribution since it shows exponentially decaying pattern while the right tail of dataset 4 shows an opposite pattern to the law. Similar data patterns often appear in actual online transaction data. According to Bapna et al. (2009) , this institutional multi-auction participation behavior or the market monitoring behavior can be well mapped to the dataset 3 or 4 in terms of the number of bids. The time constraint to watch the price progress in multiple concurrent auctions limits the time which can be allocated to individual auctions in a given time span. This engenders relatively smaller number of bids drawn to individual auctions. In other words, the number of bids in a focal auction will exponentially decrease due to the existence of parallel auctions.
In the next section we calculate the amount of information uncertainty in the four distributional patterns as well as Benford's distribution and compare the states of entropy to provide numerical insights regarding information uncertainty. 
Entropy and Benford's Law
Financial data such as corporate accounts payable data are a favorite target of the digital analysis technology [18, 19] . The first and second digit tests are used as high-level examinations of reasonableness. While the benchmark of Benford's distribution is the most popular in the comparison process, precise numerical measure of information in the distributions has not been developed in the literature.
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We apply an innovative measure of entropy in the four datasets along with Benford's distribution. We calculated the entropy level using leading digits and the total entropy states in Table 2 . As expected dataset 3 shows very similar patterns to Benford's law but dataset 4 has the highest discrepancy with that of Benford's distribution. The follow-up regression analysis in Table 4 show that smaller values in leading digits appear more frequently and this non-uniform pattern of variation is well represented by Benford's law and exponentially decreasing pattern in dataset 3. Biases in corporate data reduce the entropy level and dataset 3 is apparently biased toward the leading digit (In dataset 3, there is a large first digit spike). Our analyses show that this non uniform pattern, which is similar to Benford's law, can be numerically examined by the measure of entropy. .
Regression analysis reaffirms the effectiveness of the method of entropy in terms of the significant coefficient values and high R 2 .
Conclusion
In this paper, we consider distributional patterns of various financial/accounting data. Especially we attempt to quantify the information uncertainty in terms of entropy. We present a taxonomic analysis on the distributional pattern at the leading digit level. While existing research analyzed the variation pattern of accounting data against Benford's law, we extend the view to the precise computation of numeric measure, entropy. We compared the entropy states of the leading digits in heterogeneous distributions against Benford's law. Goodness of fit test and regression analysis results are also provided.
From a practitioner's perspective, our results suggest optimal accounting/financial fraud detection strategy. We find a strong correlation between the exponentially decreasing pattern and Benford's law (see Table 3 and 4). As our analysis indicates, entropy measures provide precise numeric value on information uncertainty. In addition to the pattern comparison in the current practice, implementation of the computational mechanism for entropy states will make the accounting fraud detection mechanism more efficient and reliable.
