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1. INTRODUCTION 
In this paper, we study nonlinear differential equation 
where CI >O. The above equation consists of several interesting physical 
models, for instance, the case 0 < CI < 1 corresponds to a special case of the 
well-known porous media equation (see [9]); the case 0: = 2 arises from 
plasma physics, as demonstrated in [2] and [S]. 
It has been known (see [6, 3, 21) for some time that the Dirichlet initial- 
boundary value problem defined in a finite domain or the Cauchy initial 
value problem defined in R1 of the above equation may have solutions that 
blow-up in finite time. But the problem of finding the blow-up set and 
asymptotic behaviour when its solutions evolve to their blow-up time does 
not have a complete answer yet. In fact, only the case 0 <M < 1 has been 
studied in [4] but with a different formula from ours. In addition, the 
interesting problem concerning the similarity solutions (scaling invariant 
solutions) of the above equation is still open for 012 1. Therefore the pur- 
pose of this paper is to study the blow-up set and asymptotic behaviour of 
the solution to (1) and the existence of related similarity solutions. 
2. SIMILARITY SOLUTIONS TO EQUATION ( 1) 
In the present section, we investigate the existence of similarity solutions 
to Eq. (1). We use these similarity solutions in Section 3 to study the 
blow-up of general solutions to the Cauchy problem 
u, = e%Y + u), XER’, t > 0. 
u(x, 0) = U,(X) > 0, x E R’, 
(2) 
supp 4)(x) < a, 
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where CI > 0, ZQ,(X) # 0 is a continuous function with compact support. We 
first mention an interesting property of the solutions to (2). 
u be a solution qf (2). Suppose that u,Jx) has PROPOSITION 1. Let 
compact support 
40 
Then 
) = supp r&J(x) = (l-(O), 1, (0)). (3) 
Z(t)=suppu(x, t)=(f-(t),/+(t)) (4) 
is finite as long as II is bounded for all (x, s) E R’ x [0, t]. Furthermore, 
--co <z-(t)~zL(O)<l+(O)~~+(t) (5) 
and 
where L, = 21-c/a. 
For the proof see [9]. 
IIt is easy to verify by using the invariance property of equation (1) that 
the similarity solutions of (1) have the formula 
u(x, t) = (T- t) - 1/m w(x), (7) 
where the function w(x) is a solution of the initial value problem 
lV~(lV” + w) - Jf = 0, 
(8) 
w’(0) = 0, w(0) = rj > 0. 
In the above equation “‘I” stands for the second derivative of MJ to x. We 
use MI’ and W” to represent he first and second derivatives of 1~ to x from 
here on. We note that the formula (7) is very similar to the technique of 
separation of variables for the linear equation 
24, = u,, + u. (9) 
We show in the following that, for the problem (8), the case of 0 tcz -C 2 
is more interesting than that of ct > 2. For this reason we treat these two 
cases separately. The existence result of 0 < ct < 2 is stated in the following 
theorem. 
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THEOREM 1. Let w(x, q) be a solution qf (8) which has the initial vu&e 
w(O) = 11. Let 0 < M < 2. If ‘1 E (0, I?,) with qS := (2/a(2 - a))l”‘, then 
w(x, 11) > 0 in (0, TX ) and w oscillates around M j0 = ( l/cl)lix an infinite number 
of times. Consequently w( co, fj ) # 0. If q > ?I,, then w(x, a) vanishes at some 
poirzt x=x,ER+ and w’(x~, g) #O. The only non-trivial (w #O, w#wO) 
non-negative solution in C’(R’) is w(x, yjS) which terminates at some 
x = .x,~$ E R+ and w’(xVr, q) = 0. 
Proof. It is easy to prove by using classical theory that, for each q > 0, 
the solution W(X, q) of (8) exists for x close to zero and that w is twice 
continuously differentiable as long as IV is positive. Set 
By multiplying (8) by W’ and integrating over [O, x], we have 
lC2(0) ,t-(o) 
F(x)=F(o)=2--- 
a(2 - Lx)’ 
(10) 
Let us take q > ilS. In this case, we obtain from (11) that 
F(x) = F(0) > 0, (12) 
as long as w is non-negative on [0, x]. Furthermore, since ~$0) > q, > it’s, 
(8) yields that ~“‘(0) < 0, and so W’(X) < 0 for all 0 < x 4 1. Moreover, by 
writing (8) as the equivalent integral equation 
w'(x)- w'(x,J = 1.' (q- w) dx, 
.rg 
we can deduce easily that if &(x0) = 0 for some x0 E [0, 03) and ‘rt is 
positive on [O, cc), then there will be an intersection of w with u’~ on 
(x,, CD ). Therefore, any solution w of (8) must have at least one inter- 
section with 1~~. Suppose that w is positive on (0, CC). Then (12) implies 
that MI is bounded above. Thus, there are only two possibilities: 
(a) the solution intersects IV,, more than once; 
(b) the solution goes to zero monotonically as x -+ 8~. 
If (a) holds, then we can see clearly that there exists a x0 > 0, such that 
w’(x,) = 0, u”(X) < 0 forall O<.K<X,. (14) 
In addition, since w”(x~) >, 0, 
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lV’( so) 
F(x,) =--j--- 
“P*-y~,)<o 
42-a) . (16) 
But, this contradicts (12). Therefore (a) cannot hold. Similarly, (b) cannot 
hold, for otherwise this would contradict the fact that F(X) = J(O) > 0 on 
(0, co), since (b) yields that w’(x) --) 0 as x ---f co, which in turn implies 
F(x) --) 0 as x + co. Thus, the solution cannot be positive on (0, ccj), i.e., 
the solution must terminate at zero at some finite point x,. The relation 
F(.Y,) =F’(O) >O then yields that MT’(x,) # 0. This proves the claim 
concerning solutions with initial values II> vs. 
If 0 < q < q,, then Ir(.x) = F(0) < 0 as long as MJ is non-negative on [0, x]. 
We observe further that if n(x) = qs at some point X, then F(x)>O. So 
0 < w < qs on the same interval [0, x] where n’ is non-negative. If ,v(x) = 0 
at some point, then we would have F(x) >O, which is impossible. There- 
fore, rv(x) > 0 on (0, co). We prove further that M(X) oscillates around NJ,, 
an infinite number of times. First, it is clear that if I” =0 at some 
x1 > 0, then there exists an x2 > x1 such that N’(X) has a fixed sign on 
[xl, x2] and 11?(x?) = )I’~. Therefore if KJ has only a finite number of inter- 
sections with nl,, on (0, cc)), there must hold M~‘#O for all x $1. But, as IV 
is bounded from both above and below on (0, cc j, 1~” has to have the 
opposite sign from MI’ for all x large. In this case, (2) would yield that 
)Y + IV,, or IV --f 0 as x + co, which in turn implies that w’(x) -+ 0 as x + oo. 
If 1~ + 0 as x -+ co, then F(0) < F(a) = 0, which contradicts F(X) = F(0) 
on [0, #ml. On the other hand, if u’+ )v,, as x--f NJ, then F(a) <F(O), 
which again contradicts the condition F(x)=F(O) on [0, co]. Hence, 
the hypothesis that MJ has only a finite number of intersections with 
w,, is absurd. Thus, 1~ oscillates around ~1~ an infinite number of times if 
w(0) = Fj <vs. 
If q = qs, then M(X) terminates at zero at some finite point x=x?~ and 
from the condition F(s) = F(0) = 0, we have HJ’(x,J = 0. This completes the 
proof of Theorem 1. Q.E.D. 
For q =qs, we can actually give the analytic expression of PY(X, qs). 
Indeed, suppose 
w(x) = 
A(c0s’B.x)“” x E [ - rcn/2B, 42B-J 
o 
otherwise 
is a solution of (2), where A and B are two positive constants. Then it is 
easy to calculate that for x E [ - 7c/2B, 7c/2B], 
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w’(x) = - $ sin 2Bx(cos2 B.x)(‘-~~‘~~ 
2 
tv"(x)= 9 (-4(cos' Bx)"" + (4- 2ct)(cos2 Bxp")'"). 
(17) 
so 
Thus, if we take 
together with 0 <a < 2, the function 
XE [-71/a, ?r/a], 
otherwise, 
will be the solution of (8) which is C’ continuous in R’. It is easy to verify 
that with the constants A and B given in (20), 0 < OL < 2, 
x E co, dB1, 
otherwise, 
is also a solution of (8). But this time instead of having W’(O) = 0, we have 
w(0) = 0. 
Remark. If CI < 0, which corresponds to the fast-diffusion problem, we 
can construct some explicit similarity solutions of (2) which exist on (0, cc ) 
and tend to infinity at t -+ co. These similarity solutions are 
u(x, t) = 
(T+ t)-“a A(cos2 Bx)@, x E [ - n/2B, 7c/ZB], 
0 otherwise, 
505,99;1-10 
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(21) 
We shall discuss the similarity solutions of a more general class of fast- 
diffusion equation in a forthcoming paper. Next we study (8) for the case 
of CI > 2. The main result is the following proposition: 
PROPOSITION 2. Let M > 2 and let W(X, 4) be a solution of (8) with the 
initial value w(0) = q. Then every solution is positive and bounded both from 
above and below away from zero on (0, CD). Furthermore, it oscillates around 
w0 an infinite number of times. 
Prooj Let F(x) be the function defined in (10). Then for CI > 2, the 
identity holds 
F(x) = F(0) > 0, x > 0. (22) 
So WI cannot tend to zero (as IV’--’ will tend to infinity) or tend to infinity 
(as 1~’ will tend to infinity). Therefore, MJ is positive for all x>O and 
bounded both from above and below. This means that the first assertion in 
the proposition holds. The second assertion follows from the same kind of 
reasoning as in Theorem 1. Q.E.D. 
Note. Because of the above result for the case of o! > 2, there exist no 
similarity solutions of (2) which blow-up and which have finite support. So 
instead of seeking similarity solutions which blow-up and are of the form 
(2), we look for similarity solutions which exist for all time and decay to 
zero as t + m, that is, the solutions 24 of (2) which take the form 
u(x, t)=(T+ ,)-II, w(x), T>O. (23) 
It is easy to prove that, for a > 2, 
4x9 t) = 
(T+ t)-~‘%4(cos2 B<x)“” x E [ - 7c/2B, 7c/2B], 
o otherwise, 
where 
B=;, ‘4 = (24) 
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is a solution of the initial boundary value problem 
u, = q u,, + u), 
7t n 
XE --,- . 
i ) 
f >Q, 
CI CI 
u = 0, .y= +T - ? t > 0, 06) cd 
u(x, 0) = ug( x) > 0, 
n 7f 
XE - -,- . 
i 1 CI cd 
The solutions of the above initial boundary value problem can also be 
regarded as generalized solutions of the Cauchy problem (2), which have 
time-independent compact support [ - ~C/CI, 71/a], but they are no longer C ’ 
continuous in R’. 
Again as before, for c1> 2, 
24(x, t) = 
u(x, t) = (T+ t)-ll” A(sin’ Bx)l” x E [O, n/B-& 
o 
otherwise, 
is a solution of (2) which exists for all t > 0, where A and B are as given 
in (24). 
We conclude this section by proving a result which describes the 
asymptotic profile of solutions of (8 j as II-+ GZ. 
THEOREM 2. Let w(x, rl) be a solution of (8 j. We amme that c( > 0. Then 
for arzy fixed x E [0,x/2) there holds 
N’(X, q) - y cos x (27) 
Proof. Let 
Then v satisfies the differential equation 
(28) 
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It is easy to verify that z - cos x is the solution of the differential equation 
z”+z=O, 
z’(0) = 0, z(0) = 1, 
(30) 
and 4 = E + (1 - E) cos x is a solution of the differential equation 
$h” + (b = E, 
4’(O) = 0, lp(0) = 1. 
(31) 
Therefore, by using the Sturmian Comparison Theorem to compare v with 
z, we can deduce that 
Thus, 
v(x, r/) 2 cos x, I E [O, 7r/2). (32) 
(33) 
where 0 < x, < 7c/2, M= max(cos’ ~’ xi, 1). Next, by using the Sturmian 
Comparison Theorem again to compare D with 4, we get 
v2$+(1-G)cosx, XEIO,X1]. 
Therefore, 
O<o-cosw<=“M(1-cosx), XEIO,X1]. 
CI 
Thus, 
w(x, r#7) - u] cos x, XE o,E 
[ > 2 ’ 
asrj+co. 
3. APPLICATIONS TO GENERAL BLOW-UP 
(35) 
(36) 
Q.E.D. 
As the first application of our similarity solutions we give a sufficient 
condition for the blow-up of solutions of (2). More precisely, we have the 
following theorem: 
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THEOREM 3. Let 0 < CI < 2 and let u,,(x) > 0 be a function which satisfies 
supp uo(n) II (a, b). If b-a > 2n/a, then the solution u(x, t) of (2) with 
initial value u(x, 0) = uO(x) will blow-up in finite time. 
An obvious consequence of the above theorem is the following result: 
COROLLARY 1. Let O<cr<2. Let u(x, t) be u solution of the Cauch? 
problem (2) with a non-identically zero initial value LIP > 0. If there exists 
t > 0, such that supp u(x, t) 3 (a, b) and b-a > 2.711~1, then the solution 
u(x, t) will blow-up in finite time. 
The proof of Theorem 3 depends on the maximum principle which we 
state as a lemma in what follows. 
LEMMA 1. Let u(x, t) be a generalized solution (see [6] for the defini- 
tion) of the Cauchy problem (2) in Qr= R’ x (0, T). Suppose the function 
z: D,+ R\ is such that ZE C’,‘(D,) n C(D,), where 
e(t) E C( [0, T)) is some non-negative function, z = 0 everywhere in QT’\DT, 
and satisfies the inequality zI - za (z,, + z) GO (I[ - z~(z,~, +z) > 0) in D,. In 
addition let the derivative z, be continuous in Qr, and let z(x, 0) d zcO(xj 
(z(x, 0) 3 u,Jx)) everywhere in R’. Then u > z (u < z) euerywhere in QT. 
For the proof of the above lemma see [6]. 
Proof of Theorem 3. This is immediate on using the maximum principle 
stated in the above lemma to compare the solutions of (2) with the 
similarity solution we constructed in Section 2. Q.E.D. 
In the following we prove that the explicit similarity solutions which 
were constructed in Section 2 correctly describe the asymptotic behaviour 
of the evolution of the unbounded solutions to the Cauchy problem (2). 
This is one of the major motivations for studying similarity solutions. Our 
approach is a generalization of that of [4], where the case 0 <LX < 1 has 
been considered under the normal formulation of the porous media equa- 
tions. Nevertheless, as there are some important details which have been 
neglected in [4] and more importantly, as the formulation of [4] does not 
extend to the case 1 6 M < 2, we think it is worthwhile presenting a self- 
contained proof here and to include the necessary modifications. In the 
following we always assume that the initial function satisfies 
ug( -x) = z&J(x), x E R’, 
uO(.v) decreasing for x > 0 and sup u()(x) = uo(0). 
(38) 
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Our main result in this section is the following theorem: 
THEOKEM 4. Let u(x, t) be a solution of (2) which blows-up in finite time 
T< KI. If u,,(x)E C’(R’) satisfies (38) and 0 < CI < 2, then the following 
holds: 
(T- t)‘!” u(x, t) --f w(x), as t-tTP (39) 
uniformly in R’, where w is the similarity solution given in Section 2. 
Following Giga and Kohn [7], we introduce the “new time” variable 
s = -log( T- t); D-k U-t (0, a) (40) 
and define 
g(x 7 s) = (T- t)‘j’ u(x, t). (41) 
Then g(x, S) is a solution of the Cauchy problem 
gs=g”k,+g)-g. s > 0, XER’, c! 
g(x, 0) = g,(x) E T”%&), XE R’. 
(42) 
It is easy to see that the similarity solution 
w(x) = 
i 
(-&)1-a(Cos2;x)1ir XE[-71/CL,n/h], 
0 otherwise, 
is a “generalized” (for definition see [4]) stationary solution of (42). So the 
asymptotic convergence of (39) is reduced to the problem of proving that 
the solutions of (42) tends to the stationary solution as s + co. Recall that 
the problem (2) has the heat localization property. Therefore, supp U(X, t) 
and so supp g(x, S) is uniformly bounded for all 0 <s < CD. Thus, if we can 
establish bounds in L”(RI) for g(x, s), we may treat g(x, S) as a solution 
of a boundary value problem in a finite domain. In this case, the study of 
the convergence of g(x, s) to W(X) in the Cauchy problem (42) can be 
regarded as equivalent to the study of the convergence of a boundary value 
problem. The convergence of boundary value problem is a direct conse- 
quence of some general results [l]. So the most important feature of the 
proposed “boundary value problem” approach is the establishment of 
bounds on g(x, s). An upper bound will ensure that g(x, S) is globally 
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bounded, and a lower bound is needed to make sure that the limit function 
g(x, co) is non-trivial. The real difficulty in our approach is that g = ic(.xj 
is an unstable stationary solution of (42) which is satisfied by the solution 
g(x, s). We show this later in this section. By the same token, in proving 
(39), we must distinguish in the initial function space (g(x, 0)) a stability 
set which guarantee that g(x, s) is in the stable manifold of n$s). 
LEMMA 2. Let u(x, t) be a solution of (2) with an initial value uO(x) 
satisfjkg (38). Let u have continuous first derivative to x. Suppose u 
blows-up in finite time T< a~. Then there exists t > 0 such that 
mes(supp U(X, t)) > n. (43) 
Proqf Suppose (43) is not true, then for all 0 < t -C T 
supp 24(x, t) C 
n: 7l i 1 - -, - 2 2 ) (44) 
since u(x, t) is even as a consequence of (38) (symmetry of u0 j. The 
function 
x E [ -x/2, rr/2], 
otherwise, 
can be regarded as a generalized solution of (2). Therefore, a direct com- 
parison of u with h(xj with M> 0 being a large positive number, will yield 
that ~(0, T-j is bounded which contradicts the fact that 14 blows-up at 
t = T. Thus, (43) must hold. QED. 
LEMMA 3. Let all the conditions of Theorem 3 be satisfied. Then for 
t E [O. Tj, the .following inequality holds 
sup u(x, t)>u”a(T-t)p’~x. 
XER’ 
On the other hand, there is an q > qs such that 
sup U(S, t) < q(T- tj-I’“. 
.YER’ 
(46) 
Proo$ In this proof we assume that the solution u(x, t) of (2) is classi- 
cal at all points where it is positive and u,(x, t) is a continuous function of 
(x, t) in R’ x (0, T). To prove (45), we define 
U(t) = sup 24(.x, t). 
XCR’ 
(4:; 
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Then we get from (2) 
U’(t) < USfL, o<t<T. 
An integration of the above inequality over [It, T] implies 
1 
--<((T-t), 
Wt) 
O<t<T, 
(48 1 
(49) 
and so, 
U(t)>&‘*(T-t)-l:“, O<t<T. (50) 
To prove (46) holds, we observe that the length of supp u(x, t) must be 
greater than rc for all to < t < T, where 0 6 t, < T. So without loss of 
generality, we assume that mes(supp uO) > rc. We choose 11 z qs to be so 
large that 
VT -h > u,(O) = sup U&X) (51) 
and, for the corresponding solution M(X, q) to (8), supp M(X, 11) is a proper 
subset of supp uO. Moreover, we can, if necessary, increase q so that the 
functions T-%~(s, 4) and zlO(x) “intersect” not more than twice. At the 
same time, we may regard M(S, ye) as an even function in R’ which 
coincides, whenever it is positive, with the solution of (8) which has the 
initial value ?I and it equals zero for 1x1 > x,,. In that case, (46) follows by 
comparing U(X, t) with the unbounded solution 
u(x, t)= (T-t)-‘:‘” W(X, q) (52) 
of (2), which has the same blow-up time as u(x, t), and by using the “inter- 
section” decreasing property proved in [S] for solutions having the same 
blow-up time. Q.E.D. 
Next we show that the similarity solution we constructed in Section 2 is 
unstable. 
FRoP~SITION 3. The similarity solution w(x, 9,) in Section 2 is not a 
stable stationary solution to the Cauchy problem (42). 
Proof. Let g(x, 0) =&(x, qs) and 6 E (0,l). Then the Cauchy problem 
(42) has a global solution 
g(x, s) = (1 + C exp(s)) - “’ w(x, q), (53) 
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where C: = (1 - 6 ““)/S ‘I’ > 0 and 
Conversely, if 6 > 1, and g(x, 0) = &v(x, qx), then the solution of Cauchy 
problem (42) is unbounded, 
for all Ix/ < L,/2, where S,(6) = log[6r1”/(6’!” - l)]. Therefore the 
stationary solution g = CD(X, qS) is unstable. Q.E.D. 
We note, however, under the condition of Theorem 4, i.e., if the initial 
value z+,(x) is taken so that U(X, t) and uA(x, t) = (T- t)-@ w(x, qs) have 
the same blow-up time, then the Cauchy problem (42) has a global solu- 
tion which converges to the stationary solution g(x, q,) G w(x, q,). Hence, 
the stability set of the unstable stationary solution g(x, qs) is 
@= (g,(x)>O( g,(x)=(T)“” U&X), u,Js) E C’(R’) satisfies 
(38) and T= T(u,J < cry is the blow-up time of the solution 
u(x, t,]. 
(561 
Proof of Theorem 4. The convergence 
&, s) -+ 4x3 951, as s+(x), (57) 
follows from the heat localization property, the upper bound (46) and the 
lower bound (45). Indeed, if we denote supp U,(X) by [-I,, loI, I, > 0, then 
we have 
supp g(-~, 3) = c - 1, - L,, I, + Ll, (58) 
sup g(x, S) > a ~~ 1:X, s > 0, (59) 
XERI 
Ax, s) < rl, s > 0, XERI. (601 
Let BE R’ be an arbitrary bounded region such that [-lo-L,. 
I, + L,] c a. Therefore, (58) implies that 
g(x, s) = 0, s > 0, XELK?. (61 i 
Hence the Cauchy problem (42) is equivalent to the Dirichlet boundary 
value problem in Sz x R’ with conditions (59) and (60) which ensure its 
global solvability. Thus, the assertion of Theorem 4 follows from the result 
of [ 1 ] and we omit the proof here. Q.E.D. 
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