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Abstract
We review a novel and authentic way to quantize gravity. This novel approach is based on the fact that
Einstein gravity can be formulated in terms of a symplectic geometry rather than a Riemannian geometry in
the context of emergent gravity. An essential step for emergent gravity is to realize the equivalence principle,
the most important property in the theory of gravity (general relativity), from U(1) gauge theory on a
symplectic or Poisson manifold. Through the realization of the equivalence principle, which is an intrinsic
property in symplectic geometry known as the Darboux theorem or the Moser lemma, one can understand
how diffeomorphism symmetry arises from noncommutative U(1) gauge theory; thus, gravity can emerge
from the noncommutative electromagnetism, which is also an interacting theory. As a consequence, a
background-independent quantum gravity in which the prior existence of any spacetime structure is not
a priori assumed but is defined by using the fundamental ingredients in quantum gravity theory can be
formulated. This scheme for quantum gravity can be used to resolve many notorious problems in theoretical
physics, such as the cosmological constant problem, to understand the nature of dark energy, and to explain
why gravity is so weak compared to other forces. In particular, it leads to a remarkable picture of what
matter is. A matter field, such as leptons and quarks, simply arises as a stable localized geometry, which is
a topological object in the defining algebra (noncommutative ⋆-algebra) of quantum gravity.
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I. INTRODUCTION
The most important property in the theory of gravity (general relativity) is arguably the equiva-
lence principle. The equivalence principle says that gravity can be interpreted as an inertial force,
so it is always possible to locally eliminate the gravitational force by using a coordinate transfor-
mation, i.e., in a locally inertial frame. This immediately leads to a remarkable picture in which
gravity has to describe a spacetime geometry rather than a force immanent in spacetime. The
equivalence principle also implies that gravity is obviously a universal force such that gravity in-
fluences and is influenced by everything that carries energy. Therefore, the spacetime has to serve
as a stage for everything supported on it, as well as an actor for the dynamical evolution of the
stage (spacetime) itself. In order to quantize gravity, we, thus, have to cook a frying pan and a fish
altogether. How?
A. What Is Quantum Gravity?
Quantum gravity means to “quantize” gravity. Gravity, according to Einstein’s general rela-
tivity, is the dynamics of spacetime geometry where spacetime is a Riemannian manifold and the
gravitational field is represented by a Riemannian metric. Thus, naively quantum gravity is meant
to quantize the Riemannian manifold. However, how to “quantize” a Riemannian manifold is still
vague.
Quantum mechanics has constituted a prominent example of “quantization” since its founda-
tion. However, quantization in this case is controlled by the Planck constant ~, whose physical
dimension is length times momentum, i.e., (x × p). Therefore, quantization in terms of ~ quan-
tizes (or deforms in a weak sense) a particle phase space, as we know very well. Because we
consider a classical field φ(x) ∈ C∞(M) to be a smooth function defined on a spacetime M and a
many-body system describing infinitely many particles distributed over the spacetimeM , quantum
field theory is also defined by quantization in terms of ~ in an infinite-dimensional particle phase
space, as we clearly know.
Now consider “quantizing” gravity. With ~ again? Because gravity is characterized by its
own intrinsic scale given by the Newton constant G, where the classical gravity corresponds to
the G → 0 limit [1], we should leave open the possibility that the quantum gravity is defined
by a deformation in terms of G instead of ~. Customarily, we have taken the same route to the
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quantization of gravity as that taken by conventional quantum field theory. Thus, conventional
quantum gravity also intends to quantize an infinite-dimensional particle phase space associated
with the metric field gµν(x) (or its variants such as the Ashtekar variables or spin networks) of a
Riemannian geometry. However, we have to carefully contemplate whether our routine approach
to quantum gravity is on the right track or not because gravity is very different from other forces,
such as the electromagnetic, weak and strong forces. For a delightful journey to quantum gravity,
it is necessary to pin down the precise object of quantization (~ or G) and clearly specify correct
variables for quantization (spacetime itself or fields associated with the spacetime). For these
reasons, we pose the following two questions [2]:
Q1. Is gravity fundamental or emergent?
Q2. Which quantization defines quantum gravity: ~ or G?
In Q1, we usually refer to a physical entity (force or field) as being fundamental when it does
not have any superordinate substructure, and emergence usually means the arising of novel and
coherent structures, patterns and properties through the collective interactions of more fundamen-
tal entities: for example, the superconductivity in condensed matter system or the organization of
life in biology. Regarding to question Q1, it is quite amazing to notice that the picture of emer-
gent gravity was already incoded in Cartan’s formulation of gravity [3]. In general relativity, the
gravitational force is represented by a Riemannian metric of the curved spacetime manifold M :( ∂
∂s
)2
= gµν(y)
∂
∂yµ
⊗ ∂
∂yν
. (1)
Cartan showed that the metric in Eq. (1) could be defined by the tensor product of two vector fields
Ea = E
µ
a (y)
∂
∂yµ
∈ Γ(TM) as follows:( ∂
∂s
)2
= ηabEa ⊗ Eb. (2)
Mathematically, a vector field X on a smooth manifold M is a derivation of the algebra C∞(M).
Here, the vector fields Ea ∈ Γ(TM) are smooth sections of the tangent bundle TM → M which
are dual to the covectors Ea = Eaµ(y)dyµ ∈ Γ(T ∗M); i.e., 〈Eb, Ea〉 = δba. The expression in Eq.
(2) glimpses the avatar of gravity that a spin-two graviton might arise as a composite of two spin-
one vector fields. In other words, Eq. (2) can be abstracted by using the relation (1⊗ 1)S = 2⊕ 0.
Incidentally, both mathematician and physicist use the same word, vector field, in spite of a bit
different meaning.
Equation (2) suggests that we need gauge fields that take the values in the Lie algebra of dif-
feomorphisms in order to realize a composite graviton from spin-one vector fields. To be precise,
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the vector fields Ea = Eµa (y) ∂∂yµ ∈ Γ(TM) will be identified with “0-dimensional” gauge fields
satisfying the Lie algebra
[Ea, Eb] = −fabcEc. (3)
Of course, the Standard Model does not have such kind of gauge fields, but we will see later that the
desired vector fields arise from the electromagnetic fields living in noncommutative spacetime [4–
7]. Thus, the noncommutative spacetime will allow a novel unification between electromagnetism
and Einstein gravity in a completely different context from the Kaluza-Klein unification.
Regarding question Q2, we are willing to ponder the possibility that the Newton constant G
signifies an intrinsic Poisson structure θ = 1
2
θµν(y) ∂
∂yµ
∧ ∂
∂yν
∈ Γ(Λ2TM) of spacetime because
the gravitational constant G carries the physical dimension of (length)2 in natural units. Recall
that the particle phase space P has its intrinsic Poisson structure η = ~ ∂
∂xi
∧ ∂
∂pi
[8] so that the
Poisson bracket on the vector space C∞(P ) is given by
{f, g}~(x, p) = ~
( ∂f
∂xi
∂g
∂pi
− ∂f
∂pi
∂g
∂xi
)
, (4)
where f, g ∈ C∞(P ). Here, we have intentionally inserted the Planck constant ~ into η to make it
dimensionless like θ. Then, the canonical quantization can be done by association with a commuta-
tive algebra C∞(P ) of physical observables of a classical mechanical system, a noncommutative
algebra A~ of linear operators on a suitable Hilbert space H. That is, the physical observables
f, g ∈ C∞(P ) are replaced by self-adjoint operators f̂ , ĝ ∈ A~ acting on H, and the Poisson
bracket in Eq. (4) is replaced by a quantum bracket
{f, g}~ → −i[f̂ , ĝ]. (5)
This completes the quantization of the mechanics of a particle system whose phase space P is now
noncommutative.
In the same way, one can define a Poisson bracket {·, ·}θ : C∞(M) × C∞(M) → C∞(M) by
using the Poisson structure θ ∈ Γ(Λ2TM) of the spacetime manifold M :
{f, g}θ(y) = θ(df, dg) = θµν(y)
( ∂f
∂yµ
∂g
∂yν
− ∂f
∂yν
∂g
∂yµ
)
(6)
where f, g ∈ C∞(M). In the case where θµν is a constant cosymplectic matrix of rank 2n, one
can apply the same canonical quantization to the Poisson manifold (M, θ). One can associate
to a commutative algebra (C∞(M), {·, ·}θ) of smooth functions defined on the spacetime M , a
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noncommutative algebraAθ of linear operators on a suitable Hilbert space H. That is, the smooth
functions f, g ∈ C∞(M) become noncommutative operators (fields) f̂ , ĝ ∈ Aθ acting on H, and
the Poisson bracket in Eq. (6) is replaced by a noncommutative bracket [9, 10]
{f, g}θ → −i[f̂ , ĝ]. (7)
This completes the quantization of the Poisson algebra (C∞(M), {·, ·}θ) where spacetime M is
now noncommutative, i.e.,
[yµ, yν] = iθµν . (8)
Throughout the paper, we will omit the hat for noncommutative coordinates yµ ∈ Aθ for notational
convenience.
The question still remains. What is the relation between the Poisson algebra (C∞(M), {·, ·}θ)
and (quantum) gravity? We will not try to answer the question right now. Instead, we want to
point out that the vector fields in Eq. (2) can be derived from the Poisson algebra [4–7]. It is
well-known [8] that, for a given Poisson algebra (C∞(M), {·, ·}θ), there exists a natural map
C∞(M) → TM : f 7→ Xf between smooth functions in C∞(M) and vector fields in TM such
that
Xf(g) = {f, g}θ (9)
for any g ∈ C∞(M). Indeed, the assignment in Eq. (9) between a Hamiltonian function f and the
corresponding Hamiltonian vector field Xf is the Lie algebra homomorphism in the sense
X{f,g}θ = [Xf , Xg], (10)
where the right-hand side represents the Lie bracket between the Hamiltonian vector fields.
Motivated by the homomorphism between the Poisson algebra (C∞(M), {·, ·}θ) and the Lie
algebra of vector fields [8], one may venture to formulate Einstein gravity in terms of a symplectic
or a Poisson geometry rather than a Riemannian geometry. Suppose that there is a set of fields
defined on a symplectic manifold M
{Da(y) ∈ C∞(M)|y ∈M, a = 1, · · · , 2n}. (11)
According to the map in Eq. (9), the smooth functions in Eq. (11) can be mapped to vector fields
as follows:
Va[f ](y) ≡ {Da(y), f(y)}θ = −θµν ∂Da(y)
∂yν
∂f(y)
∂yµ
. (12)
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The vector fields Va(y) = V µa (y) ∂∂yµ ∈ Γ(TM) take values in the Lie algebra of volume-preserving
diffeomorphisms because ∂µV µa = 0 by definition. Because the vector fields Va need not be
orthonormal though they are orthogonal frames, it will be possible to relate the vector fields Va ∈
Γ(TM) to the orthonormal frames (vielbeins) Ea in Eq. (2) by Va = λEa, with λ ∈ C∞(M) to be
determined [7].
Our above reasoning implies that a field theory equipped with the fields in Eq. (11) on a
symplectic or a Poisson manifold may give rise to Einstein gravity. If this is the case, quantum
gravity will be much more accessible because there is a natural symplectic or Poisson structure,
so it is obvious how to quantize the underlying system, as was already done in Eqs. (7) and (8).
Following this line of thought, we will aim to answer the question what quantum gravity is by
carefully addressing the issues in Q1 and Q2.
B. Quartet of Physical Constants
The physical constants defining a theory prescribe all the essential properties of the theory.
Planck realized that the union of three “fundamental” constants in Nature, the Planck constant ~
in quantum mechanics, the universal velocity c in relativity, and the Newton constant G in gravity,
uniquely fixed the characteristic scales for quantum gravity:
Mpl =
√
c~
G
= 2.2× 10−5g,
Lpl =
√
G~
c3
= 1.6× 10−33cm, (13)
Tpl =
√
G~
c5
= 5.4× 10−44s.
The expression in Eq. (13) holds in four dimensions, and it has a different expression in other
dimensions. Interestingly, one cannot construct a dimensionless quantity out of the three constants
except in two dimensions. In two dimensions, the combination G~/c3 is a dimensionless quantity.
This may be understood by noticing that pure two-dimensional gravity is topological, so it should
not trigger any dynamical scale. Therefore, except for two dimensions, each constant must play
an independent role in the theory of quantum gravity.
Recent developments in theoretical physics have revealed in many ways that gravity may not
be a fundamental, but rather an emergent, phenomenon, as string theory has demonstrated in the
last decade [11]. This means that the Newton constant G can be determined by using some of
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the quantities in a theory defining emergent gravity. Because we want to derive gravity from
some gauge theory, it is proper to consider the quartet of physical constants by adding a coupling
constant e, which is the electric charge. A general gauge coupling constant sometimes will be
denoted by gYM . Using the symbol L for length, T for time, and M for mass and writing [X ] for
the dimension of some physical quantity X , we have the following in D dimensions:
[~] = ML2T−1,
[c] = LT−1,
[e2] = MLD−1T−2, (14)
[G] = M−1LD−1T−2.
A remarkable point of the system in Eq. (14) is that it specifies the following intrinsic scales
independently of dimensions:
M2 =
[e2
G
]
,
L2 =
[G~2
e2c2
]
, (15)
T 2 =
[G~2
e2c4
]
.
From the four-dimensional case where e2/~c ≈ 1/137, one can see that the scales in Eq. (15) are
not so different from the Planck scales in Eq. (13).
Note that the first relation GM2 = e2 in Eq. (15) implies that at the mass scale M , the gravita-
tional and the electromagnetic interactions become of equal strength. This is a desirable property
for our purpose because we want to derive gravity from gauge theory! Also, the system in Eq. (14)
should be expected to admit a dimensionless quantity because the four quantities are determined
by three variables. That quantity is given by the following combination:
( ec√
G~
)D
· ~
3G2
c5e2
= dimensionless. (16)
One can see from Eq. (16) that in lower dimensions, it is possible to construct a dimensionless
quantity out of only three parameters: {~, c, G} in D = 2, {c, e, G} in D = 3, {~, c, e} in D = 4,
and {~, e, G} in D = 5. In D ≥ 6 dimensions, we need all of the four constants in Eq. (14) to have
a dimensionless quantity. This smells of interesting hidden physics, but we have not yet figured
out what it is [12]. However, we will clearly see what the scales in Eq. (15) set by the system in
Eq. (14) mean. Notice that the length L in Eq. (15) is the Compton wavelength of mass M for
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which the gravitational and the electromagnetic interactions have the same strength. It turns out
to be the scale of spacetime noncommutativity where the conspiracy between gravity and gauge
theory takes place.
Equation (15) implies that, if gauge theory whose coupling constant is given by e is equipped
with an intrinsic length scale L, the Newton constant G can be determined by using field theory
parameters only, i.e., G~2
c2
∼ e2L2, hinting an intimate correspondence between gravity and gauge
theory [7]. For example, a noncommutative gauge theory and a field theory on a D-brane are cases
where L2 can be identified with |θ|, the noncommutativity of spacetime, for the former and with
2πα′, the size of a string, for the latter [13]. As we will discuss later, a theory of quantum gravity
must be background independent; thus, the dynamical scale for quantum gravity will be generated
by a vacuum condensate that is exactly one in Eq. (15).
C. Noncommutative Spacetime as Quantum Geometry
We have discussed some reasons the gravitational constant G dictates a symplectic or a Poisson
structure to spacetime M . Thereby, a field theory will be defined on a symplectic manifold, and,
as we argued before, Einstein gravity may arise from the field theory. If this is the case, quantum
gravity will be defined by quantizing the field theory in terms of the underlying Poisson structure,
which is simply a Dirac quantization such as Eq. (7) for a canonical symplectic structure. There-
fore, if all these are smoothly working, quantum geometry can be defined by using a field theory
on a noncommutative space such as Eq. (8). Let us briefly sketch how that is possible.
A symplectic structure B = 1
2
Bµνdy
µ ∧ dyν of spacetime M defines a Poisson structure θµν ≡
(B−1)µν on M , where µ, ν = 1, . . . , 2n. The Dirac quantization with respect to the Poisson
structure θµν then leads to the quantum phase space in Eq. (8). Because the Poisson structure
θµν defines canonical pairs between noncommutative coordinates yµ ∈ Aθ, one can introduce
annihilation and creation operators, ai and a†j , i, j = 1, · · · , n, by using those pairs. For example,
a1 = (y
1 + iy2)/
√
2θ12, a†1 = (y
1 − iy2)/√2θ12, etc. Then, the Moyal algebra in Eq. (8) is equal
to the Heisenberg algebra of an n-dimensional harmonic oscillator, i.e.,
[yµ, yν] = iθµν ⇔ [ai, a†j ] = δij . (17)
From quantum mechanics, the representation space of noncommutative R2n is well-known to
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be given by an infinite-dimensional, separable Hilbert space
H = {|~n〉 ≡ |n1, · · · , nn〉, ni = 0, 1, · · · } (18)
that is orthonormal, i.e., 〈~n|~m〉 = δ~n~m, and complete, i.e.,
∑∞
~n=0 |~n〉〈~n| = 1. Note that any smooth
function on a noncommutative space can be represented by an operator acting on an appropriate
Hilbert space H, which consists of a noncommutative ⋆-algebra Aθ, like a set of observables in
quantum mechanics. Therefore, any field Φ̂ ∈ Aθ in the noncommutative space in Eq. (17)
becomes an operator acting on the Fock space H and can be expanded in terms of the complete
operator basis
Aθ = {|~n〉〈~m|, ni, mj = 0, 1, · · · }, (19)
that is,
Φ̂(y) =
∑
~n,~m
Φ~n~m|~n〉〈~m|. (20)
One may use the ‘Cantor diagonal method’ to put the n-dimensional non-negative integer lattice
inH into a one-to-one correspondence with the infinite set of natural numbers (i.e., 1-dimensional
positive integer lattice): |~n〉 ↔ |n〉, n = 1, · · · , N →∞. In this one-dimensional basis, Eq. (20)
can be relabeled in the following form:
Φ̂(y) =
∞∑
n,m=1
Mnm |n〉〈m|. (21)
One can regard Mnm in Eq. (21) as elements of an N × N matrix M in the N → ∞ limit. We
then get the following important relation [9, 10]:
Any field on noncommutative R2n ∼= N ×N matrix at N →∞. (22)
If the field Φ(y) ∈ C∞(M) was originally a real field, then M should be a Hermitian matrix. The
relation in Eq. (22) means that a field in the noncommutative ⋆-algebra Aθ can be regarded as a
master field of a large N matrix.
Now the very notion of points in a noncommutative space, such as the Moyal space in Eq. (8),
is doomed; instead the points are replaced by states in H. Thus, the usual concept of geometry
based on a smooth manifold will be replaced by a theory of operator algebra, e.g., the noncom-
mutative geometry a` la Connes [14] or the theory of deformation quantization a` la Kontsevich
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[15]. Furthermore, through the matrix representation in Eq. (22) of the operator algebra, one can
achieve a coordinate-free description of quantum field theory. Therefore, it should be possible
to achieve a background-independent formulation of quantum gravity in which the interactions
between fundamental ingredients can be defined without introducing any spacetime structure [7].
The most natural objects for that purpose are algebra-valued fields, which can be identified with
elements in a noncommutative ⋆-algebra such as noncommutative gauge fields [16].
Several matrix models [17–19] have appeared in string theory. They have illustrated how the
matrix model can be regarded as a nonperturbative formulation of gravity or string theory in the
sense that it describes a quantized geometry with an arbitrary topology. Matrix theory contains
multiple branes with arbitrary topologies as its spectrum and allows a topology change of the
spacetime manifold as a sequence of the change of matrix data [20].
D. Outline of the Paper
In this review, we will not survey other approaches to emergent gravity because good exposi-
tions [21] already exist and our approach is quite different, although the underlying philosophy
may be the same. Our unique clue is based on the fact that Einstein gravity can be formulated
in terms of a symplectic geometry [7]. Basically, we are considering a symplectic geometry as a
commutative limit of a noncommutative geometry that is regarded as a microscopic structure of
spacetime, just as classical mechanics on a mundane scale is simply a coarse graining of quantum
mechanics in the atomic world. A Riemannian geometry, thus, appears in a macroscopic world as
a coarse graining of the noncommutative geometry, as we already briefly outlined.
Our line of thought has been motivated by several similar ideas, mostly by the AdS/CFT corre-
spondence [22] and matrix models [17–19] in string theory. Also, the work by Rivelles [23] and
the following works [24] triggered thoughts about a noncommutative field theory as a theory of
gravity. A series of interesting works along this line has recently been conducted by Steinacker and
his collaborators [25–27]. See his recent review [28] and references therein. Also, there are many
closely related works [29–37]. However, the emergent gravity based on noncommutative field
theories is relatively new, so it would be premature to have an extensive review about this subject
because it is still in an early stage of development. Therefore we will focus on ours. Although
this review is basically a coherent survey of recent works [4–7, 38–42] of the second author, it
also contains several new results and many clarifications, together with important pictures about
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quantum gravity. Early reviews can be found in Refs. [39] and [40].
In Section II we elucidate the reason Einstein gravity can emerge from electromagnetism as
long as spacetime admits a symplectic structure and explicitly show how Einstein’s equations can
be derived from the equations of motion for electromagnetic fields on a symplectic spacetime. The
emergent gravity we propose here actually corresponds to a field theory realization of open-closed
string duality or large-N duality in string theory and to a generalization of homological mirror
symmetry [43] in the sense that the deformation of the symplectic structure ω is isomorphic to the
deformation of the Riemannian metric g in the triple (M, g, ω). In Section II.A, we explain the
equivalence principle for the electromagnetic force, stating that there always exists a coordinate
transformation to locally eliminate the electromagnetic force if spacetime supports a symplectic
structure. This important property for emergent gravity originates from the Darboux theorem
[44] or the Moser lemma [45] in symplectic geometry, which also explains how diffeomorphism
symmetry in general relativity arises from such a gauge theory. We explain how the equations
of motion for U(1) gauge fields are mapped to those for vector fields defined by Eq. (12). In
Section II.B, we first initiate the emergent gravity by showing [4] that self-dual electromagnetism
on a symplectic 4-manifold is equivalent to self-dual Einstein gravity. Although it was previously
proved in Ref. [7], we newly prove it again in a more geometric way to illustrate how elegant
and beautiful the emergent gravity is. In Section II.C, we derive Einstein’s equations from the
electromagnetism on a symplectic manifold, rigorously confirming the speculation in Section I.A.
We find [7] that the emergent gravity from electromagnetism predicts some exotic energy whose
physical nature will be identified in Section V.B.
In Section III, we discuss how to quantize Einstein gravity in the context of emergent gravity by
using the canonical quantization in Eq. (7) of a spacetime Poisson manifold. We argue in Section
III.A that the equivalence principle for the emergent gravity can be lifted to a noncommutative
spacetime such as Eq. (8). The equivalence principle in a noncommutative spacetime is realized
as a gauge equivalence between star products in the context of deformation quantization [15], and
so dubbed the “quantum equivalence principle” [5]. This implies that quantum gravity can consis-
tently be derived from the quantum equivalence principle and that matter fields can arise from the
quantized spacetime. In Section III.B, it is shown [6] that the emergent gravity from a noncommu-
tative ⋆-algebra Aθ can be understood as a large-N duality such as the AdS/CFT correspondence
and the matrix models in string theory. The gravitational metric determined by large-N matrices
or noncommutative gauge fields is explicitly derived. We clarify in Section III.C how emergent
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gravity achieves the background-independent formulation in which any kind of spacetime struc-
ture is not a priori assumed, but is defined by the theory. An important picture of emergent gravity
is identified. If a classical geometry is to be described from a background-independent theory, it
is necessary to have a nontrivial vacuum defined by a coherent condensation of gauge fields, e.g.,
the vacuum defined by Eq. (17), which is also the origin of a spacetime symplectic or a Pois-
son structure such as Eq. (6). In Section III.D, the emergent gravity is generalized to a generic
noncommutative spacetime such as the case with θµν = nonconstant [5] and a general Poisson
manifold [42].
In Section IV, we speculate what particles and matter fields are and how they arise from a non-
commutative ⋆-algebra Aθ. We claim that a matter field, such as quarks and leptons, is defined by
a stable localized geometry, which is a topological object in the defining algebra (noncommutative
⋆-algebra) of quantum gravity [7]. First we review in Section IV.A Feynman’s view [46–48] of
the electrodynamics of a charged particle to understand why an extra internal space is necessary to
introduce the weak and the strong forces. The extra dimensions appear with a Poisson structure of
Lie algebra type implemented with some localizability condition to stabilize the internal space. In
Section IV.B, we understand the Feynman’s derivation of gauge forces as the Darboux transforma-
tion in Eq. (29) between two symplectic structures where one of them is a deformation of the other
in terms of external gauge fields. This beautiful idea is not ours, but was noticed at Ref. [49] long
ago. In Section IV.C, we define a stable state in a large-N gauge theory and relate it to the K-theory
[50–53]. With the correspondence in Eq. (22), the K-theory class is mapped to the K-theory of a
noncommutative ⋆-algebra Aθ. We argue, using the well-known, but rather mysterious, math, the
Atiyah-Bott-Shapiro construction of K-theory generators in terms of the Clifford module [54], that
the topological object defined by large-N matrices or the noncommutative ⋆-algebraAθ describes
fermions such as quarks and leptons. It turns out that an extra noncommutative space is essential
to realize the weak and the strong forces.
In Section V, we discuss the most beautiful aspects of emergent gravity. Remarkably, emergent
gravity reveals a novel picture about the origin of spacetime, dubbed as emergent spacetime, which
is radically different from any previous physical theories, all of which describe what happens in
a given spacetime. In Section V.A, we point out that the concept of emergent time is naturally
defined as long as spacetime admits an intrinsic symplectic or Poisson structure. The time evolu-
tion of a spacetime geometry is defined by Hamilton’s equation defined by the spacetime Poisson
structure, Eq. (6). Because the symplectic structure triggered by the vacuum condensate in Eq.
11
(17) not only causes the emergence of spacetime but also specifies an orientation of spacetime
manifold, we are tempted to conceive that the emergent gravity may explain the arrow of time in
the cosmic evolution of our Universe - the most notoriously difficult problem in quantum grav-
ity. We analyze in Section V.B the anatomy of spacetime derived from a noncommutative gauge
theory or large-N matrix model. We explain why there is no cosmological constant problem in
emergent gravity [41]. We point out that a vacuum energy of a Planck scale does not gravitate,
unlike Einstein gravity and that a flat spacetime is emergent from the Planck energy condensation
in vacuum. Finally, we try to identify the physical nature of the exotic energy-momentum tensor
whose existence was predicted in Section II.C. Surprisingly, it mimics all the properties of dark
energy, so we suggest the energy as a plausible candidate for dark energy [7]. If so, the quantum
gravity defined by noncommutative gauge theory seems to resolve many notorious problems in
theoretical physics: for example, the cosmological constant problem, the nature of dark energy
and the reason gravity is so weak compared to other forces.
In the final section, we try to understand why the emergent gravity defined by a noncommutative
geometry resembles string theory. We conclude with several remarks about important open issues
and speculate on a proper mathematical framework for emergent gravity and quantum gravity.
II. EMERGENT GRAVITY
In order to argue that gravity can emerge from some field theory, it is important to identify how
the essential properties of gravity can be realized in the underlying field theory. If not, the emergent
gravity cannot physically be viable. Therefore, we will reasonably argue how the equivalence
principle, the most important property in the theory of gravity (general relativity), can be realized
from U(1) gauge theory on a symplectic manifold M . Through the realization of the equivalence
principle in the context of symplectic geometry, we can understand how diffeomorphism symmetry
arises from noncommutative U(1) gauge theory and gravity can emerge from noncommutative
electromagnetism, which is also an interacting theory.
A. The Equivalence Principle from Symplectic Geometry
Consider a U(1) bundle supported on a symplectic manifold (M,B). Physically, we are consid-
ering open strings moving on a D-brane whose data are given by (M, g,B), where M is a smooth
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manifold equipped with a metric g and a symplectic structure B. The worldsheet action of open
strings, with a compact notation, reads as
S =
1
4πα′
∫
Σ
|dX|2 −
∫
Σ
B −
∫
∂Σ
A, (23)
where X : Σ → M is a map from an open string worldsheet Σ to a target spacetime M and
B(Σ) = X∗B(M) and A(∂Σ) = X∗A(M) are pull-backs of spacetime gauge fields to the world-
sheet Σ and the worldsheet boundary ∂Σ, respectively.
From the compact notation in Eq. (23), it is obvious that the string action in Eq. (23) respects
the following local gauge symmetries:
(I) Diff(M)-symmetry
X → X ′ = X ′(X) ∈ Diff(M), (24)
(II) Λ-symmetry
(B, A)→ (B − dΛ, A+ Λ), (25)
where the gauge parameter Λ is a one-form in M . Note that the Λ-symmetry is present only when
B 6= 0, so it is a stringy symmetry by nature. When B = 0, the symmetry in Eq. (25) is reduced to
A→ A+ dλ, which is the ordinary U(1) gauge symmetry because A is a connection of the U(1)
bundle.
The Λ-symmetry then predicts a very important result. The presence of a U(1) bundle on a
symplectic manifold (M,B) should appear only with the combination Ω = B+F , where F = dA
because Ω is the only gauge-invariant 2-form under the transformation in Eq. (25). Because we
regard B ∈ Γ(Λ2T ∗M) as a symplectic structure over M , the electromagnetic force F = dA
appears only as the local deformation of the symplectic structure Ω(x) = (B + F )(x).
Another important result derived from the open string action, Eq. (23), is that the triple
(M, g,B) comes only in the combination (M, g+κB), where κ ≡ 2πα′ = 2πl2s denotes the string
scale. Note that the Riemannian metric g and the symplectic structureB in the triple (M, g,B) can
be regarded as an bundle isomorphism from a tangent bundle TM to a cotangent bundle T ∗M be-
cause both are nondegenerate bilinear maps on TM , i.e., (g, B) : TM → T ∗M . Therefore, the so-
called DBI “metric” g+ κB : TM → T ∗M , which maps X ∈ TM to ξ = (g+ κB)(X) ∈ T ∗M ,
embodies a generalized geometry [55] continuously interpolating between a symplectic geometry
(|κBg−1| ≫ 1) and a Riemannian geometry (|κBg−1| ≪ 1). Including the excitation of open
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strings, one can combine the two results to conclude that the data of ‘D-manifold’ are given by
(M, g,Ω) = (M, g + κΩ).
Consider another D-brane whose ‘D-manifold’ is described by different data (N,G,B) =
(N,G + κB). A question is whether there exists a diffeomorphism φ : N → M such that
φ∗(g + κΩ) = G + κB on N . In order to answer the question, let us shortly digress to some
important aspects of simplectic geometry. The symplectic geometry respects an important prop-
erty, known as the Darboux theorem [44], stating that every symplectic manifold of the same
dimension is locally indistinguishable [8]. To be precise, let (M,ω) be a symplectic manifold.
Consider a smooth family ωt = ω0 + t(ω1 − ω0) of symplectic forms joining ω0 to ω1, where
[ω0] = [ω1] ∈ H2(M) and ωt is symplectic ∀t ∈ [0, 1]. A remarkable point (due to the Moser
lemma [45]) is that there exists a one-parameter family of diffeomorphisms φ : M × R → M
such that φ∗t (ωt) = ω0, 0 ≤ t ≤ 1. If there exist such diffeomorphisms as a flow generated by
time-dependent vector fields Xt ≡ dφtdt ◦ φ−1t , one would have for all 0 ≤ t ≤ 1 that
LXtωt +
dωt
dt
= 0 (26)
because, by the Lie derivative formula, one has
0 =
d
dt
(
φ∗tωt
)
= φ∗t
(LXtωt)+ φ∗t dωtdt
= φ∗t
(
LXtωt +
dωt
dt
)
. (27)
Using Cartan’s magic formula, LX = dιX + ιXd, for the Lie derivative along the flow of a vector
field X , one can see that Eq. (26) can be reduced to Moser’s equation
ιXtωt + A = 0, (28)
where ω1 − ω0 = dA.
In summary, there always exists a one-parameter family of diffeomorphisms as a flow generated
by a smooth family of time-dependent vector fields Xt satisfying Eq. (28) for the change of the
symplectic structure within the same cohomology class from ω0 to ω1, where ω1 − ω0 = dA.
The evolution of the symplectic structure is locally described by the flow φt of Xt satisfying
dφt
dt
= Xt ◦ φt and starting at φ0 = identity. Thus, one has φ∗1ω1 = φ∗0ω0 = ω0, so φ1 provides
a chart describing the evolution from ω0 to ω1 = ω0 + dA. In terms of local coordinates, there
always exists a coordinate transformation φ1 whose pullback maps ω1 = ω0 + dA to ω0, i.e.,
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φ1 : y 7→ x = x(y) so that
∂xa
∂yµ
∂xb
∂yν
ω1ab(x) = ω0µν(y). (29)
This can directly be applied to the open string case, Eq. (23), by considering a local Darboux
chart (U ; y1, · · · , y2n) centered at p ∈ U and valid on an open neighborhood U ⊂ M such that
ω0|U = 12Bµνdyµ ∧ dyν, where Bµν is a constant symplectic matrix of rank 2n. Now, consider a
flow φt : U × [0, 1] → M generated by the vector field Xt satisfying Eq. (28). Under the action
of φǫ with an infinitesimal ǫ, one finds that the point p ∈ U whose coordinates are yµ is mapped
to φǫ(y) ≡ xµ(y) = yµ + ǫXµ(y). Using the inverse map φ−1ǫ : xµ 7→ yµ(x) = xµ − ǫXµ(x), the
symplectic structure ω0|U = 12Bµν(y)dyµ ∧ dyν can be expressed as
(φ−1ǫ )
∗(ω0|y) = 1
2
Bµν(x− ǫX)d(xµ − ǫXµ) ∧ d(xν − ǫXν)
≈ 1
2
[
Bµν − ǫXa(∂aBµν + ∂νBaµ + ∂µBνa) + ǫ
(
∂µ(BνaX
a)− ∂ν(BµaXa)
)]
dxµ ∧ dxν
≡ B + ǫF, (30)
where Aµ(x) = Bµa(x)Xa(x) or ιXB + A = 0 and dB = 0 was used so that the second term
vanished. Equation (30) can be rewritten as φ∗ǫ(B + ǫF ) = B, which means that the electromag-
netic force F = dA can always be eliminated by a local coordinate transformation generated by
the vector field X satisfying Eq. (28).
Now, let us go back to the previous question. We considered a symmetry transformation which
is a combination of the Λ-transformation, Eq. (25), followed by a diffeomorphism φ : N → M .
It transforms the DBI metric g + κB on M according to g + κB → φ∗(g + κΩ). The crux is that
there exists a diffeomorphism φ : N → M such that φ∗(Ω) = B, which is precisely the Darboux
transformation in Eq. (29) in symplectic geometry. Then, we arrive at a remarkable fact [7] that
two different DBI metrics, g + κΩ and G+ κB, are diffeomorphic to each other, i.e.,
φ∗(g + κΩ) = G+ κB, (31)
where G = φ∗(g). Because the open string theory, Eq. (23), respects the diffeomorphism symme-
try, Eq. (24), the D-manifolds described by (M, g,Ω) and (N,G,B) must be physically equiva-
lent. Note that this property holds for any pair (g, B) of a Riemannian metric g and a symplectic
structure B.
The above argument reveals superb physics in gauge theory. There “always” exists a coordinate
transformation to locally eliminate the electromagnetic force F = dA as long as a manifold M
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supports a symplectic structure B; i.e., (M,B) defines a symplectic manifold. That is, a symplec-
tic structure on a spacetime manifold M admits a novel form of the equivalence principle, known
as the Darboux theorem, for the geometrization of the electromagnetic force. Because it is always
possible to find a coordinate transformation φ ∈ Diff(M) such that φ∗(B + F ) = B, the relation-
ship φ∗
(
g+κ(B+F )
)
= G+κB clearly shows that the electromagnetic fields in the DBI metric
g+κ(B+F ) now appear as a new metric G = φ∗(g) after the Darboux transformation in Eq. (31).
One may also consider the inverse relationship φ∗(G+ κB) = g + κ(B + F ), which implies that
a nontrivial metric G in the background B can be interpreted as an inhomogeneous condensation
of gauge fields on a ‘D-manifold’ with metric g. We might point out that the relationship in the
case of κ = 2πα′ = 0 is the familiar diffeomorphism in a Riemannian geometry, so it says nothing
marvelous. See footnote [13].
We observed that the Darboux transformation between symplectic structures immediately leads
to the diffeomorphism between two different DBI metrics. In terms of local coordinates φ : y 7→
x = x(y), the diffeomorphism in Eq. (31) explicitly reads as
(g + κΩ)ab(x) =
∂yµ
∂xa
(
Gµν(y) + κBµν(y)
)∂yν
∂xb
, (32)
where Ω = B + F and
Gµν(y) =
∂xa
∂yµ
∂xb
∂yν
gab(x). (33)
Equation (32) conclusively shows how gauge fields on a symplectic manifold manifest themselves
as a spacetime geometry. To expose the intrinsic connection between gauge fields and spacetime
geometry, let us represent the coordinate transformation in Eq. (32) as
xa(y) = ya + θabÂb(y), (34)
with θab = (B−1)ab. Note that the coordinate transformation in Eq. (34) for the case F (x) = 0
is trivial, i.e., Âa(y) = 0 and Gab = gab as it should be, while it is nontrivial for F (x) 6= 0. The
nontrivial coordinate transformation can be encoded into smooth functions Âa(y), which will be
identified with noncommutative gauge fields. Clearly, Eq. (33) embodies how the metric on M is
deformed by the presence of noncommutative gauge fields.
We showed how the diffeomorphism symmetry in Eq. (31) between two different DBI met-
rics arises from U(1) gauge theory on a symplectic manifold. Surprisingly (at least to us), the
diffeomorphism symmetry in Eq. (31) is realized as a novel form of the equivalence principle
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for the electromagnetic force [5]. Therefore, one may expect electromagnetism on a symplectic
manifold to be a theory of gravity; in other words, gravity can emerge from electromagnetism on
a symplectic or Poisson manifold.
A low-energy effective field theory deduced from the open string action in Eq. (23) describes
an open string dynamics on a (p + 1)-dimensional D-brane worldvolume [11]. The dynamics of
D-branes is described by open string field theory whose low-energy effective action is obtained by
integrating out all the massive modes and keeping only massless fields that are slowly varying at
the string scale κ = 2πl2s . For a Dp-brane in closed string background fields, the action describing
the resulting low-energy dynamics is given by
S =
2π
gs(2πκ)
p+1
2
∫
dp+1x
√
det(g + κ(B + F )) +O(√κ∂F, · · · ), (35)
where F = dA is the field strength of U(1) gauge fields. The DBI action in Eq. (35) respects the
two local symmetries, Eqs. (24) and (25), as expected.
Note that ordinary U(1) gauge symmetry is a special case of Eq. (25) where the gauge pa-
rameter Λ is exact, namely, Λ = dλ, so that B → B and A → A + dλ. One can see from Eq.
(28) that the U(1) gauge transformation is generated by a Hamiltonian vector field Xλ satisfying
ιXλB + dλ = 0. Therefore, the gauge symmetry acting on U(1) gauge fields as A → A + dλ
is a diffeomorphism symmetry generated by the vector field Xλ satisfying LXλB = 0, which is
known to be a symplectomorphism. We see here that the U(1) gauge symmetry on the symplectic
manifold (M,B) turns into a “spacetime” symmetry rather than an “internal” symmetry. This
fact already implies an intimate connection between gauge fields on a symplectic manifold and
spacetime geometry.
It was shown in Eq. (32) that the strong isotopy in Eq. (29) between symplectic structures
brings in the diffeomorphic equivalence, Eq. (32), between two different DBI metrics, which, in
turn, leads to a remarkable identity [56] between DBI actions:∫
M
dp+1x
√
det
(
g(x) + κ(B + F )(x)
)
=
∫
N
dp+1y
√
det
(
G(y) + κB(y)
)
. (36)
The property in Eq. (36) appearing in the geometrization of electromagnetism may be summarized
in the context of a derived category. More closely, if M is a complex manifold whose complex
structure is given by J , we see that dynamical fields on the left-hand side of Eq. (36) act only as
the deformation of the symplectic structure Ω(x) = (B+F )(x) in the triple (M,J,Ω) while those
on the right-hand side appear only as the deformation of the complex structure K = φ∗(J) in the
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triple (N,K,B) through the metric in Eq. (33). In this notation, the identity in Eq. (36) can, thus,
be written as follows:
(M,J,Ω) ∼= (N,K,B). (37)
The equivalence, Eq. (37), is very reminiscent of the homological mirror symmetry [43], which
states the equivalence between the category of A-branes (derived Fukaya category correspond-
ing to the triple (M,J,Ω)) and the category of B-branes (derived category of coherent sheaves
corresponding to the triple (N,K,B)).
Because the open string action in Eq. (23) basically describes a U(1)-bundle (the Chan-Paton
bundle) on a D-brane whose data are given by (M, g,B), U(1) gauge fields, the connections of
the U(1) bundle are regarded as dynamical fields while the metric g and the two-form B are
considered as background fields. However, Eq. (36) clearly shows that gauge field fluctuations
can be interpreted as a dynamical metric on the brane given by Eq. (33). In all, one may wonder
whether the right-hand side of Eq. (36) can be rewritten as a theory of gravity. Remarkably, it is
the case, as will be shown soon.
Here, we will use the background-independent prescription [16] in which the open string metric
ĝab, the noncommutativity θab and the open string coupling constant ĝs are determined by
θab =
( 1
B
)ab
, ĝab = −κ2
(
B
1
g
B
)
ab
, ĝs = gs
√
det(κBg−1). (38)
In terms of these parameters, the couplings are related by
1
g2YM
=
κ2−n
(2π)n−1ĝs
, (39)√
detĝ
ĝs
=
κn
gs|Pfθ| , (40)
where p+ 1 ≡ 2n. For constant g and B, one can rewrite the right-hand side of Eq. (36) by using
the open string variables and defining new covariant fields Da(y) ≡ Babxb(y) as∫
dp+1y
√
det
(
G(y) + κB
)
=
∫
dp+1y
√
det
(
κB + κ2Ĝ(y)
)
, (41)
where
Ĝµν(y) = ĝ
ab∂Da
∂yµ
∂Db
∂yν
. (42)
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One can expand the right-hand side of Eq. (41) around the background B in powers of κ, arriving
at the following result:∫
dp+1y
√
det
(
κB + κ2Ĝ(y)
)
=
∫
dp+1y
√
det
(
κB
)(
1 +
κ2
4
ĝacĝbd{Da, Db}θ{Dc, Dd}θ + · · ·
)
, (43)
where {Da, Db}θ is the Poisson bracket defined by Eq. (6). The second part of Eq. (43) can then
be written in a form with a constant metric ĝab = − 1
κ2
(θgθ)ab as
SD =
1
4g2YM
∫
dp+1y
√
detĝ ĝacĝbd{Da, Db}θ{Dc, Dd}θ, (44)
where the gauge coupling constant gYM was recovered after collecting all factors including the
one in Eq. (35). From now on, let us set the metric ĝab = δab for simplicity.
Note that
{Da, Db}θ = −Bab + ∂aÂb − ∂bÂa + {Âa, Âb}θ
≡ −Bab + F̂ab (45)
and
{Da, {Db, Dc}θ}θ = ∂aF̂bc + {Âa, F̂bc}θ
≡ D̂aF̂bc. (46)
Therefore, the Jacobi identity for the Poisson bracket in Eq. (6) can be written as
0 = {Da, {Db, Dc}θ}θ + {Db, {Dc, Da}θ}θ + {Dc, {Da, Db}θ}θ
= D̂aF̂bc + D̂bF̂ca + D̂cF̂ab. (47)
Similarly, the equations of motion derived from the action in Eq. (44) read as
{Da, {Da, Db}θ}θ = D̂aF̂ab = 0. (48)
Note that electromagnetism on a symplectic manifold is a nonlinear interacting theory as the self-
interaction in Eq. (45) clearly shows.
Going from the left-hand side of Eq. (36) to the right-hand side, we have eliminated the U(1)
gauge field in terms of the local coordinate transformation in Eq. (34). Nevertheless, if one looks
at the action in Eq. (44), which was obtained by expanding the DBI action free from gauge fields,
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gauge fields seem to appear again on first look. One may thus suspect that the action in Eq. (44)
does not satisfy the equivalence principle we have justified before. However, one has to notice that
the gauge fields in Eq. (34) should be regarded as dynamical coordinates describing a fluctuating
metric as in Eq. (33). Rather an interesting point is that the fluctuation of the emergent metric, Eq.
(33), can be written in the form of gauge theory on a symplectic spacetime. This highlights a key
feature in realizing the gauge/gravity duality in noncommutative spacetime.
One can identify the defining fields Da(y) ∈ C∞(M), a = 1, · · · , p + 1 = 2n, in the action
in Eq. (44) with the set in Eq. (11) and, according to the map in Eq. (12), the fields Da(y) can
be mapped to vector fields Va ∈ Γ(TM). One can immediately see by identifying f = Da and
g = Db and by using the relation in Eq. (45) that the Lie algebra homomorphism in Eq. (10) leads
to the following identity:
XF̂ab = [Va, Vb], (49)
where Va ≡ XDa and Vb ≡ XDb . Similarly, using Eq. (46), one can further deduce that
XD̂aF̂bc = [Va, [Vb, Vc]]. (50)
Then, the map in Eq. (50) translates the Jacobi identity in Eq. (47) and the equations of motion in
Eq. (48) into some relations between the vector fields Va defined by Eq. (12). That is, we have the
following correspondence [7]:
D̂[aF̂bc] = 0 ⇔ [V[a, [Vb, Vc]]] = 0, (51)
D̂aF̂ab = 0 ⇔ [V a, [Va, Vb]] = 0, (52)
where [a, b, c] denotes a fully antisymmetrization of indices (a, b, c) and the bracket between the
vector fields on the right-hand side is defined by the Lie bracket.
As we remarked before, the vector fields Va ∈ Γ(TM) can be related to the vielbeins Ea ∈
Γ(TM) in Eq. (2) by Va = λEa, with λ ∈ C∞(M) to be determined, so the double Lie brackets
in Eqs. (51) and (52) will be related to Riemann curvature tensors because they are involved with
the second-order derivatives of the metric in Eq. (1) or the vielbein in Eq. (2). It will be rather
straightforward to derive Einstein gravity from the set of equations, Eqs. (51) and (52), which is
the subject of the following two subsections.
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B. Warm-up with a Beautiful Example
First, let us briefly summarize some aspects in differential geometry [3] that are useful in un-
derstanding some concepts of emergent gravity. Let Ea = Eaµdyµ be the basis of 1-forms dual to
a given frame Ea = Eµa∂µ. If we define the local matrix of connection 1-forms by
ωab = ωµ
a
bdy
µ = ωc
a
bE
c, (53)
the first Cartan’s structure equation
T a = dEa + ωab ∧ Eb (54)
describes the torsion as a 2-form in terms of the vielbein basis, and the second structure equation
Rab = dω
a
b + ω
a
c ∧ ωcb (55)
allows to compute the matrix-valued curvature 2-form by using the connection.
The metric compatibility leads to the symmetry ωab = −ωba, which, together with the torsion-
free condition T a = 0, uniquely determines the connection 1-form, Eq. (53), which is nothing
other than the Levi-Civita connection in the vielbein formalism
ωabc =
1
2
(fabc − fbca + fcab)
= −ωacb, (56)
where
fabc = E
µ
aE
ν
b (∂µEνc − ∂νEµc) (57)
are the structure functions of the vectors Ea ∈ Γ(TM) defined by Eq. (3).
Now, let us specialize to a Riemannian four-manifold M . Because the spin connection ωµab
and the curvature tensor Rµνab are antisymmetric on the ab index pair, one can decompose them
into a self-dual part and an anti-self-dual part as follows [7]:
ωµab = A
(+)i
µ η
i
ab + A
(−)i
µ η¯
i
ab, (58)
Rµνab = F
(+)i
µν η
i
ab + F
(−)i
µν η¯
i
ab, (59)
where the 4 × 4 matrices ηiab ≡ η(+)iab and η¯iab ≡ η(−)iab for i = 1, 2, 3 are ’t Hooft symbols defined
by
η¯ijk = η
i
jk = εijk, j, k ∈ {1, 2, 3},
η¯i4j = η
i
j4 = δij . (60)
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Note that the ’t Hooft matrices intertwine the group structure of index i with the spacetime struc-
ture of indices a, b. See appendix A in Ref. [7] for some useful identities for the ’t Hooft tensors.
Any SO(4) = SU(2)L×SU(2)R/Z2 rotations can be decomposed into self-dual and anti-self-
dual rotations. Let us introduce two families of 4× 4 matrices defined by
(T i+)ab ≡ ηiab, (T i−)ab ≡ η¯iab. (61)
Then, one can show that T i± satisfy SU(2) Lie algebras, i.e.,
[T i±, T
j
±] = −2εijkT k±, [T i±, T j∓] = 0. (62)
Indeed the ’t Hooft tensors in Eq. (61) are two independent spin s = 3
2
representations of the
SU(2) Lie algebra. A deep geometric meaning of the ’t Hooft tensors is to specify the triple
(I, J,K) of complex structures of R4 ∼= C2 for a given orientation as the simplest hyper-Ka¨hler
manifold. The triple complex structures (I, J,K) form a quaternion, that can be identified with
the SU(2) generators T i± in Eq. (61).
Using the representation ω(±)µab = A
(±)i
µ (T i±)ab = (A
(±)
µ )ab in Eq. (58), we can write the (anti-
)self-dual curvature tensors in Eq. (59) in the form
F (±)µν = ∂µA
(±)
ν − ∂νA(±)µ + [A(±)µ , A(±)ν ]. (63)
Therefore, we see that A(±)µ can be identified with SU(2)L,R gauge fields and F (±)µν with their field
strengths. Indeed, one can also show that the local SO(4) rotations
ωµ → ΛωµΛ−1 + Λ∂µΛ−1 (64)
with Λab(y) ∈ SO(4) can be represented as the gauge transformations of the SU(2) gauge field
A
(±)
µ
A(±)µ → Λ±A(±)µ Λ−1± + Λ±∂µΛ−1± (65)
where Λ± ∈ SU(2)L,R [57].
With the form language where d = dyµ∂µ = EaEa andA = Aµdyµ = AaEa, the field strength,
Eq. (63), of SU(2) gauge fields in a coordinate basis is given by
F (±) = dA(±) + A(±) ∧ A(±)
=
1
2
F (±)µν dy
µ ∧ dyν
=
1
2
(
∂µA
(±)
ν − ∂νA(±)µ + [A(±)µ , A(±)ν ]
)
dyµ ∧ dyν (66)
22
or in a non-coordinate basis by
F (±) =
1
2
F
(±)
ab E
a ∧ Eb
=
1
2
(
EaA
(±)
b − EbA(±)a + [A(±)a , A(±)b ] + fabcA(±)c
)
Ea ∧ Eb (67)
where we used in Eq. (67) the structure equation
dEa =
1
2
fbc
aEb ∧ Ec. (68)
As we remarked, the ’t Hooft tensors {η(±)iab } specify the triple of complex structures of the
simplest hyper-Ka¨hler manifold R4 satisfying the quaternion algebra. Because any Riemannian
metric can be written as gµν(y) = Eaµ(y)Ebν(y)δab, one can introduce the corresponding triple of
local complex structures on the Riemannian manifold M
J (±)i =
1
2
η
(±)i
ab E
a ∧ Eb, (69)
which are inherited from R4, or in terms of local coordinates
J (±)i =
1
2
η
(±)i
ab E
a
µE
b
ν dy
µ ∧ dyν ≡ 1
2
J (±)iµν dy
µ ∧ dyν. (70)
One can easily check that the local complex structures J (±)i still satisfy the quaternion algebra
[J (±)i, J (±)j ]µν ≡ J (±)iµλ J (±)jλν − J (±)jµλ J (±)iλν
= −2εijkJ (±)kµν ,
[J (±)i, J (∓)j ]µν = 0. (71)
Now, it is easy to see that the torsion-free condition T a = 0 is equivalent to the one in which the
complex structures J (±)i are covariantly constant, i.e.,
dJ (±)i =
1
2
η
(±)i
ab dE
a ∧ Eb − 1
2
η
(±)i
ab E
a ∧ dEb
= −[η(±)iη(∓)j ]abA(∓)j ∧ Ea ∧ Eb + 2εijkA(±)j ∧ J (±)k
= 2εijkA(±)j ∧ J (±)k, (72)
where we used the fact that [η(±)iη(∓)j ]ab is symmetric, i.e., [η(±)iη(∓)j ]ab = [η(±)iη(∓)j ]ba. There-
fore, we get the relation
dAJ
(±)i ≡ dJ (±)i − 2εijkA(±)j ∧ J (±)k = 0. (73)
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All these properties can be beautifully summarized using the Palatini formalism of Einstein
gravity, in which the spin connection and the vielbein are regarded as independent variables. The
Einstein-Hilbert action in the Palatini formalism is given by
SP =
1
4
∫
M
εab
cdEa ∧ Eb ∧Rcd. (74)
By varying the action in Eq. (74) with respect to the vierbein and the spin connection, one can get
the torsion-free condition T a = dEa+ωab∧Eb = 0, as well as the Einstein equationRab− 12δabR =
0, thus recovering the Einstein gravity.
If the decomposition in Eq. (59) is used, the Palatini action in Eq. (74) can be recast into the
beautiful form
SP =
1
4
∫
M
εab
cdEa ∧ Eb ∧Rcd
=
1
4
∫
M
εab
cdEa ∧ Eb ∧ (F (+)iηicd + F (−)iη¯icd)
=
1
2
∫
M
Ea ∧ Eb ∧ (F (+)iηiab − F (−)iη¯iab)
=
∫
M
(
J (+)i ∧ F (+)i − J (−)i ∧ F (−)i). (75)
The action in Eq. (75) immediately shows that the condition in Eq. (73) is, indeed, the equations
of motion for SU(2) gauge fields A(±)i. Interestingly, the Palatini action in Eq. (75) is invariant
under a local deformation given by
A(±)i → A(±)i, J (±)i → J (±)i + dAΛ(±)i, (76)
with an arbitrary one-form Λ(±) ∈ SU(2). The deformation symmetry in Eq. (76) should be true
due to the Bianchi identity dAF (±) = 0.
The gravitational instantons [58] are defined by the self-dual solution to the Einstein equation
Refab = ±1
2
εab
cdRefcd. (77)
Note that a metric satisfying the self-duality equation, Eq. (77), is necessarily Ricci-flat because
Rab = Racb
c = ±1
6
εb
cdeRa[cde] = 0 and thus automatically satisfies the vacuum Einstein equations.
If the decomposition in Eq. (59) is used, Eq. (77) can be written as
F
(+)i
ef η
i
ab + F
(−)i
ef η¯
i
ab = ±
1
2
εab
cd(F
(+)i
ef η
i
cd + F
(−)i
ef η¯
i
cd)
= ±(F (+)ief ηiab − F (−)ief η¯iab). (78)
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Therefore, we should have F (−)iab = 0 for the self-dual case with a plus sign in Eq. (77) and
F
(+)i
ab = 0 for the anti-self-dual case with a minus sign, thus imposing the self-duality equation,
Eq. (77), is equivalent to the half-flat equation F (±)i = 0. Because the Riemann curvature tensors
satisfy the symmetry property
Rabcd = Rcdab, (79)
one can rewrite the self-duality equation, Eq. (77), as follows:
Rabef = ±1
2
εab
cdRcdef . (80)
Then, using the decomposition in Eq. (59) again, one can similarly show [59] that the gravitational
instanton in Eq. (80) can be understood as an SU(2) Yang-Mills instanton, i.e.,
F
(±)
ab = ±
1
2
εab
cdF
(±)
cd , (81)
where F (±)ab = F
(±)i
ab T
i
± = E
µ
aE
ν
bF
(±)
µν are defined by Eq. (67).
A solution to the half-flat equation F (±) = 0 is given by A(±) = Λ±dΛ−1± ; then, Eq. (65) shows
that it is always possible to choose a self-dual gauge A(±)i = 0. In this gauge, Eq. (73) reduces
to the property dJ (±)i = 0; that is, the triple complex structures in one of the (±)-sectors are
all closed. In other words, there is the triple {J (±)i} of globally well-defined complex structures.
This means that the metric ds2 = Ea ⊗ Ea describes a hyper-Ka¨hler manifold. In the end, the
gravitational instantons defined by Eq. (77) can be characterized by the following property:
F (±)i = 0 ⇔ dJ (±)i = 0, ∀ i = 1, 2, 3. (82)
In order to solve the equations in Eq. (82), let us introduce linearly-independent four-vector
fields Va and a volume form ν on M . Then, one can easily check [60] that the (anti-)self-dual
ansatz [61]
J (±)i =
1
2
η
(±)i
ab ιaιbν, (83)
where ιa denotes the inner derivation with respect to Va, immediately solves the equations dJ (±)i =
0 if and only if the vector fields satisfy the following equations [62]
1
2
η
(±)i
ab [Va, Vb] = 0, (84)
LVaν = 0, ∀ a = 1, · · · , 4. (85)
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This can simply be seen by applying the formula [63]
d(ιXιY α) = ι[X,Y ]α + ιYLXα− ιXLY α + ιXιY dα (86)
for vector fields X, Y and a p-form α.
Now go back to the action in Eq. (44) and consider the self-duality equation of U(1) gauge
fields defined by
F̂ab = ±1
2
εab
cdF̂cd. (87)
Note that the self-duality equation, Eq. (87), is nonlinear due to the Poisson commutator term
in Eq. (45), so there exist nontrivial solutions [38]. After quantization, Eq. (7), they become
noncommutativeU(1) instantons [64]. One can translate the self-duality equation, Eq. (87), to the
self-duality equation between vector fields according to the map in Eq. (49):
F̂ab = ±1
2
εab
cdF̂cd ⇔ [Va, Vb] = ±1
2
εab
cd[Vc, Vd]. (88)
Recall that the vector fields Va are all divergence-free, i.e., ∂µV µa = 0; in other words, LVaν = 0.
Therefore, we see that the self-duality equation, Eq. (87), for gauge fields is certainly equivalent
to Eqs. (84) and (85). In conclusion, we finally proved [4–7] the equivalence between U(1)
instantons defined by Eq. (87) and gravitational instantons defined by Eq. (77).
C. Einstein Gravity from Electromagnetism on a Symplectic Manifold
As a warm-up, we have illustrated with self-dual gauge fields how the Darboux theorem in
symplectic geometry implements a deep principle to realize a Riemannian manifold as an emergent
geometry from gauge fields on a symplectic manifold through the correspondence in Eq. (12)
whose metric is given by
ds2 = δabE
a ⊗ Eb = λ2δabV aµ V bν dyµ ⊗ dyν, (89)
where Ea = λV a ∈ Γ(T ∗M) are dual one-forms. Now, we will generalize the emergent gravity
to arbitrary gauge fields on a 2n-dimensional symplectic manifold (M,B) and derive Einstein
equations from Eqs. (51) and (52).
First let us determine what λ ∈ C∞(M) in Eq. (89) is. Introduce the structure equation of the
vector fields Va = λEa ∈ Γ(TM)
[Va, Vb] = −fabcVc. (90)
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By comparing with Eq. (3), one can get the relation between the two structure functions
fab
c = λfab
c − Va log λδcb + Vb log λδca. (91)
With the definition in Eq. (90), the self-duality equation, Eq. (88), may be written in a compact
form
η
(±)i
ab fab
c = 0. (92)
Suppose that the 2n-dimensional volume form whose four-dimensional example was intro-
duced in Eq. (83) is given by
ν = λ2V 1 ∧ · · · ∧ V 2n; (93)
in other words,
λ2 = ν(V1, · · · , V2n). (94)
The volume form in Eq. (93) can be related to the Riemannian one νg = E1 ∧ · · · ∧ E2n as
ν = λ2−2nνg. (95)
Acting LVa on both sides of Eq. (94), we get
LVa
(
ν(V1, · · · , V2n)
)
= (LVaν)(V1, · · · , V2n) +
2n∑
b=1
ν(V1, · · · ,LVaVb, · · · , V2n)
= (LVaν)(V1, · · · , V2n) +
2n∑
b=1
ν(V1, · · · , [Va, Vb], · · · , V2n)
= (∇ · Va + 2(1− n)Va log λ+ fbab)ν(V1, · · · , V2n)
= (2Va log λ)ν(V1, · · · , V2n). (96)
Because LVaν = (∇ · Va + 2(1− n)Va log λ)ν = 0, Eq. (96) leads to the relation
ρa ≡ fbab = 2Va log λ; (97)
then, from Eq. (91),
fba
b = (3− 2n)Ea log λ. (98)
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Conversely, if fbab = 2Va log λ, the vector fields Va preserve the volume form ν, i.e., LVaν =
(∇ · Va + 2(1− n)Va log λ)ν = 0 ∀a = 1, · · · , 2n. Equation (98) implies that the vector fields Ea
preserve the volume form ν˜ = λ3−2nνg, which can be proven as follows:
LEa(λ3−2nνg) = d
(
ιEa(λ
3−2nνg)
)
= d
(
ιλEa(λ
2−2nνg)
)
= d
(
ιVaν
)
= LVaν = 0. (99)
In a non-coordinate (anholonomic) basis {Ea} satisfying the commutation relation in Eq. (3),
the spin connections are defined by
∇aEc = ωabcEb, (100)
where ∇a ≡ ∇Ea is the covariant derivative in the direction of a vector field Ea. Acting on the
dual basis {Ea}, they are given by
∇aEb = −ωabcEc. (101)
Because we will impose the torsion-free condition, i.e.,
T (a, b) = ∇[aEb] − [Ea, Eb] = 0, (102)
the spin connections are related to the structure functions
fabc = −ωacb + ωbca. (103)
The Riemann curvature tensors in the basis {Ea} are defined by
R(a, b) = [∇a,∇b]−∇[a,b] (104)
or in component form, by
Rab
c
d = 〈Ec, R(Ea, Eb)Ed〉
= Eaωb
c
d − Ebωacd + ωaceωbed − ωbceωaed + fabeωecd. (105)
Imposing the condition that the metric in Eq. (89) is covariantly constant, i.e.,
∇c
(
δabE
a ⊗ Eb
)
= 0, (106)
or, equivalently,
ωcab = −ωcba, (107)
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we see that the spin connections ωcab have the same number of components as fabc. Thus, Eq.
(103) has a unique solution, and it is precisely given by Eq. (56). The definition in Eq. (104),
together with the metricity condition in Eq. (107), immediately leads to the following symmetry
property:
Rabcd = −Rabdc = −Rbacd. (108)
If the relation in Eq. (91) is used, the spin connections in Eq. (56) are now determined by the
gauge theory bases
λωabc =
1
2
(fabc − fbca + fcab)− Vb log λδca + Vc log λδab. (109)
The spacetime geometry described by the metric in Eq. (89) is an emergent gravity arising
from gauge fields whose underlying theory is defined by the action in Eq. (44). The fundamental
variables in our approach are, of course, gauge fields that are subject to Eqs. (51) and (52). A
spacetime metric is now regarded as a collective variable defined by a composite or bilinear of
gauge fields. Therefore, we are going to get a viable realization of the idea we speculated about
with Eq. (2); is it possible to show that the equations of motion, Eq. (52), for gauge fields together
with the Bianchi identity in Eq. (51) can be rewritten as the Einstein equations for the metric in
Eq. (89)? For this purpose, we first want to represent the Riemann curvature tensors in Eq. (105),
originally expressed with the orthonormal basis Ea, in terms of the gauge theory basis Va. That
representation will be useful because we will eventually impose Eqs. (51) and (52) on them.
Indeed, everything is prepared because all calculations can straightforwardly be done using
Eqs. (91) and (109). All the details can be found in Ref. [7]. Here, we will briefly sketch essential
steps. One can easily derive the following identity:
R(Ea, Eb)Ec +R(Eb, Ec)Ea +R(Ec, Ea)Eb
= [Ea, [Eb, Ec]] + [Eb, [Ec, Ea]] + [Ec, [Ea, Eb]] (110)
by using the torsion-free condition in Eq. (102). The Jacobi identity then immediately leads to
R[abc]d = 0. Because Va = λEa, we have the relation
[V[a, [Vb, Vc]]] = λ
3[E[a, [Eb, Ec]]], (111)
where all the terms containing the derivatives of λ cancel each other. As we promised, the first
Bianchi identity R[abc]d = 0 follows from the Jacobi identity in Eq. (51). Thus, we pleasingly
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confirm that
D̂[aF̂bc] = 0 ⇔ R[abc]d = 0. (112)
The Bianchi identity in Eq. (112), together with Eq. (108), leads to the symmetry in Eq. (79).
It should be emphasized that the equivalence in Eq. (112) holds for arbitrary gauge fields in any
even dimensions.
From the above derivation, we have to notice that, if torsion-free condition in Eq. (102) are
not imposed, the equivalence in Eq. (112) must be corrected. This can be seen from the Bianchi
identities [3]
DT a ≡ dT a + ωab ∧ T b = Rab ∧ Eb, (113)
DRab ≡ dRab + ωac ∧ Rcb −Rac ∧ ωcb = 0, (114)
which are integrability conditions derived from Eqs. (54) and (55). In general, the equivalence in
Eq. (112) holds only ifDT d = 0, where Rcd∧Ec = 12RabcdEa∧Eb∧Ec = 16R[abc]dEa∧Eb∧Ec =
0. Note that Eq. (51) is simply a consequence of the Jocobi identity for the Poisson bracket in
Eq. (6), which should be true for a general Poisson structure (not necessarily nondegenerate) as
long as the Schouten-Nijenhuis bracket [θ, θ]SN ∈ Γ(Λ3TM) vanishes. Thus, Eq. (51) will still be
true for a generic Poisson manifold. Also, one may get the relation R[abc]d −D[aT dbc] = 0, instead
of Eq. (111), for a nonzero torsion. Nevertheless, we conjecture that the torsion will identically
vanish even for a general Poisson manifold because the existence of a Poisson structure implies
the equivalence principle in the theory of emergent gravity.
The mission for the equations of motion, Eq. (52), is more nontrivial. After some technical
manipulation, a remarkably simple form for the Ricci tensor can be obtained in four dimensions
[7]:
Rab = − 1
λ2
[
f
(+)i
d η
i
acf
(−)j
d η¯
j
bc + f
(+)i
d η
i
bcf
(−)j
d η¯
j
ac
−(f (+)ic ηiacf (−)jd η¯jbd + f (+)ic ηibcf (−)jd η¯jad)]. (115)
Here, we also decomposed fabc into self-dual and anti-self-dual parts as in Eq. (58):
fabc = f
(+)i
c η
i
ab + f
(−)i
c η¯
i
ab, (116)
where
f (±)ic η
(±)i
ab =
1
2
(
fabc ± 1
2
εab
defdec
)
. (117)
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Recall that we want to relate the equations of motion, Eq. (52), together with the Bianchi identity
in Eq. (51), to the Einstein equations for the emergent metric (89). For later use, let us also
introduce a completely antisymmetric tensor defined by
Ψabc ≡ fabc + fbca + fcab ≡ εabcdΨd. (118)
Using the decomposition in Eq. (116), one can easily see that
Ψa = − 1
3!
εabcdΨbcd = −
(
f
(+)i
b η
i
ab − f (−)ib η¯iab
)
(119)
while Eq. (97) leads to
ρa = fbab = −
(
f
(+)i
b η
i
ab + f
(−)i
b η¯
i
ab
)
. (120)
Note that the right-hand side of Eq. (115) is purely interaction terms between the self-dual and
the anti-self-dual parts in Eq. (116). Therefore, if gauge fields satisfy the self-duality equation,
Eq. (92), i.e., f (±)ia = 0, they describe a Ricci-flat manifold, i.e., Rab = 0. Of course, this result is
completely consistent with the previous self-dual case.
The next step is to calculate the Einstein tensor to identify the form of the energy-momentum
tensor
Eab = Rab − 1
2
δabR
= − 1
λ2
(
f
(+)i
d η
i
acf
(−)j
d η¯
j
bc + f
(+)i
d η
i
bcf
(−)j
d η¯
j
ac
)
+
1
λ2
(
f (+)ic η
i
acf
(−)j
d η¯
j
bd + f
(+)i
c η
i
bcf
(−)j
d η¯
j
ad − δabf (+)id ηicdf (−)je η¯jce
)
(121)
where the Ricci scalar R is given by
R =
2
λ2
f
(+)i
b η
i
abf
(−)j
c η¯
j
ac. (122)
We have adopted the conventional view that the gravitational field is represented by the space-
time metric itself. The problem, thus, reduces to finding field equations to relate the metric in
Eq. (89) to the energy-momentum distribution. According to our scheme, Eq. (121), therefore,
corresponds to such field equations, i.e., the Einstein equations. First, notice that the right-hand
side of Eq. (121) identically vanishes for self-dual gauge fields, satisfying f (±)ia = 0, whose
energy-momentum tensor also identically vanishes because their action is topological, i.e., metric
independent. Howecer, for general gauge fields for which f (±)ia 6= 0, the right-hand side of Eq.
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(121) no longer vanishes, which, in turn, enforces Eab = Rab − 12δabR 6= 0. Because the Einstein
tensor Eab equals some energy-momentum tensor for matter fields, the non-vanishing Einstein
tensor implies that there is a nontrivial energy-momentum tensor coming from U(1) gauge fields.
In other words, the presence of U(1) gauge fields on a symplectic spacetime not only deforms
spacetime geometry according to the correspondence in Eq. (12) but also plays a role of matter
fields contributing to the energy-momentum tensor. Indeed, this should be the case because the
action in Eq. (44) reduces to the ordinary Maxwell theory in the commutative limit and thus has a
nontrivial energy-momentum tensor. Therefore, it is natural to identify the right-hand side of Eq.
(121) with some energy-momentum tensor determined by U(1) gauge fields.
We intentionally make the following separation into two kinds of energy-momentum tensors
denoted by T (M)ab and T
(L)
ab :
8πG
c4
T
(M)
ab = −
1
λ2
(
f
(+)i
d η
i
acf
(−)j
d η¯
j
bc + f
(+)i
d η
i
bcf
(−)j
d η¯
j
ac
)
= − 1
λ2
f
(+)i
d f
(−)j
d
(
ηiacη¯
j
bc + η
i
bcη¯
j
ac
)
= − 1
λ2
(
facdfbcd − 1
4
δabfcdefcde
)
, (123)
8πG
c4
T
(L)
ab =
1
λ2
(
f (+)ic η
i
acf
(−)j
d η¯
j
bd + f
(+)i
c η
i
bcf
(−)j
d η¯
j
ad − δabf (+)id ηicdf (−)je η¯jce
)
=
1
λ2
f (+)ic f
(−)j
d
(
ηiacη¯
j
bd + η
i
bcη¯
j
ad − δabηiecη¯jed
)
=
1
2λ2
(
ρaρb −ΨaΨb − 1
2
δab(ρ
2
c −Ψ2c)
)
(124)
where we have used the decomposition in Eq. (117) and the relations
f
(+)i
b η
i
ab = −
1
2
(ρa +Ψa), f
(−)i
b η¯
i
ab = −
1
2
(ρa −Ψa).
With this notation, the Einstein equations, Eq. (121), can be written as
Eab = Rab − 1
2
δabR
=
8πG
c4
(
T
(M)
ab + T
(L)
ab
)
. (125)
The main motivation of the above separation was the fact that the energy-momentum tensor T (M)ab
is traceless, i.e., T (M)aa = 0, because of the property η(±)iab η
(∓)j
ab = 0, so the Ricci scalar in Eq. (122)
is determined by the second energy-momentum tensor T (L)ab only.
First, let us identify the real character of the energy-momentum tensor in Eq. (123). When one
stares at the energy-momentum tensor in Eq. (123), one may find that it is very reminiscent of the
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Maxwell energy-momentum tensor given by
T
(em)
ab =
~
2c2
g2YM
(
FacFbc − 1
4
δabFcdFcd
)
, (126)
which is also traceless, i.e., T (em)aa = 0. Indeed, it was argued in Ref. [7] that the energy-
momentum tensor in Eq. (123) can be mapped to Eq. (126) by reversely applying the map in
Eq. (12), so to speak, by translating the map Γ(TM)→ C∞(M) [65].
There is another reason the energy-momentum tensor in Eq. (123) should be mapped to Eq.
(126). Consider a commutative limit in which |θ|2 ≡ ĝacĝbdθabθcd = κ2|κBg−1|2 → 0. In this
limit, we should recover the ordinary Maxwell theory from the action in Eq. (44), which may be
more obvious from the left-hand side of Eq. (36). Because the action in Eq. (44) is defined in the
commutative limit, which reduces to the Maxwell theory at |θ| = 0, the Maxwell theory should
play a role in the Einstein equation in Eq. (125). Of course, it would be most natural for it to
appear on the right-hand side of the Einstein equation, Eq. (125), as an energy-momentum tensor,
as we explained above.
If so, it is still necessary to understand how the gravitational constant G in Eq. (125) arose from
the gauge theory in Eq. (44) because it did not contain G from the outset. Recall that both Eqs.
(125) and (126) are valid even in D-dimensions. Because the energy-momentum tensor carries
the physical dimension of energy density, i.e., [T (em)ab ] = ML
2T−2
LD−1
and [Rab] = L−2, we need some
physical constant carrying the physical dimension of M−1LD−1T−2 in Eq. (125). Of course, it is
the Newton constant G. See Eq. (14). However, we pointed out that, if a field theory is equipped
with an intrinsic length scale, which is precisely the case for the action in Eq. (44) with L2 = |θ|,
the gravitational constant G can arise purely from the field theory. In our case, this means [7] that
the gravitational constant G can be determined from only the field theory parameters in Eq. (44):
G~2
c2
∼ g2YM |θ|. (127)
We will wait to Section V to pose an important question on what the physical implications of Eq.
(127) are because we are not yet prepared for that question.
Now, it is in order to ask about the real character of the energy-momentum tensor in Eq. (124).
As we pointed out before, T (M)ab in Eq. (123) is traceless, so the Ricci scalar in Eq. (122) should
genuinely be determined by the second energy-momentum tensor in Eq. (124). For example, let
us consider a maximally symmetric space in which the curvature and the Ricci tensors are given
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by
Rabcd =
R
D(D − 1)(δacδbd − δadδbc), Rab =
R
D
δab. (128)
Then, let us simply assume that the Einstein equations, Eq. (125), allow a nearly maximally
symmetric spacetime. In this case, the energy-momentum tensor in Eq. (124) will be dominant,
and the global structure of spactime will be determined by T (L)ab only.
To descry closer aspects of the energy-momentum tensor in Eq. (124), let us consider the
following decomposition:
ρaρb =
1
4
δabρ
2
c +
(
ρaρb − 1
4
δabρ
2
c
)
,
ΨaΨb =
1
4
δabΨ
2
c +
(
ΨaΨb − 1
4
δabΨ
2
c
)
. (129)
In the above decomposition, the first terms correspond to scalar modes and will be a source of the
expansion/contraction of spacetime while the second terms correspond to quadruple modes and
will give rise to the shear distortion of spacetime, which can be seen via Raychauduri’s equation
(288). For a nearly maximally symmetric spacetime, the second terms can, thus, be neglected.
In this case, the energy-momentum tensor in Eq. (124) behaves as a cosmological constant for a
(nearly) constant-curvature spacetime, i.e.,
T
(L)
ab = −
c4R
32πG
δab. (130)
In Section V, we will consider the Wick rotation, y4 = iy0, of the energy-momentum tensor in Eq.
(124) and discuss a very surprising aspect of it in Minkowski spacetime.
III. QUANTUM GRAVITY
Riemannian geometry has been charged with a primary role in describing the theory of grav-
ity, but many astronomical phenomena involved with very strongly gravitating systems, e.g., the
Big-Bang, black holes, etc., disclose that a Riemannian geometry describing a smooth spacetime
manifold is not enough. Instead, it turns out that a “quantum geometry” is necessary to describe
such extremely gravitating systems. Unfortunately, we still do not know how to quantize a Rie-
mannian manifold in order to define the quantum geometry.
In the previous section, we showed that a Riemannian geometry could emerge from a Poisson
geometry in the context of emergent gravity. The underlying Poisson geometry has been defined
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by a U(1) gauge theory on a Poisson spacetime. Therefore, we may quantize the Poisson geometry
to define quantum gravity. Now, we want to explore how the Poisson geometry defined by theU(1)
gauge theory on the Poisson spacetime can be quantized to describe quantum geometries.
A. Quantum Equivalence Principle
In Section I, we have suggested that the quantization of gravity might be defined by the space-
time deformation in terms of G rather than ~. If spin-two graviton were really a fundamental
particle, it could be physically viable to quantize gravity in terms of the Planck constant ~ which
will quantize the particle phase space of gravitons. However, recent developments in string theory
[11], known as the AdS/CFT duality, open-closed string duality, matrix models, etc., imply that
gravity may be a collective phenomenon emergent from gauge fields. That is, the spin-two gravi-
ton might arise as a composite of two spin-one gauge bosons. Presumably, this composite nature
of gravitons is already immanent in the vielbein formalism as the metric expression in Eq. (2)
politely insinuates.
In Section II, we showed that Einstein gravity can be formulated in terms of a symplectic
geometry rather than a Riemannian geometry in the context of emergent gravity. An essential
step for emergent gravity was to realize the equivalence principle, the most important property in
the theory of gravity (general relativity), from U(1) gauge theory on a symplectic or a Poisson
manifold. Through the realization of the equivalence principle, which is an intrinsic property in
symplectic geometry [8], known as the Darboux theorem or the Moser lemma, we can understand
how diffeomorphism symmetry arises from symplectic U(1) gauge theory and how gravity can
emerge from symplectic electromagnetism, which is also an interacting theory.
A unique feature of gravity disparate from other physical interactions is that it is characterized
by the Newton constant G whose physical dimension is (length)2 in natural units. We have to
deeply ruminate about its physical origin. Our proposal is that it is inherited from a Poisson
structure of spacetime. In order to support that, we have elucidated how gravity can emerge from
a field theory on such a spacetime. Also, we have realized such an idea in Eq. (127) that the
gravitational constant G can be purely determined by the gauge theory parameters, signaling the
emergence of gravity from the field theory. Remarkably, it turns out thatU(1) gauge theory defined
with an intrinsic length scale set by the Poisson structure in Eq. (6) should be a theory of gravity.
Therefore, it is now obvious how to quantize gravity if gravity is emergent from a gauge theory
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defined on a symplectic or Poisson manifold. We already briefly speculated in subsection I.C how
quantum geometry can arise from the quantization of spacetime, i.e., a noncommutative space-
time. We will clarify more how the essential properties of emergent gravity can be lifted to the
noncommutative spacetime. In particular, we want to clarify how the Darboux theorem, as the
equivalence principle for emergent gravity, can be realized in a full noncommutative geometry. It
was already convincingly argued in Ref. [5] that such a kind of “quantum equivalence principle”
exists in the context of deformation quantization a` la Kontsevich as a gauge equivalence between
star products. Actually, this gauge equivalence between star products reduces in the commutative
limit to the usual Darboux theorem and was the basis of the Seiberg-Witten map between com-
mutative and noncommutative gauge fields [16], as was also discussed in Ref. [5]. Therefore, a
general noncommutative deformation of emergent gravity would be possible because Kontsevich
already proved [15] that any Poisson manifold can always be quantized at least in the context of
deformation quantization.
As we argued in Section II, the Darboux theorem, or more precisely the Moser lemma, in
symplectic geometry is enough to derive Einstein gravity because the latter arises from a U(1)
gauge theory on a symplectic manifold. Now, we want to quantize the U(1) gauge theory defined
by the action in Eq. (44) a` la Dirac, i.e., by adopting the quantization rule in Eq. (7):
Da ∈ C∞(M) → D̂a = Babyb + Âa ∈ Aθ,
{Da, Db}θ → −i[D̂a, D̂b] ≡ −Bab + F̂ab, (131)
where F̂ab ∈ Aθ is the noncommutative field strength defined by
F̂ab = ∂aÂb − ∂bÂa − i[Âa, Âb]. (132)
Here, we understand the noncommutative fields in Eq. (131) as being self-adjoint operators acting
on the Hilbert space H. Then, we get the U(1) gauge theory defined on the noncommutative
spacetime in Eq. (8) as
Ŝ = − 1
4Gs
TrH[D̂a, D̂b][D̂
a, D̂b], (133)
where Gs ≡ gs/2πκ2 and the trace TrH is defined over the Fock space in Eq. (18) and can be
identified with
TrH ≡
∫
d2ny
(2π)n|Pfθ| . (134)
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The Jacobi identity for the operator algebra Aθ leads to the Bianchi identity
[D̂[a, [D̂b, D̂c]]] = −D̂[aF̂bc] = 0, (135)
and the equations of motion derived from the action in Eq. (133) read as
[D̂a, [D̂a, D̂b]] = −D̂aF̂ab = 0, (136)
where
D̂aF̂bc = ∂aF̂bc − i[Âa, F̂bc]. (137)
In classical mechanics, the set of possible states of a particle system forms a Poisson manifold
P . The observables that we want to measure are smooth functions in C∞(P ), forming a commuta-
tive (Poisson) algebra. In quantum mechanics, the set of possible states is represented by a Hilbert
space H. The observables are self-adjoint operators acting on H, forming a noncommutative
⋆-algebra. The change from a Poisson manifold to a Hilbert space is a pretty big one.
A natural question is whether a quantization, such as Eq. (7), for a spacetime manifold M with
a general Poisson structure π = 1
2
πµν(x) ∂
∂xµ
∧ ∂
∂xν
∈ Γ(Λ2TM) is always possible with a radical
change in the nature of the observables. The problem is how to construct the Hilbert space for a
general Poisson manifold, which is, in general, highly nontrivial. Deformation quantization was
proposed in Ref. [66] as an alternative, where the quantization is understood to be a deformation
of the algebra A = C∞(M) of classical observables. Instead of building a Hilbert space from
a Poisson manifold and associating an algebra of operators to it, we are only concerned with the
algebra A to deform the commutative product in C∞(M) to a noncommutative and associative
product. In a canonical phase space where π = θ such as the case we have considered so far, it is
easy to show that the two approaches have a one-to-one correspondence through the Weyl-Moyal
map [9, 10]:
f̂ · ĝ ∼= (f ⋆ g)(y) = exp
(
i
2
θµν∂yµ∂
z
ν
)
f(y)g(z)
∣∣∣∣
y=z
. (138)
Recently Kontsevich answered the above question in the context of deformation quantization
[15]. He proved that every finite-dimensional Poisson manifoldM admits a canonical deformation
quantization and that changing coordinates leads to gauge-equivalent star products. We briefly re-
capitulate his results, which will be useful for our later discussions. Let A be the algebra over R
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of smooth functions on a finite-dimensional C∞-manifold M . A star product on A is an associa-
tive R[[~]]–bilinear product on the algebra A[[~]], a formal power series in ~ with coefficients in
C∞(M) = A, given by the following formula for f, g ∈ A ⊂ A[[~]] [67]:
(f, g) 7→ f ⋆ g = fg + ~B1(f, g) + ~2B2(f, g) + · · · ∈ A[[~]], (139)
where Bi(f, g) are bidifferential operators. There is a natural gauge group which acts on star
products. This group consists of automorphisms of A[[~]] considered as an R[[~]]–module (i.e.,
linear transformations A → A parameterized by ~). If D(~) = 1 + ∑n≥1 ~nDn is such an
automorphism, where Dn : A → A are differential operators, it acts on the set of star products as
⋆→ ⋆′, f(~) ⋆′ g(~) = D(~)
(
D(~)−1(f(~)) ⋆ D(~)−1(g(~))
)
(140)
for f(~), g(~) ∈ A[[~]]. This is evident from the commutativity of the diagram
A[[~]]×A[[~]] ⋆ //
D(~)×D(~)

A[[~]]
D(~)

A[[~]]×A[[~]] ⋆′ // A[[~]].
Two star products ⋆ and ⋆′ are called equivalent if there exists an automorphism D(~), a formal
power series of differential operators, satisfying Eq. (140). We are interested in star products
up to the gauge equivalence. This equivalence relation is closely related to the cohomological
Hochschild complex of algebra A [15], i.e., the algebra of smooth polyvector fields on M . For
example, it follows from the associativity of the product in Eq. (139) that the symmetric part of
B1 can be killed by a gauge transformation that is a coboundary in the Hochschild complex, and
that the antisymmetric part of B1, denoted as B−1 , comes from a bivector field π ∈ Γ(Λ2TM) on
M :
B−1 (f, g) = 〈π, df ⊗ dg〉. (141)
In fact, any Hochschild coboundary can be removed by using a gauge transformation D(~), thus
leading to the gauge equivalent star product in Eq. (140). The associativity at O(~2) further
constrains that π must be a Poisson structure on M ; in other words, [π, π]SN = 0, where the
bracket is the Schouten-Nijenhuis bracket on polyvector fields (see Ref. [15] for the definition of
this bracket and the Hochschild cohomology). Thus, gauge equivalence classes of star products
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moduloO(~2) are classified by Poisson structures on M . It was shown [15] that there are no other
obstructions to deforming the algebra A up to arbitrary higher orders in ~.
For an equivalence class of star products for any Poisson manifold, Kontsevich arrived at the
following general result [15]:
The set of gauge equivalence classes of star products on a smooth manifoldM can be naturally
identified with the set of equivalence classes of Poisson structures depending formally on ~
π = π(~) = π1~+ π2~
2 + · · · ∈ Γ(Λ2TM)[[~]], [π, π]SN = 0 ∈ Γ(Λ3TM)[[~]] (142)
modulo the action of the group of formal paths in the diffeomorphism group of M , starting at
the identity diffeomorphism. Also, if we change coordinates in Eq. (139), we obtain a gauge-
equivalent star product.
This theorem means that the set of equivalence classes of associative algebras close to algebras
of functions on manifolds is in one-to-one correspondence with the set of equivalence classes of
Poisson manifolds module diffeomorphisms.
Suppose that the Poisson tensor π = 1
2
πµν(x) ∂
∂xµ
∧ ∂
∂xν
∈ Γ(Λ2TM) is a nondegenerate con-
stant bi-vector and denote it with θ again. In this case, the star product is given by Eq. (138),
the so-called Moyal product. If we make an arbitrary change of coordinates, yµ 7→ xa(y), in the
Moyal ⋆-product in Eq. (138), which is nothing but the Kontsevich’s star product in Eq. (139)
with the constant Poisson bi-vector θ, we will get a new star product, Eq. (139), defined by a Pois-
son bi-vector π(~). However, the resulting star product has to be gauge equivalent to the Moyal
product in Eq. (138) and π(~) belongs to the same equivalence class of Poisson structures and
so could be determined by using the formal power series in Eq. (142) for the original Poisson
bi-vector θ. Conversely, if two star products ⋆ and ⋆′ are gauge equivalent in the sense that there
exists an automorphism D(~) satisfying Eq. (140), the Poisson structures θ and π defining the
star products ⋆ and ⋆′, respectively, must belong to the same gauge equivalence class. This is the
general statement of the above theorem.
Actually, it is easy to show that the gauge equivalence relation in Eq. (140) between star
products reduces to the Darboux transformation (29) in the commutative limit where D(~) = 1.
After identifying π−1 = B + F and θ−1 = B, we get in this limit
{xa, xb}θ(y) = θµν ∂x
a
∂yµ
∂xb
∂yν
= πab(x) =
( 1
B + F
)ab
(x), (143)
which is precisely the inverse of Eq. (29) if ω1 = π−1 and ω0 = θ−1. Therefore, we propose [5]
the “quantum equivalence principle” as the gauge equivalence in Eq. (140) between star products
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in the sense that the Darboux theorem as the equivalence principle for emergent gravity is lifted
to a noncommutative geometry. Furthermore, the isomorphism in Eq. (34) from the Lie alge-
bra of Poisson vector fields to the Lie algebra of vector fields as derivations of C∞(M) can be
lifted to the noncommutative spacetime in Eq. (8) as follows: Consider an adjoint operation of
noncommutative gauge fields D̂a(y) ∈ Aθ in Eq. (131),
V̂a[f̂ ](y) ≡ −i[D̂a(y), f̂(y)]⋆. (144)
The leading term in Eq. (144) exactly recovers the vector fields in Eq. (12), i.e.,
V̂a[f̂ ](y) = −i[D̂a(y), f̂(y)]⋆ = −θµν ∂Da(y)
∂yν
∂f(y)
∂yµ
+ · · ·
= Va[f ](y) +O(θ3). (145)
Because the star product in Eq. (139) is associative, one can show the following properties:
V̂a[f̂ ⋆ ĝ] = V̂a[f̂ ] ⋆ ĝ + f̂ ⋆ V̂a[ĝ],
V̂−i[D̂a,D̂a]⋆ = [V̂a, V̂b]⋆. (146)
The above property implies that we can identify the adjoint operation Der(Aθ) ≡ {V̂a|a =
1, · · · , 2n} with the (inner) derivations of a noncommutative ⋆-algebra Aθ, and so the general-
ization of vector fields Γ(TM) = {Va|a = 1, · · · , 2n} in Eq. (12). Using Eq. (146), one can show
that
V̂F̂ab = [V̂a, V̂b]⋆, (147)
V̂D̂aF̂bc = [V̂a, [V̂b, V̂c]⋆]⋆, (148)
which may be compared with Eqs. (49) and (50). We can use the map in Eq. (148) in exactly
the same way as in the Poisson algebra case to translate the Jacobi identity in Eq. (135) and the
equations of motion in Eq. (136) into some relations between the generalized vector fields V̂a
defined by Eq. (144) [7]:
D̂[aF̂bc] = 0 ⇔ [V̂[a, [V̂b, V̂c]]⋆]⋆ = 0, (149)
D̂aF̂ab = 0 ⇔ [V̂ a, [V̂a, V̂b]⋆]⋆ = 0. (150)
We will consider the system of the derivations of noncommutative ⋆-algebra Aθ defined by
Eqs. (149) and (150) as the quantization of the system given by Eqs. (51) and (52) and, thus,
as quantization of Einstein gravity in the sense of Eq. (7). To support the claim, we will take
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the correspondence in Eq. (22) to show [6] that any large-N gauge theory can be mapped to
a noncommutative U(1) gauge theory like as Eq. (133). Because the large-N gauge theory is
believed to provide a theory of quantum geometries as evidenced by the AdS/CFT correspondence
and various matrix models in string theory, we think it could be reasonable evidence for our claim.
B. Noncommutative Electromagnetism as a Large-N Gauge Theory
Let us consider U(N →∞) Yang-Mills theory in d dimensions:
SM = − 1
Gs
∫
ddzTr
(
1
4
FµνF
µν +
1
2
DµΦ
aDµΦa − 1
4
[Φa,Φb]2
)
, (151)
where Gs ≡ 2πgs/(2πκ) 4−d2 and Φa (a = 1, · · · , 2n) are adjoint scalar fields in U(N). Here, the
d-dimensional commutative spacetime RdC will be taken with either a Lorentzian or a Euclidean
signature. Note that, if d = 4 and n = 3, the action in Eq. (151) is exactly the bosonic part of
the 4-dimensional N = 4 supersymmetric U(N) Yang-Mills theory, which is the large-N gauge
theory of the AdS/CFT correspondence.
Suppose that a vacuum of the theory, Eq. (151), is given by
〈Φa〉vac = 1
κ
ya, 〈Aµ〉vac = 0. (152)
We will assume that the vacuum expectation values ya ∈ U(N) in the N → ∞ limit satisfy the
algebra
[ya, yb] = iθab1N×N , (153)
where θab is a constant matrix of rank 2n. If so, the vacuum in Eq. (152) is definitely a solution
to the theory in Eq. (151) and the large-N matrices ya can be mapped to noncommutative fields
according to the correspondence in Eq. (22). The adjoint scalar fields in vacuum then satisfy the
noncommutative Moyal algebra defined by Eq. (8) or equivalently
[ya, yb]⋆ = iθ
ab. (154)
Now, let us expand the large-N matrices in the action in Eq. (151) around the vacuum in Eq.
(152):
Φa(z, y) =
1
κ
(
ya + θabÂb(z, y)
)
, (155)
Dµ(z, y) = ∂µ − iÂµ(z, y), (156)
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where we have assumed that the fluctuations ÂM(X) ≡ (Âµ, Âa)(z, y), M = 1, · · · , d+2n, also
depend on the vacuum moduli in Eq. (152). Therefore, let us introduce D = d+ 2n-dimensional
coordinates XM = (zµ, ya), which consist of d-dimensional commutative ones denoted by
zµ (µ = 1, · · · , d) and 2n-dimensional noncommutative ones denoted by ya (a = 1, · · · , 2n),
satisfying the relation in Eq. (154). Likewise, D-dimensional gauge fields ÂM(X) are also intro-
duced in a similar way [68]:
DM(X) = ∂M − iÂM (X)
≡ (Dµ = ∂µ − iÂµ, Da = −iκBabΦb)(z, y). (157)
According to the correspondence in Eq. (22), we will replace the matrix commutator in the
action in Eq. (151) by the star commutator, i.e.,
[♣,♠]N×N → [♣,♠]⋆. (158)
It is then straightforward to calculate each component in the matrix action in Eq. (151)
Fµν = i[Dµ, Dν ]⋆ = ∂µÂν − ∂νÂµ − i[Âµ, Âν ]⋆ := F̂µν ,
DµΦ
a = i
θab
κ
[Dµ, Db]⋆ =
θab
κ
(
∂µÂb − ∂bÂµ − i[Âµ, Âb]⋆
)
:=
θab
κ
F̂µb, (159)
[Φa,Φb] = − 1
κ2
θacθbd[Dc, Dd]⋆ =
i
κ2
θacθbd
(
− Bcd + ∂cÂd − ∂dÂc − i[Âc, Âd]⋆
)
:= − i
κ2
(
θ(F̂ −B)θ
)ab
,
where we defined [∂µ, f̂ ]⋆ = ∂µf̂ and B = 12Babdy
a ∧ dyb with rank(B) = 2n. It is important
to notice that large-N matrices on the vacuum in Eq. (152) are now represented by their master
fields, which are higher-dimensional noncommutative U(1) gauge fields in Eq. (157) whose field
strength is given by
F̂MN = ∂M ÂN − ∂N ÂM − i[ÂM , ÂN ]⋆. (160)
Collecting all the results in Eq. (159) and using the trace in Eq. (134), the action in Eq. (151) can
be recast into the simple form [6]
ŜB = − 1
4g2YM
∫
dDX
√−GGMPGNQ(F̂MN −BMN) ⋆ (F̂PQ − BPQ), (161)
where we have assumed a constant metric on RD = RdC × R2nNC with the form
ds2 = GMNdX
MdXN
= gµνdz
µdzν + ĝabdy
adyb (162)
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and the relations in Eqs. (38), (39) and (40) were used. In the end, the d-dimensional U(N)
Yang-Mills theory in Eq. (151) has been transformed into a D-dimensional noncommutativeU(1)
gauge theory.
Depending on the choice of the base space RdC , one can get a series of matrix models from
the large-N gauge theory in Eq. (151): for instance, the IKKT matrix model for d = 0 [18],
the BFSS matrix model for d = 1 [17] and the matrix string theory for d = 2 [19]. The most
interesting case is d = 4 and n = 3, which is equal to the bosonic part of the 4-dimensional
N = 4 supersymmetric U(N) Yang-Mills theory in the AdS/CFT duality [22] and is equivalent
to the 10-dimensional noncommutative U(1) gauge theory on R4C × R6NC . Note that all these
matrix models or large-N gauge theories are nonperturbative formulations of string or M theories.
Therefore, it should be reasonable to expect that the d-dimensional U(N → ∞) gauge theory in
Eq. (151) and so the D-dimensional noncommutative U(1) gauge theory in Eq. (161) describe a
theory of quantum gravity according to the large-N duality or AdS/CFT correspondence.
We will give further evidences why the matrix action in Eq. (151) contains a variety of quantum
geometries and how smooth Riemannian geometries can be emergent from the action in Eq. (161)
in a commutative limit. First, apply the adjoint operation in Eq. (144) to the D-dimensional
noncommutative gauge fields DA(X) = (Dµ, Da)(z, y) (after switching the index M → A to
distinguish them from the local coordinate indices M,N, · · · ) to obtain
V̂A[f̂ ](X) = [DA, f̂ ]⋆(z, y)
≡ V MA (z, y)∂Mf(z, y) +O(θ3), (163)
where V µA = δ
µ
A because the star product acts only on y-coordinates and we define [∂µ, f̂(X)]⋆ =
∂f̂(X)
∂zµ
. More explicitly, the D-dimensional noncommutative U(1) gauge fields at leading order
appear as the usual vector fields (frames on a tangent bundle) on a D-dimensional manifold M
given by
VA(X) = (∂µ + A
a
µ∂a, D
b
a∂b) (164)
or with matrix notation
V MA (X) =

 δνµ Aaµ
0 Dba

 , (165)
where
Aaµ ≡ −θab
∂Âµ
∂yb
, Dba ≡ δba − θbc
∂Âa
∂yc
. (166)
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One can easily check that VA’s in Eq. (164) take values in the Lie algebra of volume-preserving
vector fields, i.e., ∂MV MA = 0. One can also determine the dual basis V A = V AMdXM ∈ Γ(T ∗M),
i.e., 〈V A, VB〉 = δAB , which is given by
V A(X) =
(
dzµ, V ab (dy
b − Abµdzµ)
) (167)
or with matrix notation
V AM(X) =

 δνµ −V ab Abµ
0 V ab

 , (168)
where V caDbc = δba.
From the previous analysis in Section II.C (which corresponds to the d = 0 case), we know that
the vector fields VA determined by gauge fields are related to the orthonormal frames (vielbeins)
EA by VA = λEA and EA = λV A, where the conformal factor λ will be determined later. (This
situation is very reminiscent of the string frame (VA) and the Einstein frame (EA) in string theory.)
Hence, the D-dimensional metric can be determined explicitly, by using the dual basis (167) up to
a conformal factor [69]:
ds2 = ηABE
A ⊗ EB
= λ2ηABV
A ⊗ V B = λ2ηABV AMV BN dXM ⊗ dXN
= λ2
(
ηµνdz
µdzν + δabV
a
c V
b
d (dy
c −Ac)(dyd −Ad)
)
(169)
where Aa = Aaµdzµ.
The conformal factor λ2 in the metric in Eq. (169) can be determined in exactly the same way as
in the Section II.C. Choose aD-dimensional volume form with a matching parameter λ ∈ C∞(M)
such that
ν = λ2V 1 ∧ · · · ∧ V D (170)
and
λ2 = ν(V1, · · · , VD). (171)
Then, the vector fields VA are volume preserving with respect to a D-dimensional volume form
ν = λ(2−D)νg, where
νg = E
1 ∧ · · · ∧ ED (172)
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and the vector fields EA are volume preserving with respect to another volume form ν˜ = λ(3−D)νg.
Because ∂MV MA = 0 or LVAν = 0, we can choose the invariant volume by turning off all fluctua-
tions in Eq. (170) as
ν = dz1 ∧ · · · ∧ dzd ∧ dy1 ∧ · · · ∧ dy2n. (173)
Then, we finally get
λ2 = det−1V ab . (174)
One can see that the spacetime geometry described by the metric in Eq. (169) is completely
determined by noncommutative gauge fields whose underlying theory is defined by the action in
Eq. (151) or in Eq. (161). One may also confirm the claim in Section I.A that a spin-two gravi-
ton arises as a composite of two spin-one vector fields and such spin-one vector fields arise from
electromagnetic fields living in the noncommutative spacetime of Eq. (154). However, one has
to remember that the spacetime geometry in Eq. (169) is responsible only at the leading order,
i.e., O(θ), of the generalized vector fields defined by Eq. (163). All higher derivative terms in the
star product in Eq. (163) are simply ignored. If such higher derivative terms are included in the
star product in Eq. (163) order by order, they will deform the Einstein gravity order by order as a
response to the noncommutative effects of spacetime. (See Ref. [5] for higher-order corrections
to emergent gravity.) If a probe goes into a deep microscopic world where the noncommutative
effect of spacetime will grow significantly, the gravity description in Eq. (169) in terms of smooth
geometries will gradually become crude and coarse. In the deep noncommutative space, we have
to replace Einstein gravity by a more fundamental theory describing quantum gravity or a non-
commutative geometry. We argued that such a fundamental theory could be implemented by using
the large-N gauge theory in Eq. (151) or the higher-dimensional noncommutative U(1) gauge
theory (161). First note that
[DA, DB]⋆ = −i(F̂AB − BAB), (175)
[DA, [DB, DC ]⋆]⋆ = −iD̂AF̂BC , (176)
where
D̂AF̂BC ≡ ∂AF̂BC − i[D̂A, F̂BC ]⋆. (177)
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Therefore, the Bianchi identity and the equations of motion for the action in Eq. (161) can be
written as
D̂[AF̂BC] = i[D[A, [DB, DC]]⋆]⋆ = 0, (178)
D̂AF̂AB = i[D
A, [DA, DB]⋆]⋆ = 0. (179)
Then, the above equations can be translated into some “geometric” equations of generalized vector
fields defined in Eq. (163):
D̂[AF̂BC] = 0 ⇔ [V̂[A, [V̂B, V̂C]]⋆]⋆ = 0, (180)
D̂AF̂AB = 0 ⇔ [V̂ A, [V̂A, V̂B]⋆]⋆ = 0. (181)
It may be useful to introduce a noncommutative version of the structure equation, Eq. (90):
[V̂A, V̂B]⋆ = −F̂ CAB V̂C , (182)
with the ordering prescription that the structure coefficients F̂ CAB ∈ Aθ are always coming to the
left-hand side. Equations (180) and (181) can be rewritten using the structure equation, Eq. (182),
as
D̂[AF̂BC] = 0 ⇔ V̂[AF̂ DBC] − F̂ E[BC ⋆ F̂ DA]E = 0, (183)
D̂AF̂AB = 0 ⇔ ηAB
(
V̂AF̂
D
BC − F̂ EBC ⋆ F̂ DAE
)
= 0. (184)
We take a commutative limit |θ| → 0 (in the same sense as ~→ 0 in quantum mechanics), and
we keep only the leading term in Eq. (163) for the generalized vector fields V̂A. In this limit, we
will recover the Einstein gravity for the emergent metric in Eq. (169) where Eqs. (183) and (184)
reduce to the first Bianchi identity for Riemann tensors and the Einstein equations, respectively,
as we checked in the previous section. The Einstein gravity is relevant only in this limit. If |θ|
is finite (in the same sense as ~ → 1 in quantum mechanics), we have to rely on Eqs. (183) and
(184) instead: What is going on here? In order to answer the question, it is necessary to solve
Eqs. (183) and (184) first. Of course, it will be, in general, very difficult to solve the equations.
Instead, one may introduce linear algebraic conditions of D-dimensional field strengths F̂AB as
a higher-dimensional analogue of 4-dimensional self-duality equations such that the Yang-Mills
equations in the action in Eq. (161) follow automatically. These are of the type [70]
1
2
TABCDF̂CD = χF̂AB (185)
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with a constant 4-form tensor TABCD. The relation in Eq. (185) clearly implies via the Bianchi
identity in Eq. (180) that the equations of motion, Eq. (181), are satisfied provided χ is nonzero.
For D > 4, the 4-form tensor TABCD cannot be invariant under SO(D) transformations and Eq.
(185) breaks the rotational symmetry to a subgroup H ⊂ SO(D). Thus, the resulting first-order
equations can be classified by the unbroken symmetry H under which TABCD remains invariant
[70]. It was also shown [71] that the first-order linear equations above are closely related to
supersymmetric states, i.e., BPS states in higher-dimensional Yang-Mills theories.
Note that
V̂−i[DA,DB]⋆ = V̂F̂AB = [V̂A, V̂B]⋆. (186)
Using the homomorphism in Eq. (186), one can translate the generalized self-duality equation,
Eq. (185), into the structure equation between vector fields,
1
2
TABCDF̂CD = χF̂AB ⇔ 1
2
TABCD[V̂C , V̂D]⋆ = χ[V̂A, V̂B]⋆. (187)
Therefore, a D-dimensional noncommutative gauge field configuration satisfying the first-order
system defined by the left-hand side of Eq. (187) is isomorphic to a D-dimensional emergent
“quantum” geometry defined by the right-hand side of Eq. (187) whose metric in the commutative
limit is given by Eq. (169). For example, in four dimensions where TABCD = εABCD and χ = ±1,
Eq. (187) goes to Eq. (88) describing gravitational instantons in the commutative limit. Hence,
it would not be absurd for someone to claim that self-dual noncommutative electromagnetism in
four dimensions is equivalent to self-dual quantum gravity [4, 38]. Indeed, it was argued in Ref.
[6] that the emergent geometry arising from the self-dual system in Eq. (187) is closely related to
the bubbling geometry in the AdS space found in Ref. [33].
C. Background-independent Quantum Gravity
According to Einstein, gravity is the dynamics of spacetime geometry. Therefore, as empha-
sized by Elvang and Polchinski [72], the emergence of gravity necessarily requires the emergence
of spacetime itself. That is, spacetime is not given a priori, but should be derived from funda-
mental ingredients in quantum gravity theory, say, “spacetime atoms”. However, for consistency,
the entire spacetime including a flat spacetime must be emergent. In other words, the emergent
gravity should necessarily be “background independent,” where any spacetime structure is not a
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priori assumed, but is defined by the theory. Furthermore, if spacetime is emergent, then all fields
supported on this spacetime must be emergent, too. The question is how everything, including
spacetime, gauge fields and matter fields, could be emergent collectively. We know emergent
phenomena in condensed matters arise due to a very coherent condensation in vacuum. Thus, in
order to realize all these emergent phenomena, the emergent spacetime needs to be derived from
an extremely coherent vacuum, which is the lesson we learned from condensed matter. This turns
out to be the case if a flat spacetime is emergent from a noncommutative algebra such as quantum
harmonic oscillators.
We will carefully recapitulate the emergent gravity derived from the action in Eq. (151) to throw
the universe into a fresh perspective and to elucidate how the emergent gravity based on the non-
commutative geometry achieves background independence. Of course, real physics is necessarily
background dependent because a physical phenomenon occurs in a particular background with
specific initial conditions. Background independence here means that, although physical events
occur in a particular (spacetime and material) background, an underlying theory itself describing
such a physical event should presuppose neither any kind of spacetime nor material backgrounds.
The background in itself should also arise from a solution of the underlying theory.
The U(N) gauge theory in Eq. (151) is defined by a collection of N ×N matrices (Aµ,Φa)(z)
on a d-dimensional flat spacetime RdC . Note that the d-dimensional flat spacetime RdC already
exists from the beginning independently of U(N) gauge fields and that the theory says nothing
about its origin. It just serves as a playground for the players (Aµ,Φa).
We showed that the d-dimensional matrix theory in Eq. (151) in the N → ∞ limit could
be mapped to the D = d + 2n-dimensional noncommutative U(1) gauge theory. The resulting
higher-dimensional U(1) gauge theory has been transformed to a theory of higher-dimensional
gravity describing a dynamical spacetime geometry according to the isomorphism between the
noncommutative ⋆-algebra Aθ and the algebra Der(Aθ) of vector fields. Look at the metric in Eq.
(169). Definitely, the extra 2n-dimensional spacetime is emergent and takes part in the spacetime
geometry. It was not a preexisting spacetime background in the action in Eq. (151). Instead the
theory says that it originated from the vacuum in Eq. (152). One can easily check this fact by turn-
ing off all fluctuations in the metric in Eq. (169). The D-dimensional flat spacetime comes from
the vacuum configuration in Eq. (152) whose vector field is given by V (vac)A = (∂µ, ∂a) according
to Eq. (163). Furthermore, the vacuum is a solution of the theory in Eq. (151). Therefore, the
underlying theory in Eq. (151) by itself entirely describes the emergence of the 2n-dimensional
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space and its dynamical fluctuations.
Also, note that the original d-dimensional spacetime is now dynamical, not a playground any
more, although the original flat spacetime part RdC was assumed a priori at the outset. One can see
that the existence of nontrivial gauge field fluctuationsAµ(z) causes the curving ofRdC . Therefore,
the large-N gauge theory in Eq. (151) almost provides a background-independent description of
spacetime geometry, except the original background RdC .
Now, a question is how to achieve a complete background independence about the emergent
geometry. The answer is simple. We may completely remove the spacetime RdC from the action in
Eq. (151) and start with a theory without spacetime from the beginning. How to do this operation
is well-known in matrix models. This change of dimensionality appears in matrix theory as the
‘matrix T-duality’ (see Sec. VI.A in Ref. [20]) defined by
iDµ = i∂µ + Aµ ⇄ Φ
a. (188)
Applying the matrix T-duality in Eq. (188) to the action in Eq. (151), on one hand, one can arrive
at the 0-dimensional IKKT matrix model [18] in the case of the Euclidean signature
SIKKT = − 2π
gsκ2
Tr
(
1
4
[XM , XN ][XM , XN ]
)
, (189)
where XM = κΦM , or the 1-dimensional BFSS matrix model [17] in the case of the Lorentzian
signature
SBFSS = − 1
Gs
∫
dtTr
(
1
2
D0Φ
aD0Φa − 1
4
[Φa,Φb]2
)
. (190)
On the other hand, one can also go up to D-dimensional pure U(N) Yang-Mills theory given by
SC = − 1
4g2YM
∫
dDXTrFMNF
MN . (191)
Note that the B-field has completely disappeared; i.e., the spacetime is commutative. In fact,
the T-duality between the theories defined by Eqs. (161) and (191) is an analogue of the Morita
equivalence on a noncommutative torus stating that the noncommutative U(1) gauge theory with
rational θ = M/N is equivalent to an ordinary U(N) gauge theory [16].
Let us focus on the IKKT matrix model in Eq. (189) because it is completely background
independent because it is 0-dimensional. In order to define the action in Eq. (189), it is not
necessary to assume the prior existence of any spacetime structure. There are only a bunch of
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N×N Hermitian matrices XM (M = 1, · · · , D) that are subject to a couple of algebraic relations
given by
[XM , [XN , XP ]] + [XN , [XP , XM ]] + [XP , [XM , XN ]] = 0, (192)
[XM , [X
M , XN ]] = 0. (193)
Suppose that a vacuum of the theory in Eq. (189) in the N →∞ limit is given by
[XM , XN ] = iθMN1N×N =

 0 0
0 iθab

 1N×N , (194)
where θab is a constant matrix of rank 2n. In exactly the same way as the case for Eq. (151),
one can map the N × N matrices XM = (Xµ, Xa) into noncommutative fields according to the
correspondence in Eq. (22):
(Xµ, Xa)N×N 7→ κ
(
Φ̂µ(y),
i
κ
θabD̂b(y)
)
∈ Aθ, (195)
where D̂a(y) ∈ Aθ is given by Eq. (131). It is then straightforward to get a 2n-dimensional
noncommutative U(1) gauge theory from the matrix action in Eq. (189):
Ŝ =
1
g2YM
∫
d2ny
√
ĝ
(1
4
ĝacĝbd(F̂ab−Bab)⋆(F̂cd−Bcd)+1
2
ĝabD̂aΦ̂
µ⋆D̂bΦ̂
µ−1
4
[Φ̂µ, Φ̂ν ]2⋆
)
, (196)
where g2YM and the metric ĝab are defined by Eqs. (38), (39) and (40). If θMN in Eq. (194) is
a constant matrix of rank D = d + 2n instead, we will get a D-dimensional noncommutative
U(1) gauge theory whose action is basically the same as Eq. (161) except that it comes with the
Euclidean signature and a constant B-field of rank D.
In summary, we have scanned bothU(N) Yang-Mills theories and noncommutativeU(1) gauge
theories in various dimensions and different B-field backgrounds by applying the matrix T-duality
in Eq. (188) and the correspondence in Eq. (22). From the derivation of Eq. (161), one may
notice that the rank of the B-field is equal to the dimension of the emergent space, which is also
equal to the number of adjoint scalar fields Φa ∈ U(N). Therefore, the matrix theory in Eq. (151)
can be defined in different dimensions by changing the rank of the B-field if the dimension D is
fixed, e.g., D = 10. On the other hand, we can change the dimensionality of the theory in Eq.
(196) by changing the rank of θ in Eq. (194). In this way, we can connect every U(N) Yang-Mills
theory and noncommutative U(1) gauge theory in various dimensions by changing the B-field
background and applying the matrix T-duality (188) and the correspondence in Eq. (22). It is
really remarkable!
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However, there is also a caveat. One can change the dimensionality of the matrix model by any
integer number by using the matrix T-duality in Eq. (188) while the rank of the B-field can be
changed only by an even number because it is supposed to be symplectic. Hence, it is not obvious
what kind of background can explain a noncommutative field theory with an odd number of adjoint
Higgs fields. A plausible guess is that either the vacuum is described by a noncommutative space
induced by a Poisson structure, e.g., of Lie algebra type, i.e., [Xa, Xb] = ifabcXc, or there is a
3-form Cµνρ that reduces to the 2-form B in Eq. (38) by a circle compactification, so may be of
M-theory origin. We will briefly discuss the Lie algebra case later, but, unfortunately, we don’t
know much about how to construct a corresponding noncommutative field theory with the 3-form
background. We leave it as a future problem.
Some critical aspect of quantum geometry may be encountered with the following question.
What is the emergent geometry derived from the noncommutativeU(1) gauge theory in Eq. (196) ?
One may naively apply the map in Eq. (163) to the noncommutative fields
(
Φ̂µ(y), D̂a(y)
)
∈ Aθ.
The fields D̂a(y) have no problem because they are exactly the same as Eq. (131). However, the
fields Φ̂µ(y) leads to a bizarre circumstance. From the map in Eq. (163), we may define
− i[Φ̂µ(y), f̂(y)]⋆ = −θab ∂Φ
µ(y)
∂yb
∂af(y) + · · ·
“ ≡ ” V µa(y)∂af(y) + · · · . (197)
We immediately get into trouble if we remember that the fields Φ̂µ(y) are purely fluctuations and
so the ‘fake’ vector fields V µ = V µa(y)∂a are not invertible, in general. For example, they tend
to vanish at |y| → ∞. Recall that a Riemannian metric should be nondegenerate, i.e., invertible
everywhere. This is not the case for V µ. Therefore, the fields Φ̂µ(y) are not yet full-fledged as
a classical geometry although they could define a “bubbling quantum geometry”. This notable
difference between Φ̂µ(y) and D̂a(y) is due to the fact that D̂a(y) define fluctuations around the
uniform vacuum condensation in Eq. (152) while Φ̂µ(y) define pure fluctuations around “nothing”,
say, without any coherent condensation in vacuum. Therefore we get a very important picture from
the above analysis:
In order to describe a classical geometry from a background independent theory such as Eq.
(189), it is necessary to have a nontrivial vacuum defined by a “coherent” condensation of gauge
fields, e.g., the vacuum defined by Eq. (152).
Here, “coherent” means that a spacetime vacuum is defined by the Heisenberg algebra such as
quantum harmonic oscillators as in Eq. (17). Its physical significance will be discussed later.
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Also, note that a symplectic structure Bab ≡ (θ−1)ab is nowhere vanishing, which can be re-
garded as a background field strength of noncommutative gauge fields A(0)a ≡ 〈Â(0)a 〉vac = −Babyb.
In terms of physicist’s language, this means that there is an (inhomogeneous in general) conden-
sation of gauge fields in vacuum, i.e.,
〈Bab(x)〉vac = θ−1ab (x). (198)
For a constant symplectic structure for simplicity, rewriting the covariant vectors in Eq. (131) as
(actually to invoke a renowned Goldstone boson ϕ = 〈ϕ〉+ h) [73]
D̂a(y) = −〈Â(0)a 〉vac + Âa(y) (199)
would be suggestive. This naturally suggests some sort of spontaneous symmetry breaking [5]
in which ya are vacuum expectation values of D̂a(y), specifying the background in Eq. (198)
as usual, and Âb(y) are fluctuating dynamical coordinates (fields). We thus arrived at another
important point:
The origin of spacetime with a symplectic or a Poisson structure such as Eq. (6) or Eq. (17)
comes from the coherent condensation of gauge fields in vacuum.
D. General Noncommutative Spacetime
So far, we have mostly considered noncommutative spaces defined by a canonical symplectic
structure. Here, we will explain how it is possible to generalize emergent gravity to a general
noncommutative spacetime, for example, to the case with a nonconstant symplectic structure or a
generic Poisson structure. General results have been beyond our reach up to now. Thus, we will
be brief about this subject. Readers may skip this part and might attack the emergent gravity for
general cases after a deeper understanding about the simple cases has been realized.
The question is how to generalize the emergent gravity picture to the case of a nontrivial vac-
uum, e.g., Eq. (198), describing an inhomogeneous condensate of gauge fields. In this case, the
Poisson structure Θab(x) = ( 1
B
)ab(x) is not constant, so the corresponding noncommutative field
theory is defined by a nontrivial star-product
[Y a, Y b]⋆′ = iΘ
ab(Y ) (200)
where Y a denote vacuum coordinates, which are designed with the capital letters to distinguish
them from ya for the constant vacuum in Eq. (17). The star product [f̂ , ĝ]⋆′ for f̂ , ĝ ∈ AΘ can be
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perturbatively computed via the deformation quantization [15]. There are excellent earlier works
[75] especially relevant for the analysis of the DBI action as a generalized geometry though a
concrete formulation of noncommutative field theories for a general noncommutative spacetime is
still out of reach.
We will mostly focus on the commutative limit so that
− i[f̂ , ĝ]⋆′ = Θab(Y )∂f(Y )
∂Y a
∂g(Y )
∂Y b
+ · · ·
≡ {f, g}Θ + · · · (201)
for f̂ , ĝ ∈ AΘ. Using the Poisson bracket in Eq. (201), we can similarly realize the Lie algebra
homomophism C∞(M) → TM : f 7→ Xf between a Hamiltonian function f and the corre-
sponding Hamiltonian vector field Xf . To be specific, for any given function f ∈ C∞(M), we can
always assign a Hamiltonian vector field Xf defined by Xf(g) = {g, f}Θ with any fixed function
g ∈ C∞(M). Then, the Lie algebra homomophism
X{f,g}Θ = [Xf , Xg] (202)
still holds as long as the Jacobi identity for the Poisson bracket {f, g}Θ(x) holds or, equivalently,
the Schouten-Nijenhuis bracket in Eq. (223) for the Poisson structure Θab vanishes.
As we discussed in Eq. (140), there is a natural automorphism D(~) that acts on star-products
[15]. In the commutative limit where D(~) ≈ 1, we can deduce the following relation from Eq.
(140):
{f, g}Θ = {f, g}θ. (203)
Let us explain what Eq. (203) means. For f = Y a(y) and g = Y b(y), Eq. (203) implies that
Θab(Y ) = θcd
∂Y a
∂yc
∂Y b
∂yd
, (204)
whose statement is, of course, equivalent to the Darboux transformation in Eq. (29). Also, notice
that Eq. (203) defines diffeomorphisms between vector fields X ′f(g) ≡ {g, f}Θ and Xf (g) ≡
{g, f}θ such that
X ′f
a
=
∂Y a
∂yb
Xbf . (205)
Indeed, the automorphism in Eq. (140) corresponds to a global statement that the two star-products
involved are cohomologically equivalent in the sense that they generate the same Hochschild co-
homology [15].
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In order to understand the origin of the nontrivial star product in Eq. (200), let us look at the
background independent action in Eq. (189). As we pointed out, a particular vacuum such as the
one in Eq. (198) should be defined by the theory itself as a solution of the equations of motion,
Eq. (193). Of course, there are infinitely many solutions. The constant background in Eq. (194) is
just one of them, so let us consider another background
[XM , XN ] =

 0 0
0 i(θ − θF̂ θ)ab

1N×N . (206)
Using the property in Eq. (203), one can infer that the above background can be made equivalent to
Eq. (200) by using the identification Xa := Y a = ya+ θabÂb(y) and Θab(y) = (θ− θF̂ (y)θ)ab. If
F̂ab(y) simply satisfy Eq. (185), which provides a very ample class of solutions, the background in
Eq. (206) is a consistent solution of the theory in Eq. (189). For example, the vacuum in Eq. (206)
in four dimensions (n = 2) corresponds to the noncommutative instanton background. In this
case, the vacuum manifold determined by background gauge fields is a hyper-Ka¨hler manifold.
Therefore, we may understand that the nontrivial star product in Eq. (200) results from an in-
homogeneous condensation of gauge fields on the constant vacuum in Eq. (194). This observation
can be applied to the identity in Eq. (36) in a very interesting way. Let us decompose the nontrivial
B-field in Eq. (198) as
Bab(x) = (B¯ + F¯ (x))ab, (207)
where B¯ab =
(
θ−1
)
ab
describes a constant background such as the one in Eq. (17) while F¯ (x) =
dA¯(x) describes an inhomogeneous condensate of gauge fields. Then, the left-hand side of Eq.
(36) is of the form g + κ(B¯ + F), where F = dA with A(x) = A¯(x) + A(x). It should be
completely conceivable that it can be mapped to a noncommutative gauge theory of the gauge
field A(x) in the constant B¯-field background according to the Seiberg-Witten equivalence [16].
Let us denote the corresponding noncommutative gauge field as Âa ≡ ̂¯Aa + Âa. The only notable
point is that the gauge field Âa contains an inhomogeneous background part ̂¯Aa. This situation
is, of course, analogous to an instanton (or soliton) background in gauge theory, as we remarked
before.
Thus, everything will go parallel with the constant case. We will consider a general situation
in the context of the action in Eq. (161), where background gauge fields are given by ̂¯Aµ(z, y)
as well as ̂¯Ab(z, y), which also depend on the commutative coordinates zµ. Let us introduce the
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following covariant coordinates:
X̂a(z, y) = ya + θabÂb(z, y) = ya + θab ̂¯Ab(z, y) + θabÂb(z, y)
≡ Y a(z, y) + θabÂb(z, y), (208)
where we identified the vacuum coordinates Y a in Eq. (200) because we have to recover them
after turning off the fluctuation Âa. Also, introduce the covariant derivatives
D̂µ(z, y) = ∂µ − iÂµ(z, y) = ∂µ − i ̂¯Aµ(z, y)− iÂµ(z, y)
≡ ̂¯Dµ(z, y)− iÂµ(z, y). (209)
Then, the covariant derivatives in Eq. (157) can be defined in exactly the same way:
D̂A = ∂A − iÂA(z, y) = (D̂µ,−iB¯abX̂b)(z, y), (210)
where ∂A = (∂µ,−iB¯abyb). Now, the noncommutative fields D̂A in Eq. (210) can be mapped to
vector fields using Eq. (163).
Because the results in Section III.B can be applied to arbitrary noncommutative gauge fields in
a constant B-field, the same formulae can be applied to the present case with the understanding
that the vector fields VA in Eq. (163) refer to total gauge fields including the inhomogeneous back-
ground. This means that the vector fields VA = λEA ∈ Γ(TM) reduce to V¯A = λ¯E¯A after turning
off the fluctuations, where V¯A is determined by the background (∂µ − i ̂¯Aµ(z, y),−iB¯abY b(z, y))
and λ¯ satisfies the relation
λ¯2 = ν(V¯1, · · · , V¯D). (211)
Therefore, the D-dimensional metric is precisely given by Eq. (169) with Aa = Aaµdzµ, and the
metric for the background is given by
ds2 = ηABE¯
A ⊗ E¯B
= λ¯2ηABV¯
A ⊗ V¯ B = λ¯2ηABV¯ AM V¯ BN dXM ⊗ dXN . (212)
Here, we have implicitly assumed that the background V¯A satisfies Eqs. (180) and (181). In
four dimensions, for instance, we know that the metric in Eq. (212) describes Ricci-flat Ka¨hler
manifolds if V¯A satisfies the self-duality equation, Eq. (88).
Now, let us look at the picture of the right-hand side of Eq. (36). After applying the Darboux
transform, Eq. (29), only for the symplectic structure, Eq. (207), and leaving the fluctuations
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intact, the right-hand side becomes of the form Gab(y) + κ(B¯ab + Fab(y)), where
Fab(y) =
∂xα
∂ya
∂xβ
∂yb
Fαβ(x) ≡ ∂aAb(y)− ∂bAa(y), (213)
and the metric Gab(y) is given by Eq. (33). Note that in this picture, the gauge fields Aa(y) are
regarded as fluctuations propagating in the background Gab(y) and B¯ab. Therefore, it would be
reasonable to interpret the right-hand side of Eq. (36) as a noncommutative gauge theory of the
gauge field Aa(y) defined by the canonical noncommutative space in Eq. (17), but in a curved
space described by the metric Gab(y).
Although the formulation of noncommutative field theory in a generic curved spacetime is still
a challenging problem, there is no obstacle to formulating emergent gravity if one is confined to
the commutative limit. Because the inhomogeneous condensate of gauge fields in the vacuum
(207) now appears as an explicit background metric, the metric in Eq. (169) in this picture will be
replaced by
ds2 = hABE
A ⊗EB
= Λ2hABV
A ⊗ V B = Λ2hABV AMV BN dXM ⊗ dXN , (214)
where hAB is the metric in the space spanned by noncoordinate bases VA = ΛEA [76]. Because
the metric in Eq. (214) has the Riemannian volume form νg =
√−hE1 ∧ · · · ∧ED instead of Eq.
(172), the volume form ν = Λ(2−D)νg in Eq. (170) will be given by
ν =
√−hΛ2V 1 ∧ · · · ∧ V D. (215)
Thus, the function Λ in Eq. (214) will be determined by the condition
√−hΛ2 = ν(V1, · · · , VD). (216)
Because the anholonomic basis V A in Eq. (214) will become flat when fluctuations are turned off,
i.e., Fab = 0, the background metric in this picture is simply given by
ds2 = Λ
2
hMN dX
M ⊗ dXN , (217)
where Λ2 = 1/
√−h.
As usual, the torsion-free condition, Eq. (102), for the metric in Eq. (214) will be imposed
to get the relation in Eq. (103) in which ωABC = hBDωADC and fABC = hCDfABD, where the
indices A,B, · · · are raised and lowered using the metric hAB. Because hAB is not a flat metric,
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ωA
B
C in Eq. (100) or Eq. (101) will actually be the Levi-Civita connection in noncoordinate bases
rather than a spin connection, but we will keep the notation for convenience. Also, the condition
that the metric in Eq. (214) be covariantly constant, i.e., ∇C
(
hABE
A ⊗ EB
)
= 0, leads to the
relation [76]
ωABC =
1
2
(
EAhBC − EBhCA + EChAB
)
+
1
2
(
fABC − fBCA + fCAB
)
. (218)
The curvature tensors have exactly the same form as Eq. (105). All the calculation in Section
II.C can be repeated in the same way even for this case although the details will be much more
complicated and have not been performed so far. By comparing the two metrics, Eqs. (212) and
(217), we finally get the following relations [7]:
hMN = ηABV¯
A
M V¯
B
N , Λ
2
= λ¯2 =
1√−h, (219)
which is, of course, consistent with our earlier observation.
One may wonder whether the emergent gravity for symplectic structures can be smoothly taken
over to the case where a symplectic structure is not available. It was shown in Ref. [42] that
emergent gravity can nicely be generalized to a Poisson manifold (M,π). A Poisson manifold
M is a differentiable manifold M equipped with a bivector field (not necessarily nondegenerate)
π = πµν∂µ ∧ ∂ν ∈ Γ(Λ2TM) which defines an R-bilinear antisymmetric operation {·, ·}π :
C∞(M)× C∞(M)→ C∞(M) by
(f, g) 7→ {f, g}π = 〈π, df ⊗ dg〉 = πµν(x)∂µf(x)∂νg(x). (220)
The bracket, called the Poisson bracket, satisfies
1) Leibniz rule : {f, gh}π = g{f, h}π + {f, g}πh, (221)
2) Jacobi identity : {f, {g, h}π}π + {g, {h, f}π}π + {h, {f, g}π}π = 0, (222)
∀f, g, h ∈ C∞(M). Poisson manifolds appear as a natural generalization of symplectic manifolds
where the Poisson structure reduces to a symplectic structure if π is nongenerate [8].
One can show that the Jacobi identity in Eq. (222) for the bracket {·, ·}π is equivalent to the
condition that the Schouten-Nijenhuis bracket [77] for the Poisson tensor π vanishes, i.e.,
[π, π]SN ≡
(
πλµ
∂πνρ
∂xλ
+ πλν
∂πρµ
∂xλ
+ πλρ
∂πµν
∂xλ
) ∂
∂xµ
∧ ∂
∂xν
∧ ∂
∂xρ
= 0. (223)
Like the Darboux theorem in symplectic geometry, the Poisson geometry also enjoys a similar
property known as the splitting theorem proven by Weinstein [78]. The splitting theorem states
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that a d-dimensional Poisson manifold is locally equivalent to the product of R2n equipped with
the canonical symplectic structure withRd−2n equipped with a Poisson structure of rank zero at the
origin. That is, the Poisson manifold (M,π) is locally isomorphic (in a neighborhood of x ∈ M)
to the direct product S×N of a symplectic manifold (S,∑ni=1 dqi ∧ dpi) with a Poisson manifold
(Nx, {·, ·}N) whose Poisson tensor vanishes at x.
A well-known example of a Poisson manifold is four-sphere where no symplectic structure
is available. If M is a compact symplectic manifold, the second de Rham cohomology group
H2(M) is nontrivial, so the only n-sphere that admits a symplectic form is the 2-sphere. For
example, let S4 = {(u, v, t) ∈ C × C × R : |u|2 + |v|2 = t(2 − t)}. Then, the bivector field
π = uv∂u∧∂v−uv∗∂u∧∂v∗−u∗v∂u∗∧∂v+u∗v∗∂u∗∧∂v∗ is a Poisson tensor, that is, [π, π]SN = 0,
and π ∧ π = 4|u|2|v|2∂u ∧ ∂v ∧ ∂u∗ ∧ ∂v∗ . Therefore, the Poisson tensor π vanishes on a subspace
of either u = 0 or v = 0, so the Poisson structure becomes degenerate there. In this case, we have
to rely on a Poisson structure to formulate an emergent gravity [42].
The Poisson tensor π of a Poisson manifold M induces a bundle map π♯ : T ∗M → TM by
A 7→ π♯(A) = πµν(x)Aµ(x) ∂
∂xν
(224)
for A = Aµ(x)dxµ ∈ T ∗xM , which is called the anchor map of π [77]. See also Section VI. The
rank of the Poisson structure at a point x ∈ M is defined as the rank of the anchor map at that
point. If the rank equals the dimension of the manifold at each point, the Poisson structure reduces
to a symplectic structure, which is also called nondegenerate. The nondegenerate Poisson structure
uniquely determines the symplectic structure defined by a 2-form ω = 1
2
ωµν(x)dx
µ ∧ dxν = π−1,
and the condition in Eq. (223) is equivalent to the statement that the 2-form ω is closed, dω = 0.
In this case, the anchor map π♯ : T ∗M → TM becomes a bundle isomorphism, as we discussed
in Section I.
To define a Hamiltonian vector field π♯(df) of a smooth function f ∈ C∞(M), what one really
needs is a Poisson structure that reduces to a symplectic structure for the nondegenerate case. A
Hamiltonian vector field Xf = −π♯(df) for a smooth function f ∈ C∞(M) is defined by the
anchor map in Eq. (224) as follows:
Xf(g) = −〈π, df ⊗ dg〉 = {g, f}π = πµν(x) ∂f
∂xν
∂g
∂xµ
. (225)
Given a smooth Poisson manifold (M,π), the map f 7→ Xf = −π♯(df) is a homomorphism [77]
from the Lie algebra C∞(M) of smooth functions under the Poisson bracket to the Lie algebra of
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smooth vector fields under the Lie bracket. In other words, the Lie algebra homomorphism in Eq.
(10) is still true even for any Poisson manifold.
As we just noticed, it is enough to have a Poisson structure to achieve the map C∞(M) →
Γ(TM) : f 7→ Xf = −π♯(df) such as Eq. (9). As we discussed earlier, any Poisson manifold can
be quantized via deformation quantization [15]:
{xµ, xν}π = πµν(x) → [x̂µ, x̂ν ]⋆˜ = iκ π̂µν(x̂), (226)
where we introduced a deformation parameter κ of (length)2 and π̂ab(x̂) ∈ Aπ are assumed to be
dimensionless operators. Therefore, the anchor map in Eq. (225) can be lifted to a noncommuta-
tive manifold as in Eq. (144),
V̂a[f̂ ](x) ≡ −i[D̂a(x), f̂(x)]⋆˜, (227)
for any noncommutative field D̂a(x) ∈ Aπ (dropping the hat in the coordinates x̂µ ∈ Aπ for
simple notation). Then, everything will go exactly parallel with the symplectic case if we define
emergent quantum gravity from a gauge theory defined on the noncommutative space in Eq. (226)
with the generalized vector fields in Eq. (227). It was studied in Ref. [42] how a fuzzy Poisson
manifold can be derived from a mass deformed matrix model, from which the picture of emergent
gravity was checked.
IV. EMERGENT MATTER
We have stressed that quantum gravity should be background independent where no kind of
spacetime structure is assumed. Only morphisms between objects need to be postulate. An under-
lying theory, for example, only has matrices (as objects) that are subject to some algebraic relations
such as the Jacobi identity and the equations of motion (as morphisms). However, we can derive a
spacetime geometry from these algebraic relations between objects by mapping the matrix algebra
to a Poisson or noncommutative ⋆-algebra Aθ and then deriving the algebra Der(Aθ) of Aθ. We
observed that such an operator algebra, e.g., ⋆-algebra, can be defined by using noncommutative
gauge fields and that a smooth geometry emerges from them in a macroscopic world. Depending
on the choice of an algebraic relation, we get a different geometry. In this scheme, the geometry is
a derived concept defined by the algebra [14]. In a deep noncommutative space, a smooth geome-
try is doomed; instead, an algebra between objects becomes more fundamental. Ergo, the motto of
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emergent gravity is that an algebra defines a geometry. One has to specify an underlying algebra
to talk about a corresponding geometry.
As a recitation, the emergence of gravity necessarily requires the emergence of spacetime it-
self. If spacetime is emergent, then all fields supported on this spacetime must be emergent too.
Somehow, matter fields and other non-Abelian gauge fields for weak and strong forces must be
emergent together with spacetime. How is this possible? How are matter fields describing quarks
and leptons to be defined in the context of emergent geometry?
We may start with a naive reasoning. First, note that translations in noncommutative directions
are an inner automorphism of the noncommutative ⋆-algebra Aθ generated by the coordinates in
Eq. (17):
e−ik
aBaby
b
⋆ f̂(y) ⋆ eik
aBaby
b
= f̂(y + k) (228)
for any f̂(y) ∈ Aθ. The inner automorphism in Eq. (228) is nontrivial only in the case of a non-
commutative algebra [9]; that is, commutative algebras do not possess any inner automorphism,
so all “points” in noncommutative space are indistinguishable, i.e., unitarily equivalent while all
points in commutative space are distinguishable, i.e., unitarily inequivalent. As a result, one loses
the meaning of “point” in noncommutative space. Hence, the concept of “particle” becomes am-
biguous, too. Thus, before matter fields, first we may address the question: What is a particle in
noncommutative spacetime?
When a space becomes noncommutative, there is a Hilbert space H associated with the space
such as Eq. (18), so a point or a particle may be replaced by a state in H. Then, the most natural
concept of a particle in noncommutative space may be a localized state in H. However, because
the Hilbert space H is a complex vector space as usual, such a localized state will tend to be
dissipative due to a linear superposition between nearby states. Therefore, the most natural and
pertinent concept of a particle in noncommutative space may be a stable localized state inH. This
means [7] that a particle may be realized as a topological object in the noncommutative ⋆-algebra
Aθ.
As illustrated by quantum mechanics, noncommutative algebras admit a much greater variety of
algebraic and topological structures compared to commutative ones. Likewise, when spacetime at
a fundamental level is replaced by a noncommutative algebra, algebraic and topological structures
in the noncommutative spacetime actually become extremely rich and coherent [14], which would,
we guess, be responsible for emergent properties such as diffeomorphisms, gauge symmetries and
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matter fields.
This line of thought is our naive reasoning about how to realize a particle or matter field in
noncommutative spacetime. We think this idea should direct us to a reasonable track, but an
involved math is often abstruse. Therefore, we will try to get more insights from physics.
A. Feynman’s View on Electrodynamics
In a very charming paper [46], Dyson explains the Feynman’s view about the electrodynamics
of a charged particle. Feynman starts with an assumption that a particle exists with position xi and
velocity x˙i satisfying commutation relations
[xi, xk] = 0, m[xi, x˙k] = i~δ
i
k. (229)
Then, he asks a question: What is the most general form of forces appearing in Newton’s equation
mx¨i = Fi(x, x˙, t) consistent with the commutation relation in Eq. (229)? Remarkably, he ends up
with the electromagnetic force
m
dv
dt
= e
(
E+ v×B). (230)
In a sense, Feynman’s result is a no-go theorem for the consistent interaction of particles in quan-
tum mechanics. It turns out that the conditions in Eq. (229) are restrictive enough that only the
electromagnetic force in Eq. (230) is compatible with them.
We here reproduce his argument with a puny refinement. We will start with the Feynman’s
assumption, together with the Hamilton’s equation
df
dt
=
i
~
[H, f ] +
∂f
∂t
, (231)
where f = f(x, p, t), H = H(x, p, t) ∈ A~ and x˙i ≡ x˙i(x, p). However, we will not assume
Newton’s equation mx¨i = Fi(x, x˙, t). To be precise, we replaced Newton’s equation by Eq. (231),
i.e.,
m
dx˙i
dt
=
im
~
[H, x˙i] ≡ Fi(x, p, t). (232)
First, consider the following commutator:
[H, [xi, x˙k]] = [x
i, [H, x˙k]]− [x˙k, [H, xi]]
= −i~
( 1
m
[xi, Fk] + [x˙i, x˙k]
)
= 0. (233)
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The Jacobi identity [xl, [x˙i, x˙k]] + [x˙i, [x˙k, xl]] + [x˙k, [xl, x˙i]] = [xl, [x˙i, x˙k]] = 0 with Eq. (233)
implies
[xl, [xi, Fk]] = 0. (234)
Equation (233) also implies [xi, Fk] + [xk, Fi] = 0, so we may write
[xi, Fk] = −i~
m
εiklBl. (235)
Equation (235) is the definition of the field Bl = Bl(x, p, t) ∈ A~, but Eq. (234) says
[xl, Bm] = 0, (236)
which means that Bm is a function of x and t only, i.e., Bm = Bm(x, t). Then, we can solve Eq.
(235) with
Fi(x, p, t) = Ei(x, t) + ε
ikl
〈
x˙kBl(x, t)
〉
, (237)
where Ei(x, t) ∈ A~ is an arbitrary function that also depends on x and t only and the symbol
〈· · · 〉 denotes the Weyl-ordering, i.e., the complete symmetrization of operator products.
Combining Eqs. (233) and (235) leads to
Bl = −im
2
2~
εlik[x˙i, x˙k]. (238)
Another Jacobi identity εijk[x˙i, [x˙j, x˙k]] = 0 then implies
[x˙i, Bi] = −i~
m
〈∂Bi
∂xi
〉
= 0. (239)
Taking the total derivative of Eq. (238) with respect to time gives〈
x˙i
∂Bl
∂xi
〉
+
∂Bl
∂t
=
m2
2~2
εlik[H, [x˙i, x˙k]]
=
im
~
εlik[x˙k, Fi]
=
im
~
(
− εlik[x˙i, Ek]− [x˙i, x˙l]Bi − x˙l[x˙i, Bi] +
〈
x˙i[x˙i, Bl]
〉)
= −εlik
〈∂Ek
∂xi
〉
+
1
m
εlikBiBk +
〈
x˙i
∂Bl
∂xi
〉
= −εlik
〈∂Ek
∂xi
〉
+
〈
x˙i
∂Bl
∂xi
〉
. (240)
From Eq. (240), we finally get
∂Bl
∂t
+ εlik
〈∂Ek
∂xi
〉
= 0. (241)
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We arrived at the force in Eq. (237) (by using the definition in Eq. (232)), where the fields
Ei(x, t) and Bi(x, t) should satisfy Eqs. (239) and (241). We immediately recognize that they
are electromagnetic fields. Therefore, we get a remarkable result [46] that the Lorentz force in
Eq. (230) is the only consistent interaction with a quantum particle satisfying the commutation
relations in Eq. (229). Remember that we have only assumed the commutation relation (229) and
have only used the Hamilton’s equation in Eq. (231) and the Jacobi identity to find a consistent
interaction of quantum particles. However, we could get only the electromagnetic force in Eq.
(230). What a surprise (at least to us)!
Feynman’s observation raises a curious question. We know that, beside the electromagnetic
force, other interactions, weak and strong forces, exist in Nature. Thus, the question is how to
incorporate the weak and the strong forces into Feynman’s scheme. Because he started only with
very natural axioms, there seems to be no room to relax his postulates to include the weak and
the strong forces except by introducing extra dimensions. Surprisingly, it works with extra dimen-
sions!
Consider a particle motion defined on R3 × F with an internal space F whose coordinates are
{xi : i = 1, 2, 3} ∈ R3 and {QI : I = 1, · · · , n2 − 1} ∈ F . The dynamics of the particle
carrying an internal charge in F [47, 48] is defined by a symplectic structure on T ∗R3×F whose
commutation relations are given by
[xi, xk] = 0, m[xi, x˙k] = i~δ
i
k, (242)
[QI , QJ ] = i~f IJKQ
K , (243)
[xi, QI ] = 0. (244)
Note that the internal space F is a Poisson manifold (F, π) whose Poisson structure is given by
π = 1
2
πIJ∂I ∧ ∂J = 12f IJKQK∂I ∧ ∂J and defines the SU(n) Lie algebra in Eq. (243). That is,
by Eq. (223),
[π, π]SN = 0 ⇔ fJKLfLIM + fKILfLJM + f IJLfLKM = 0. (245)
Also, the internal coordinates QI are assumed to obey Wong’s equation [79]
Q˙I + f IJKA
J
i (x, t)Q
K x˙i = 0. (246)
Wong’s equation just says that the internal charge QI is parallel-transported along the trajectory
of a particle under the influence of the non-Abelian gauge field AIi .
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The geometrical meaning of Wong’s equation, Eq. (246), can be seen as follows: Taking the
total derivative of Eq. (244) with respect to time gives
[x˙i, Q
I ] = −[xi, Q˙I ] = i~
m
f IJKA
J
i (x, t)Q
K . (247)
This property can be used to show the formula for any field φ(x, t) = φI(x, t)QI ∈ A~ × G:
[x˙i, φ
I(x, t)QI ] = [x˙i, φ
I(x, t)]QI + φI(x, t)[x˙i, Q
I ]
= −i~
m
(
∂iφ
I + f IJKA
J
i φ
K
)
QI
= −i~
m
(
∂iφ− i
~
[Ai, φ]
) ≡ −i~
m
Diφ. (248)
Recall that pi = mx˙i+Ai(x, t) are translation generators alongR3, and remember the geometrical
meaning of the Wong’s equation, Eq. (246), stated above.
Now repeat Feynman’s question: What is the most general interaction of a quantum particle
carrying an internal charge satisfying Eq. (246) and the commutation relations in Eqs. (242)-
(244)? The calculation follows almost the same line [47] as that for the electromagnetic force
except that the fields Ei(x, t) = EIi (x, t)QI ∈ A~ × g and Bi(x, t) = BIi (x, t)QI ∈ A~ × g
now carry internal charges in the Lie algebra g; thus, Wong’s equation, Eq. (246), has to be taken
into account. We will not echo the derivation because it is almost straightforward with a careful
Weyl-ordering. That may be a good exercise for graduate students.
The resulting force exerted on a quantum particle moving in R3 × F is the generalized non-
Abelian Lorentz force [47]
Fi = Ei + ε
iklx˙kBl, (249)
where the fields Ei(x, t) = EIi (x, t)QI and Bi(x, t) = BIi (x, t)QI satisfy
∂iBi − i
~
[Ai, Bi] = 0,
∂Bi
∂t
+ εikl
(
∂kEl − i
~
[Ak, El]
)
= 0. (250)
The equations in Eq. (250), of course, can be summarized with the Lorentz covariant form (in the
temporal gauge, A0 = 0) as
εµνρσDνFρσ = 0, (251)
and the Bianchi identity, Eq. (251), can be solved by introducing non-Abelian gauge fields Aµ
such that
Fµν = ∂µAν − ∂νAµ − i
~
[Aµ, Aν ]. (252)
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One can check the expression in Eq. (252). For example, one can get
εiklBIl = ∂iA
I
k − ∂kAIi + f IJKAJi AKk (253)
by using the Jacobi identity
[QI , [x˙i, x˙k]] + [x˙i, [x˙k, Q
I ]] + [x˙k, [Q
I , x˙i]] = 0 (254)
together with Eqs. (238) and (247) where Bl = BIl QI .
B. Symplectic Geometry Again
The previous argument by Feynman clearly implies that the fundamental interactions such as
electromagnetic, weak and strong forces can be understood as a symplectic or Poisson geome-
try of a particle phase space. Feynman starts with a very natural assumption about the Poisson
structure of a particle interacting with external forces. In the case of a free particle, Eq. (228)
is the well-known Heisenberg algebra: [xi, xk] = 0, [xi, pk] = i~δik. (Note that Feynman and
Dyson intentionally use mx˙i instead of pi.) If some external fields are turned on, then the particle
momentum mx˙i is no longer equal to pi, but is shifted by pi − Ai, where Ai are arbitrary external
fields. We easily see that, if the external fields Ai depend only on x and t, i.e., Ai = Ai(x, t),
and satisfy Wong’s equation, Eq. (246), in the non-Abelian cases (to preserve the localizability in
Eq. (244)), the commutation relations, Eq. (228), remain intact, but that is not the whole story.
We have repeatedly used the Jacobi identity of the algebra A~ or A~ × G, which originally comes
from the Poisson algebra in Eq. (4) of a particle phase space P or P × F . Recall that the Jacobi
identity of Poisson bracket is not automatically guaranteed. The Schouten-Nijenhuis bracket for
the Poisson tensor should vanish [77]. See Eq. (223). Therefore, the external fields Ai cannot be
completely arbitrary. They should not ruin the underlying Poisson structure. We know that, if the
Poisson structure is nondegenerate, this condition is equivalent to the statement that the symplectic
2-form uniquely determined by the Poisson structure must be closed. See the discussion below Eq.
(224). This is precisely the condition for gauge fields Feynman found. In gauge theory, it is called
the Bianchi identity, e.g., dF = 0 or DF = 0.
There is an another beautiful observation [49] (orginally due to Jean-Marie Souriau) realizing
Feynman’s idea. Let (P, ω) be a symplectic manifold. One can properly choose local canonical
coordinates ya ≡ (x1, p1, · · · , xn, pn) in P such that the symplectic structure ω can be written in
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the form
ω =
n∑
i=1
dxi ∧ dpi. (255)
Then, ω ∈ Γ(Λ2T ∗P ) can be thought of as a bundle map ω : TP → T ∗P . Because ω is nonde-
generate at any point y ∈ P , we can invert this map to obtain the map η ≡ ω−1 : T ∗P → TP .
This cosymplectic structure η = ∂
∂xi
∧ ∂
∂pi
∈ ω ∈ Γ(Λ2TP ) is called the Poisson structure of P
and defines a Poisson bracket {·, ·}~. See Section III.D. In a local chart with coordinates ya, we
have
{f, g}~ =
2n∑
a,b=1
ηab
∂f
∂ya
∂g
∂yb
. (256)
Let H : P → R be a smooth function on a Poisson manifold (P, η). The vector field XH
defined by ιXHω = dH is called a Hamiltonian vector field with the energy function H . We define
a dynamical flow by using the differential equation [8]
df
dt
= XH(f) +
∂f
∂t
= {f,H}~ + ∂f
∂t
. (257)
A solution to the above equation is a function f such that for any path γ : [0, 1]→M , we have
df(γ(t))
dt
= {f,H}~(γ(t)) + ∂f(γ(t))
∂t
. (258)
The dynamics of a charged particle in an external static magnetic field is described by the
Hamiltonian
H =
1
2m
(
p− eA)2, (259)
which is obtained from the free Hamiltonian H0 = p
2
2m
with the replacement
p→ p− eA. (260)
Here, the electric charge of an electron is qe = −e, and e is a coupling constant identified with
gYM . The symplectic structure in Eq. (255) leads to the Hamiltonian vector field XH given by
XH =
∂H
∂pi
∂
∂xi
− ∂H
∂xi
∂
∂pi
. (261)
Then, the Hamilton’s equation, Eq. (257), reduces to the well-known Lorentz force law
m
dv
dt
= ev ×B. (262)
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The observation in Ref. [49] (and of Jean-Marie Souriau) is that the Lorentz force law in Eq.
(262) can be derived by keeping the Hamiltonian H = H0, but instead shifting the symplectic
structure
ω → ω′ = ω − eB, (263)
where B = 1
2
Bik(x)dx
i∧dxk. In this case, the Hamiltonian vector field XH is defined by ιXHω′ =
dH0 and given by
XH =
∂H0
∂pi
∂
∂xi
−
(∂H0
∂xi
− eBik ∂H0
∂pk
) ∂
∂pi
. (264)
Then, one can easily check that the Hamilton’s equation, Eq. (257), with the vector field in Eq.
(264) reproduces the Lorentz force law in Eq. (262). Actually, one can show that the symplectic
structure ω′ in Eq. (263) introduces a noncommutative phase space [9] such that the momentum
space becomes noncommutative, i.e., [p′i, p′j] = −i~eBij .
If a particle is interacting with electromagnetic fields, the influence of the magnetic field B =
dA is described by ‘minimal coupling’, Eq. (260), and the new momenta p′ = −i~(∇− i e
~
A) are
covariant under U(1) gauge transformations. Let us point out that the minimal coupling can be
understood as the Darboux transformation, Eq. (29), between ω and ω′. Consider the coordinate
transformation ya 7→ xa(y) = (X1, P1, · · · , Xn, Pn)(x, p) such that
n∑
i=1
dxi ∧ dpi =
n∑
i=1
dX i ∧ dPi − e
2
n∑
i,j=1
Bij(X)dX
i ∧ dXj, (265)
with the Hamiltonian being unchanged, i.e., H0 = P
2
2m
. The condition in Eq. (265) is equivalent to
the following equations:
∂xi
∂Xj
∂pi
∂Xk
− ∂x
i
∂Xk
∂pi
∂Xj
= −eBjk,
∂xi
∂Xj
∂pi
∂Pk
− ∂x
i
∂Pj
∂pi
∂Xk
= δkj , (266)
∂xi
∂Pj
∂pi
∂Pk
− ∂x
i
∂Pk
∂pi
∂Pj
= 0.
The above equations are solved by
xi = X i, pi = Pi + eAi(X). (267)
In summary the dynamics of a charged particle in an electromagnetic field has two equivalent
descriptions [7]:(
H =
(p− eA)2
2m
,ω
)
(x, p) ∼=
(
H0 =
P2
2m
,ω′ = ω − eB
)
(X,P ). (268)
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The equivalence in Eq. (268) can easily be generalized to a time-dependent background Aµ =
(A0,A)(x, t) with the Hamiltonian H = 1
2m
(
p − eA)2 + eA0. The Hamilton’s equation, Eq.
(257), in this case is given by Eq. (230). The equivalence in Eq. (268) now means that the Lorentz
force law, Eq. (230), can be obtained by using the Hamiltonian vector field in Eq. (264) with the
Hamiltonian H0 = p
2
2m
+ eA0 and noticing that the time dependence of the external fields now
appears as the explicit t-dependence of momenta pi = pi(t). Indeed, the electric field E appears as
the combination E = −∇A0 + 1
e
∂p
∂t
, but note that the coordinates (xi, pi) in Eq. (264) correspond
to (X i, Pi) in the notation of Eq. (265) and so ∂p∂t = −e∂A∂t by Eq. (267).
Feynman’s approach transparently shows that electromagnetism is an inevitable structure in
quantum particle dynamics and that we need an internal space (extra dimensions) to introduce non-
Abelian forces. Furthermore, as emphasized by Dyson [46], Feynman’s formulation also shows
that nonrelativistic Newtonian mechanics and relativistic Maxwell’s equations coexist peacefully.
This is due to the underlying symplectic geometry as Souriau and Sternberg showed [49]. We know
that the Lorentz force, Eq. (230), is generated by the minimal coupling pµ → Pµ ≡ pµ− eAµ and
that the minimal coupling can be encoded into the deformation of symplectic structure, which can
be summarized as the relativistic form [80]: ω = −dξ → ω′ = ω − eF = −d(ξ + eA), where
ξ = Pµdx
µ and A = Aµ(x)dxµ. Therefore, the Maxwell equation dF = 0 is simply interpreted as
the closedness of the symplectic structure, and the minimal coupling is the Darboux transformation
in Eq. (29) from the deformed symplectic structure ω′ = ω − eF , as was shown in Eq. (265). In
this symplectic formulation of particle dynamics, the gauge symmetry defined by A → A + dλ
is actually symplectomorphisms, i.e., diffeomorphisms generated by Hamiltonian vector fields
Xλ satisfying LXλω = 0. In this sense, the gauge symmetry is derived from the symplectic or
Poisson geometry, so one may regard the underlying symplectic or Poisson structure as a more
fundamental structure of particle dynamics. Also, one may notice a great similarity between the
symplectic geometries of particles and spacetime geometry (gravity).
A symplectic formulation of the equations of motion of a particle was generalized to a Yang-
Mills field by Sternberg in [49] and Weinstein in [81]. Let π : P → M be a principal G-bundle,
and let F be a Hamiltonian G-space. This means that F is a symplectic manifold with symplectic
form Ω such that G acts on F as a group of symplectic diffeomorphisms so that there is a homo-
morphism of the Lie algebra g of G into the algebra of Hamiltonian vector fields and that we are
given a lifting of this homomorphism to a homomorphism of g into the Lie algebra of functions
on F , where the Lie algebra structure is given by Poisson bracket. Thus, to each ξ ∈ g, we get a
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function fξ on F and a Hamiltonian vector field ξF on F so that ιξFΩ = −dfξ.
Let E ⊂ T ∗M × P be the pull-back of P by the canonical projection π˜ : T ∗M → M , i.e., the
following diagram commutes:
E
Pr2
//
Pr1

P
π

T ∗M π˜ //M
Sternberg shows [49] how a connection on P can be used to put a symplectic structure on the
associated bundle E ×G F → T ∗M with fiber F . Given a Hamiltonian function H : T ∗M → R,
one may pull it back to E ×G F and thereby obtain a Hamiltonian flow that represents the motion
of a classical particle under the influence of the field for which the given connection is a Yang-
Mills field. That is, every connection on a principal bundle P induces a Poisson structure on the
associated bundle E ×G F . The resulting symplectic mechanics of a particle in a Yang-Mills field
is actually equivalent to Feynman’s approach in Section IV.A. More details in terms of the local
formula will be discussed elsewhere.
C. Emergent Matters from Stable Geometries
Now let us pose our original problem about what matter is in emergent geometry. We speculated
that particles or matter fields may be realized as a topological object in a noncommutative ⋆-
algebra Aθ and, thus, as a stable localized state in a Hilbert space H, e.g., the Fock space (18). If
so, we can assign the concept of positions and velocities (as collective variables) to these localized
states such that they satisfy some well-defined (quantum) Poisson algebra, e.g., Eqs. (242)-(244),
which are inherited from the original noncommutative ⋆-algebra Aθ. Here, we will suggest a
plausible picture based on the Fermi-surface scenario in Refs. [82, 83], but we will not insist on
our proposal.
Particles are by definition characterized by their positions and momenta, besides their intrinsic
charges, e.g., spin, isospin and an electric charge. They should be replaced by matter fields in
relativistic quantum theory in order to incorporate pair creation and pair annihilation. Moreover,
in a noncommutative space such as Eq. (17), the very notion of a point is replaced by a state
in the Hilbert space of Eq. (18); thus, the concept of particles (and matter fields, too) becomes
ambiguous, so the following question should be meaningful and addressed: What is the most
natural notion of a particle or a corresponding matter field in the noncommutative ⋆-algebra of Eq.
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(19)? We suggested in Ref. [7] that it should be a K-theory object in the sense of Ref. [82].
We consider the U(N) Yang-Mills theory described by the action in Eq. (151) defined on a
d-dimensional Minkowski spacetime RdC . As we explained in Section III.C, the theory in Eq.
(151) can be related to both U(N) Yang-Mills theories and noncommutative U(1) gauge theories
in various dimensions and different B-field backgrounds by applying the matrix T-duality in Eq.
(188) and the correspondence in Eq. (22). Thereby, we will assume that the U(N) Yang-Mills
theory in Eq. (151) has been obtained from the BFSS matrix model in Eq. (190) by using the
(d− 1)-fold matrix T-duality in Eq. (188). In particular, it will be important to remember that the
U(N → ∞) gauge theory in Eq. (151) in the Moyal background in Eq. (152) can be mapped to
the D = d+ 2n-dimensional noncommutative U(1) gauge theory in Eq. (161).
Motivated by this fact, we will specify our problem as follows: We want to classify a stable
class of “time-independent solutions” in the action in Eq. (161) satisfying the asymptotic boundary
condition in Eq. (152). For such kind of solutions, we may simply forget about time and work
in the temporal gauge, A0 = 0. Therefore, we will consider the U(N) gauge-Higgs system
(A,Φa)(x) as a map from RpC to GL(N,C), where p ≡ d − 1 and zµ = (t,x). As long as
we require the fields in the theory to approach the common limit in Eq. (152) (which does not
depend on x) as x → ∞ in any direction, we can think of Rp as having the topology of a sphere
Sp = Rp ∪ {∞}, with the point at infinity being included as an ordinary point.
Note that the matrices Φa(x) (a = 1, · · · , 2n) are nondegenerate along Sp because we have
assumed Eq. (152). Therefore, Φa defines a well-defined map [82]
Φa : Sp → GL(N,C) (269)
from Sp to the group of nondegenerate complexN×N matrices. If this map represents a nontrivial
class in the pth homotopy group πp(GL(N,C)), the solution in Eq. (269) will be stable under small
perturbations, and the corresponding nontrivial element of πp(GL(N,C)) represents a topological
invariant. Note that the map in Eq. (269) is contractible to the group of maps from Sp to U(N)
[52].
If we think of GL(N,C) as an endomorphism from CN to itself, CN is already big enough
to embed Sp into it if N > p/2. This leads to a remarkable point that there is the so-called
stable regime at N > p/2, where πp(GL(N,C)) is independent of N . In this stable regime, the
homotopy groups of GL(N,C) or U(N) define a generalized cohomology theory, known as K-
theory [50–53]. In K-theory, which also involves vector bundles and gauge fields, any smooth
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manifold X is assigned an Abelian group K(X). Aside from a deep relation to D-brane charges
and RR fields in string theory [51, 52], the K-theory is also deeply connected with the theory of
Dirac operators, the index theorem, Riemannian geometry, noncommutative geometry, etc. [14].
The matrix action in Eq. (151) describes a U(N →∞) vector (Chan-Paton) bundle supported
on RdC . The homotopy map in Eq. (269) is to classify stable solutions of the U(N) Chan-Paton
bundle that cannot be dissipated by small perturbations. However, the topological classification
should be defined up to pair creations and pair annihilations because there is no way to suppress
such quantum effects. This is the reason [52, 53] K(X) is the right answer for classifying the
topological class of excitations in the U(N) gauge-Higgs system. For X noncompact, K(X) is to
be interpreted as compact K-theory [50]. For example, for X = Rd, this group is given by
K(Rd) = πd−1(GL(N,C)), (270)
with N in the stable regime. The corresponding groups are known to exhibit Bott periodicity such
that K(Rd) = Z for even d and K(Rd) = 0 for odd d.
With the above understanding, let us find an explicit construction of a topologically non-trivial
excitation. It is well-known [53] that this can be done using an elegant construction due to Atiyah,
Bott and Shapiro (ABS) [54]. The construction uses the gamma matrices of the Lorentz group
SO(p, 1) for X = RdC to construct explicit generators of the K-theory group in Eq. (270), where
p = d − 1. Let X be even dimensional so that K(X) = Z, and S± be two irreducible spinor
representations of Spin(d) Lorentz group, and pµ = (ω,p), µ = 0, 1, · · · , p, be the momenta
along X . We define the gamma matrices Γµ : S+ → S− of SO(p, 1) obeying {Γµ,Γν} = 2ηµν .
Also, we introduce an operator D : H× S+ →H× S− [82] such that
D = Γµpµ + · · · , (271)
which is regarded as a linear operator acting on a Hilbert space H, as well as the spinor vector
space S±. Here, the Hilbert space H is possibly much smaller than the Fock space in Eq. (18),
because the Dirac operator in Eq. (271) acts on collective (coarse-grained) modes of the solution
in Eq. (269).
The ABS construction implies [82, 83] that the Dirac operator in Eq. (271) is a generator of
πp(U(N)) as a nontrivial topology in momentum space (p, ω) and acts on a low lying excitation
near the vacuum in Eq. (152) which carries K-theory charges and so is stable. Such modes
are described by using coarse-grained fermions χA(ω,p, θ), with θ denoting possible collective
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coordinates of the solution in Eq. (269) [82]. The ABS construction determines the range N˜ of the
index A carried by the coarse-grained fermions χA to be N˜ = 2[p/2]n ≤ N complex components.
The precise form of the fermion χA depends on its K-theory charge, whose explicit representation
on H × S± will be given later. Feynman’s approach [46] in Section IV.A will provide a clear-
cut picture to see what the multiplicity n means. At low energies, the dispersion relation of the
fermion χA is given by the relativistic Dirac equation
iΓµ∂µχ+ · · · = 0, (272)
with possible gauge interactions and higher order corrections in higher energies. Thus, we get a
spinor of the Lorentz group SO(p, 1) from the ABS construction as a topological solution in mo-
mentum space [82]. For example, in four dimensions, i.e., p = 3, χA has two complex components
when n = 1, so it describes a chiral Weyl fermion.
Although the emergence of (p + 1)-dimensional spinors is just a consequence due to the fact
that the ABS construction uses the Clifford algebra to construct explicit generators of πp(U(N)),
its physical origin is mysterious and difficult to understand. However, we believe that the coherent
spactime vacuum in Eq. (17) would be the crux for the origin of the fermionic nature of particles
and the mysterious connection between the Clifford module and K-theory [54]. An important
future problem would be to clearly understand this issue.
Now, let us address the problem to determine the multiplicity n of the coarse-grained fermions
χαa, where we decomposed the index A = (αa) with α the spinor index of the SO(d) Lorentz
group and a = 1, · · · , n an internal index of an n-dimensional representation of some compact
symmetry G. In order to understand this problem, we will identify the noncommutative ⋆-algebra
Aθ with GL(N,C) by using the relation in Eq. (22). Under this correspondence, the U(N →
∞) gauge theory in Eq. (151) in the Moyal background in Eq. (152) can be mapped to the
D-dimensional noncommutative U(1) gauge theory in Eq. (161) defined on RdC × R2nNC where
D = d + 2n. Then, the K-theory in Eq. (270) for any sufficiently large N can be identified with
the K-theory K(Aθ) for the noncommutative ⋆-algebra Aθ [52].
As we showed in Section III.B, the generic fluctuation in Eq. (163) will deform the background
spacetime lattice defined by the Fock space in Eq. (18), which generates gravitational fields given
by the metric in Eq. (169). For simplicity, we will consider low-energy excitations around the
solution in Eq. (269) whose K-theory class is given by K(Aθ). In this case, the solution in
Eq. (269) would be a sufficiently localized state described by a compact (bounded self-adjoint)
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operator in Aθ. This means that it does not appreciably disturb the ambient gravitational field.
Therefore, we may reduce the problem to quantum particle dynamics onX×F [7], whereX = RdC
and F is an internal space describing collective modes of the solution in Eq. (269). It is natural
to identify the coordinates of F with an internal charge of G carried by the fermion χαa. To be
specific, the (collective) coordinates of F will take values in the Lie algebra g of G, such as the
isospins or colors, and will be denoted by QI (I = 1, · · · , n2 − 1). In the end, we essentially
revisit Feynman’s problem, which we addressed in Section IV.A.
The quantum particle dynamics on X × F naturally requires the introduction of non-Abelian
gauge fields in the representation of the Lie algebra in Eq. (243), and the dynamics of the particle
carrying an internal charge in F will be defined by a symplectic structure on T ∗X × F . Note that
R2nNC already has its symplectic structure B = 12Babdy
a∧dyb, originated from the noncommutative
space in Eq. (154). Also, note that the action in Eq. (161) has onlyU(1) gauge fields onRdC×R2nNC ,
so the problem is how to get the Lie algebra generators in Eq. (243) from the space R2nNC and how
to get the non-Abelian gauge fields AIµ(z) ∈ g on X from the U(1) gauge fields on RdC × R2nNC .
Here, it is enough to consider only the transverse gauge fields AIµ(z) as low-lying excitations
because the solution in Eq. (269) is actually coming from the longitudinal gauge field Âa(z, y) in
Eq. (157).
The problem is solved [7] by noting that the n-dimensional harmonic oscillator in quantum
mechanics can realize SU(n) symmetries (see the Chapter 14 in Ref. [84]). The generators of the
SU(n) symmetry on the Fock space in Eq. (18) are given by
QI = a†iT
I
ikak, (273)
where the creation and the annihilation operators are given by Eq. (17) and the T I’s are constant
n × n matrices satisfying [T I , T J ] = if IJKTK with the same structure constants as Eq. (243) .
It is easy to check that the QI ’s satisfy the SU(n) Lie algebra (243). We introduce the number
operator Q0 ≡ a†iai and identify it with a U(1) generator. The operator C =
∑
I Q
IQI is the
quadratic Casimir operator of the SU(n) Lie algebra and commutes with all QI’s. Thus, one may
identify C with an additional U(1) generator.
Let ρ(H) be a representation of the Lie algebra in Eq. (243) in a Hilbert space H. We take
an n-dimensional representation in H = L2(Cn), a square integrable Hilbert space. Because the
solution in Eq. (269) is described by a compact operator in Aθ, its representation space H =
L2(Cn) will be much smaller (with finite basis in generic cases) than the original Fock space in
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Eq. (18). Thus, let us expand the U(1) gauge field Âµ(z, y) in Eq. (157) with the SU(n) basis in
Eq. (273):
Âµ(z, y) =
∞∑
n=0
∑
Ii∈ρ(H)
AI1···Inµ (z, ρ, λn) Q
I1 · · ·QIn
= Aµ(z) + A
I
µ(z, ρ, λ1) Q
I + AIJµ (z, ρ, λ2) Q
IQJ + · · · , (274)
where ρ and λn are eigenvalues of Q0 and C, respectively, in the representation ρ(H). The expan-
sion in Eq. (274) is formal, but it is assumed that each term in Eq. (274) belongs to the irreducible
representation of ρ(H). Through the expansion in Eq. (274), we get SU(n) gauge fields AIµ(z), as
well as U(1) gauge fields Aµ(z), as low-lying excitations [7].
Note that the coarse-grained fermion χ in Eq. (272) behaves as a stable relativistic particle in
the spacetime X = RdC . When these fermionic excitations are given, there will also be bosonic
excitations arising from changing the position along X of the internal charge F . According to
Feynman’s picture, especially Wong’s equation, Eq. (246), the gauge fields in Eq. (274) represent
collective modes for the position change in X = RdC of the charge F [83]. See Eq. (248) for the
geometrical interpretation of Wong’s equation, Eq. (246). Thus, they can be regarded as collective
modes in the vicinity of an internal charge living in F and interact with the fermions in Eq. (272).
Therefore, we think of the Dirac operator, Eq. (271), as an operator D : H × S+ → H× S−,
where H = L2(Cn), and we introduce a minimal coupling with the U(1) and SU(n) gauge fields
in Eq. (274) by the replacement pµ → pµ − eAµ − AIµQI . Then, the Dirac equation, Eq. (272),
becomes
iΓµ(∂µ − ieAµ − iAIµQI)χ+ · · · = 0. (275)
Here, we see that the coarse-grained fermion χ in the homotopy class πp(U(N)) is in the funda-
mental representation of SU(n), so we identify the multiplicity n in the ABS construction in Eq.
(272) with the number of colors in SU(n) [7].
The most interesting case in Eq. (161) is of d = 4 and n = 3, that is, 10-dimensional non-
commutative U(1) gauge theory on R4C ×R6NC . In this case, Eq. (275) is the 4-dimensional Dirac
equation, where χ is a quark, an SU(3) multiplet of chiral Weyl fermions, which couples with
gluons AIµ(z), SU(3) gauge fields for the color charge QI , as well as photons Aµ(z), U(1) gauge
fields for the electric charge e. One may consider a similar ABS construction in the vector space
C2 × C ⊂ C3, i.e., by breaking the SU(3) symmetry into SU(2) × U(1), where χ would be a
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lepton, an SU(2) doublet of chiral Weyl fermions coupling with SU(2) gauge fields. In this case,
QI (I = 1, 2, 3) in Eq. (273) are the famous Schwinger representation of the SU(2) Lie algebra.
To conclude, we may go back to our starting point. Our starting point was the d-dimensional
U(N) Yang-Mills theory defined by the action in Eq. (151) or equivalently D-dimensional non-
commutative U(1) gauge theory defined by the action in Eq. (161). We observed that the theory
in Eq. (151) allows topologically stable solutions as long as the homotopy group in Eq. (269) is
nontrivial, and we argued that a matter field, such as leptons and quarks, simply arises from such
a stable solution and that non-Abelian gauge fields correspond to collective zero-modes of the sta-
ble localized solution. Although we intended to interpret such excitations as particles and gauge
fields and to ignore their gravitational effects, we have to remember that these are originally a part
of spacetime geometry according to the map in Eq. (163). Consequently, we get a remarkable
picture, if any, that matter fields, such as leptons and quarks, simply arise as a stable localized
geometry, which is a topological object in the defining algebra (noncommutative ⋆-algebra) of
quantum gravity.
V. ANATOMY OF SPACETIME
It is in order to discuss the most beautiful aspects of emergent gravity. Remarkably, the emer-
gent gravity reveals a novel picture about the origin of spacetime, dubbed as emergent spacetime,
which is radically different from any previous physical theory all of which describe what happens
in a given spacetime. Thus, we may take it for granted that emergent gravity leads to many results
that are radically different from Einstein gravity.
A. Emergent Time in Emergent Gravity
We have intentionally postponed posing the formidable issue how “Time” emerges, together
with space, and how it is entangled with space to unfold into a single entity, spacetime, and take
the shape of Lorentz covariance. Now we are ready to address this formidable issue.
Let (M,π) be a Poisson manifold. We previously defined the anchor map π♯ : T ∗M → TM
in Eq. (224) for a general Poisson bivector π ∈ Γ(Λ2TM) and the Hamiltonian vector field in Eq.
(225) by
XH ≡ −π♯(dH) = {·, H}π = πµν(x)∂H
∂xν
∂
∂xµ
, (276)
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where H : M → R is a smooth function on the Poisson manifold (M,π). If the Poisson tensor
π is nondegenerate so that π−1 ≡ ω ∈ Γ(Λ2T ∗M) is a symplectic structure on M , the anchor
map π♯ : T ∗M → TM defines a bundle isomorphism because π♯ is nondegenerate everywhere.
We will speak of the flow φt of a vector field X on M when referring to a 1-parameter group of
diffeomorphisms generated by X .
Any Poisson manifold (M,π) always admits a Hamiltonian dynamical system on M defined
by a Hamiltonian vector field XH and it is described by
df
dt
= XH(f) +
∂f
∂t
= {f,H}π + ∂f
∂t
(277)
for any f ∈ C∞(R×M). If φt is a flow generated by a Hamiltonian vector field XH , the following
identity holds [8]:
d
dt
(f ◦ φt) = d
dt
φ∗tf = φ
∗
tLXHf + φ∗t
∂f
∂t
= φ∗t{f,H}π +
∂f
∂t
◦ φt
=
(
{f,H}π + ∂f
∂t
)
◦ φt. (278)
Thus, we can get f(x, t) = g(φt(x)), where g(x) ≡ f(x, 0). If π = η = ∂∂xi ∧ ∂∂pi , we precisely
reproduce Eqs. (257) and (258) from Eqs. (277) and (278), respectively. In this case, the evolution
of a particle system is described by the dynamical flow in Eq. (278) generated by the Hamiltonian
vector field in Eq. (276) for a given Hamiltonian H .
Introduce an extended Poisson tensor on R×M [8]
π˜ = π +
∂
∂t
∧ ∂
∂H
(279)
and a generalized Hamiltonian vector field
X˜H ≡ −π˜♯(dH) = {·, H}π˜ = πµν(x)∂H
∂xν
∂
∂xµ
+
∂
∂t
. (280)
We can then rewrite Hamilton’s equation, Eq. (277), compactly in the form
df
dt
= X˜H(f) = {f,H}π˜ = {f,H}π + ∂f
∂t
. (281)
Similarly, we can extend the symplectic structure ω = π−1 to the product manifold R ×M by
considering a new symplectic structure ω˜ = π∗2ω, where π2 : R×M → M is the projection such
that π2(t, x) = x. Define ωH = ω˜ + dH ∧ dt. Then, the pair (R ×M,ωH) is called a contact
manifold [8].
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Suppose that observables f ∈ C∞(M) do not depend on time explicitly, i.e., ∂f
∂t
= 0. Look
at Eq. (278). We understand that the time evolution of the system in this case is determined by
simply calculating the Poisson bracket with a Hamiltonian function H . In other words, in the case
of ∂f
∂t
= 0, the time evolution is just the inner automorphism of the Poisson algebra (M, {·, ·}π)
[85]. Therefore, time in Hamilton’s equation, Eq. (277), is basically an affine parameter to trace
the history of a particle, and it is operationally defined by the Hamiltonian. That is, time in
Hamiltonian dynamics is intrinsically the histories of the particles themselves. However, we have
to notice that, only when the symplectic structure is fixed for a given Hamiltonian, the evolution
of the system is completely determined by the evolution equation in Eq. (278). In this case, the
dynamics of the system can be formulated in terms of an evolution with a single time parameter.
In other words, we have a globally well-defined time for the evolution of the system. This is the
usual situation we consider in classical mechanics.
If observables f ∈ C∞(M) including the Hamiltonian H , explicitly depend on time, i.e.,
∂f
∂t
6= 0, the time evolution of the system is not completely determined by the inner automorphism
of the Poisson algebra only, so the time evolution partially becomes an outer automorphism. How-
ever, as we remarked above, we can extend an underlying Poisson structure as in Eq. (279) or
introduce a contact manifold (R×M,ωH) by extending an underlying symplectic structure. The
time evolution of a particle system is again defined by an inner automorphism of the extended
Poisson algebra (R ×M, {·, ·}π˜). In this case, time should be regarded as a dynamical variable
whose conjugate momentum is given by the Hamiltonian H , as indicated by the Poisson structure
in Eq. (279). Thus, the time should be defined locally in this case. Let us clarify this situation.
Consider a dynamical evolution described by a change of a symplectic structure from ω to
ωt = ω + t(ω
′ − ω) for all 0 ≤ t ≤ 1, where ω′ − ω = −edA. The Moser lemma, Eq. (27),
says that there always exists a one-parameter family of diffeomorphisms generated by a smooth
time-dependent vector field Xt satisfying ιXtωt = eA. Although the vector field Xt defines a
dynamical one-parameter flow, the vector field Xt is, in general, not even locally Hamiltonian
because dA 6= 0. The evolution of the system in this case is locally described by the flow φt of
Xt starting at F0 = identity, but it is no longer a (locally) Hamiltonian flow. In this case, we fail to
have the property LXtf = {f,H}π in Eq. (278), so we have no global Hamiltonian flow. That is,
there is no well-defined or global time for the particle system. In other words, the time flow φt of
Xt is defined on a local chart and describes only a local evolution of the system.
We observed the equivalence in Eq. (268) for the dynamics of a charged particle. Let us
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consider the above situation by looking at the left-hand side picture of Eq. (268) by fixing the
symplectic structure, but instead by changing the Hamiltonian. (Note that the magnetic field in the
Lorentz force, Eq. (262), does not do any work, so there is no energy flow during the evolution.) At
time t = 0, the system is described by the free HamiltonianH0, but it ends up with the Hamiltonian
in Eq. (259) at time t = 1. Therefore, the dynamics of the system cannot be described with a single
time parameter covering the entire period 0 ≤ t ≤ 1. We can introduce at most a local time during
δt < ǫ on a local patch and smoothly adjust to a neighboring patch. To say, a clock of the particle
will tick each time with a different rate because the Hamiltonian of the particle is changing during
time evolution. As we already remarked before, we may also need to quantize the time according
to the Poisson structure in Eq. (279) in order to describe a quantum evolution of a system in terms
of an extended inner automorphism such as that in Eq. (281).
Now, we can apply the same philosophy to the case of the Poisson structure in Eq. (6) defined
on a space itself [7]. The mathematics is exactly the same. An essential point in defining the
time evolution of a system was that any Poisson manifold (M,π) always admits the Hamiltonian
dynamical system in Eq. (277) on M defined by the Hamiltonian vector field XH given by Eq.
(276). We have faced the same situation with the θ-bracket, Eq. (6), whose time evolution was
summarized in Eq. (27). Of course, one should avoid a confusion between the dynamical evolution
of a particle system related to the phase space in Eq. (4) and the dynamical evolution of spacetime
geometry related to the noncommutative space in Eq. (6).
We learn an important lesson from Souriau and Sternberg [49] that the Hamiltonian dynamics
in the presence of electromagnetic fields can be described by the deformation of a symplectic
structure of a phase space. More precisely, we observed that the emergent geometry is defined
by a one-parameter family of diffeomorphisms generated by a smooth vector field Xt satisfying
ιXtωt +A = 0 for the change of a symplectic structure within the same cohomology class from ω
to ωt = ω + t(ω′ − ω) for all 0 ≤ t ≤ 1 where ω′ − ω = dA. The vector field Xt is, in general,
not a Hamiltonian flow, so no global time can be assigned to the evolution of the symplectic
structure ωt. However, if there is no fluctuation of the symplectic structure, i.e., F = dA = 0
or A = −dH , there can be a globally well-defined Hamiltonian flow. In this case, we can define
a global time by introducing a unique Hamiltonian such that the time evolution is defined by
df/dt = XH(f) = {f,H}θ=ω−1 everywhere. In particular, when the initial symplectic structure ω
is constant (homogeneous), a clock will tick everywhere at the same rate. Note that this situation
happens for the constant background in Eq. (17) from which a flat spacetime emerges as we will
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discuss soon in some detail. If ω is not constant, the time evolution will not be uniform over space
and a clock will tick at different rates at different places. This is consistent with Einstein gravity
because a nonconstant ω corresponds to a curved space in our picture, as we explained in Section
III.D.
In the case of a changing symplectic structure, we can apply the same strategy as we did in the
particle case with the Poisson structure π = θ, so we suggest, in general, the concept of “Time” in
emergent gravity [7] as a contact manifold (R ×M,ωH), where (M,ω) is a symplectic manifold
and ωH = ω˜+ dH ∧ dt, with ω˜ = π∗2ω defined by the projection π2 : R×M →M, π2(t, x) = x.
A question is then how to recover the (local) Lorentz symmetry in the end. As we pointed out
above, if (M,ω) is a canonical symplectic manifold, i.e., M = R2n and ω = constant, a (2n+ 1)-
dimensional Lorentz symmetry appears from the contact manifold (R × M,ωH). (For a more
general case such as our (3 + 1)-dimensional Lorentzian world and a Poisson spacetime, Eq.
(223), we may instead use the Poisson structure in Eqs. (279)-(281), or we may need an even more
general argument, which we don’t know yet.) Once again, the Darboux theorem says that there
always exists a local coordinate system in which the symplectic structure has a canonical form.
See Eq. (29). For the Poisson case, we can apply Weinstein’s splitting theorem instead. Then, it is
quite plausible that the Lorentz symmetry on a local Darboux chart would be recovered in a local
way. Furthermore, Feynman’s argument in Section IV.A implies that the gauge symmetry, as well
as the Lorentz symmetry, is just derived from the symplectic structure on the contact manifold
(R × M,ωH). For example, one can recover the gauge symmetry along the time direction by
defining the Hamiltonian H = A0 + H ′ and the time evolution of a spacetime geometry by the
Hamilton’s equation D0f ≡ df/dt + {A0, f}θ˜=ω˜−1 = {f,H ′}θ˜=ω˜−1 . Then, one may interpret
Hamilton’s equation as an infinitesimal version of an inner automorphism like (163), which was,
indeed, used to define the vector field V0(X) in Eq. (164).
Our proposal for the emergent time [7] is based on the fact that a symplectic manifold (M,ω)
always admits a Hamiltonian dynamical system on M defined by a Hamiltonian vector field XH ,
i.e., ιXHω = dH . The emergent time can be generalized to the noncommutative space in Eq. (8)
by considering the inner derivation, Eq. (144), instead of the Poisson bracket {f,H}θ. If time is
emergent in this way, it implies a very interesting consequence. Note that every symplectic man-
ifold (M,B) is canonically oriented and comes with a canonical measure, the Liouville measure,
Bn = 1
n!
B ∧ · · · ∧ B, which is a volume form of the symplectic manifold (M,B) and nowhere
vanishing on M . Therefore, the symplectic structure B triggered by the vacuum condensate in Eq.
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(198) not only causes the emergence of spacetime but also specifies an orientation of spacetime.
Because the time evolution of spacetime is defined by the Poisson structure π = θ = B−1 as in
Eq. (278), a global time evolution of spacetime manifold will have a direction that depends on the
orientation Bn, although a local time evolution has time reversal symmetry. If gravity is emergent
from the electromagnetism supported on a symplectic manifold as we have envisaged so far, it
may also be possible to explain the “arrow of time” in the cosmic evolution of our Universe - the
most notoriously difficult problem in quantum gravity.
B. Cosmological Constant Problem and Dark Energy
In general relativity, gravitation arises out of the dynamics of spacetime being curved by the
presence of stress-energy, and the equations of motion for the metric fields of spacetime are deter-
mined by the distribution of matter and energy:
Rµν − 1
2
gµνR =
8πG
c4
Tµν . (282)
The Einstein equations, Eq. (282), describe how the geometry of spacetime on the left-hand side
is determined dynamically in harmony with matter fields on the right-hand side, at first sight. We
know that the existence of spacetime leads to a “metrical elasticity” of space, i.e., to an inertial
force that opposes the curving of space.
However, there is a deep conflict between the spacetime geometry described by general rel-
ativity and the matter fields described by quantum field theory [86]. If spacetime is flat, i.e.,
gµν = ηµν , the left-hand side of Eq. (282) identically vanishes, so the energy-momentum tensor
of matter fields should vanish, i.e., Tµν = 0. In other words, a flat spacetime is completely empty
with no energy. Thus, the concept of empty space in Einstein gravity is in an acute contrast to the
concept of vacuum in quantum field theory, where the vacuum is not empty but is full of quantum
fluctuations. As a result, a vacuum is extremely heavy, and its weight is on the order of the Planck
mass, i.e., ρvac ∼M4P .
The conflict rises to the surface that gravity and matters respond differently to the vacuum
energy and perplexingly brings about the notorious cosmological constant problem. Indeed, the
clash manifests itself as a mismatch of symmetry between gravity and matter [87]. To be precise,
if we shift a matter Lagrangian LM by a constant Λ, that is,
LM → LM − 2Λ, (283)
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it results in a shift of the matter energy-momentum tensor by Tµν → Tµν − Λgµν in the Einstein
equation, Eq. (282), although the equations of motion for matter are invariant under the shift in
Eq. (283). Definitely the Λ-term in Eq. (283) will appear as the cosmological constant in Einstein
gravity, and it affects the spacetime structure. For example, a flat spacetime is no longer a solution
of Eq. (282).
Let us sharpen the problem arising from the conflict between geometry and matter. In quantum
field theory, there is no way to suppress quantum fluctuations in a vacuum. Fortunately, the vacuum
energy due to the quantum fluctuations, regardless of how large they are, does not cause any trouble
for quantum field theory thanks to the symmetry in Eq. (283). However, general covariance
requires that gravity couple universally to all kinds of energy. Therefore, the vacuum energy
ρvac ∼ M4P will induce a highly-curved spacetime whose curvature scale R would be ∼ M2P
according to Eq. (282). If so, the quantum field theory framework in the background of quantum
fluctuations must be broken down due to a large back-reaction of background spacetim, but we
know that it is not the case. The quantum field theory is well-defined, even in the presence of the
vacuum energy ρvac ∼ M4P , and the background spacetime still remains flat, as we empirically
know. So far, there is no experimental evidence for the vacuum energy really coupling to gravity,
although it is believed that the vacuum energy is real as experimentally verified by the Casimir
effect.
Which side of Eq. (282) is the culprit giving rise to the incompatibility? After consolidating
all the suspicions inferred above, we throw doubt on the left-hand side of Eq. (282), especially,
on the result that a flat spacetime is free gratis, i.e., costs no energy. We should remark that such
a result is not compatible with the inflation scenario either because it implies that a huge vacuum
energy in a highly nonequilibrium state is required to generate an extremely large spacetime.
Note that Einstein gravity is not completely background independent because it assumes the prior
existence of a spacetime manifold. Here, we refer to a background-independent theory in which
no spacetime structure is a priori assumed, but is defined by the theory. In particular, the flat
spacetime is a geometry of special relativity rather than general relativity, and so it is assumed
to be a priori given without reference to its dynamical origin. This reasoning implies that the
negligence about the dynamical origin of a flat spacetime defining a local inertial frame in general
relativity might be the core root of the incompatibility inherent in Eq. (282).
All in all, one may be tempted to infer that a flat spacetime may not be free gratis, but a
result of Planck energy condensation in a vacuum. Now, we will show that inference to be true
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[41]. Surprisingly, the emergent spacetime picture then appears as the Ho´ly Gra´il to cure several
notorious problems in theoretical physics; for example, the cosmological constant problem, the
nature of dark energy and the reason gravity is so weak compared to other forces. After all, our
final destination is to check whether the emergent gravity from noncommutative geometry is a
physically viable theory to correctly explain the dynamical origin of flat spacetime.
Let us start with a background-independent matrix theory, for example, Eqs. (133) or (189),
where no spacetime structure is introduced. A specific spacetime background, e.g., a flat space-
time, has been defined by specifying the vacuum, Eq. (152), of the theory. Now, look at the metric
in Eq. (89) or in Eq. (169) to trace back to where the flat spacetime comes from. The flat spacetime
is the case with V µa = δµa , so λ2 = 1. The vector field Va = V µa ∂µ = ∂a in this case comes from
the noncommutative gauge field A(0)a ≡ 〈Â(0)a 〉vac = −Babyb in Eq. (199) whose field strength is
〈F̂ (0)ab 〉vac = −Bab, describing a uniform condensation of gauge fields in vacuum. See Eq. (198).
Therefore, we see that the flat spacetime is emergent from the vacuum algebra in Eq. (8) induced
by a uniform condensation of gauge fields in vacuum. This is a tangible difference from Einstein
gravity in which the flat spacetime is completely an empty space.
The emergent gravity defined by the action in Eq. (161), for example, responds completely
differently to the constant shift in Eq. (283). To be specific, let us consider a constant shift of
the background BMN → BMN + δBMN . Then, the action in Eq. (161) in the new background
becomes
ŜB+δB = ŜB +
1
2g2YM
∫
dDXF̂MNδBMN − 1
4g2YM
∫
dDX
(
δB2MN − 2BMNδBMN
)
. (284)
The last term in Eq. (284) is simply a constant; thus, it will not affect the equations of motion, Eq.
(179). The second term is a total derivative, so it will vanish if ∫ dDXF̂MN = 0. (It is a defining
property [9] in the definition of a star product that ∫ dDXf̂⋆ĝ = ∫ dDXf̂ ·ĝ. Then, the second term
should vanish as far as ÂM → 0 at infinity.) If spacetime has a nontrivial boundary, the second
term could be nonvanishing at the boundary, which would change the theory under the shift. We
will not consider a nontrivial spacetime boundary because the boundary term is not an essential
issue here, though there should be interesting physics at the boundary [88]. Then we get the
result ŜB+δB ∼= ŜB. Indeed, this is the Seiberg-Witten equivalence between noncommutative field
theories defined by the noncommutativity θ′ = 1
B+δB
and θ = 1
B
[16]. Although the vacuum in
Eq. (198) readjusts itself under the shift, the Hilbert spacesHθ′ andHθ in Eq. (18) are completely
isomorphic if and only if θ and θ′ are nondegenerate constants. Furthermore, the vector fields in
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Eq. (163) generated by B + δB and B backgrounds are equally flat as long as they are constant.
Consequently two different constant backgrounds are related by a global Lorentz transformation.
Equation (121) also shows that the background gauge field does not contribute to the energy-
momentum tensor in Eq. (125).
Therefore, we clearly see that a constant shift of energy density such as Eq. (283) is a symmetry
of the theory in Eq. (161) although the action in Eq. (161) defines a theory of gravity in the sense
of emergent gravity. As a consequence, there is no cosmological constant problem in emergent
gravity [41]. Now, let us estimate the dynamical scale of the vacuum condensation in Eq. (198).
Because gravity emerges from noncommutative gauge fields, the parameters g2YM and |θ| defining
a noncommutative gauge theory should be related to the Newton constant G in emergent gravity.
A simple dimensional analysis leads to the relation in Eq. (127). This relation immediately leads
to the fact [7] that the energy density of the vacuum in Eq. (198) is
ρvac ∼ |Bab|2 ∼M4P , (285)
where MP = (8πG)−1/2 ∼ 1018GeV is the Planck mass. Therefore, the emergent gravity finally
reveals a remarkable picture that the huge Planck energy MP is actually the origin of the flat
spacetime. Hence, we conclude that a vacuum energy does not gravitate differently from Einstein
gravity, and a flat spacetime is not free gratis, but is a result of Planck energy condensation in
vacuum [41].
If the vacuum algebra in Eq. (8) describes a flat spacetime, it can have a very important im-
plication to cosmology. According to our picture for emergent spacetime, a flat spacetime is
emergent from Planck energy condensation in vacuum; thus, the time scale for the condensate will
be roughly on the order of the Planck time. We know that there was an epoch of very violent time-
varying vacuum, the so-called cosmic inflation. Therefore, it is natural to expect that the explosive
inflation era that lasted roughly 10−33 seconds at the beginning of our Universe corresponds to a
dynamical process enormously spreading out a flat spacetime by the instantaneous condensation
of vacuum energy ρvac ∼ M4P . Unfortunately, it is not clear how to microscopically describe
this dynamical process by using the matrix action (189). Nevertheless, it is quite obvious that the
cosmological inflation should be a dynamical condensation of the vacuum energy ρvac ∼ M4P for
the generation of (flat) spacetime according to our emergent gravity picture.
In addition, our picture for the emergent spacetime implies that the global Lorentz symmetry
should be a perfect symmetry up to the Planck energy because the flat spacetime was emergent
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from Planck energy condensation in vacuum - the maximum energy in Nature. The huge vacuum
energy ρvac ∼ |Bab|2 ∼ M4P was simply used to make a flat spacetime and, surprisingly, does not
gravitate [41]! Then, the gravitational fields generated by the deformations of the background in
Eq. (198) will be very weak because the spacetime vacuum is very solid with a stiffness of the
Planck scale. Hence the dynamical origin of flat spacetime is intimately related to the weakness
of the gravitational force. Furthermore, the vacuum algebra in Eq. (17) describes an extremely
coherent condensation because it is equal to the Heisenberg algebra of an n-dimensional quantum
harmonic oscillator. As a consequence, the noncommutative algebra (17) should describe a zero-
entropy state in spite of the involvement of the Planck energy. This is very mysterious, but it
should be the case because a flat spacetime emergent from the algebra in Eq. (17) is completely an
empty space from the viewpoint of Einstein gravity and, so, has no entropy. This reasoning also
implies that the condensation of vacuum energy ρvac ∼M4P happened at most once.
We observed that the dynamical scale of the vacuum condensate is on the order of the Planck
scale. The emergence of spacetime was caused by Planck energy accumulating in vacuum, but
the Planck energy condensation causes the underlying spacetime to be noncommutative, which
will introduce an uncertainty relation between microscopic spacetimes. Therefore, a further ac-
cumulation of energy over the noncommutative spacetime will be subject to UV/IR mixing [89].
UV/IR mixing in noncommutative spacetime then implies that any UV fluctuations on the order
of the Planck scale LP will be necessarily paired with IR fluctuations of a typical scale LH . These
vacuum fluctuations around the flat spacetime will add a tiny energy δρ to the vacuum in Eq. (285)
so that the total energy density is equal to ρ ∼ M4P + δρ. A simple dimensional analysis and a
symmetry consideration, e.g., the cosmological principle, lead to the following estimate of the
vacuum fluctuation [87]:
ρ = ρvac + δρ ∼M4P
(
1 +
L2P
L2H
)
= M4P +
1
L2PL
2
H
. (286)
It might be remarked that, though the second term in Eq. (286) is nearly constant within a Hubble
patch, it is not completely constant over the entire spacetime while the first term is a true constant
because the vacuum fluctuation δρ has a finite size of LH , so it will act as a source of spacetime
curvature of the order of 1/L2H . Because the first term in ρ does not gravitate, the second term δρ
will, thus, be a leading contributor to the deformation of the global spacetime curvature, leading
possibly to a de Sitter phase. Interestingly, this energy of vacuum fluctuations, δρ ∼ 1
L2PL
2
H
, is in
good agreement with the observed value of current dark energy [41, 87] if LH is identified with
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the size of the cosmic horizon of our universe.
As we reasoned above, the existence of the energy δρ in Eq. (286) seems to be a generic
property of emergent gravity based on a noncommutative spacetime. Therefore, the emergent
spacetime would leave the vestige of this energy everywhere. Readers may remember that we
discussed some strange energy in Section II.C, so let us go back to Eq. (124). Although we have
taken the Euclidean signature to get the result in Eq. (124), we will simply assume that it can be
analytically continued to the Lorentzian signature. The Wick rotation will be defined by y4 = iy0.
Under this Wick rotation, δab → ηab = (− + ++) and ε1234 = 1 → −ε0123 = −1. Then, we get
Ψ
(E)
a = iΨ
(L)
a according to the definition in Eq. (118). It is then given by [7]
T (L)µν =
1
16πG4λ2
(
ρµρν +ΨµΨν − 1
2
gµν(ρ
2
λ +Ψ
2
λ)
)
, (287)
where ρµ = 2∂µλ and Ψµ = EaµΨa.
The Raychaudhuri equation [90, 91] represents the evolution equations of the expansion, shear
and rotation of flow lines along the flow generated by a vector field in a background spacetime.
Here, we introduce an affine parameter τ labeling points on the curve of the flow. Given a timelike
unit vector field uµ, i.e., uµuµ = −1, the Raychaudhuri equation in four dimensions is given by
Θ˙− u˙µ;µ + ΣµνΣµν − ΩµνΩµν +
1
3
Θ2 = −Rµνuµuν. (288)
Θ = uµ;ν represents the expansion/contraction of volume and Θ˙ = dΘdτ while u˙
µ = uµ;νu
ν
represents the acceleration due to nongravitational forces, e.g., the Lorentz force. Σµν and Ωµν
are the shear tensor and the vorticity tensor, respectively, which are all orthogonal to uµ, i.e.,
Σµνu
ν = Ωµνu
ν = 0. The Einstein equation, Eq. (125), can be rewritten as
Rµν = 8πG
(
Tµν − 1
2
gµνTλ
λ
)
, (289)
where Tµν = EaµEbνTab. One can see from Eq. (289) that the right-hand side of Eq. (288) is given
by
−Rµνuµuν = − 1
2λ2
uµuν(ρµρν +ΨµΨν), (290)
where we have considered the energy-momentum tensor, Eq. (287), only for simplicity.
Suppose that all the terms on the left-hand side of Eq. (288), except the expansion evolution Θ˙,
vanish or become negligible. In this case, the Raychaudhuri equation reduces to
Θ˙ = − 1
2λ2
uµuν(ρµρν +ΨµΨν). (291)
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Note that the Ricci scalar is given by R = 1
2λ2
gµν(ρµρν + ΨµΨν). Therefore, R < 0 when
ρµ and Ψµ are timelike while R > 0 when they are spacelike. Remember that our metric sig-
nature is (− + ++), so, for timelike perturbations, Θ˙ < 0, which means that the volume of a
three-dimensional spacelike hypersurface orthogonal to uµ decreases. However, if spacelike per-
turbations are dominant, the volume of the three-dimensional spacelike hypersurface can expand.
For example, consider the scalar perturbations in Eq. (129), i.e.,
〈ρaρb〉 = 1
4
ηabρ
2
c , 〈ΨaΨb〉 =
1
4
ηabΨ
2
c . (292)
For spacelike purturbations, Eq. (291) becomes
Θ˙ =
R
4
> 0. (293)
The perturbation in Eq. (292) does not violate the energy condition because uµuνT (L)µν = R32πG > 0
according to Eq. (287). This means that the Liouville energy-momentum tensor in Eq. (287) can
act as a source of gravitational repulsion and exert a negative pressure causing an expansion of
the universe, possibly leading to a de Sitter phase [91]. As was pointed out in Eq. (130), it can
behave like a cosmological constant, i.e., ρ = −p, in a constant (or almost constant) curvature
spacetime. Another important property is that the Liouville energy in Eq. (287) is vanishing for
the flat spacetime, so it should be small if spacetime is not so curved.
To be more quantitative, let us consider the fluctuation in Eq. (292) and look at the energy
density uµuνT (L)µν along the flow represented by a timelike unit vector uµ as in Eq. (290). Note
that the Riemannian volume is given by νg = λ2ν =
√−gd4y. Also, it was shown in Ref. [7]
that Ψµ is the Hodge-dual to the 3-form H . Thus, uµρµ and uµΨµ refer to the volume change of
a three-dimensional spacelike hypersurface orthogonal to uµ. Assume that the radius of the three-
dimensional hypersurface is LH(τ) at time τ , where τ is an affine parameter labeling the curve of
the flow. Then, it is reasonable to expect that uµρµ = 2uµ∂µλ ≈ 2λ/LH(τ) ≈ uµΨµ because the
Ricci scalar R ∼ 1
L2H
. After all, we approximately get [7]
uµuνT (L)µν ∼
1
8πGL2H
=
1
L2PL
2
H
. (294)
If we identify the radius LH with the size of cosmic horizon, the energy density in Eq. (294)
reproduces the dark energy δρ in Eq. (286) up to a factor.
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VI. CONCLUSION
We suggested that the quantum gravity must be defined by quantizing spacetime itself by the
Newton constant G. This quantization scheme is very different from the conventional one in
which quantization basically quantizes an infinite-dimensional particle phase space associated
with spacetime metric fields in terms of the Planck constant ~. Our observation is that the ex-
istence of the Newton constant in Nature can be translated into a symplectic or Poisson structure
of spacetime and that the canonical quantization of the underlying symplectic or Poisson struc-
ture inevitably leads to spacetime noncommutative geometry. It turns out that electromagnetism
defined on the symplectic or Poisson spacetime enjoys very beautiful properties: the Darboux
theorem and the Moser lemma. From these theorems, we can formulate the equivalence princi-
ple even for the electromagnetic force such that there always exists a coordinate transformation
to locally eliminate the electromagnetic force. This equivalence principle can be fully lifted to a
noncommutative spacetime; thus, the so-called “quantum equivalence principle” can be identified
with a gauge equivalence between star products. This implies that quantum gravity can consis-
tently be derived from the quantum equivalence principle and that matter fields can arise from the
quantized spacetime.
If gravity emerges from a field theory, it is necessary to realize the Newton constant G from
the field theory. That is the reason the field theory should be defined with an intrinsic parameter
of (length)2, and a noncommutative spacetime elegantly carries out this mission. The only other
example of such a theory carrying an intrinsic constant of (length)2 is string theory in which
α′ plays the role of G or |θ|. A unique feature of string theory due to the existence of α′ is T-
duality [11], which is a symmetry between small and large distances, symbolically represented
by R ↔ α′/R. This symmetry implies the existence of a minimum length scale in spactime and
signifies an intrinsic noncommutative spacetime geometry. The T-duality is a crucial ingredient
for various string dualities and mirror symmetry. For the very similar reason, gravity in string
theory also basically arises in the context of emergent gravity although many string theorists seem
to be reluctant to accept this interpretation. Recently, Blau and Theisen vividly summarized this
picture in their review article [92]:
There are basically two approaches to formulate a quantum theory of gravity. The first
treats gravity as a fundamental interaction which it attempts to quantise. In the sec-
ond approach gravity is not fundamental but an emergent phenomenon. String theory
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falls into the second category. It has the gratifying feature that not only gravity but
also the gauge interactions which are mediated by a spin one gauge boson are emer-
gent. String theory thus provides a unifying framework of all elementary particles
and their interactions: it inevitably and automatically includes gravity (in the form
of a massless traceless symmetric second-rank tensor excitation of the closed string,
identified with the graviton) in addition to gauge forces which arise from massless
excitation of the open or closed string (depending on the perturbative formulation of
the theory).
We think the emergent gravity we have discussed so far is very parallel to string theory in
many aspects. We may understand this wonderful similarity by noticing the following fact [7]:
A Riemannian geometry is defined by a pair (M, g), where the metric g encodes all geometric
information, while a symplectic geometry is defined by a pair (M,ω), where the 2-form ω encodes
all. A basic concept in Riemannian geometry is a distance defined by the metric. One may identify
this distance with a geodesic worldline of a “particle” moving in M . On the contrary, a basic
concept in symplectic geometry is an area defined by the symplectic structure. One may regard
this area as a minimal worldsheet swept by a “string” moving in M . In this picture, the wiggly
string, so a fluctuating worldsheet, may be interpreted as a deformation of the symplectic structure
in spacetimeM . Then, we know that a Riemannian geometry (or gravity) is emergent from wiggly
strings or the deformation of the symplectic structure! Amusingly, the Riemannian geometry is
probed by particles while the symplectic geometry would be probed by strings.
Hence the emergent gravity we have reviewed in this paper may be deeply related to string the-
ory. This may be supported by the fact that many essential aspects of string theory, for example,
AdS/CFT correspondence, open-closed string duality, noncommutative geometry, mirror symme-
try, etc. have also been realized in the context of emergent noncommutative geometry. Thus, we
may moderately claim that string theory is simply a “stringy” realization of symplectic or Poisson
spacetime.
There are many important issues that we didn’t even touch on. Although we have specu-
lated that matter fields can emerge from stable localized geometries defined by noncommutative
⋆-algebra, we could not understand how particle masses can be generated from the noncommuta-
tive ⋆-algebra, in other words, how to realize spontaneous electroweak symmetry breaking or the
Higgs mechanism. We believe this problem could be deeply related to the question of how the
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extra internal space F for weak and strong forces in Section IV is dynamically compactified. We
don’t know this yet even though we have some vague ideas. Thus, from the background indepen-
dent formulation of quantum gravity, the Standard Model is completely unexplored territory. The
emergent spacetime picture may present a radically new understanding of the Standard Model.
We have no idea how supersymmetry arises from a background-independent quantum gravity
theory or what the role of supersymmetry is in the emergent geometry and emergent matter. We
do not know how to break it, but this issue should be understood in the near future.
Though we have tried to concretely formulate emergent gravity as much as possible, a rigorous
mathematical formulation of emergent gravity, especially background-independent quantum grav-
ity, is highly demanded. We think that the Lie algebroid may be a useful mathematical framework
for emergent gravity. Here, we will introduce the definition of a Lie algebroid [77] only to appre-
ciate some flavor of its mathematical structure for emergent quantum gravity. Progress along this
line will be published elsewhere.
A Lie algebroid is a triple (E, [·, ·], ρ) consisting of a smooth vector bundle E over a manifold
M , together with a Lie algebra structure [·, ·] on the vector space Γ(E) of the smooth global
sections of E, and a morphism of vector bundles ρ : E → TM , called the anchor map, where TM
is the tangent bundle of M . The anchor map and the bracket satisfy the Leibniz rule such that
[X, fY ] = f [X, Y ] + (ρ(X)f) · Y (295)
for all X, Y ∈ Γ(E) and f ∈ C∞(M). Here, ρ(X)f is the derivative of f along the vector field
ρ(X). The anchor ρ defines a Lie algebra homomorphism from the Lie algebra of sections of E,
with Lie bracket [·, ·], into the Lie algebra of vector fields on M , i.e.,
ρ
(
[X, Y ]
)
= [ρ(X), ρ(Y )]. (296)
If M is a Poisson manifold, then the cotangent bundle T ∗M → M is, in a natural way, a Lie
algebroid over M . The anchor is the map π♯ : T ∗M → TM defined by the Poisson bivector π.
See Eq. (224). The Lie bracket [·, ·] of differential 1-forms satisifes [df, dg] = d{f, g}π for any
functions f, g ∈ C∞(M), where {f, g}π = π(df, dg) is the Poisson bracket defined by π. When
π is nondegenerate, M is a symplectic manifold, and this Lie algebra structure of Γ(T ∗M) is
isomorphic to that of Γ(TM). A noncommutative generalization, i.e. {f, g}π → −i[f̂ , ĝ]⋆, seems
to be possible.
Because background-independent quantum gravity does not assume any kind of spacetime
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structure, a natural question is then why spacetime on large scales is four dimensions. If grav-
ity is emergent from gauge field interactions, we may notice that electromagnetism is now only
a long-range force in Nature. Weak and strong forces are short-range forces, so they will af-
fect only microscopic structure of spacetime. Then, we may infer that only electromagnetism
is responsible for the large-scale structure of spacetime. In this regard, there is a funny coinci-
dence [40]. If we compare the number of physical polarizations of photons and gravitons in D
dimensions and find the matching condition of the physical polarizations, we get a cute number:
z(Aµ) = D − 2 = D(D−3)2 = z(gµν) ⇒ D = 1 or D = 4, where z denotes the number of
polarizations. Of course, we have to throw D = 1 away because it is not physically meaningful.
Does this unfledged math have some meaning?
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