INTRODUCTION
The hypothesis that memory is associated with use-dependent synaptic modifi cations (cf. Tanzi 1893 , Ramon y Cajal 1911 , Freud 1894 , Ziegler 1900 , Woodworth 1921 , Wood-Jones & Porteus 1928 , Konorski 1948 , Hebb 1949 , Hayek 1952 , Eccles 1983 has been carefully documented in higher invertebrates (Carew & Sahley 1986 , Byrne 1987 , Kandel et al 1987 . Here we review the type of synaptic learning mechanism originally suggested by Hebb (1949) to operate in higher vertebrates. Theoretical studies suggest that useful and potentially powerful forms of learning and self-organization can emerge in networks of elements that are inter connected by various fo rmal representations of a Hebbian modifi cation (Palm 1982a , Kohonen 1984 , Anderson 1985 , Denker 1986 , Hopfi eld & Tank 1986 , Linsker 1986 , 1988a ,b, Tesauro 1986 , Bear et al 1987 , Pearson et a1 1987 , Klopf 1988 , Schmajuk & Moore 1988 , Sejnowski & Tesauro 1989 .
Interest in the computational power of networks of elements that are interconnected by Hebbian modifi cation algorithms has been enhanced by the recent neurophysiological discovery of a synaptic mechanism in the hippocampus that produces modifi cations that resemble some con temporary interpretations ofHebb's original postulate for learning , Malinow & Miller 1986 , Sastry et al 1986 , Wigstrom et al 1986 . This mechanism is responsible for a type oflong-term synaptic potentiation (LTP) that can be experimentally induced in parts of the hippocampus and probably in many other brain regions (Brown et al 1988a,b) .
In this review we first summarize the evolution of the current concept of a Hebbian synaptic learning mechanism and propose a contemporary defi nition. This naturally leads to the question of whether Hebbian syn apses have now been demonstrated to exist. We approach this question by reviewing recent facts and hypotheses about L TP that are pertinent to our defi nition of a Hebbian synaptic modification. At least one type of LTP that has been demonstrated in vitro in the hippocampus appears to qualify as a specifi c instance of a Hebbian modification. After reviewing some additional examples and variations of a Hebbian synaptic modification, we turn to theoretical analyses of Hebbian learning rules. Several of the modification algorithms that have been considered in studies of adaptive neural networks also satisfy our dcfinition of a Hcbbian modification. Additional experimental and theoretical research will be required to under stand the conditions under which these or other algorithms can be viewed as useful abstractions of the neurophysiology of LTP.
THE IDEA OF A HEBBIAN SYNAPSE
The idea that associative learning emerges from a Hebb-like conjunctive or correlational mechanism at the synapse has a history that can be traced back a century. Here we present highlights of the evolution of the current concept.
The Law of Neural Habit
An antecedent to the idea of a Hebbian synapse is found in James (1890; reprinted in Anderson & Rosenfeld 1988) . James argued that the laws of association refl ect the laws of cerebral physiology (p. 225):
How does a man come, after having the thought of A, to have the thought of B the next moment? or how does he come to think of A and B always together? These were the phenomena which Hartley undertook to explain by cerebral physiology. I believe he was, in essential respects, on the right track, and I propose simply to revise his conclusions by the aid of distinctions which he did not make.
In particular, James maintained that: "there is no other elementary causal law of association than the law of neural habit: When two elementary brain processes have been active together or in immediate succession, one of them, on reoccurring, tends to propagate its excitement into the other" (p. 226). James' law of neural habit thus indicates the basic conditions fo r change in the form of a qualitative statement about the activity modifi cation relationship. Anderson & Rosenfeld (1988) note that when the term "neurons" is substituted for "elementary brain processes," the habit law immediately suggests a set of learning rules that include the idea of a Hebbian synapse.
The Synaptic Hypothesis fo r Learning
James did not discuss the subcellular locus and nature of the neuronal mechanism that causes coactivated "brain processes" to change. These issues were addressed by Tanzi (1893) , who identified the synapse as the locus of the modification. The proposed nature of the modification involved changcs in the strengths of previously existing synaptic connections, an idea that remains the best-established hypothesis today (Abrams & Kandel 1988) . A relatively clear statement of the synaptic hypothesis fo r learning ap pears in Wood-Jones & Porteus (1928) . In discussing synaptic "linkages" onto "dendrons," these authors concluded (p. 48) that "the power which creates these linkages must be plastic," and they suggested a biophysical mechanism fo r the expression of this plastic change (pp. 355-56):
A fi rst step toward an explanation is the recognition of the importance of the synapse, the break in the nervous chain, at the point of contact between the fibres of the affe cter and the effector system. We must assume that there is a certain resistance at this break to the passage of the nervous impulse, a resistance that is capable under certain conditions of being lowered so as to either permit the passage of the impulse unimpeded or to step it down, so to speak, so that it will not call forth any, or only a very weak response in the muscles. The lowering of the synaptic resistance we have called facilitation.
This explanation of learning in terms of synaptic facilitation has a more modern sound if rephrased in terms of an increase in the synaptic con ductance instead of a lowering of the synaptic resistance.
The Conditions fo r Synaptic Modification
Wood-Jones & Porteus (1928) did not elaborate on the conditions that trigger or induce the enhanced synaptic efficacy. Hebb (1949) took up this matter two decades later (see also Konorski 1948) in his famous neuropsychological treatise, which contains a statement now known (Stent 1973) as "Hebb's postulate of learning" (p. 62):
When an axon of cell A is near enough to excite cell B or repeatedly or consistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firing B, is increased.
Hebb proposed this change as the basis of a memory fo rmation and storage process that would cause enduring modifications in the elicited activity patterns of spatially distributed "nerve cell assemblies." This postulate combines the law of neural habit with the synaptic hypothesis fo r learning. It specifies the location of the modification and it provides a qualitative statement of the conditions for change. It does not furnish much guidance in regard to the quantitative details of the activity-modification relation ship (the modification rule or algorithm). In regard to the nature of the biophysical mechanism that increases synaptic efficiency, Hebb (1949) suggested a decrease in the synaptic resistance.
The Concept of a Hebbian Synaptic Modification
Since 1949 the concept of a Hebbian synapse has evolved to include several key features, which are emphasized to a greater or lesser extent by different investigators (Stent 1973 , Sejnowski 1981 , Palm 1982a , Kohonen 1984 , Anderson 1985 , Levy & Desmond 1985 , Denker 1986 , Tesauro 1986 , Bear et al 1987 , Klopf 1988 , Levy & Burger 1987 , Brown et al 1988a ,b, 1989 , Reiter & Stryker 1988 , Sejnowski & Tesauro 1989 , Schmajuk & Moore 1988 . These key features form the basis of the contemporary understanding of a Hebbian synaptic mechanism. We defi ne a Hebbian synapse as one that uses a time-dependent, highly local, and strongly interactive mechanism to increase synaptic efficacy as a function of the conjunction or correlation between pre-and postsynaptic activity. The key terms in this definition are elaborated below.
TIME-DEPENDENT MECHANISM
Modifications in a Hcbbian synapse depend on the exact time of occurrence of pre-and postsynaptic activity. In particular the modifi cations are driven by what Klopf (1988) Real-time learning mechanisms emphasize the temporal association of signals: each critical event in the sequence leading to learning has a time of occurrence associated with it and this time plays a fu ndamental role in the computations that yield changes in the efficacy of synapses. It should be noted that "real-time," in this context, does not mean continuous time as contrasted with discrete time nor does it refer to a learning system's ability to accomplish its computations at a sufficient speed to keep pace with the environment within which it is embedded. Rather, a real-time learning mechanism, as defined here, is one for which the time of occurr ence of each critical cvent in the sequence leading to learning is of fu ndamental importance with respect to the computations the learning me chanism is performing. Real-time learning mechanisms may be contrasted with nonreal-time learning mechanisms such as the perceptron ... , adaline .. :, or back propagation ... learning me chanisms for wh ich error signals fo llow system responses and only the order of the inputs, outputs, and error signals is important, not the exact time of occurrence of each signal, relative to the others.
Because the expression real-time mechanism may have unintended con notations, we call this a lime-dependent mechanism, but the meaning is the same.
LOCAL MECHANISM
The synapse is the transmission site where the signals or info rmation representing ongoing activity in the pre� and postsynaptic elements are in spatiotemporal contiguity. A Hebbian synapse uses this locally available information to cause a local, input-specifi c synaptic modi fication. The necessary information or signal fo r change can be nothing more than the natural consequence of ordinary intercellular communica tion at the synapse. Hebbian synapses are thus said to enable an "unsuper vised" fo rm of learning-in the sense that a specific external "teacher" signal is not required to instruct change on an individual, synapse-by synapse, basis. The idea of a local mechanism does not exclude some fo rm of neuromodulat d ry control over the modification process. A "reinforce ment signal" is not excluded.
INTERACTIVE MECHANISM
Whether a change occurs at a Hebbian synapse depends on activity levels on both sides of the synaptic cleft. Palm (1982a) notes that a Hebbian mechanism is based on a "true interaction" between pre-and postsynaptic activity. "Noninteractive" mechanisms or rules can be purely presynaptic, purely postsynaptic, or a superposition of these, but there is no true interaction. Palm's (1982a) distinction between inter active and noninteractive rules is similar to distinction between "dependent" and "independent" rules (p. 712):
In an independent synaptic rule, presynaptic and postsynaptic modifications can occur independently, a reasonable property given the individuality of the two neurons involved. Nevertheless, since the work of Hebb (1949) and von [sic] Hayek (1952) , most theoretical models have opted for some form of dependent synaptic rule. In a dependent rule, the locus of the change in synaptic efficacy can be presynaptic and/or postsynaptic (and usually is not specified), but the change is contingent upon events at both loci.
We would add only that this dependence or interaction can be statistical and that the magnitude of the statistical interaction can vary across types of synapses or physiological conditions. A noninteractive mechanism is thus one in which either there is no interaction or the statistical interaction is inconsequential or undetectable.
CONJUNCTIVE OR CORRELATIONAL MECHANISM
We have not yet addressed the logical or statistical fo rm of the interactive mechanism (cf. Palm 1982a). One interpretation of Hebb's postulate is that the condition for change is simply the conjunction of pre-and postsynaptic activity. Thus the co occurrence of (some level of) pre-and postsynaptic activity (within some short time interval) is sufficient to cause the synaptic enhancement. For this reason, a Hebbian synapse is sometimes called a conjunctional synapse.
Did Hebb (1949) mean for the coincidence of pre-and postsynaptic activity to be sufficient to cause a modification? Or was there also an implied requirement for a positive correlation between pre-and postsynaptic activity? Hebb was not clear on this point. In Sejnowski's (1977a,b) fo r malization of Hebb's postulate, correlation over time between pre-and postsynaptic activity is responsible for changes in synaptic efficacy. This condition would be satisfi ed if cell A "consistently takes part in firing" (Hebb 1949) cell B. Thus a Hebbian synapse also is sometimes called a correlational synapse (Anderson 1985) . Sejnowski (l977a, b) expresses the condition fo r change mathematically in terms of the covariance between pre-and postsynaptic activity. A similar idea can also be expressed in terms of conditional probabilities.
Generalizing the Concept of a Hebbian Modification
SYNAPTIC ENHANCEMENT AND DEPRESSION Hebb (1949) did not discuss the consequence of un correlated or negatively correlated pre-and postsynaptic activity. Are we to assume that uncorrelated activity reduces synaptic efficacy? Or that it has no effect on efficacy? Note that the definition of a Hebbian synapse given above does not exclude additional processes that can decrease synaptic strength. The idea that positively correlated activity causes synaptic strengthening and that either uncorrelated or negatively correlated activity causes synaptic wcakening was in fact an essential part of Stent's (1973) extension of the Hebbian idea to the problem of understanding experience-dependent aspects of the development of striate cortex (cf. Bear et al 1987 , Reiter & Stryker 1988 , Singer 1988 ).
Later we consider two categories of modification rules: those that can only strengthen the synapse and those that can strengthen or weaken the synapse, depending on the relationship between pre-and postsynaptic activity levels. The latter may be considered extensions or generalizations of the original concept of a Hebbian modification as defi ned above. Palm (1982a,b) has suggested a fo rmalism fo r classifying what he calls "Hebbian," "anti-Hebbian," and "non-Hebbian" synaptic modifications. According to this scheme, a Hebbian synapse increases its strength with correlated pre-and postsynaptic activity and decreases its strength with negatively correlated activity. Conversely, an anti-Hebbian synapse rewards negatively correlated activity and punishes correlated activity. In both cases, modification of synaptic efficacy involves a real-time, local, and interactive mechanism. A non-Hebbian synapse is one that does not rely on a real-time, local, and interactive mechanism. At such "non-inter active" synapses, the modifications can be expressed as simple super positions of purely presynaptic or purely postsynaptic rules. Palm (1982a,b) has discussed vector representations of these synaptic modi fi cation rules.
We should point out in passing that the term "anti-Hebbian" is not used consistently in the literature. As just noted, for Palm (l982a) , an anti Hebb rule is one that decreases synaptic efficacy as a result of positively correlated pre-and postsynaptic activity. Callaway et al (1987) use the term anti-Hebbian in this sense to describe changes at neuromuscular junction during development (see also Callaway et al 1989) . Kohonen & Oj a (1976) use this fo rm of rule to construct an orthogonalizing fi lter, and Hopfi eld et al (1983) use an anti-Hebb rule to remove spurious memory states. In contrast, Levy & Desmond (1985) use the phrase Hebbj anti-Hebb to refer to a rule (discussed below) that increases synaptic efficacy when pre-and postsynaptic activity are coincident, and decreases synaptic efficacy if postsynaptic activity is unaccompanied by presynaptic activity (see also Ranck 1964 , Rosenblatt 1967 , Stent 1973 , Kohonen et al 1974 , Cooper et al 1979 .
As noted above, the idea of a Hebbian modifi cation can be generalized to include the combination of an interactive synaptic enhancement and some type of activity-dependent synaptic depression. We refer to this combination as a generalized Hebbian synaptic mechanism. The depression can be of the noninteractive type or any of several different types of interactions between pre-and postsynaptic activity (cf. Stent 1973 , Sejnowski 1977a ,b, Palm 1982a , Kohonen 1984 , Linsker 1986 , Bear et al 1987 , Levy & Burger 1987 . The interactive condition that causes deprcssion can simply be non-coincident pre-or postsynaptic activity. By this we mean activity that occurs on one side of the synaptic cleft but not the other. In this type of synapse, the occurrence of (some level of) presynaptic activity in the absence of (some level of) postsynaptic activity (Figure lD) or the exact opposite activity relationship ( Figure   1 C) causes synaptic depression. Alternatively, the condition that causes synaptic weakening can be the occurrence of pre-and postsynaptic activity that is statistically uncorrelated or that is negatively correlated in time.
TEACHER SIGNALS AND REINFORCEMENT LEARNING Although a Hebbian mechanism uses only local information, the modifi cation process may be subject to global control signals. Such signals may enable the induction or consolidation of changes at synapses that have met the above criteria for a Hebbian modification. A global "reinforcement signal" can thus control Hebbian plasticity in a large population of activated synapses. Substances that have been demonstrated to act as neuromodulators (such as cate cholamines and acetylcholine) are plausible candidates for this role. Such global modulation of a local process is different from an external "teacher" signal that explicity "instructs" selective modification on a synapse-by synapse basis independent of local activity. 
HEBBIAN SYNAPTIC MECHANISMS
Hebbian synapses have now been shown to exist in the sense that one can demonstrate experimcntally a use-dependent fo rm of synaptic enhance ment that is governed by a time-dependent, highly local, and strongly interactive mechanism. This mechanism appears to be responsible for one fo rm of hippocampal LTP. Whether this potential for a Hebbian synaptic modification is actually used in the development and organization of behavior through the fo rmation of Hebb's (1949) nerve "cell assemblies" remains to be seen. There are at least two and possibly many more different L TP mech anisms or fo rms of L TP (Brown et al 1989) . This conclusion is based on the kinetics of the passive decay of the enhancement, the activity modification relationships that govern the induction and expression of the enhancement, and the particular membrane receptors that control the modification process (cf. Barrionuevo & Brown 1983 , Baxter et al 1985 , Briggs et a1 1985 , Racine & Kairiss 1987 , Brown et a11988b, 1989 , Racine & deJonge 1988 , Johnston et al 1989 , Cotman et al 1988 . Most of our knowledge of the cellular neurophysiology of L TP in the hippocampus comes from two synaptic systems: the Schaeffer collateral/commissural (Sch/comm) inputs to the CAl pyramidal neurons and the mossy-fiber synaptic inputs to the CA3 pyramidal neurons [reviewed in Brown et al (1989) ].
Varieties of Hippocampal Long-Term Potentiation
The Sch/comm synapses display an associative fo rm of L TP (Bar rionuevo & Brown 1983, Kelso & Brown 1986) (see Figure lA , panels 1-3) that is governed by an interactive mechanism ( Figure 2 ). The enhancement depends on both presynaptic activity and the voltage across the post synaptic membrane (Kelso et a1 1986 , Malinow & Miller 1986 , Wigstrom et al 1986 , Gustafsson et al 1987 , Brown et al 1989 . The actual statistical strength of the interaction has not been measured at these or any other
Alone .. plastic synapses. No published data indicate whether L TP in the mossy fiber synapses involves a strictly noninteractive mechanism, a weakly inter active mechanism, or a strongly interactive mechanism. The spatio temporal fe atures of the activity-enhancement relationships have not been studied in the mossy-fiber system. Most of the rest of the discussion is therefore restricted to the associative type of LTP displayed by the Sch/comm synapses (see Figure3A for the experimental preparation).
Some Features of Associative LTP in Hippocampus

INTENSITY THRESHOLD
Bliss & Gardner- Medwin (1973) noted that the intensity of the electrical shocks delivered in a conditioning train (also called a tetanic stimulation) is an important determinant of L TP induction in the perforant pathway input to the dentate gyrus. Low-intensity tetanic stimulations were generally ineffective for inducing LTP. Increasing the stimulus intensity increased the effectiveness of the tetanic stimulation. This stimulus intensity effect has been called cooperativity (McNaughton et al 1978) . As we use the term below, cooperativity refers to a condition in which the probability of inducing L TP in a particular set of synapses by some presynaptic stimulation pattern, or the magnitude of the enhance ment resulting in this set of synapses from this stimulation pattern, is known or suspected to be a monotonic increasing function of the total numbcr of synaptic inputs that are stimulated at about the same time.
This shock-intensity effect has been seen at two of the three most com monly studied synaptic systems of the hippocampal formation: the per fo rant pathway inputs to the dentate gyrus (Bliss & Gardner-Medwin 1973 , McNaughton et a1 1978 type of interaction between separately and independently stimulated W and S synaptic inputs to a neuron or small region (see Figure 3A for experimental setup). The nature of the interaction that defines associative LTP is taken from the perspective of the W input. In particular, associative L TP is an enhancement that can be induced in the W input if it and the S input are stimulated together at about the same time, but not if it and the S input are stimulated separately at very different times or if only one of them is stimulated. Figure lA illustrates associative LTP graphically (panels 1-3). Note that the defi nition of associative LTP specifically excludes the possibility of heterosynaptic LTP ( Figure IB) produced in the W input by tetanic stimulation of the S input. A synaptic system that displays associative LTP will exhibit cooperativity, but the reverse need not be true.
The activity-enhancement relationships that govern associative LTP ( Figure IA ) in the hippocampus are relevant to its possible role as a synaptic substrate [or aspects of learning. Some key spatiotemporal fe a tures of the activity-enhancement relationships include the fo llowing : (a) the induction of the fu nctional modulation is rapid, (b) the expression of the enhanced synaptic strength is persistent, (c) the modifi cation of one synaptic input can be conditionally controlled by temporal contiguity with activity in another synaptic input to the same region, and (d) the associative enhancement appears to be specific to just those synapses whose activity conforms to the temporal requirement.
These fe atures are shared by the synaptic mechanisms that have been shown in Aplysia to underlie simple fo rms of associative memory (Carew & Sahley 1986 , Byrne 1987 , Kandel et al 1987 , although there are well known differences in the synaptic mechanisms in the two systems (cf. Carcw ct a11984, Kelso ct al 1986). Scjnowski & Tesauro (1989) describe different implementations of a Hebbian algorithm, one of which is func tionally equivalent to parts of the gill-withdrawal circuitry in Aplysia, while another resembles the L TP mechanism described below.
Biophysical Models of LTP Induction in Hippocampus
The spatiotemporal fe atures of associative LTP (cf. Barrionuevo & Brown 1983 , Levy & Desmond 1985 , Levy & Burger 1987 , Brown et a1 1989 can be accounted for easily by a Hebb-like mechanism. Four research groups furnished evidence for an interactive mechanism underlying the induction of LTP in the Sch/comm synapses , Malinow & Miller 1986 , Sastry et al 1986 , Wigstrom et al 1986 . These studies showed that some consequence of postsynaptic depolar ization is necessary to enable L TP induction at just those synapses that are eligible to change by virtue of being active at about the same time. This interactive mechanism can operate (in vitro) in the absence of sodium spikes and seems to have the required spatiotemporal specifi city to account fo r aspects of associative L TP , Gustafsson et al 19 87, Brown et al 1989 .
There Cotman et al 1988 , Brown et al 1988a ,b, 1989 . The key observation (Collingridge et al 1983 ; see also was that antagonists of the NMDA receptor (such as AP5) block the induction of LTP but not its expression ( Figure 3B) . Much of the current debate has fo cused on the subcellular locus of the NMDA receptor gated channels that are responsible for the postsynaptic Ca 2+ influx, the dynamics and compartmentalization of the resulting increase in [Ca 2+1, and the molecular reactions that are controlled by this transient increase in [Ca2+1. The development of a caged Ca2+ buffer that releases Ca2+ when stimulated by a UV light pulse (Tsien & Zucker 1986 ) provided another means of testing the idea that an increase in [Ca 2+]j is sufficient to induce LTP. Recent experiments have shown that cells containing this caged compound exhibit an L TP-like synaptic enhancement when exposed to a pulse of UV light .
ALTERNATIVE MODELS
Several models have been proposed for the induc tion of L TP. Here we consider just three, beginning with one that we have been developing for the 8ch/comm synapses (Brown et al 1988b , Zador et al 1990 . In this model, which we denote Modell, the trigger for synaptic enhancement is Ca2+ influx through NMDA receptor-gated channels that are located on the dendritic spine head. Model l maintains that (a) the peak transient increase in [Ca 2+ ]j is localized within the den dritic spine, (b) the spine amplifies the local change in [Ca 2+]j, and (c) the relationship between the peak transient increase in [Ca2+t and the amount of L TP is nonlinear. In regard to this last point, it may be appropriate to think of some threshold level of [Ca 2+1 in the spine head as having a high probability of triggering molecular "switches" (Miller & Kennedy 1986 ) that initiate the modification process.
Model l maintains that for the NMDA receptor-gated channels on the spine head to allow Ca2+ influx, the receptor-iontophore complex must receive two local signals (Brown et al 1988b (Brown et al , 1989 . One is a chemical signal (glutamate binding to the NMDA receptor) resulting from activity in the presynaptic terminal. The other is an electrical signal (strong de polarization of the dendritic spine head) that results from ongoing activity in the postsynaptic cell. The depolarization is needed to relieve a Mg2+ block of the channel (Nowak et a1 1984 , Mayer et a1 1984 , Jahr & Stevens 1987 . The voltage across the spine head is controlled not only by activity in synapses located on this spine, but also by (a) the activity in other synapses located on other parts of the postsynaptic neuron, (b) thc clectro tonic structure of the postsynaptic neuron, and the relationship of this structure to the set of activc synapscs, and (c) the spatial distribution of various types of membrane conductances throughout this structure (see (Johnston & Brown 1984 , Dingledine 1986 , Brown et al 1988b . Some predictions of Model 1 have already been confirmed. One pre diction (Brown et al 1988b) was that LTP induction should be prevented when the postsynaptic cell is depolarized to + 10 m V during the tetanic stimulation. The reason is that Ca2+ entry through NMDA channels is not expected at this membrane potential (MacDermott et a1 1986 . By contrast, Ca 2+ entry through voltage-gated caleium channels should not be blocked at the potential. This prediction was confirmed for the Sch/comm synapses (Malenka et a1 1988) .
Model 2 differs in one major respect. In this model Ca2+ influx is through voltage-dependent calcium channels rather than NMDA receptor-gated channels (Gamble & Koch 1987 ). An extension of this model, developed for the mossy-fiber synapses of the CA3 region , maintains that for the voltage-dependent calcium channels to be effective, norepinephrine must act on the postsynaptic cell. This extension is consistent with the observation that LTP induction in the mossy-fi ber system is blocked by f3-receptor antagonists .
Model 3 also differs in one major respect. In this model Ca2+ influx is through NMDA receptor-gated channels located on the dendritic shaft rather than the spine head (Bliss & Lynch 1988 , Wickens 1988 . This model was suggested for the type of L TP that occurs in the perforant pathway input to the dentate gyrus and possibly also the Sch/comm input to the CAl region. The rationale underlying this hypothesis and its implications are considered at length elsewhere ( Simulations of the synaptic activity-dependent rCa 2+]i dynamics have only been performed for Model l (Zador et a1 1990) and Model 2 (Gamble & Koch 1987) , but the essential fe atures of all three models can be appreci ated intuitively. Cooperativity emerges naturally in all three models from the relationship between the strength of the stimulated synaptic inputs and the resulting Ca 2+ influx. Cooperativity has not yet been demonstrated to be a fe ature of LTP induction at the mossy-fiber synapses. If the predicted cooperativity cannot be demonstrated at the mossy-fiber synapses, Model 2 will have to be rejected or substantially revised.
A related prediction of Model 2 is that the induction of L TP in the mossy-fiber synapses should be controllable solely by manipulations of the postsynaptic membrane potential. Specifically, LTP induction should be prevented if the postsynaptic membrane potential is maintained under voltage-clamp conditions at a relatively negative potential during tetanic stimulation of the mossy-fiber synaptic inputs. One version (Gamble & Koch 1987) of this model implies that it should be possible to induce LTP experimentally simply by strongly depolarizing the postsynaptic neuron in the absence of presynaptic stimulation. This prediction results because Ca2+ influx into the spines is not directly dependent on transmitter release but only on the potential at the spine head, which should be controllable from the soma (Brown et aI1988b). Neither prediction has been adequately assessed in the mossy-fiber synapses.
The threc models also differ in regard to the occurrence of associative Brown et al 1988b , Zador et al 1990 . Model 2 predicts that heterosynaptic should occur among mossy-fiber synapses. Because the mossy-fiber synapses are electro tonically near each other (Brown et a1 1988b), tetanic stimulation of an S input should cause sufficient depolarization in spines associated with unstimulated synaptic inputs to induce LTP in them. In the absence of fu rther constraints, Model 3 might also predict heterosynaptic LTP among closely adjacent synapses (see Brown et al 1989) . Additional details and other differential and testable predictions of the models are reviewed at length elsewhere (Brown et al 1988b (Brown et al , 1989 .
SPATIOTEMPORAL SPECIFICITY
The spatiotemporal specificity of associ ative L TP is easy to appreciate in Model l. The spatial (or input) specificity results from the fact that Ca 2+ influx into the spine head requires glutamate binding to NMDA receptors on the sub synaptic membrane. The physical geometry of the spine, plus Ca 2+ buffering systems, restrict the large, synaptically produced, transient changes in rCa 2+]i to the spine region (Zador et al 1990) . Therefore only active synapses can undergo enhance ment. This input specificity is not a requirement of Model 2. As indicated above, the latter model is consistent with the occurrence of heterosynaptic LTP (see Figure IE) . Without further constraints, input specificity is also not achieved in Model 3.
In Model l, the temporal specifi city arises from the fact that the NMDA receptor-iontophore complex must receive two signals simultaneously fo r the iontophore to become highly permeable to Ca 2+. Glutamate must be bound to the NMDA receptor, and the membrane containing the ion tophore must be sufficiently depolarized to relieve the Mg2+ block. Thus tetanic stimulation of a W input fa ils to cause synaptic enhancement (Brown et al 1989) could be relevant to some of the computations that might be carried out in a network of such synapses (Tesauro 1986 ).
Mechanism of LTP Expression and Maintenance
The mechanisms responsible for the expression and maintenance of L TP are less well understood than those described above for the induction process. The important questions concern the locus of change and its nature. Results of recent pharmacological studies have suggested that, although LTP induction depends on NMDA receptor activation (Col lingridge et al 1983, Kauer et al 1988 , the expression of LTP depends on non-NMDA receptors (Kauer et a1 1988 ) (see Figure 3B) . Some of these results have been interpreted as demonstrating a postsynaptic locus for the biochemical changcs that underlie L TP expression and maintenance. The published results are indeed suggestive, but they are not yet sufficient to rule out all possible presynaptic mechanisms.
Neuromodulation of LTP Induction and Maintenance
There may be multiple controls-both local and extrinsic-over the extent and nature of most if not all use-dependent synaptic modifications. All of the preceding L TP induction models can easily accommodate an external signal that controls the overall plasticity of a brain region. Such signals might set the occasion fo r learning. Any condition that reduces y-amino butyric (GABA)-mediated inhibition (and therefore increases post synaptic depolarization) would be expected to increase the magnitude of L TP or the probability of its occurrence. Pharmacological disinhibition is known (in vitro) to have this effect in the hippocampus (Wigstrom & Gustafsson 1983 , Pacelli et al 1987 .
Disinhibition is not the only route through which a neuromodulator might affect use-dependent plasticity. Johnston and co-workers have shown that pharmacological agonists and antagonists of the noradrenergic p-receptor can control the magnitude, probability of occurrence, or per sistence of LTP in the mossy-fi ber synapses . Although endogenously secreted norepinephrine would appear to lack the spatial specificity to instruct change selectively at any particular synapse, in principle it could serve as an extrinsic "global teacher" signal (Brown et al 1988b) that enables or preserves changes in groups of active synapses. In this way, a neuromodulatory signal can interact with a Hebbian mechanism to produce a fo undation for "re inforcement learning." To understand selective information storage in the nervous system, we need to learn more about neuromodulatory control of the induction and persistence of use-dependent synaptic modifications. After L TP has been induced, can its persistence be controlled by a sub sequent neuromodulatory action? Is norepinephrine or some other neuro modulator a signal for the "consolidation" (Livingston 1967b , Kety 1972 , Gold & McGaugh 1975 , McGaugh 1988 ) of use-dependent synaptic modifications?
GENERALIZED HEBBIAN SYNAPTIC MECHANISMS
Theoretical studies and common sense point to the utility of being able both to increase and to decrease synaptic strength. In principle, such synapses can be constructed by combining an interactive form of synaptic enhancement with either an interactive or a non interactive form of synaptic depression (Palm 1984 , Linsker 1986 , 1988a ,b, Kairiss et al 1988 . The question is whether these different fo rms of use-dependent synaptic plasticity in fact co-occur at the same synapses. We know fr om research on Ap lysia that use-dependent fo rms of enhancement and depression can combine at the same synapses in interesting ways that allow learning-related adaptive modi fications to occur , Carew & Sahley 1986 . How ever, the synaptic enhancement that has been demonstrated thus far in Aply sia is not Hebbian (Carew et aI 1984) . Below we fi rst consider the possibility that an interactive mechanism for enhancement may co-occur at synapses that exhibit an interactive or noninteractive mechanism for depression.
Associative LTP and Heterosynaptic Depression in Dentate Gyrus
Levy & Burger (1987) (Levy & Steward 1979 , Levy 1985 , Levy & Desmond 1985 . In abstracting their experimental results, Levy & Burger (1987) assumed an interactive form of heterosynaptic depression, which was embedded in a single modification rule of the general type given by Eq. 6 (Figure 4 , discussed below). In this equation the level of presynaptic activity determines the direction of synaptic change. Synaptic depression occurs if the presynaptic activity level is low when the postsynaptic activity level is high. Synaptic enhancement occurs if presynaptic activity is high when post synaptic activity is high. The amount of synaptic change is linearly propor tional to the level of postsynaptic activity. Associative LTP induction in this system is known to involve the NMDA receptor (Collingridge & Bliss 1987) . Two interesting and unresolved questions are whether the induction of heterosynaptic depression in the perforant pathway depends on NMDA receptor activation and whether it involves an interactive mechanism.
Associative LTP and Homosynaptic Depression in Hippocampus
Stanton looked for a covariance-type of rule (Sejnow ski 1977a,b) in the Sch/comm synaptic input to the CAl pyramidal neurons. In agreement with previous results, they found that the synapses display associative LTP when pre-and postsynaptic activity are positively correlated or active "in phase." The new finding was that when pre-and postsynaptic activities were negatively correlated or active "out of phase," a long-term depression was produced. A similar depression was reported when the inputs were activated while the postsynaptic membrane was hyperpolarized. The effect seemed to be long-lasting and restricted to the activated synapses. It did not depend on activation of NMDA receptors. This homosynaptic depression appears to be different from the hetero synaptic depression reported in the dentate gyrus. These results are suggestive of the type of covariance mechanism that is discussed further below.
Synaptic Plasticity in Developing Visual Cortex
Numerous investigators (Stent 1973 , Shatz & Stryker 1978 , Bienenstock et al 1982 , Linsker 1986 , Bear & Cooper 1989 , Pearson et al 1987 , Reiter & Stryker 1988 , Constantine-Paton et al 1990 have proposed various extensions or generalizations of the basic Hebb rule to explain ocular dominance plasticity and other experience-dependent aspects of visual cortical development. Ocular dominance plasticity refers to an experience dependent shift in the relative responsiveness of visual cortical neurons to input from the two eyes. The classical observation was that when vision in one eye is occluded during a critical period of development, an ocular dominance shift occurs in favor of the nonoccluded eye (Wiesel & Rubel 1963 , 1965 . Stent (1973) interpreted these results in terms of a synaptic modification rule that combined a simple Rebb rule with a noninteractive form of synaptic depression. Because of the interactive enhancement, postsynaptic activity driven by the nonoccluded eye strengthened all co active synapses, which would be those fr om the nonoccluded eye. Because of the noninteractive depression, this same postsynaptic activity weakened all synapses that were not co-active, which would be those from the occluded eye.
The two components of Stent's generalized Hebbian modification are similar to certain of the synaptic modifications considered above. An interactive enhancement of the sort that Stent required could be implemented by the type of NMDA receptor-dependent L TP mechanism that we previously discussed in regard to the Schjcomm synapses. If the distribution of NMDA receptors is a guide to the occurrence of Hebbian synapses, we would expect to fi nd such synapses in several regions of the neocortex, including the visual cortex (Monaghan & Cotman 1985 , Cotman et al 1988 . Although much less is known about the biophysics of synaptic transmission in neocortex than in the hippocampus, evidence for a Hebbian fo rm of L TP is growing. Baranyi & Szente (1987) reported (in vivo) the involvement of postsynaptic activity in the induction of LTP in some cells of cat motor cortex (see also Baranyi & Feher 1981) . Addition ally, Bindman et al (1988) discovered (in vitro) a Hebb-like mechanism in rat sensorimotor cortex-one that shows a spatial specificity similar to that found in hippocampus. Furthermore, an NMDA receptor-dependent form of L TP has recently been reported in visual cortex (Artola & Singer 1987 , Connors & Bear 1988 , Kimura et aI 1988 . Finally, pharmacolQgical blockade ofNMDA receptors has been shown to prevent certain forms of experience-dependent plasticity in visual cortex (Singer et al 1986 , Bear et a1 1987 , Kleinschmidt et a1 1987 , Rauschecker & Hahn 1987 ; see also Cline et al 1987) . The noninteractive synaptic depression could be implemented by some form of heterosynaptic depression (Figure I C) , which is unfor tunately still poorly understood.
Reiter & Stryker (1988) recently discovered a very different effect of monocular occlusion when the visual cortex is pharmacologically inhibited by local application of muscimol (an agonist for the GABA-A receptor). They reported that under these conditions, ocular dominance shifted in favor of the less active synapses from the occluded eye. This finding led them to conclude that the level of postsynaptic activity controls the direc tion of cortical plasticity. Bear et al (1987) previously reached a similar conclusion. Reiter & Stryker (1988) To account fo r all of the above ocular dominance shifts in terms of known synaptic mechanisms, one could postulate the co-occurrence of three forms of plasticity in the visual cortex (cf. Kairiss et al 1988) : an interactive synaptic enhancement, a noninteractive heterosynaptic depression, and a noninteractive homo synaptic depression (see Figure 1 and Eq. 12). Alter natively, the combination of an interactive form of synaptic enhancement and an interactive form of synaptic depression can also be made to fit the results.
Interactive Mechanisms fo r Synaptic Depression
It is natural to wonder whether there are interactive mechanisms for synaptic depression. There are, of course, numerous examples of homo-synaptic depression (Figure lD) (Bruner & Kennedy 1970 , Zucker 1972 , Castelluci & Kandel 1974 , Kandel 1976 , Krasne 1976 , Zucker & Bruner 1977 , Rinaldi et a1 1987 and heterosynaptic depression ( Figure   1 C) (Levy & Steward 1983 , Levy & Burger 1987 , Montoro10 et a1 1988 , but these have not been explicitly shown to involve an interactive mechan ism. Very recent work raises the possibility that some synapses do have an interactive mechanism fo r depression.
One line of evidence comes from studies of visual cortical neurons. Fregnac and co-workers have shown that an iontophoretically produced decrease in postsynaptic activity, when coupled with presynaptic activation, causes a long-lasting decrease in the response to activation of these same synapses (Fregnac et al 1988 , Fregnac & Shulz 1989 . Conversely, these neurons increased their response to stimuli that were paired with an iontophoretically induced increase in postsynaptic activity. Another candidate possibility is raised by the work of Stanton & Sejnowski (1989) mentioned above. The experimental tools now exist for determining whether the depression that they reported, which occurs when presynaptic activity is paired with postsynaptic hyperpolarization, involves an inter active mechanism. A third synaptic system that may be controlled by an interactive fo rm of depression is the parallel fiber input to the Purkinje cells of the cerebellum (Ekerot & Kano 1985 , Crepe! & Krupa 1988 , Ito 1989 .
Some interesting speculations have been made about the biochemical mechanisms underlying interactive forms of synaptic depression. One pro posal (Bear & Cooper 1989, in press ) is that decreases in synaptic strength are mediated via second messenger systems, such as inositol triphosphate (IP3) or diacyl glycerol (DG), that are activated by non-NMDA receptors, whereas increases in synaptic strength result from calcium influx through NMDA receptor-activated channels.
ABSTRACT REPRESENTATIONS OF HEBBIAN
MODIFICATIONS
Levy & Burger (1987) estimate that perhaps as many as 50-100 different algebraic equations have been used to describe theoretical synaptic acti vity-modification relationships or learning rules. Here we select just a few of these rules or algorithms that satisfy our definition of a Hebbian modification. The selection was further limited to simple algorithms that have or could be argued to capture abstractly some important feature of known or suspected neurophysiology. The shortcomings of these abstrac tions can be even more informative than any claimed successes. In addition, they provide a convenient, higher-level language for communicating and exploring theoretical relationships among changes at the synaptic, network, systems, and behavioral levels (Donegan et aI 1989) .
Obviously these Hebbian algorithms are not intended as substitutes fo r detailed and realistic biophysical models of synaptic function (cf. Zador et al 1990). But those interested in developmental and cognitive aspects of computational neuroscience can reasonably argue that some extreme simplifications will inevitably be required to appreciate self-organization and learning in the mammalian brain (see Kohonen 1984 , Linsker 1986 , Arbib 1987 , Churchland et a1 1990 , Sejnowski & Churchland 1989 , Sejnowski et al 1988 . The challenge at every level of organization is to determine which facts are theoretically important and which are not (see Crick & Asanuma 1986 , Sejnowski & Churchland 1989 ).
Hebbian Algorithms
Although Hebb did not attempt to quantify the relationship between post and presynaptic firing and the ensuing synaptic enhancement, his idea is commonly translated into discrete-time equations of the form: 
2.
t is discrete time, wij is the "weight" of the connection from presynaptic unit Uj to postsynaptic unit Ui' aj (t) and ai(t) are some measures of pre and postsynaptic activity, and the change in synaptic efficacy AWij(t) is some function 1 F of both pre-and postsynaptic activity.
The synaptic weight wij is assumed to be a suitable abstract rep resentation of "synaptic strength." The relationship between wij and the variables in contemporary biophysical models of synaptic transmission is usually unspecified . Commonly Wij is treated as a dimensionless variable. For concreteness we assume here that wij is proportional to the expected value of a multiparameter quantal probability model (cf. Brown et al 1989) of quantal synaptic transmission. The activity terms ai l) and aiel) are also often treated as dimensionless variables. Here they are assumed to be proportional to some measure of a biophysical variable such as the spike frequency during a short time interval, the potential across a designated patch of membrane, the conductance to Ca2+ or another ion in some membrane region, the current carried by Ca 2+ or another ion through a given area of membrane, or the intracellular activity of Ca2+ or some other second messenger in a particular subceIlular compartment.
SPIKE PRODUCT RULE
Much of what follows concerns the fo rm of the functional Fin Eq. 2. Perhaps the simplest functional is a product of the pre-and postsynaptic spike frequencies: 3.
where .ici and Xj are the mean fi ring frequencies of the post-and presynaptic units, respectively (averaged over the previous fraction of a second), and c is a proportionality constant that determines the learning rate (cf. Levy & Desmond 1985 , Klopf 1988 , Sejnowski & Tesauro 1989 . The three key assumptions in Eq. 3 are that the contributions of pre-and postsynaptic activity can be separated into two corresponding activity terms, that the proper measurement of activity is mean spike frcqucncy, and that the nature of the interaction between pre-and postsynaptic spiking frcqucncy is a simple product.
Our current understanding of associative L TP is not well-represented by these assumptions. The causally relevant postsynaptic variable may be depolarization of the spine head rather than spike frequency , Brown et al 1988b , Zador et aI 1990 . The choice of presynaptic spike frequency for the presynaptic term may also be inappropriate. Although we commonly use high-frequency presynaptic stimulation to induce LTP (Brown et al 1989) , this use is not necessary. LTP can also be induced by pairing single presynaptic stimulations with properly timed postsynaptic depolarizations (Wigstrom et al 1986) . These pairings do not have to occur at a high repetition rate to be effective. The relative efficacy of different repetition rates is still unclear. Several groups have shown that activity patterns at approximately the theta frequency (5-7 Hz) are particularly effective , Rose & Dunwiddie 1986 , Staubli & Lynch 1987 , Greenstein et aI 1988 , probably because of disinhibition at this frequency (Pacelli et al 1987) .
ACTIVITY PRODUCT RULE
We can generalize Eq. 3 by not specifying the activity measurement:
where g[ai(t)] reflects some measure of postsynaptic activity ai(I), and h[ai t )] indicates some measure of presynaptic activity ai t ), both taken at the same time t. Equation 4 is an improvement over Eq. 3 because it leaves open the proper specification of the pre-and postsynaptic activity fu nctions. Nevertheless, this general form of synaptic learning rule ( Figure 4 , left curve) still leaves much to be desired, not only as an abstraction of known synaptic physiology but also from a psychological and com putational perspective. The first and most obvious problem is that Eq. 4 requires successive pairings of pre-and postsynaptic activity to cause equal increments in synaptic strength. Unlike any known synaptic modification, wij can there fo re increase without bound. The L TP mechanism saturates after one or just a few stimulations (deJonge & Racine 1985) , in sharp contrast to the behavior of Eq. 4. Clearly, networks of synapses governed by Eq. 4 might not lend themselves easily to the negatively accelerated acquisition curves of the sort captured by the learning equation of Rescorla & Wagner (1972) :
h(a j } Figure 4 Abstract representation of Hebbian mod ifications. Ongoing presynaptic activity in the axonal bouton is represented by h(a); ongoing postsynaptic activity is represented by g(a;); and the co nnection weight is represented by wi}' In the Hebbian activity product rule (Eq. 4, plot on left ) the change in weight �wi} is the product of the presynaptic activity fun ction h(a). the postsynaptic activity fu nction g(a;), and a proportionality constant c that determines the rate of change. The Hebb rule only allows positive values of Awii, thc magnitude of which is proportional to the slope g(ai)c. In one type of generalized Hebb activity product rule (Eq. 6, plot on right), the presynaptic activity function is replaced with ([h(a)]c -w , J. This rule allows positive or negative values of �wij depending on whether h(a) exceeds or is less than the balance po int wi)c. The magnitude of AWl} is again proportional to g(a;)c.
5.
where A Vn is the change in associative strength on trial n, K is a learning rate parameter reflecting stimulus salience, and A is the asymptotic associative strength.
The second problem is that unless ongoing pre-and postsynaptic activi ties are perfectly negatively correlated, Wi} will always tend to increase due to chance coincidences (Grossberg 1976 , Sejnowski 1981 , Kohonen 1984 . Thus wij will automatically tend to grow without bound and its value can never decrease. This in turn leads to "runaway instability" (Sejnowski & Tesauro 1989) . Once the wij associated with some presynaptic unit Uj is large enough, subsequent activity in Uj will always increase Wij regardless of coactivity in other presynaptic units. One obvious solution is simply to clip Eq. 4 at some upper limit on wij (Tesauro 1986 ). In the absence of passive decay, however, clipping would introduce the problem of saturation. Spurious coincidences plus clipping will cause a uniform set of wij to evolve to some asymptotic level automatically. As the set of wij approaches its maximum value, all information represented in the synaptic weights is of course lost. New memories could not be stored and old ones would be obliterated.
Some of these problems can be avoided by adding a passive decay term to Eq. 4. Thus we might prefer to assume that in the absence of synaptic activity, the current Wij is not necessarily permanent. Instead wij can relax back to other states as a function ofthe immediate and long-term history of the synapse. Such a learning rule could be useful for temporary information storage, but this solution reintroduces the problem of how to achieve more persistent representations. In this context we should note the lack of experimental evidence that L TP is permanent. In fact, the best information suggests that experimentally induced LTP decays Over the course of hours, days, or weeks (Racine et al 1983 , Reymann et aI 1985 . Thus hippocampal L TP might be involved in some form of temporary information storage.
Generalized Hebbian Algorithms
In the previous section we considered some problems with simple product rules that permit only increases in wij. Stable network function may some times require modification algorithms that caUSe both increases and decreases in wij. Here we consider various extensions of Hebb algorithms that allow both to occur. We refer to these as generalized Hebbian algorithms.
RENORMALIZATION Von der Malsburg (1973) proposed that a "renor malization" process occurs each time a Wij increases. Renormalization fo rces the combined synaptic weights associated with each postsynaptic unit (1:Wij fo r each u;) to remain constant. This zero-sum constraint on AWij results in both increases and decreases in the connection strengths. At a descriptive level, one can think of renormalization in terms of presynaptic "competition"· for connection strength (see also Volper & Hampson 1987) , an idea that is sometimes invoked to explain aspects of neural development (Artola & Singer 1987 , Constantine-Paton et a1 1990 and damage-induced plasticity (Merzenich et al 1984) .
ACTIVITY PRODUCT RULE Product rules have been modifi ed from Eqs. 3 and 4 in various ways to allow for reversible modifications in synaptic strength. One approach is to substitute for the presynaptic term in Eq. 3 an expression such as (xj -Xb) , where Xb is the average background activity in the afferent input (Kohonen 1984) . Another approach (cf. Levy & Desmond 1985 , Levy & Burger 1987 , Kohonen 1988 ) is to replace the presynaptic term in Eq. 4 with an expression such as {h[aj (t)]c-wij(t)}, where C is a learning rate constant. We can write the generalized Hebb algorithm as follows:
where the postsynaptic term g[ai(t)] can represent the activity in a par ticular spine on neuron i at time t. Equation 6 implies that for afferent inputs in which h[aj (t)]c < Wij(t), the synaptic strength will decrease by an amount proportional to the postsynaptic activity g[ai(t)] (Figure 4 , right curve). The synaptic strength increases in proportion to g[ai(t)] when h[aj (t)] c > Wij(t). Thus the activity "balance point" (see Figure 3) fo r modifying Wij is a variable (wij/c) that is proportional to the value of Wij at the time of presynaptic activation. This approach eliminates the problem of runaway instability and results in a negatively accelerated synaptic modification curve.
We suggested above that the type of modification expressed by Eq. 6 could be relevant to Stent's (1973) account of the classical experiments of Wiesel & Hubel (1963 , 1965 . Other results (Reiter & Stryker 1988) , however, could not be explained by a modification rule with a presynaptic balance point. In their studies of visual cortical development, Cooper and co-workers considered an algorithm in which the balance point fo r synaptic modification was associated with the postsynaptic term (Bienenstock et al 1982 , Bear et al 1987 . Their algorithm, which is mathematically more complicated than Eq. 6, holds that the modification threshold changes nonlinearly with the time-averaged postsynaptic activity. Low activity levels cause a decrease in the threshold, effectively enabling weak inputs to increase their strength. High levels drive the threshold up. This prevents saturation and stabilizes the network in a state of maximum selectivity.
Later we consider algorithms that have both pre-and postsynaptic balance points.
ACTIVITY TRACE PRODUCT RULE
Recall that LTP can be induced even with a brief time interval between the end ofa presynaptic stimulation and the subsequent onset of a sufficiently strong postsynaptic depolarization (Levy & Burger 1987) . Similarly, in certain variations or extensions of a Hebb-like algorithm, the product of earlier presynaptic activity (at time t-T) and later postsynaptic activity (at time t) is what generates the changes (Tesauro 1986 , Klopf 1988 , Sejnowski & Tesauro 1989 . To allow fo r a "forward-pairing trace period" (cf. Levy & Burger 1987 , Brown et al 1989 , the presynaptic term in Eq. 6 can be offset by time T. The differential effects of several values of T can be included by modifying Eq. 6 as fo llows (cf. Klopf 1988 Klopf , 1989 :
where Cr is a positive coefficient that determines the contribution of each offset.
ACTIVITY COVARIANCE RULE Sejnowski (1977a,b) proposed a modification rule in which changes in synaptic strength are proportional to the covari ance between pre-and postsynaptic spiking (see Eqs. 7-1 5 of Sejnowski 1981). If we substitute activity for spiking, a discrete-time version of Sejnowski's learning algorithm can be written as fo llows: 8. where 9.
y is a proportionality constant that determines the learning rate, and iij (t) and tl;( t ) are the expected values of the activities at time t or the average values over some previous time interval. According to this scheme, Wij increases if pre-and postsynaptic activities are positively correlated and decreases if they are negatively correlated. Uncorrelated activity has no effect on wi)' Equation 8 solves the problem of automatic growth owing to spurious coincidences. Linsker (1986) has used a covariance-type rule to simulate aspects of experience-dependent self-organization of the visual system. Extending this work, Linsker (l988a, b) has proposed an organizing principle for understanding simple layered networks in terms of Shannon information theory. He has shown that Hebb rules can give rise to units with the property of maximum information preservation in which each unit max imizes the information that the output signal conveys about the input signal, subject to constraints and noise. By maximizing the Shannon infor mation rate of its output, each unit essentially extracts and summarizes the most relevant features of its input. Linsker has termed this the informax principle. What this means is that, within certain limits, simple layered networks comprised of Hebbian connections can learn in an "unsupervised" fa shion to perform a principle-components analysis on the incoming infor mation. This ability to self-organize without a teacher seems well-suited to experience-dependent or experience-expectant aspects of perceptual development.
FURTHER GENERALIZA nONS
We have mentioned three types of generalized Hebb algorithms. In Eq. 6 the direction of modification is determined by the level of presynaptic activity. The presynaptic balance point in Eq. 6 is illustrated graphically in Figure 4 (right curve). In the typc ofru1c proposed by Cooper's group (Bear et al 1987) , the direction of modifi cation is controlled by the level of postsynaptic activity. There is a postsynaptic balance point. In the type of rule that Scjnowski (1977) explored, the balance point is not localized on either side of the synapse. In Sejnowski's covariance rule, the direction of change is a joint function of both pre and postsynaptic activity (Eq. 9). This is also true of Linsker's (1986 Linsker's ( , 1988b rule, a discrete-time version of which can be written as follows:
10.
where Aj and Ai are constants. If F is a linear functional, Eq. 10 may be expanded to:
11.
This bilinear equation is identical to that discussed by Palm (1984; sec also Linsker 1988b) . It contains one interactive term with coefficient 0(, two noninteractive terms with coefficients {l and y, and a constant term D. If 0( is positive and (l and y are negative, then Eq. 11 represents a generalized Hebb rule in which (la;(t) is a noninteractive type of heterosynaptic depression and yait) is a noninteractive type of homo synaptic depression.
Equation 11 can be further generalized as fo llows:
12.
where 0(, /3, and y are no longer simple coefficients but instead functionals that depend upon pre-and/or postsynaptic activity. The idea is the same, however. There is an interactive fo rm of enhancement and two noninter active forms of depression. Equation 12 has several attractive fe atures: it appears consistent with both types of ocular dominance plasticity effects mentioned above; it avoids the problem of automatic growth due to spu rious coincidences; and it is a plausible implementation in the sense that neurobiological analogs to each of its activity terms exist (Kairiss et al 1988) . Equation 12 also raises several interesting questions. Do the required three fo rms of plasticity co-occur in the same synaptic system? How persistent are they? What is the best mathematical representation of the activity-modification relationships? Is anything gained computation ally by replacing the two noninteractive forms of depression with a single interactive fo rm of depression? Do interactive fo rms of depression exist?
Global Control of Learning
Several investigators have considered the possibility of "now print" (Livingston 1967a ,b, Anderson 1985 , von der Malsburg & Bienenstock 1986 or "global teacher" (Brown et al 1988b) signals. Levy & Burger (1987) address this possibility at the algorithmic level by introducing a multiplicative variable P, which takes on values between 0 and 1. Adding this variable to Eq. 6 yields:
13.
Equation 13 assumes that three multiplicative terms corresponding to presynaptic activity, postsynaptic activity, and overall plasticity can be isolated meaningfully. If there is a physiological correlate of the P term, it could be a neuromodulatory substance such as norepinephrine (cf. Bear & Singer 1986 , Kasamatsu 1987 or acetylcholine (cf. Williams , Metherate et al 1987 , Sillito 1987 ), as mentioned above. An alternative algorithm, suggested by Alspector et a1 (1988) , involves "excess reinforcement." The change in synaptic weight is proportional to the correlation between the activity product and a global reinforcement signal r: 14.
where < > indicates an expected value or a time-averaged quantity. The value of r is set to + 1 if the output is correct, and -1 if incorrect. The learning algorithm increases wij if R > 0, and decreases wij if R < O. An electronic implementation of a neural network using this algorithm is discussed in Alspector et al (1988) .
SUMMARY AND CONCLUSIONS
We have examined the evolution of the concept of a Hebbian synaptic modification and have suggested a contemporary definition. The biophysi-cal mechanism demonstrated in vitro to control the induction of one type of hippocampal LTP has been shown to satisfy our definition of a Hebbian synaptic modification. Whether this biophysical mechanism is involved in the organization of behavior in the manner that Hebb originally envisioned remains to be seen. We have also summarized several modifi cation algo rithms that have been explored in theoretical studies oflearning in adaptive networks. These algorithms also satisfied our defi nition of a Hebbian modifi cation, but their relationships to known neurobiology require further exploration. By reviewing the biophysical mechanisms and fo rmal algorithms together, we have exposed obvious similarities and differences. Such comparisons may help bridge the gap between computational theory and knowledge of the neurobiology of use-dependent synaptic change. Current models of L TP reveal that the activity-modification relationships are extremely sensitive to the biophysical/molecular details. The activity modifi cation relationships obviously can have a major influence on adap tive neurodynamics at the network level . As more accurate representations of the biological complexity and diversity are introduced into adaptive network simulations, we expect to gain new insights into the classes of computation that particular networks are capable of performing. Oxford. In press Bruner, J., Kennedy, D. 1970. Habituation: Occurrence at a neuromuscular junction.
