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1. Introduction {#sim6472-sec-0001}
===============

With the publication of [1](#sim6472-bib-0001){ref-type="ref"} 25 years ago, the first attempt was made to establish confirmatory adaptive methodologies allowing for flexible mid‐trial design modifications in ongoing trials using any available internal (unblinded) and external data without compromising on the type I error rate. The methodology became more widely known with the publication of [2](#sim6472-bib-0002){ref-type="ref"} 5 years later. Although the methodology was intensively discussed from early on, often also very controversially, it took a few more years until it reached broad interest across the clinical trial community [3](#sim6472-bib-0003){ref-type="ref"}. The development of adaptive design methodology can be characterized by several waves of research: In the early days, the major focus was on sample size reassessment, followed from 1999 on by treatment selection and multiple testing [4](#sim6472-bib-0004){ref-type="ref"}. An important stimulus for further methodological research and its applications [5](#sim6472-bib-0005){ref-type="ref"} was driven by the release of regulatory guidance documents in Europe [6](#sim6472-bib-0006){ref-type="ref"} and the Unites States [7](#sim6472-bib-0007){ref-type="ref"}. Since their publications there seems to be a clear tendency to focus on simpler adaptive designs with a single interim analysis because of the logistic complications of adaptive interim analyses and the intention to maintain scientific integrity and persuasiveness of a confirmatory clinical trial. Following the general trend toward personalized medicine, adaptive subgroup selection designs have attracted considerable interest more recently.

The use of methods without knowledge of the treatment assignments at the adaptive interim analysis (so‐called blinded interim analysis) has been developed in parallel as another branch of flexibility [8](#sim6472-bib-0008){ref-type="ref"}, [9](#sim6472-bib-0009){ref-type="ref"} which interestingly started more or less at the same time as unblinded methods. Such methods are attractive to many trialists as they may use conventional test statistics, decision boundaries, and confidence intervals at the final analysis [10](#sim6472-bib-0010){ref-type="ref"}. These methods still attract further methodological research, for example [11](#sim6472-bib-0011){ref-type="ref"}, [12](#sim6472-bib-0012){ref-type="ref"}, [13](#sim6472-bib-0013){ref-type="ref"}.

In the beginning, the already well‐established group sequential community was reluctant to accept connections between adaptive and group sequential designs. There was a sharp controversial discussion on the scientific value of applying adaptive designs in contrast to group sequential designs [14](#sim6472-bib-0014){ref-type="ref"}, [15](#sim6472-bib-0015){ref-type="ref"}, [16](#sim6472-bib-0016){ref-type="ref"}, [17](#sim6472-bib-0017){ref-type="ref"}, [18](#sim6472-bib-0018){ref-type="ref"} mainly because of the violation of the sufficiency principle [19](#sim6472-bib-0019){ref-type="ref"}. Moreover, this critical view stated that classical group sequential designs are flexible and adaptive enough, in the sense that the sample size is changed in a data‐driven way through the introduction of stopping rules. Interestingly, although the arguments have not changed, some of the authors having been very critical initially are nowadays accepting adaptive designs. Today, it is commonly accepted that group sequential trials can be considered as a special case of the more general adaptive designs. That is, any group sequential designs can be made more flexible by using the inverse normal combination function [20](#sim6472-bib-0020){ref-type="ref"}, [21](#sim6472-bib-0021){ref-type="ref"} or the conditional error rate principle [22](#sim6472-bib-0022){ref-type="ref"}, [23](#sim6472-bib-0023){ref-type="ref"}, [24](#sim6472-bib-0024){ref-type="ref"}.

Many other developments to enhance the flexibility and efficiency of clinical trial designs have attracted considerable attention over the last decades. In this review paper, we will focus on confirmatory adaptive designs in the sense of [1](#sim6472-bib-0001){ref-type="ref"}, [2](#sim6472-bib-0002){ref-type="ref"}. Many other important developments exist, such as blinded sample size reassessment [10](#sim6472-bib-0010){ref-type="ref"}, Bayesian adaptive designs [25](#sim6472-bib-0025){ref-type="ref"}, response‐adaptive randomization [26](#sim6472-bib-0026){ref-type="ref"}, and type I error rate control by exact calculation [27](#sim6472-bib-0027){ref-type="ref"}, [28](#sim6472-bib-0028){ref-type="ref"}, [29](#sim6472-bib-0029){ref-type="ref"}, [30](#sim6472-bib-0030){ref-type="ref"} or simulations [28](#sim6472-bib-0028){ref-type="ref"}, [31](#sim6472-bib-0031){ref-type="ref"}, [32](#sim6472-bib-0032){ref-type="ref"} of critical boundaries for pre‐specified set of adaptation rules. However, whether using simulations is sufficient 'to prove' type I error rate control without any doubts remains controversial [33](#sim6472-bib-0033){ref-type="ref"}.

In the following section, we provide an overview over the historical developments of adaptive design methodology. In Section [3](#sim6472-sec-0003){ref-type="sec"}, we sketch the underlying main statistical principles followed by recent developments in multi‐arm designs, adaptive enrichment designs, and testing multiple endpoints. Specific problems in estimation, in adaptive designs with time to event endpoints, and some other challenges are discussed as well. In Section [4](#sim6472-sec-0012){ref-type="sec"}, we discuss the perspectives from the pharmaceutical industry and regulatory agencies on confirmatory adaptive designs. In Section [5](#sim6472-sec-0013){ref-type="sec"}, we describe three selected case studies on sample size reassessment, treatment selection, and adaptations in pediatric trials, respectively. An overview of available non‐commercial and commercial software is given in Section [6](#sim6472-sec-0017){ref-type="sec"} followed by a critical summary on how expectations from the beginning were fulfilled and which of them were not.

2. A brief history of the early days {#sim6472-sec-0002}
====================================

In the 1980s, the use of post‐hoc meta‐analysis of more than one experiment attracted increasing attention in medical statistics [34](#sim6472-bib-0034){ref-type="ref"}. The obvious motivation behind it was that decisions on experimental therapies in general had been (and still are) based on series of medical experiments. Such meta‐analyses almost exclusively were based on a cumulating series of trials with an unspecified rule when to stop the series. Bauer [35](#sim6472-bib-0035){ref-type="ref"}, in contrast, proposed something like a prospective meta‐analysis in the context of sequential testing. For example, one of the pre‐assigned test strategies was to plan for a maximum of *m* trials and to stop early as soon as *k* trials have produced a positive test at an appropriately chosen level (e.g., two significant out of three planned trials). Another test proposed in this paper was a sequential version of Fisher\'s combination test of *p*‐values of the individual trials. Still the planning of the series of trials was intended to be done in a conventional prospective way. In the first paper on what is nowadays called confirmatory (frequentist) adaptive designs, Bauer [1](#sim6472-bib-0001){ref-type="ref"} wrote that 'one of the drawbacks of the formulation of the 'sequential meta‐analysis' is that the series of trials and the corresponding individual null hypothesis have to be fixed in advance\.... If learning from experience is allowed, it might not be reasonable to restrict experimentation to the estimation and test of a preassigned common parameter in all the consecutive studies\'. This first paper considered the different stages as different experiments and claimed that the combination test principle allows for a selection of the null hypothesis to be tested at the forthcoming stages from a finite number of candidates based on the information collected so far. By some simple arguments, it was shown that conditionally on any possible sequence of hypotheses (or designs) selected the distribution of the individual stagewise *p*‐values under the null hypotheses still will be uniform (or stochastically larger than the uniform distribution). Hence this will also hold true unconditionally. Already in this early attempt, there had been full awareness of the problems that could arise when being faced with the interpretation of the overall test decision in such multi‐stage experiments with varying hypotheses: 'It has to be conceded that numerous examples could be constructed, where the formulation of a global null hypothesis would not make sense, because the individual null hypotheses or designs (e.g., with completely different inclusion criteria) do not refer to the same underlying question'. This had also been the major concern of the discussants who -- completely uncommon in this journal -- had been invited by the co‐editor, Joachim Vollmar, to comment on the paper.

A further publication seemed to be necessary to reach a broader readership. Bauer and Köhne [2](#sim6472-bib-0002){ref-type="ref"} began with 'Planning an experiment (e.g., a clinical trial) relies on various information, which is generally not available with the required precision when the study protocol is written' and argued that in a planned interim analysis, 'naturally the investigator would then wish to adapt the study protocol to correct for deficiencies'. Adaptive designs now are more looked at in terms of flexible multi‐stage designs and not of meta‐analysis. Among the 'numerous strategies for testing the intersection *H* ~0~ of two (or *k*) individual null hypotheses', Fisher\'s criterion had been used as an example 'because it has good properties and is well known'. Although this is a rather poor justification, stopping boundaries for some two‐stage and three‐stage procedures had been given. More importantly, many of the problems tackled later had at least been shortly addressed in this paper: how to plan adaptive studies ('All the adaptation performed are documented in a prescheduled amendment of the study.' 'One of the drawbacks of such general methods is the lack of concrete rules for modifying the design appropriately, for example, recalculating the sample size.' 'The study protocol has to describe which types of adaptations are intended'), multiple testing of the individual stagewise null hypotheses (with a mistake later pointed out by G. Hommel and corrected in [2](#sim6472-bib-0002){ref-type="ref"}), how survival type data could be used in such adaptive studies ('The basic concept of stochastic independence between the test statistics from the different stages of a trial need further clarification.'), how to treat two‐sided testing, and the possible bias in estimation. It should be mentioned that the rising practice to cover modifications of ongoing trials by unscheduled amendments to the study protocol -- mostly without seriously considering the consequences for the validity of the statistical analysis and its interpretation -- historically has also been an important motivation to seek methods dealing with design changes in a scientifically valid way. However, considering the new type of methodology and the rather crude argumentation on its inferential basis, it is not surprising that it took a long time until the manuscript was finally accepted, although all formal issues raised had been clarified earlier. Brannath *et al.* [36](#sim6472-bib-0036){ref-type="ref"} later extended the combination test principle to the recursive setting with a flexible number of stages by relying on more stringent mathematical arguments.

Proschan and Hunsberger [22](#sim6472-bib-0022){ref-type="ref"} introduced the concept of the 'conditional error function' to adapt the sample size in an interim analysis. They succeeded in calculating the maximum type I error rate conditional on the observed data at interim that can be produced by always applying a 'worst case' (balanced) sample size reassessment rule at interim. Adjusting for that worst case, you may safely perform any type of balanced sample size reassessment without compromising the overall type I error rate.

Fisher [37](#sim6472-bib-0037){ref-type="ref"} introduced the sequential method of self‐designing trials, where prior data in a trial can be used to determine the use and weighting of subsequent observations. This can be carried out until 'all the variance of the test statistics has been used up', and early stopping otherwise is only possible for futility. Hartung [38](#sim6472-bib-0038){ref-type="ref"} later showed that Fisher\'s combination test with a maximum of *K* stages and a stopping rule based on non‐stochastic curtailment can be looked at as such a procedure. Fisher\'s combination tests with *K* \> 2 stages were also considered in Wassmer [39](#sim6472-bib-0039){ref-type="ref"}.

Cui *et al.* [21](#sim6472-bib-0021){ref-type="ref"} and Lehmacher and Wassmer [20](#sim6472-bib-0020){ref-type="ref"} by arguments differing somehow in their generality pointed at the important and most natural way of predefining a combination function: When you are dealing with i.i.d. normal outcome variable with known variance, the final test statistics is just the weighted average of the stagewise *z*‐scores weighted by the square root of the corresponding sample sizes. The 'inverse normal combination function' has the convincing property that when no adaptation has been performed, then the conventional sufficient test statistics as for non‐adaptive group sequential designs is applied in the statistical analysis. Lehmacher and Wassmer [20](#sim6472-bib-0020){ref-type="ref"} pointed out at the generality of the approach achieved by transforming stagewise *p*‐values to *z*‐scores.

A further important step forward was made by Müller and Schäfer [23](#sim6472-bib-0023){ref-type="ref"}. They adopted the concept of the conditional error probability as a function of the interim outcome within the framework of group sequential designs imposing the following constraint on possible design adaptations: In any interim analysis, the remainder of the pre‐planned group sequential test can be replaced by any other design, which for any interim outcome would later on never produce a larger conditional error rate than the original design. When the conditional error rate can be quantified in the initial design, this opens a large field of flexibility with the advantage that again the conventional test is used if no adaptations are made. Posch and Bauer [40](#sim6472-bib-0040){ref-type="ref"} and Wassmer [41](#sim6472-bib-0041){ref-type="ref"} had already shown that there is a one‐to‐one correspondence to the combination test principle when choosing the matching combination function (see also Wassmer [42](#sim6472-bib-0042){ref-type="ref"}). Optimal conditional error functions were derived in Brannath and Bauer [43](#sim6472-bib-0043){ref-type="ref"}. Müller and Schäfer [24](#sim6472-bib-0024){ref-type="ref"} made the crucial next step in using the conditional error function principle as a general statistical principle for changing a design any time during the course of a trial. This principle can also be applied in a recursive way, and the conditional error function somehow creates the natural combination function, which is defined at any time by the pre‐planned design itself.

As a further development from the early days that had a great impact on a variety of future research, for example, dealing with treatment selection and subgroup selection, is the adoption of the closure principle of multiple testing to adaptive frequentist designs by Bauer and Kieser [4](#sim6472-bib-0004){ref-type="ref"}, Kieser *et al.* [44](#sim6472-bib-0044){ref-type="ref"}, and Hommel [45](#sim6472-bib-0045){ref-type="ref"}. This allows one to claim that individual doses are better than a control in trials with many‐to‐one comparisons and treatment selection at interm.

To round up the early days, one of the fundamental questions remaining vague for a long time was the probabilistic foundation of adaptive designs (Liu *et al.* [46](#sim6472-bib-0046){ref-type="ref"} and Liu and Pledger [47](#sim6472-bib-0047){ref-type="ref"}). The crucial difficulty is that adaptations in such designs are random variables themselves. A late answer to the fundamental problems is based on the assumption of 'regression independence' (Brannath *et al.* [48](#sim6472-bib-0048){ref-type="ref"}): Summarizing the author\'s arguments for adaptive two‐stage designs, we need to have a regression model that specifies the distribution of the second stage data, given the interim data and second‐stage design. With regard to type I error rate control, this regression model under the null hypothesis must specify a valid conditional distribution for the data to be observed after the adaptive interim analysis and to be used for combined inference. This conditional distribution under the null hypothesis has to be independent from unknown features such as the investigator\'s choice for interim outcomes different from the one actually observed. The crucial point is that by pre‐specifying such a generally valid version of the required conditional probabilities, any data‐driven choice and ambiguity of versions is avoided. Consequently, 'artificial constraints that had to be imposed on the investigator only for mathematical tractability of the model are no longer necessary'.

3. Statistical methodology and new developments {#sim6472-sec-0003}
===============================================

In the following, we sketch the basic methodology to perform an adaptive interim analysis based on unblinded data. We restrict arguments to two stages, that is, with a single adaptive interim analysis. The basic principles can be generalized to more than two stages fairly easily. In general, flexibility can be introduced in confirmatory clinical trials by two related approaches: the combination test and the conditional error approach.

3.1. Adaptive designs based on combination functions {#sim6472-sec-0004}
----------------------------------------------------

Consider a null hypothesis *H*, which is tested in two stages. Let *p*,*q* denote stagewise *p*‐values for *H*, such that *p* is based only on the first stage and *q* only on the second stage data. This is the main clue of adaptive combination tests: not to pool the data over stages but to combine the information via stagewise calculated test statistics. Using appropriate invariance principles, that is, that the stagewise *p*‐values for continuous test statistics follow each a uniform distribution under the null hypothesis, the joint distribution of any pre‐defined combination function can be derived. A two‐stage combination test [1](#sim6472-bib-0001){ref-type="ref"}, [2](#sim6472-bib-0002){ref-type="ref"} is defined by a combination function *C*(*p*,*q*), which is monotonically increasing in both arguments, boundaries for early stopping *α* ~1~,*α* ~0,~ and a critical value *c* for the final analysis. The trial is stopped in the interim analysis if *p*≤*α* ~1~ (early rejection of the null hypothesis) or *p* \> *α* ~0~ (early acceptance due to futility). If the trial proceeds to the second stage, the null hypothesis is rejected if *C*(*p*,*q*)≤*c*, where *c* solves $$\alpha_{1} + \int\limits_{\alpha_{1}}^{\alpha_{0}}\int\limits_{0}^{1}\mathbf{1}_{\lbrack{C(x,y) \leq c}\rbrack}{dy}\;{dx} = \alpha$$ Here, the indicator function **1** ~\[·\]~ equals 1 if *C*(*p*,*q*)≤*c* and 0 otherwise. By the definition of *c*, the combination test is a level *α* test. This still holds if the design of the second stage (e.g., the sample size and/or test statistic) is based on the interim data. The only requirement is that under *H*, the distribution of the second stage *p*‐value *q* conditioned on *p* is larger than or equal to the uniform distribution [36](#sim6472-bib-0036){ref-type="ref"}. This is, for example, the case when new patients are recruited in the second stage and conservative tests are used at each stage. Examples of combination functions are the product of the *p*‐values *C*(*p*,*q*) = *p* *q* [1](#sim6472-bib-0001){ref-type="ref"}, [2](#sim6472-bib-0002){ref-type="ref"}, and the weighted inverse normal combination function [2](#sim6472-bib-0002){ref-type="ref"}, [20](#sim6472-bib-0020){ref-type="ref"}, [21](#sim6472-bib-0021){ref-type="ref"} defined as *C*(*p*,*q*) = 1−*Φ*\[*v* *Φ* ^−1^(1 − *p*) + *w* *Φ* ^−1^(1 − *q*)\], where *v*,*w* denote pre‐defined weights such that *v* ^2^+*w* ^2^=1, *Φ* is the cumulative distribution function of the standard normal distribution and *Φ* ^−1^ its inverse. For the one‐sided test of the mean of normally distributed observations with known variance, the inverse normal combination test with stagewise sample sizes *n* ~1~,*n* ~2~ and weights *v* ^2^=*n* ~1~/(*n* ~1~+*n* ~2~),*w* ^2^=*n* ~2~/(*n* ~1~+*n* ~2~) is equivalent to a classical two‐stage group sequential test (the term in squared brackets is simply the standardized mean *Z*). Note that this equivalence also applies for adaptive designs with more than two stages. Thus, the critical values *α* ~1~,*α* ~0~,*c* for the inverse normal method can be computed with standard software for group sequential trials (Section [6](#sim6472-sec-0017){ref-type="sec"}).

The process of adaptive designs can be summarized in three important phases: the planning phase, the interim analysis, and the final analysis. In the planning phase, the design of the first stage has to be prespecified including the null hypothesis *H*, test statistic, sample sizes, and the combination test (with all critical boundaries *α* ~1~, *α* ~0~, and *c*). In the adaptive interim analysis, it is first checked whether the trial can be terminated because of crossing an early decision boundary. Otherwise the design of the second stage can be fixed using all information gained. This includes the second stage sample sizes, the null hypothesis *H*′ to be tested at the second stage, and the corresponding test statistic.

The change of the hypothesis *H*′ might lead to a pitfall, if not considered appropriately in the analysis and interpretation. For example, one may pre‐define a non‐parametric test (e.g., a Wilcoxon test) for the first stage and naively switch to a parametric test (e.g., *t*‐test) for the second stage data, because the data of the first stage support the application of a more powerful parametric test. However, the question is how to interpret a final rejection of the combination test. Due to switching, strictly speaking, two different null hypothesis are tested at the two stages. Hence, one has to be very careful in interpreting a final rejection of the combination test: Strictly only the intersection of *H* ∩ *H*′ has been rejected. Note that no formal inference for the elementary null hypothesis *H* and *H*′ has been performed. In practice, one has to decide whether such a rejection of the combined global null hypothesis is sufficient for the interpretation of the study results. For further information on how to deal with controlled inference on multiple hypotheses in adaptive designs, we refer to Section [3.3](#sim6472-sec-0006){ref-type="sec"}.

3.2. Adaptive designs based on the conditional error function {#sim6472-sec-0005}
-------------------------------------------------------------

Another approach to introduce flexibility in design adaptations after an interim analysis is to calculate the probability to reject the null hypothesis *H* in the originally pre‐planned design at level *α* under the assumption that *H* is true given the interim data collected so far. This probability *A*(*X* ~1~) (as a function of the interim data *X* ~1~) is called the conditional error function [22](#sim6472-bib-0022){ref-type="ref"}. Now we can replace the remainder of the pre‐planned design by any new design which does not produce a conditional error rate for a final rejection of the null hypothesis given the interim data *X* ~1~ exceeding *A*(*X* ~1~). Consequently, if this holds conditionally for any *X* ~1~, it holds unconditionally.

*A*(*X* ~1~) denotes a measurable function from the first stage sample space to the unit interval \[0,1\] such that *E* ~*H*~(*A*)≤*α*. In practice, the sample size and test statistics for the second stage are planned based on interim data resulting in a second stage *p*‐value *q* (based on the data of the second stage, only). Finally, *H* is rejected if $$q \leq A\left( X_{1} \right)$$

Note that if *A* = 0 (early acceptance) or *A* = 1 (early rejection), no second stage needs to be performed for the test decision. This procedure controls the type I error rate as long as the conditional distribution of the second stage *p*‐value *q*, given the first stage data, is under *H* stochastically larger or equal to the uniform distribution. Proschan and Hunsberger [22](#sim6472-bib-0022){ref-type="ref"} were the first who introduced a conditional error function to address sample size adaptations. Müller and Schäfer [23](#sim6472-bib-0023){ref-type="ref"} showed that in principle, the conditional error function *A*(*X* ~1~) is defined for any pre‐planned design, even if no interim analysis was originally foreseen [24](#sim6472-bib-0024){ref-type="ref"}. Thus, from a pure statistical point of view, even in a fixed sample size design after each single observation, an unplanned adaptive interim analysis based on the preservation of the conditional error of the originally planned design can be performed without violating the overall type I error rate. This was an important milestone in introducing flexibility into frequentist confirmatory trials.

This feature allows to apply the originally pre‐planned test if no adaptations are performed at the adaptive interim analysis. Thus in the interim analysis, one has the option to complete the trial as initially planned or to choose any other test for *H* (with new observations) at the level of the conditional error function. If adaptations are performed, the null hypothesis *H* (or *H* ∩ *H*′ in case of a change of the hypothesis) is rejected based on the second stage *p*‐value *q* whenever [(2)](#sim6472-disp-0002){ref-type="disp-formula"} is satisfied.

Instead of describing the conditional error function approach in terms of stagewise incremental statistics, an alternative way would be in the style of group sequential designs by presenting simply the cumulative test statistics. One reviewer pointed out that this way it may be 'easier to see that the conditional error approach is a natural extension of the classical group sequential methodology and specializes to it in the absence of any design change.' However, to achieve a strict type I error rate control and to keep the presentation in terms of cumulative test statistics require an adaptation of the critical boundaries in a data dependent way, that is, part of the data observed before the adaptation are 'hidden' in the modified boundaries. This may give the misleading impression that the usual sufficient cumulative test statistics are used for the test decisions equally weighing all observations irrespective of the adaptations. Using such data‐dependent boundaries may lead to identical rejection regions as for adaptive combination tests anyway, and the presentation may be a matter of taste.

Essentially, the conditional error function defines itself a combination function so that both approaches are equivalent in principle [40](#sim6472-bib-0040){ref-type="ref"}, [41](#sim6472-bib-0041){ref-type="ref"}, [42](#sim6472-bib-0042){ref-type="ref"}. However, if nuisance parameters are involved, the calculations of the conditional error may become tedious or even impossible [49](#sim6472-bib-0049){ref-type="ref"}, [50](#sim6472-bib-0050){ref-type="ref"}, [51](#sim6472-bib-0051){ref-type="ref"}. This is one of the drawbacks of the elegant conditional error approach. The combination test approach with stagewise test statistics (and related *p*‐values) may be still applicable in a straightforward way. However, it suffers from using a type of overall (pooled) test statistic, which in general one would not use in the final analysis of a conventional design: For example, by using the inverse normal function and stagewise *t*‐tests, estimates of nuisance parameter are calculated separately within each stage for *t*‐statistics using stagewise means. Then the *p*‐values derived from the stagewise *t*‐values are combined into the combination test statistics.

In the remainder of the manuscript, we focus on adaptive combination tests (refer to them as adaptive tests), although the same flexibility can be achieved by the conditional error approach.

3.3. Sample size reassessment {#sim6472-sec-0006}
-----------------------------

The main motivation in the early days to consider confirmatory adaptive designs as an option was the opportunity of performing unblinded sample size reassessment (SSR) (for example, [20](#sim6472-bib-0020){ref-type="ref"}, [21](#sim6472-bib-0021){ref-type="ref"}, [52](#sim6472-bib-0052){ref-type="ref"}, [53](#sim6472-bib-0053){ref-type="ref"}, [54](#sim6472-bib-0054){ref-type="ref"}). The main approach of recalculating the sample size at interim is to use conditional power arguments [22](#sim6472-bib-0022){ref-type="ref"}, [55](#sim6472-bib-0055){ref-type="ref"}, [56](#sim6472-bib-0056){ref-type="ref"}. However, Bauer and König [57](#sim6472-bib-0057){ref-type="ref"} showed that if the interim analysis is performed too early, one may be misguided by the highly variable interim data, especially when the interim estimate of the effect is used twice: Additionally to conditioning on the observed interim effect, it is also used straightaway as the 'true' effect for the calculation of the conditional power. Such a strategy may lead to a highly variable distribution of the conditional power resulting in highly variable sample sizes to achieve a targeted conditional power. Hence, whether and how SSR (timing and method) should be performed has to be considered carefully in advance and latest at interim. Note that SSR is a useful tool, and the method is allowing for it but without recommending or even enforcing its use.

3.4. Adaptive designs and multiplicity adjustments {#sim6472-sec-0007}
--------------------------------------------------

Confirmatory clinical trials tend to be more complex than simple testing of a single hypothesis. Adaptive designs have been developed to tackle different study objectives at once, that is, testing multiple hypotheses. For the confirmatory clinical trials in drug development, it is required that the probability to reject at least one true hypotheses should be bounded by *α* irrespective of how many and which null hypotheses are in fact true(for example, [58](#sim6472-bib-0058){ref-type="ref"}). This is referred to as control of the multiple level of the analysis (or of the family wise error rate, FWER, in the strong sense). Such objective may refer to testing primary and secondary endpoints, multiple treatment‐control comparisons with interim treatment selection, or subgroup selection and testing. A powerful way to construct tailored multiple testing strategies in adaptive designs is the use of adaptive tests in combination with the closed testing principle [59](#sim6472-bib-0059){ref-type="ref"}.

Consider a clinical study where null hypotheses *H* ~1~,...,*H* ~*G*~ are to be tested. For example, this could denote multiple elementary null hypotheses referring to multiple treatment‐control comparisons, multiple endpoints, or multiple subgroups. The global null hypothesis $$H_{0} = \bigcap\limits_{g = 1}^{G}H_{g}$$ is the intersection of elementary null hypotheses. When performing a closed testing procedure, we first derive the corresponding closed system of hypotheses consisting of all possible intersection hypotheses $$H_{\mathcal{I}} = \bigcap\limits_{i \in \mathcal{I}}H_{i}\mspace{540mu},\quad\mathcal{I} \subseteq \left\{ 1,\ldots,G \right\}$$ including all elementary hypotheses *H* ~*g*~, *g* = 1,...,*G*. Then, for each of the hypotheses in the closed system, we determine a suitable local level‐*α* test. In the simplest case, this is the Bonferroni test, but other tests (e.g., the Simes or Dunnett test for many‐to‐one comparisons) can also be used. Having observed the data, we reject $H_{\mathcal{I}}$ at FWER *α*, if all hypotheses $H_{\mathcal{J}}$ with $H_{\mathcal{J}} \subseteq H_{\mathcal{I}}$ are rejected, each at (local) level *α*.

According to the closed testing principle, an elementary hypothesis *H* ~*g*~ can only be rejected if the elementary null hypothesis *H* ~*g*~ itself, and all intersection hypotheses containing *H* ~*g*~ are rejected, each at level *α*. This is the key to introduce flexibility. Instead of using standard tests from the non‐adaptive setting, a level‐*α* combination test is applied to each intersection hypotheses.

A general problem in applying the closure principle to adaptive design with multiple hypothesis testing is that an adaptive level‐*α* combination test has to be defined for each of the intersection hypotheses. A further problem occurs if at an adaptive interim analysis, one (or more) null hypotheses are dropped from the initial family of hypotheses to be tested. Consider, for example, a clinical trial with three treatment‐control comparisons and assume that two treatments are dropped at an interim analysis, and the second stage sample size is reassessed. Thus, only one elementary hypothesis is continued to the second stage and eventually the final analysis. In order to strongly control the FWER at level *α* according to the closed test, any intersection hypothesis contained in the continued hypothesis has to be rejected in the final analysis at level *α*. As there are no second‐stage data for the null hypotheses dropped at the interim analysis, the question is how to define a second‐stage *p*‐value to be used for the combination test of these intersection hypotheses. A valid *p*‐value is the *p*‐value of the single remaining hypothesis containing the intersection hypothesis. As a matter of fact, the second stage *p*‐values for the intersection cannot be fixed in advance but is (and has to be) fixed in the interim analysis (as part of the adaptive second stage design). As already mentioned in Section [3.1](#sim6472-sec-0004){ref-type="sec"}, the design of the first stage including the combination function has to be fixed in advance, but not the second stage design.

Such an adaptive approach has been suggested by Bauer and Kieser [4](#sim6472-bib-0004){ref-type="ref"} for testing multiple hypotheses: The multiplicity adjustment for the first stage is an important part of the first stage design and has to be fixed a priori. Because adaptations by the nature of adaptive designs are not pre‐specified, the adaptive selection of hypotheses may impact the multiplicity adjustments for the second stage. Therefore, the multiplicity adjustment for the second stage cannot be laid down a‐priori in the planning phase of the trial but has to be specified at the interim analysis as part of the second stage design. This opens a further area of flexibility (and complexity), because the first stage data can be used to tailor the multiple testing strategy for the second stage, for example, introducing an order relation for the second stage. It is even possible in an adaptive interim analysis to introduce new hypotheses [45](#sim6472-bib-0045){ref-type="ref"}. However, specifying combination functions, stopping boundaries, stagewise sample sizes, and stagewise multiplicity adjustments for the intersection hypotheses may be a challenging task. How to apply the closed testing principle within adaptive designs was proposed by several authors (for example, [4](#sim6472-bib-0004){ref-type="ref"}). We refer to the tutorial of Bretz *et al.* [60](#sim6472-bib-0060){ref-type="ref"} for an overview on adaptive closed tests and a discussion of potential multiplicity adjusted *p*‐values to be used in the combination test setting. In the following, we describe three applications of adaptive designs with multiple inference.

### 3.4.1. Many‐to‐one comparisons {#sim6472-sec-0008}

The first application of testing multiple hypotheses were developed for the many‐to‐one comparisons [4](#sim6472-bib-0004){ref-type="ref"}, [45](#sim6472-bib-0045){ref-type="ref"}, [61](#sim6472-bib-0061){ref-type="ref"}, [62](#sim6472-bib-0062){ref-type="ref"}. This principle can easily be extended to multiple stages and/or to other combination functions, for example, Fisher\'s combination test and to the conditional error approach. Such multi‐arm clinical trial designs with an adaptive interim analysis have also been referred to as adaptive seamless designs [63](#sim6472-bib-0063){ref-type="ref"}, [64](#sim6472-bib-0064){ref-type="ref"}, [65](#sim6472-bib-0065){ref-type="ref"}, [66](#sim6472-bib-0066){ref-type="ref"}, [67](#sim6472-bib-0067){ref-type="ref"}. Friede and Stallard [68](#sim6472-bib-0068){ref-type="ref"}, [69](#sim6472-bib-0069){ref-type="ref"} compared adaptive designs to group sequential designs with treatment selection, whereby just recently, the latter approach has been made flexible using the closed testing and conditional error principle [70](#sim6472-bib-0070){ref-type="ref"}, see also Gao *et al.* [71](#sim6472-bib-0071){ref-type="ref"}. Particularly, König *et al.* [72](#sim6472-bib-0072){ref-type="ref"} proposed a procedure that is based on the conditional error of the single‐stage Dunnett test. They showed that this procedure uniformly improves the Dunnett test if treatment arms were selected at an interim stage. The test coincides with the classical Dunnett test if no treatment arm selections (or other adaptations) were performed. Application within the closed testing procedure is straightforward. The procedure is different from the inverse normal method, when a Dunnett test is used for testing intersection hypotheses and in most cases more powerful.

### 3.4.2. Adaptive enrichment designs {#sim6472-sec-0009}

In recent years, a general trend toward personalized medicine has stimulated innovative clinical trial designs looking at the treatment effect in the overall study population, but also in targeted subgroups. By enriching a population and focusing on the targeted subgroup only, one runs the risk to restrict an efficacious treatment to a too narrow fraction of a potential benefiting population. However, when using a too broad study population (with an effect in a biomarker positive but no or only a modest effect in the biomarker negative patients), one might fail to prove efficacy because of a dilution of the treatment effect. Therefore, adaptive enrichment designs have been suggested. In the first stage, patients are recruited from the full population. At an adaptive interim analysis, the trial population may be adapted based on the observed treatment effects. The trial continues either in the full population or in a subpopulation only. If the full populations is selected, one may further decide to test both hypotheses (full and subgroup) or the full population only for the remainder of the trial. To control the type I error rate adjusting for the adaptive choice of populations as well as the multiplicity arising from the testing of subgroups, combination tests [73](#sim6472-bib-0073){ref-type="ref"}, [74](#sim6472-bib-0074){ref-type="ref"}, [75](#sim6472-bib-0075){ref-type="ref"}, [76](#sim6472-bib-0076){ref-type="ref"}, [77](#sim6472-bib-0077){ref-type="ref"}, [78](#sim6472-bib-0078){ref-type="ref"} and the conditional error rate principle [79](#sim6472-bib-0079){ref-type="ref"}, [80](#sim6472-bib-0080){ref-type="ref"}, [81](#sim6472-bib-0081){ref-type="ref"}, [82](#sim6472-bib-0082){ref-type="ref"} have been proposed. Different decision rules to select the population for the second stage have been considered, ranging from simple rules based on differences of *z*‐statistics [81](#sim6472-bib-0081){ref-type="ref"} to Bayesian decision tools [73](#sim6472-bib-0073){ref-type="ref"}, [77](#sim6472-bib-0077){ref-type="ref"}. Generalization to more than one subpopulation was considered in [78](#sim6472-bib-0078){ref-type="ref"}.

### 3.4.3. Multiple endpoints {#sim6472-sec-0010}

Clinical trials often address several outcome variables within a single confirmatory experiment, and multiple tests are part of the confirmatory statistical analysis. For example, one may have more than one primary endpoint (Section [5.3](#sim6472-sec-0016){ref-type="sec"}) or a mix of primary and secondary endpoints. Here, O\'Neill [83](#sim6472-bib-0083){ref-type="ref"} points out, for example, that secondary endpoints shall not be tested before efficacy in the primary endpoint has been shown [84](#sim6472-bib-0084){ref-type="ref"}, [85](#sim6472-bib-0085){ref-type="ref"}. When the number of outcome variables is limited, still it might be feasible to set up the full adaptive closed test to get strict error control even for secondary outcome variables. However, due to increase sophistication of multiple testing strategies, the communication of the related multiple testing procedures and its interpretation to clinicians and sometimes even to statistical colleagues gets complex. Hence, graphical methods to visualize the logical structure have been suggested to facilitate planning, execution, and interpretation of such complex multiple tests for conventional fixed size sample designs [86](#sim6472-bib-0086){ref-type="ref"}, [87](#sim6472-bib-0087){ref-type="ref"}, [88](#sim6472-bib-0088){ref-type="ref"}. Recently, adaptive graph‐based methods for multiple comparisons based on combination tests [89](#sim6472-bib-0089){ref-type="ref"}, [90](#sim6472-bib-0090){ref-type="ref"} or conditional error function [91](#sim6472-bib-0091){ref-type="ref"} have been proposed.

3.5. Further methodological challenges in adaptive designs {#sim6472-sec-0011}
----------------------------------------------------------

As illustrated earlier, the theory of adaptive designs is well understood for immediate responses; there are still problems arising from delayed responses, for example, in survival trials. Schäfer and Müller [92](#sim6472-bib-0092){ref-type="ref"} proposed adaptive survival tests using the independent increments property of logrank test statistics [93](#sim6472-bib-0093){ref-type="ref"}, [94](#sim6472-bib-0094){ref-type="ref"}, [95](#sim6472-bib-0095){ref-type="ref"}. However, Bauer and Posch [96](#sim6472-bib-0096){ref-type="ref"} show that these methods may fail if other data than the interim logrank test statistics are considered when redesigning the study, for example, using progression free survival to predict overall survival times for patients still being alive at interim. Strictly, investigators may not use any data allowing a prediction of survival times of patients alive at interim.

There are several suggestions how to construct valid adaptive test statistics including as much information as possible and allowing interim decision making on all collected unblinded data [74](#sim6472-bib-0074){ref-type="ref"}, [97](#sim6472-bib-0097){ref-type="ref"}, [98](#sim6472-bib-0098){ref-type="ref"}. The latter two papers elaborate also on subgroup selection. Magirr *et al.* [99](#sim6472-bib-0099){ref-type="ref"} show that these proposals have the common disadvantage that the final test statistic may ignore a substantial subset of the observed survival times. They show that if the goal is to use all the data, a worst‐case adjustment of the critical boundaries guarantees type I error rate control for the price of reduced power.

Other methods require assumptions regarding the joint distribution of survival times and short‐term secondary endpoints [81](#sim6472-bib-0081){ref-type="ref"}, [100](#sim6472-bib-0100){ref-type="ref"}, [101](#sim6472-bib-0101){ref-type="ref"}, [102](#sim6472-bib-0102){ref-type="ref"}. Note that related problems arise in overrunning, for example, patients having been recruited before or during the interim analysis such that their data could not be used for interim decision making [103](#sim6472-bib-0103){ref-type="ref"}.

Another important question in adaptive designs is how to derive adequate point estimates and confidence intervals for the treatment effect of interest. This is already challenging in the conventional group sequential setting [104](#sim6472-bib-0104){ref-type="ref"}, [105](#sim6472-bib-0105){ref-type="ref"}. The statistical properties of different point and interval estimates in adaptive two‐stage designs with sample size reassessment have been investigated [106](#sim6472-bib-0106){ref-type="ref"}, [107](#sim6472-bib-0107){ref-type="ref"}, [108](#sim6472-bib-0108){ref-type="ref"}. Conditional estimates have been suggested in setting of two‐arm [109](#sim6472-bib-0109){ref-type="ref"}, [110](#sim6472-bib-0110){ref-type="ref"}, [111](#sim6472-bib-0111){ref-type="ref"} and multi‐arm trials [112](#sim6472-bib-0112){ref-type="ref"}. Proposal on confidence intervals developed for group sequential designs have been extended to adaptive designs [113](#sim6472-bib-0113){ref-type="ref"}, [114](#sim6472-bib-0114){ref-type="ref"}, [115](#sim6472-bib-0115){ref-type="ref"}. There are also suggestions for confidence intervals in adaptive designs with treatment selection [62](#sim6472-bib-0062){ref-type="ref"}, [116](#sim6472-bib-0116){ref-type="ref"}. Interestingly, in adaptive designs, the bias in multi‐arm trials is smaller than in fixed sample designs [117](#sim6472-bib-0117){ref-type="ref"}.

Although confirmatory adaptive designs have been developed in context of clinical trial, some basic ideas have been recently applied in other fields, for example, for big‐data in the genomic area [118](#sim6472-bib-0118){ref-type="ref"}, [119](#sim6472-bib-0119){ref-type="ref"}, [120](#sim6472-bib-0120){ref-type="ref"}.

4. Regulatory and industry perspectives {#sim6472-sec-0012}
=======================================

Confirmatory adaptive designs have attracted substantial interest across industry and major regulatory agencies since the early 2000s. Already in 2006, the European Medicines Agency (EMA) released a draft Reflection Paper titled 'Methodological Issues in Confirmatory Clinical Trials Planned With an Adaptive Design' [6](#sim6472-bib-0006){ref-type="ref"}, which was finalized in 2007. According to this guidance, a study design is called adaptive 'if statistical methodology allows the modification of a design element (e.g., sample‐size, randomisation ratio, and number of treatment arms) at an interim analysis with full control of the type I error rate.' This document thus provided the first regulatory guidance on adaptive designs and essentially focused on confirmatory trials. It acknowledged potential benefits of adaptive trials, but its emphasis was on caution.

In parallel to the increasing understanding and acceptance of adaptive designs in Europe, the US Food and Drug Administration (FDA) included adaptive designs in its 2006 Critical Path Opportunities List [121](#sim6472-bib-0121){ref-type="ref"} as one potential approach to accelerating the translation of new biomedical discoveries into therapies. A few years later, FDA then released a draft guidance on 'Adaptive Clinical Trials for Drug and Biologics' [7](#sim6472-bib-0007){ref-type="ref"}. This guidance defines an adaptive study as one that 'includes a prospectively planned opportunity for modification of one or more specified aspects of the study design and hypotheses based on analysis of data (usually interim data) from subjects in the study'. Analyses of accumulating trial data are conducted at planned timepoints and can be performed in a fully blinded manner or in an unblinded manner. Acknowledging that many design modifications are possible, the FDA guidance specifically mentions nine examples of possible adaptations: eligibility criteria, randomization procedure, treatment regimens, sample size (including early termination), concomitant medication, schedule of patient evaluations, and the choice of primary and secondary endpoints, including analytic methods for their evaluation. The draft guidance then recognizes two categories of adaptive designs: those which are generally well‐understood and for which established approaches to implementation are available, and others whose properties are less well‐understood and for which the community needs to collect more experience, although this distinction seems arbitrary to some extent because there are open questions in both categories. Regulatory statisticians specifically from the FDA continuously contribute to methodological research, for some recent contributions see [122](#sim6472-bib-0122){ref-type="ref"}, [123](#sim6472-bib-0123){ref-type="ref"}, [124](#sim6472-bib-0124){ref-type="ref"}, [125](#sim6472-bib-0125){ref-type="ref"}, [126](#sim6472-bib-0126){ref-type="ref"}, see also [127](#sim6472-bib-0127){ref-type="ref"}.

Both the EMA and the FDA guidance documents include helpful definitions for adaptive trials as well as important points to consider before embarking on the design and implementation of an adaptive trial. This includes an absolute requirement for prospectively written standard operating procedures and working processes for implementing adaptive trials as well as the acknowledgment that pharmaceutical companies increasingly more often engage with contract research organizations that have the necessary experience in running such trials. Both the EMA and the FDA guidance documents go far in the endorsement of design modifications based on blinded data review. Although many methods are well established and have been in use for some time, research is still needed to investigate open questions, such as estimation and confidence intervals, type I error rate control of blinded sample size re‐assessment in non‐inferiority trials, and inefficiently large trials in case of a strong treatment effect

At the same time, industry associations like the Pharmaceutical Research and Manufacturers of America (PhRMA), the European Federation of Pharmaceutical Industries and Associations (EFPIA), and the Japan Pharmaceutical Manufacturers Association (JPMA) have maintained an ongoing dialogue with major regulatory agencies. The ongoing dialogue is specifically referring to adaptive designs. For example, in preparation for the release of the EMA draft guideline, an expert group of pharmaceutical statisticians with an interest in adaptive designs and who were willing to share experiences met in September 2005 to identify potential opportunities for adaptive designs in late‐phase clinical drug development. The meeting was sponsored by PSI (Statisticians in the Pharmaceutical Industry), a professional association of statisticians interested in the application of statistics in the pharmaceutical industry. The article by Phillips and Keene [128](#sim6472-bib-0128){ref-type="ref"} outlines the issues raised, resulting discussions and consensus views reached.

Similarly, in 2004, PhRMA had constituted a working group on adaptive clinical trial designs with the main objective to foster and facilitate wider consideration and understanding of adaptive designs and their potential for enhancing clinical development through fact‐based evaluation of the benefits and challenges associated with these designs. Dragalin [129](#sim6472-bib-0129){ref-type="ref"} provided an overview on terminology and classification in this area. In their 'Executive Summary' [3](#sim6472-bib-0003){ref-type="ref"}, the working group addressed the logistic, operational, procedural, and statistical challenges associated with adaptive designs. Three particular areas of adaptive design advantage have been emphasized: sample size re‐estimation, dose finding, and seamless Phase II/III trials designs. A more extensive series of articles on these topics have been later published in the group\'s 'White Papers' [130](#sim6472-bib-0130){ref-type="ref"}. A general definition of adaptive design is proposed as a multi‐stage study design that uses accumulating data to decide on how to modify aspects of the study without undermining the validity and integrity of the trial. To maintain study validity means providing correct statistical inference, such as adjusted *p*‐values, adjusted estimates, and adjusted confidence intervals. Trial validity is about credibility, interpretability, and persuasiveness of the study results. To maintain the study integrity means preplanning, as much as possible, based on intended adaptations, minimizing operational bias, maintaining the blind of interim analysis results, and assuring consistency between different stages of the study as a prerequisite for combining information from different trial stages. In short, the validity is about statistical bias, whereas integrity is about operational bias.

The ultimate objective of these industry‐sponsored activities is to promote the acceptance of adaptive designs that are scientifically sound and defensible by all involved in the development and assessment of pharmaceutical products. This is particularly important considering the trend toward global trials to support simultaneous regulatory filings in all major geographic regions. Chuang‐Stein *et al.* [131](#sim6472-bib-0131){ref-type="ref"} summarized several occasions when members of these industry associations engaged with regulators from EMA, FDA, Health Canada, and the Pharmaceuticals and Medical Devices Agency in Japan (PMDA). These events drew support and expertise from many individuals involved in these discussions and reflect our common belief in the role adaptive designs could play in the pursuit of safe and efficacious medicines for human beings.

5. Applications {#sim6472-sec-0013}
===============

Adaptivity is a fundamentally important concept, which can be applied to all stages of drug discovery and development. To reap the most beneficial from adaptivity, an experimenter needs to carefully consider the reason for adaptation and possible adaptive choices. All adaptations have consequences, and it is important to articulate them when planning the experiment. Some adaptations may have broad applicability, others may only be occasionally useful, and some should probably be avoided altogether. Researchers should understand the distinctions among the various proposed adaptations and routinely consider the approaches that have shown promise in product research and development. In 2005, a literature search was performed to summarize the studies that were designed with the use of the combination testing principle or the conditional type I error rate approach [132](#sim6472-bib-0132){ref-type="ref"}. The authors found about 60 papers and described basic element of the trial designs, which in general have been poorly described in methodological detail. Bretz *et al.* [133](#sim6472-bib-0133){ref-type="ref"} moved through the drug discovery and development process and identified possible opportunities for adaptivity. Schmidli *et al.* [134](#sim6472-bib-0134){ref-type="ref"} provided several examples of adaptive trial designs considered as feasible for confirmatory studies. In this section, we discuss three applications in more detail. The description is partially simplified but contains all essential features. We start with presenting a study with a sample size reassessment at an interim stage. In Section [5.2](#sim6472-sec-0015){ref-type="sec"}, we present a case study with an adaptive treatment selection in a two‐stage design. Finally, in Section [5.3](#sim6472-sec-0016){ref-type="sec"}, we discuss adaptive endpoint selection.

5.1. Sample size reassessment {#sim6472-sec-0014}
-----------------------------

The following example illustrates the implementation of an adaptive group sequential design with sample size re‐estimation in the Phase III clinical trial MUSEC (MUltiple Sclerosis and Extract of Cannabis, Trial Registration Number NCT00552604; for details see [135](#sim6472-bib-0135){ref-type="ref"}), that investigated a standardized oral cannabis extract (CE) for the symptomatic relief of muscle stiffness and pain in adult patients with stable multiple sclerosis and ongoing troublesome muscle stiffness. The primary outcome measure was an 11‐point category rating scale measuring patient reported change in muscle stiffness from baseline to 12 weeks of treatment.

The pre‐planned sample size calculations were based on the observed proportion of subjects with relief from muscle stiffness (0--3 categories on the category rating scale) in the CE and placebo arms in a previously conducted study on cannabinoids in multiple sclerosis: 0.42 and 0.27, respectively. A Fisher exact test for comparing such two proportions with 5% significance level and power 80% requires 170 evaluable subjects per arm. Adjusting for a dropout rate of 15%, the pre‐planned total sample size was 400 subjects.

An unblinded interim analysis was planned after the first 200 subjects had completed the 12‐week treatment. An early stopping for superiority using the O\'Brien and Fleming boundary was considered as well as an unblinded sample size re‐estimation procedure based on conditional power considerations for the second stage. The adjustment for these adaptations was implemented using the inverse normal *p*‐value combination method with equal weights. At the time of the interim analysis, 101 subjects randomized to CE arm and 97 subjects to placebo had finished their 12‐week treatment. The numbers of subjects with a relief from muscle stiffness in the CE and placebo arms were 27 and 12, respectively. The first stage one‐sided *p*‐value was 0.0055. Early rejection was almost reached considering the first stage adjusted significance level of the O\'Brien‐Fleming design being 0.0026. At the time of the interim analysis, 250 subjects had already been randomized, and the conditional power calculations (using the pre‐planned or the observed effect as true effect) for a reduced total of 300 subjects still achieved values above 90%. Therefore, the Independent Data Monitoring Committee (IDMC) made the recommendation to reduce the patient number from 400 to 300. Note that by sticking to the original plan, the analogous conditional power calculations revealed values above 97%; hence, irrelevant effect differences in a large second stage would have caused a rejection at the final statistical analysis.

The study continued enrolling new subjects, and the final analysis was conducted when 143 subjects in the CE and 134 in the placebo arm completed their treatment. This was slightly below the planned target number. Overall, the rate of relief from muscle stiffness after 12 weeks was almost twice as high with CE than with placebo, 0.294 versus 0.157, the second stage rates were 0.357 versus 0.243. This yielded an inverse normal test statistic of 2.573 exceeding the critical boundary 1.977 of the final analysis. Hence, the difference was statistically significant.

An issue arises from decreasing rather than increasing the sample size. From the guidelines and current practice, a sample size increase seems to be appropriate, and a decrease is usually discouraged. However, if early rejection was considered a valid option in the first place, adding additional data in a second stage should allow both options -- an increase but also a decrease of the planned total sample size. But we understand that statisticians must be rather brave to reduce the sample size because in case that a rejection cannot be reached in the final analysis, she or he could be blamed for having reduced the sample size.

The study shows that a decrease in sample size might be a reasonable option. The decrease was additionally justified by the fact that safety was not of a major concern so that there was no demand for a larger safety sample. From a company\'s perspective, the smaller necessary patient cohort seems to be attractive mainly because of the reduction in costs and time. Note also that this might be regarded as an alternative to adaptively adding interim analyses or preplanning group sequential trials with more stages from the beginning. In these cases, a similar reduction in patients might have been achieved, however, with the cost of doing more interim stages. We also note that the conditional error approach allows one to add an additional interim look, and so it would have been possible to stick to the original sample size 400 but to add an additional look at 300 patients. However, this was not foreseen in the study protocol and regulators required to prespecify the types of adaptation to be performed.

5.2. Treatment selection {#sim6472-sec-0015}
------------------------

The following example was the first major clinical trial using adaptive design methodology for many‐to‐one comparisons with dose‐selection at an adaptive interim analysis. Zeymer *et al.* [136](#sim6472-bib-0136){ref-type="ref"} conducted an international, prospective, randomized, double‐blind, placebo‐controlled Phase II trial in patients undergoing thrombolytic therapy or primary angioplasty for acute ST‐elevation myocardial infarction applying a two‐stage adaptive design. Fisher\'s combination function was pre‐fixed to combine the adjusted *p*‐values for all intersection hypotheses of a first stage trend test and individual dose control comparisons at the second stage (*α* = 0.025,*α* ~0~=0.5, *c* = 0.0038, and *α* ~1~=0.0101). A binding futility boundary of *α* ~0~=0.5 was proposed in the study protocol, meaning the trial would have to be stopped if the dose response trend showed in the wrong direction. The primary efficacy end point was the immediate response variable infarct size measured by the cumulative release of *α*‐HDBH within 72 h after administration of the drug (area under the curve, *α*‐HDBH AUC). The objective of the adaptive interim analysis of the first stage was threefold: 'to obtain some initial evidence of the primary efficacy endpoint, to select a subset of doses to be carried forward into stage 2, and to determine the number of patient to be recruited for stage 2' [136](#sim6472-bib-0136){ref-type="ref"}.

The trial started with comparing four dose levels (50, 100, 150, and 200 mg eniporide) with placebo in 430 patients. In the first stage, the means ± SD (45.3 ± 31.8, 40.2 ± 22.5, 33.9 ± 20.5, 43.9 ± 27.0) were observed for the treatments groups (50, 100, 150, and 200 mg eniporide). In the placebo group, the first stage mean was 44.2 ± 26.0 resulting in *p*‐value of *p* = 0.12 for the pre‐specified one‐sided linear trend test for the primary endpoint. As the largest effect (i.e., decrease of *α*‐HDBH) was observed for the 150‐mg dose, the interim look led to dropping the highest and the lowest dose group based on efficacy and safety arguments. Instead of using a trend test, a hierarchical test (starting with the highest selected dose versus placebo) was selected as multiplicity adjustment for the second stage. For the selected dose groups, a sample size recalculation yielded a sample size of 316 patients per group for the second stage. The authors used the conditional error of the trend test as local significance level for the sample size calculation of the second stage test. With 316 patients per group in the second stage conditionally on the already observed data, at the final analysis a power of 90*%* was targeted assuming a true difference between two groups of a quarter of the standard deviation and a local significance level of 0.032(=*c*/*p*). In the second stage, 100 and 150 mg eniporide were compared with placebo in 959 patients. The positive findings of the first stage were not confirmed by the second stage data with observed means of (43.0 ± 26.1, 41.5 ± 25.9) for the two selected dose levels and 41.2 ± 28.5 for placebo. Combining first and second stage *p*‐values by Fisher\'s combination function did not yield any statistically significant results for the global null hypothesis of interest. Therefore, no multiple testing of individual null hypotheses was performed. Although the planned multiple testing procedure described in the paper aims at keeping things simple (not addressing all aspects of the closed testing procedure), it can be seen as a first cautious attempt of a later called adaptive seamless design trying to combine the objectives of Phase II (Proof of Concept) and Phase III (testing of individual doses) into one trial. To summarize, the trial did not succeed in showing that the drug was superior to placebo at any of the investigated dose levels.

Other examples of adaptive treatment selection designs have been implemented since then [137](#sim6472-bib-0137){ref-type="ref"}. INHANCE [138](#sim6472-bib-0138){ref-type="ref"} was a multinational, multicenter, double blind, double dummy, two‐stage adaptive, parallel group study design with blinded formoterol and open label tiotropium as active controls in patients with chronic obstructive pulmonary disease (COPD). This trial was planned as one of two pivotal trials to support registration and label claims of indacaterol as novel therapy for the treatment of COPD. The aim of the trial was to provide pivotal confirmation of efficacy, safety, and tolerability of the selected doses of indacaterol, where the dose selection is performed at a pre‐specified interim analysis. In this case study, a two‐stage Phase III adaptive design was an appropriate option, because 'dose' was the only major remaining question, and a large body of evidence was available at the end of Phase II. Overall, this design led to a reduction of approximately 15% in terms of development program length, number of patients, and costs as compared with a more traditional design of two sequential trials. INHANCE was included as a pivotal study in submissions to regulatory agencies globally, and indacaterol is now approved in all major markets globally for once‐daily maintenance bronchodilator treatment of airflow obstruction in adult patients with COPD. The results of the interim analysis of INHANCE have been published in full [139](#sim6472-bib-0139){ref-type="ref"}, as have those of the final analysis [138](#sim6472-bib-0138){ref-type="ref"}.

This INHANCE study is particularly instructive to illustrate how operational biases can be minimized by using an IDMC to perform mid‐trial adaptations based on predefined decision rules and review of unblinded results from an interim analysis. The IDMC was an autonomous group of recognized experts in the respiratory and statistical field. It was appointed by the study sponsor but functioned independently of all other persons involved with the study. The responsibilities of the IDMC in the INHANCE study included the following: revision and approval of the IDMC charter, which set out responsibilities, functions, rules of conduct, and the basis for evaluating the interim analysis results;review of the efficacy, safety, and tolerability results at the interim analysis; andselection of two indacaterol doses to be evaluated in the second stage of the trial, based on predefined criteria comparing indacaterol with placebo and the active controls.

An independent statistician (external to the sponsor) was appointed to produce the interim analysis report and interact with the IDMC. The independent statistician had access to the clinical data and the treatment codes (labeled from 'A' to 'G') but not the actual treatment descriptions. In addition, a communication plan between the IDMC and the sponsor was included in the IDMC charter. According to this plan, if there were no complexities in the data and the IDMC did not see any reason to deviate from the predefined dose selection guidelines, the IDMC chair was to inform the sponsor of the recommended doses only. That is, no quantitative results were released to minimize the possibility for adaptations to convey information to observers about the interim results and mid‐trial changes [140](#sim6472-bib-0140){ref-type="ref"}. In the INHANCE study, the IDMC did not have any safety concerns and selected two doses to continue into the second stage of the study, based on the guidelines specified in the IDMC charter and without any discussion with the sponsor. Therefore, no one from the sponsor was aware of the interim results before final database lock. More details on the methodology and the logistics implemented in the INHANCE study can be found in [141](#sim6472-bib-0141){ref-type="ref"}, [142](#sim6472-bib-0142){ref-type="ref"}.

Hemangeol was developed as the treatment for proliferating infantile hemangioma requiring systemic therapy. It was developed for the use in pediatric population following the guidelines of health regulatory agencies. The Phase III development of Hemangeol was based on a two‐stage adaptive confirmatory trial with regimen selection at the end of the first stage, in order to identify the appropriate dose and duration for further study in the second stage. Early stopping for futility and sample size re‐estimation were also considered at the interim analysis. The aim of this trial was to demonstrate the superiority of the selected dose(s) over placebo and to establish its safety profile. Marketing authorization of Hemangeol was granted by both FDA and EMA in 2014. This case study highlights operational challenges of adaptive designs as by the time of the pre‐planned interim analysis recruitment targets, and thus the necessary sample size had been reached. It was decided before unblinding, however, to perform the interim analysis as planned so that recruitment could continue without any pauses, should sample size reassessment be necessary. Leaute‐Labrze *et al.* [143](#sim6472-bib-0143){ref-type="ref"} published full details about the trial design and analysis, together with all related documents, including the clinical study protocol. Heritier *et al.* [144](#sim6472-bib-0144){ref-type="ref"}, [145](#sim6472-bib-0145){ref-type="ref"} summarized their practical experiences when conducting this two‐stage adaptive confirmatory trial, focusing on statistical aspects, logistical challenges and regulatory interactions.

Secretory diarrhea in HIV positive patients remains a serious unmet clinical need, even and especially in the age of highly active anti‐retroviral therapy. In late 2012, crofelemer was approved by the FDA as a first‐in‐class anti‐diarrheal agent indicated for the symptomatic relief of non‐infectious diarrhea in adult HIV patients on anti‐retroviral therapy. The safety and efficacy of crofelemer were established through ADVENT, a two‐stage adaptive clinical trial with dose selection at the end of the first stage [146](#sim6472-bib-0146){ref-type="ref"}.

5.3. Endpoint selection {#sim6472-sec-0016}
-----------------------

A placebo‐controlled two‐arm multicenter trial was performed to test three co‐primary endpoints -- two superiority and one non‐inferiority hypotheses have been involved. It was investigated whether clonidine as a co‐medication with fentanyl and midazolam is superior to fentanyl and midazolam alone in ventilated newborns, and infants up to 2 years of age, as measured by the endpoints: total consumption of fentanyl (superiority hypothesis 1) and midazolam (superiority hypothesis 2). Additionally, non‐inferiority to placebo with respect to the need for the rescue thiopentone use has to be shown (hypothesis 3). It was a study of the PAED‐Net, which is a corporation of pediatric modules in six German university locations in a small and vulnerable population. For details of the study, conduct see [147](#sim6472-bib-0147){ref-type="ref"} (Trial Registration Number ISRCTN77772144).

Regulatory authorities usually expect statistical significance in all three co‐primary endpoints simultaneously, which would mean that no further multiple testing correction is needed. But in the setting of pediatric populations the investigators were convinced that under double blind conditions it would be worth to achieve significance in at least one of the two superiority hypotheses. The noninferiority margin for thiopentone use was set to 20%. The corresponding global null hypothesis was tested using the OLS test, and a closed testing was planned in order to show significant differences in specific endpoints [148](#sim6472-bib-0148){ref-type="ref"}, [149](#sim6472-bib-0149){ref-type="ref"}, [150](#sim6472-bib-0150){ref-type="ref"}. The study was planned in three stages with critical values according to O\'Brien and Fleming adjusted significance levels 0.0003, 0.0071, and 0.0225, respectively. The results of the three stages were combined using the inverse normal method together with the closed testing principle as described in Section [3.4](#sim6472-sec-0007){ref-type="sec"}. Under reasonable assumption of the effect sizes and taking into account the correlation of the endpoints, a sample size of 210 patients was estimated to achieve 80% overall power at one‐sided significance level *α* = 0.025. Overall power was defined for detecting at least one significant difference. Considering the power to reject all hypotheses required a lot more patients and was considered inappropriate.

Three types of adaptations were pre‐specified in the study protocol: a sample size reassessment based on the results observed at interim stages,the possibility to redefine the test statistic if it turned out that the OLS test statistic was clearly inferior to a better overall test,dropping a superiority endpoint if the effect size in this endpoint was too low.

The last option seemed to be useful because it was not clear at the beginning if both fentanyl and midazolam consumption could be reduced with clonidine.

The first interim analysis yielded very promising results: The overall *p*‐value for the OLS test was 0.0009, thus already near showing significance. The midazolam result, however, was already weak (*p* = 0.0472) as compared with the others (*p* = 0.0051 for fentanyl and *p* = 0.0012 for thiopentone). This trend was dramatically confirmed at the second interim analysis: A negative effect in midazolam was observed for the second stage data, yielding a *p*‐value of 0.678. Nevertheless, the OLS test for the global multivariate hypothesis yielded a *p*‐value of 0.0017. This was statistically significant, although a study continuation was recommended because superiority with regard to fentanyl was not very clear anymore. Particularly, it was not significant within the closed test procedure, only noninferiority with regard to thiopentone was significant within the closed test procedure. The study recommendation was also to drop midazolam consumption as a primary endpoint from the further analysis because it might jeopardize an overall positive result of the study.

Although a positive result was likely for the reduced clinical question, at the final analysis, even fentanyl could not be shown to be significant. The main study results were published in [147](#sim6472-bib-0147){ref-type="ref"}.

The example shows the importance of keeping adaptive interim decisions secretly. If the doctors had been aware of the fact that midazolam was dropped from further confirmatory analyses, this might have clearly influenced treatment and medication of the patients. In order to exclude this possibility, only the Independent Statistical Center and the IDMC who gave the recommendation were aware of the study results. The head of the study was informed that there was a recommendation, the decision on it was left to one representative of the sponsor (Boehringer Ingelheim, Germany) that needed to be involved. This again illustrates that trial logistics is an important issue in adaptive designs. It needs to be extensively discussed how operational biases can occur and how they can be avoided.

Although the study did not show the desired effect, especially the second interim analysis illustrates the potential advantage of an adaptive way of analyzing data. There were no strict stopping criteria, and the continuation of the trial produced a disappointing result but obviously reflects reality. The study was planned in 2002 and finalized in 2008. Publication of the non‐convincing study results was a problematic issue. Another issue with publishing complicated adaptive designs in medical journals is to have space to communicate the statistical methodology [132](#sim6472-bib-0132){ref-type="ref"}. Several details of the statistical study design were not provided in [147](#sim6472-bib-0147){ref-type="ref"}. We nevertheless think that this study serves as an interesting example for an early attempt for an adaptation, which goes beyond sample size reassessment and treatment arm selection in a vulnerable, small population [151](#sim6472-bib-0151){ref-type="ref"}.

6. Software {#sim6472-sec-0017}
===========

Nowadays, the availability of software is a necessary condition for the applicability and acceptance of a statistical methodology. Many of the procedures proposed for adaptive designs additionally require high‐computational effort such that software should be able to perform time consuming computations in a relatively short time. Up to now, the reviews of software packages on clinical trials with interim analysis concentrated on packages specifically designed for group sequential methods [152](#sim6472-bib-0152){ref-type="ref"}, [153](#sim6472-bib-0153){ref-type="ref"}, [154](#sim6472-bib-0154){ref-type="ref"}, the reason simply being that software for adaptive designs was not available at that time. One review of software for adaptive designs [155](#sim6472-bib-0155){ref-type="ref"} appeared recently.

There is wide field of available commercial software for group sequential designs (e.g., ADDPLAN, East, SEQTEST SEQDESIGN from SAS, nQuery\'s nTerim, PASS from NCSS) and R‐packages [156](#sim6472-bib-0156){ref-type="ref"}, [157](#sim6472-bib-0157){ref-type="ref"}, [158](#sim6472-bib-0158){ref-type="ref"}, [159](#sim6472-bib-0159){ref-type="ref"}, [160](#sim6472-bib-0160){ref-type="ref"}, which can be used to determine critical boundaries for confirmatory adaptive designs that are based on the inverse normal combination test. Christopher Jennison provides Fortran programs for group sequential designs freely available on his homepage: [www.bath.ac.uk\\∼mascj](http://www.bath.ac.uk\~mascj). Further, Fortran programs for the computation of the use function approach are available from the University of Wisconsin School of Medicine and Public Health site [www.medsch.wisc.edu\\Software\\landemets\\](http://www.medsch.wisc.edu\Software\landemets\): Programs for Computing Group Sequential Boundaries Using the Lan‐DeMets Method, Version 2.1.

Specifically for confirmatory adaptive designs, there is still only a limited number of available software, both commercially and non‐commercially. Since the very beginning of adaptive designs, the software ADDPLAN was created for adaptive confirmatory designs ([www.addplan.com](http://www.addplan.com)). It is commercially available since 2002 as a stand alone tool for designing, simulating and performing analysis with an emphasis on the adaptive confirmatory technique. The MC module provides additional multiple comparison features for more than two treatment arms in simulation and analysis, and the PE module additional features for patient enrichment designs in simulation and analysis. There is also the new DF module with capabilities for adaptive dose‐finding designs.

East from Cytel ([www.cytel.com](http://www.cytel.com)) is a comprehensive tool for design, simulation and analysis of trials with interim analyses. Since 2006, adaptive extensions are provided with the East ADAPT and the East SURVADAPT module. Recently, the modules East MULTIARM and East ENDPOINT provide extensions to multi‐arm designs and designs with multiple endpoints. An extension to dose finding trials comes with East ESCALATE and Cytel\'s COMPASS.

We checked CRAN (Comprehensive R Archive Network) [cran.rstudio.com](http://cran.rstudio.com) on Jan 20, 2015, for R‐packages available for confirmatory adaptive designs. We list the packages with a short description. It is emphasized that this is a dynamic development, and we expect many more packages in the near future. adaptTest: Adaptive two‐stage tests [161](#sim6472-bib-0161){ref-type="ref"}. The functions defined in this program serve for implementing adaptive two‐stage adaptive tests that are based on the combination testing principle.AGSDest: Estimation in adaptive group sequential trials [162](#sim6472-bib-0162){ref-type="ref"}. This module enables the calculation of confidence intervals in adaptive group sequential trials.asd: Simulations for adaptive seamless designs [163](#sim6472-bib-0163){ref-type="ref"}. This package runs simulations for adaptive seamless designs with and without early outcomes for treatment selection and population enrichment type designs.gMCP [164](#sim6472-bib-0164){ref-type="ref"}: This program provides functions and a GUI for adaptive [91](#sim6472-bib-0091){ref-type="ref"} and non‐adaptive [86](#sim6472-bib-0086){ref-type="ref"} graph‐based multiple comparison procedures.interAdapt [165](#sim6472-bib-0165){ref-type="ref"}. This is an interactive tool for designing and evaluating certain types of adaptive enrichment designs.

There is also an R‐package called RCTDesign: Methods and Software for Clinical Trials, which is freely available at [www.rctdesign.org](http://www.rctdesign.org). This package builds on the formerly available S‐Plus module S+SeqTrial and has already an add‐on for adaptive methods. Furthermore, the book [166](#sim6472-bib-0166){ref-type="ref"} contains some R‐programs for adaptive designs. It also includes programs for performing sample size reassessment procedures and some basic adaptive randomization designs. The book also comes with SAS macros, the most of them performing simulations for the adaptive designs described in the book. Further, SAS macros based on SAS IML have been developed for many‐to‐one comparisons with adaptive treatment selection [60](#sim6472-bib-0060){ref-type="ref"}.

To summarize, some software is free and hence attractive for statistical research. This is particularly true for the increasing number of available R‐packages. Simulation‐based evaluation of operating characteristics of adaptive designs is becoming increasingly important, some of the available adaptive R‐packages already include such functionality. Within commercially available packages, only ADDPLAN, East ADAPT and East SURVADAPT address the specific requirements for confirmatory adaptive designs.

7. Summary and discussion {#sim6472-sec-0018}
=========================

Adaptive confirmatory designs have shaken the classical design paradigm that the details of the design and statistical analysis all have to be all laid down in advance. There are two ways on how to achieve the flexibility of mid‐trial design modifications, which in principle need not to pre‐specified. In the first approach, separate test statistics (such as *p*‐values or *z*‐values) are calculated from the disjoint samples at the different stages and combined into an overall test statistics in a fixed pre‐defined way. This approach relies on invariance properties of the stagewise test statistics, for example, that the *p*‐values under the null hypothesis are uniformly distributed. In the second approach, the probability of an erroneous rejection of the null hypothesis by the pre‐planned design given the data at interim (conditional error rate) is calculated at the interim analysis. The remainder of the pre‐planned design then can be replaced by any other design, which never would raise a larger conditional error rate. Both methods allow a frightening multitude of flexibility, some of it having been sketched in this review. However, in case adaptations are made by leaving the setting of group sequential designs, both approaches use test statistics that are different from the minimal sufficient test statistics of conventional tests. Curious examples can be constructed that extremely different weighting of sample units from the different stages can produce absurd results. One way to avoid such scenarios is to plan for some reasonable constraints on flexibility or to allow a rejection of the null hypothesis only if also the conventional test statistics would reject, for example, at full level *α*. Clearly, this latter 'dual test' comes at the cost of a slight decrease in power but avoids borrowing strength from a curious weighting of the stagewise test statistics [55](#sim6472-bib-0055){ref-type="ref"}, [56](#sim6472-bib-0056){ref-type="ref"}, [167](#sim6472-bib-0167){ref-type="ref"}, [168](#sim6472-bib-0168){ref-type="ref"}. Whenever the conditional error of the adapted design (using the conventional analysis) is lower than the one of the originally planned design, the dual test is implicitly applied. This property is used, for example, by Mehta *et al.* [169](#sim6472-bib-0169){ref-type="ref"} when increasing the sample size for 'promising' interim effects [54](#sim6472-bib-0054){ref-type="ref"} still using a conventional analysis; see also a comment by Glimm [170](#sim6472-bib-0170){ref-type="ref"}.

Note that the well‐founded sufficiency principle might obviously be considered as inappropriate or at least too strongly formulated in the context of providing a statistical methodology for clinical research. The choice of a methodology is not only guided by mathematical optimality but also by practical demands, and the price for adaptivity is the concession to use a suboptimal test statistic in case an adaptation was performed. Interestingly, the Bayesian principle of combining prior beliefs with new evidence from data and thereby allowing adaptivity *by definition* might be better suited for the practical demands but lacks type I error rate control, at least in general. Nevertheless, Bayesian methods [73](#sim6472-bib-0073){ref-type="ref"} can be used for assessing interim results (e.g., predictive power), and thus the methods can be used within the available methodology for adaptive designs for confirmatory trials with frequentist analysis.

If hypotheses are adaptively changed during an ongoing trial, multiple testing adjustments will be needed in order to get valid inference on the hypotheses under investigation, allowing conclusive interpretation of the study results. This is a basic requirement of scientific rigor not to bypass statistical principles by abusing flexibility in a wrong direction. It is not surprising that multiple testing in connection with adaptive choice of hypotheses introduce a further level of methodological complexity. Also, estimation is not a simple problem in adaptive design. A lot of research over the last years have tackled these issues and has given us a better understanding of inference in flexible designs. But obviously, there is another challenge that arises from how to apply adaptive designs in the environment of clinical trials. It took quite a time till (group) sequential designs have found their way into clinical trial routine. Nowadays, interim analyses, at least to decide whether to stop for futility, have become an important feature of (large) clinical trials to account for ethics and costs. Clearly, the logistics and workload for unblinded adaptive interim analyses (who is doing it, what information is passed on, who is getting informed and who is deciding on adaptations?) are more demanding than for interim analyses in conventional group sequential designs. Hence, the required input may be prohibitive to consider adaptive designs as an option in several standard clinical trial scenarios.

The adaptive approach was essentially laid down by the seminal papers in the 90\'s of the last century. It was accomplished by some kind of natural skepticism from the methodological and the regulatory perspective. In the meantime, there is some clarification of how and when to use adaptive designs. Some concern is still being caused by the unblinding of study results at interim stages. This is an essential feature of classical group sequential designs, and hence part of criticism on adaptive designs is inherited from the latter approach. However, adaptation must not necessarily be based on breaking the blind. One of the simplest adaptive designs is the blinded SSR design that usually consists of two stages in which the sample size for the second stage is determined based on the first‐stage data. This was introduced as the 'internal pilot design' at more or less the same time [8](#sim6472-bib-0008){ref-type="ref"}, [9](#sim6472-bib-0009){ref-type="ref"}. The blinded SSR design determines the sample size of the second stage using only the estimate of nuisance parameters such as variance or overall standard deviation, overall response rate, or overall survival pattern (see, e.g., [171](#sim6472-bib-0171){ref-type="ref"}, [172](#sim6472-bib-0172){ref-type="ref"}, [173](#sim6472-bib-0173){ref-type="ref"}, [174](#sim6472-bib-0174){ref-type="ref"}). This design is easy to implement and generally does not require adjustments. It is quite efficient if the true treatment effect is close to the pre‐planned target that is fixed in such designs. However, the pre‐planned target treatment effect is often based on an optimistic guess of the 'clinically relevant' treatment difference at which the power is specified. We think that even for the unblinded cases, a careful consideration of both the effect size and the variability should serve as a guideline for making interim decisions including SSR.

There is no such thing as a free lunch. Therefore, in planning a study, it should be carefully checked in advance, whether in the specific situation the existing caveats are dominated by the potential benefit of flexibility. It has to be kept in mind, however, that in a specific scenario, a method allowing flexibility of going beyond the specific scenario will not be able to beat a method that is optimally tailored to just that one scenario. The advantage of the group sequential version of adaptive designs is that if no adaptations are made at interim, the 'optimally' planned design will be performed without paying any price for the option of flexibility. The price would be paid if the adaptation detracts the experimenter from the truly optimal design. Note, however, that all these different situations are rather theoretical and can hardly be verified in real‐life trials. The fundamental pros and cons have been exchanged. Some early enthusiasm from clinical trialists who hoped to get new useful tools may also have been caused by not fully understanding the inferential complications created by flexibility. This may also have been a motivation of regulators in their guidance documents to set rather narrow limits for applying unblinded adaptive designs in drug development (e.g., with regard to the involvement of the sponsor in the interim analysis). Hence, as for many other research dealing with innovative treatments of patients naïve promises arising at the beginning here and there did not become real in the present clinical trial community. There are successful examples of carefully planning and running adaptive clinical trials, which the proponents considered to have been helpful in drug development. So the proof of principle on how to use the methodology for different types of adaptations has been given. By the way, there are also other areas like genomics with huge number of hypotheses where some basic ideas of the adaptive testing principle have been taken over.

It should also be kept in mind that adaptive designs are a very potent tool to deal with the unexpected in clinical trials. Not all the details necessary for optimally designing a clinical trial are available in the planning phase. If they were available rather, no trial would be planned at all. Whenever serious deviations from the planning assumptions become obvious at interim, it may be advantageous as an 'ultima ratio' to use the adaptive design methodology for overcoming deficiencies and 'saving' the running trial, for example, by applying the conditional error rate approach. This would be a reasonable way to deal with protocol amendments containing substantial design modifications in a scientifically honest way. Protocol amendments in practice are an extensively used tool often to open a short cut for introducing flexibility in ongoing clinical trials, which is not accounted for in the statistical analysis.

Beyond all skepticism, there are opportunities where adaptive design serve as a valuable tool and generalization of commonly used methods. In many of the cases where (unblinded) interim analyses are performed, there is the potential to extend these to include data driven changes of the design. Clearly they cannot be applied and even do not help for all cases. For example, maintaining type I error rate control using all interim information might be critical. In cases where patients for further stages were already recruited and data which is related to the endpoint is already available at an earlier stage, type I error rate control is violated. This is specifically the case in survival designs. As briefly reviewed here, providing solutions is the topic of current research. Although there are methodological caveats, the incorporation of adaptive elements in study designs seems to work in general. However, sometimes, it is even not preferable to incorporate interim results, especially from small stages, for example, because information from interim results might be insecure, and it might be better to stick to the original assumptions rather than trusting the interim results [57](#sim6472-bib-0057){ref-type="ref"}, [175](#sim6472-bib-0175){ref-type="ref"}, or a treatment arm or population is too often wrongly selected and therefore yields power smaller than a conventional design. This is not surprising but often overseen when people want to look at the data as soon as possible.

Designing an adaptive design is a complex task and more statistical planning is needed to account for the flexibility introduced in the study design. Specifically, statistical software is increasingly needed to evaluate the adaptations and to find reasonable strategies. The question might arise if potential decisions made at interim stages might not be better placed to the upfront planning stage.

Adaptive designs also come along with more operational and organizational problems. If the sponsor is not able or not willing to recruit an additional number of patients, it makes no sense to ask for sample size increase. In this case, stopping for futility might be the only option that is worthwhile to consider. If the sponsor agrees to a potential sample size increase, the randomization process including drug supply needs to be managed. Is it possible to correctly administer the drug according to a selected dose regimen? How does the concrete adaptation work? If an IDMC is doing the interim analysis, the IDMC can only recommend a design change, its decision is still endorsed by a sponsor\'s representative. This makes the dissemination of study results an issue and the careful formulation of the information flow, for example, in an IDMC charter, becomes an essential part of designing the trial. Some feasible models for implementation of adaptive designs have been proposed by the industry [176](#sim6472-bib-0176){ref-type="ref"}, [177](#sim6472-bib-0177){ref-type="ref"}, [178](#sim6472-bib-0178){ref-type="ref"}.

In summary, adaptive designs have been carefully developed in the past 25 years and -- at least from a theoretical perspective -- their properties, advantages and disadvantages, are well understood. To achieve full acceptance in the statistical community and by regulators, there is still the need for both more methodological expertise [179](#sim6472-bib-0179){ref-type="ref"} and practical experience. The more this exciting methodology will be used the more it will be understood when it is helpful and when it is not.
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