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Abstract
We have studied the doping-driven orbital-selective Mott transition in multi-band Hubbard models with
equal band width in the presence of crystal field splitting. Crystal field splitting lifts one of the bands while
leaving the others degenerate. We use single-site dynamical mean-field theory combined with continuous
time quantum Monte Carlo impurity solver to calculate a phase diagram as a function of total electron filling
N and crystal field splitting ∆. We find a large region of orbital-selective Mott phase in the phase diagram
when the doping is large enough. Further analysis indicates that the large region of orbital-selective Mott
phase is driven and stabilized by doping. Such models may account for the orbital-selective Mott transition
in some doped realistic strongly correlated materials.
Keywords: orbital-selective Mott transition, doping, multi-band Hubbard model
PACS: 71.30.+h, 71.28.+d, 71.10.Fd
1. Introduction
The Mott-Hubbard metal-insulator transition (MIT) [1] caused by electron-electron interaction is one of the
central issues in the physics of strongly correlated electron systems. A variety of many-body methods such as
dynamical mean-field theory (DMFT) [2,3] have been developed to study the transitions in models and realistic
materials. Till now, most of the model studies on MIT are focused on the single band Hubbard model, which
has been viewed as the “Hydrogen atom” for MIT. However, in most of the realistic materials, the transition
should be described by multi-band Hubbard models and the transition is greatly influenced by the fluctuation
of electrons among different orbitals, which is absent in the simple single band model. As a consequence,
∗Project supported by the National Natural Science Foundation of China (Grant No.2011CBA00108) and by the 973 program
of China (Grant No.2013CB921700).
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the physics of MIT in multi-band systems is much richer with many exotic phenomena occurring, i.e. the
orbital-selective Mott transition (OSMT) [4].
The OSMT is first introduced to explain the complicated behavior of conduction electrons in Ca2−xSrxRuO4
[4],
where at least part of the conduction electrons are itinerant while the rest seem to be localized. Since then, a lot
of model studies have been carried out to uncover the mechanism of OSMT. Firstly, a two-band Hubbard model
with different band width at half-filling has been investigated by different groups [5–14]. In this case, electrons
are equally distributed within the two bands. With the increment of Coulomb interaction U , two different
bands undergo MIT separately. The band with narrower band width becomes Mott insulator first due to its
stronger correlation strength while the one with wider band width still remains metallic, indicating an OSMT.
Those studies also confirm that the Hund’s coupling, both the Ising-type [7,10] (only Jz is considered) and the
rotational invariant type [5–9,13,14] (including spin-flip Js and pair-hopping Jp terms), plays a very important role
in OSMT. Secondly, OSMT can exist in a three-band Hubbard model with equal band width in the presence of
crystal field splitting (CFS) at integer filling 2, 3, or 4. The average filling of four electrons per site was studied
in detail by de’Medici et al. in Ref. [15]. In their model, one orbital is lifted by the CFS, while the other two
orbitals keep degenerate. They find a large orbital-selective Mott phase (OSMP) region in the phase diagram
and large Hund’s coupling can enlarge the OSMP region as a “band decoupler”. The case of two electrons per
site in a three-band Hubbard model has been studied by Kita et al. in Ref. [16] and they find an OSMT region
in the phase diagram at large Hund’s coupling. Thirdly, doping-driven OSMT has also been studied by some
groups [17–23]. In the case of two-band Hubbard model with different band width, OSMT can still be stable
away from half-filling in certain parameters region [17–19]. Werner et al. [20] have considered a two-band Hubbard
model with equal band width split by crystal field. They find that, in the presence of CFS, doping would first
drive one of the bands into metallic phase while leaving the other one in a Mott phase, thus inducing the OSMT.
Further doping would drive the other band into metallic phase. In this case, the underlying physics to drive an
OSMT is doping. However, the physics behind such a doping-induced OSMT with equal band width has not
been studied in detail yet, which inspires the current study.
In this paper, we will focus on the detailed physical aspects of doping-driven OSMT. We consider a multi-
band Hubbard model with equal band width, in which the CFS lifts one of the bands to higher energy (upper
band) and leaves the other bands (lower bands) to be degenerate. Through the DMFT calculations, we will
show that in such a system we can find a doping-induced OSMT, which is very surprising because usually doping
electrons will turn the Mott phase into the metallic phase or the opposite.
We start from the situation where the lower bands are half-filled and the upper band is forced to be empty
by adjusting the CFS. Suppose that at the beginning the system is near the critical point of MIT but still in
the metallic side. Then, we start to dope electrons into the upper band but still keep the lower bands half-filled
by tuning the CFS properly. We find that there will be a critical doping point, after which the lower half-filled
bands will be driven into a Mott phase while the upper band still keeps metallic phase within a considerable
region of the CFS. We also find that further increasing doping concentration will enlarge the OSMP region.
Finally, we reach the critical doping concentration at which both the upper and the lower bands are half-filled,
and the OSMP merges into a single Mott phase. Therefore, we realize a doping-driven OSMT in multi-band
systems in the presence of CFS. The systems described above can be realized by both two-band and three-
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band Hubbard models. In this paper, both models are studied in detail by the DMFT method combined with
the high precision hybridization expansion continuous time quantum Monte Carlo (HYB-CTQMC) impurity
solver [24–26]. The phase diagram as a function of total electron filling N and CFS ∆ are calculated. Based on
the results, we summarize this mechanism of OSMT as: (1) with strong Hund’s coupling, doping electrons to a
multi-band system with special CFS will help to form and stabilize the local magnetic moment; (2) large local
magnetic moment will scatter electrons strongly and enhance the effective correlation strength, which will cause
a Mott transition in some certain bands, thus leading to an OSMT.
2. Model and method
We consider the following multi-band Hubbard model defined as [27],
H = −t
∑
〈i,j〉,αγσ
c†iασcjγσ +
∑
i,ασ
(−µ+∆α)nασ
+U
∑
i,α
nα↑nα↓ +
∑
i,α<γ,σσ′
(U ′ − δσσ′Jz)nασnγσ′
−Js
∑
α<γ,σ 6=σ′
c†ασcασ′c
†
γσ′cγσ + Jp
∑
α6=γ
c†α↑c
†
α↓cγ↓cγ↑, (1)
where i, j is the site index, σ, σ′ =↑, ↓ is the spin index, α, γ is the orbital index and nασ = c
†
ασcασ is the electron
density operator. Here, t is the strength of the nearest-neighbor hopping, µ is the chemical potential, and ∆α
is the energy level for orbital α. In the Coulomb interaction terms, U(U ′) is the intra-orbital (inter-orbital)
Coulomb interaction, and Jz, Js, Jp is the Hund’s coupling. The constrained condition U = U
′ + 2Jz, Jz =
Js = Jp is imposed as usual. In the present paper, we consider both the Ising-type (only Jz term) and the
rotational invariant (including Js and Jp terms) Hund’s coupling. However, our results show that the physical
pictures are almost the same in both cases, so we will mainly discuss the results of the Ising-type case for
simplicity. The chemical potential µ is adjusted dynamically in the calculations to reach the expected total
electron filling per site during doping. The CFS is defined as ∆ = ∆1 −∆2(∆1 > ∆2) for two-band case and
∆ = ∆1 −∆2(∆1 > ∆2 = ∆3) for three-band case, respectively.
We can solve this lattice model defined in Eqn. 1 in the framework of single-site DMFT [2,3], which neglects
the momentum dependence of the self-energy and maps the lattice model into an effective impurity model being
solved self-consistently. We use a semicircular density of states, ρ(ω) = (2/piD)
√
1− (ω/D)2, which corresponds
to the infinite-coordination Bethe lattice, where D = 2t is the half band width and all bands keep equal band
width. To solve the effective impurity problem, we use the HYB-CTQMC impurity solver [24–26] implemented in
the iQIST package [28], which allows us to access the strong interaction regime down to very low temperature.
The temperature is set to be T = t/40 (corresponding to the inverse temperature βt = 40) through all our
calculations. In each DMFT iteration, we have typically performed 2× 108 QMC samplings to reach sufficient
numerical accuracy.
3. Results and discussion
Now, we will first focus on the two-band case. To demonstrate the OSMT when doping the system, we
have calculated the phase diagram as a function of the total electron filling N and the CFS ∆. The electron
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Figure 1: (Color online) The phase diagram as a function of the total electron filling N and the crystal field
splitting ∆ for the two-band Hubbard model with Ising-type Hund’s coupling, U/t = 4.90, (a) Jz = 0.25U and
(b) Jz = 0.20U . The orange area denotes the orbital-selective Mott phase, where the lower orbital is in a Mott
phase while the upper orbital is metallic. The pink area denotes that both orbitals are metallic. The black
dashed line denotes that the lower orbital is half-filled but still metallic. The black bar at N = 2 indicates that
both orbitals are half-filled and in a Mott phase.
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filling per orbital per spin, spin-spin correlation function χ(τ) and the effective local magnetic moments Mz,eff
as a function of the CFS for various N are also calculated to understand the phase diagram. Based on these
results, we will show the importance of doping which drives and stabilizes the OSMT.
The calculated N −∆ phase diagram is shown in Fig. 1. The Coulomb interaction is set to be U/t = 4.90
and two different Hund’s coupling values are considered: (a) Jz = 0.25U and (b) Jz = 0.20U . We choose this
value of Coulomb interaction in order to make the system at the critical point of MIT, and of course, other
values of U can also give very similar phase diagram, only with different phase boundary. We calculate the
quasiparticle weight by Z−1α ≈ 1−
ImΣα(iω0)
ω0
to determine the phase for each orbital, where ω0 =
pi
β
and Σα(iωn)
is the self-energy function. It is metallic when Zα is finite and it is Mott phase when Zα approaches to zero.
Except for the metallic phase in the pink region, we find a large OSMP region (orange area) and this region
is extended at larger Hund’s coupling. The black dashed line indicates the state in which the lower orbital is
half-filled but still metallic and the black bar at N = 2 indicates that both orbitals are half-filled and in a Mott
phase.
To understand the phase digram, we plot the redistribution of electrons when increasing the CFS at a
fixed total electron filling N , the results for U/t = 4.90, Jz = 0.25U are shown in Fig. 2. We take N = 1.50
for example. Initially, in the absence of the CFS, the electrons distribute equally within the two orbitals. If
we continuously increase ∆, the electrons will gradually populate into the lower orbital until it is half-filled
(indicated by the left blue arrow in Fig. 2). After that, further increasing the CFS will not populate more
electrons into the lower orbital because it will pay a higher energy cost due to the strong Coulomb interaction
among the electrons in the lower orbital. As a result, the system may come into a state, in which the lower
orbital always keeps half-filling (the plateau between the blue arrows in Fig. 2) in a considerable region of
the CFS. We also find that this plateau will reach earlier at large doping (see N = 1.90 for example, plateau
indicated by the green arrows). On the contrary, for very small doping (for example N = 1.05), we cannot see
obvious plateau. Therefore, the plateau becomes wider when doping is larger. However, if the CFS is large
enough (comparable with U), the electrons will again populate into the lower orbital to avoid the cost of the
large CFS energy.
Based on the knowledge about the redistribution of electrons discussed above, we can understand the whole
phase diagram. The metallic phase in pink region can be understood easily because both of the orbitals are
away from the condition of half-filling. The most interesting part of the phase diagram is the metallic phase
indicated by the black dashed line and the OSMP in the orange region. The black dashed line represents the
state in which the lower orbital is half-filled but metallic. On the contrary, in the orange area, the lower orbital
is also half-filled but it is in a Mott phase, and as a whole the system is in an OSMP. These facts remind us
that the lower half-filled orbital should have undergone a MIT when the doping becomes larger and the MIT
has strong connection with the plateau of electron filling. Actually, as mentioned above, when the filling of
the lower orbital continues to increase to be half-filled by increasing the CFS, the rest of the doped electrons
will fill the upper orbital, and these electrons will interact with the electrons in the lower orbital through the
strong Hund’s coupling to help to form total local magnetic moments and stabilize them. The more doped
electrons, the larger magnetic moments and it means that the system favors a high-spin state (HS) [20] when
doping becomes large.
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Figure 2: (Color online) The electron filling per orbital per spin as a function of the crystal field splitting ∆
for three selected total electron filling N = 1.05, 1.50, 1.90, respectively. U/t = 4.90, Jz = 0.25U . Note that the
upper orbital is marked as “orb1” and the lower orbital is marked as “orb2”.
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Figure 3: (Color online) The spin-spin correlation function χ(τ) as a function of imaginary time τ from 0 to
β/2 at U/t = 4.90, Jz = 0.25U . (a) N = 1.50,∆/t = 2.0, in OSMP phase, (b) N = 1.05,∆/t = 2.7, in metallic
phase. In both cases, the lower orbital is half-filled. χ11(τ), χ22(τ), χtot(τ) are for upper orbital, lower orbital
and total contributions, respectively.
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Figure 4: (Color online) Spin-spin correlation function and effective local magnetic moments as a function of
crystal field splitting ∆ for N = 1.05, 1.50, 1.90 at U/t = 4.90, Jz = 0.25U . (a) The spin-spin correlation
function at τ = β/2 for upper orbital χ11(τ = β/2), (b) The effective local magnetic moments for upper orbital
Mz,eff11 , (c) The effective local magnetic moments for lower orbital M
z,eff
22 , (d) The total effective local magnetic
moments Mz,efftot . The arrows indicate plateaus.
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To illustrate this, we calculate the spin-spin correlation function and the effective local magnetic moments.
The spin-spin correlation function [29–31] can be used to describe the dynamical screening of the local magnetic
moments, which is defined as,
χtot(τ) =
∑
αγ
χαγ(τ) =
∑
αγ
(gµB)
2 〈Sαz (τ)S
γ
z (0)〉 , (2)
where, 0 ≤ τ ≤ β is the imaginary time, Sαz =
1
2 (nα↑−nα↓) is the total z-component of spin angular momentum
for orbital α, g = 2 is the Lande´ g-factor for spin, µB is the Bohr magnetic moment. χ(τ = 0) measures
instantaneous magnetic moments formed mainly due to the Hund’s coupling and the screened magnetic moments
can be measured at longer time τ (∼ β/2), so if χ(τ) approaches to a nonzero constant at longer time, then
it indicates that some screened (frozen) moments [29,31] survive after the dynamical screening by the mobile
electrons. In figure 3(a,b), we plot χ(τ) for upper orbital χ11(τ), lower orbital χ22(τ) and total contribution
χtot(τ) for two cases N = 1.50,∆/t = 2.0 and N = 1.05,∆/t = 2.7 at U/t = 4.90, Jz = 0.25U , in which both the
lower orbitals are half-filled. For N = 1.50,∆/t = 2.0, the system is in OSMP, and χ(τ) of both orbitals quickly
approaches to a nonzero constant, which indicates that the screening is not effective and not only well-defined
local moments form in the half-filled insulating band but also frozen local moments form in the partially filled
metallic band. For N = 1.05,∆/t = 2.7, both orbitals are metallic, and χ(τ) quickly decays and approaches
to a small constant at very long time, which means that the screening process is much more effective and only
small frozen moments survive. So, we can conclude that increasing doping indeed helps to form local magnetic
moments. To further measure the total and orbital-resolved local magnetic moments quantitatively, we define
the effective z-component of local magnetic moments Mz,eff by averaging χ(τ) over τ from 0 to β, which are
Mz,effαγ = gµB
√
1
β
∫ β
0
〈Sαz (τ)S
γ
z (0)〉dτ . (3)
Mz,efftot = gµB
√√√√ 1
β
∫ β
0
∑
αγ
〈Sαz (τ)S
γ
z (0)〉dτ , (4)
Note that the Curie-Weiss law (Mz,efftot )
2 = (gµB)
2S(S + 1)/3 will be satisfied if χ(τ = β/2) is very close to
χ(τ = 0) and the system is rotationally invariant, where S is the quantum number of total spin. In our case, the
system is not rotationally invariant, so we just discuss the z-component of them as an approximation to measure
the size of local magnetic moments. In figure 4, we plot the spin-spin correlation function at τ = β/2 for upper
orbital χ11(τ = β/2) (Fig. 4a), the effective local magnetic moments for upper orbitalM
z,eff
11 (Fig. 4b), for lower
orbitalMz,eff22 (Fig. 4c) and for total contributionM
z,eff
tot (Fig. 4d) as a function of CFS for N = 1.05, 1.50, 1.90 at
U/t = 4.90, Jz = 0.25U , respectively. For large doping, the upper metallic orbital has considerable frozen local
magnetic moments which will contribute to the total local magnetic moments, see Fig. 4(a,b). In the OSMP
phase for N = 1.50, 1.90, there is a plateau indicating large effective local magnetic moments formed by the
lower Mott insulating orbital, see Fig. 4(c). There are large well-defined total effective local magnetic moments
Mz,efftot in OSMP phase, which are labeled by the plateaus at large doping N = 1.50, 1.90 in Fig. 4(d). Note
that, by definition, Mz,efftot 6=M
z,eff
11 +M
z,eff
22 , instead, M
z,eff
tot =
√
(Mz,eff11 )
2 + (Mz,eff12 )
2 + (Mz,eff21 )
2 + (Mz,eff22 )
2.
In the presence of large local magnetic moments, the charge fluctuation will be suppressed because the
electrons will be scattered by the local magnetic moments. As a result, the effective Coulomb correlation
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Figure 5: (Color online) The phase diagram as a function of the total electron filling N and the crystal field
splitting ∆ for the three-band Hubbard model with Ising-type Hund’s rule coupling at U/t = 2.80, Jz = 0.25U .
The orange area denotes the orbital-selective Mott phase where the lower two orbitals are in a Mott phase
while the upper orbital is metallic. The pink area denotes that all orbitals are metallic. The black dashed line
indicates that the lower two orbitals are half-filled but still metallic. The black bar at N = 3 indicates that all
the three orbitals are half-filled and in a Mott phase.
strength Ueff of the lower half-filled orbital will be enhanced when increasing doping, after a critical value U
c
eff,
the lower orbital will undergo a MIT and an OSMT occurs. In summary, the more doping, the larger local
magnetic moments and the wider OSMP region, and the OSMT occurs as long as the electron filling per orbital
comes into the plateau. In the OSMP region, the itinerant electrons of the upper orbital will show non-Fermi
liquid (NFL) behavior [29]. This is due to the scattering by the large total local magnetic moments, including
the contribution of local moments in the lower insulating band and the frozen moments in the upper metallic
band. At N = 2.0, the upper orbital also undergoes a MIT, as a whole, the system is in the Mott phase, which
is illustrated as the black bar in Fig. 1. Here, we should emphasis that the Hund’s coupling plays a crucial
role. We can see that the OSMP region for J = 0.20U is smaller than that for J = 0.25U . Thus, large Hund’s
coupling is a prerequisite for OSMT, which is consistent with the conclusion of previous studies [5–7,7–10,13,14].
Next, we discuss the case of three-band Hubbard model with Ising-type Hund’s coupling. In this case, two
orbitals keep degenerate and another orbital is lifted by the CFS. The N −∆ phase diagram at U/t = 2.80, J =
0.25U is shown in Fig. 5. The main character of this phase diagram is very similar with that of the two-band
model and the mechanism of OSMT doesn’t change. The OSMT occurs when the lower two orbitals are half-
filled and the doping is large enough. It seems that the OSMP region is smaller than that of the two-band case,
actually, this is due to the choice of the Coulomb interaction U and Hund’s coupling Jz.
Finally, we would emphasize that the difference between this mechanism of OSMT and previous studies [17–19]
of the OSMT in doped multi-band Hubbard models. In their studies, the bands have different band width, so
the effective Coulomb interaction strength is different for each band, which may lead to an OSMT. However, in
our study, we don’t need the condition of different band width, and the effective Coulomb interaction strength
of the lower bands will be enhanced by the local magnetic moments which are formed and stabilized by the
doping electrons of the upper band, thus leading to an OSMT.
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4. Conclusion
In summary, we have found a doping-driven OSMT in multi-band Hubbard model with equal band width
in the presence of the CFS. When the Hund’s coupling is large enough, the doped electrons in the upper orbital
will help to form large local magnetic moments which will scatter electrons and suppress the charge fluctuation,
thus the effective correlation strength of the lower orbitals will increase large enough to undergo a MIT. In such
a way, an OSMT occurs. The more doping, the more stable OSMP. This mechanism of OSMT can be realized in
both two-band Hubbard model and three-band Hubbard model with Ising-type and rotational invariant Hund’s
coupling. We hope that this mechanism of OSMT can also be found in some realistic strongly correlated metallic
materials.
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