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Deep learning (DL) is a subset of machine learning and artificial intelligence that has a deep neural 
network with a structure similar to the human neural system and has been trained using big data. 
DL narrows the gap between data acquisition and meaningful interpretation without explicit 
programming. It has so far outperformed most classification and regression methods and can 
automatically learn data representations for specific tasks. The application areas of DL in radiation 
oncology include classification, semantic segmentation, object detection, image translation and 
generation, and image captioning. This article tries to understand what is the potential role of DL 
and what can be more achieved by utilizing it in radiation oncology. With the advances in DL, 
various studies contributing to the development of radiation oncology were investigated com-
prehensively. In this article, the radiation treatment process was divided into six consecutive stages 
as follows: patient assessment, simulation, target and organs-at-risk segmentation, treatment 
planning, quality assurance, and beam delivery in terms of workflow. Studies using DL were 
classified and organized according to each radiation treatment process. State-of-the-art studies 
were identified, and the clinical utilities of those researches were examined. The DL model could 
provide faster and more accurate solutions to problems faced by oncologists. While the effect of a 
data-driven approach on improving the quality of care for cancer patients is evidently clear, 
implementing these methods will require cultural changes at both the professional and institutional 
levels. We believe this paper will serve as a guide for both clinicians and medical physicists on 
issues that need to be addressed in time.
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Introduction
Deep learning (DL) is a subset of the larger family of ma-
chine learning technologies. Modern DL applies artificial 
neural networks (ANN) that use representation learning. 
The “deep” aspect in DL pertains to its application of mul-
tiple layers in a network, which resembles the human neu-
ral system. DL is not a novel technology, as it originated in 
brain science fields (e.g., neuroscience, neural engineering, 
and neurobiology). With the vast improvement and devel-
opment in hardware performance, researchers wanted to 
build computers that think like humans [1-3].
In 1950, Turing [4] was the first to formally ask the ques-
tion “can machines think?” He also produced several im-
portant criteria for assessing machine intelligence. Walter 
Pitts and Warren McCulloch were the first to propose a 
Thresholded Logic Unit mimicking a neuron [5]. Soon after, 
the word of artificial intelligence was introduced to attend-
ees by McCarthy at the Dartmouth Conference in 1956 [6]. 
In 1959, Rosenblatt demonstrated IBM’s Mark 1 perceptron, 
used for image recognition and classification [7]. The per-
ceptron’s behavior was similar to the DL models of today. 
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In the case of Mark 1, photocells were adjusted by attached 
motors as part of a learning process to recognize US Mail 
postal codes.
However, the development of DL has stagnated for two 
periods: 1973–1980 and 1987–1993 [8,9]. However, it re-
gained its momentum with the introduction and applica-
tion of nonlinear activation functions [10], such as parallel 
processing. In 2012, modern DL was codified with AlexNet 
[11], which achieved significant milestones in machine 
learning perceptron performance with the graphics pro-
cessing unit. By 2016, ResNet-200 [12], a DL model based on 
convolutional neural networks (CNN), finally surpassed the 
average human’s score in image recognition and classifica-
tion. Fig. 1 displays the advancements of DL computer in 
visual performance from 2011 to 2020. 
DL has revolutionized several academic and industrial ar-
eas, including the medical field. The DL technique achieves 
superior recognition performance because it automatically 
extracts optimal features of images to produce learned clas-
sifications instead of relying on user-defined handcrafted 
features.
DL models can be classified into four structures that work ef-
fectively according to the problem type and data to be applied: 
multilayer perceptron (MLP), CNN, recurrent neural network 
(RNN), and generative adversarial network (GAN) [13].
MLP and RNN are suitable for solving regression prob-
lems. Moreover, RNNs efficiently handle continuous data 
input, such as patient respiratory patterns and natural lan-
guage processing tasks, due to their recursion capability. 
RNNs are augmented by long short-term memory (LSTM) 
[14], peephole connections [15], gated recurrent units [16], 
bidirectional LSTM (Bi-LSTM) [17], multiplicative LSTM 
[18], and LSTMs with attention [19].
CNN is widely used in analyzing visual imagery. It is com-
prised of several layers of convolution filters that are some-
times used in connection with MLP. The convolution filters 
are initialized randomly and optimized to achieve learning 
purposes. CNN is a shift- or space-invariant ANN; therefore, 
it is suitable for object detection and recognition tasks.
GANs are structurally used to generate new data or com-
pare information across different domains, for example, 
from magnetic resonance imaging (MRI) to computed 
tomography (CT). GANs use a discriminator and a genera-
tor: the generator yields new data and the discriminator 
determines whether the newly created data are real or fake. 
Therefore, when the probability that the discriminator dis-
tinguishes newly generated data is 0.5, the training proce-
dure is completed.
As, in recent years, DL in medical physics has evolved 
rapidly, medical physicists face the unavoidable task of 
translating this technology into the medical radiation on-
cology field. Radiation therapy is performed using high-
energy radiations to deliver energy to the tumor [20]. Radia-
tion therapy uses high-energy radiations to deliver energy 
to the tumor. To maximize tumor control probability (TCP) 
and minimize the normal tissue complication probability 
(NTCP), there are various radiation treatment processes as 
follows: (1) patient assessment, (2) simulation, (3) tumor 
and organs-at-risk (OARs) segmentation, (4) treatment 
planning, (5) quality assurance (QA), (6) beam delivery.
The current paper provides a succinct but comprehensive 
understanding of the great potentiality of DL and the cor-
responding roles of medical physicists. PubMed (https://
pubmed.gov/) and the arXiv database (https://arxiv.org/) 
were utilized to search for published papers on DL for med-
ical physics and radiation oncology from 2014 to 2020. Each 

























































































































Top-5 accuracy of ImageNet classificaiton
Fig. 1. Top accuracies for image classification models in ImageNet 
competitions over time.
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Patient Assessment
1. Respiratory signal prediction 
The position of target and OARs oscillate with patient’s 
breathing pattern [21]. Thus, the internal target volume 
containing the tumor becomes larger and smaller, repeti-
tively. Radiation therapy without taking into consideration 
the patient’s respiratory pattern could lead to unnecessary 
radiation exposure, increasing NTCP [22]. 
To perform image-guided radiation therapy (IGRT) [23] 
or real-time tumor-tracking radiotherapy [24], according 
to the patient’s breathing, understanding the movement 
patterns and trajectories of moving tumors and predicting 
their motion are essential. This is because radiation delivery 
systems generally have a latency of 50–150 ms. Moreover, a 
respiratory signal pattern prediction is necessary when con-
ducting stereotactic radiosurgery (and stereotactic body ra-
diotherapy and ultra-high dose rate (FLASH) radiotherapy 
technique that delivers 40 Gy or more per second [25]. 
Predicting the respiratory signal pattern is a regression 
problem; therefore, DL models based on MLPs or RNNs are 
quite suitable for this problem (Fig. 2). 
In 2017, Sun et al. [26] conducted a comparison study us-
ing a random forest algorithm, an MLP, and adaptive boost-
ing with MLP (ADMLP) with normalized root-mean-square 
error (nRMSE) and Pearson’s correlation coefficient as met-
rics. As a result, ADMLP had the lowest average nRMSE and 
the highest Pearson’s correlation coefficients of 0.16 and 
0.91, respectively. 
Wang et al. [27] evaluated the accuracy of respiratory 
signal prediction using Bi-LSTM, demonstrating a better 
respiratory prediction performance than the autoregressive 
integrated moving average (ARIMA), which is commonly 
used for time series analysis and ADMLP. The nRMSE was 
0.521, 0.228, and 0.081 for ARIMA, ADMLP, and Bi-LSTM, 
respectively. Bi-LSTM recorded the best performance for 
respiratory pattern prediction. 
By reviewing the basic structure of LSTM, it can be under-
stood why LSTM and the variant LSTM model outperform 
other algorithms and DL models. LSTM consists of three 
gates (i.e., input, forgot, and output) and a structure that 
transfers the status of cells containing LSTM to the next cell. 
This structure allows the LSTM model to achieve excellent 
performance when predicting future data from past data. 
2. Radiotherapy outcome prediction
Recently, strategies for cancer treatment were developed 































































































Fig. 2. Example of prediction of a 
patient’s respiratory pattern using 
bilinear long short-term memory 
(LSTM; black), multilayer perceptron 
(MLP; blue), and ground truth (red).
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chemotherapy, and radiation therapy. 
About 30% of all patients with cancer in the Republic of 
Korea and 50% in the US have received radiation therapy. 
When starting radiation therapy, potential benefits should 
be assessed taking into account the TCP and the NTCP 
involved. The goal is to maximize TCP while minimizing 
NTCP [28]. For example, if the delivered absorbed dose 
to the tumor is extremely low, the treatment response de-
creases; or, if an unnecessarily high dose was delivered to 
the OARs, acute or late radiation toxicity (e.g., fibrosis or 
radiation therapy-induced oncogenesis) may occur. Thus, 
accurate risk assessment and prediction are essential, espe-
cially when alternatives such as physical surgery or chemo-
therapy are available.
The data given to perform radiation outcome predic-
tion are divided into structured and unstructured [29]. The 
structured data (i.e., tabulated data) refer to data having in-
trinsic meanings, such as dosimetric, clinical, and biologi-
cal variables; thus, a DL model based on the MLP or RNN 
family is recommended when building an outcome predic-
tion model using structured data only. On the other hand, 
in the case of unstructured data, such as medical images or 
notes, a feature extractor is needed to extract meaningful 
information; therefore, CNN is generally recommended.
Arefan et al. [30] proposed a CNN-based two-class DL 
model with two schemes for predicting breast cancer risk. 
The first scheme was a pretrained CNN (GoogLeNet [31]) 
using the ImageNet dataset for deep feature extraction, 
whereas the second one was a CNN combined with a lin-
ear discriminant analysis (GoogLeNet-LDA) classifier. As 
a result, when the images of the whole breast were used as 
input data, the average area under the curve was 0.60 and 
0.73 for GoogLeNet and GoogLeNet-LDA, respectively.
Li et al. [32] developed a CNN-based DL model to predict 
the survival risk in patients with rectal cancer. The predic-
tion accuracy of the CNN model was compared with the 
random forest algorithm and Cox’s proportional hazards 
model. The input data included CT, positron emission 
tomography (PET), and PET/CT combined images. Con-
cordance-index (c-index) was used to assess the prediction 
performance obtained by different methods. As a result, the 
prediction accuracy of survival risk was the highest when 
the PET/CT combined images were used as input. The c-
index was 0.58, 0.60, and 0.64 for the random forest algo-
rithm, Cox’s proportional hazards model, and proposed 
CNN, respectively. 
The CNN achieves higher performance than the other 
algorithms because of the advantages of DL. The DL model 
automatically extracts optimal features from the input to 
achieve the aim of the model. Although the analytical as-
pects of the features are challenging, they enable high per-
formance.
Simulation Computed Tomography
High-quality simulated 3-dimensional (3D) CT images 
are essential when creating radiation treatment plans be-
cause the electron density and anatomical information of 
tumors and OARs are required to calculate and optimize 
dose distributions. Converting the Hounsfield unit (HU) 
to electron density is carried out to determine the accurate 
dose. Therefore, in radiology oncology, the simulated CT 
images are obtained using a CT simulator with a relatively 
larger bore size than that of a diagnostic CT, which requires 
a flatbed rather than the rounded one.
Studies on synthetically simulated CT image generation 
using DL can be divided into two types, according to the 
purpose: MRI-only radiotherapy and adaptive radiotherapy 
(ART). In the case of synthetic CT generation, CNNs or 
GANs are recommended, because they have shift-invariant 
and nonlinear characteristics.
MRI does not use ionizing radiation and has a relatively 
high soft-tissue contrast; therefore, relatively accurate target 
and OAR segmentations are possible. Currently, radiation 
oncologists use MRI/PET images to accurately segment a 
target on a simulated CT image.
If the contours of the target and OARs were drawn on the 
MRI and were transformed into a simulated CT image using 
image registration algorithms (e.g., deformable image reg-
istration) [33], an error could occur during the registration 
process. If MRI can be directly converted to simulation CT 
images without geometric distortions, MRI-only radiation 
therapy is possible.
Qi et al. [34] investigated a GAN-based DL model to 
generate synthetic CT images from MRI-based images for 
head and neck MRI-only radiotherapy. Different magnetic 
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resonance sequences and their combinations were tested 
to find optimal solutions. Consequently, the model with 
multiple magnetic resonance sequence images (T1, T2, T1 
contrast, and T1DixonC-water) showed the best accuracies. 
ART is a radiation therapy process, wherein the adopted 
treatment accounts for internal anatomical changes. With 
the current treatment processes and techniques [35], offline 
ART can be performed, which is time- and labor-intensive. 
To perform online ART, in which the patient is tracked by 
the patient positioning system, CT images considering the 
anatomical changes are required, which could be easily 
obtained as modern radiotherapy machines use cone beam 
CT (CBCT) to perform accurate positioning and IGRT. How-
ever, the CBCT is not suitable for dose calculation or adap-
tive planning, owing to the cupping and scattering artifacts 
and the inaccurate and unstable HUs [3,4]. Nevertheless, if 
CBCT can be converted into a simulated CT image using a 
DL model, the prerequisite to the online ART can be pre-
pared.
Chen et al. [36] proposed a CNN-based DL model for gen-
erating simulated CT from on-treatment CBCT for patients 
with head and neck cancer. The mean absolute error (MAE) 
of HUs between CBCT and simulated CT was 44.38, and the 
HU difference between them was reduced to 18.89. Thus, 
the generation of synthetic CT from CBCT using CNN was 
verified.
As implied, CNNs can generate synthetic CT images with 
high accuracy. However, when leveraging CNNs or GANs, 
one must be careful when building a dataset. Efforts should 
be made to minimize the patient’s physical changes when 
acquiring images using other imaging mechanisms to avoid 
errors related to the mismatches between images. 
Target and Organs-at-Risk Segmentation
In the case of radiation therapy, the prescribed dose to 
the tumor is defined as the maximum and mean absorbed 
dose to the target volume or reference point. The dose limit 
for protecting OARs is the maximum and mean absorbed 
dose to an OAR volume. Therefore, defining the volume of 
the target and OARs is necessary to generate a treatment 
plan for radiation therapy. 
The most time-consuming part of radiation treatment 
planning is the target and OARs segmentation on the CT 
images. Thus, accurate and fast autosegmentation tech-
niques are needed to reduce the patient’s waiting time and 
to enable ART. 
Segmentation consists of two tasks: recognition and de-
lineation. Autosegmentation requires finding features (i.e., 
recognition) from images and judging the areas based on 
those features (i.e., delineation). Therefore, CNN has been 
widely used and recommended as an automatic feature ex-
tractor that can find optimal features from images, whereas 
MLP is mainly used as a predictor to judge a region class 
using extracted features. However, when MLP is utilized as 
the predictor, spatial information is lost and much more 
memory is required for the computation. Therefore, the 
trend is to use a fully convolutional network [37] consisting 
only of convolution layers instead of CNNs and MLPs [38].
In the field of medical image segmentation, diversity and 
accuracy of related research have grown rapidly since U-
Net [39] was developed. U-Net is a CNN with an encoder 
structure that extracts features from images and a decoder 
structure that recovers the extracted features as a full-size 
segmentation map (Fig. 3). The concept of skip connections 
was also proposed [39], which provides local information to 
global information while upsampling.
Rachmadi et al. [40] automatically segmented white mat-
ter hyperintensities using a CNN model. They compared 
and evaluated each segmentation using a deep Boltzmann 
machine (DBM), support vector machine (SVM), random 
forest, and public toolbox comprising a lesion segmentation 
tool. Their proposed CNN model performance metric lever-
aged the dice similarity score (DCS), achieving the highest 
accuracy, followed by the DBM and random forest.
Zhu et al. [41] proposed a CNN model for fully automated 
whole-volume segmentation of head and neck patients, us-
ing MICCAI 2015 competition data. The segmented anato-
mies included brain stem, chiasm, mandible, optic nerve, 
parotid gland, and submandibular glands. AnatomyNet in-
creased the DCS by 3.3% on average, providing the highest 
score in the previous competition.
Ahn et al. [42] conducted a comparative study for atlas- 
and DL-based autosegmentation of organ structures in liver 
cancer. The CNN model was FusionNet [43], using 70 cases 
with four OARs (i.e., heart, liver, kidney, and stomach). As 
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a result, their DL-based model was superior to the atlas-
based framework with a DCS of 3.6. 
The most important activity in the autosegmentation task 
is defining the ground truth used to train the DL model. 
When building the dataset and training the DL models, the 
purity of the data is critical, known as “garbage-in, garbage-
out.” In the target and OAR structure data, interobserver 
variability exists and must be recognized and handled [44-
48].
Treatment Planning
1. Beam angle optimization 
The beam angle configuration is a major planning deci-
sion which is constrained by the planner’s experience or 
template-based [49,50]. To automatically find an optimal 
beam angle while considering the dosimetric effect, gener-
ating candidates for the beam angle and optimizing a flu-
ence map for all candidates to determine the optimal beam 
angle could be regarded as the problem. However, the diffi-
cult aspects of the beam angle optimization problem make 
it very challenging to simultaneously formulate it using a 
closed-form expression, which is computationally expen-
sive because two-step optimization must be performed 
each time.
Recently, studies on beam angle optimization using a 
powerful DL algorithm have been published. Taasti et al. [51] 
proposed a Bayesian optimization-based beam angle selec-
tion method in their in-house treatment planning system 
for pencil beam scanning. Bayesian optimization was used 
because nonconvex object functions can also be optimized. 
Sadeghnejad Barkousaraie et al. [52] developed a CNN 
model that performed beam angle optimization. The CNN 
model trained using the results of the column generation 
method was used to carry out beam angle optimization to 
omit fluence optimization, which is computationally time-
consuming.
Because volumetric arc therapy has become increasingly 
popular because of its high plan quality and efficient plan 
delivery [53,54], beam angle optimization may seem less 
appealing. However, with the advancements in proton and 
carbon therapies, beam angle optimization is still a relevant 
research area requiring further study.
2. Dose prediction
In the current radiation treatment planning procedures, 
the beam angle configuration is set by the planner, and the 
doses delivered to the target and OAR are optimized under 
the selected beam angle conditions. However, this process 
is very time-consuming and labor-intensive.
If a radiation oncology department has a variety of ra-
diation therapy machines (e.g., medical linear accelerator, 
tomotherapy, or proton therapy), one must choose which 
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Fig. 3. Example of a 3-dimensional lung volume of (a) manual segmentation and (b) DL-based autosegmentation using U-Net.
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is to create rival plans for each therapy type and compare 
the dose distributions. However, manually creating rival 
plans for all treatment devices is practically impossible. If 
the dose distribution reflecting the characteristics of each 
radiation therapy machine can be predicted using a DL 
model, it would help with planning and QA (Fig. 4).
Chen et al. [55] proposed a method for predicting optimal 
dose distributions, given the CT image and DICOM radia-
tion therapy structure file using a CNN model (ResNet-101). 
They compared the accuracy of 2-dimensional (2D) dose 
distribution prediction based on input data. There are two 
input methods: one integrates the images and the radia-
tion therapy structure; the other integrates the images, the 
radiation therapy structure, and the beam geometry. As a 
result, when beam geometry was included in the input, the 
predicted dose-volume histogram (DVH) was most similar 
to the correct DVH.
Barragán-Montero et al. [56] investigated the 3D dose 
distribution prediction method using a CNN model. They 
compared the predicted dose distributions using the anat-
omy-and-beam (AB) and the anatomy-only (AO) models. 
The two models predicted the dose distributions in the 
target volume with equivalent accuracy, resulting in a ho-
mogeneity index (mean±SD) of 0.11±0.02 and 0.08±0.02 for 
the AO and the AB models, respectively. In the case of the 
isodose volume in the medium-to-low dose region, the AO 
model was 10% less accurate than the AB model.
The biggest limitation of these studies is that they pre-
dicted only the dose distributions without a beam configu-
ration to operate the radiation therapy machine. Therefore, 
even if the dose distribution satisfies various criteria, it 
could still be useless. We believe that in the future DL-based 
autoplanning will be possible as long as studies are under-
way to generate beam configurations via the predicted dose 
distribution.
Other Topics
This section discusses several papers that are not in-
cluded in the radiation treatment process but are related to 
other medical physics issues (e.g., QA, superresolution, ma-
terial decomposition, and 2D dose distribution deconvolu-
tion).
1. Quality assurance 
Regarding DL-based QA, Galib et al. [57] developed a 
model for automatically identifying and quantifying de-
formable registration errors using a CNN. The model had 
an architecture basement as the 3D U-Net and classified 
registrations into good or poor classes. The three channel 
inputs of the model were fixed image, moving image, and 
the absolute difference between them, while the outputs 
were class (good or poor) and registration error indices. 
The model was well-trained and showed reasonable perfor-
mance with test data. 
Nyflot et al. [58] proposed a patient-specific QA model 













Fig. 4. Dose prediction for breast case: (a) optimized dose distribution by the treatment planning system, (b) predicted dose distribution by 
the deep learning model, and (c) dose difference between the optimized and predicted dose distributions.
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were considered: a two‐class experiment that classified 
images as error‐free or containing a multileaf collimator 
(MLC) error and a three‐class experiment classifying im-
ages as either error‐free, containing a random MLC error, 
or containing a systematic MLC error. The CNN models 
were compared using four machine learning classifiers (i.e., 
SVMs, MLP, decision trees, and k-nearest neighbors). The 
highest accuracy was achieved using the DL approach with 
77.3% and 64.3% maximum accuracies for two- and three-
class experiments, respectively. 
Interian et al. [59] developed a CNN model for predicting 
gamma passing rates of intensity-modulated radiation ther-
apy (IMRT) plans from multiple treatment sites. The input 
of the CNN models included fluence maps reconstructed 
from the radiation therapy-plan file, while the output in-
cluded gamma passing rates of the input plan. They com-
pared the prediction accuracies of the proposed model and 
an ensemble of CNNs, where the MAEs were 0.70±0.05 and 
0.74±0.06 for CNN and an ensemble of CNNs, respectively. 
Cheon et al. [60] created a CNN model to predict the de-
livered dose distribution for patient-specific IMRT QA using 
a dynamic machine log file. The log file was reconstructed 
for a fluence stack, which was transformed to deliver the 
dose distribution of the proposed DL model (i.e., fluence-
to-dose network [FDNet]; Fig. 5). The patient-specific IMRT 
QA was conducted using the proposed method, Gafchromic 
evidence-based therapy 3 (EBT3) film, and an ion chamber 
array detector. The average gamma passing rates were de-
termined using the 3%/3 mm gamma criterion. The results 
were 98.49%, 97.23%, and 98.03% for the proposed method, 
the EBT3 film, and the ion chamber array detector, respec-
tively.
The advantage of performing QA using a DL model is that 
it can be performed without installing a QA device. Howev-
er, because of the treatment machine conditions, including 
output, beam quality, symmetry, and flatness, and change 
over time, it is necessary to periodically reoptimize the DL-
based QA model to maintain accuracy.
2. Superresolution
Kim et al. [61] proposed a CNN model for enhancing 
the image quality of MRIs incorporating another high-
resolution MRI acquired using different MRI sequences. 
The input of models was low-resolution T2 sequence MRIs, 
whereas the output included high-resolution T2, T1, fluid-
attenuated inversion recovery (FLAIR), and proton density 
sequence images for each model. The performance of the 
proposed model was compared using a compressed sens-
ing (CS) algorithm for the evaluation metrics of nRMSE and 
a structural similarity index, revealing that the proposed 
model was superior to the CS algorithm.
Chun et al. [62] developed a DL GAN model to improve 
the image quality of a 3D low-resolution MRI for MRI-guid-
ed ART. The proposed superresolution generative (pSRG) 
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Fig. 5. Results of FDNet: (a) total fluence map, (b) dose distribution calculated by the treatment planning system, (c) predicted dose 
distribution using FDNet, and (d) profiles at the middle of the total fluence map, predicted and calculated dose distribution. TPS, treatment-
planning system; FDNet, fluence-to-dose network; CAX, central axis.
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pling network, and a GAN. The high-resolution output of 
the pSRG model was compared to that of a conventional 
superresolution generative (cSRG) model using evalua-
tion metrics of peak signal to noise ratio (SNR), Root Mean 
Square Error (RMSE), and a structural similarity index. 
pSRG showed better scores than those of cSRG in all evalu-
ation metrics (Fig. 6).
Cheon et al. [63] proposed a CNN model to improve the 
image quality of a stereo portable gamma camera (SPGC) 
system designed to determine the position of the Bragg 
peak of a proton beam. The SPGC system detected proton-
induced X-ray emissions generated from the interactions 
between the gold marker and a proton beam. To evaluate 
the performance of the proposed model, virtual experi-
ments were performed using the GEometry ANd Tracking 
4 (GEANT4) package, where the in vivo proton range was 
measured using a standard SPGC system and another ap-
plying the proposed model. The averaged RMSEs of the 
five positions between the reference and calculation were 
smaller by 5.126 mm for the SPGC system applying the pro-
posed model. 
3 Material decomposition
In the field of radiation oncology, material decomposi-
tion can improve the accuracy of absorbed dose calculation 
by providing accurate material information. In the case of 






































3D LR MRI Output of pSRG 3D LR MRI Output of pSRG
Fig. 6. Architecture and results of the proposed superresolution generative (pSRG) model for magnetic resonance imaging (MRI)-guided 
radiotherapy. LR, low resolution; HR, high resolution.
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peak, improving the calculation accuracy of the penetration 
depth of charged particle is possible. 
Lu et al. [64] conducted a feasibility study for material 
decomposition using a CNN model. The performance was 
quantitatively assessed using a simulated extended cardiac-
torso phantom and an anthropomorphic torso phantom. 
The accuracy of the proposed model was compared with 
the random forest method, where the proposed model ex-
hibited better performance than the random forest by 4% 
and 16% in a noiseless and noisy environment, respectively.
4. Two-dimensional dose distribution deconvolution
When we performed dosimetry by using a dosimeter, the 
measured dose was influenced by the inherent character-
istics of the measuring device: effective volume of the ion 
chamber, light sensitivity parameter of an image sensor of 
a scintillation detector, and so forth. If the deconvolution 
process was performed, the ground truth dose could be re-
stored from the measurement dose.
Cheon et al. [65] developed a 2D dose distribution de-
convolution network based on CNN for accurate 2D mir-
rorless scintillation dosimetry in the penumbra area. Pen-
umbraNet, a model, was trained to correct the penumbra 
region of 2D dose distribution measured by an in-house 
scintillation detector. The performance of the PenumbraNet 
was then compared with an analytical deconvolution meth-
od based on Fourier theory. The gamma passing rate of 
the corrected 2D dose distribution was 11.04% higher than 
that of the analytical method when applying the 3%/3 mm 
gamma criterion. 
Discussion and Conclusion
Radiotherapy plays an increasingly dominant role in the 
comprehensive multidisciplinary management of cancer 
[66]. As radiation therapy machines and treatment tech-
niques become more advanced, the role of medical physi-
cists, who ensure patients’ safety, becomes more promi-
nent.
With the advancement of DL, its powerful optimization 
capability has shown remarkable applicability in various 
fields. Its utility in radiation oncology and other medical 
physics areas has been discussed and verified in several 
research papers [21-64]. These research fields range from 
radiation therapy processes to QA, medical image superres-
olution, material decomposition, and 2D dose distribution 
deconvolution.
This paper provides the trend of DL papers published 
thus far and serves as a tutorial and stepping stone for med-
ical physicists.
Henceforth, medical physicists should be able to define 
the problems themselves, choose which DL models to use, 
collect data, perform appropriate preprocessing, and train 
and verify the DL models. Furthermore, commercial ap-
plications based on DL are becoming more widespread, 
and medical physicists will soon gain the ability to perform 
processes of acceptance and commissioning of DL-based 
applications. 
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