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Figure 1: (a) We propose a novel method for the geometric calibration of three-bounce non-line-of-sight setups using
transient imaging hardware. Light travels from a laser SL to a laser spot l located on the diffuse reflector wall. From there,
it is reflected towards a calibration target m and back to a projected camera pixel c, finally reaching the camera SC . We
calibrate the setup using multiple images of a specular, planar mirror in different positions and orientations, analog to the
procedure in classical 2D camera calibration. Instead of relying on known features on the calibration target, we use the time
of flight of the full path from laser to camera to solve for the individual laser spot positions l and projected camera pixels c.
(b) The optimization problem is non-convex and requires a coarse initialization. (c) Even in the presence of time-of-flight
noise, our method reconstructs the acquisition setup geometry up to a very high precision. The ground truth values (shown
in red and green) are barely visible under the reconstruction.
Abstract
The recent years have given rise to a large number
of techniques for “looking around corners”, i.e., for re-
constructing occluded objects from time-resolved measure-
ments of indirect light reflections off a wall. While the direct
view of cameras is routinely calibrated in computer vision
applications, the calibration of non-line-of-sight setups has
so far relied on manual measurement of the most important
dimensions (device positions, wall position and orientation,
etc.). In this paper, we propose a semi-automatic method
for calibrating such systems that relies on mirrors as known
targets. A roughly determined initialization is refined in or-
der to optimize a spatio-temporal consistency. Our system
is general enough to be applicable to a variety of sensing
scenarios ranging from single sources/detectors via scan-
ning arrangements to large-scale arrays. It is robust to-
wards bad initialization and the achieved accuracy is pro-
portional to the depth resolution of the camera system. We
demonstrate this capability with a real-world setup and de-
spite a large number of dead pixels and very low temporal
resolution achieve a result that outperforms a manual cali-
bration.
1. Introduction
The ability to “see” beyond the direct line of sight forms
an intriguing problem to be solved that is of great interest
for many applications. These range from emergency situ-
ations, where situational awareness about dangers and vic-
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tims is key, to scientific scenarios, where microscopes sup-
porting such techniques reveal hidden structures. The recent
years have produced a number of techniques that sense ob-
jects located “around a corner” by recording time-resolved
optical impulse responses, where light that bounces off a
directly visible wall enters the occluded part of the scene
and thus gathers information about hidden objects; see Fig-
ure 1a for a schematic illustration. The available operation
modes [27, 14, 8, 21, 5, 10] support not only object detec-
tion and tracking of components of the occluded scene but
extend to the full reconstruction of 3D shape and texture. In
general it is assumed that the entire geometry of the setup
is known and only the hidden object is to be reconstructed.
This implies that the capture must be preceded by a manual
calibration: Positions and distances of devices and objects
have to be measured with high accuracy, a task which is
tedious and often results in imprecise results.
Here, we propose what we believe is the first automatic
system for calibrating the geometry of non-line-of-sight
sensing setups. Our scheme does not require any additional
hardware other than a common, planar mirror which serves
as the calibration target. As in traditional camera calibra-
tion, the target is recorded in different positions and orien-
tations. Since it does not rely on the target being textured,
and since only a temporal onset (rather than the full time-
of-flight histogram) is used, our calibration scheme can be
employed for all types of ultrafast sensors, including single-
pixel sensing scenarios [19], randomly scattered measure-
ment locations [3] as well as low-resolution imagers and
even correlation time-of-flight sensors [9]. Additionally,
task-specific constraints (e.g., pixel positions restricted to
a scan line) are easily integrated in the method.
Our calibration scheme requires an initialization to
warm-start the non-linear optimization problem. In contrast
to a laborious measurement, however, we rely only on a
rough estimate of the setup’s geometry: As long as the ini-
tial solution is reasonably close to the true geometry, the
method is robust to large amounts of statistical error like
shot noise.
On a experimental measurement setup, we demonstrate
that our scheme not only recovers relevant parameters to
high accuracy, but that it also improves the outcome of
NLoS reconstructions obtained using data from the setup.
2. Related Work
The last decade has given rise to a comprehensive body
of work on non-line-of-sight sensing, i.e., the estimation of
targets hidden from direct view by means of light under-
going indirect diffuse scattering off directly visible proxy
objects. While various lines of research are exploring the
use of steady-state measurements in order to extend the di-
rect line of sight [13, 15, 2, 25, 23, 4], the majority of works
remains focused on the use of time-resolved measurements
(transient images).
A survey by Jarabo et al. provides a good overview
of transient imaging as per 2017 [11]. Seminal works
include the recovery of low-parameter geometry and
reflectance models from transient measurements [14, 20]
as well as the first reconstruction of distinct shapes as
demonstrated by Velten et al. [27]. Since then, significant
effort has been devoted to unlock novel sensor technologies
and interferometric setups for transient imaging [7, 5, 6]
while simultanously improving the performance of the
de-facto standard reconstruction technique, ellipsoidal
error backprojection [27, 16, 1]. Recent additions to
the non-line-of-sight reconstruction problem include the
introduction of the confocal capture setting [21] as well as
attempts to cast the problem into paradigms borrowed from
wave optics and seismic tomography [18, 17]. While most
of these works rely on volumetric representations for the
hidden target, other researchers have explored alternative,
surface-driven representations as well [22, 10, 26]. These
models typically lead to improved consistency of the solu-
tion with respect to a physically-based forward simulation
of light transport, and they also naturally express effects
like surface reflectance (BRDFs) or self-occlusion. Equip-
ping volumetric representations with such surface-based
characteristics to “guide” the reconstruction is possible,
but comes at greatly increased implementation effort and
computational cost [9, 8].
All these approaches share the need for a highly ac-
curate calibration of the setup. Not only do the intrinsic and
extrinsic parameters of capture devices have to be known,
but so do the shape and orientation of proxy surface(s)
that are to serve as “mirrors” into the occluded part of
the scene. The state of the art still relies on the manual
measurement of positions and relative distances. In direct
imaging on the other hand, much more advanced and accu-
rate, and at least semi-automatic, techniques are routinely
used. For instance, for computational photography and
computer vision purposes, intrinsic camera parameters
are estimated by enforcing consistency between model
prediction and observation for known reference targets
like planar checkerboard patterns [28]. With this work
we introduce a similar methodology for non-line-of-sight
sensing setups, aiming to reduce the gap between direct
and indirect imaging techniques with respect to accuracy,
usability and robustness of setup calibration that has existed
to this day.
3. Method
A non-line-of-sight (NLoS) setup can be viewed as
a high-dimensional function that produces measurements
from parameters such as the setup geometry, the hidden ob-
ject, reflective properties of various components, a back-
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ground signal, the sensor model of the camera, and oth-
ers. We distinguish radiometric parameters (that govern the
amount of light being transported) and spatio-temporal pa-
rameters (that govern the time of flight). A first abstraction
step drops camera and laser peculiarities and describes mea-
surements as transient histograms, i.e., the time-resolved
(on a pico- to nanosecond scale) intensity of light arriving
at each sensor pixel. Commonly all participating reflectance
functions (BRDF) are assumed to be Lambertian (with no-
table exceptions such as NLoS BRDF reconstruction [20] or
retro-reflective objects [21]), and scenes are set up to mini-
mize reflections from the background. This leaves only the
setup and hidden object geometry, i.e., the spatio-temporal
parameters of the system. As the image formation model
of transient light transport is well understood (for a list of
simulation approaches see Jarabo et al. [11]) an analysis-
by-synthesis approach can be employed to reconstruct the
hidden geometry [10, 15] but it relies on accurate knowl-
edge of the setup.
A setup calibration can in principle be attempted in a
similar fashion: Given a known hidden object the setup is
inferred from measured transient data. However providing
ground truth information for hidden objects is a challeng-
ing task: The potentially complex object geometry must be
either measured or manufactured precisely and the object
must be placed at one or multiple known positions. Thus it
is unlikely that such an approach will result in fewer mea-
surements than a manual setup calibration. Although in an
even more general problem formulation a joint optimization
of hidden object and setup geometry could be attempted,
this seems not very promising given that reconstructing just
the hidden object is already a challenging problem on its
own.
Instead of using a traditional NLoS setup we therefore
propose to replace the hidden object by a simple planar
mirror (as available as common household object). As we
will show in the following this makes the image formation
model significantly simpler. This leads to an easier-to-solve
optimization problem that has far weaker requirements on
its initialization due to its implicit constraints. Our approach
jointly optimizes for setup geometry and mirror placement,
which allows for a setup calibration with little manual mea-
surements that can be performed with reduced accuracy to
acquire only a rough estimate for initialization.
The mirrors can be placed in the visible and hidden part
of the scene. Thus access to the hidden part is not strictly
required, however it can lead to more robust calibration, if
it is accessible.
3.1. Image Formation Model using Mirrors
Figure 1a gives a schematic illustration of a NLoS cali-
bration setup: A sensor/laser light source setup on the left
hand side which is separated from the mirror calibration tar-
get by an occluder. We denote the physical position of the
camera and the laser with SC and SL respectively. As they
are usually close to each other we define the shorthand no-
tation S = {SC , SL}. In the classic three-bounce setup
the signal is reflected from a planar wall. We denote the
projected camera pixels on this wall with c ∈ C and the
(potentially multiple) laser spots with l ∈ L. The mirrors
that replace the hidden object in our setup are denoted with
m ∈M .
C and L describe the setup as a very general combina-
tion of multiple camera pixels and laser positions. Whether
the pixels lie on a fixed grid (as for 2D image sensors), a
single line (as for streak cameras) or are placed arbitrarily
on the wall (as for scans with single-pixel detectors) mat-
ters only insomuch as that some cases allow for specialized
parameterizations that can improve calibrations (see 3.3).
Due to the Helmholtz reciprocity the role of L and C are
furthermore always interchangeable in the following discus-
sion. Most common NLoS setups assume that all l ∈ L and
c ∈ C lie on the same plane, which is the case for a pla-
nar wall. However, our method also works with general 3D
points (and thus rough or curved walls), which allows us to
cover a wide variety of NLoS setups that can be calibrated
with our approach.
As the mirrors are convex, interreflections within the ob-
ject, which usually blur the temporal response of the hidden
object, are excluded implicitly. In contrast, the specular re-
flection on the mirror allows for only a unique optical path
l → m → c, connecting laser spot, mirror and projected
pixel. Compared to classical transient rendering this means
that no integration over the surface of the object is required,
which allows for fast and noise-free computation. Our tran-
sient histograms only contain a single, sharp peak (when
camera sensor model and laser characteristics are ignored).
Given an intrinsic camera and laser calibration we assume
that those peaks can be retrieved in a hardware-specific pre-
calibration step that also deals with effects such as back-
ground radiation or higher-order bounces.
A complete measurement consists of a series of paths
Pi,j,k = SL → li → mj → ck → SC (we omit indices in
unambigious cases). The image formation model assumes
that only a single laser and a single mirror is used at a time.
Each path is characterized by a time-of-flight and an in-
tensity. The intensity depends on the BRDF of the wall and
its normal vector, while the time-of-flight is independent
from both. For our calibration we only rely on the time-
of-flight. We thus neither need to assume nor to estimate
any BRDFs or wall normals (however the wall normal can
still be retrieved for planar walls and estimated for rough or
curved walls from the individual camera and laser points).
For the time-of-flight computation we need to compute
the length of a path SL → l → m → c → SC . Note that
m is a plane while SL, SC , l, and c are points. Due to the
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Figure 2: To assess the optical path l → mr → c, we use
a similarity relation: The laser spot l illuminates the wall as
if it was reflected on the mirror plane, resulting in a virtual
light spot l′.
specularity constraint of the mirror reflection there exists a
unique point mr on m at which the light is reflected. The
length of the sub path l → mr → c is equal to the path
length l′ → c, where l′ is the point l mirrored at m (see
Figure 2).
A mirror plane is represented in the Hesse normal form
as normal vector n and scalar offset d. Then:
l′ = l − 2(n · l + d)n (1)
The total path length is the sum of all path segments:
f (S, l, c,m) = ‖l − SL‖+ ‖c− l′‖+ ‖SC − c‖ (2)
While mathematically planes are infinite, real mirrors are
usually not. If mr does not lie on the physical mirror plane,
c will not receive any signal (see Figure 2). In this case,
the path can simply be removed from the optimization (see
section 3.2).
3.2. Calibration
Following the analysis-by-synthesis scheme, we take
time-of-flight measurements t from the real setup and com-
pare them to the times-of-flight computed from the current
estimate of the setup. If all possible combinations are used
there are a total of #L·#M ·#C measurements. The target
function of the optimization is the L2 norm of the difference
between the measurements:
argmin
S,L,C,M
∑
l∈L
∑
c∈C
∑
m∈M
‖f (S, l, c,m)− tl,c,m‖2 (3)
The calibration problem now consists of determining all
l ∈ L, c ∈ C, m ∈ M , as well as S, such that the corre-
sponding optical path length matches the measured time of
flight.
A calibration is only unique up to a rigid transforma-
tion of the whole setup as by definition a rigid transforma-
tion does not change any path lengths. A reconstruction
obtained from such a transformed setup will differ only by
said transformation (except for slight differences that can
result from things like an axis-aligned reconstruction vol-
ume). We can therefore w.l.o.g define the camera and laser
location S as the origin of the coordinate system and deter-
mine all other points relative to it. In general we consider
the offset between the camera location SC and the laser lo-
cation SL as a known feature of the hardware setup1.
Equation 3 assumes a fully connected case where every
possible path is used. Alternatively some paths can be omit-
ted e.g. for confocal setups or when not all mirrors are used
will all laser positions. The fully connected case is the de-
fault.
We solve Equation 3 with a standard gradient descent al-
gorithm (BFGS [24]). The initialization is further discussed
in Section 4. Due to the compact image formation model
automatic differentiation can be used for gradient computa-
tion.
3.3. Parameterization
In the most general case, each l and c has three compo-
nents (x, y, z), while each m has four (represented in the
Hesse normal form). This parameterization of m as a 4D
vector does not guarantee unit length of the plane normal,
so f is evaluated on re-normalized planes.
From this general case more specialized parameteriza-
tions can be derived by applying a parameterization func-
tion g : p → (S,L,C,M) before f is evaluated. We im-
plement two of such parameterizations for common special
cases. A suitable parameterization can decrease the degrees
of freedom of the optimization (making it faster and more
robust) and enforce certain constraints on the solution. Thus
the usage of specialized parameterizations is in general pre-
ferred.
3.3.1 Planar Walls
To the best of our knowledge, all non-line-of-sight recon-
struction approaches have used purely planar walls. Even
though our method can be used for more general cases with
the default parameterization, planar walls are thus an im-
portant special case.
After defining two basis vectors and an origin, each point
on a planar wall can be described by just two components
u and v. As a calibration is only unique up to a rigid trans-
formation we can w.l.o.g define the wall plane as the X/Z
1Relative to the distance to the wall, the offset between SC and SL is
usually small. In these cases the angle between SC and SL viewed from
any c or l is marginal and the dominant factor is the total distance from the
hardware to the wall.
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plane. Then the only remaining parameter of the wall plane
is the offset to our origin S. As the mirrors reside outside
the plane, their parameterization remains unchanged.
An initialization of the general case can be automatically
transformed to a planar wall initialization by fitting a plane
through C and L and transforming it onto the default plane
(while also estimating an initial plane offset).
Due to its ubiquity and relevance, the planar wall param-
eterization is the default case in our evaluation.
3.3.2 Regular Grids
On two-dimensional camera sensors the individual pixels
are usually arranged on a regular grid. This grid is projected
into the scene along the view direction leading to strong
constraints between the relative positions of the projected
pixels. In the case of a planar wall this projection can be
fully characterized by a homography, a 3× 3 matrix (with a
constant 1 as lower right entry) that maps homogeneous 2D
coordinates of the image sensor to 2D coordinates on the
wall.
Via a sensor pattern (a list of pixels in sensor coordi-
nates) for projection, arbitrary layouts can be used. These
are characterized by horizontal and vertical resolution of the
sensor, non-square pixels, masking of dead pixels, lens dis-
tortion, and other potential parameters, that are hardware
specific. We consider such characteristics to be given.
Since 2D sensors usually contain hundreds or thousands
of pixels, the reduction of degrees of freedom to a constant
of 9 (8 for the homography, 1 for the wall plane) is signifi-
cant.
4. Method evaluation
For practical usage of the calibration it is important to
understand on which setups it can be applied and what the
expected quality of the result is. Since the optimization
problem can be formulated for every setup, we define ro-
bustness of the solution as criterion for applicability.
A setup is characterized by a number of parameters,
some of which are easier to change than others. Fixed
parameters include those defined by the hardware, e.g.,
the resolution of the image sensor (the number of camera
pixels) and the accuracy of the time-of-flight information.
Flexible parameters include the number of laser positions,
the number of mirror positions and the quality of the ini-
tialization. Note, that even if the setup will later only use a
single laser position, it is typically possible to use additional
laser positions for calibration measurements.
In the evaluation we give guidelines on how these flex-
ible parameters should be chosen before we show the ex-
pected accuracy depending on the fixed parameters.
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Figure 3: Setup used for the synthetic evaluation. The cam-
era and laser are in the origin, the red dots mark the laser
spot positions. The in total 40 mirrors (not shown here) are
placed between camera and wall and face the later.
4.1. Evaluation setup
Our standard evaluation setup consists of 25 camera pix-
els (arranged in a 5 × 5 grid), 8 laser spot positions and 40
mirror positions. During the evaluation a varying amount
of the laser and mirror positions are used. The camera view
frustum on the wall is 2 × 2 units and 4 units away from
the camera and laser. The laser spot positions are arranged
around the view frustum while the mirrors are placed in
front of the wall. We use the default case of a planar wall
for the majority of the evaluation. The setup is shown in
Figure 3. To mimic real calibration situations, we rely on
the ground truth setup and apply varying levels of noise to
resemble measurement uncertainties. This perturbed data
is then used as initialization for the optimization process,
which helps us to assess what level of accuracy is required
to successfully estimate the correct geometry. In particular,
we apply measurement noise with standard deviation n as
• Gaussian noise with standard deviation of n to pixel
and laser spot positions,
• Gaussian noise with standard deviation of n/4 to mir-
ror normals and renormalize them,
• and Gaussian noise with standard deviation of n to the
mirror plane offsets.
Figure 1 shows the ground truth values along with an
example initialization where spatial noise with a standard
deviation of n = 0.5 was applied. At this noise level not
much of the original structure is preserved. Equally, Gaus-
sian noise in various levels is applied to the reference time-
of-flight values t.
We characterize the quality of a calibration by the root-
mean-square (RMS) error between the individual compo-
nents. Mirror positions are not considered part of the cali-
bration result and thus excluded from evaluation. For two
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setups P = {S1, l ∈ L1, c ∈ C1} andQ = {S2, l ∈ L2, c ∈
C2} we compute:
RMS(P,Q) =
√∑
‖Pi −Qi‖22 (4)
As the calibrated setup might be in a different coordinate
system, naively applying Equation 4 can result in high er-
rors even for actually good result. Therefore we deter-
mine an optimal rigid transformation that transforms a setup
onto a reference, after which the RMS becomes meaning-
ful. Since the time-of-flight values for individual paths are
in a defined order, correspondences between setup points
remain intact during optimization and the optimal rigid
setup transformation can be computed with the Kabsch al-
gorithm [12]. Since the RMS error has the same unit as the
initialization noise n, the two can directly be set into rela-
tion.
The example in Figure 1 uses 4 mirror positions and and
time-of-flight noise with a standard deviation of 0.02 was
applied. It achieves a reconstruction error of 0.042.
4.2. Required Measurements
For a robust optimization the ratio between the input di-
mensions and output dimensions is an important measure.
The number of input dimensions of the optimization prob-
lem is defined by the amount of measurements (i.e., used
paths), while the number of output dimensions depends on
the parameterization. For the fully connected case there are
#L · #M · #C measurements: All possible connections
between laser, mirror and camera are included. The output
dimensions are (when the origin is set to S):
• Default: 3 ·#C + 3 ·#L+ 4 ·#M
• Planar: 2 ·#C + 2 ·#L+ 4 ·#M + 1
• Grid: 2 ·#L+ 4 ·#M + 9
In Figure 4 we compare the total number of measurements
to the reconstruction error, where the RMS error is color-
coded with respect to the number of lasers involved in the
measurement. To analyze the performance for different
combinations of laser and mirror positions, we split the
same number of measurements across lasers and mirrors to
different parts. All optimizations use the planar parameter-
ization and are initialized with a noise level n ∈ [0 . . . 0.5]
and a time-of-flight noise level of 0.02.
The results show that the number of measurements alone
says little about the structure of the problem, the same num-
ber of measurements may lead to severely different errors
depending on the ratio between lasers and mirrors used. As
expected, the reconstruction improves when more measure-
ments are used. More interestingly, it is also beneficial to
have about as many laser positions as there are mirror posi-
tions: The more extreme the ratio between laser and mirror
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Figure 4: Calibration performance depending on the total
number of measurements. Each data point shows the mean
and standard deviation of 100 individual optimizations. The
numbers above the bars show the number of mirrors used
for that data point.
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Figure 5: Reconstruction error for various levels of initial-
ization noise. The data is the same as shown in Figure 4,
averaged over all laser/mirror combinations for a specific
number of measurements (shown in different colors / mark-
ers).
positions, the worse the results become. For practical appli-
cations, the reconstruction error should be close to or below
the depth resolution of the camera. We conclude that 32
measurements using at least 4 laser positions are a lower
bound for a sufficiently accurate reconstruction.
Figure 5 shows the same data set as in Figure 4, but this
time decoded in terms of its dependence on the initialization
error. We find that within generous bounds the initialization
has no effect on the convergence of the optimization; the
RMS error primarily depends on the number of measure-
ments involved. Figure 6 shows the limits of the allowed
initialization error. Even for high values some optimiza-
6
10 2 10 1 100 101
initialization noise (STD)
10 2
10 1
100
re
co
ns
tru
ct
io
n 
er
ro
r (
RM
S)
mean
RMS distribution
Figure 6: Reconstruction success depending on initializa-
tion noise. Time-of-flight noise is fixed at 0.02. The blue
distribution of the individual optimization results gives an
better intuition than the orange mean value - the results split
in two distinct clusters for increased noise. Note that both
axes are in log scale.
0.00 0.02 0.04 0.06 0.08 0.10
time-of-flight noise (STD)
0.00
0.02
0.04
0.06
0.08
0.10
0.12
re
co
ns
tru
ct
io
n 
er
ro
r (
RM
S)
r = 1
default, r = 1.19
planar, r = 0.71
grid, r = 0.32
Figure 7: Calibration error depending on the time-of-flight
noise and parameterization. The r-values show the gradient
of a linear fit for each parameterization.
tion runs still converge to the correct result, but there are no
guarantees and it cannot be considered a safe initialization.
Up to a certain threshold close to 100 units, the dis-
tribution of reconstruction errors is strongly centered at
low RMSE, indicating an accurate result (note the log-log
scale). Once this threshold is crossed, the optimization does
not converge anymore and exhibits a sudden drop in quality.
We can transfer these insights to form an important rule
with respect to the calibration of real setups: We cannot rely
on arbitrary initialization values but indeed require a rough
knowledge of the geometry. Still, even a rough estimate is
sufficient to yield a very accurate calibration, which might
not even require the use of measuring tapes and rulers.
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Figure 8: Example calibration of a curved wall. The setup
consists of 6 lasers and 6 mirrors, the initialization noise is
0.5, the time-of-flight noise is 0.1. The RMS error of the
calibration is 0.099.
Figure 7 shows the reconstruction error in dependency
of the time-of-flight noise and the parametrization. To gen-
erate the data the standard setup with 5 mirrors and 6 laser
positions is initialized with a random noise value between
0 and 0.5. We find that there is an approximately linear re-
lationship between the uncertainty of the time-of-flight data
and the reconstruction error.
The naive parameterization support arbitrary three-
dimensional positions. An example calibration is shown in
Figure 8.
Our main findings of this analysis are, that for a sufficient
amount of measurements, a wide area of safe initialization
exists. However the particular setup geometry also plays
a certain role, e.g. if all laser positions are confined in a
small part of the scene, the data is mostly redundant and
the optimization is less stable. For optimal results, an equal
amount of laser points and mirrors should be used, equally
(but not symmetrically) distributed in the scene.
4.3. Implementation and Runtime
In our prototype Equation 3 is implemented purely
in Python, the optimization is performed with the
scipy.optimize package. On typical setups, the op-
timization runs for about 2 minutes, but obviously much
more efficient implementations could be used if calibration
speed becomes a concern.
5. Experimental Results
For the experimental verification of our results we cal-
ibrate a setup consisting of a PrincetonLightwave InGaAs
Geiger-mode avalanche photodiode camera and a Keopsys
pulsed Er-doped fiber laser. The camera has a spatial reso-
lution of 32× 32 pixel and a bin width of 250 ps (7.495 cm
at c). Each measurement consists of 200,000 individual bi-
nary frames captured in about 4 seconds. The laser emits
light at a wavelength of 1.55 µm and has a pulse length of
500 ps. The transient histograms retrieved from the camera
are converted to time-of-flight values by fitting a Gaussian
function to the main peak.
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5.1. Calibration Results
Our setup uses a planar wall at a distance of 6.6 m from
the camera. The field of view on the wall is approximately
135 cm × 135 cm, resulting in a size of a projected pixel
of 4.2 cm × 4.2 cm. We measured the cameras field of
view using a moving marker on the wall and observing it in
the cameras live image. The 7 spot positions of the near-
infrared laser where measured using an IR detector card.
We estimate that these measurements are accurate up to 1–
2 cm. The signal offset between camera and laser (which re-
sults in a time-of-flight offset) is calibrated by placing a pla-
nar calibration target in front of the setup at several known
distances.
A household-grade mirror is mounted on a tripod which
we place at 7 different locations in the scene. The mirror
planes were initialized by measuring the position of the tri-
pod over the floor and assuming that the plane normal faces
towards the geometric mean of the camera and laser points.
Although being a rough estimate, this approach proved suf-
ficient.
Measurements are affected by scattering (e.g. when the
laser spot is close to the view frustum or the laser beam
crosses it and hits tiny particles in the air) and a couple of
rows and columns on the image sensor are broken, resulting
in invalid values. As our proposed method uses a flexible
list of l → m → c paths, we can automatically detect and
remove invalid paths from the optimization (see the supple-
mentary material for details on the detection). Due to the
high amount of pixels and their regular layout, we use the
grid parameterization.
Figure 9 shows a typical calibration result. Our mea-
surement of the setup geometry acts as estimated ground
truth comparison and the optimization was initialized as de-
scribed in section 4.1 with an average error of n = 40 cm.
Note, that since the grid parameterization is used, noise is
applied to the corners of the view frustum instead of indi-
vidual pixels (since their layout is given by the sensor pat-
tern). In real applications such an rough initialization could
be estimated without the use of measuring tape or similar
devices.
Over multiple optimizations we achieve a typical RMS
error of 3–4 cm on this setup. Considering the bad tempo-
ral resolution of the setup, these results are consistent with
our findings insection 4. With twice the temporal resolution
(which is readily achievable with commonly used hardware)
we would expect a reconstruction error on the order of the
uncertainty of our careful manual measurements.
5.2. Backprojection Results
We test the performance of the calibration by comparing
reconstruction results from uncalibrated setups with results
from the calibrated ones. A house-shaped wooden target is
placed in front of the wall (see Figure 10) and reconstructed
2.0 1.5 1.0 0.5 0.0 0.5
0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
2.50
measured
dead pixels
2.0 1.5 1.0 0.5 0.0 0.5
0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
2.50
initialization (n = 0.4)
2.0 1.5 1.0 0.5 0.0 0.5
0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
2.50
result (RMS = 0.0336)
camera meas.
laser meas.
Figure 9: Calibration result on measured data. The cali-
bration target mirror is mounted on a tripod in front of the
reflector wall (top left). Some broken camera pixels were
removed (top right). The initialization noise of 40 cm (bot-
tom left) is almost a third of the camera field of view. The
RMS of the reconstruction (bottom right) is 3.4 cm.
using a backprojection implementation as described in Liu
et al. [18]. Note that the depth resolution of our setup is sig-
nificantly lower than in Liu et al. [18] and that we did not
fine-tune parameters for individual reconstructions in order
to show the differences caused by the different setup ge-
ometries. The same setup as in Section 5.1 is used.
While none of the reconstructions in Figure 10 reveal
fine details of the object, there are significant differences
between the reconstructions. After noise is applied to the
measured ground truth (as described in section 4.1) the el-
lipsoids in the backprojection are less focused and result in
a blurred-out shape. The calibrated setup has a RMS dis-
tance of 3.1 cm to the measured setup, the precise ground
truth value is unknown but in the vicinity of both. The re-
construction from the calibrated setup appears more focused
than the other two.
6. Conclusion
Our proposed method for non-line-of-sight setup cali-
bration is demonstrated to robustly optimize real-world se-
tups. Despite being a non-convex problem we show that a
generous convergence basin exists around the global min-
imum which results in low requirements of the initializa-
tion. The achieved accuracy depends on the depth resolu-
tion of the setup, but setup specific parameterizations can
be used to enforce constraints and increase the accuracy.
As the mirror target results in a single sharp peak in the sig-
nal, we do not rely on hardware being able to record full
8
measured
initialization calibrated
Figure 10: Visual comparison of the backprojection results.
The calibration is initialized with a standard deviation of
n = 10 cm (with an object size of 56.9 cm × 44.1 cm).
transient histograms. This makes our method applicable on
a wide variety of hardware including amplitude-modulated
continuous-wave lidars. The ability to calibrate also non-
planar walls could enable non-line-of-sight imaging appli-
cations in everyday situations.
Future work includes evaluation and fine tuning of the
calibration for a broader set of setups such as confocal ones.
Additionally the mirror that acts as calibration target could
be augmented with a calibration pattern that is then pro-
jected onto the wall. This would allow to capture additional
information which could possibly be used to improve re-
sults. Similarly using also the intensity of paths could allow
to formulate additional constraints on the wall normal.
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