INTRODUCTION

26
Computer-assisted cardiac rhythm interpretation has been considered a very important issue in the 27 biomedical field. Although there have been major contributions to this area, the poor performance of 28 current automatic systems is an important drawback in their introduction into routine clinical practice. 1
During the last decade, large efforts have been directed to integrate medical knowledge into the 2 interpretation process, in order to develop "intelligent monitoring" systems. Despite its limitations, this 3 approach has shown promise in improving automatic interpretation of clinical data [23] . 4
Integration of medical knowledge can be done by distinguishing two main representation levels: 5 "shallow" or experiential knowledge and "deep" knowledge. By directly mapping experiential 6 knowledge into a computer-assisted system, an expert or knowledge-based system (KBS) can be 7
implemented. Most of the current systems for medical diagnosis have been developed following this 8 methodology. Deep knowledge can be introduced by means of model-based systems (MBS), in which a 9 model of the underlying physiology is built to obtain a useful explanation of the observation, leading to 10 a comprehensive and compact knowledge representation that can be applied for diagnosis or for 11 prediction. A stepping-stone in the practical application of MBS to dynamic systems has been the 12 implementation of the interface between model and observations, as well as the stages of hypothesis 13 generation and machine reasoning, often difficult to define. This paper presents a new approach for the 14 interpretation of cardiac beats, combining model-based reasoning and evolutionary computing, which 15 is part of a system named CARMEM (Cardiac Arrhythmia Recognition by Model-based ECG 16
Matching), being developed in our laboratory [9] . This approach directly integrates observed ECG 17 signals with a semi-qualitative cardiac model by: i) defining an error function between the model's 18 output and the observations and ii) applying evolutionary algorithms to adapt the model parameters in 19 order to minimize the observed error. 20
After a brief review of current MBS for cardiac arrhythmia interpretation, the proposed approach is 21 described. Three beat interpretation examples are also presented, showing the potentialities and current 22 limitations of the approach. 23 24
STATE OF THE ART 25
The initial efforts towards the development of a model-based system for the analysis and diagnosis 26 of cardiac arrhythmias can be summarized into four representative systems, each one possessing its 27 own peculiarities: "KARDIO" [2] , the set of "Ticker" models [12] , "EINTHOVEN" [25] and 28 "HOLMES" [6] . 29 HAL author manuscript inserm-00134397, version 1 KARDIO is a well-known system, often used as a textbook example of machine-generated 1 knowledge. It consists of a set of rules defining deep electrophysiological relations that permits the 2 generation of new knowledge about the observed phenomena. The other three systems are based on 3 spatio-temporal electrophysiological models of the cardiac activity, with varying degrees of detail. 4
They also present a reasoning mechanism, generally based on a hypothesize-and-test paradigm, 5 allowing the generation of a set of explanations, followed by a pruning phase, in order to keep the most 6 significant interpretations. However, among the systems mentioned, only EINTHOVEN presents a 7 complete reasoning structure that has been evaluated on a number of different rhythms [26] . 8
Besides the limitation in the explanation of pathological rhythms, current MBS's lack a practical 9 way of associating the modeled knowledge with the clinical observations. Usually, a set of hand-made 10 annotations about occurrence of atrial and ventricular activities are employed, accompanied, in some 11 cases (EINTHOVEN and HOLMES), with a qualitative morphological description of each observed 12 ECG wave. The absence of a direct automatic integration of model and observed phenomena represents 13 a huge limitation of current MBS in their on-line interpretation of cardiac activity. 14
PROPOSED APPROACH 15
Two major abstraction levels can be identified in any intelligent monitoring system (see Figure 1 In the proposed system for cardiac diagnosis, the lower level is responsible for detecting the main 23 cardiac events, for example, occurrence of atrial and ventricular activities (P-wave and QRS complex 24 of the ECG, respectively). Low level signal processing can be regarded as a very difficult problem in 25 the presence of noisy data, typically measured in coronary care units (CCU) or in emergency and 26 ambulatory monitoring. Improvement of the detection performance in these conditions has been an 27 important research line undertaken in our laboratory. Recently, a new approach that exploits the 28 complementary information extracted from different sensors has been proposed [10] . 29 other structures, such as ectopic pacemakers, pathological pathways like accessory pathways, etc. 23
However, as in other models presenting the same anatomo-physiological level of detail, the model 24 in CARMEM is not able to generate some particular rhythms like atrial or ventricular fibrillation or 25 flutter. These particular rhythms can be characterized by means of specific low-level signal processing 26 methods [21, 27] . 27
At any given time, each automaton can be in one of four physiological states: slow diastolic 28 depolarization (SDD) (for NA) or idle (for MA), upstroke depolarization period (UDP), absolute 29 refractory period (ARP) and relative refractory period (RRP). At the end of the UDP of a given 30 automaton, an activation impulse is sent to all the neighboring structures. In each automaton, state 1 transitions are triggered both from the inside and from outside. In the former case, a set of internal 2 parameters, representing the time associated with each physiological state, govern the transitions. In the 3 later, the automaton is externally activated by the depolarization of a neighboring structure. The 4 hysteresis properties of the cardiac tissue, namely, the cycle rate dependency of refractory periods and 5 the response to premature activations, have also been modeled in each automaton by means of simple 6 mathematical models [9] . 7 Nodal automata are characterized by 6 real-valued parameters: four parameters representing the 8 duration of each one of the physiological phases (SDD, UDP, ARP and RRP), and two others 9 corresponding to the slope (or sensibility) of the two relations describing the hysteresis properties of 10 the cardiac tissue. Myocardial automata present five parameters: the same parameters as for NA, but 11 without the duration of the SDD. All the parameters characterizing each automaton can be modified 12 dynamically (manually and/or automatically) during a simulation. For example, a nodal automaton 13 representing an ectopic foci, can be enabled or disabled during the simulation by changing its SDD 14 duration parameter (an SDD duration value defined in the model to infinity, will disable the NA). 
HEART CONDUCTION SYSTEM AND ECG GENERATION LEVEL 22
Connections between structures are defined at this level, according to anatomical considerations for 23 antegrade, retrograde and lateral activations. These connections, as well as those associated with 24 additional structures inserted during a simulation, can also be modified dynamically. 25
The VCG is calculated, at each time-step, by the addition of the individual contributions of all 26 myocardial structures. Since the electrical axis of the heart is considered as a dynamic parameter at this 27 level, simulation of QRS complex morphology variations derived from patient movements and 28 respiration are possible. The VCG obtained can be projected onto any chosen set of ECG leads by 29 means of a transformation matrix, using the current value of the electrical axis of the heart. Appendix 1 30 HAL author manuscript inserm-00134397, version 1 presents a brief description of the VCG/ECG synthesis process. More details can be found in [9, 14, 1 20] . 2
META-LEVEL 3
This level allows interfacing of CARMEM to other physiological models (such as a model of 4 autonomic baroreflex) that can interact with the cardiac model, or for the implementation of meta-5 algorithms, that adapt physiological parameters during dynamic cardiac rhythm simulation or 6 arrhythmia interpretation. 7
The automatic explanation of each simulated beat is also performed in this level by means of a 8 spatio-temporal representation of the cardiac conduction, known as ladder (or Lewis) diagrams [24] . 9
Each nodal structure of the model is associated with its corresponding zone on the ladder diagram, 10 according to anatomical considerations. In order to generate the diagram, the following process is 11 The i-th observed beat (to be reproduced) is extracted from observed signals by means of simple 12 windowing: 13 The model adaptation is performed. It calculates an error function between 23 Once the interface between observations and model output has been defined, interpretation of 11 incoming beats becomes the search of the parameter set of each modeled cardiac structure that best 12 reproduce the observed beat. Intra-beat adaptation can thus be seen as an optimization problem 13 consisting of minimizing, for each beat i, the error function of the difference between synthesized and 14 observed activity. This error function can be expressed as: 15
17
Since the model parameters convey a direct physiological interpretation, an explanation of the i-th 18 observed beat can be obtained from the optimal set of parameters, P i * , that minimizes this error 19 function. Nevertheless, a number of obstacles have to be overcome in order to have a meaningful and 20 practical optimization process, among them: 21
• Due to the semi-quantitative nature of the CARMEM model, the error function is not differentiable 23 with respect to individual parameters of each modeled structure. This aspect prevents the use of 24 deterministic optimization algorithms, such as those based on gradient descent. 25
26
• The model depends on a large number of variables. 27
• The parameter adaptation process, designed to reproduce the observed ECG, is an ill-posed 1 problem, comparable, in a minor scale, to the inverse problem of the electrocardiography. 2 3 These difficulties make it mandatory the use of an optimization technique which is: i) independent 4 of the existence of the derivative of the error function with respect to the model's parameters (i.e. the 5 search of solutions has to be based solely on the evaluation of the error function), ii) adapted to 6 complex problems including a great number of parameters and multiple local optima, and iii) robust. 7
Two types of optimization methods seem adequate to this problem: exhaustive search and combinatory 8 or stochastic search methods. 9
The first group was not considered here, due to their computational cost. In the second group, two 10 methods were tested in an initial phase: simulated annealing [13] and evolutionary algorithms (EA) 11
[11], [15] . Evolutionary algorithms have been the subject of intensive research during the last decade 12
and have shown to be useful in the solution of hard identification problems, including different 13 biomedical applications [18] . In EA's, the additional property of evaluating many potential solutions at 14 the same time is particularly adapted to our problem, because it allows the definition of a set of 15 predefined beats, which are commonly observed in clinical practice, as initial solutions. Due to these 16 facts, EA's were kept as the identification approach for the adaptation process. 
ERROR FUNCTION AND SELECTION METHOD 1
The interface between the model and the observations, defined in section 3, is used here to calculate the 2 performance of each individual l, by means of the error function ! X O , X S ( ) . Three sources of error 3 between the synthesized and the observed activities can be identified to construct the error function !: 4 1. The sample-to-sample morphological difference between the observed and synthesized beat: 5
where B i, j o represents lead j of the observed beat, B i, j s ,l is the synthesized beat for the same lead j 6 by individual l. M B is the size of the evaluation window (M1+M2=M B = 800 ms). 7 8 2. The difference between occurrence instants in the observed and synthesized P-waves ( ! i AAO and 9 ! i AAS respectively) for individual l, obtained as: 10
3. The difference between observed ( ! i AVO ) and synthesized ( ! i AVS ) QRS-complex timing, which is 12 always zero, due to the application of the procedure of QRS alignment in the interface algorithm. 13 14 15 Thus, the error function for individual l and beat i can be calculated by: 16 
KNOWLEDGE INTEGRATION INTO GENETIC OPERATORS 1
Convergence improvement and reduction of computational load of an evolutionary algorithm can 2 be achieved by means of different evolution strategies [1, 3, 4] . One of them consists in determining, 3 for a given individual l, two important values, in order to improve its performance: i) the gene, or set of 4 genes, that should be modified to improve the solution and ii) the direction of this modification, 5 whether positive or negative. This information can be compared to the error function gradient with 6 respect to each parameter. Normally, no information on the gradient is employed in genetic operators. 7
Both, the gene to modify and the direction of the modification are obtained randomly following a given 8 distribution. In the case of the intra-beat adaptation, some electrophysiological knowledge can be used 9 in order to give a higher modification probability to specific genes. Particularly, three heuristic criteria 10 have been used to improve the adaptation of the EA: 11 structures. This second criterion (w M ) assigns a higher weight to genes deriving a higher 21 morphological error e M (l,k). This information is extracted from action potentials generated by 22 the model during the simulation. The value of the second criterion is the same for all genes q 23 of a given cardiac structure S and is given by: 24
Values M1 S and M2 S represent respectively the activation instant (start of the UDP) and the 1 end of the RRP period, detected from the action potential of structure S. 
18
The developed EA is thus driven by a mutation process (geometrical creep mutation) and by two 19 cross-over methods (uniform and heuristic cross-over) [1] . The random function generator used for 20 these operators has been modified in order to take advantage of the proposed criteria (w(q,l)), giving 21 higher modification probabilities to the genes with higher weights. 
RESULTS
20
The first evaluation stage of the intra-beat adaptation process required several tests reproducing five 21 different beat morphologies, associated with distinct pathologies, in order to find appropriate parameter 22 values for the EA. The best results were obtained with a relatively high mutation probability p m (close 23 to 0.6) and a cross-over probability p r close to 0.3, corresponding to a "naïve evolution" strategy, which 24 mimics the evolution of an "asexual" population and has been used successfully on a number of 25 applications [1] 
EXAMPLE 1: SINUS BEAT WITH NORMAL A-V CONDUCTION (FIGURE 5) 15
The best individual of the initial population (generation 0) is a sinus beat with a large energy QRS 16 and a displaced P-wave in relation to the observation ( Figure 5 ). In generation 9, the instant of 17 appearance of the simulated P-wave is closer to the observed one, while QRS amplitude was reduced. During the initial evaluation of the EA, the best results were found by adopting a "naïve evolution" 10 strategy. Two main reasons led us to retain this approach: i) the specific physiological knowledge 11 allowing us to improve the EA's convergence, represented by means of customized genetic operators 12 (section 4.1.4), is more effective for mutation than for crossover and ii) a high crossover probability led 13 to a big number of aberrant solutions during the initial generations, containing, for example, two or 14 more active ectopic foci. In the current EA implementation, values for p r and p m remain constant 15 throughout the whole adaptation process. A specific rule can be defined to modify these probabilities in 16 order to accelerate convergence. The calculation time for intra-beat adaptation depends, obviously, on the number of generations 25
necessary to obtain population convergence, which depends itself on the difference between the 26 observed beat and the individuals of the initial population. Mean computation time of the intra-beat 27 EA, obtained from the robustness analysis of section 5.1.4, was of 19 minutes, running on a PowerMac 28 G4 at 733 MHz and starting from the initial population described in section 4.1.2. For subsequent beats 29 of the same rhythm, the best solution of previous beats is saved in the initial population, reducing 1 significantly the calculation time (around 40 seconds for the second beat). It should be noted that the 2 whole system has been implemented in Matlab/Simulink (which is an interpreted language running 3 slower than a compiled one) and that both the cellular automata model and the evolutionnary algorithm 4 used are inherently parallelizable. 5
Another interesting point concerns the potential utilization of the model as the source of knowledge 6 in cardiac event detection, particularly for P waves. Indeed, if the occurrence time of observed P-waves 7 is not introduced as parameter to the intra-beat adaptation algorithm (case of a miss-detection at the low 8 level), only the morphological differences are used in the error function. Although this implies a slower 9 convergence, if the observed P-wave presents sufficient energy, the EA is capable of finding its 10 position by minimizing the morphological error. Moreover, in cases where the P-wave is not easy to 11 detect, as in the example 3, the implicit knowledge of the cardiac conduction system represented in the 12 model allows us to produce a hypothesis about its location. 13
CONCLUSIONS
14
This work has demonstrated the feasibility of using deep physiological model-based interpretation 15 of the cardiac rhythm, combined with a direct interface to real observations. The proposed approach 16 differs considerably from manually interfaced cardiac rhythm analysis model-based systems. Two key 17 aspects were developed: model-observation interfacing and intra-beat adaptation. 18
Model-observation interfacing relies on robust detection algorithms for P-waves and QRS 19 complexes proposed in our laboratory. Another original characteristic of the interface resides in the fact 20 that the main element of comparison between patient observation and simulated activity is based on the 21 recorded ECG signal. To the best of our knowledge, CARMEM is the only model-based system 22 providing such integration. 23 Intra-beat adaptation was approached as an optimization problem, requiring the implementation of 24 stochastic search algorithms. The proposed approach, based on evolutionary methods, differs notably 25 from those of current model based systems, which are often implemented using a set of first-order logic 26 rules. Physiological knowledge has been integrated in individual representation, in the control of 27 genetic operators (mutation and cross-over) and in the calculation of the error function. Population 28 HAL author manuscript inserm-00134397, version 1 initialization is based upon a set of hypotheses (beat explanations) observed commonly in clinical 1 practice, leading to an improved robustness and convergence speed of the adaptation process. 2
Preliminary adaptation results are encouraging and show how the anatomic and physiological 3 knowledge can be exploited in order to explain underlying disorders, to better localize their origin, to 4 retrieve missed detections and to correct false alarms obtained from the signal processing stage. In the 5 long run, a similar model-based approach could also be used to explain differences between predicted 6 patient's states and observations. 7
Some limitations still persist in the model and they represent the motivations for current and future 8 development. The most important one concerns the ECG synthesis stage. Although the templates used 9 are useful in generating beats with antegrade activations, this is not the case for retrograde conductions, 10 limiting the capability of the model to reproduce and explain these phenomena. Development of ECG 11 synthesis based on the equivalent source method is a possibility to solve the problem, however, it will 12 increase considerably computational costs. 13
Finally, an inter-beat adaptation stage, aiming at reproducing the global activity of an observed 14 rhythm, has to be developed. This is a complex task that has to take into account, on one hand, the 15 individual solutions of the intra-beat adaptation (explanation of individual beats) and, on the other, the 16 preservation of the global physiological state and the continuity of parameter values between 17 consecutive beats (rhythm explanation). 18
APPENDIX 1: ECG SYNTHESIS STAGE OF THE CARMEM!S MODEL
1
Due to the semi-quantitative nature of the CARMEM's model and in order to optimize 2 computational costs during model simulation and adaptation, a particular VCG and ECG synthesis 3 stage had to be designed. It is based on the same principles, already described in a previous version of 4 our model [14, 20] . This short appendix recalls the fundamental aspects of the synthesis stage, which is 5 performed, for each time instant, in four different steps: 6
• The electrical vector produced by each myocardial structure is calculated, with respect to a 7 predefined heart-related axis. 8
• A global activation vector is calculated by the sum of the individual contributions of all active 9 myocardial structures. 10
• The global activation vector is projected from the heart-related axis, into a body-related axis in 11
order to obtain the VCG. 12
• The VCG is projected into a set of ECG leads. 13
The contribution of each myocardial structure to the surface ECG depends on: 1) its current electrical 14 state, 2) its volume, 3) the propagation direction inside the structure, 4) its anatomical position in the 15 myocardium and 5) the duration of its current electrical phase. Each myocardial structure generates a 16 particular time-varying electrical vector, depending on these conditions. The set of all these electrical 17 vectors constitutes the template database used by the ECG synthesis stage. 18
TEMPLATE DEFINITION 19
Each MA contains templates representing its contribution to the X, Y and Z axes of the VCG, for 20 different electrophysiological conditions. For example, Figure 9 shows the Simulink diagram of the 21 base cardiac model of CARMEM and the VCG contribution templates of each MA in the case of a 22 normal, antegrade activation. These templates are defined with respect to a heart-related local axis. 23
Templates have been defined for the atria and the ventricles. 24
Atrial templates: Two different cases were considered for both the upper and lower atria: antegrade 25 and retrograde depolarization. As atrial repolarization is never perceptible on real ECGs, it has not been 26 taken into account in the current version of the model. 27 • normal antegrade activation from the bundle branch, 4
• retrograde depolarization from the bundle branch; 5
• retrograde, muscle-to-muscle depolarization from the lower part of the right ventricle; 6
• antegrade depolarization coming from the accessory pathway; 7
• depolarization from an ectopic foci, located in the upper part of the right ventricle. HAL author manuscript inserm-00134397, version 1 
