This paper proposes the use of pseudospectral methods to solve the nonlinear trajectory planning problem for freefloating robots. Specifically, three different optimization tools are analyzed. Using each tool, simulations are performed, and it is shown that each solver is capable of finding a deployment trajectory that minimizes the final attitude of a free-floating robot. Each solution is then validated using Pontryagin's minimum principle and Bellman's principle of optimality, as well as by propagating the control torques using a numerical integrator and the dynamics model. Experimental validation is performed at Carleton University's Spacecraft Robotics and Control Laboratory to further investigate the solutions obtained from each tool. Ultimately, it was determined that all solutions resulted in a reduced attitude disturbance at the end of the robotic deployment maneuver.
I. Introduction
T HERE are currently over 500,000 pieces of debris being tracked as they orbit around the Earth. Sources of large debris include malfunctioning or decommissioned spacecraft and depleted rocket engines, most of which are travelling at speeds of up to 28;000 km∕h. It is now widely known that, even with no future launches, orbital debris has reached the point where any collisions among large-body debris will lead to an unstable growth in debris [1] . This was predicted over 30 years ago, when the term "Kessler Syndrome" was coined. Kessler Syndrome, in brief, refers to the concept of collisional cascading of objects. Two orbiting objects that pass through the same distance from the object that they are orbiting about will eventually collide [2, 3] and break up into a number of smaller fragments, thus creating an even larger number of objects. However, research has also shown that removing as few as five large objects each year can stabilize debris growth [2] .
One of the main technological challenges inherent to such missions occurs during the autonomous robotic capture of uncooperative targets. As with any general free-floating object, the nonlinear coupling between the base and the robotic manipulator may induce an undesirable deviation in the attitude of the base, which can in turn cause the destabilization of the free-floating robot (FFR) or severe damage to the robotic arm if considerations are not made for this deviation. The most common approach to solving this issue is the concept of trajectory optimization, which involves determining the best set of control inputs to minimize a given cost function.
The list of possible maneuvers that could benefit from trajectory optimization is extensive, yet there have been many researchers who have proposed solutions to the problem of optimal trajectory planning in the context of robotics. Dubowsky and Torres [4] and Torres and Dubowsky [5] worked on preliminary path planning for space manipulators by presenting a technique called the "enhanced disturbance map." This map was used to aid in the understanding of the complex problem of trajectory optimization, as well as in the development of algorithms to reduce disturbances. Agrawal and Xu [6] proposed a global optimum path planning technique for redundant space manipulators. This technique used a variational approach to minimize the objective function; that is to say, the holonomic and nonholonomic constraint equations for the free-floating robot were adjoined to the objective function using the Lagrange multiplier technique, which led to a system of differential and algebraic equations that were then numerically integrated. Papadopoulos and Abu-Abed [7] designed a three-degree-of-freedom (3-DOF) redundant manipulator based on a force and moment transmission analysis, with the objective of achieving reactionless motions. This was achieved by eliminating the dynamic reaction forces through force balancing, whereas reaction moments were eliminated by following reactionless paths. However, to simplify the problem, the authors chose to render the dynamics of the system decoupled and invariant.
Lampariello et al. [8] presented a time-optimal motion planning method for free-flying robots while considering full-state actuation such that large spacecraft displacements were allowed. The proposed solution from the authors did not require any spacecraft actuation to achieve the end goal because the robot motion alone proved to be sufficient for the proposed task. Aghili [9] focused on the guidance of a robot manipulator to capture and detumble a spacecraft with unknown dynamic parameters. A Kalman filter was used to estimate the states and all dynamic parameters, and then the optimal control actions were determined such that the time of travel and the weighted norms of the end-effector (EE) velocity and acceleration were minimized. Experimental validation of the proposed technique was also performed, and successful grasping was achieved despite the unknown parameters of the target spacecraft. Yoshida et al. [10] discussed the minimization of the base attitude deviation before and after the contact with the target from the viewpoint of angular momentum distribution. Their proposed methodology for the capture and detumbling of a spacecraft used a bias momentum approach during the approaching phase, impedance control during the impact, and distributed momentum control during the postimpact phase.
Huang and Xu [11] proposed a particle swarm optimization strategy to determine globally time-optimal trajectories for free-floating robots, and the control strategy demonstrated satisfactory performance. Oki et al. [12] investigated an optimal control method for capturing a tumbling spacecraft, although they focused primarily on minimizing the operational time for fast capturing while still paying attention to limitations on the grasping force and torque, detumbling operations along an arbitrary arm motion, and parameter uncertainty in the target spacecraft. This concept of detumbling speed proved to be beneficial when handling targets with uncertain dynamics. Cascio [13] , meanwhile, looked at the concept of optimal path planning for multiarm, multilink fixed-base robotic manipulators using pseudospectral (PS) methods. The optimal control problem was posed for fixed-based manipulators only, yet the resulting optimization was still highly nonlinear and was solved using the software package DIDO. The optimal solution obtained from the software package was verified using Pontryagin's minimum principle.
Liu et al. [14] proposed an optimal trajectory planning method for the stabilization of coupled space robots following a capture using particle swarm optimization. In their work, the trajectory planning problem was transformed into a nonlinear optimization problem in which the attitude deflection of the base was used as the cost function. The authors found that the particle swarm optimization technique was effective at solving the problem. Xu et al. [15] investigated an adaptive version of reaction null-space-based control for free-floating robots with uncertain kinematics and dynamics. The contribution of their work lies in the derivation of a linear expression for use as the basis of the adaptive control; the authors ultimately found that their proposed controller achieved both the base attitude regulation and the continuous path tracking of the EE. Flores-Abad et al. [16] showed that disturbances to the attitude of the free-floating robot could be greatly reduced through offline nonlinear optimal guidance laws that made use of PS techniques to predict the optimal manipulator trajectory. Similar to the work published by Cascio [13] , Flores-Abad et al. [16] solved the nonlinear optimization problem using the software package TOMLAB. These results were independently validated by Crain and Ulrich [17] , in which the nonlinear optimization problem was solved using the software package GPOPS-I, and it was determined that both tools converged to approximately the same local minimum.
Rybus et al. [18] presented an improved manipulator trajectory optimization method for systems with nonconservative momentum. Their proposed technique allowed for the minimization of a quadratic norm connected with the power use of motors in manipulator joints. This differs from existing techniques due to the fact that it includes the possibility to constrain the final velocity of the EE by making the period of the capture maneuver an optimization variable. Virgili-Llop et al. [19, 20] described a set of laboratory-based experiments using a free-floating robot in which they demonstrated the autonomous capture of a nonmoving space object using a robotic manipulator. The authors made use of the Proximity Operation of Spacecraft: Experimental hardware-In-the-loop DYNamic Simulator testing platform [21] , which can create a quasi-frictionless planar environment. Using this testing platform, the authors were able to implement and test a variety of control methods in a dynamically accurate environment.
Other publications in the field includes the work of Misra and Bai [22] , which consisted of task-constrained trajectory planning for a free-floating robot system using convex optimization. In brief, based on the conservation of the system moment, Misra and Bai [22] formulated a trajectory planner as a convex quadratic programming problem in joint space. By formulating the problem in such a way, they were able to rapidly generate optimal trajectories for the EE, which in turn minimized the disturbance to the base of the space robot. Additionally, Misra and Bai [23] have published work in the field of optimal path planning for free-flying space robots, in which the attitude of the base spacecraft was actively controlled. The main contribution was in the formulation of the final EE pose constraint and its subsequent convex relaxation; specifically, the proposed formulation allowed the problem to be solved efficiently through convex optimization. Finally, Yoshida et al. [24] presented experimental results for a zero-reaction maneuver, which used reaction null-space-based reactionless manipulation to successfully deploy the manipulator of the Engineering Test Satellite No. 7 while ensuring zero-attitude displacement for the base.
With the advent of smaller yet more powerful computers, the usefulness of offline trajectory optimization using computationally heavy techniques such as pseudospectral optimization methods has become more viable than ever before. There exists a plethora of software tools that are designed to hide the bulk of the background calculations from the user, thus creating turnkey software that requires minimal effort from the user. However, the problem of optimal control is more than the implementation of the problem, and each software tool has different nuances, which can be confusing to first time users.
In this work, three different pseudospectral optimization tools are used to determine optimal trajectories for a FFR with a 3-DOF robotic manipulator. The three tools, GPOPS-I, DIDO, and TOMLAB, will herein be referred to as "OPTIM-TOOL 1," "OPTIM-TOOL 2," and "OPTIM-TOOL 3," respectively. The nonlinear problem to be addressed takes into consideration the constraints on the system while minimizing the final attitude. Contrary to past work in this area [16, 17] , the minimization of any running costs is ignored in favor of simply minimizing the endpoint of the attitude. By minimizing the endpoint, the manipulator is less constrained in terms of potential trajectories, thus reducing the overall computational effort required to converge to a solution. However, as outlined in the body of this paper, focusing solely on the minimization of the endpoint does come at the cost of a larger transient attitude displacement as well as an increase in the energy usage for the joints. Despite these disadvantages, which may be undesirable depending on the application, the focus of this optimal guidance problem is on demonstrating the advantage of manipulating conservation of the angular momentum to ensure a net zero-attitude disturbance deployment. Additionally, this proposed technique also reduces both fuel consumption and the saturation level of the reaction wheels because it will no longer be necessary to correct the attitude postdeployment.
Furthermore, each of the software tools used in this paper is compared to determine the viability of each one in their default settings. The results from each optimal solution are verified using three important steps: first, the solutions are numerically checked using Pontryagin's minimum principle; then, Bellman's principle of optimality is used to verify that an optimal control policy has been found; and finally, the optimal solutions from each tool are propagated forward using a numerical integrator to determine whether or not the solutions followed the dynamic constraints. Following the verification of the results obtained, the optimal solutions are experimentally validated at Carleton University's Spacecraft Robotics and Control Laboratory (SRCL), using the Spacecraft Proximity Operations Testbed (SPOT); for each experiment, a repeatability analysis is performed. This paper has several significant contributions: the first contribution lies in the formulation and subsequent solving of the nonlinear deployment problem for the FFR using PS techniques. Furthermore, contrary to most past work, this paper also validates the solution by solving the problem using different tools and comparing the results from each tool. This paper also provides the steps for validating an optimal solution in a clear and concise manner, and it shows how these criteria confirm the results obtained are correct, which is an important step often overlooked in this area of research because most publications assume these tools to be black boxes. Lastly, the experimental validation of the optimal solutions presents a significant contribution because it is highly uncommon in the field of trajectory planning for FFRs [16, 25, 26] . This paper is organized as follows: Sec. II outlines the general kinematic and dynamic equations that describe the manipulator motion. Section III details the optimal trajectory planning technique used, as well as the associated equations. Section IV presents simulation results for each optimal control tool, whereas Sec. V verifies the optimality of the solutions obtained from each tool. Section VI provides background information on the experimental testbed, summarizes the experimental procedure, and introduces the experimental results with a brief repeatability analysis; several sources of error are also listed. Concluding remarks are then made in Sec. VII.
II. Kinematics and Dynamics of Space Robots
In this section, the kinematics and dynamics for the general case of a space robot are summarized. The section will also include the casespecific dynamics for the planar space robot used in SPOT, which is shown in Sec. VI.
A. Primary Assumptions
Determining the kinematics and dynamics model for a space robot is a problem that has been addressed several times in the past, but it will still be described in detail here for completeness. First, the derivation of the dynamics and kinematics model chosen for this paper requires the following assumptions:
1) The spacecraft is assumed to be a rigid body, and joint friction is neglected. These assumptions allow for a simpler dynamics model.
2) Because the primary focus of this paper is the experimental validation of the technique using the laboratory at Carleton University, no external perturbations typically found on orbit are included in the model.
3) The kinematics and dynamics are exclusively planar in nature. No considerations are made in the model development for spatial motion.
4) The total momentum of the system is assumed to be conserved; this assumption should be valid in a frictionless environment for the short duration of the deployment maneuver.
B. Kinematics Model
The forward kinematics for a space robot involves determining the EE position in inertial space. This can be geometrically written as follows:
where p e ∈ R 3 is the position vector pointing from the origin of the inertial reference frame to the EE, p 0 ∈ R 3 is the position vector pointing from the origin of the inertial reference frame to the center of mass (CM) of the spacecraft body, b 0 ∈ R 3 is the position vector pointing from the CM to the first joint i, L i ∈ R 3 is the position vector pointing from joint i to joint i 1, and n is the number of links forming the manipulator.
where x e ∈ R 6 is the error between the reference and the actual EE pose, K p ∈ R 6×6 is the proportional gain matrix, K d ∈ R 6×6 is the derivative gain matrix, and K I ∈ R 6×6 is the integral gain matrix. The dimensions listed for the gains in this controller assume the manipulator has six degrees of freedom: the dimensions will differ for different types of joints.
E. Kinematics and Dynamics of the Spacecraft Proximity Operations Testbed Space Robot
In this section, the forward kinematics, inverse kinematics, and dynamics for the experimental platform used at Carleton University are derived. The spacecraft used in the experimental validation campaign is shown in Sec. VI, and a representation of this spacecraft (including the definitions for the reference frames used and the generalized states) is shown in Fig. 1 . Referring to the geometry of the planar space robot shown in Fig. 1 , the kinematics at position level for this system can be derived using Eq. (1). The resulting equations are given by the following:
where x ee ∈ R and y ee ∈ R are the scalar components of the EE position in the inertial frame, x 0 ∈ R and y 0 ∈ R are the positions of spacecraft CM in the inertial frame, q i ∈ R is the principle angle of rotation for each body i, b 0 ∈ R ≥ 0 is the magnitude of the vector b 0 , a i ∈ R ≥ 0 is the distance from joint i to the CM of link i, b i ∈ R ≥ 0 is the distance from the CM of link i and joint i 1, and ϕ ∈ R is the angle describing the location of the first joint in the body-fixed reference frame. The scalar components of the EE velocity, _ x ee ∈ R and _ y ee ∈ R, can be obtained by differentiating Eqs. (6) and (7) with respect to time.
Classically, the inverse kinematics for a space robot is concerned with determining the states of the system knowing the inertial position of the EE. In this paper, inverse kinematics are applied to Fig. 1 Representation of the reference frame and generalized states.
determine the manipulator joint angles during any given experiment; the inertial location and attitude of the spacecraft, as well as the EE position, wrist position, and elbow position, are all measured quantities during any experiment. Thus, the shoulder joint angle can be obtained using the following:
Then, the elbow and wrist joints can be obtained from the following:
and
where x w ∈ R and y w ∈ R are the scalar components of the wrist position in the inertial frame, and x el ∈ R and y el ∈ R are the scalar components of the elbow position in the inertial frame. For any n-link manipulator, the inertia matrix Mq can be derived in terms of the linear and angular velocity components of the kinetic energy of the system, which are functions of the Jacobian matrix and the derivatives of the joint variables. The Jacobian matrix is a more convenient way to formulate the velocity kinematics of the manipulator. A suitable Jacobian that relates the linear and angular velocity of the CM for each body, denoted by v c , ω c ∈ R 3 , to the joint velocity, can be obtained as follows:
where by J v q, J ω q ∈ R 3×6 and Eqs. (11) and (12) can be grouped together and represented by the following:
Hence, the translational contribution to the total kinetic energy, T v ∈ R 6×6 , is as follows:
Similarly, the rotational contribution to the total kinetic energy, T ω ∈ R 6×6 , is as follows:
Therefore, the inertia matrix Mq for the case presented in this paper is given by the sum of the linear and angular kinetic energy, and it results in the following matrix:
where M ij ∀i 1 : : : 6, j 1 : : : 6 are defined in the Appendix. Using the components of the inertia matrix, the Christoffel symbols can be derived and the centrifugal/Coriolis matrix can be obtained:
where C ij ∀i 1 : : : 6, j 1 : : : 6 are also defined in the Appendix.
III. Optimal Trajectory Planning: Approach Overview
In this paper, the optimal trajectory problem was defined and solved within the MATLAB-Simulink environment using three different commercial optimization tools. In each case, the sparse nonlinear optimizer (SNOPT) was used to solve the optimal control problem. For completeness, a summary of the technique used in OPTIM-TOOLs 1 and 3 is presented in the following section; the technique used in OPTIM-TOOL 2 is similar, but it will not be covered. For a more comprehensive description of each tool, interested readers may refer to the following: for OPTIM-TOOL 1, refer to the works of Benson [31] , Huntington [32] , Benson et al. [33] , Huntington et al. [34] , and Huntington and Rao [35] ; for further information on OPTIM-TOOL 2, refer to the works of Ross and Karpenko [36, 37] ; finally, for OPTIM-TOOL 3, readers may refer to the User's Guide for TOMLAB/SOL [38] , as well as the work of Gill et al. [39] .
A. Gauss Pseudospectral Methods
Each optimization tool was implemented alongside the dynamics model presented in Sec. II to obtain the results, as well as to validate the capability of the MATLAB-Simulink environment to accurately optimize the manipulator trajectory. Each tool requires the user to define the dynamics of the problem using differential equations, an associated cost function, and finally the limits and initial guesses for each of the states and controls.
In its general form, any optimal guidance/control problem can be formulated so as to minimize the cost function:
where Φ is the Mayer component, and g is the Lagrange component.
The system is subject to the dynamic constraints given by the following:
dx dt fxt; ut; t (24) and the associated boundary conditions:
For this research, the optimal guidance problem defined in Eqs. (23) (24) (25) is solved by OPTIM-TOOLs 1 and 3 using a direct transcription method called the Gauss pseudospectral method. OPTIM-TOOL 2, on the other hand, is based on the Legendre pseudospectral method [40, 41] . For brevity, and given the mature level of the Gauss pseudospectral method, the derivation of this method will not be presented in this paper. However, it is important to note that the cost function and constraints that define the nonlinear problem (NLP) are the result of this method, and that the solution of this NLP is an approximate solution to the continuous-time-optimal control problem.
B. Sparse Nonlinear Optimizer
The NLP to be described in Sec. IV was solved with the MATLAB interface of the NLP solver SNOPT using analytical first-order derivatives for the Jacobian and the gradient of the objective function. This NLP solver is a general-purpose system for constrained optimization. It minimizes a linear or nonlinear function subject to bounds on the variables and sparse linear or nonlinear constraints. The NLP solver uses a sequential quadratic programming algorithm [42] to solve the problem. The search direction is obtained through quadratic programming of subproblems that minimize a quadratic model of a Lagrangian function subject to linearized constraints. To ensure that convergence is independent of the starting point, an augmented Lagrangian merit function is reduced along each search direction.
Details regarding the MATLAB implementation of the NLP solver may be found in the user's guide for SNOPT [43] ; interested readers may also refer to the work of Gill et al. [39] for details on the algorithm itself. In the context of this paper, it is sufficient to note that this algorithm is suitable for solving nonlinear problems of the following form:
Minimize x for fx subject to
where x ∈ R n is a vector of n variables, l ∈ R and u ∈ R are constant lower and upper bounds for which the dimensions depend on the number of constraints and variables, fx ∈ R is a smooth scalar objective function, A ∈ R n×n is a sparse matrix, and cx ∈ R m is a vector of m smooth nonlinear constraint functions c i x ∈ R with sparse derivatives. Upper and lower bounds are specified for all variables and constraints. Ultimately, the ideal output from the NLP solver is that the optimality conditions are satisfied; in other words, the returned solution x is feasible, the reduced gradient is negligible, the reduced costs are optimal, and the upper-triangular matrix R is nonsingular, which ensures that the sparse matrix A is invertible [39] ; note that matrix R is obtained from a dense Cholesky factorization and is referred to as the Cholesky factor of the sparse matrix A.
IV. Simulation Results
The simulation results presented in this section uses the FFR in Fig. 1 , for which the parameters are defined in Table 1 . These parameters represent the properties of the experimental platforms used at Carleton University. The optimization was performed once with 30 nodes and a zero initial guess to obtain an initial guess at the solution. This 30-node solution was then used as the initial guess for a 100-node solution in order to refine the optimal trajectories.
A. Optimal Control Problem Setup
The guidance problem solved in this paper is the optimal deployment of a robotic manipulator on a FFR. First, the cost function is defined as the square of the difference between the initial and final attitudes:
This cost function was selected instead of minimizing the overall attitude displacement so that the computation time could be reduced. This reduced computation is the result of not having any running cost function. The constraints for the problem are as follows; first, the problem is subject to the dynamic constraints of the FFR:
as well as the initial and generalized states and derivatives, as summarized in Table 2 . Note that the final end-effector pose is also constrained, as well as the final wrist pose, thereby ensuring that the FFR is in the ideal capture position. The final EE pose is implicitly constrained by Eqs. (6) and (7). Additionally, the controls and states are subject to upper and lower bounds as summarized in Table 3 ; it is of particular importance that the path constraints on the states are selected based on the physical limits of the FFR used at Carleton University, and the control constraints are selected to ensure that the motion of the robotic manipulator is smooth; note that the control constraints imposed on the body forces and torque are used to ensure the system is free floating. Any states and controls no listed in Table 3 are to be considered unconstrained.
B. Simulation Results
The simulations were performed on a Windows computer with an Intel Core i7-7700HQ CPU at 2.80 GHz. As the experiments were be performed using joint position control, only the optimized joint positions in Figs. 2 and 3 will be shown. For the transpose Jacobian controller, the gains were chosen to be K P 500, K I 0, and K D 50. The joint trajectories in Figs. 2 and 3 result in the EE trajectories found in Figs. 4 and 5.
Based solely on the results presented in Figs. 2-5, it could be concluded that each optimization tool successfully converged to a solution that minimized the attitude disturbance by the end of the maneuver. The fact that each solution is unique also supports the Table 2 Initial and final kinematic boundaries
Initial positions 0 m 0 m 0 rad π∕2 rad π∕2 rad 0 rad --------Initial velocities 0 m∕s 0 m∕s 0 rad∕s 0 rad∕s 0 rad∕s 0 rad∕s
.08 m 0.70 m Final velocities 0 m∕s 0 m∕s 0 rad∕s 0 rad∕s 0 rad∕s 0 rad∕s -------- Table 3 Control and path constraints conclusion that this NLP has several local minima: all of which result in reduced disturbances. Recall that the optimization was first performed with 30 nodes and no initial guess. The 30-node solution was then used as an initial guess to obtain a 100-node solution. The convergence time for both cases is provided in Table 4 , but only the final attitude for the 100-node case is presented. By comparing these results to those obtained by Flores-Abad et al. [16] , who solved a similar optimization problem using TOMLAB, it can be observed that the final attitude displacement has been greatly reduced. However, it is important to note that the optimal solution obtained by Flores-Abad et al. [16] was the result of a different cost function. The advantages present in their work included a smaller maximum transient attitude displacement, as well as generally smoother motion and smaller joint torques. This comes as a direct result of their chosen cost function, which was the torque applied by the manipulator on the body of the spacecraft. In contrast, the solution presented in this paper provides an optimal trajectory that ensures the spacecraft body returns to its starting attitude. As a consequence, the maximum attitude displacement during the robotic deployment is greater, and the overall trajectories are more complex and require more energy to perform. It is also interesting to note the differences between the optimal solutions and the baseline transpose Jacobian case. The trajectory generated by the Jacobian controller is much simpler, which makes sense, given how it is analogous to a proportional-integral-derivative (PID) controller. By extension, the transpose Jacobian trajectory results in reduced energy consumption when compared to the longer trajectories generated by the optimization tools. However, the consequence is that the attitude deviates significantly. On orbit, this would typically have to be corrected using thrusters or reaction wheels; however, using the technique in this paper, this attitude deviation can be completely avoided while still ensuring that the EE achieves the desired pose.
V. Verification of Optimal Solutions
The results obtained from each tool are first checked using Pontryagin's minimization principle, and then by using Bellman's principle of optimality. The dynamic fidelity of the solutions is then verified by propagating the states, and the conservation of angular momentum is verified.
A. Necessary Conditions
To be considered optimal, any candidate solution must satisfy Pontryagin's necessary conditions for optimality. The theory for these conditions will be summarized here; however, a more thorough explanation can be found in the work of Ross [37] . First, the Hamiltonian Hλ; x; u; t ∈ R is defined to be a function of the running cost Fx; u; t ∈ R, the vector of costates λ ∈ R n , and the right-hand side of the dynamics _ x fx; u; t, as shown in Eq. (28) . For a given control function u to be considered a candidate optimal solution, it is necessary that it globally minimizes the Hamiltonian for all time. Put another way, minimizing the Hamiltonian with respect to the control function (while ensuring that λ and x are constants) will yield a potential solution for the optimal control problem:
Hλ; x; u; t Fx; u; t λ T fx; u; t
The path constraints must also be taken into account. In this case, the sole path constraints are the limits on the control and state vectors as defined in the previous section. The Lagrangian of the Hamiltonian can then be defined as follows:
Hμ; λ; x; u; t Hλ; x; u; t μ T hx; u; t
where the parameters in μ ∈ R m are the covectors corresponding to the m-path constraints on the states and controls. The lower Hamiltonian Hλ; x; t ∈ R is the minimized Hamiltonian with respect to the controls, and it can be expressed by the following:
Hλ; x; t min Hλ; x; u; t
Finally, to account for the constraints on the start and end points of the optimal control problem, one must define the endpoint Lagrangian for the following problem:
where E c t 0 ; t f ; x 0 ; x f ∈ R is the endpoint constraint, v ∈ R n is the n-endpoint covector, and et 0 ; t f ; x 0 ; x f ∈ R n are the n-path constraints. There are a total of five necessary conditions based on the previously defined scalar equations that must be true for any proposed optimal solution. The first necessary condition for optimality is the Hamiltonian minimization condition (HMC), which states the following equality must be true at all points:
Next, the adjoint condition states that the time derivative of the costates can be obtained from the following equation. Note that this condition, for the case presented in this paper, will not provide any meaningful insight into the validity of any solutions because the partial derivatives prove to be large nonlinear equations:
The next condition is known as the transversality condition and, in essence, it ensures that the optimal solution has achieved the desired start and end points. This condition can be expressed as follows:
The Hamiltonian value condition then requires that the equality in Eq. (36) be true. For a case in which the final time is unconstrained, this condition indicates that the final value for the lower Hamiltonian should be zero:
where the states, controls, and costates being fed into the Hamiltonian are the optimal values at the final time. Finally, the Hamiltonian evolution equation requires that the optimal trajectory satisfies the equality in Eq. (37) . This equality implies that the lower Hamiltonian should be a constant for all time:
Checking each condition does not always provide useful information, however, because certain conditions amount to comparing one unknown to another. Checking a few conditions when possible can be a strong indication that a local minimum has been found. Yet, one must be aware that, if all checked conditions hold true, it does not guarantee that a minimum has been found.
In this paper, validation will be performed by first checking that the Hamiltonian value condition in Eq. (36) is zero (because the endpoint Lagrangian is not directly time dependent). In addition, the transversality condition will be used to check the start and end points of each solution. Finally, knowing that the time derivative of the lower Hamiltonian must be zero to satisfy the Hamiltonian evolution equation, the lower Hamiltonian can be calculated at each time step and should be a constant for all time. Note that all costates and covectors were obtained through the optimization tools.
Hamiltonian Value Condition
Substituting the optimal solution from each tool into Eq. (28) yields the following results:
OPTIM-TOOL 1:
Ht f −7.1735 × 10 −9
OPTIM-TOOL 2:
Ht f −3.3144 × 10 −9 OPTIM-TOOL 3:
As the Hamiltonian value at the final node is very close to zero for all tools, it can be stated that the Hamiltonian value condition holds true.
Transversality Condition
Next, the transversality conditions in Eqs. (34) and (35) are checked to ensure that the solver converged to solutions that achieved the constraints imposed on the initial and final states, and the results are summarized in Tables 5-7 . In these tables, each row represents a component of the transversality check, and each column represents an element of the vector.
The results from the transversality condition are consistent with the observations made using the Hamiltonian value condition, which is to say that all solutions have met the transversality condition. It is interesting to note, however, that certain elements for OPTIM-TOOL 3 are mismatched; that being said, the magnitude of the values renders this mismatch relatively insignificant.
Hamiltonian Evolution Equation
Next, the lower Hamiltonian can be evaluated at each time step to ensure that it is constant, as required by the Hamiltonian evolution equation condition (see Fig. 6 ).
As was the case for the other verifications performed thus far, the solution obtained by OPTIM-TOOL 2 has the smallest variance in the lower Hamiltonian, which provides further confidence that the solution obtained is an extremal. The solutions from OPTIM-TOOL 1 and OPTIM-TOOL 3 are both very close to constant when consideration is made for the scale of the figure, and they are therefore likely to be extremal solutions.
B. Bellman's Principle of Optimality
Next, Bellman's principle of optimality is checked. In brief, this principle states that any optimal control law will, regardless of the initial state and initial decision, converge to the same optimal policy 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 −10.2 −0.72 −∂ E∕∂x 0 ×10 −9 0.00 0.00 0.04 17.5 −2.79 −0.24 0.00 0.00 0.00 0.16 0.01 0.00 ∂ E∕∂x f ×10 −10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 −10.2 −0.72 [44]. In other words, to check this principle, each solution was run at different starting nodes, and the results are shown in the following. For example, for starting node 20, the optimal control problem was set up such that the initial conditions corresponded to the states at node 20, whereas the final conditions remained the same. If the principle holds true, then the states from nodes 20 to 100 should be the same as the original solution. The results from this study are presented in Fig. 7 .
Ultimately, the results from this analysis are consistent with the previous conclusions made using Pontryagin's necessary conditions. In other words, OPTIM-TOOLs 1 and 2 met Bellman's criteria best, followed by OPTIM-TOOL 3. Of particular importance is the spread of results for the validation of the solution from OPTIM-TOOL 3, which is particularly large, further supporting the conclusion that it is the weakest solution.
C. Propagation of Optimal Solutions
In addition to validating the optimality of the numerical results obtained from the tools, it is equally important to validate the dynamic fidelity of the numerical solution using a propagator. To propagate the optimal solution, MATLAB-Simulink was used along with the Runge-Kutta 4(5)th-order ordinary differential equations solver (ODE45) with relative and absolute tolerances set to 10 −9 . Using the first data points from each optimal solution, each solution was propagated forward to obtain a dataset at a higher sampling rate than the original 100 nodes. Similar to what was done for Bellman's principle of optimality, only the attitude disturbance over time will be shown, and these results are presented in Fig. 8 . The best solution will be the one that has the smallest deviation from the propagated attitude.
From these results, it can be noted the states estimated by OPTIM-TOOL 3 do not match the propagated results as well as the other two solutions. Despite the lower fidelity in the solution from OPTIM-TOOL 3, the trajectories from each tool will be used as the desired joint angles for the actuators during the experimental validation campaign, as outlined in the following section. By using results that are known to be truly optimal in addition to one solution that is known to be inconsistent in terms of its dynamic fidelity, this paper will demonstrate the importance of validating the solutions obtained from these so-called "black-box" tools.
D. Conservation of Angular Momentum
Finally, one of the primary assumptions made in this paper is that the total angular momentum of the system is conserved. The total angular momentum of the system for a planar case can be calculated using the following [24] :
For the simulation results, the total angular momentum of the system for each solution can be plotted as a function of time, as shown in Fig. 9 ; if momentum is conserved, then the momentum at t 0 should be the same as at t t f . From the results in Fig. 9 , it can be concluded that the angular momentum has been conserved in simulation.
VI. Experimental Validation
The facility at Carleton University has two main components: a large gravity offset table, and two free-floating spacecraft simulator platforms. The red platform used in experiments is shown in Fig. 10 , in addition to the gravity offset table and the manipulator. The platforms use compressed air and air bearings to create a nearfrictionless environment. A laboratory computer is used to upload the guidance, navigation, and control (GN&C) software; initiate experiments; and download the experimental data at the end of each test [45] . The platforms use a Raspberry Pi 3 (RP3), running a Raspbian Jessie Linux distribution, to execute control commands as well as log data and provide an interface for the various instruments on board.
The GN&C software is first designed in MATLAB-Simulink, in which simulations can be performed before running an experiment. Following the simulations, the Simulink diagram is exported to C++ code using the Embedded Coder toolbox; the generated code is then compiled into a Linux executable on board each active platform. Any instrumentation on the platform is integrated into the GN&C software using custom Simulink driver blocks.
The platforms are capable of performing a multitude of different experiments, such as formation flying maneuvers, stabilization of noncooperative targets, and robotic manipulation tasks. Several experiments have already been performed using the experimental testbed, including an experimental validation for tethered capture of a spinning space debris [45, 46] as well as iterative learning control of spacecraft proximity operations based on confidence level [47] . To determine the position of the platforms during an experiment, an array of eight PhaseSpace motion capture cameras track the inertial position of light-emitting diodes (LEDs), each with their own unique pulse frequency. The reported resolution of this camera system is 0.01 mm; and position measurements are made in the x, y, and z directions. Both platforms have four LEDs, with one located at each corner of the platform's top panel. Using these, the PhaseSpace software can derive the quaternions of the rigid body to provide a measurement of the attitude, as well as track the positions of the spacecraft in inertial space. There are also three LEDs on the robotic manipulator, which are used to track the positions of the elbow joint, the wrist joint, and the EE in inertial space. The robotic manipulator attached to the red platform consists of three links and three actuators (Dynamixel MX-64), with a maximum reach of approximately 65.88 cm. Each actuator is capable of a maximum 6.0 N∕m of torque at 12 V.
A. Experimental Procedure
To experimentally validate the results obtained in Sec. IV, the following experimental test plan was conceived. It is important to first note that experimental validation of the optimal guidance technique is performed in an open-loop fashion; in other words, the optimal joint positions determined in simulation were supplied directly to the actuators, which house their own (tunable) PID joint position controllers. The control logic is shown in Fig. 11 .
The experimental validation will be considered a success if the perturbed attitude of the platform is similar to the disturbance observed in simulation. In the case of the solution from TOMLAB, it has already been determined that the dynamic fidelity is poor, and it is therefore expected that the experiment results will be much closer to the results obtained when propagating the dynamics model (as opposed to the attitude estimated by TOMLAB itself). To ensure the repeatability of the results, each experiment was performed 10 times. The mean of the trials is shown in the figures present in the following subsection, along with error bars representing the 99.7% (i.e., 3σ confidence interval for the trials) and the expected attitude obtained from each tool; note that the error bars are calculated using the standard error. The gains for the MX-64 PID controller were chosen to be K P 400, K I 0, and K D 200.
B. Results
For the experimental results shown in the following, a video of each experiment is available at https://youtu.be/8RI49Z7BpIQ; these experiment videos are each overlaid with videos showing their respective simulation results. The experimental results are presented in Figs. 12 and 13 .
The results obtained compare favorably with the simulated results, with the exception of OPTIM-TOOL 3. However, in the case of OPTIM-TOOL 3, the attitude deviation observed in the experiment is very similar to the results obtained when propagating the solution using ODE45. This further supports the fact that the solutions obtained from any optimization tool must be validated. Without the analysis presented in Sec. V, a user would have no indication that their optimal solution was, in fact, suboptimal or even infeasible. It is important to address the sources of error and assumptions made in this paper. In no particular order, the following items all contributed to errors observed in the experiments:
1) The mass properties for the platform do not account for the change in mass associated with air used for the air bearings and thrusters, which amounts to approximately 0.5 kg when going from a full tank to an empty tank of compressed air. The assumption that the inertia of the platform remains constant is likely one of the main contributing factors to the drifting error that can be observed in the experimental results. Because the platform inertia is actually changing with each experiment, it is expected that the attitude will drift away from the simulation.
2) The robotic manipulator on the FFR is currently self-supported, and although this does provide some benefits in terms of ease of use, it also reduces the validity of the rigid-body assumption made in the derivation of the dynamics model. This vertical flex in the linkages means that, for the same joint angles, the manipulator will not reach the same end-effector coordinate expected from simulation.
3) The facilities at the SRCL are not kept in a clean room, and dust accumulation is a serious hindrance during experiments. If careful preparations are not made before each trial, large drifts in attitude have been observed; these drifts have been attributed to the air bearings getting stuck momentarily on dust particles. Before each trial, a lengthy cleaning process was followed, and thus this problem should not be a major contributor to the experimental error. 4) To validate the solutions obtained from each tool, the PID gains on the position controller were tuned in such a way that the actuators would follow the desired joint angles very closely. However, this workaround does induce errors because it is not possible for the PID controller to follow the joint trajectories perfectly.
VII. Conclusions
In this paper, nonlinear pseudospectral-based optimal guidance techniques for free-floating robots were validated in simulations and experiments. This was accomplished by first deriving the kinematic and dynamic equations for a free-floating robot with a three-degree-of-freedom robotic manipulator that described the motion of the end effector as a function of the generalized joint coordinates. Next, optimal trajectory planning techniques were presented and a cost function was defined. Then, simulations were used to demonstrate the performance of the techniques, and the results showed a reduction in attitude disturbance. The extremal solutions provided by each tool were verified using Pontryagin's minimization principle as well as Bellman's principle of optimality, and it was determined that OPTIM-TOOLs 1 and 2 provided the best solution in terms of optimality and dynamic fidelity. Finally, experimental validation was performed, and the results demonstrated that the optimal trajectory ensured that the free-floating robot was able to deploy the manipulator while still returning to its initial attitude by the end of the maneuver. M 33 2a 1 a 2 m 2 2a 1 a 2 m 3 2a 2 b 1 m 2 2a 1 b 2 m 3 2a 2 b 1 m 3
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