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ABSTRACT 
The determinant of a matrix is expressed in terms of certain of its principal minors 
by a formula which can be “read off” from the graph of the inverse of the matrix. The 
only information used is the zero pattern of the inverse, and each zero pattern yields 
one or more corresponding formulae for the determinant. 
1. INTRODUCTION 
Classically, in the spirit of treating the entries of an n-by-n matrix R as 
algebraic indeterminants, there is a literature regarding the relations which 
necessarily hold among the principal minors of R, and, in particular, about 
the representation of det R in terms of the principal minors of R. A major 
portion of this literature is reviewed in [l], but there are still interesting 
unsolved problems with modem import in this general area [Z]. Much more 
recently, especially simple formulae for det R, in terms of a few principal 
minors of R, have been observed for certain.very special matrices R [3,4]. In 
these R, many (nonprincipal) minors are specified to vanish, or equivalently, 
for nonsingular R, a certain O-pattern is assumed for the matrix A = R-‘. It is 
the purpose of the current note to generalize the recent papers and give a 
formula for det R in terms of principal minors of R and the off-diagonal 
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O-pattern of A. In case there is at least one off-diagonal 0 in A, the formula 
has a simple presentation in terms of the graph of A. 
2. PRELIMINARIES 
Let I? be a nonsingular n-by-n matrix with inverse A = {ai j}. For an index 
set Jc{l,..., n }, let R, denote the principal minor with row and column 
indices in J. If p is a positive integer and if a ij = 0 for j> i + p, then by 
Corollary 5.2 in [3], 
n-P 
I-m 
det R = n _“,ri 
(k,k+l,...,k+p) 
I-IR 
k=l 
(k+l,k+2,...,k+p) 
(2.1) 
provided that the terms in the denominator are nonzero. For the special case 
p = 1, the condition on A is a, i = 0 for j- i > 1 and the formula becomes 
R 
detR= 
(1,2jR@,3) * ’ * R{n-l,n) 
R(2)R(3) * ’ * R(n-l) 
(2.2) 
Here the terms in the denominator are single diagonal entries in R. In 
particular, Equation (2.2) holds if A is tridiagonal. 
The determinant formula given by Equation (2.1) is a natural generaliza- 
tion of the one given by Equation (2.2). In [4], Klein presents a more original 
generalization of Equation (2.2). He considers treediagonal matrices, a gener- 
alization of tridiagonal matrices, which are defined as follows. 
Recall that a graph T is called a tree if T is connected and acyclic. An 
n-by-n matrix A is called treediagonal if there is a tree T with vertex set 
v = (1,. . . , n} and edge set E, such that for i * $ {i. j> @ E implies that 
aij = aii = 0. Klein shows that if R- ’ is treediagonal, then 
where ok denotes the valence (or degree) of vertex k. If R-l is tridiagonal, 
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then T is the linear tree 
(i&C&@--. *. -0 
and Equation (2.3) reduces to Equation (2.2). 
But if, for example, the graph of R-’ is 
3 
“;-; 1 4 
we have 
a formula not covered by Equation (2.2) or (2.1). 
The purpose of this paper is to generalize Equations (2.1) and (2.3) to a 
formula which applies to matrices R whose inverses have much more general 
zero patterns. 
3. EXAMPLES 
We begin by replacing the tree in Klein’s definition with an arbitrary 
graph. 
DEFINITION. Let A be an n-by-n matrix. The graph G with vertex set 
v = (1,. . . , n) and edge set E is said to be a’graph for A if for i * 3; {i, j’ e E 
implies that a i j = aii = 0. 
We consider Equation (2.1) for p = 2. Suppose that aij = 0 for Ji - jl> 2 
and that R2,3), R{3,4)9***9 R lfl_2, "_ 1l are nonzero. Then 
R{L2,3jR{22,3,4)R<3,4,5) * ' 
detR= R 
*R{tI-2,H,?q 
<2z.3)R0,4)' * *qn-2,n-1) 
(3.1) 
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It is clear that the following is a graph for the matrix A: 
Also, one sees immediately that the determinant formula (3.1) has a simple 
graphical interpretation. The terms in the numerator correspond to the 
triangles in the graph, while the terms in the denominator correspond to the 
common edges. Thus, the determinant of R can be “read off” from the graph 
of R-l. 
If we consider Equation (2.1) for p = 3, the graph of A is made up of a 
linear chain of tetrahedrons glued along their faces. The terms in the 
numerator correspond to the tetrahedrons, while the terms in the denomina- 
tor correspond to the common faces. 
It is now natural to consider graphs with heterogeneous components. For 
example, let G be the graph 
4 
:D 5 3 
Then G is a graph for the matrix 
x x 0 x 0 
x x x 0 0 
0 X X X X 
x 0 x x x 
0 0 x x x_ 
The X’s stand for generically nonzero elements. Guided by the previous 
example, we conjecture that 
R ~1,2,3.4+%45) detR= R . 
(3.4) 
(3 *2) 
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In checking this and other examples, as well as in proving the main result of 
the paper, our tool will be the formula for minors of the inverse matrix [5]. A 
short, accessible proof of this formula appeared recently in [6]. Specialized to 
principal minors, it is 
A{ii,i~,...,ib-r) 
R(il,i2,...,ik)= det A (3.3) 
where {ir,. . . ,&}U{i;, i.&. . . ,iA_k} = {1,2,. . . ,n}. Applying Equation (3.3) in 
this special case, 
R W3,4~R0,4,5~ = *cAL2) 
R 
(394) Wet *b4,1,2,9 ’ 
But it is easily seen from the zero pattern of A that A0,2,s1 = A~1,2~A~~. Since 
(det A)-’ = det R, Equation (3.2) holds and the conjecture is validated. Note 
that if ur3, u3i, utir and a42 were all nonzero, adding the edges (1,3} and 
(2,4} to the graph, Equation (3.2) would still hold. 
We now consider some graphs with more components. Let G be the graph 
The corresponding matrix is 
A= 
‘x x 0 0 0 0 0 
xxxxxoo 
oxxoxoo 
oxoxxoo 
oxxxxxx 
ooooxxx 
.o 0 0 0 x x x 
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This time the determinant formula should be 
Checking by means of Equation (3.3), 
*0,4.5.6,~*0,4,6,7*~1,3.6,~*(~,2,3.4~ 
= (det A)A ~1.3,4,5,6,~*0.3.4.6,~*~1.2,3,4,6,~ 
=(detA)-‘=detR. 
Here, as before, the terms in the numerator correspond to components of G, 
and the terms in the denominator correspond to the intersections of consecu- 
tive components; i.e., (2) = WV-V&3,5), {2,5) = {2,3,5)W,45), Q = 
W,WV56,7). 
However, this is not so in the next example. Let G be the graph 
Then G is a graph for 
A= 
-x x x 0 0 0 
x x x x ‘x 0 
xxxoxx 
oxoxxo 
oxxxxx 
.o 0 x 0 x x 
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Here the natural formula is 
R 
detR= 
~1,2,3~R~2,3,gR~2.4,5)R(3,5,6} 
R (%3~R@,5~R~W 
although the terms in the denominator are no longer found by consecutive 
intersection. Checking this, 
R 
(1,2,3~R~2,3,5~R~2,4,~R~3,5,6) 
R @,3~R@,%R(W 
A 
~44,5,~A0,4,gA0.3,6~A~l,2,4) 
= (det A)A ~1,4,5,6~A~1,3,4,6~A(l,2,4,6) 
=(detA)-‘=detR. 
Note the difference in the cancellation pattern between this example and the 
last one. 
We consider one last example, a case where the formula fails. Let G be the 
graph 
1 2 
lxl 3 4 5 
Here, our first try would be to put the terms Rc1,2,3j. Rc1,3,4j, Rc2,s,g, and 
R, 4 5l in the numerator. But then it seems we should have the four terms , , 
R 
h3)’ Rt2,3)p 
R 
(3.4)’ and R{3,s) 
in the denominator, which is one too many. 
There is an ambiguity here, not present in the previous examples. One might 
80 WAYNE W. BARRETT AND CHARLES R. JOHNSON 
try to correct for this by putting R, in the numerator. However, as the 
reader may check for himself, no cancellation occurs and the formula fails. 
However, if we are less demanding, there is still a formula here. In fact 
there are two: 
%,%3,4~%3,4,5) detR= R 
%3,4) 
and 
R@,2,3,5$&3,4,5) 
detR= R 
(1,3.5) 
Apparently the formula fails for the four small triangles because together they 
form a cycle. By considering a number of examples for which the formula 
succeeds, it appears that the components of the graph G must be connected 
in a “treelike” manner. We now make this precise and state and prove the 
general formula. 
4. MAIN RESULT 
Let G be a connected graph’ with vertex set V = {pi, 02.. . . , u,,} and edge 
set E. Suppose that G can be written G = U ;?,iGj, where the G, are distinct 
subgraphs of G. The equality here means that V = U T!lVj and E = U F 1 Ep 
where Vj and Ej are respectively the vertex set and edge set of G, j = 1,. . . , m. 
DEFINITION. We say that the decomposition G = U yclGj is treelike if we 
can associate with G a tree T on m vertices (1,. . . , m} such that the following 
condition holds. Given any two vertices i and j in T and any vertex k on the 
(unique) path connecting i and j, we have y n Vi c V,. We say that T is a tree 
for G. We will denote the vertex set and edge set of T by V(T) and E(T) 
respectively. 
‘It suffices to consider connected graphs, for if the graph K of R _ ’ is disconnected, we can 
write K = U : ,Ki, where the Ki are connected and disjoint from one another. Then det R = 
W,RK,. 
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Here are some examples: 
Let G be the graph 
*1 *3 *5 
Izz *!2 *4 *I3 
Then G is the union of the four triangles G,, G,, G,, G4 from left to right. 
thus v, = (vl, v2, v,}, v, = {v,, v3, v4), V, = {v,, v,, us>, and v, = 
{v,, vs, ve}. It is easily seen that 
Q--@--@--@ 
is a tree for G. 
Let G be the graph 
Write G = u j_lGj, where 
v~=(q,v~,v3), v,=(*,,*,,*,), V,={*,,v,,*,), v,={*3,*5J+d. 
w 
Then 
1 
A 2 3 4 
is a tree for G. 
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Finally, let G be the graph 
01 t72 
M 03 04 05 
One can easily convince oneself that the decomposition of G into the four 
small triangles is not treelike. 
We now state our main result. 
THEOREM. Let R be a nonsingular matrix. Let G be a graph for R-‘, 
suppose that G = U yEIGj is a treelike decomposition of G and that T is a tree 
forG. Then 
IriR, 
detR= 
k=l 
I-I R”ily 
(4.2) 
(i,JIEE(r) 
provided that the terms in the denominator are nonzero. 
The only difficulty in the proof is to find a way to take care of the great 
variety of cancellation patterns which occur for different graphs G. We have 
found an algorithm based on the tree T which does this automatically. Before 
proceeding with the proof we wish to illustrate it for one special case. 
Let G be the graph 
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With V,, V,, V, and V, as defined by Equation (4.1), the formula (4.2) is 
R$b2R”& 
detR=R R R . (4.3) 
v,n v, VznV, V,nV, 
By Equation (3.3), 
%$$h&4 AC,ACZAC3AC4 
R Rv,nv,Rv,nv, = (detA)A,1”c,Ac,“c,AC2”C4 ’ 
(4.4 
VI n v2 
where A= A-’ and Ci =Vic, i = l,..., 4. 
We decompose each set occurring in the denominator into two sets as 
follows. For C, U C, erase the edge (1,2} in T, giving 
CA 3 4 
Write 
Since {ul, uk }, k = 4,5,6, is not an edge in the original graph G, the matrix 
elements avlvk, aotv,, k = 4,5,6, are all zero. Hence 
A CIUCZ = AcIA C,nC,nC,* (4.5) 
Likewise, 
and 
A czuc, = Ac3A C,nC,nC, (4.6) 
A &UC4 = A,A c,nc,nc,- (4.7) 
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We decompose each set C, in the numerator into d, sets, where d, is the 
degree of k in T. Thus we leave C,, Cs, and C, as is. For Cs we erase each 
edge incident to 2 successively: 
A&;:1 
4 3 
and write 
cz=(c,nc,nc,)u(c,nc,nc,)u(c,nC,nC,) 
= hbJb&Jh3~* 
Since {or, Q}, {or, us} and {Q, ue> are not edges in G, u~,~~, aoaO,, ao,o,y etc. 
are all 0. Hence, 
AC.= A A A c,nc,nc, c,nc,nC, C,nC,nC,’ (4.8) 
Substituting from Equations (4.5)-(4.8) in the right-hand side of Equation 
(4.4) yields Equation (4.3). 
We now proceed with the general proof. 
Proof of Theorem. By the formula for minors of the inverse, Equation 
(3.3) 
,firRb l? Ack k=l 
III RV,nVt = (det A) n 
(is J> E .w-) (i.J>EE(T) 
Aciucj’ 
where A = R-’ and Ci = Vi’ for i = 1,. . . ,m. Here we have used the fact that 
the number of edges in E(T) is m - 1 because 2’ is a tree. Since det Aedet R 
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= 1, we will be done if we show that 
fI *CL 
k-l 
II *ci”c, = l. 
(i,ncE(T) 
(4.9) 
For any vertex i E V(T) and any incident edge {i, 11 E E(T), let T( i/j) be 
the component of the graph T - {i, j} containing i [note that T(i/j) is a tree], 
let V( i/j) be the vertex set of T( i/j), and let 
c(i/j)= n c,. 
k E Vi/J> 
We first show that for all {i, j} E E(T), Ci U Cj can be written 
ciucj=c(i/j)uc(j/i). (4.10) 
It is clear that Ci U Cj 3 C( i/j) U C( j/i). Suppose that r E Ci U Cj, say r E Ci 
(the argument for r E Cj is the same), and suppose r 4 C(i/j)U C(j/i). Then 
r e Ck, for some k, E V(i/j) and T 4 Ck, for some k, E V(j/i). Let [k,, i] be 
the path connecting k, and i in T(i/j), and let [j, k,] be the path connecting 
j and k, in T(j/i). Then [k,, i]U{i, j>U[j k,] is a path in T connecting k, 
and k,. Since T is a tree for G, we have Vk, fl Vk, C Vi!,. This implies that 
T E Vi, contradicting the fact that r E Ci. This establishes the equality of the 
sets in (4.10). 
The union is disjoint because 
c(i/j)nc(j/i)= G ck= 
k-l 
Now, suppose that r E C(i/j) and that s E C( j/i). Then r e V, for 
k E V(i/j), and s e V, for k E V( j/i), which implies (r, s} P E, for k E 
V(i/j)UV(j/i)=V(T)={l,..., m}. Thus {r, s} P U r=‘=,E, = E, which im- 
plies that ars = as, = 0. Hence by Laplace’s expansion, 
A C,UCi= *C(i/J>UC(j/i)= *C(i/j>*C(j/i) 
for all (i, j} E E(T). Hence the denominator in Equation (4.9) may be written 
II *CiUCj= 
{i,bEWT) 
IYI *C(i/j)*C(j/i). 
(~~J>EE(T) 
(4.11) 
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We next show that for all i E V(T), Cj can be written as the disjoint union 
ci= u C(i/k). 
(kl(i> k) E w)~ 
(4.12) 
Suppose that r E Ci. Then for some j* i, r E Vf Let [j i] be the (unique) path 
connecting j and i in T, and let kj be the vertex in [j, i] adjacent to i. We 
claim that r E C( i/k j). For if r P C(i/k j), then r @ C, for some 1 E V( i/k j). 
Let [i, Z] be the path connecting i and I in T(i/k j). Then [j, i] u [ i, I] is a path 
connecting j and 1 in T. Since r E Vj, r E V,, and Vj n V, c vi, we have r E y, 
which contradicts the fact that r E Ci. This establishes Equation (4.12). 
To show that the union is disjoint, assume that {i, k,) and {i, k,} are in 
E(T) with k, * k, [if {i, k} E E(T) f or only one k, there is nothing to show] 
and that r E C(i/k,)nC(i/k,). For some j, r E VY Let [j,i] be the path 
connecting j and i in T. Then either k, tZ [j, i] or k, G [j, i]. Say k, 65 [j i]. 
Then [$ i] is a path in T(i/k,), so Jo V(i/k,). Since r E C(i/k,), r E Cf 
This contradicts r E y. Thus C(i/k,)n C(i/k,) =0. Hence the sets C(i/k) 
are disjoint. 
Now, suppose T E C(i/k,) and s E C(i/k,), where.{i, k,} and (i, k,} are 
in E(T) and k, * k,. Then r 4 V, for k E V(i/k,), and s P V, for k E V(i/k,), 
which implies {r, s} e E, for k E V(i/k,)uV(i/k,). But it is easily seen that 
V(i/k,)uV(i/k,)=V(T). Thus {r,s}4Ek for k=l,...,m, so {r,s}e 
u ri’=‘,E, = E, which implies that ars = osr = 0. Hence, by repeated applica- 
tion of Laplace’s expansion 
for all i E V(T). Hence the numerator in Equation (4.9) may be written 
fi Aci = fi n 
i=l i= 1 (k((i,k)s E(T)) 
Ac(i,k). (4.13) 
Since every term in the product Il~=iII,,,,,,,,, E(TjlAC(i,kj occurs in the 
product n,i, b E E(T) Aqi,J)Ac(j,ij, and vice versa, these two products are 
equal. Thus, the left-hand sides of Equations (4.11) and (4.13) are equaI, 
which yields Equation (4.9). n 
If any of the terms in the denominator of Equation (4.2) are zero, a trivial 
modification of the above proof gives the more general formula 
h Rvk= (det R) n 
k=l (i.D~-W’) 
&,nVj. (4.14) 
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The expression for det R by the formula (4.2) is not unique, since it 
depends on the tree T. For a given nonsingular matrix R, there will generally 
be several possible treelike decompositions for the graph of R-l. We conclude 
by listing some alternative formulae for a particular example R. 
Suppose the graph of R - ’ is 
The following formulae for det R are based on different treelike decomposi- 
tions of this graph: 
detR= 
~~1,2,8~~~2,3,4,5,6,7,8) 
R (5.0 @*s) 
detR= R0,2,3,4,s~R~44,5,6,7,s) 
R , (5.2) 
(496) 
R 
detR= (2,4.6,6~R0,2,6~R~2,3,4~R~4,5,6~R~6,7,6~ 
R (2,8~R~2,4~R~4,s~R~6.8~ 
> (5.3) 
R 
detR= (2,4,6~R(4.6,6~R~l,2,6~R~2,3,4~R~4,~,6~R~6,7,6~ 
R (2,s~R,,,R,,,R,,6,R,,s~ 
(5.4) 
If one were to select just one of the above representations for det R, it 
would seem natural to prefer the formula (5.4) to the formulae (5.1)-(5.3), 
because det R has been decomposed into as many minors as possible. 
Note added in proo# We also note that the formula (2.3) from [4] is a 
simple special case of the theorem of Sect. 4 of this paper. The vertices of our 
treelike decomposition just correspond to the edges of the tree considered in 
[41* 
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