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In recent years, with the spread of smartphones, the number of mobile apps using AR (Augmented 
Reality) technology has increased, and advanced app development environments that combine AI image 
recognition and space sharing have come to be provided. Among them, the AR application development kit 
ARKit provided by Apple for iOS has dramatically evolved with the improvement of hardware, and it is 
possible to implement advanced technologies such as face recognition, facial expression recognition, and 
motion capture. Advanced Mobile object recognition apps such as Google Lens are also available easily. 
Therefore, in this research, I will develop a hands-free image search mobile AR app with functions of 
simultaneous use of front and back cameras in a smartphone, facial expression recognition that can detect 
user's line-of-sight direction and opening and closing of eyes, and mouth and the image recognition function 
of Google AI technology.  




















































ユーザの目線や表情の認識には ARKit4 の Face 
Tracking を使用しており、端末の前面の True Depth カメ
ラ（深度センサー）を使うことで、顔の各部位の認識や
追跡を可能にしている。物体の検索、解析には Google 































のカーソルオブジェクトが Unity における GameObject





















e）Google Cloud Vision API 
Google Cloud Vision API は Google Cloud 
Platform[4]が提供する機械学習サービスの１つであり、































図 1 に示す。 
 






トを図 2 に示す。 
 
 





































Mode が Eye の時は、片目を閉じるアクションをするこ
とでカーソルオブジェクトが指示している物体を画像と









を図 3 に示す。 
 
 



























基本的な操作フローを、図 4 に示す。 
 
 





























 Unity で用いる GameObject は親子関係を持ち、階層構
造をとることができる。子オブジェクトは基本的に親オ
ブジェクトに追従して動く。本システムの基本的な階層
構造を図 5 に示す。 
 
 




 表情認識には ARKit4 のフェイストラッキングを使用















図 6 表情認識の様子 
 
b）顔の各部位のデータ 
 登録する顔の各部位のパーツのデータを図 7 に示す。 
 
 
図 7 顔の各部位のデータ 
 
c）ユーザのアクション判別 
 顔の各部位のパーツのデータからは 0〜1 の数値が取
得できる。例えば、目のデータでは数値が 0 の状態が目
が開いていて、数値が 1 の状態が目を閉じているデータ
になる。判定結果の様子を図 8 に示す。 
 
 
図 8 ユーザのアクション判別 









みを設定している。変更の様子を図 9 に示す。 
 
 


































様子を図 11 に示す。 
 
 
図 11 カーソルのサイズ変更の様子 
 
2 本の指が端末の画面をタッチしているか判別するた















不適合なので OpenCV を使用することにした。 
i）トリミング方法 
 Unity では画像の形式は Texture2D 形式であり、
OpenCV では Mat形式で異なる形式になる。それぞれで
作業をするには形式を合わせる必要がある。そこで





る。TextureToMat関数で Texture2D 形式を Mat 形式
に変更し、MatToTexture関数で Mat形式を Texture2D
















Cloud Vision API に送信し、Google で検索、画像解析








図 12 サポートしている画像形式 
 
またエンコードした画像は JSON に変換を行なってか
ら送信をしている。JSON 変換には Unity の関数の
JsonUtility を使用している。JsonUtility は JSON データを
操作するためのユーティリティ関数である。 
k）解析結果 
 解析の結果は JSON で受け取る。本アプリケーション
では Google Cloud Vision API の中でラベル検出機能
（LABEL_DETECTION）[10]を使用しており、受け取る
JSON の内容は図 13 に示す。 
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