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ABSTRACT
We present a project that aims to generate images that depict accurate, vivid, and
personalized outcomes of climate change using Cycle-Consistent Adversarial Net-
works (CycleGANs). By training our CycleGAN model on street-view images of
houses before and after extreme weather events (e.g. floods, forest fires, etc.), we
learn a mapping that can then be applied to images of locations that have not yet
experienced these events. This visual transformation is paired with climate model
predictions to assess likelihood and type of climate-related events in the long term
(50 years) in order to bring the future closer in the viewer’s mind. The eventual
goal of our project is to enable individuals to make more informed choices about
their climate future by creating a more visceral understanding of the effects of cli-
mate change, while maintaining scientific credibility by drawing on climate model
projections.
1 INTRODUCTION
It is difficult to downplay the importance of fighting climate change. A recent report from the
Intergovernmental Panel on Climate Change has determined that dramatic and rapid changes to the
global economy are required in order to avoid increasing climate-related risks for natural and human
systems (IPCC, 2018). However, necessary system overhauls require governmental interventions,
which are difficult without strong public support. In fact, recent studies have shown that political
will is currently the main obstacle to keeping temperature rise within the limits proposed by the
IPCC, i.e. 1.5◦C (Smith et al., 2019).
Unfortunately, public awareness and concern about climate change often does not match the magni-
tude of its threat to humans and our environment (Pidgeon, 2012; Weber & Stern, 2011). One reason
for this mismatch is that it is difficult for people to mentally simulate the complex and probabilistic
effects of climate change (O’Neill & Hulme, 2009). People often discount the impact that their
actions will have on the future, especially if the consequences are long-term, abstract, and at odds
with current behavior and identity (Stoknes, 2016). To contribute to overcoming these challenges,
an easily accessible tool is needed to help the public understand - both rationally and viscerally - the
consequences of not taking sufficient action against climate change.
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2 OUR PROPOSAL
We propose to develop a Machine Learning (ML) based tool showing in a personalized way the
probable effect that climate change will have on a specific location familiar to the viewer. Given
an address, it generates an image projecting transformations which are likely to occur there, based
on a formal climate model. The hope is that such visualizations would help to visceralize climate
change: one might be more willing to take action when seeing the consequences of climate change
on their home, their neighbourhood, or the street that they grew up on. The first prototype version
of our tool simply generates images of flooded locations based on a binary random variable from
a climate model of whether flooding will be present at a given place within a static time frame (in
2050). Eventually, we will extend our model to incorporate other climate-related events (fires and
droughts, etc.), varying time horizons, and ‘decision knobs’ allowing the viewer to choose actions
and make decisions and see their impact on the projected consequences of climate change.
In our prototype, we are able to generate images of the projected impact of flooding by training a
CycleGAN network (Zhu et al., 2017) on Google Street View images of both flooded and unflooded
streets and houses (Anguelov et al., 2010). The advantage of using the CycleGAN model is that
paired one-to-one mapping is not necessary (i.e. we do not have to have images of the same house
before and after a flood). Instead, the model uses domain-level mapping in order to learn the trans-
formation necessary to transform a non-flooded house into a flooded one. We present our approach
in more detail in Section 4.
3 RELATED WORK
Climate change requires solutions to several urgent problems facing humanity and the planet. Since
climate sciences ahave entered the era of big data, ML - which has been widely successful in several
domains - has brought forward immense potential to contribute to problems in climate sciences.
However such applications introduce new challenges for ML due to unique climate physics prop-
erties encountered in each problem, requiring novel research in ML. Nonetheless, there are several
cross-cutting research themes in problems such as super-resolution, classification, climate down-
scaling, forecasting, emulating simulations, localization, detection and tracking of extreme events
or anomalies, that are applicable across climate science and ML problems, which requires deep col-
laboration for synergistic advancements in both disciplines (Monteleoni et al., 2013; Joppa, 2017;
Racah et al., 2017; Schneider et al., 2017; Gil et al., 2018; Hwang et al., 2018; Karpatne et al., 2018;
Rasp et al., 2018).
Furthermore, ML can help bridge the gap between numerical physics and personalized predictions
by improving the accuracy of the physics models. For instance, applying ML techniques along
with a physics-guided understanding of meteorology and climate has been shown to significantly
improve the prediction of high-impact events (Karpatne et al., 2017; Rupe et al., 2017). Also, ML
techniques can extract otherwise unavailable information from climate forecasts by fusing model
output with observations to provide additional decision support for forecasters and users (McGov-
ern et al., 2017). Finally, climate science-motivated discovery could lead to advances in ML, as
demonstrated in the application of deep learning methods for pixel-level segmentation of extreme
events by Kurth et al. (2018).
In this work, we use CycleGANs (Zhu et al., 2017) to depict photo-realistic visuals of the poten-
tial effects of climate-change events on individual houses and streets. While other approaches to
visualize climate change have used both selecting specific images that best represent climate change
impacts (Sheppard, 2012; Corner & Clarke, 2016) as well as using artistic renderings of possible fu-
ture landscapes (Giannachi, 2012) and even video simulations of flooded streets due to rising water
levels (Gianatasio, 2014), to our knowledge, our project is the first application of generative models
for the specific purpose of generating images of future climate change impact.
4 CONTRIBUTIONS
While the final version of our visualization tool will include various climate events and incorporate
different types of metrics from the climate model, for the initial version of our GAN model, we
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focused on generating images of houses and buildings specifically after flooding events. In this
section, we present the data collection and training approach used for our model.
4.1 FLOODING IMAGE DATASET
One of the most challenging aspects of generating realistic images using GANs is collecting the
training data needed in order to extract the mapping function. CycleGAN training assumes that there
is some underlying relationship between the domain - for instance a change of seasons in a landscape
- which is why we collected many images of streets and houses before and after flooding, with as
few extraneous objects (such as vehicles or people) as possible. To collect the necessary training
data, we manually searched open source photo-sharing websites for images of houses from various
neighborhoods and settings, such as suburban detached houses, urban townhouses, and apartment
buildings. We gathered over 500 images of non-flooded houses and the same number of flooded
locations, which were all re-sized to 300x300 pixels.
In order to increase the quantity of images that we could use for training, we performed several data
augmentation techniques such as: random crops of a subset of each image, horizontal flipping, small
rotations, etc., which enabled us to increase our data set five-fold to over 5000 images total. How-
ever, a challenge that we encountered was the fact that flooding is not truly a one-to-one mapping
such as the one assumed by the CycleGAN approach, but in fact a many-to-one mapping, i.e. roads,
grass, dirt, fences are all mapped to water. For this reason, our data collection was constrained to
houses surrounded by lawns, which were then mapped to water by the model.
4.2 MODEL ARCHITECTURE AND TRAINING
We use the same architecture for our generative network as that used in the original CycleGAN
paper (He et al., 2016). We trained the networks using the publicly available PyTorch (Paszke et al.,
2017) implementation1. The unique aspect of the CycleGAN approach is the cycle consistency loss,
which is used along with the traditional adversarial loss to reduce the space of possible domain-to-
domain mapping functions by ensuring that for each image x from domain X , the image translation
cycle should be able to bring x back to the original image (and vice-versa for a given image y from
the other domain, Y). We trained our CycleGAN model for 200 epochs on the training images, using
the Adam solver (Kingma & Ba, 2015) with a batch size of 1, training the model from scratch with
a learning rate of 0.0002. As per the CycleGAN training procedure, the learning rate is constant for
the first 100 epochs and linearly decayed to zero over the next 100 epochs. We present some of our
results below.
4.3 RESULTS
As can be seen in Figure 1, our CycleGAN model was able to learn an adequate mapping between
grass and water, and this mapping could be applied to generate fairly realistic images of flooded
houses. The mapping works best with single-family, suburban-type houses which are surrounded by
an expanse of grass. There are still improvements to be made with regards to the color scheme of
the generated images and the visual artifacts that remain, as well as the coverage of more types of
buildings and houses. From the 80 images in the test set, we found that about 70% were successfully
mapped to realistically flooded houses (see 5 for more information about image evaluation).
The information about whether or not a house is flooded at specific locations for the CycleGAN
images above is sourced from climate model flood hazard outputs, which were converted to binary
global flood maps. First, for inland lakes and rivers, a binary flood hazard map was based on each
of the 10, 20, 50 and 100 year return runs globally at 1km resolution. We show a 50 year return run
in Figure 2 using data from Dottori et al. (2016). Secondly, probabilistic projection data of Extreme
Sea Levels until the end of the 21st century along the global coastline was extracted (for the 50th
quantile) from Vousdoukas et al. (2018) in year 2050 to create a second binary map. This second bi-
nary map is based on projections of the decade-window, 2050, under a representation concentration
pathway of 4.5 ◦C global warming scenario with a greater than 20 cm sea level increase exceedance
threshold compared to a baseline sea level from 1980-2014.
1https://github.com/junyanz/pytorch-CycleGAN-and-pix2pix
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Figure 1: Images of flooded houses generated by our modela
aNote some artifacts in the sky of the second image, most likely due to trees or clouds in the flooding images
used for training
Figure 2: Binarised maps of global inland lake and river flooding 50-year projection based on Dottori
et al. (2016) and coastal flood hazard maps for year 2050 based on Vousdoukas et al. (2018) a
aFrom left to right: flooding of lakes and rivers inland binary map; binary map of coastal flooding for RCP
4.5 ◦C and higher than 20cm rise w.r.t baseline; Colors: black = inland flood hazard, blue = coast flood hazard
5 DISCUSSION AND FUTURE DIRECTIONS
The initial version of the CycleGAN model that we have developed in the present paper is a prototype
to illustrate the feasibility of applying generative models to create personalized images of an extreme
climate event, flooding, that is expected to increase in frequency based on climate change projec-
tions. Subsequent versions of our model will integrate more varied types of houses and surroundings,
as well as different types of climate-change related extreme event phenomena (i.e. droughts, hurri-
canes, wildfires, air pollution etc), depending on the expected impacts at a given location, as well as
forecast time horizons.
Furthermore, to channel the emotional response into behavioural change or actions, another impor-
tant planned improvement to our model is the eventual addition of ‘choice knobs’, to enable users to
visually see the impact of their personal choices, such as deciding to use more public transportation,
as well as the impact of broader policy decisions, such as carbon tax and increasing renewable port-
folio standards. The effects of an individual turning these knobs could be based on the best available
climate model projections, such as the one used for our binary flood map (Dottori et al., 2016),
integrated with economic and policy assessment models. Ultimately, by integrating these ‘knobs’
into our system, we aim to help the general population progress towards greater and more visible
public support for climate change migitation steps on a national level, facilitating governmental
interventions and helping make the required rapid changes to a global sustainable economy.
However, there are several challenges which we are currently facing that require gaps to be bridged
in research at the intersection of climate science and ML. Current climate models make projections
based on the physics of fluid motion, energy transfer, mass conservation or chemical transport,
not using Deep Learning approaches. Furthermore, the spatial resolutions of these physics models
are at best regional, which is much coarser than individual households investigated in this problem.
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Moreover, the model outputs provide physics variables that are non-trivial to translate into equivalent
photo-realistic representations. We therefore believe that there a need to explore physical constraints
to GAN training in order to incorporate more physical knowledge into these projections. This is
important so that a GAN model will not only transform a house to its projected flooded state, but
also take into account the forecast simulations of the flooding event represented by the physical
variable outputs and probabilistic scenarios by a climate model for a given location.
5
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