Abstract-The yield of semiconductor manufacturing can be improved through a learning process. A learning model is usually used to describe the learning process and to predict future yields. However, in traditional learning models such as Gruber's general yield model, the uncertainty and variation inherent in the learning process are not easy to consider. Also there are many strict assumptions about parameter distributions that need to be made. These result in the unreliability and imprecision of yield prediction. To improve the reliability and precision of yield prediction, expert opinions are consulted to evaluate and modify the learning model in this study. The fuzzy set theory is applied to facilitate this consulting process. At first, fuzzy forecasts are generated to predict future yields. The necessity of specifying strict parameter distributions is thus relaxed. Fuzzy yield forecasts can be defuzzified, or their -cuts can be considered in capacity planning. The interpretation of such a treatment is also intuitive. Then, experts are requested to evaluate the learning model and express their opinions about the parameters in suitable fuzzy numbers or linguistic terms defined in advance. Two correction functions are designed to incorporate expert opinions in the learning model. Some examples are used for demonstration. The advantages of the proposed method are then discussed.
I. INTRODUCTION
A CCORDING to Cunningham [1] , the number one index of success in chip manufacturing is yield. A high yield leads to a low unit cost and a high marginal profit, both of which are crucial to the competitiveness. Thus, in the highly competitive semiconductor industry, the continuing yield improvement is essential to the survival of a semiconductor manufacturer. On the other hand, yield prediction is also very important. In capacity planning, the majority of capacity should be devoted to products with high yields and/or prices. Incorrectly releasing raw wafers to produce low-yield products will inevitably increase the average unit cost. Thus an accurate prediction of yields is critical to making production plans. However, this is a difficult task because yield improvement is a learning process, and the uncertainty and variation inherent in the learning process are not easy to consider. Studies incorporating uncertainty and/or stochasticity into learning Publisher Item Identifier S 0894-6507(99)03776-8.
phenomenon modeling include Majd and Pindyck [5] , Spence [6] , Mazzola and McCardle [7] , and so on. Most of them assume that parameter distributions are known in advance to a certain degree, and these distributions can be modified in a Bayesian manner after actual values are observed. In the study of Watada et al. [8] , the fuzzy set theory is applied to model learning uncertainty through fitting a possibility regression model. The concept is that the difference between observed and estimated values is not considered as statistical error, but it is assumed to be resulted from the fuzziness of a system structure itself [8] . The necessity of specifying strict parameter distributions is relaxed, and fuzzy forecasts are used to represent yield forecasts. In this way, the effect of parameter variation is contained in the range of a fuzzy forecast. Unlike the use of symmetric triangular fuzzy numbers in Watada et al. [8] , parameters in this approach can have asymmetric shapes. Further, the involvement of human factors in the learning process often complicates the situation [8] , and expert opinions are valuable and effective in handling this situation. Two correction functions are designed to incorporate expert opinions.
II. GRUBER'S GENERAL YIELD MODEL
Models of predicting yield can be classified into two categories [2] . 1) Macro Yield Modeling (MaYM): Methods using die size, device density, and other large-scale a priori factors to predict yields for new designs. 2) Micro Yield Modeling (MiYM): Methods using critical device area, parametric sensitivity, redundancy effect, and other factors which rely on a detailed understanding of circuit design to estimate the effects of different classes of defects, process variability, and layout variation on yield. One common technique in MaYM is learning and transition analysis (LTA), in which a learning model is used to predict the future yield of a product, and the transition of learning effects is also investigated. Among learning models, the most recognized one is Gruber's general yield model [3] (1) where the asymptotic yield, which is a real-valued function of , and ; point defect density per unit area; chip area; 0894-6507/99$10.00 © 1999 IEEE Table I . Among them, depending on chip size, models under the Poisson and the negative binomial distributions are more accurate than the others [1] . For predicting the yield of large-die-area very large scale integration (VLSI), the negative binomial model is more effective than the others. In this respect, fitness tests like Kolmogorov-Smirnov test or Pearson's goodnessof-fit test ( test) can be applied for comparison. Learning effects are often described by exponential functions. The validity of a learning model can be evaluated by the coefficient of determination . Gruber's general yield model can be rewritten as (2) where the age of a product; homoscedastical, serially noncorrelated error term. Fitting historical data to obtain the learning model is the conventional approach. The uncertainty and variation inherent in the learning process are not easy to consider, which results in the following problems.
1) In capacity planning, overcapacity has to be prepared to prevent capacity shortages resulting from underestimating product yields. Dynamic capacity allocation to products having higher yields than estimation is also necessary in shop floor control. Traditionally, overcapacity is prepared in either one of two ways. The first is to specify a ratio of the predicted value called the "overplanning factor" arbitrarily. For example, if the predicted yield is 70%, then an allowance of 10% may be added and a value of 77% is used to make production plans. The other is to construct the confidence interval of a yield forecast, where ranges from 0 to . Here, the -cuts of fuzzy forecasts are considered in preparing overcapacity. For example, the 0.5 -cut of a fuzzy-valued yield forecast (62%, 70%, 80%) is considered, and a value of 75% is used to prepare overcapacity. 2) Humans play an important role in the learning process, and expert opinions are also valuable in evaluating the learning model. However, this is neglected in most traditional models. In this paper, two correction functions are proposed to incorporate expert opinions about the asymptotic yield and the learning constant in the learning model. After attaching these correction functions to the learning model, all the yield forecasts can be simultaneously modified to different degrees, and the necessity to correct them iteratively is lessened. One prerequisite for designing such a correction function is that it should maintain the original structure of the learning model to make further modifications possible. A correction function that corrects yield forecasts gradually is also favored. Fuzzy forecasts can be interpreted as linguistic terms like "greater than 70%" or "between 72% and 75%" for communication, or defuzzified if a suitable defuzzification index is chosen. Besides, expert opinions can be easily incorporated if they are expressed in suitable fuzzy numbers or linguistic variables defined in advance.
III. OBTAINING PARAMETERS IN GRUBER'S GENERAL YIELD MODEL
In this section, the procedure of obtaining the parameters in Gruber's general yield model from historical data is briefly introduced or in logarithms, (3) where the time interval that a product has been in production; the instantaneous (average) yield at time (during time period) ; the asymptotic yield; the learning constant; homoscedastical, serially noncorrelated error term. If there are different generations, for generation (4) which can be solved by using the simple, linear regression, under the assumption of Normal for all (5) where " " denotes that it is an estimate. We can obtain 
The fitness of this model is evaluated by the coefficient of determination (from 0 (the worst) to 1 (the best))
where
For eliminating the effect of the error term, samples of generation during time period are geometrically averaged, and the resulting is used instead of for the analysis above (10) with the following assumption: (11) where " " indicates the average value.
An example is given in Table II . The yields of 16 M DRAM during periods 1-10 are recorded. The data are fed into (6) and (7), and we obtain 
The fitted learning model is
It is shown in Fig. 1 .
IV. GRUBER'S GENERAL YIELD MODEL
WITH FUZZY-VALUED PARAMETERS In order to incorporate expert opinions which are often difficult to express in crisp values, parameters in Gruber's general yield model are assumed triangular fuzzy numbers in this section, and an FLR model is used to obtain them.
At first, assume (a TFN after lognormalization) and (a TFN), and (12) is a fuzzy forecast which can be defuzzified if necessary. After lognormalization In this model, the sum of ranges of fuzzy forecasts is minimized by fitting the historical data at a given level of satisfaction . The previous example is analyzed for different levels and the results are shown in Table III. For  example, when It is the optimal solution of the LP model, and the fitted model is is shown in Fig. 2 . When , the fuzzy-valued yield forecast is It can be interpreted as "the yield of 16 M DRAM during the twentieth period is about 74.1%" because it is almost symmetric in shape about 74.1%. Connecting the cuts of these fuzzy forecasts with memberships equal to zero or one, and the three lines, i.e., the upper bound, center, and lower bound of the fuzzy forecast can be obtained, respectively. The region enclosed by these lines is an asymmetric weighted confidence interval. All data points fall in the region. The membership of a data point in the region indicates the degree that the data point can be explained by the learning model.
V. A CORRECTION FUNCTION FOR THE ASYMPTOTIC YIELD
Fuzzy forecasts are obtained by the Gruber's general yield model with fuzzy parameters. They can be either interpreted as linguistic terms like "greater than 70%" or "between 65% and 72%," or defuzzified into crisp values if a suitable defuzzification index is chosen. However, if these forecasts are not considered acceptable (before or after defuzzification), they are either individually corrected, or simultaneously corrected by making changes in the original model. One way to achieve this is to employ a correction function in the original model. After evaluating the original forecasts, experts are requested to express their opinions which are then fed into the correction function. After attaching the correction function to the original model, expert opinions are considered in the learning model. Forecasts generated by the new model ought to be more accurate than the uncorrected ones. In this section, a correction function is designed to incorporate expert opinions about the asymptotic yield in the learning model. The definition is given below
where the current period; the asymptotic yield suggested by experts, which is a subjective value and expressed in fuzzy numbers or linguistic terms defined in advance. Gruber's general yield model (with fuzzy parameters) after correction becomes (21) The forms of (2) and (21) are similar, and the original structure of Gruber's model is maintained.
The correction function should satisfy 1) at the current period , and 2) it monotonically increases to when the asymptotic yield is reached . The previous example is again used for demonstration. In the previous example, the asymptotic yield obtained is . If experts do not think that it is a good estimate, then the asymptotic yield has to be corrected. They suggest that the asymptotic yield should be greater than this value. Also, the range of is considered too large. After aggregating their opinions, a subjective estimate of the asymptotic yield is obtained as . And the correction function is obtained by (20) Gruber's general yield model (with fuzzy parameters) after correction becomes It is shown in Fig. 3 . We can see that the range of the corrected fuzzy forecast is narrower than that of the uncorrected one. Since a fuzzy forecast with a wider range is less precise, the feasibility of the fuzzy forecast is improved. The learning constant can be thought to have been modified after correction. The new value is (22) It is a function of .
VI. A CORRECTION FUNCTION FOR THE LEARNING CONSTANT
If a slower or faster learning process is expected, then the learning constant has to be corrected. The procedure of introducing expert opinions for that is as follows.
1) Obtain the learning constants of similar products with complete data histories by Gruber's general yield model (24) where and . The forms of (2) and (24) are similar, and the original structure of Gruber's model is again maintained.
In the previous example, if experts think that the learning process of 16 M DRAM manufacturing is quicker than that of any other product, then the learning constant of 16 M DRAM manufacturing is to be assessed. There are three similar products in the factory with complete data histories. They are 256 k, 1 M, and 4 M DRAM's. For evaluating the learning constant of 16 M DRAM, those of 256 k, 1 M, and 4 M DRAM's are first assessed by the following set of linguistic variables:
Very Slow (VS), Slow (S), Moderate (M), Fast (F), Very Fast (VF)
Assume all the linguistic variables are represented by triangular fuzzy numbers. The assessment results are summarized in Table IV . The fuzzy-valued learning constants of all three 
They are applied to assess the learning constant of 16 M DRAM manufacturing. And the assessments by three experts are
F, VF, VF
The subjective value of the learning constant is now obtained
The correction function for the learning constant in the previous example is
The corrected model is It is shown in Fig. 4 . A small expansion in the range of the interval is observed because the subjective value has a range wider than that of the fitted value. However, the difference is not significant. It is explained by the fact that the fitted value has a membership of 0.5 in the subjective value. In this example, experts opinions coincide with the statistical results.
VII. FURTHER APPLICATIONS
The methodology proposed in this study is a general approach to incorporate the objective data of model fitting and the subjective expert opinions in predicting product yields. In addition to the DRAM case above, the yield forecasting of other types of semiconductors can be similarly obtained. However, because the technologies applied to different kinds of products can be very different, it is difficult to predict the yields of all kinds of products using one single method. This difficulty can be handled either by choosing a specific method for each product, or by adopting a general method and consulting different experts for modification for different products. In this section, the proposed methodology is further applied to four products including two types of DRAM, one SDRAM, and one SGRAM. The specifications and detailed data of these products are reserved for confidentiality. The results are shown in Fig. 5 . In all examples, the degree that data points are explainable by the FLP model is . Expert opinions about the asymptotic yield are consulted to adjust the forecasts, and the adjusted results are also shown in Fig. 5 by the dotted lines. For demonstration, the yield of the twenty-fourth period is obtained by both the crisp model and the FLP model in Table V. 
VIII. DISCUSSIONS AND CONCLUSIONS
The yield of semiconductor manufacturing can be improved through a learning process. In this paper, the uncertainty and variation inherent in the learning process are investigated. In traditional methods, the learning process is described by a learning model which is determined by fitting the historical data. From the fitted model, single value or interval The uncertainty and variation in the learning process are considered by assuming parameter distributions, and stochastic regression models are applied to estimate these parameters. However, such assumptions are based on little information, and a Bayesian-type approach has to be applied to correct these assumptions after more data are obtained. On the other hand, expert opinions are important in evaluating and modifying the learning model, and they are often neglected. These two issues are handled from a fuzzy viewpoint in this study.
Comparing with existing methods, the proposed approach has the following characteristics. 1) Gruber's general yield model is fuzzified to facilitate the incorporation of expert opinions which are expressed in fuzzy numbers or linguistic terms. Other yield models can be fuzzified and incorporated with expert opinions in the same way. 2) Two correction functions are designed to incorporate expert opinions about the parameters in the learning model. Their characteristics include: they are easy to use; they maintain the original structure of the learning model and make further modifications if necessary; they take effect in a linear way (gradually). Correction functions for other yield models can be similarly designed. However, the correction function for the learning constant has to be modified for a newly established plant in which no data histories can be referred. 3) Expert opinions are very useful in narrowing the range of a fuzzy forecast (or a confidence interval forecast), and the feasibility of the forecast is improved. In this respect, the proposed approach is more efficient than other methods because all fuzzy forecasts simultaneously have narrower ranges after the introduction of the correction function for the asymptotic yield. The proposed approach is also easier and more flexible than the crisp methods because expert opinions can be expressed in crisp or noncrisp values.
