Abstract. We define a noncommutative differential calculus constructed from the inner derivation, then several relevant examples are showed. It is of interest to note that for certain C * -algebra, this calculus is closely related to the classical one when the algebra associates a deformation parameter.
M n (C), graph C * algebra, quantum tori, quantum plane, and quantum Heisenberg manifolds. The last three are the examples of the deformation quantization C * -algebra. In the case of quantum tori, the exterior derivative is realized as a finite difference operator. It is also worth pointing out that in section 7, we will look more closely at the structure of the quantum Heisenberg manifolds, it turns out the von Neumann algebra of the quantum Heisenberg manifolds is nothing but a 3-dimensional quantum tori.
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Noncommutative differential calculus
We are dealing with a differential calculus on some non-commutative algebras, for instance, C * -algebra, Banach algebra, von Neumann algebra. In order to generalize this differential calculus idea, we put the definition in the context of C * -algebra. The reason to choose C * -algebra is because it always has the adjoint, and consequently we define in the same way as from the complex differential calculus.
Let's review first about the complex calculus. Suppose Ω ⊂ C n is an open set and f ∈ C ∞ (Ω), we have the first order calculus form
here z j ,z j are the coordinate basis. Having this complex calculus in mind, we come up the definition below.
Definiton 1.1. Given a noncommutative C * -algebra A, the elements U 1 , . . . , U n ∈ A is called a differential basis if the following two conditions are satisfied:
(I) Each U j is non self-adjoint; (II) The elements U 1 , U
The symbol dU j , dU * k above is merely for the notation convenience, it can be viewed as the basis of δa which belongs to a direct sum of 2n copies of A. For the high order, assume e σ(1) ∧ . . . ∧ e σ(r) = sgn(σ)e 1 ∧ . . . ∧ e r , where σ is any permutation of r numbers and e 1 , . . . , e r ∈ {dU 1 , . . . , dU n , dU * 1 , . . . , dU * n }. Proof. This follows from the derivation property
For each (p, q)-form α = a I,J dU I ∧ dU * J , we have a * operation defined by α * = a * I,J dU * I ∧ dU J . Proposition 1.6. The set Ω p,q A of type (p, q)-forms on A is a (left)A − module, it has the following properties:
(
Proof. The proof is straightforward by the easy computation.
The point of the proceeding proposition (3) is that it allows one to define the operators
through the direct sum projection, namely,
From the relation δ = ∂ + ∂ * , and the property δ 2 = 0, we have 0
is the set of closed (p, q)-forms and HC p,q (A) is the set of ∂ * closed (p, q)-forms. The property δ 2 = 0 gives us a deRham complex,
And the k-th deRham cohomology is defined by
And the (p, q)-th Delbeault cohomology is defined by The interest of the above theorem is that C 0,0 = HC 0,0 . Considering the classical complex differential calculus, if f ∈ HC 0,0 ⇒ ∂f ∂zi = 0 ⇒ f is holomorphic. So HC 0,0 is the set of holomorphic functions, and C 0,0 is the set of constant functions, therefore in the classical case C 0,0 = HC 0,0 . The reason for this difference lies in the fact that in the Fuglede-Putnam theorem above, U need to be bounded. On the other hand, if we require f to be bounded, then by the Liouville's theorem, f is constant.
Dirichlet forms
Dirichlet form, in C * -algebras setting, is introduced by Albeverio and Høegh-Krohn [2] , it shares a flavor of geometry in the sense of Connes' noncommutative geometry [9] . For a recent account of the theory, we refer the reader to [6] [7] . From the classical complex case, we have the Laplace operator defined by 
If on this C * -algebra A, it has the following additional assumption:
(III) It has a lower semicontinuous faithful trace τ . Then we denote by
) the Hilbert space of the GNS representation π τ associated to τ , and by
) generated by A in the GNS representation. 1 M stands for the unit of M.
it is completely positive, if for any n we have Proof. Let Φ t = e −t△ , then Φ t is norm continuous because △ is bounded. Φ t is symmetric and conservative: 
is the Dirichlet form with the corresponding generator △. With this Dirichlet form, we can construct a C * -Hilbert A-bimodule A ⊗ A [13] and a sesquilinear form with values in A by the formula 
Replacing △ defined in (2.1) to (2.2), we have
Take H to be C 2n , and define the mapping W :
and the A-bimodule structure by
It's not hard to see W turns out to be an isometry, and this is precisely the assertion of the following theorem.
Since Φ t is conservative, by theorem (4.7) [7] , this Dirichlet form has a representation
Matrix algebra
For the n×n matrix algebra M n (C), the diagonal matrices is its maximal abelian subalgebra. The elements p 1 , . . . , p n where p j is the n × n matrix with 1 in entry (j, j) and 0 elsewhere are the generators of the diagonal matrices. Therefore p 1 , . . . , p n can be chosen as the differential basis. Thus we actually have constructed the noncommutative differential calculus on M n (C). Its first order differential calculus becomes δ n a = [p 1 , a]dp 1 + . . . + [p n , a]dp n .
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The inner derivation has the form
. . .
For the matrix algebra M n (C), we have the matrix trace T r defined by T r(a) = n i=1 a i,i . Since T r satisfies the condition (III) from section 2, we actually have defined a Dirichlet form on M n (C). Now let's compute it explicitly. In the proposition below, the notationã meansã i,j = a i,j when i = j andã j,j = 0, i.e.,ã kills the diagonal entries of a. We will keep using this notation in this section.
Proposition 3.1. The Dirichlet form on M n (C) constructed from T r and the Laplace operator
Proof. Given the Laplace operator and T r, from (2.3), this Dirichlet form defined on M n (C) is
So far, we have defined the Dirichlet form E n on M n (C). Regard M n (C) as a subalgebra of M n+1 (C) via the embedding a → a 0 0 0 , we see that δ n+1 is compatible with δ n , i.e., δ n+1 (a) = δ n (a), ∀a ∈ M n (C), and E n+1 is compatible with E n , i.e.,
We are thus led to define the differential calculus, Dirichlet form on ∪ n M n (C). As the norm closure of ∪ n M n (C) is K(l 2 ), i.e, the compact operators on l 2 , we have the following theorem after this extension. In the theorem below, we use the notation HS(l 2 ) to represent the Hilbert-Schmidt operators on l 2 , i.e., x ∈ HS(l 2 ) ⇔ T r(x * x) < ∞.
, and
In this way, the semigroup Φ t (a) = e −t∆ a = a −ã + e −tã . An easy computation shows T r(ã
By using the same argument as from proposition (2.2), △ is seen to be the generator of a symmetric, conservative, completely positive Markov semigroup, which completes the proof.
If we regard M 2 n (C) as a subalgebra of M 2 n+1 (C) via the embedding a → a 0 0 a , and consider the fact there exists a unique tracial state tr, we can perform the same construction as above and define a Dirichlet form on hyperfinite II 1 factor. [16] provides a detailed study for this construction.
The following is the deRham complex of M n (C) with the differential basis
The 0-th deRham cohomology group of M n (C), which we will show from section 4,
4. Graph C * -algebras For a more detailed introduction to graph C * -algebras we refer to [3] , [10] and the reference therein. A directed graph E = (E 0 , E 1 , r, s) consists of countable sets E 0 of vertices and E 1 of edges, and maps r, s : E 1 → E 0 identifying the range and source of each edge. The graph is row-finite if each vertex emits at most finitely many edges. We write E n for the set of paths µ = µ 1 µ 2 . . . µ n of length |µ| := n; that is, sequences of edges µ i such that r(µ i ) = s(µ i+1 ) for 1 ≤ i < n. The map r, s extend to E * := ∪ n≥0 E n in an obvious way, and s extends to the set E ∞ of infinite paths µ = µ 1 µ 2 . . .. A sink is a vertex v ∈ E 0 with s −1 (v) = ∅, a source is a vertex w ∈ E 0 with r −1 (w) = ∅. A Cuntz-Krieger E-family in a C * -algebra B consists mutually orthogonal pro-
It is proved in [10] that there is a universal C * -algebra C * (E) generated by a nonzero Cuntz-Krieger E-family {s e , p v }. A product s µ := s µ1 s µ2 . . . s µn is non-zero precisely when µ = µ 1 µ 2 . . . µ n is a path in E n . Since the Cuntz-Krieger relations imply that the projections s e s * e are also mutually orthogonal, we have s * e s f = 0 unless e = f , and words in {s e , s * f } collapse to products of the form s µ s * ν for µ, ν ∈ E * satisfying r(µ) = r(ν). Indeed, because the family {s µ s * ν } is closed under multiplication and involution, we have (4.1) C * (E) = span{s µ s * ν : µ, ν ∈ E * and r(µ) = r(ν)}.
We adopt the conventions that vertices are paths of length 0, that s v := p v for v ∈ E 0 , and all the paths µ, ν appearing in (4.1) are non-empty; we recover s µ , for example, by taking ν = r(µ), so that s µ s * ν = s µ p r(µ) = s µ . For simplicity, we will only consider the graph which has the finite vertices. It is then easily seen that {p v : v ∈ E 0 } satisfies the condition (I)(II) from definition 1.1, in this way, we have defined the noncommutative differential calculus on C * (E).
Lemma 4.1. Fix a vertex v 0 ∈ E 0 and a path µ. If |µ| = n(n = 0), let µ = µ 1 µ 2 . . . µ n , otherwise µ is a vertex.
(2) if s(µ) = r(µ), i.e., path µ is a loop, then [p v0 , s µ ] = 0. (3) δ(s µ ) = s µ dp s(µ) − s µ dp r(µ) .
Proof. The case |µ| = 0 is easy. So we assume |µ| = n, and µ = µ 1 µ 2 . . . µ n . From the identification that p v0 = s v0 , we know s v0 s µ = s µ iff s(µ) = v 0 and s µ s v0 = s µ iff r(µ) = v 0 , which proves the lemma.
The remainder of this section will be devoted to discuss the 0-th deRham cohomology of C * (E).
The above lemma and relation [p v0 , s
ν dp s(µ) − s µ s * ν dp r(µ) − s µ (s * ν dp s(ν) − s * ν dp r(ν) ) = s µ s * ν dp s(µ) − s µ s * ν dp s(ν) Corollary 4.3. If E has no loops, then C 0,0 = {s µ s * µ : µ ∈ E * }.
Notice, s µ is a nonzero partial isometry with s µ s * µ ≤ p s(µ) . Given a path µ, the next proposition gives a criteria for when s µ s * µ = p s(µ) is true. Proposition 4.4. Suppose µ is a path and µ = µ 1 µ 2 . . . µ n , then s µ s * µ = p s(µ) iff {e ∈ E 1 : s(e) = s(µ j )} = {µ j } for j = 1, . . . , n − 1. Intuitively, it is the kind of path, on which all the nodes, except the range node, have only one exit.
Proof. The proof follows from the Cuntz-Krieger relations s * e s e = p r(e) for e ∈ E 1 and p v = {e:s(e)=v} s e s * e whenever v is not a sink.
The above two propositions provide a way to get the deRham cohomology H 0 dR (C * (E)), which has special meaning behind the graph itself. If the directed graph E has no loops, then H 0 dR (C * (E)) ∼ = C m , where m ≥ #vertices. In particular, if the graph E is a tree with only one sink, then m = #vertices. The matrix algebra M n (C) discussed in section 3 is a tree with one root and n − 1 nodes connecting to the root. And we have H 0 dR (M n (C))) = n. When E has loops, H 0 dR (C * (E)) is a bit more complicated, say if E contains a simple loop with the property that this loop doesn't have exit, then H 0 dR (C * (E)) contains C(T). (the loop is simple when its vertices are distinct)
2n-dimensional quantum tori
Let's look at the 2n-dimensional quantum tori, U 1 , . . . , U 2n are its unitary generators which subject to the relation U k U j = e iθ j,k U j U k . Θ = (θ j,k ) is a skew symmetric matrix which by the general spectral theorem, it can be orthogonal transformed to a block matrix, with the entry (we use the same letter) θ j,k = 0 except possibly these θ 2j−1,2j and θ 2j,2j−1 (j = 1, . . . , n). Then the unitary operators U 2j−1 , j = 1, . . . , n satisfy the conditions (I) (II) from definition (1.1). So we have defined the noncommutative differential calculus on this quantum tori. Its first order differential form is
Take for simplicity, let's assume n=1, and the unitary generators U, V satisfies the relation U V = e iθ V U . In order to compute its cohomology groups, we need first to understand the set
, then [15] showsθ defines an action of R 2 by automorphism of A.
Theorem 5.1. If θ/π is irrational, then C 0,0 =< U >(the algebra generated by U ).
Proof. The prove is based on the concept of Fourier analysis method, which is already shown from [15] . The Fourier coefficient of A is a k,l (A) = Ae 0,0 , e k,l , thereafter
hence if A ∈ C 0,0 , then U A = AU , 0 = e iθl/2 (1 − e −iθl )a k−1,l , and the proof is complete.
The following is the deRham complex of A from this differential operator δ,
From above theorem, when θ is irrational,
. The principal significance of the above introduced differential calculus is that it allows to deform to the classical one. The remainder of this section will be devoted to show it. First let's investigate the geometric meaning behind the derivation δ. Suppose an element a ∈ A for the moment has the form a = f (U, V ) = a m,n U m V n . In fact, it is true that the above elements are dense in A. Take U as the differential basis first, then the first order form is
Asθ −θ,0 is continuous in norm, for any a ∈ A, we actually have
More general, we could take U k1 V k2 as the differential basis. A slight change in the above observation actually leads to the following theorem.
Theorem 5.2. Given a ∈ A, the first order form by taking U k1 V k2 as the differential basis is
Interestingly, this derivation involves finite difference rather than derivations. Namely, [U k1 V k2 , a] is the changing in a along the V direction by −k 1 θ difference and the U direction by k 2 θ difference. This is a purely noncommutative phenomenon because difference quotients can't be used as the basis of a differential calculus in the commutative case.
Next, coming back to the 2n-dimensional quantum tori, based on the above theorem, we will show that the above first order form can be deformed to the classical one on T n . In the sequel, θ j denotes θ 2j−1,2j = 0, j = 1, . . . , n. We consider the derivative operator ∂ and C * subalgebra B of A generated by U 2 , U 4 , . . . , U 2n . The relation matrix Θ tells us B is commutative, and hence it is * isomorphic to C(T n ). For our purpose, instead of taking the differential basis from the beginning of the section, we slightly change to θ
this again satisfies condition (I) and (II). For
f (e ix2 , . . . , e i(x2j +θj ) , . . . , e ix2n ) − f (e ix2 , . . . , e ix2j , . . . , e ix2n )
∂f (e ix2 , . . . , e ix2j , . . . , e ix2n ) ∂e ix2j ie
as θ j → 0, j = 1, . . . , n, which turns out to be quite similar as the classical first order differential calculus on T n . The same argument works for any high order. The example from quantum tori demonstrates rather strikingly that this noncommutative differential calculus is closely related to the classical one.
Quantum Plane
In physics, it has the "quantization procedure" which from a classical Hamiltonian
on the 2n-dimensional phase space R 2n to the quantum mechanical Hamiltonian version H(P 1 , Q 1 , . . . , P n , Q n ).
Here Q j denotes the multiplication operator on L 2 (R n ) corresponding to the coordinate mapping x j , and P j = −i ∂ ∂xj is a partial derivative operator. The procedure for getting the differential calculus on quantum plane is quite similar as from the quantum tori, we continue in the fashion by first investigating the simple case n = 1. Definition 6.1. A canonical pair is informally described as a pair of self-adjoint operators P, Q on a Hilbert space H, satisfying (Heisenberg's) canonical commutation relation (CCR) [
∂f (x,y) ∂x and the position operator defined by Qf (x, y) = xf (x, y) + i 2 ∂f (x,y) ∂y satisfy the CCR relation.
By using the Fourier transform, we obtain the quantum observable
where f is in the Schwartz class S(R 2 ). Fix k 1 , k 2 ∈ R, we do the differential calculus with the basis 1 e ik1P +ik2Q . Then
where f ∈ S(R 2 ).
, f (P, Q)]
In conclusion, when → 0, δf (P, Q) deforms to
The above deformed differential calculus, comparing to the classical one, is the linear sum in two directions.
Having disposed of the simple case n = 1, we now return to the general 2n-dimensional quantum plane. Quite the same way as from the quantum tori, we take the differential basis to be 1 e iP1 , . . . , 1 e iPn , it satisfies the condition (I) and (II) from definition (1.1). We consider only the derivative operator ∂ and subalgebra B generated by Q 1 , Q 2 , . . . , Q n . By the commutative relations of Q j , B is isomorphic to C 0 (R n ). We start doing the first order calculus of the element f (Q 1 , . . . , Q n ) where f ∈ S(R n ).
which deforms to the classical first order differential calculus on S(R n ). We have thus showed the above result for Schwartz class functions, combining the fact that S(R n ) is dense in C 0 (R n ), we actually have showed its relation with the classical calculus for each C 0 (R n ) functions.
Quantum Heisenberg Algebra
The quantum Heisenberg manifolds D c µ,ν , a continuous field of C * -algebra is first introduced by Rieffel [12] , recently, [1] uses the Fell bundles method to get the same quantum Heisenberg algebra as defined in [12] . The construction here to get the 3-dimensional quantum Heisenberg manifolds follows from [1] . Let
be the Heisenberg group of 3 × 3 matrices. The Heisenberg manifold M c is the quotient G/H c where H c is the discrete subgroup of G when x, y, cz ∈ Z. To facilitate the notation, we identify the above matrix as the vector (x, y, z) ∈ R 3 , under this coordinate system, the multiplication rule is simply For each k ∈ Z, let
Take f k ∈ B k , g j ∈ B j , define the product and involution by 
. For the time being, without further notice, let us assume = 1 or, what amounts to the same, that µ and ν are replaced, respectively, by µ and ν.
In order to study the structure of Heisenberg manifolds, one possible way, as from the quantum tori, is to represent this C * algebra by generators. From (8) [1], we know that C(M c ) θ γ is generated by B 0 , B 1 . As B 0 is isomorphic to C(T 2 ), we get two generators e 2πix , e 2πiy , if having a third generator, the generator f 0 (x, y) should not vanish at any point. Proof. We give the proof only for the case k = 1, the other cases are the same.
Otherwise, assume 0 = f 0 ∈ B 1 and is also smooth, then e 2πicz ∂f0 ∂x ∈ B 1 , and f −1 0 ∂f0 ∂x ∈ C(T 2 ), hence we can find a function g ∈ C(T 2 ) such that ∂f0 ∂x = gf 0 . By solving this ODE, we have f 0 (x, y) = Ce R x −∞ g(s,y)ds where C is some constant.
As f 0 ∈ B 1 , f 0 (x + 1, y) = e −2πicy f 0 (x, y), this gives e −2πicy = e
g(x,y)dx , but we don't have such a function g ∈ C(T 2 ). For an arbitrary f ∈ B 1 , we find a smooth family {f n } n ∈ B 1 which uniformly converges to f . For each f n , it has a vanishing point x n . Since f n (x + 1, y) = e −2πicy f n (x, y), there is no loss of generality in assuming x n ∈ [0, 1]. Further, we can find a subsequence(we use the same n), such that x n → x * . Notice f is uniformly continuous on [0, 1]. Given ǫ > 0, ∃N, δ, such that when n > N and |s − t| < δ,
In particular, |f n (x m ) − f n (x * )| < ǫ when |x m − x * | < δ and n > N . Let n = m be large enough, we conclude |f n (x * )| < ǫ. Let n → ∞, we have |f (x * )| < ǫ which shows x * is a vanishing point of f .
Then,
andŨ is an isometry. As ϕ m,n = e 2πi(mx+ny) e 2πikcz e −2πickx{y} ∈B k (see [5] ), and {Ũ ϕ m,n } m,n∈Z is an orthonormal basis L 2 (T 2 ), which impliesŨ is also surjective.
From above, we know {ϕ m,n } m,n∈Z is an orthonomal basis ofB k , but the basis doesn't derive the multiplication structure fromB 1 . Now let U = e 2πix , V = e 2πiy , W = e 2πicz e −2πicx{y} , where the notation {x} means the fraction part of x. Next proposition will show {U m V n W k } m,n∈Z is an orthonomal basis ofB k . e 2πic(z+2jνx+2j θ γ , τ ), we conclude N is the weak operator closure generated by U, V, W . The relation between U, V, W is as follows:
The above relation gives more, namely, N is a 3 dimensional quantum tori. So we actually have proved the following theorem. We can now rephrase above unbounded derivation operators on N in terms of generators as follows:
The summation above is in the weak operator convergence sense. The elementary relation properties of these derivative operators are listed below:
So far, we studied the structure of the quantum Heisenberg manifolds, instead of using the quantum Heisenberg C * -algebra to apply the noncommutative differential calculus, we find it much easier to use it in the von Neumann algebra case, as it is nothing but a 3 dimensional quantum tori. The remainder of this section is quite the same as from section 5 .
Suppose an element a ∈ N has the form a = f (U, V, W ) = m,n,k
The viewpoint of above derivation sheds some light on the changing of the phase space in three directions, namely, with 4πik 3 µ in x-direction, 4πik 3 ν in y-direction, and 4πi(k 1 µ + k 2 ν) in z-direction. When → 0, the deformed derivation is as follows: 
