Abstract: This study is a part of the Conservation Effects Assessment Project (CEAP) aimed to quantify the environmental and economic benefits of conservation practices implemented in the cultivated cropland throughout the United States. The Soil and Water Assessment Tool (SWAT) model under the Hydrologic United Modeling of the United States (HUMUS) framework was used in the study. An automated flow calibration procedure was developed and used to calibrate runoff for each 8-digit watershed (within 20% of calibration target) and the partitioning of runoff into surface and sub-surface flow components (within 10% of calibration target). Streamflow was validated at selected gauging stations along major rivers within the river basin with a target R 2 of >0.6 and Nash and Sutcliffe Efficiency of >0.5. The study area covered the entire Mississippi and Atchafalaya River Basin (MARB). Based on the results obtained, our analysis pointed out multiple challenges to calibration such as: (1) availability of good quality data, (2) accounting for multiple reservoirs within a sub-watershed, (3) inadequate accounting of elevation and slopes in mountainous regions, (4) poor representation of carrying capacity of channels, (5) inadequate capturing of the irrigation return flows, (6) inadequate representation of vegetative cover, and (7) poor representation of water abstractions (both surface and groundwater). Additional outstanding challenges to large-scale hydrologic model calibration were the coarse spatial scale of soils, land cover, and topography.
Introduction
A calibrated model is able to produce most precise and accurate simulated results when compared with observed data [1] . Validation is the process of demonstrating that a given site-specific calibrated model can make sufficiently accurate simulations in a new modeling situation, although "sufficiently accurate" can vary based on project goals [2] . Development of a single, consistent, coherent calibration Several previous studies have presented protocols for conducting hydrologic and water quality model applications and/or suggest guidelines for judging model output based on various statistical, graphical, or other criteria. For example, [2] outlined a series of protocol steps for conceptualizing, parameterizing, calibrating, validating, and post-auditing hydrologic model output, which included a case study. The goal of this paper is to outline some of the challenges a model user encounters in calibrating a hydrologic model for a large-scale study. This is carried out based on the results obtained from the CEAP study using SWAT model for the entire Mississippi and Atchafalaya River basin (MARB). The specific objectives of this paper are to outline the challenges in (a) obtaining the data required for model calibration-validation; (b) setting up the model for the study area; (c) simulating the physical processes operating on the study area; (d) accounting the model parameter uncertainties; (e) technical limitations imposed by the model for application to large-scale studies.
Materials and Methods

Model Setup
The Hydrologic Unit Modeling of the United States (HUMUS) modeling system [39] was designed to quantify the environmental benefits of conservation practices and programs implemented in cultivated cropland throughout the United States. More details on the model setup are provided in this Sections 2.1.1-2.1.7). The computer model used to driving HUMUS was SWAT [4] .
The SWAT model was developed to quantify the impact of land management practices on surface water quality in large, complex catchments [4, 6, 40, 41] . It provides a continuous simulation of hydrological processes (evapotranspiration, surface runoff, percolation, return flow, groundwater flow, channel trans mission losses, pond and reservoir storage, channel routing, and field drainage), crop growth and material transfers (soil erosion, nutrient and organic chemical transport and fate). The model is usually executed on a daily time step, although sub-daily climate data can also be used to drive SWAT. It incorporates the combined and interacting effects of weather and land management (e.g., irrigation, planting and harvesting operations and the application of fertilizers, pesticides or other inputs). Users build a SWAT simulation by dividing the watershed into sub-watersheds using topography or burned in stream networks. Each subwatershed is then typically further divided into hydrological response units (HRUs), which are unique homogeneous combinations of soil, topography and land cover. Although individual HRU's are simulated independently from one another, predicted water and material flows are routed within the channel network for a given subwatershed, which allows for large catchments with hundreds or even thousands of HRUs to be simulated. The subwatersheds used for this study were coincident with the boundaries of what are commonly called 8-digit hydrologic unit codes (HUCs) or 8-digit watersheds, which are also part of hierarchal HUC classification system for the U.S. [31] .
Databases
The Hydrologic Modeling of the United States (HUMUS)/Soil and Water Assessment Tool (SWAT) system requires several databases such as land cover, soils, management practices and weather. For the present study, recently available data are processed to update the original HUMUS/SWAT databases and prepare the SWAT input files for the MARB [42] .
Land cover
The model setup used the most recent version of the land cover data available during the period of study. The source of land cover data is the United States Geological Survey (USGS)-National Land Cover Data (NLCD) available at 30 m resolution for the United States [43] . The land cover categories include agriculture, urban, pasture, range, forest, wetland, barren, and water.
Soils
Each land cover category within an 8-digit watershed is associated with the most recent version of soil data available. Soil data required for SWAT were processed from the STATeSoil GeOgraphic (STATSGO) database [44] . Each STATSGO polygon contains multiple soil series and the areal percentage of each soil series. Within a STATSGO polygon, the soil series with the largest area was identified and the associated physical properties for that soil series were extracted for SWAT. This procedure was followed for all of the 8-digit watersheds [42] .
Topography
Topographic information on accumulated drainage area, overland field slope, overland field length, channel dimensions and channel slope were derived from the elevation data (DEM) of the previous HUMUS project [39] . The resolution of DEM used is approximately 90 m which would be adequate to capture the topography for large-scale studies like this. However, the resolution may not be sufficient to capture the elevation differences in steep mountainous areas.
Management
Management operations such as tillage, planting, harvesting, and applications of fertilizers, manure, pesticides and irrigation water along with timings or potential heat units are specified for various land uses in the management files. Management operations/inputs vary across regions. These data are gathered from various sources such as Agricultural Census Data and USDA-National Agricultural Statistics Service (NASS)'s agricultural chemical use data [42] .
Weather
Measured daily precipitation and maximum and minimum temperature data sets from 1960 to 2006 were used in this study. The precipitation and temperature data sets were created from a combination of point measurements of daily precipitation, and maximum and minimum temperature [45] and Parameter-elevation Regressions on Independent Slopes Model (PRISM; [46, 47] ). The point measurements compose a serially complete (without missing values) data set processed from the National Climatic Data Center (NCDC) station records. PRISM is an analytical model that uses point data and a digital elevation model (DEM) to generate gridded estimates of monthly climatic parameters. PRISM data are distributed at a resolution of approximately 4 km 2 . An approach has been developed to combine the point measurements and the monthly PRISM grids to develop the distribution of the daily records with orographic adjustments over each of the 8-digit watersheds [48] . Other data such as solar radiation, wind speed and relative humidity are simulated using the weather generator [49, 50] available within SWAT.
Reservoirs
Many rivers in the country are impounded for various purposes such as flood control, irrigation, power generation, or recreation. Accounting for these impoundments while modeling stream flow is important to realistically capture the stream flow in different rivers. Therefore, reservoir input files were generated in the model setup and flow was routed through reservoirs where appropriate. Information on reservoirs such as drainage area, storage volumes, and surface areas at the principal and emergency spillway elevations, were derived from the U.S. Army Corps of Engineers National Inventory of Dams [51] and the USDA-NRCS. The version of SWAT model used in the present study allowed inclusion of information for one reservoir per 8-digit HUC simulated although the current version of the model is capable of simulating individual ponds and reservoirs. Therefore, the reservoir information is lumped to account for multiple reservoirs present in an 8-digit HUC. Only major reservoirs (in most cases multi-purpose reservoirs) that involve storing of a significant quantity of water is simulated. It does not include structures such as lock and dams typical to the MARB system. Any monthly reservoir outflow data available from reservoirs is included as an input to the model to avoid some of the lumping effects of reservoirs in the simulation results. When the outflow data from reservoirs are not available, the SWAT model simulations use a simple target release-storage approach. The model accumulates flows during flood season and release the flow during non-flood season. Rules for storage and release can be defined with the help of input parameters. More details on this approach are available in the SWAT theoretical documentation [52] .
Model Calibration and Validation
The study was designed to perform a suite of scenarios focused on pollutant reduction at various spatial scales using this model setup. Since the study is for the cultivated area in conterminous United States, flow and pollutant results from the model need to be calibrated and validated in many river basins throughout the MARB. This requires robust calibration procedures that are applicable in different river basins with varying hydrologic conditions. This approach is applicable for the entire MARB, which is comprised of the Tennessee, Ohio, Missouri, Upper Mississippi, Arkansas-White-Red, and Lower Mississippi MWRRs (Figure 1 ). non-flood season. Rules for storage and release can be defined with the help of input parameters. More details on this approach are available in the SWAT theoretical documentation [52] .
The study was designed to perform a suite of scenarios focused on pollutant reduction at various spatial scales using this model setup. Since the study is for the cultivated area in conterminous United States, flow and pollutant results from the model need to be calibrated and validated in many river basins throughout the MARB. This requires robust calibration procedures that are applicable in different river basins with varying hydrologic conditions. This approach is applicable for the entire MARB, which is comprised of the Tennessee, Ohio, Missouri, Upper Mississippi, Arkansas-WhiteRed, and Lower Mississippi MWRRs (Figure 1 ). To perform pollutant modeling and calibrate the results from the model, reasonably accurate estimates of water runoff from upland (spatial patterns of runoff) and stream flow in rivers are required. In addition to matching predicted versus observed runoff and stream flow, it is essential to partition simulated runoff correctly into different hydrological pathways such as surface runoff and subsurface flow, or base flow. This requires a robust procedure to calibrate runoff/water yield as well as partition runoff into surface runoff and subsurface flow.
Calibration and validation need to be carried out using many years of data. Data from 1960-2006 was used for modeling. Data from 1961-1990 (30 years) was used for calibration and the remaining for validation. Average annual runoff from each MARB 8-digit watershed was used for spatial calibration. Annual average stream flows at selected gauging stations along major rivers and tributaries were used for temporal validation. Calibration of average annual runoff helps ensure local water balances were accurate at the 8-digit watershed level. The temporal validation is performed to ensure whether the model is capturing annual variability in stream flows similar to that of observations.
Model calibration was carried out separately for each of the six MWRRs (Figure1). This was done to a) minimize calibration time, and b) look at results closely. The model calibration goal was set to To perform pollutant modeling and calibrate the results from the model, reasonably accurate estimates of water runoff from upland (spatial patterns of runoff) and stream flow in rivers are required. In addition to matching predicted versus observed runoff and stream flow, it is essential to partition simulated runoff correctly into different hydrological pathways such as surface runoff and subsurface flow, or base flow. This requires a robust procedure to calibrate runoff/water yield as well as partition runoff into surface runoff and subsurface flow.
Model calibration was carried out separately for each of the six MWRRs ( Figure 1 ). This was done to (a) minimize calibration time, and (b) look at results closely. The model calibration goal was set to match predicted values from HUMUS to the estimated annual average water yield (estimated by the USGS) for each 8-dgit watershed in each MWRR. This ensures good agreement on contribution of annual runoff spatially across all of the 8-digit watersheds in the MARB.
The annual average estimated water yield values (target values for spatial runoff calibration) are based on runoff contours for the nation prepared by Gebert et al. [53] . The source of information for the runoff contours was stream flows recorded from 5951 USGS gauging stations during 1951-1980 with an area not exceeding an 8-digit watershed. The runoff contour data reflects the runoff of tributary streams so that small-scale variations in runoff are represented with reasonable accuracy. Annual average water yield by HUC or 8-digit watershed is obtained by overlaying interpolated runoff contours representing average annual runoff (in inches) for the conterminous United States with the HUC map. The resulting annual average runoff values are used as target values for calibrating the predicted annual average water yield from SWAT.
Arnold et al. [54] developed a digital filter technique to partition the stream flow between surface runoff and base flow. In this technique, the base flow ratio is the ratio of subsurface flow to total flow. To estimate subsurface flow, the ratio is multiplied by the observed water yield. Santhi et al. [55] have estimated the base flow (subsurface flow) ratio for all of the 8-digit watersheds in the United States using the digital filter technique. To obtain subsurface flow for an 8-digit watershed in a river basin, the base flow ratio was multiplied with the corresponding water yield for the 8-digit watershed. The difference between water yield and subsurface flow is used as surface runoff. The data obtained this way are used as target values to calibrate runoff/water yield, subsurface flow, and surface runoff.
A fully automated calibration procedure was developed to carry out calibration. The procedure uses nine parameters to calibrate average annual water yield or total runoff, surface runoff, and subsurface flow. The procedure uses the linear interpolation method to obtain a better value of each model parameter. The calibration process was carried out in three major steps with adjustments of: (1) water yield, (2) surface runoff, and (3) subsurface flow. The major part of the flow calibration was achieved by the automated procedure. Some manual adjustment of parameters was made in addition to the automated procedure where needed. However, no adjustment of parameters was made to calibrate predicted stream flow results to match that of observations at selected gauging stations along major rivers and their tributaries. This is based on the assumption that adequate capturing of the spatial variation of runoff in the different 8-digit watersheds will also capture the time series of stream flow at different river reaches. Additional calibration may be needed for daily flow.
Details on Automated Flow Calibration Procedure
The first calibration step requires the arrangement of all the input files necessary for running the model and the calibration procedure. Initially, the model will be executed without any parameter adjustment. The results at this stage will be analyzed to check the quality of existing results with respect to calibration target values. The next step is to decide what parameters should be adjusted for each 8-digit watershed. The automated calibration procedure spatially calibrates the following SWAT model parameters so that the simulated average annual water yield, sub-surface flow and surface runoff match the corresponding target values for each 8-digit watershed in each 2-digit MWRR. The calibration goals are to maintain the differences between the simulated and target values within 10 percent for surface runoff, 10 percent for subsurface flow, and 20 percent for water yield.
• HARG_PETCO, a coefficient used to adjust potential evapotranspiration (PET) estimated by the Hargreaves method [56, 57] and calibrate the runoff/water yield in each 8-digit watershed. In the Hargreaves method, PET is a function of temperature and terrestrial radiation. This coefficient is related to radiation and can be varied to account for the differences in PET in different parts of the river basin depending on weather conditions [57] .
• Soil water depletion coefficient (CN_COEF), a coefficient used in the curve number method to adjust the antecedent moisture conditions on surface runoff generation.
•
Curve Number (CN), which is used to adjust surface runoff and relates to soil, land use, and hydrologic condition at the HRU level.
Groundwater re-evaporation coefficient (GWREVAP) controls the upward movement of water from the shallow aquifer to the root zone due to water deficiencies in proportion to potential evapotranspiration. This parameter can be varied depending on the land use/crop. The re-evaporation process is significant in areas where deep-rooted plants are growing and affects the groundwater and the water balance.
• GWQMN-Minimum threshold depth of water in the shallow aquifer to be maintained for groundwater flow to occur to the main channel.
• Soil available water-holding capacity (AWC), which varies by soil at HRU level. It is the capacity factor of soil signifying the extent of water storage in a given depth of soil (fraction) • Soil evaporation compensation factor (ESCO), which controls the depth distribution of water in soil layers to meet soil evaporative demand. This parameter varies by soil at the HRU level.
• Plant evaporation compensation factor (EPCO), which allows water from lower soil layers to meet the potential water uptake in upper soil layers and varies by soil at the HRU level.
Parameters CN_COEF, and AWC are adjusted when the water yield meets the calibration goal but the surface runoff and sub-surface flow do not. Any change in parameters CN, ESCO, and EPCO affects surface runoff. Similarly changes to the GWQMN, GWREVAP, and REVAPMN parameters affects base flow. To achieve the calibration goals, the above input parameters were adjusted within literature reported ranges for the SWAT model [37, 40] , as well as drawing on "soft data" sources such as expert knowledge and previous experiences [58] .
Statistical measures such as mean, standard deviation, coefficient of determination (R 2 ), and Nash-Sutcliffe prediction efficiency (NSE) [59] were used to evaluate the model performance of predicting annual flows. If the R 2 and NSE values were less than or very close to zero, the model prediction is considered unacceptable or poor. If the values are 1.0, then the model prediction is perfect. Values greater than 0.6 for R 2 and greater than 0.5 for NSE were considered acceptable [37, 60, 61] . More details on the flow calibration procedure and validation of flow results are available in Kannan et al. [38] and Santhi et al. [55] respectively.
Annual Flow Validation at Stream Gages
For validation of stream flow, 32 USGS stream gages were selected along major rivers and tributaries throughout the MARB. For each USGS 2-digit HUC a minimum of five gauges (except Tennessee River basin) were chosen to have brevity in presentation of calibration/validation results. The gauges were chosen to satisfy the following conditions as much as possible: (a) cover the entire river basin by accounting for the major rivers and tributaries, (b) continuous data availability for the period of interest, (c) availability of quality controlled data, and (d) unaffected by large abstractions/impoundments.
The annual average stream flow for the years 1961-2006 were included for the analysis. It should be noted that the calibration was carried out for annual runoff at the 8-digit watershed level and predicted stream flow was not calibrated to match observations at gauging stations. However, the results obtained were summarized for the calibration and validation periods separately, to maintain similar analysis periods per the annual runoff calibration at the 8-digit watershed level.
Results
There is a close correlation between model predicted annual water yield and the target values. This is evident from the model performance evaluation statistics (Table 1) . When analyzed spatially throughout the MARB, there is a close correspondence between predicted and target annual mean runoff ( Figure 2 and Table 1 ). In summary, the model estimated annual mean runoff values appear satisfactory and acceptable. Similar results were obtained for both the surface runoff and base flow (Figures 3 and 4) . However, the modeled base flow results appear inferior relative to the predicted surface runoff and water yield. There are several reasons that can be attributed for these results. First, the non-linear nature of some of the model parameters controlling base flow (e.g., GWQMN); when such non-linear parameters were used with a simple linear interpolation method to obtain a better value to take care of an under or over-estimation situation, the parameter was not adequately adjusted (it is either under or over-parameterized), Second, bias in the target values used for calibration of base flow, which could be a result of: (1) non-availability of data, (2) base flow separation method used to obtain base flow, and (3) the interpolation method used to obtain gridded base flow values from point estimates [55] . More details on results by individual river basins and the challenges encountered in performing flow calibration and validation are discussed in the discussion section. such non-linear parameters were used with a simple linear interpolation method to obtain a better value to take care of an under or over-estimation situation, the parameter was not adequately adjusted (it is either under or over-parameterized), Second, bias in the target values used for calibration of base flow, which could be a result of: 1) non-availability of data, 2) base flow separation method used to obtain base flow, and 3) the interpolation method used to obtain gridded base flow values from point estimates [55] . More details on results by individual river basins and the challenges encountered in performing flow calibration and validation are discussed in the discussion section. (Tables 2 and  4 ). This was true for both calibration and validation periods. For 7 of the gauging stations (1. Ohio river at Sewickley, PA, 2. Kanawha river at Charleston, WV, 3. Minnesota river at Jordan, MN, 4. White river at Devalls Bluff, AR, 5. Yellowstone River at Sidney, MT, 6. Missouri river at Omaha, NE and 7. Missouri river at Hermann, MO) the results are acceptable with some exceptions. For these gauges, either the calibration or the validation period shows acceptable results. For the remaining three stations (1. Atchafalaya River at Melville, LA, 2. Platte River at Louisville, NE and 3. Arkansas River at Arkansas City, KS) the results were not acceptable. The probable reasons for the inferior stream flow results for some gauging stations are provided in the discussion section. (Table 2 and  Table 4 ). This was true for both calibration and validation periods. For 7 of the gauging stations (1. Ohio river at Sewickley, PA, 2. Kanawha river at Charleston, WV, 3. Minnesota river at Jordan, MN, 4. White river at Devalls Bluff, AR, 5. Yellowstone River at Sidney, MT, 6. Missouri river at Omaha, NE and 7. Missouri river at Hermann, MO) the results are acceptable with some exceptions. For these gauges, either the calibration or the validation period shows acceptable results. For the remaining three stations (1. Atchafalaya River at Melville, LA, 2. Platte River at Louisville, NE and 3. Arkansas River at Arkansas City, KS) the results were not acceptable. The probable reasons for the inferior stream flow results for some gauging stations are provided in the discussion section. Among the six MARB MWRRS, inferior performance occurred in matching the annual runoff with that of the calibration targets for the Missouri and Arkansas-White-Red Rivers. Although the overall runoff match at the basin outlets are satisfactory, about 50% of the total sub-basins did not meet the calibration goal for annual runoff/water yield for these two MWRRs. The mismatch is more pronounced in some places within the river basins (Figures 5 and 6) . A detailed analysis revealed some reasons for this behavior.
Predicted runoff (mm)
and The Missouri River Basin contains 310 sub-basins (8-digit watersheds) with a wide variation of topography and climate patterns. Mean annual precipitation ranges from 215 mm to 1640 mm. A similar range of variation exists in annual runoff calibration targets (3 mm to 1370 mm). As well, a similar trend was observed in Arkansas-White-Red river basin, where the mean annual precipitation varies from 285 mm to 1400 mm and runoff varies from 3 mm to 545 mm. Capturing these high hydrologic variations in the river basin with a limited parameter set was indeed a daunting task for the simple flow calibration procedure.
It should be noted that the flow calibration procedure identifies the subbasins to be calibrated based on the percentage difference between predicted and calibration target values. This is problematic for subbasins with relatively small annual runoff values (e.g., <10 mm). If the predicted runoff is 6 mm and the calibration target is only 3 mm, the percentage difference between predictions and target is 100. Although the predicted and calibration target for that particular sub-basin are close enough, statistically the subbasin is un-calibrated which is reflected in the model performance.
One of the mismatches occurs in the upper reaches of the Missouri river (Table 3) including the Milk River and Marias River tributaries. The Milk River originates in the Rocky Mountains and passes through the Province of Alberta, Canada and the State of Montana in the USA. In contrast, the Marias River originates in the Blackfeet Indian Reservation in Glacier County, which is located in northwestern Montana. Elevations in the reservation range from 1000 m (3400 feet) to 2763 m (9066 feet). The eastern part of the reservation is mostly open hills of grassland, while a narrow strip along the western edge is covered by forests of fir and spruce. Two possible reasons could be attributed to the under-estimation of surface runoff, base flow, and water yield for these two rivers. First, both of the rivers passes through a highly sloping terrain, where the predicted SWAT stream flows resulted in an under estimation of surface runoff and sub-surface flow, and therefore water yield. An examination of parameters governing the snowfall-snow melt mechanisms in the model, and the snow fall (estimated based on temperature and precipitation data) snow melt results from the model suggest snow fall and snow melt mechanisms were captured adequately in both of these river basins. Inadequate capturing of slope could have under-estimated surface runoff, over-estimated soil water storage, and therefore under-estimated the total runoff. It is understandable given, the scale and scope of the project. A better representation of topography for the upper reaches of Missouri and its tributaries would have improved the runoff estimates from the model. Second, the Milk river drains some areas in the Canadian provinces of Alberta and Saskatchewan which are not included in the model setup; i.e., there is some un-accounting of drainage areas in the model setup. Another high mismatch between the SWAT-predicted versus observed stream flows occurred for the Upper Yellowstone River, including the Boulder River and Clarks Fork River The Kansas River begins at the confluence of the Republican and Smoky Hill rivers. It flows generally eastward to join the Missouri River at Kaw Point in Kansas City. Much of the drainage of the river lies within the Great Plains. During its course, the river falls less than 38 cm/km (2 feet per mile). The river valley averages 4.2 km (2.6 miles) in width. The river is shallow, wide, with a gentle channel slope. As well the drainage is slow and generally free flowing. However, its tributaries are dammed for flood control. There are several possible reasons for over-estimation of runoff in Kansas River. One possible problem could be over-estimation of the carrying capacity of the river channel because of inadequate representation of the river channel width, depth and slope. This in turn could be due to the quality of Digital Elevation Model (low resolution) used to obtain the model input files defining river channel and tributaries. Another possible issue is inadequate representation of the flood control reservoirs present in the Kansas River system. In the present model setup, reservoirs are modeled on the basis of only one input file per 8-digit watershed, which represents all the reservoirs present within the 8-digit watershed. This simplification may be inadequate to capture the storage and release of water in the Kansas River system. Moreover, reservoir release rates were not available for each impoundment.
The Arkansas river flows through the states of Colorado, Kansas, Oklahoma, and Arkansas. The mismatch between runoff predictions and the calibration target occur in the 8-digit watersheds covering the middle stretches of the river which are located entirely within Kansas. At this stretch the river behaves like a typical Great Plains river with a wide, shallow channel that is subject to seasonal flooding. Groundwater is pumped for irrigating corn and wheat in the western parts of Kansas. The irrigation results in return flows to stream. This is captured in the model setup through base flow values from APEX on per ha basis, for each 8-digit watershed. However, this could not capture the irrigation and subsequent return flows on a HRU basis, which will result in base flow within the 8-digit watershed. The same problem could occur for other intensively irrigated areas in the Mississippi watershed system.
Flow under-estimation occurs in the upper reaches of the Cimarron River. The headwaters of Cimarron River flow from the Johnson Mesa west of Folsom in northeastern New Mexico. The river enters the Oklahoma Panhandle near Kenton, crosses the southeastern corner of Colorado into Kansas through the Cimarron National Grassland, re-enters the Oklahoma Panhandle, re-enters Kansas, and finally returns to Oklahoma where it joins the Arkansas River at the Keystone Reservoir west of Tulsa, Oklahoma. In New Mexico and the western most part of Oklahoma the river is known as the Dry Cimarron River. The Dry Cimarron River is not completely dry, but sometimes the water disappears entirely under the sand in the river bed.
The Cimarron National Grassland is a National Grassland located in Morton County, Kansas, United States. The terrain is mostly flat, sloping downward west to east. Vegetation is mostly shortgrass prairie grassland, dominated by sand sagebrush in salty soils. Groves of Cottonwood and other trees are found near the river. The climate of the National Grassland is semi-arid, receiving about 18 inches (460 mm) of precipitation annually, mostly in summer. High winds are common and further desiccate the soil. The area has hot summers and cold winters. The climate, topography, soils, and land cover suggest the extent of dryness of the Upper Cimarron River. A verification of model input files revealed adequate capturing of climate and topography. Therefore, the flow under-estimation could be a result of over-estimation of ET. The over estimation of ET could have come from over-representation of soil water storage (and therefore more evaporation) through soil properties or inadequate representation of the vegetative cover present in the 8-digit watersheds covering Upper Cimarron river.
Discussion on Average Annual Streamflow at Selected Gauging Stations in MARB
The R 2 values during calibration and validation periods are acceptable for the Ohio River at Sewickley, PA. However, the NSE during calibration is 0.47 (<0.5) and therefore could not be accepted. An investigation of the means between the predicted and observed stream flows revealed under-estimation of flow (Table 3) . From the analysis of monthly flow results (not shown here), it appears that the monthly peaks were under-estimated for this station. In addition, it also appears that the under-estimation of stream flow is a result of consistent under-estimation (13%) of runoff at the 8-digit watershed level (Predicted: 469 mm versus calibration target 539 mm). It should be noted that the predicted runoff of the 8-digit watersheds contributing flow to this station were still within 20% of the calibration target. For the Kanawha River at Charleston, WV, the R 2 values during the calibration and validation periods are acceptable. However, the NSE during validation is 0.41 (<0.5) and thus should again be considered inadequate per the suggested criteria of Moriasi et al. (2007; . A comparison of the means between the predicted and observed stream flows revealed under-estimation of flow (Table 3 ). It appears that the under-estimation of stream flow is a result of consistent under-estimation of runoff (13%) at the 8-digit watershed level (Predicted: 468 mm versus calibration target 538 mm). However, the predicted runoff of the 8-digit watershed that contributed flow to the Kanawha River were again still within 20% of the calibration target.
For the Minnesota River at Jordan, MN the R 2 values during calibration and validation periods are acceptable. However, the NSE during validation is not acceptable (0.49, which is less than 0.5). Overestimation and underestimation of stream flows were seen as trends during calibration and validation periods respectively (Table 3 ). There are 12 8-digit watersheds contributing flow to this station. Annual runoff from these 8-digit watersheds shows over-estimation and therefore results in over estimation of stream flows during calibration period. Therefore, it appears that the problem in modeled stream flow during validation period is due to in-stream issues. There are five major dams in Minnesota River basin mainly built for wildlife management; recreation and flood control [62] . Three major flood events were recorded in the river basin during the validation period in 1993, 1997, and 2001, especially around Granite Falls dam [62] . Inadequate accounting of major dams in the river basin and inadequate reproduction of the above-mentioned flood events are probably responsible for the poor model validation statistics for the Minnesota River.
Both the R 2 and NSE values during the validation period were acceptable for the White River at Devalls Bluff, AR. However, the statistical values are below the acceptable standards during the calibration period (Table 4) . It should be noted that this station belongs to lower reaches of the White River within the Lower Mississippi region. From Table 3 it appears that the annual stream flow patterns and magnitude are well reproduced by the model for the upstream reaches of the same river. Therefore, inferior model performance at this gauging station is probably due to the contributing drainage area within the lower reaches. There are four 8-digit watersheds contributing drainage to the lower reaches of the river. No major dams are present in these four reaches. Therefore, in-stream flow modification could not have caused poor model performance. Adjustment of in-stream parameters could not have helped either. These issues point out the likely problems with annual runoff for the four contributing 8-digit watersheds. Although the predicted and calibration target annual runoff are close for the combined four 8-digit watersheds (440 mm predicted versus 427 calibration target), large differences occurred between the predicted runoff and calibration target values for two of the 8-digit watersheds. Under-estimation (12%) occurred for one of the 8-digit watersheds and over-estimation (21%) for the other 8-digit watershed. Mismatches in the magnitude of annual runoff from these two HUCs appears to be the problem behind the poor R 2 and NSE during calibration period.
The stream flow patterns were reproduced well by the model for the Yellowstone River at Sidney, MT, (acceptable R 2 values- Table 4 ). Although, the magnitudes are consistently under-estimated for the calibration and validation periods, the unacceptable NSE values occurred only during calibration. The main reason for the stream flow under-estimation during calibration is under-estimation of monthly flow peaks (around 20 mm; not shown here), especially during 1961-1980. There seems to be a steady decrease in the monthly flow peaks of the river after 1980. This might be due to increased water abstractions from the river. The model does not pick up this unique trend during 1961-1980 of the calibration period, which resulted in poor NSE values. Another reason that could be attributed to under-estimation of stream flow is under-estimation of annual runoff in the Upper Yellowstone River covering about eight 8-digit watersheds as described above. The stream flow patterns and magnitudes were reproduced well by the model for the Missouri River at Omaha, NE, except during calibration period, which resulted in an inferior NSE value. A further examination of the annual flow patterns revealed the mismatches in magnitude were mostly seen during 1961-1968. In addition, there is occasional over-estimation of monthly flow peaks (not shown) especially during calibration period. This could be due to an inadequate representation of reservoirs by the model. It should be noted that there are multiple reservoirs within the river basin constructed in different years. Sometimes more than one reservoir exists within an 8-digit watershed. In the model setup, only one reservoir could be defined for each 8-digit watershed. Therefore, simulation problems can result when multiple reservoirs built in different years have to be aggregated to a single reservoir. This kind of problem could have caused flow mismatches during a specific period in the hydrograph. For the Missouri River at Hermann, MO, the poor NSE during the calibration period was due to consistent over-estimation of stream flow, which included consistent over-estimation of peaks. It is probable that there are multiple reasons for this over estimation because Hermann, MO is the outlet of the entire river basin. One obvious reason for flow over-estimation at this gauging station could be the over-estimation of monthly flow peaks at Omaha, NE (which is upstream of Hermann, MO) that likely would have carried over to the Hermann gauging station.
The Atchafalaya River is a distributary of the Red and Mississippi Rivers. Although the river has its own basin and delta, the flow through the river is very much controlled. It carries the discharge from Red river as well as about 30% of the flow of Mississippi river [63] . Three 8-digit watersheds form the drainage basin for this river. It is not a surprise that the HUMUS model setup did not capture the flow patterns and magnitudes for the Atchafalaya River because the flow control rules and rates of water release to Atchafalaya from the Red and Mississippi Rivers were not included in the present model setup.
In the case of the Platte River, the R 2 values are in acceptable range suggesting the model is able to reproduce the annual stream flow patterns. However, the NSE values are not acceptable which suggests problems for the model in reproducing the flow magnitudes. An examination of the magnitudes reveals consistent over-estimation of flows for both the calibration and validation periods. The Platte River is a large system, drained by approximately 52 8-digit watersheds. The river is formed by the confluence of the North Platte River (drains 14 HUCs) and South Platte River (drains 18 HUCs). The important tributaries include the Loup River (drains 10 8-digit HUCs) and Elkhorn River (drains 4 HUCs) [64] . The North Platte River is dammed for water storage and irrigation. Large quantities of water are taken from the river for irrigating cultivated areas in Wyoming and Nebraska. The South Platte River is extensively dammed for water storage, public supply, and irrigation in Colorado. Given the information on the course of the river, water impoundments and abstractions, there are several reasons that could be considered for the mismatch in flow magnitude between predictions and observations for the Platte River. One issue is the fact that the cultivated area and irrigation applications were modeled with APEX. The irrigation return flows area were accounted for in the base flow and then read into HUMUS-SWAT. However, the total quantity of irrigation flows were not discounted from the stream flow in the model setup. Another problem was inadequate accounting of reservoirs in the model setup. The number of reservoirs represented in the model and the modeling approach used to simulate those reservoirs were not adequate for capturing the flow routing mechanisms occurring in Platte Reservoir systems, especially for the South Platte River. Third, the over-estimation of annual runoff from Loup River is key, because it is an important tributary of the Platte River. It should be noted here that annual runoff estimated by the model for the 8-digit watersheds draining the North and South Platte Rivers were not over-estimated.
None of the model performance evaluation measures are acceptable for the Arkansas River, except the R 2 values during the validation period (Table 4) . The model over-estimated annual stream flow consistently during both the calibration and validation periods. The drainage for the gauging station at Arkansas City, KS comes from the Upper and Middle Arkansas River reaches, which cover nearly 31 8-digit watersheds. Although the annual runoff from these contributing watersheds is under-estimated, the stream flow is over-estimated at Arkansas City, KS. This suggests in-stream issues associated with the flow over-estimation problem. An examination of channel routing files revealed high channel slope values for some reaches of the Upper Arkansas River. However, this itself could not have caused such high consistent over-estimation. Existing literature on this river suggests a couple of other likely reasons for the flow over-estimation problem. The first, issue pertains to reduced base flow contributions from the alluvial aquifers. The Arkansas River overlays the Ogallala Aquifer, where water is withdrawn for irrigation at a much higher rate than recharge. This causes decreased or no base-flow contribution to the Arkansas River except during times of recharge to bank storage after high flow events resulting from intense precipitation associated with thunderstorms. The second issue is due to documented loss of all or a majority of flow of the river to infiltration near the Dodge City, KS area. Inadequate or total lack of representation of the above two mechanisms in the model setup could have caused over-estimation of stream flows for the Arkansas River.
Summary of Challenges in Hydrologic Model Calibration for Large-Scale Studies
Major challenges are encountered with configuring SWAT for large systems, including limitations in input data availability and/or resolution, problems with configuring reservoirs and other impoundments, which can greatly affect streamflow and pollutant transport, and limited measured data, that is necessary for testing simulated crop growth, hydrologic, and pollutant transport outputs. These limitations can prove to be particularly acute when calibrating and validating SWAT for huge systems, especially for lesser developed regions that typically have sparser temporal and spatial datasets such as the African conditions described by Schuol and Abbaspour [26] and Schuol et al. [27, 28] .
SWAT model has many parameters to calibrate which might complicate the calibration process for large-scale studies [9, 65] . The version of SWAT used in the present study is a semi-distributed model, with no interaction between HRUs' limits the routing and nutrient transport within the sub-watersheds [66, 67] . Additionally, assumptions such as constant channel roughness and hydraulic conductivity might affect the flow and pollutant transport processes in complex landscape [68] [69] [70] .
The current structure of SWAT represents a fusion of both physically-based processes and empirical functions. Examples of two well-known empirical functions used in the model include the: (1) Runoff Curve Number (RCN) approach [71] , which is used for estimating partitioning of precipitation between surface runoff and infiltration, and (2) Modified Universal Soil Loss Equation (MUSLE), which is described by Williams and Berndt [72] and is used to estimate sediment yield and delivery in SWAT. Beyond the use of such established empirical relationships, there are other ways in which processes are represented in a simplified manner in various components of the model such as the use of a generic crop/plant growth submodel and various transformations that are accounted for in the nutrient cycling component. In general, this approach has provided a robust platform for representing a wide range of cropping systems, land use, management, climate conditions and other factors that are required for evaluating water resource issues. However, the use of empirical and other simplified relationships in SWAT poses constraints, regarding how accurate the processes that are represented by those functions can be simulated.
At present, physically-based alternative approaches that could provide improved results with absolute certainty are not necessarily readily available. For example, the physically-based Green and Ampt (G&A) equation [73] is an alternative option provided in SWAT for estimating surface runoff and infiltration from precipitation inputs. However, results of a small subset of studies to date suggest that clear advantages of using the G&A approach are limited relative to the RCN method [74] [75] [76] . Meanwhile, research continues to introduce improved representation of processes in SWAT such as the recent study that describes the development of a module based on the Richards Equation [77] . Such efforts are consistent with the ongoing developmental history of SWAT, which has essentially continued unabated for almost three decades (e.g., [9, 29, 67] ).
Conclusions
This study has identified multiple issues as some of the challenges to large-scale hydrologic model calibration. These include the availability of good quality data, accounting of multiple reservoirs within a sub-watershed, inadequate accounting of elevation and slopes in mountainous regions, representation of carrying capacity of channels (channel width, depth, and slope), omission of a part of the drainage area because of administrative boundary issues (e.g., between countries), inadequate replication of irrigation return flows, inadequate representation of vegetative cover and soils because of the coarse scale of the respective maps, poor representation of water abstractions (both surface and groundwater), and under-accounting of controlled releases of water between rivers.
This project was the first large scale study to utilize soft calibration techniques . Average annual surface runoff, baseflow and total runoff were used as soft data for calibration and stream gage data (hard data) was analyzed without further calibration. An important finding of this paper is that good statistical agreement was found in hard data (annual gaged flows) when only calibrating the soft data (regionalized average annual surface runoff, baseflow, and total runoff). Additional calibration may be required when calibrating monthly and daily flows.
The lessons learned in this study are being utilized in a current national agroecosystem model that is replacing the HUMUS system [78] . The new modeling system used refined data including SSURGO soils data and 30 m DEM. The system also downscales processes to individual fields and first order streams which eliminates many of the current issues. In addition, individual ponds and reservoirs will be simulated, eliminating the problems currently caused by lumping impoundments within each 8-digit subbasin. 
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