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Cet article est une revue de la littérature où le temps passé dans un état est une variable aléatoire
issue d’un mélange continu de distributions. Elle s’est constituée à partir de l’estimation de fonc-
tions de hasards et de méthodes d’approximations d’intégrales. Nous présentons d’abord le modèle de
mélange de hasards proportionnels et ses propriétés. Les conséquences des principaux résultats d’iden-
tiﬁcation sont ensuite discutées. Nous présentons ensuite des méthodes d’estimations paramétriques,
semi-paramétriques et bayésiennes, ainsi que les méthodes d’optimisation correspondantes.
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1 Introduction
Cet article est une revue de la littérature où le temps passé dans un état est une variable aléatoire issue
d’un mélange continu de distributions. Cette modélisation permet d’analyser des questions variées, que ce
soit l’accès à l’emploi, la durée de grêves, la décision d’investir ou les comportements de consommation.
Les premiers travaux de cette littérature datent du début des années 80, et elle s’est constituée à
partir de la notion de fonction de hasards et la disponibilité de méthodes d’approximations d’intégrales.
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1Les fonctions de hasard expriment la probabilité de transition d’une unité statistique entre deux états
dans un petit intervalle de temps, en terme d’hétérogénéité observée et non observée. L’hétérogénéité
renvoie aux diﬀérences de facteurs pertinents dans les choix des individus, et peut être observée ou
non par l’économètre, du fait d’omission lors de la collecte des données, de problèmes de mesure ou de
codiﬁcation. Les méthodes d’approximations d’intégrales d’évaluer les paramètres du mélange.
L’habitude de travailler sur des agents moyens ou des comportements agrégés fait perdre de vue
l’absence d’homogénéité des individus, dont la découverte de l’importance dans les années 90 est évoquée
par Heckman (2001). Des individus hétérogènes peuvent de plus se trouver au sein de groupes eux même
hétérogènes. Une large part de l’analyse statistique est dédiée à l’évaluation de quelques quantités qui
représentent autant que possible les informations contenues dans des données trop nombreuses pour être
directement appréhendées (Fisher, 1922). Dès lors, comment prendre en compte des hétérogénéités non
observées, potentiellement situées à plusieurs niveaux, sans faillir à l’obligation de fournir des résultats
synthétiques?
Cet article débute par une présentation générale de la modélisation des transitions et de l’hétérogé-
néité non observée. Dans le prolongement des travaux sur les fonctions de hasards proportionnels, nous
discutons le modèle de hasards proportionnels de mélange (abrégé MPH dans la littérature anglophone).
Nous montrons comment il peut prendre en compte des structures très diverses d’hétérogénéité non
observée, et présentons les principaux résultats d’identiﬁcations. Nous discutons ensuite les méthodes
d’inférence paramétriques, semi-paramétriques et bayésiennes. Pour toutes ces approches, nous nous at-
tachons à expliquer la construction de la fonction objectif et à présenter les méthodes d’optimisation les
plus couramment utilisées et les plus prometteuses.
Les structures d’hétérogénéité et les phénomènes qui les produisent varient grandement d’une appli-
cation à l’autre. Toutefois, cette revue de littérature insiste sur les point suivants :
1. de nombreuses applications utilisent la même structure élémentaire. Les diﬀérences entre les appli-
cations relèvent principalement du champs d’étude,
2. l’identiﬁcation est obtenue sous des hypothèses relativement peu contraignantes lorsque plusieurs
observations ont en commun la même hétérogénéité non observée,
3. le choix de la distribution mélangeante inﬂuence les résultats et il n’y a généralement que peu
d’arguments en faveur d’une distribution plutôt qu’une autre,
24. les même idées sous-tendent les méthodes d’optimisations utilisées dans un cadre paramétrique,
semi-paramétrique ou bayésien.
Plusieurs revues de littérature sont consacrées aux modèles de durées. Kiefer (1988) présente les princi-
pales fonctions de hasard, et Florens et alii (2007) discutent précisément la prise en compte de durées
discrètes et censurées. Lancaster (1990) fournit un exposé détaillé et complet de la modélisation, et
van den Berg (2001) discute le modèle MPH et les principaux résultats d’identiﬁcation. Par comparaison,
nous nous focalisons ici sur le traitement de l’hétérogénéité non observée.
L’article est organisé de la manière suivante. Nous présentons dans la Section 2 les principaux concepts
de l’étude des durées. La Section 3 présente le modèle MPH et ses propriétés. Les principaux résultats
d’identiﬁcation sont discutés dans la Section 4. Le choix de la distribution mélangeante est présenté
dans la Section 5. Les Sections 6, 7 et 8 sont consacrées aux méthodes d’estimation paramétriques,
semi-paramétriques et bayésiennes.
2 Fonctions de survie, de hasard et censure
Nous présentons d’abord le processus le plus simple générant des durées et des dates de censure. Nous
déﬁnissons ensuite la distribution des durées et en déduisons les fonctions de survie et de hasard.
Considérons le processus {Zt,t ∈ R+} où Zt est à valeur dans l’espace des états E = {E0,E1}. Il est
initialisé par Z0 = E0 et il n’y a de transition que vers l’état E1. La date t = 0 correspond à la date
d’entrée d’un individu dans l’état d’intérêt E0. On parle alors d’échantillonnage de ﬂux, et des modalités
alternatives de collectes de données sont présentées dans Lancaster (1990, p. 182-193). Soit T la variable
aléatoire positive indiquant le temps qui sépare la date t = 0 de la date où s’est produite la transition
vers E1. Dans ce contexte, T n’est pas le temps calendaire mais le temps passé par une unité statistique
en E0.
Il est possible d’observer une suite de durées lorsqu’un passage du processus en E1 est suivie par un
retour en E0. Ce processus génère des données contenant des épisodes multiples. Lorsque l’espace des
états s’étend à {E0,...,EK}, il est possible de quitter E0 pour K destinations et on parle alors de modèle
à risques concurrents.
Pour tenir compte d’un mécanisme de censure, étendons l’espace des états de Zt à {E0,E1,EC},
où EC correspond à un état hors du champs de l’enquête. On note C la durée séparant la date t = 0
3d’une transition vers EC, et l’enquêteur n’observe que min(T,C). La censure permet ainsi d’observer
partiellement les processus dont les transitions vers E1 ne se sont pas produites avant la ﬁn de l’enquête.
Une censure est exogène lorsque T et C sont indépendantes, et résulte entre autres des mécanismes de
collecte de données discutés dans Rodriguez (2001).
La fonction de répartition de T, notée F, satisfait les conditions habituelles : elle est à valeur dans
[0,1], monotone non décroissante, continue à droite et vaut 1 lorsque t → ∞.
Déﬁnition 2.1. Fonction de survie
La fonction de survie S de la variable aléatoire T est déﬁnie comme :
S(t) = P(T ≥ t) = 1 − F(t). (1)
Ces propriétés se déduisent directement de celles de la fonction de répartition.
Déﬁnition 2.2. Fonction de hasard
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En temps continu, la fonction de hasard est la probabilité limite qu’une unité eﬀectue une transition
sachant qu’elle n’en a pas eﬀectué au préalable. On peut montrer (voir par exemple Gourieroux et Jasiak,


















dS(u) = −lnS(t). (4)
Les écritures des fonctions de survie et de hasard en temps discret sont présentées dans Florens et alii
(2007).
2.1 Mélanges continus
Nous montrons ici comment retrouver la fonction de survie et la densité de probabilité lorsqu’elle
dépendent d’une variable latente continue. Le lecteur intéressé par les mélanges discrets peut se référer,
4entre autres, à Marin et alii (2005).
Supposons que la population soit divisée en sous-populations, chacune caractérisée par sa propre
fonction de hasard. Supposons de plus que le hasard dépende d’une variable aléatoire latente V , de
support V et de fonction de répartition H. Le hasard conditionnel λ(t|v) s’interprète comme la probabilité
de transition instantanée d’un individu dans une population homogène par rapport à v. Les fonctions de
























λ(t|u)dH(u|T ≥ t) = EV [λ(t|v)|T ≥ t]. (7)
Le hasard caractérisé par l’équation (7) est appelé hasard moyen, car obtenu en faisant une moyenne
pondérée sur des sous-populations hétérogènes. Florens et alii (2007) présentent un exemple de calcul de
hasard moyen, et Lancaster (1990, p. 59-61) montre que des erreurs de mesure sur la variable endogène
ou les variables exogènes, ainsi que l’omission de variables explicatives, produisent des mélanges.
3 Modèles de mélange de hasards proportionnels
Une manière de spéciﬁer la distribution des durées est de supposer une forme fonctionnelle pour le
hasard, et nous nous intéressons à des intensités de transition issues de mélanges de hasards proportion-
nels.
Notons x le vecteur des variables explicatives constantes dans le temps de l’individu courant. Le
modèle MPH est présent pour la première fois dans Lancaster (1979) et van den Berg (2001) en propose
la déﬁnition suivante :
Déﬁnition 3.1. Modèle MPH
Il existe des fonctions λ0 et λ1 telles que pour tout (t,x,v), la hasard conditionnel a pour expression :
λ(t|x,v) = vλ0(t)λ1(x). (8)
5La fonctions λ0 est le hasard de base, commune à tous les individus et qui ne dépend que du temps.
Les variables explicatives interviennent au travers de la partie systématique du hasard λ1. Le terme
d’hétérogénéité v peut être spéciﬁé à diﬀérents niveaux, et nous en présentons plusieurs modélisations
dans la sous-section 3.2. Lorsque v est égal à 1, il n’y a pas d’hétérogénéité non observée et le modèle
MPH devient un modèle de hasards proportionnels comprenant le modèle de Cox (Cox, 1972) comme cas
particulier.
Les conditions de régularité usuelles sont discutées dans van den Berg (2001). Elles assurent que λ0 et
λ1 soient positives, le hasard n’est pas inﬁni sur un intervalle de temps et tous les épisodes se terminent
au plus tard à une date ﬁnie. La distribution de l’hétérogénéité a son support dans [0,∞[ et v ne dépend
pas du temps. Il convient de noter que ces hypothèses sont plus fortes que ce qui est requis pour la plupart
des résultats présentés dans cette section. L’identiﬁcation, discutée dans la section 4, requiert toutefois
des hypothèses additionnelles.
3.1 Propriétés
Nous présentons tout d’abord la propriété de décroissance au ﬁl du temps de la valeur moyenne de v
parmi les survivants, qui inﬂuence le taux de variation du hasard moyen. Nous le comparons ensuite au
taux de variation du hasard conditionnel.
3.1.1 Hasards proportionnels
Cox (1972) présente le modèle de hasards proportionnels. Le modèle MPH en est une extension prenant
en compte l’hétérogénéité non observée.







Le ratio diﬀère d’un couple d’individus à l’autre selon les hétérogénéités observées et inobservées. A toute
date t, la probabilité de transition de l’individu i est proportionnelle à la probabilité de transition de
l’individu j. Le rapport est constant pour deux individus donnés, hormis lorsque les régresseurs varient
dans le temps.
63.1.2 Décroissance de la moyenne de V parmi les survivants
La propriété que nous rappelons ici est présenté en détails dans Lancaster (1990, p. 62-65) et van den
Berg (2001). Des relations (7) et (4), on déduit la valeur moyenne de l’eﬀet aléatoire parmi les survivants
à la date t :

















où Λ(t) = λ1(x)
R t
0 λ0(u)du. D’où :

















E(V 2|T ≥ t) − [E(V |T ≥ t)]
2
i
= −λ0(t)λ1(x)Var[V |T ≥ t] ≤ 0. (11)
Ce résultat, appelé “weeding out” dans la littérature anglophone, indique que les survivants ont en
moyenne des v de plus en plus petits lorsque le temps passe. Intuitivement, les unités caractérisées
par des v élevés eﬀectuent leurs transitions rapidement et l’échantillon des survivants est sélectionné.
3.1.3 Taux d’accroissements du hasard






E[V |T ≥ t] − [λ0(t)λ1(X)]
2 Var[V |T ≥ t]. (12)
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Le hasard moyen décroît plus vite dans le temps que le hasard conditionnel. Ce résultat est un corollaire du
“weeding out” : le hasard moyen est plus faible car évalué sur une sous-population hétérogène comprenant
des éléments peu susceptibles d’eﬀectuer une transition. Omettre à tort la présence d’hétérogénéité non
observée revient à ampliﬁer la décroissance du hasard.







où p (p = 1,...,P) est l’indice des variables explicatives. L’omission d’hétérogénéité non observée dans
un modèle de hasards proportionnels amène à sous-estimer l’inﬂuence des régresseurs.
L’élasticité croisée du hasard moyen par rapport au temps et aux variables explicatives dépend des
trois premiers moments de la distribution mélangeante (voir Horny, 2006a, pour le détail des calculs).
Lancaster (1990, p. 65-67) montre que la présence d’hétérogénéité gamma atténue les variations dues aux
variables explicatives et au temps du hasard moyen par rapport au hasard conditionnel. Ce résultat ne
peut toutefois pas être généralisé à d’autres distribution mélangeante et van den Berg (2001) montre que
le signe est indéterminé pour une hétérogénéité discrète quelconque.
3.2 Structure de l’hétérogénéité non observée
La structure très souple de l’hétérogénéité non observée dans les modèles MPH permet de spéciﬁer v
à diﬀérents niveaux, ou de l’écrire comme produit de plusieurs eﬀets aléatoires.
Par simplicité, nous n’avons considéré jusqu’ici que des situations où une durée est observée pour
chaque individu. Toutefois, un même individu peut connaître plusieurs durées consécutives, et des in-
dividus physiquement diﬀérents peuvent partager la même hétérogénéité non observée. Un ensemble
8d’individus ayant en commun une même hétérogénéité non observée est appelé “strate” .
3.2.1 Formulations à un eﬀet aléatoire
Soit i (i = 1,...,N) l’indice de durée et j (j = 1,...,J) l’indice de strate. La spéciﬁcation la plus
courante est :
λi(t|xi,vi) = viλ0(t)λ1(xi). (15)
A chaque épisode correspond une unique réalisation de l’eﬀet aléatoire. Les vi peuvent être indépendants
(Clayton, 1978; McGilchrist et Aisbett, 1991), ou bien issus d’une loi multivariée.1 Les durées sont indé-
pendantes conditionnellement aux variables explicatives et à V . Les applications comprennent des études
du chômage (Lancaster, 1979), de la mortalité infantile (Guo et Rodriguez, 1992), etc. Lorsqu’il y n’y a
pas d’hétérogénéité non observée mais uniquement des erreurs de mesure, vi capte la surdispersion.
L’hétérogénéité peut être multiple et située à la fois au niveau des durées et des strates, d’où l’écriture
du hasard :
λ(t|xij,vij) = vijλ0(t)λ1(xij). (16)
McGilchrist (1993) l’utilise pour l’étude de durées, où la survie d’un individu est corrélée avec la survie
des autres membres familles. La matrices de variance de V est bloc-diagonale.
3.2.2 Formulations à deux eﬀets aléatoires
Parner (1997) considère la structure d’hétérogénéité suivante :
λ(t|xi,vj,wi) = (vj + wi)λ0(t)λ1(xi). (17)
Les deux eﬀets sont supposés indépendants et distribués selon des lois gamma de même paramètre
d’échelle, amenant la somme vj + wi à suivre elle aussi une loi gamma. Le modèle est similaire à ce-
lui déﬁni par (16), et comprend le cas particulier du modèle à épisodes uniques lorsque Var(vj)=0.
Sastry (1997) spéciﬁe la fonction de hasard :
λ(t|xijk,vk,wj) = vkwjλ0(t)λ1(xijk), (18)
1Bonnal et alii (1997) et Fougère et Kamionka (2005) introduisent une relation de dépendance en posant vi = exp(aiu1+
biu2), où u1 et u2 sont des variables latentes indépendantes.
9où k (k = 1,...,K) est un indice de groupes d’unités. Son application porte sur la mortalité infantile,
où l’enfant i est issu de la famille j qui réside dans le village k. Les eﬀets sont ici emboîtés car une
famille appartient à un unique village. Une structure d’hétérogénéité non-emboîtée seraient adaptée si de
nombreuses familles changeaient de lieu de résidence.
4 Identiﬁcation
Une abondante littérature s’intéresse à l’identiﬁcation non paramétrique du modèle MPH, c’est-à-dire
sans spéciﬁcation de λ0,λ1 et H. Le modèle est identiﬁé lorsqu’il existe un unique (λ0,λ1,H) pouvant
générer les données observées, ce qui n’est pas trivial car λ(t|x,v) = vkλ0(t)k−1λ1(x), ∀k ∈ R+
∗ . En plus
des hypothèses habituelles ci dessous, la solution consiste généralement à normaliser (λ0,λ1,H).
4.0.3 Cas général
L’identiﬁcation non paramétrique est établie pour la première fois par Elbers et Ridder (1982), en
posant les conditions de régularité évoquées dans la Section 2 et les hypothèses suivantes :
Hypothèse 4.1. V est indépendant de X.
Hypothèse 4.2. L’ensemble X contient aux moins deux valeurs diﬀérentes, et λ1(x) n’est pas constante
sur X.
Hypothèse 4.3. Pour un couple donné (t0,x0), on a
R t0
0 λ0(u)du = 1 et λ1(x0) = 1.
Hypothèse 4.4. E(V ) < ∞.
L’hypothèse H4.1 est relativement forte car elle suppose que les déterminants inobservés des transitions
ne sont pas liés aux déterminants observés. L’hypothèse H4.2 signiﬁe qu’une variabilité est requise dans
la partie déterministe du hasard et qu’un modèle comprenant seulement une constante n’est pas identiﬁé.
Les choix de la durée et de l’individu de référence sont faits dans l’hypothèse H4.3. La normalisation de H
est eﬀectuée dans la dernière hypothèse, qui est relativement lourde dans la mesure où des spéciﬁcations
comme une loi positive stable Hougaard (1984) sont tout à fait plausibles mais n’admettent pas une
espérance de V ﬁnie. Heckman et Singer (1984b) lui proposent une alternative portant uniquement sur
l’épaisseur des queues de distribution. Ce choix inclut alors la loi positive stable dans les spéciﬁcations
10identiﬁables, mais exclue les lois dégénérées (van den Berg, 2001). Choisir entre H4.4 et l’alternative de
Heckman et Singer (1984b) revient à choisir entre une inférence basée sur une spéciﬁcation peu ﬂexible
de H, ou exclure a priori les modèles MPH ne contenant pas d’hétérogénéité non observée.
L’identiﬁcation de modèles de risques concurrents est caractérisée par le résultat de Cox (1962) et
Tsiatis (1975). Ils montrent que tout modèle de risques concurrents dont les durées latentes sont indépen-
dantes est observationnellement équivalent à un modèle de risques concurrents dont les durées latentes
ne sont pas indépendantes. Supposer l’indépendance pour obtenir l’identiﬁcation n’est toutefois pas in-
dispensable, comme le montrent Heckman et Honoré (1989) et Abbring et Van den Berg (2003a) avec un
modèle MPH contenant des variables explicatives.
4.0.4 Rôle des variables explicatives et de la structure d’hétérogénéité
La famille des modèles de Box-Cox, qui comprend les modèles de Weibull et de Gompertz, est iden-
tiﬁée en l’absence de variable explicative et les hypothèses aﬀérentes dans Heckman et Taber (1994).
Ce résultat n’a pas été étendu à d’autres modèles paramétriques. Ils montrent également que la pré-
sence de régresseurs variant dans le temps permet d’identiﬁer un modèle MPH sans supposer H4.4. Ce
dernier résultat laisse penser que l’hypothèse H4.4, et les considérations relativement pessimistes qu’elle
suscite, n’est pas incontournable dès lors que l’on dispose de variation supplémentaire dans une compo-
sante du modèle. Le cas des régresseurs dichotomiques endogènes variant dans le temps est discuté dans
Abbring et Van den Berg (2003b). Ils établissent l’identiﬁcation sous les hypothèses de Elbers et Ridder
(1982) auxquelles s’ajoute une hypothèse garantissant que l’endogénéité des régresseurs ne vient que des
informations passées et non pas d’anticipations sur le futur.
L’identiﬁcation en présence d’épisodes multiples et sans variable explicative est établie dans Honoré
(1993) pour une famille de modèles incluant le cas MPH, sans supposer H4.1 et H4.4. L’intuition est que
les variations de λ0 peuvent être isolées à partir du moment où l’on dispose d’un même v pour plusieurs
durées, entraînant l’identiﬁcation de H. Ce résultat est important car les hypothèses d’indépendance de
l’hétérogénéité observée et non observée, ainsi que la ﬁnitude de E(V ), ne peuvent pas être testées dans
les modèles à épisodes uniques. Horny et alii (2005) montrent l’identiﬁcation de modèles MPH où le terme
d’hétérogénéité non observée s’écrit comme le produit de deux eﬀets aléatoires, chacun ayant toutes ses
réalisations communes à plusieurs durées, sans supposer H4.1 et H4.4.
L’ajout de variables explicative est nécessaire pour identiﬁer un modèle MPH incluant une fonction
11du temps passé dans l’état qui précède l’état actuel (Honoré, 1993; Frijters, 2002).
5 Choix d’une distribution mélangeante
L’inférence dans les modèles MPH requiert généralement la spéciﬁcation d’une forme paramétrique
pour la distribution mélangeante. Malheureusement, les estimations sont biaisées en cas de mauvaise
spéciﬁcation (voir par exemple Baker et Melino, 2000 et Gaure et alii, 2005 pour des étude sur données
simulées), et de nombreuses études pointent une sensibilité des résultats au choix de la distribution
mélangeante (Heckman et Singer, 1984a; Hougaard et alii, 1994; Keiding et alii, 1997).
5.1 Spéciﬁcations paramétriques
La loi gamma, introduite comme distribution mélangeante dans Lancaster (1979) et Vaupel et alii
(1979), est de loin la plus utilisée dans les applications. L’idée fait vraisemblablement écho au modèle
Negbin de Greenwood et Yule (1920). Abbring et van den Berg (2007) donnent une justiﬁcation a poste-
riori intéressante à ce choix. Ils montrent que pour une large classe de modèles de hasards proportionnels,
la distribution mélangeante de l’hétérogénéité non observée parmi les survivants converge vers une loi
gamma. Ce résultat s’applique entre autres lorsque la loi de V dans la population d’origine est uniforme,
normale tronquée, beta ou encore discrète avec un point de masse en 0. Il n’est par contre pas valide pour
une distribution ne comprenant pas 0 dans son support.
On peut également spéciﬁer une loi générale qui admet comme cas particuliers plusieurs distributions
usuelles. Hougaard (2000) propose ainsi la loi stable positive, qui équivaut entre autres à une loi gaussienne
ou gamma selon les paramètres estimés.
5.2 Spéciﬁcations non-paramétriques
La structure de l’hétérogénéité non observée dans une spéciﬁcation non-paramétrique a ceci de spéci-
ﬁque que l’appartenance d’une durée à un groupe n’est plus spéciﬁée ex ante dans le modèle mais estimée.
Heckman et Singer (1984a) proposent un estimateur non paramétrique du maximum de vraisemblance
(NPMLE), qui suppose une distribution mélangeante discrète avec des points de masse à estimer. L’esti-
mation retourne généralement 3 ou 4 points de masse diﬀérents. Baker et Melino (2000) et Gaure et alii
(2005) étudient le comportement de NPMLE dans de larges études de Monte Carlo.
12Horowitz (1999) montre comment estimer le hasard de base et la distribution mélangeante au sein
d’une approche non-paramétrique, lorsque les régresseurs sont constants dans le temps. Hausman et
Woutersen (2005) proposent une approche non-paramétrique pour des régresseurs variant dans le temps.
Le cadre bayésien se prête également à la modélisation d’une distribution mélangeante non paramé-
trique, notamment lorsque les probabilités de transitions sont tirées dans des lois de Dirichlet. Florens
et alii (1999) passent en revue la littérature bayésienne des modèles de durée où la distribution de Diri-
chlet est utilisée comme a priori. Lau (2006) montre comment procéder à l’inférence par échantillonnage
de Gibbs.
Les résultats méthodologiques de Heckman et Taber (1994) et Horowitz (1999) indiquent que les
durées sont généralement peu informatives sur la forme de la distribution mélangeante. Il n’y a que
peu d’arguments en faveur d’une distribution plutôt qu’une autre, qu’elle soit discrète ou continue. Des
changements minimes de spéciﬁcation peuvent amener à des ajustements très proches et des estimations
très diﬀérentes, particulièrement en présence d’épisodes uniques. Ce constat doit être nuancé en présence
d’épisodes multiples, car conformément à ce que laissent penser les résultats d’identiﬁcation, plusieurs
études empiriques retournent des résultats plus stables pour diﬀérents choix de H (Guo et Rodriguez,
1992; Gönül et Srinivasan, 1993; Bonnal et alii, 1997).
6 Inférence paramétrique
L’inférence est paramétrique lorsque la distribution jointe des données est complètement spéciﬁée par
l’économètre, hormis pour un nombre ﬁni de paramètres. L’estimation procède généralement par maxi-
misation de la vraisemblance, qui a l’avantage de fournir des estimateurs invariant à une transformation
fonctionnelle, eﬃcaces et convergeant à la vitesse
√
N.
Le processus générant les données ne correspond pas nécessairement à un mélange, et les estimations
obtenues par maximum de vraisemblance peuvent se trouver sur la frontière de l’espace paramétrique où
le gradient de la log-vraisemblance n’est pas nul. Un tel exemple et présenté dans Lancaster (1990, p.
194-197). Une méthode d’optimisation exempte de cette diﬃculté et adaptée aux vraisemblances issues
de mélanges et l’algorithme EM de Dempster et alii (1977), que nous présentons.
A chaque date t, l’unité peut rester dans l’état courant, eﬀectuer une transition vers un autre état ou
bien connaître une censure exogène. Une observation censurée contribue à la vraisemblance à hauteur de
13la fonction de survie évaluée à la date de censure, tandis qu’une transition observée contribue à hauteur
de la probabilité jointe de la survie jusqu’à t et d’une transition en t. Soit di une variable indiquant une






























Une méthode d’approximation du maximum de vraisemblance en présence de variables latentes est l’al-
gorithme EM (Dempster et alii, 1977). L’intuition sous-jacente est d’approcher les vi par leur espérance
conditionnelle (étape E), puis d’optimiser la vraisemblance ainsi obtenue (étape M). Comme les esti-
mations des vi dépendent des paramètres estimés, les deux étapes s’inscrivent au sein d’une procédure
itérative.









− Eβ(q),α(q)(V |T = t,d)
Z ti
0
λ0(u)λ1(xi;β)du + Eβ(q),α(q) [lnh(V )|T = t,d]
#
, (21)
où Eβ(q),α(q) indique que les espérances de fonctions de V dépendent des β estimés lors de l’itération
précédente. On peut donc organiser l’algorithme EM de la manière suivante :
Étape A Évaluer la relation (21)
Étape B Optimiser le résultat de l’étape A, récupérer (β(q),α(q)).
Étape C Itérer entre les étapes A et B jusqu’à la convergence.
Le choix de la distribution mélangeante détermine les expressions des espérances conditionnelles. Guo
et Rodriguez (1992) utilisent l’algorithme EM pour un modèle à hétérogénéité gamma, où les espérances
admettent une expression analytique. Sastry (1997) étend leur approche à deux eﬀets aléatoires gamma
emboîtés et approche les espérances par des méthodes d’intégration numérique. En présence d’hétérogé-
14néité gaussienne, elles peuvent être approchées par quadrature de Gauss-Hermite (Friedl et Kauermann,
2000; Maples et alii, 2002), méthode de Monte Carlo (Ripatti et Palmgren, 2002) ou échantillonnage de
Gibbs (Vaida et Xu, 2000).
7 Inférence semi-paramétrique
Les approches paramétriques imposent au hasard de base une forme déterminée par un nombre ﬁni de
paramètres. Dans cette section, nous nous intéressons à l’approche semi-paramétrique de la vraisemblance
partielle (Cox, 1975), qui ne contraint pas les variations du hasard de base. En contrepartie, la variance
des estimateurs est plus importante. La meilleure précision de l’estimateur du maximum de vraisemblance
n’est toutefois d’aucune utilité s’il repose sur une spéciﬁcation erronée.
L’optimisation de la vraisemblance partielle se fait généralement par l’algorithme EM. Nous attachons
également une attention toute particulière aux méthodes récentes de vraisemblances partielles pénalisées,
dont nous montrons qu’elles peuvent s’insérer dans une structure EM pour l’améliorer.
7.1 La vraisemblance partielle
Cox (1972) propose, en parallèle au modèle qui prendra son nom, de baser l’inférence sur une autre
fonction que la vraisemblance et fournit dans Cox (1975) l’approche semi-paramétrique de la vraisem-











où R(ti) est l’ensemble des indices des unités susceptibles d’eﬀectuer une transition à la date ti. La
vraisemblance partielle est le ratio de la probabilité instantanée de transition de l’individu i en ti sur la
probabilité instantanée de transition d’un survivant en ti. Si une constante est incluse dans xi, elle se
simpliﬁe et n’est pas identiﬁée dans cette approche. Les durées censurées contribuent à la vraisemblance
partielle par le dénominateur de la relation (22).
Dans une approche paramétrique en présence de régresseurs variant dans le temps, Lancaster (1990,
p. 272-274) montre que la distribution jointe des durées et des variables explicative peut s’écrire comme le
produit de la vraisemblance partielle et d’un facteur ne dépendant pas des durées. L’inférence devrait alors
15être basée sur la vraisemblance partielle, quand bien même l’approche est complètement paramétrique.













L’expression (23) peut être optimisée avec l’algorithme EM (Nielsen et alii, 1992), en présence d’un eﬀet
aléatoire (Parner, 1997; Vu et Knuiman, 2002; Hsu et alii, 2004) ou de plusieurs (Horny, 2006b). Bien que
l’algorithme soit conçu pour mener l’inférence en présence de variables latentes, les diﬃcultés numériques
qui lui sont inhérentes (Ng et alii, 2004) deviennent problématique en présence d’hétérogénéité non
observée et plusieurs cas de non convergence sont pointés dans la littérature (Lancaster, 1990, p. 267, et
Bolstad et Manda, 2001).
7.2 La vraisemblance partielle pénalisée
L’économètre peut disposer d’une information sur la forme générale d’une composante du modèle,
même s’il retient une spéciﬁcation non-paramétrique pour conserver un maximum de ﬂexibilité. Les mé-
thodes de vraisemblance pénalisée sont une manière de prendre en compte cette information (voir Green,
1999, pour une présentation générale). Elles proposent d’optimiser une fonction objectif comprenant la
vraisemblance et une fonction de pénalité. La vraisemblance traduit les hypothèses portant sur le proces-
sus générant les données, tandis que la fonction de pénalité attribue des pondérations aux observations
et assouplit la vraisemblance. L’économètre choisit la fonction de pénalité, qui permet d’introduire une
information dont il dispose et qui n’est pas contenue dans les données.2
Notons β le vecteur des paramètres de λ1 et α un vecteur de paramètres spéciﬁques à la fonction de
pénalité. On peut écrire la log-vraisemblance partielle pénalisée suivante :
lnLPPL(α,β,v) = lnLPL(β|v) − g(v,α), (24)
où LPL est la vraisemblance partielle et g(v,α) une fonction positive quelconque. Cette représentation
indique que les observables sont générés par leur probabilité jointe conditionnelle aux inobservables, tandis
qu’une information sur la distribution des inobservables est véhiculée par g.
2L’approche bayésienne reconnaît explicitement l’idée de croyance a priori sur le processus générant les données (Lan-
caster, 2004, p. 2-8).
16La pénalité choisie ici ne dépend pas des paramètres de LPL et l’estimateur du maximum de la
vraisemblance partielle pénalisée (PPL) est identique à l’estimateur du maximum de la vraisemblance
partielle (PL) pour les paramètres de λ1. L’estimateur des vi est obtenu par les conditions de premier
ordre et dépend du choix de g.
Therneau et alii (2003) montrent que l’argument de la maximisation d’une vraisemblance partielle
pénalisée où la fonction de pénalité est le logarithme du noyau d’une loi gamma est égal à l’argument
de la maximisation de la vraisemblance partielle en présence d’hétérogénéité gamma par l’algorithme
EM. La simplicité des conditions de premier ordre permet d’optimiser la fonction objectif au moyen de
méthodes de Newton-Raphson, plus rapides en convergence ainsi qu’en temps de calcul, et plus stables
qu’un algorithme EM. Leur résultat ne se généralise toutefois pas à d’autres distributions mélangeantes
(Therneau et Grambsch, 2000, p. 255-256).
7.3 Un algorithme EM pour modèles à plusieurs eﬀets aléatoires
Les modèles faisant intervenir deux eﬀets aléatoires, présentés dans la sous-section 3.2.2, sont adaptées
à des échantillons comprenant des durées situées à deux niveaux : il existe des groupes d’observations
qui contiennent des sous-groupes, chaque sous-groupe contenant lui même plusieurs observations. Sastry
(1997) en présente une application à l’étude de la mortalité d’individus vivant dans des communautés,
chaque communauté comprenant les familles de plusieurs individus comme sous-groupes.
Aﬁn de prendre en compte une population stratiﬁée à K niveaux diﬀérents, on peut spéciﬁer un
modèle MPH dont le terme d’hétérogénéité non observé s’écrit comme le produit de K eﬀets aléatoires.3
Un algorithme EM général pour ce type de modèles est présenté dans Horny (2006b). Chacune des K
distributions mélangeantes est supposée admettre une transformée de Laplace.












où i est l’indice des durées (i = 1,...,N), j (j = 1,...,Jk) l’indice du groupe contenant la durée i et situé
au niveau k, et k (k = 1,...,K) l’indice de niveau.4 On note T le vecteur des durées et d le vecteur des
3L’identiﬁcation de modèles MPH à K eﬀets aléatoires s’obtient directement en généralisant la preuve fournie par Horny
et alii (2005) dans le cas de deux eﬀets aléatoires.
4Comme chaque groupe est spéciﬁque à un niveau, une notation complète demanderait d’utiliser j(k). Les écritures




































k;αk) est la distribution mélangeante au niveau k. L’optimisation par l’algorithme EM est équi-
valente à l’algorithme dont l’itération (q) est la suivante :
























Étape B Répéter l’étape A pour tout k ∈ {1,...,K} − {k0}

















Étape D Itérer entre les étapes A et C jusqu’à la convergence.5
Chaque itération de l’étape A peut être eﬀectuée avec un algorithme EM. Les gains de cette reformulation
sont déjà doubles : l’évaluation des espérances implique moins d’intégrales et les maximisations s’eﬀectuent
sur des espaces paramétriques de dimensions plus faibles.
Lorsque le théorème de convergence vers une loi gamma de la distribution mélangeante parmi les
survivants d’Abbring et van den Berg (2007) s’applique, on peut procéder aux étapes A, B et C en maxi-
misant des vraisemblances partielles pénalisées. L’algorithme ainsi obtenu converge là où un algorithme
simpliﬁée utilisées ici ne devraient toutefois pas prêter à confusion.
5Les valeurs intermédiaires β(q,k) servent à étudier la convergence de l’algorithme.
18EM standard ne converge pas, et les temps calcul peuvent être réduits de 66% sur certaines structures
d’hétérogénéitée par rapport à un algorithme EM standard (Horny, 2006b).
8 L’approche bayésienne
L’approche bayésienne est l’application de la formule de Bayes à l’analyse économétrique.6 La concep-
tion des probabilité qui en résulte est fondamentalement diﬀérente de la vision fréquentiste habituelle,
et on ne peut comparer en profondeur les deux approches que sur la base de critères philosophiques.
De façon plus pragmatique, l’approche bayésienne permet d’analyser des modèles dont la vraisemblance
n’admet pas de forme analytique, tout comme les méthodes de maximum de vraisemblance simulées pré-
sentées entre autres dans Gouriéroux et Monfort (1995). L’approche bayésienne ne requiert toutefois pas
l’augmentation du nombre de simulations à un taux approprié avec la taille de l’échantillon. De plus, les
propriétés de l’estimateur bayésien sont à distance ﬁnie, et l’optique bayésienne se prête naturellement à
la comparaison de modèles. L’inconvénient de cette approche, outre la subjectivité, est généralement le
temps de calcul.
Nous présentons dans un premier temps des éléments de formulation et d’interprétations de modèles
bayésiens. Le traitement des mélanges est discuté, ainsi qu’un algorithme général d’évaluation de l’es-
timateur bayésien dans un modèle MPH. La méthode semi-paramétrique de la vraisemblance partielle
peut être justiﬁée dans un cadre bayésien, et nous passons en revue les principales applications.
8.1 Formulation et interprétation d’un modèle bayésien
La théorie des probabilités décrit les propriétés de l’application P() mais ne nous apprend rien sur
son interprétation. Dans une conception fréquentiste, elle s’interprète comme la fréquence d’apparition
d’un événement lors d’un nombre élevé de répétitions. Dans une conception subjectiviste, les probabilités
s’interprètent comme la croyance en la réalisation d’un évènement.7 Une interprétation suggestive prévaut
dans l’optique bayésienne, où les paramètres sont issus de distributions de probabilités. Une démarche
bayésienne peut être vue comme un processus de mise à jour de croyances sur les paramètres du modèle
résultant de la collecte de nouvelles données (Lancaster, 2004, p. 2-8).
6L’article de Thomas Bayes est republié dans Barnard et Bayes (1958).
7L’interprétation suggestive des probabilités est proche de l’idée que nous avons dans la vie de tous les jours lorsque
nous disons d’un événement qu’il est “très probable” ou “peu probable”.
19L’approche bayésienne est séquentielle. Dans un premier temps, l’économètre formule le processus
générant les données en un modèle probabiliste. Ensuite, les croyances sur les paramètres sont traduites
en distributions de probabilités a priori. On a déduit la loi a posteriori, qui est le produit de la probabilité
jointe d’un échantillon avec les densités a priori. Les données sont collectées dans une étape ultérieure, et
l’estimateur bayésien est obtenu comme l’espérance de la loi a posteriori.
8.2 Loi a posteriori et mélanges
La loi a posteriori a pour expression :
π(θ|T,d) ∝ f(T,d|θ)p(θ), (29)
où θ est le vecteur des paramètres, f(T,d|θ) la densité jointe des données et p la densité a priori.





Tanner et Wong (1987) introduisent cette décomposition reprenant l’idée de l’algorithme EM de Dempster
et alii (1977), qu’ils citent, de traiter les variables latentes comme des données manquantes dont on connaît
toutefois la distribution. L’estimateur bayésien est l’espérance des paramètres sous la loi a posteriori, et


















Tandis que les diﬃcultés d’utilisation du maximum de vraisemblance sont majoritairement des problèmes
d’optimisation, l’approche bayésienne est confrontée à des problèmes d’intégrations. Elle se prête donc
naturellement à la modélisation et l’estimation de mélanges.
8.3 Approximation de l’estimateur Bayésien
La relation (30) suggère d’approcher de l’estimateur bayésien par des simulations issues de l’algorithme
suivant :
20Étape A Tirer θsim dans la loi a priori
Étape B Utiliser θsim pour tirer des vsim dans la distribution mélangeante
Étape C Evaluer la vraisemblance au point (T,d,vsim,θsim).
Étape D Procéder aux étapes B et C pour un nombre Nrep1 de réplications.
Étape E Approcher EV |θ(L), où L est la vraisemblance conditionnelle aux v, par la moyenne sur les
réplications.
Étape F Procéder aux étapes A et E pour un nombre Nrep2 de réplications.
Étape G Approcher Eπ(θ|T,d) par la moyenne sur les réplications.
La loi des grands nombres s’applique et pour un nombre suﬃsamment élevé de réplications, les moments
d’ordre 1 calculés sur les simulations convergent en probabilité vers leurs espérances.
De nombreuses méthodes d’intégrations numériques sont utilisées pour approcher l’estimateur bayé-
sien, parmi lesquelles l’algorithme de Metropolis-Hasting (Geman et Geman, 1984), l’échantillonnage de
Gibbs (Gelfand et Smith, 1990), et plus généralement les Méthodes de Monte Carlo par Chaînes de
Markov (MCMC) que Robert (1996) passe en revue.
8.4 Utilisations de la vraisemblance partielle dans une approche bayésienne
Kalbﬂeisch (1978) propose une justiﬁcation de la vraisemblance partielle dans un cadre Bayésien.
Spéciﬁons l’a priori suivant pour le hasard de base :
λ0(t) ∼ γ(cλ∗
0(t),c), (32)
où γ désigne la loi gamma, c un paramètre et λ0(t)∗ une fonction connue. On a : E[λ0(t)] = λ∗
0(t) et
V[λ0(t)] = λ∗
0(t)/c. La fonction λ∗
0(t) peut s’interpréter comme une croyance a priori sur le hasard de
base en t et c comme son degré de conﬁance. On peut montrer que lorsque c → 0, l’estimateur bayésien
des coeﬃcients de λ1 converge vers l’estimateur du maximum de vraisemblance partielle.
Clayton (1991) reprend cet argument dans l’estimation d’un modèle MPH à hétérogénéité gamma,
fournissant une alternative bayésienne à l’algorithme EM de Klein (1992). Une l’hétérogénéité log-normale
est traité dans Gauderman et Thomas (1994). Des évolutions dans les procédures numériques ont ensuite
été produites par, entre autres, Korsgaard et alii (1998) et Sargent (1998). Un modèle à deux eﬀets
21aléatoires gamma est estimé dans une approche paramétrique par Bolstad et Manda (2001). Dans un
cadre semi-paramétrique, Horny et alii (2005) estiment un modèle à deux eﬀets gamma indépendants et
Horny et alii (2006) un modèle à deux eﬀets log-normaux corrélés. Un modèle MPH en temps discret est
étudié dans Manda et Meyer (2005).
9 Conclusion
Les modèles MPH à hétérogénéité non observée fournissent un cadre d’analyse pour de nombreuses
questions auxquelles sont confrontés économètres, actuaires et démographes. La disponibilité récente de
données employeurs-employés ou localisées permet de plus d’étudier les questions d’appariements ou de
spatialiser les dynamiques individuelles.
Existe-t’il des régularités empiriques en faveur des modèles à hétérogénéité non observée sur les mo-
dèles sans hétérogénéité non observée? Tout dépend de la question de recherche. De nombreux travaux
empiriques concluent, dans leurs domaines respectifs, à la présence d’une inﬂuence signiﬁcative de l’hé-
térogénéité non observée. Les modèles de hasards proportionnels (Cox, 1972), où les agents ne diﬀèrent
que dans leurs caractéristiques observées, peut être vu comme un modèle de référence aux hypothèses
minimales.
L’identiﬁcation de modèle où chaque terme d’hétérogénéité est commun à plusieurs observations re-
quiert relativement peu d’hypothèses. L’inﬂuence de la censure lorsque des durées successives sont obser-
vées est toutefois peu étudiée. En eﬀet, si des individus sont suivis sur un intervalle de temps prédéterminé,
plus les premières durées seront longues et plus les durées ultérieures seront courtes (Ridder et Tunalı,
1999). Une censure endogène est prise en compte dans Woutersen (2000) pour un modèle de hasard où
l’hétérogénéité non observée est représentée par un eﬀet ﬁxe, éventuellement corrélé aux autres variables
explicatives. A notre connaissance, il n’existe pas d’estimateur qui lui soit similaire pour une modélisation
à eﬀets aléatoires.
Les principaux résultats d’identiﬁcation nous apprennent également que les données sont généralement
peu informatives quant à la distribution mélangeante. Horny et alii (2005) fournissent l’exemple d’un
même modèle estimé par maximum de vraisemblance partielle pénalisée et par une approche bayésienne,
dont les résultats concernant la distribution mélangeante diﬀèrent.8 Dans une application utilisant des
8Rodriguez et Goldman (2001) et Therneau et alii (2003) concluent également à la sous-estimation de l’inﬂuence de
22données appariées employeurs-employés, Horny et alii (2006) obtiennent des résultats stables . Dans quelle
mesure la disponibilité récente et croissante de ces informations permet de stabiliser les estimations est
une question ouverte.
La prise en compte de l’hétérogénéité des agents dans les modèles théoriques se poursuit, notamment
dans l’étude du marché du travail (Cahuc et alii, 2006). Le traitement de l’hétérogénéité non observée en
est la contrepartie empirique, et nous avons présenté les contours actuels de cette littérature.
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