Introduction
The standard two-equation eddy viscosity turbulence models are designed to predict the influence of all turbulent scales. In doing this, they have a strong damping influence on any resolved turbulence or unsteady structures in the flow field. This is desireable in steady calculations, in which the influence of any unsteadiness on the mean flow field must, by definition, be modeled. However, when unsteady information about the flow field is necessary, the turbulence model must be able to distinguish between resolvable and nonresolvable scales. In this paper, it will be shown that this ability can be achieved by applying a low-pass filter to the modeled turbulent length and time scales.
There are many interesting strategies for unsteady turbulence modeling. Spalart ͓1͔ gave an overview and discussion about the advantages and limitations of many of these. As the Reynolds numbers of most engineering flows are usually very large, large eddy simulation ͑LES͒ is very seldom an option for a full scale industrial simulation. On the other hand, traditional statistical turbulence models developed for the Reynolds ͑ensemble͒ averaged Navier-Stokes ͑RANS͒ equations do not distinguish between unsteadiness and turbulence. This problem partly arises from the fact that most industrial closure models for the RANS equations are tuned for steady flow, in which the model must predict the influence of all turbulent time scales and, subsequently, all turbulent length scales. In a time-resolved computation, there is a potential in resolving large turbulent time scales. In addition, the grid is usually capable of resolving the largest turbulent length scales, at least outside boundary layers. In a numerical simulation of an unsteady internal ͑wall-bounded͒ flow, in which the boundary layer is not fully resolved, models that are tuned to steady flow usually behave very well in the near-wall region. Statistical turbulence models are generally quite accurate in their prediction of wall shear stress. However, there is also a conceptual aspect of the aforementioned problem with statistical turbulence models. In general, there is no way to mathematically distinguish unsteadiness from turbulence. Although the uniqueness of a solution to the three-dimensional Navier-Stokes equations has yet to be mathematically proven ͓2͔, it is generally accepted to believe that the solution is completely determined by the initial and boundary conditions. If this is the case, there are no such things as randomness or independent events in the flow. The lack of coherence we observe in a turbulent flow field only gives us a hint of our limited perception. Hence, the concept of ensemble averaging is questionable in unsteady computational fluid dynamics ͑CFD͒, simply because one expects to get the same solution repeatedly if one uses the same boundary conditions and the same computer. The ensemble average of an infinite number of direct numerical simulations would thus still be an unsteady and turbulent flow field. The filtering approach of LES is physically more appealing, compared to the concept of ensemble averaging. The limitations of LES are related to a large extent to the simple turbulence models that are used. These models are calibrated to give accurate results if most energy-containing eddies are resolved everywhere, which means that the computational grid has to be extremely fine near walls. Usually, they do not provide any information about how turbulence is convected through the domain. This information is assumed to be carried by the resolved flow field.
There is obviously a need for a turbulence model that can distinguish between what can be resolved and what is not, at the same time as it produces an accurate estimate of the wall shear stress. One method to accomplish this is to introduce a filtering procedure that limits the influence of the statistical turbulence model on the unsteady mean flow field. This is sometimes called very large eddy simulation ͑VLES͒ and may be viewed as a combination of the LES and RANS approaches to turbulence modeling. Other common acronyms for the combination of LES and RANS methods are detached eddy simulation ͑DES͒, limited numerical scales ͑LNSs͒, extra large eddy simulation ͑XLES͒, flow simulation methodology ͑FSM͒, or simply hybrid LES-RANS. In a full LES, the Navier-Stokes equations are filtered in space in order to avoid the need of computing the smallest turbulent scales. The equations are usually averaged ͑filtered͒ over the control volumes of the grid, and the unresolved scales are regarded as subgrid turbulence. In contrast to LES, where the mean length scales of all unresolved turbulence are assumed proportional to the local grid spacing, VLES is usually based on statistical turbulence models where the turbulent length scale is calculated and will depend on the flow field. Consequently, the filtering procedure can be formulated in a more dynamic and general way compared to the static spatial filtering of a LES. It can be activated locally in the space-time domain depending on the ratio between an estimation of the resolved turbulent length scales and the magnitude of the modeled turbulent length scales. There are many ways of formulating this dynamical filter. Speziale ͓3, 4͔ and Fasel et al. ͓5͔ arbitrarily defined an exponential filter function, f͑⌬ ,
n , that depends on a predefined length scale, ⌬ ͑pre-sumably proportional to the local grid spacing͒, and a modeled turbulent length scale, L t , where subscript t denotes turbulence. The exponential function will allow a smooth transition between the RANS and LES modes of the simulation. The function is multiplied to the modeled Reynolds stress tensor before solving the averaged momentum equations in order to limit the effect of the turbulence model on the mean flow field in regions where parts of the tensor can be resolved. As noted by Fasel et al. ͓5͔ , other forms of the filter function that are more universally applicable may be defined. Another approach to filtering is to limit the length scales in the transport equations for turbulent quantities, as done by Spalart et al. ͓6͔, Menter et al. ͓7, 8͔, Kok et al. ͓9͔ , and Menter and Egerov ͓10͔. Spalart et al. ͓6͔ defined a maximum length scale, L =min͕L wall , C DES ⌬͖, to be used in the denominator of the destruction term of the Spalart-Allmaras transport equation for eddy viscosity. In this formulation, L wall is the normal distance to the wall and ⌬ is again proportional to the local grid spacing. C DES is a model coefficient that must be calibrated. When L wall Ͻ C DES ⌬, the simulation will run in RANS mode. Away from walls, the destruction term in the equation for the eddy viscosity will be significantly larger than in the original formulation, and the simulation will be forced to run in a LES mode. This approach is aptly called DES. Menter et al. ͓8͔ used a similar filtering procedure for the shear stress transport ͑SST͒ turbulence model. However, as the SST model, is a two-equation model from which a modeled turbulent length scale can be obtained, the filter is formulated in a more dynamic way by comparing the modeled scales of the simulation to the predefined length scale, ⌬. This approach is taken a step further by Menter et al. ͓7͔ and Menter and Egerov ͓10͔,  where instead the von Karman length scale is computed from the resolved velocity field and replaces the predefined length scale. In the latter case, all information from both the resolved and unresolved turbulent length scales is obtained from either the resolved velocity field or the turbulence model. Another interesting hybrid LES-RANS method was recently proposed by Templeton et al. ͓11͔ , in which precomputed lookup tables for the RANS eddy viscosity are used to define wall functions for coarse grid LES. The eddy viscosity that is active in the solution of the LES equations in the near-wall region is here taken as the difference between the RANS eddy viscosity and an averaged resolved eddy viscosity. However, because the resolved eddy viscosity must be averaged, the method is not entirely straightforward if the flow lacks homogeneous directions.
The filtering approach in this work may in some sense be considered converse to the filtering approach that is used in LES. Instead of solving the filtered equations to avoid the computation of the small scales, the modeled length and time scales are filtered in order to supress their negative influence on unsteady flow field. This approach was initially developed by Willems ͓12͔ and is similar to the approach of Speziale ͓3, 4͔ and Fasel et al. ͓5͔ , because the filter is applied directly to the Reynolds stress tensor and the turbulence model is left unchanged. However, in this work, the functional form of the filter is derived from the relation between filtered and nonfiltered turbulent length and time scales. The modeled length and time scales are being compared to what can potentially be resolved by the computational grid and time step. If the modeled scales are larger than the resolvable scales, the resolvable scales will replace the modeled scales in the formulation of the eddy viscosity. To distinguish between large-and small-scale turbulences, the upper limit of the length scales of nonresolved turbulence is made proportional to the local grid spacing or the product of the local velocity magnitude and the time step of the simulation. The latter constraint will only be active for large Courant, Friedrich, and Levy ͑CFL͒ numbers. There is no lower limit because the mean nonresolved turbulent length scale may be much smaller than the local grid spacing, especially close to walls. This will allow a much coarser grid resolution than in LES. The filter will allow large-scale unsteady structures in the flow, and the model will still produce a wall shear stress comparable to what is produced by a standard RANS model. In this work, the filtering technique is applied to the Wilcox' ͓13͔ k-model, and the results are validated with experimental data ͑Dellenback et al. ͓14͔͒ and compared to LES.
Filtered Navier-Stokes Equations
There are various filtering approaches for unsteady CFD. They all give rise to new unknowns in the Navier-Stokes equations that must be modeled. The main issue in eddy viscosity models is to determine which length and time scales should be used. It is important to realize that the local value of modeled scales is the local mean value of all nonresolved turbulent scales, and the distribution and magnitude of the eddy viscosity are the only parameters that separate a LES from an unsteady RANS simulation. The local mean value may be defined either as an ensemble average ͑RANS͒ or a local volume average ͑LES͒. The governing equations will nevertheless be identical in their form. However, for conceptual reasons ͑see Sec. 1͒, the local volume average is preferable. John ͓2͔ made a review of several volume-averaging ͑fil-tering͒ techniques of the Navier-Stokes equations, including estimates of the errors that are associated with the new formulation. The volume-averaged Navier-Stokes equations can be expressed as
where ū j is the resolved ͑volume-averaged͒ velocity vector and p is the resolved pressure. The Reynolds stress tensor, R =−ū i ū j + u i u j , can be expanded into 
Turbulence Modeling
The k-model of Wilcox ͓13͔, with the addition of the realizability constraint derived by Durbin ͓15͔, has been used as the basic turbulence model in this work. The main advantage of this model over, e.g., k-models, is that it can be integrated all the way to the wall without damping or correction functions. The model is a two-equation eddy viscosity model, and it is coupled to the averaged Navier-Stokes equations by the Boussinesq assumption,
where S ij = ‫ץ͑‬ j U i + ‫ץ‬ i U j ͒ / 2 and k = u i Јu i Ј/2 is the turbulent kinetic energy. The Boussinesq assumption introduces the concept of a turbulent eddy viscosity, t . It suggests that the influence of turbulence on the mean flow is dominated by a mixing process. The eddy viscosity has the same dimension as the kinematic viscosity of the fluid and is assumed to be proportional to a function of the local turbulent length and time scales, i.e.,
The turbulent length and time scales are unknown local properties of the turbulent flow and must be modeled. If transport equations for, e.g., the modeled turbulent kinetic energy, k, and dissipation rate, , or specific dissipation rate, , are solved, a measure of the turbulent length and time scales can be obtained from these variables by dimensional analysis, see Sec. 3.1. Willems derived the form of the filter function from the two-point correlation tensor and applied it to the k-model. In the present paper, the same form of the filter function is derived by simple dimensional analysis. It is also shown that the novel generalization of the approach to other eddy viscosity models than the kmodel requires that the filter is applied to the turbulent length and time scales and not only to the turbulent kinetic energy, as in Willems' work.
Consistent
The local turbulent length and time scales may be obtained from a dimensional analysis of k and . It follows that
The filter width, ⌬ f , is the upper limit of the modeled turbulent length scale. This corresponds exactly to the lower limit of the resolved turbulent length scale and will in this work be a function of time step ␦t and local cell volume ⌬. Hence, the largest length scale that needs to be a part of the eddy viscosity formulation is
where
Coefficient ␣ Ͼ 1 takes into account the need for a limited number of cells to actually resolve a turbulent structure. In the study by Gyllenram and Nilsson ͓18͔, a value of ␣ ജ 3 was necessary to obtain accurate results. The product ͉U͉␦t, in Eq. ͑8͒, is a measure of the shortest distance, over which a fluid particle can be traced in an unsteady computation, for which reason the computational time step may also set a lower limit to the resolved length scale. This temporal constraint is especially important in complex geometries, as discusseed by Batten et al. ͓19͔ , who also noted that a steady RANS calculation would correspond to an infinite time step, for which ᐉ t = L t , always. The upper limit on the modeled length and time scales can also be defined in terms of the filtered ͑nonresolved͒ variables, i.e.,
The specific dissipation rate, , is related to the dissipation rate, , by the relation
where ␤* = 0.09. The filtered specific dissipation rate can be written as = ␤*k
͑12͒
The dissipation rate, , is never resolved in anything cheaper than a DNS, because it takes action at the Kolmogorov scale, the very smallest turbulent length scale. Hence, = ͑13͒
and it follows from Eqs.
It is straightforward to show that Eqs. ͑5͒, ͑9͒, and ͑14͒ yield an expression for the filtered turbulent kinetic energy according to
where the equality follows from the assumption that the constants of proportionality in Eqs. ͑5͒ and ͑9͒ are equal. The filter function,
in which ᐉ t is computed from Eq. ͑7͒ and the modeled turbulent
In regions where turbulence cannot be resolved, i.e., where L t Ͻ⌬ f in Eq. ͑7͒, the filter function, Eq. ͑16͒, is unity and k = k in Eq. ͑15͒. However, there is no need to compute the filtered turbulent variables explicitly. A filtered eddy viscosity can be constructed directly from the nonresolvable turbulent length and time scales, i.e.,
It follows from Eqs. ͑9͒, ͑10͒, ͑14͒, and ͑15͒ that
where the equality must hold in order to recover the original ͑non-filtered͒ eddy viscosity formulation, t = k / , in regions where the filter is inactive. Note that the only modification to the original eddy viscosity formulation is the factor g 2 , i.e., the square of the filter function. The filter function can be derived and applied using any two-equation turbulence model. It will always obtain the same functional form as in Eq. ͑16͒ and it will always end up as squared when used in the formulation of the eddy viscosity.
There will obviously be an explicit grid dependence in the eddy viscosity formulation, Eq. ͑18͒, when ⌬ f Ͻ L t in Eq. ͑7͒. However, the derivative of g 2 with respect to the filter width,
will vanish in the fine grid limit, ⌬ f → 0, because
This shows that the eddy viscosity asymptotically approaches a constant in the fine grid limit, as long as the model equations for k and do not explicitly depend on the local grid spacing them-selves. Actually, as the eddy viscosity is limited by the filter, there will also be less production of modeled turbulent kinetic energy, k, and specific dissipation rate, . This is natural, because the resolved turbulent kinetic energy and specific dissipation should increase. The importance of the novel approach of applying the filter to the length and time scales of the eddy viscosity formulation instead of only to the turbulent kinetic energy, as in the work of Willems ͓12͔, is now obvious. If the filter was applied only to the turbulent kinetic energy, the square of the filter function g͑ᐉ t , L t ͒ in Eq. ͑18͒ would vanish and the filter would not have the proper behavior in the fine grid limit according to Eq. ͑20͒.
Near-Wall Asymptotics.
There could be an obvious risk in applying a filter width that is too small in boundary layers because, if ⌬ f Ͻ L t in Eq. ͑7͒, the eddy viscosity can be written as
͑21͒
This expression does not have the proper asymptotical behavior in the near-wall limit unless the grid is abnormally stretched. In the limit n → 0, where n is the wall-normal coordinate, t ϳ n 1/3 , while a proper functional behavior of the eddy viscosity would be t ϳ n 3 , at least in a time-averaged sense ͓20͔. However, the purpose of the filtering approach is to avoid the need of an extremely fine near-wall resolution and, indeed, the wall boundary condition for the turbulent kinetic energy, k wall = 0, is expected to limit the modeled turbulent length scale and thereby inactivate the filter before the wall limit is reached. Nevertheless, too small a filter width ͑␣͒ may, as shown by Gyllenram and Nilsson ͓18͔, cause the filter to be activated all the way to the wall and the results to deteriorate. However, on a computational grid with a wall y + ϳ 2, the modeled turbulent length and time scales obtained from the k-model are small enough to inactivate the filter near the wall using ␣ =3 in Eq. ͑8͒, as will be shown in Sec. 5. In other words, the filter should not be active close to walls. Instead, the underlaying RANS model should take care of the near-wall modeling.
Test Case and Computational Setup
A swirling flow through a sudden expansion has been investigated, see 
is approximately 0.6, based on the inlet radius, R = D / 2. V and V z denote the time-averaged tangential and axial velocities, respectively. The Reynolds number, based on the inlet diameter, D, and bulk velocity, U b , is 30,000. The case has earlier been studied numerically by Schlüter et al. ͓21͔ and Gyllenram et al. ͓22͔ 4.1 Code. The CALC-PMB ͓23͔ CFD software was used to simulate the flow. The code was developed at the Division of Fluid Dynamics, Department of Applied Mechanics, at Chalmers University of Technology, Göteborg, and is based on the finite volume method. The pressure-velocity coupling is solved using the SIMPLEC algorithm developed by Van Doormaal and Raithby ͓24͔. Conformal block-structured, boundary-fitted coordinates are used, and two ghost cells are employed at the block interfaces to enable different first-and second-order discretization schemes. The code is parallelized by domain decomposition. Message passing interface ͑MPI͒ is used for the exchange of information between the different processes/blocks. To avoid spatial oscillations of the pressure field over the collocated ͑nonstaggered͒ grid arrangement, Rhie and Chow interpolation is applied for convections through the cell faces. For the discretized and linearized system of equations, TDMA ͑also known as Thomas' algorithm͒ and biconjugated gradient solvers are implemented. For this work, a parallelized version of TDMA was used.
Grids and Numerics.
Two different block-structured grids were used in this work. The sizes of the grids were 1,711,424 and 3,356,640 nodes. The two grids will in the following be referred to as the coarse and fine grids, respectively. Each grid consisted of 15 blocks. The block structure is shown in Fig. 2 . Each block of the coarse grid consisted of N i ϫ N j ϫ N k =44ϫ 68 ϫ 44 nodes except the four wall-bounded blocks of the inlet pipe section, which sum up to 44ϫ 68ϫ 22 nodes. The corresponding block sizes of the fine grid are 56ϫ 81ϫ 51 and 56ϫ 81ϫ 31. For the wall-bounded blocks, N i , N j , and N k refer to the tangential, axial, and radial directions, respectively. The first cell centers normal to the wall were placed at y + Ϸ 2 in both grids. Consequently, the coarse grid has larger grid stretching in the wall-normal direction, especially in the inlet pipe section and in the near-wall region just downstream of the sudden expansion. The fine grid has an axial resolution of ⌬z + Ϸ 50 and a tangential resolution of ⌬ + Ϸ 20. The axial and tangential resolutions of the coarse grid are z + Ϸ 60 and + Ϸ 25, respectively. The approximate values are estimated from a snapshot of the simulation. Both grids are considered fine enough for RANS simulations. The resolution of the fine grid is considered merely adequate for LES. All simulations were made using a second-order central differencing scheme for the momentum and pressure correction equations. The transport equations for k and were discretized using the van Leer ͓25͔ scheme. The second-order implicit Crank-Nicholson time integration scheme was used. For time-accurate numerical results, a CFL number of CFLϽ 1 is preferable. With this requirement, nondimensional time steps, ␦t*= ␦t ϫ U b / D, of 0.0027 and 0.0036 were sufficient for the fine and coarse grids, respectively, yielding a maximum CFL number of approximately 0.8. Thanks to the larger time step and the smaller grid size, a simulation on the coarse grid is more than twice as fast as a simulation on the fine grid for a specific simulated real-time interval. Time series of the wall pressure at several locations were sampled during the simulations. The 
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Transactions of the ASME solutions were considered as converged when the pressure levels were fluctuating around a steady mean value ͑i.e., when the flow was fully developed͒ and all normalized residuals were of the order of 10 −3 in each time step. The residuals of the momentum equation were normalized by the global convection and the residuals of the continuity equation were normalized by the mass flow rate. The filtered version of the k-model requires slightly more CPU time than the original formulation. Nevertheless, it is expected to be computationally cheaper than most other twoequation models because of the simplicity of the original formulation. The additional cost of computing the function g, Eq. ͑16͒, can be compared to that of, e.g., adding a damping function to the eddy viscosity. Furthermore, the convergence rate of the filtered model was much better than the convergence rate of the original model.
Boundary Conditions and Turbulence Model
Constants. Spline curves based on the measured data of Dellenback et al. ͓14͔ were used as the inlet boundary condition for the mean velocities. The experimental data taken along two counterdirected radial lines were averaged to obtain a fully symmetric inflow condition. A boundary layer based on the log-law was added between the ͑radially͒ outermost measuring point and the wall. Earlier numerical investigations by Schlüter et al. ͓21͔ showed that the resolved turbulence level of the inlet boundary conditions has a great effect on the mean velocity profiles for low swirl levels. However, the swirl level in the present study is high enough for a fast transition to turbulence. Hence, to add unsteadiness at the steady inlet boundary condition is superfluous. A constant inlet turbulent intensity of 10% was chosen, and the inlet boundary condition for was approximated by = ͱ k / ͑␤*R͒, where R is the radius of the inlet and a crude estimate of the turbulent length scale. The assumption of a turbulent intensity of 10% was based on the levels of axial and tangential Reynolds normal stresses, as measured by Dellenback et al. ͓14͔. The turbulent intensity of 10% was estimated from measurements by Dellenback et al. The simulations using the filtered k-model are not expected to be sensible to the values of turbulent quantities at the inlet boundary. If the imposed length scale is too large, the filter will activate and automatically decrease the production of turbulence via the eddy viscosity, according to Eq. ͑7͒. However, this matter has not yet been studied in detail. At the outlet, a homogeneous Neumann boundary condition was used for all variables. A no-slip condition was used for the velocity at the walls, where the turbulent kinetic energy also vanishes. The wall boundary condition for the specific dissipation was set at the first interior node as =6 / ͑␤*y 2 ͒, see Ref. ͓20͔. Two turbulence models have been considered, i.e., the kmodel by Wilcox ͓13͔ and the wall-adapting local eddy-viscosity ͑WALE͒ zero-equation subgrid model by Nicoud and Ducros ͓26͔. The filtering technique derived in Sec. 3.1 was applied only to the former model. A filter width of ␣ = 3 was chosen for the kmodel, and C w = 0.5 for the WALE model.
Results
The purposes of the novel filtering technique are to allow largescale unsteady structures in the resolved flow field and to give accurate time-averaged results on a typical RANS grid. In order to see what results can be obtained from a LES on the same grid, a simulation using the WALE subgrid turbulence model, derived by Nicoud and Ducros ͓26͔, was also made. The WALE model is known to perform very well in complex flows as long as all energy-containing turbulent structures are sufficiently resolved. As will be shown in Sec. 5.2, the grid resolution is, as expected, not fine enough to actually justify the use of the WALE subgrid model. Especially the wall-normal resolution must be higher.
The main features of the flow are visualized and discussed in Sec. 5.1. The time-averaged results of the computations are compared to experiments done by Dellenback et al. ͓14͔ in Sec. 5.2.
The filter function and the eddy viscosity are examined in Sec. 5.2.2, while the resolved and modeled turbulent kinetic energies are discussed in Sec. 5.2.3. The unsteadiness of the flow is analyzed in Sec. 5.3.
Visualization of Resolved Structures.
A snapshot of the flow is presented in Fig. 3 . The vortical structures are visualized by isosurfaces of the nondimensional second invariant of the velocity gradient tensor and pressure. The second invariant of the velocity gradient tensor is normalized by the factor ͑R / U b ͒ 2 and will in the following be referred to as II ‫ץ‬ j U i * . It can be physically interpreted as the source term for the pressure equation, see Ref.
͓27͔ for further details. A local maximum of II ‫ץ‬ j U i * is located inside each small volume that is bounded by an isosurface, and corresponds to local pressure minimum. The vortex that is defined at the inlet breaks down near the sudden expansion. A helicoidal vortex core is formed. The vortex core rotates around the geometrical axis of symmetry with a well defined frequency. Other counter-rotating vortex structures are formed in the near-wall recirculation zone just downstream of the expansion. These structures give rise to other frequencies. There is also a recirculation zone along the axis of symmetry, i.e., the flow on the inside of the helicoidal structure is reversed. A comparison of the results obtained from using different grid sizes and turbulence models is presented in Fig. 4 , where instantaneous isosurfaces of II ‫ץ‬ j U i * = 120 are shown in Fig. 4 . Large torusshaped vortices are formed near the sudden expansion. The main vortex core is very well defined near the axis of symmetry in the upstream part of the domain. The simulation using the filtered kmodel on the fine grid resolves a larger part of the small-scale turbulence, as compared with the result of using the same model on the coarse grid, as expected. The WALE model is less dissipative than the filtered k-model, resulting in an even higher density of small-scale turbulence.
Velocity Profiles and Time-Averaged Results.
The timeaveraged results are based on 1480 samples, which correspond to a nondimensional sampling time of t S * = 40, as there were ten time steps between each sample. This is approximately equivalent to 20 vortex core revolutions or four mean flow residence times. The axisymmetry of the computional domain also allows circumferential averaging, and thus the time-averaged profiles at four circumferential locations were averaged once again. This yields a virtual sampling time of t S * = 160. The evolutions of the axial and tangential velocity distributions and the swirl angle ͑arctan͑V / V z ͒͒ near the sudden expansion are shown in Fig. 5 . The experimental data shown are for each z / D the averages of measurements taken along two counterdirected radial lines.
The agreement between the results obtained from using the filtered k-model and the experimental data is excellent. The WALE model also performs quite well. The main differences in the prediction of the axial velocity profiles are found in the most unsteady region, where the vortex breaks down. The swirl velocity far downstream is overestimated by the simulation using the WALE model. On the other hand, the grid resolution may not be at a level that fully justifies the use of this model.
As the length scale of the local grid spacing appears explicitly in the filter function, Eq. ͑16͒, it is expected that the instantaneous solution is influenced by a grid refinement. However, the timeaveraged solutions should ideally not be sensitive to the grid refinement. Figure 5 suggests that the grid dependence seems not to be a major issue. The results obtained when the filtered k-model is used on the coarse grid actually agree better with experimental data than the results obtained from using the WALE model on the fine grid. No study of the performance of the WALE model on the coarse grid has been carried out, simply because it is not applicable. It should be borne in mind that the filtered k-simulations on the coarse grid for a specific real-time interval are completed in less than half of the time, as compared to the simulations on the fine grid. The simulations using the WALE model on the fine grid are approximately 30-50% faster than the filtered k-approach on the same grid, because fewer equations are being solved.
The original ͑nonfiltered͒ k-model fails to predict reasonable results. The simulation converges to a steady flow even if an unsteady velocity field obtained from using the filtered k-model is used as an initial ͑starting͒ condition. Nevertheless, the axial velocity profiles show good agreement with the other simulations near the wall, and the tangential velocity profiles near the suddden expansion, Fig. 5 ͑second row, to the left͒, show very good agreement at r / D Ͼ 0.5. The results deteriorate closer to the centerline. Figure 5 ͑second row, to the right͒ shows that the rate of decay of swirl is far too high.
It can be shown that the original k-model is insensitive to rotation, see, e.g., Ref. ͓20͔. Furthermore, the turbulence model tends to damp out unsteady fluctuations during the simulation. It is clear that the filtering procedure of the turbulent length and time scales removes these inherent shortcomings of the turbulence model, while retaining its good near-wall characteristics.
Reattachment Length.
The flow enters the wider pipe section as a swirling jet. The flow separates from the wall at the sudden expansion and a large region of entraining and recirculating flows is formed near the wall of the wider pipe section. The mean axial flow reattaches to the wall at some distance a few ͑inlet͒ diameters downstream of the sudden expansion. This distance is called the reattachment length.
Dellenback et al. ͓14͔ measured the reattachment length of the flow and obtained a value of z r / h = 2.5, where h is the step size, i.e., the difference between the outlet and inlet radii. The average reattachment length obtained from using the filtered k-model on the fine grid is z r / h = 2.5, in full agreement with the experimental result. A reattachment length of approximately x r / h = 3.3 was obtained when using the WALE model. The reattachment length obtained when using the filtered k-model on the coarse grid is almost 15% larger compared to the simulation on the fine grid, i.e., z r / h Ϸ 2.9. The longer reattachment length is directly connected to the slight overshoot of the axial velocity profile at z / D = 1 and r / D Ϸ 0.5. This can probably be explained in part by the larger grid stretching that was applied in the design of the coarse grid. Nevertheless, as can be seen in Fig. 5 , the velocity profiles agree quite well with the experimental data.
Eddy Viscosity and the Filter Function.
The timeaveraged square of the filter function, Eq. ͑16͒, and the filtered eddy viscosity is shown in Fig. 6 . The filter function is always inactive near the wall region and sometimes in the strong shear layer near the sudden expansion. In these regions, the modeled turbulent length scales are small enough to pass through the filter. The small turbulent length scales of the shear layer partly originate from the wall boundary layer of the upstream pipe section. The distribution of eddy viscosity is directly influenced by the shape of the filter function. Figure 6 ͑left͒ shows that the filter function behaves approximately the same on both grids. The rea- 
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Transactions of the ASME sons for this are that less turbulence is modeled on the fine grid and that the denominator of Eq. ͑16͒ has decreased in proportion to the nominator, i.e., the filter width. The eddy viscosity, shown in Fig. 6 ͑to the right͒, is very dependent on the grid resolution, however. This is actually the advantage of the present approach. When the grid is not fine enough to resolve the turbulent structures, their effect must instead be present through the modeled part of the turbulence. The maximum value of the nondimensional filtered eddy viscosity that is shown in Fig. 6 ͑to the right͒ is t * = t / = 75. It is found at z / D = 0.5 using the coarse grid. At that location, the fine grid gives a maximum value of t * = 59. Figure 7 shows the distributions of the modeled and the ͑time-averaged͒ resolved turbulent kinetic energy ͑TKE͒ for the two different grids at two different cross sections, obtained with the filtered k-model. The resolved TKE is computed as K = ͑͗ū i ū i ͘ − U i U i ͒ / 2, where ū i and U i are the resolved ͑instantaneous͒ and time-averaged velocity vectors, respectively, and ͗͑·͒͘ denotes time average. The weak grid dependence of the resolved TKE, K, suggests that it is dominated by large-scale fluctuations. The maximum of resolved turbulent kinetic energy in Fig. 7 ͑to the left͒, at r / D Ϸ 0.4, corresponds to the location of the rotating vortex core. Further downstream, at z / D = 2, the resolved turbulent kinetic energy is quite evenly distributed.
Turbulent Kinetic Energy.
The grid dependence of the ͑nonfiltered͒ modeled TKE, k, is explained by the fact that the filtered eddy viscosity is used in the production term, P k , in the transport equation for k, i.e., P k =2 t S ij ‫ץ‬ j ū i , where S ij is the strain rate tensor, see, e.g., Ref. ͓20͔. Consequently, the finer the grid, the less turbulence will be modeled.
The distribution of filtered modeled TKE, k, as defined in Eq. ͑15͒, is determined by length and time scales smaller or equal to what can be resolved. It is the only part of the modeled turbulent kinetic energy that is fed to the momentum equations, via the eddy viscosity. From Fig. 7 , it is clear that the filtered modeled TKE obtained on the fine grid is approximately one order of magnitude smaller than the resolved TKE, K. In Sec. 5.2.2, it was shown that the filter is inactive in the near-wall region, i.e., g 2 = 1 in Eq. ͑18͒.
Hence, the filtered modeled TKE, k, is identical to the nonfiltered modeled TKE, k, in the near-wall region. Note that a local maxi- mum of the filtered modeled TKE occurs at r / D Ϸ 0.5. The maximum coincides with the local maximum of the filter function in Fig. 6 ͑to the left͒. It is explained by the fact that nonresolved TKE of the inlet boundary layer is convected downstream into the larger pipe section. This flow-history effect could not have been predicted by anything but a transport model for turbulence. were averaged in order to get rid of the noise. Each segment from the simulation on the fine grid, in which a nondimensional time step of 0.0027 was used, corresponds to a nondimensional sampling time t* Ϸ 22. Figure 8 ͑to the right͒ shows that the resolution seems not to play a major role in determining the main frequency.
Frequency
The most distinct nondimensional frequency is at Strouhal number St= f ϫ U b / D = 0.6. This frequency corresponds to the rotational speed of the helicoidal vortex core. Figure 9 shows the spectral density of the wall pressure sampled at four different downstream locations. Near the expansion, the solution obtained using the filtered k-model shows exactly the same frequency as the solution obtained by using the WALE model. This is expected, as the vortex core is fully resolved in both simulations. The lower frequencies most likely correspond to the bursting of large turbulent structures in the recirculation zone near the wall, just after the expansion, as these structures are convected downstream. As the vortex core does not propagate further downstream than to where the flow reattaches, only the lower frequencies are present downstream z / D Ϸ 1.25. Because of the limited sampling time, the lowest frequencies are not well resolved. Hence, the model and grid dependency of the lowest frequencies cannot be analyzed. Figure 10 shows the normalized frequency spectra of resolved in this respect as well, the estimate of the reattachment length obtained from the simulation using the WALE model is not satisfactory. It was shown by Gyllenram and Nilsson ͓18͔ that the degree of unsteadiness in the resolved velocity field is inversely related to the size of the filter width, i.e., model coefficient ␣. However, too small a filter width may cause the results to deteriorate because there will be a spectral gap between the filtered scales and the scales that can potentially be resolved. Furthermore, it is preferable for the filter width to be large enough to enable the original asymptotic near-wall behavior of the turbulence model. The positive effects of introducing the filtering technique to the present test case most likely owe to a more accurate prediction of the largescale unsteadiness. As shown by Gyllenram et al. ͓22͔ , the turbulence is, at least in a time-averaged sense, extremely anisotropic in the shear layer near the sudden expansion. However, most of the anisotropy lies in the largest scales. If the large anisotropic scales are accurately resolved in space and time, a simple turbulence model is sufficient for estimating the influence of small-scale turbulence on the mean flow.
A study of the influence of the grid resolution was carried out. The local grid resolution is explicitely used in the formulation of the eddy viscosity when the filter is active. This will obviously introduce a grid dependence in the instantaneous flow field, and the time-averaged results are also expected to be affected. In spite of this, the grid dependence of the time-averaged results seems surprisingly weak and may just as well be a numerical issue. Neither were the main unsteady effects sensitive to the spatial resolution. 
