For n ∈ {2, 3} we prove minimax characterisations of eigenvalues in the gap of the n dimensional Dirac operator with an potential, which may have a Coulomb singularity with a coupling constant up to the critical value 1/(4 − n). This result implies a so-called Hardy-Dirac inequality, which can be used to define a distinguished self-adjoint extension of the Coulomb-Dirac operator defined on C ∞ 0 (R n \ {0}; C 2(n−1) ), as long as the coupling constant does not exceed 1/(4 − n). We also find an explicit description of an operator core of this operator.
Introduction
Throughout the text we assume that n ∈ {2, 3}. In relativistic quantum mechanics an electron is described in n dimensions by a 2(n− 1) component spinor. We say that a 2(n − 1) × 2(n − 1) hermitian matrix function V on R n is in P n if for some ν ∈ [0, 1/(4 − n)) the inequality 0 ≥ V ≥ −ν/| · | ⊗ I C 2(n−1) holds and that V belongs to P n if 0 ≥ V ≥ −1/ (4 − n)| · | ⊗ I C 2(n−1) holds. For V ∈ P n we denote by D n (V ) the unique self-adjoint extension of D n (V ) := −iσ · ∇ + σ 3 + V if n = 2 −iα · ∇ + β + V if n = 3 defined on C ∞ 0 (R n \ {0}; C 2(n−1) ),
with the property D D n (V ) ⊂ H 1/2 (R n ; C 2(n−1) ). The existence of this distinguished self-adjoint extension is proven in Section 3. There we apply some general results developed in [15] . In (1) are σ = (σ 1 , σ 2 ), α = (α 1 , α 2 , α 3 ) vectors; σ 1 , σ 2 , σ 3 the standard Pauli matrices; α i = 0 C 2 σ i σ i 0 C 2 for i ∈ {1, 2, 3}
and β = I C 2 0 C 2 0 C 2 −I C 2 . As in Proposition 1 in [4] one can prove that there is a gap in the essential spectrum of D n (V ). To be more precise In 1986 James D. Talman proposed in [17] a formal minimax characterisation of the lowest eigenvalue in the gap of the essential spectrum of the operator D 3 (V ). In this work we prove a minimax characterisation of eigenvalues in the gap of D 3 (V ) in the spirit of Talman and an analogous result for D 2 (V ). The exact result is:
Theorem 1 (Talman minimax principle). Let V ∈ P n . If the k th eigenvalue µ k of D n (V ) in (−1, 1), counted from below with multiplicity, exists, then it is given by
Here d n and v are the quadratic forms associated to the operators D n (0) and V .
About Theorem 1 we want to remark that for n = 3 there is an historical overview of results of the same type in [13] and that for n = 2 there is no comparable result known. Moreover, Theorem 1 improves in the three dimensional case Theorem 3 in [13] , which is the best known result for a Dirac operator with an electrostatic potential having strong Coulomb singularity. Furthermore, we give a different proof of the Esteban-Séré minimax principle (see Theorem 2 in [13] and [9] ) and prove an analogous result for two dimensional Dirac operators:
, counted from below with multiplicity, exists, then it is given by
Here P + n is the projector on the non-negative spectral subspace of D n (0) and P − n := I − P + n .
A direct application of Theorem 1 is:
Theorem 3 (Hardy-Dirac inequality). Let v be a scalar function on R n such that v ⊗ I C 2(n−1) ∈ P n . Moreover, we define the operator:
and denote by λ(v) the smallest eigenvalue of D n (v⊗I C 2(n−1) ) in the gap (−1, 1).
holds.
We follow the tradition of [5] and call these type of inequality Hardy-Dirac inequality. In [6] it is demonstrated, how one can prove Hardy-Dirac inequalities for n = 3 with the help of the Talman minimax principle. We know that the lowest eigenvalue of
2 for ν ∈ 0, 1/(4 − n) (see [7] and [19] ). Thus Theorem 3
) in the sense of [15] and [8] coincide, i.e.,
The proofs of the minimax characterisations rely on the angular momentum channel decomposition of the Coulomb-Dirac operator in the momentum space. This representation and the corresponding unitary transformations are introduced in the next section. In the remaining sections we prove in the order of enumeration: Theorems 1, 2, 3 and 5.
2 Angular momentum channel decomposition in the momentum space
The Fourier transform connects the quantum mechanical descriptions of a particle in the configuration and momentum space. We use the standard unitary
For the angular momentum channel decomposition in n dimensions we use an orthonormal basis in L 2 (S n−1 ; C n−1 ). For n = 2 this orthonormal basis is
. In three dimensions we use spherical spinors Ω l,m,s , which are defined in Relation (7) in [10] , with l ∈ N 0 , m ∈ {−l − 1/2, . . . , l + 1/2} and s ∈ {−1/2, 1/2}. The corresponding index sets are denoted by
and
Furthermore, we define subsets T ± n of T n :
Moreover, we introduce bijective maps
We can represent any ϕ ∈ L 2 (R 2 ; C) in polar coordinates and ζ ∈ L 2 (R 3 ; C 2 ) in spherical coordinates as
with
With the help of (14) and (15) we define the unitary operator
For the proof of the following lemma see Theorem 2.2. 
be a Legendre function of the second kind (see Section 15.3 in [21] ). Let the sesquilinear form q j be defined on
1/2 dp by
For the special case f = g we introduce
The operators −iσ·∇ and −iα·∇ are partially diagonalised in the momentum space by the unitary transforms
for (l, m, s) ∈ T 3 . To be more precise:
Lemma 8. For the self-adjoint operators −iσ · ∇ and −iα · ∇ the relations
hold.
Proof. By a straightforward calculation and Relation 2.1.28 in [1] the relations
). Thus it is enough to work with ψ ∈ C ∞ 0 (R 2 ; C 2 ) and ζ ∈ C ∞ 0 (R 3 ; C 4 ). Moreover, the Fourier transform diagonalises differential operators:
Here we denote by p the independent variable of multiplication in L 2 (R n ; dp). Now we prove (23) for n = 3. We obtain by the representation (13) of the upper and lower bispinor of F 3 ζ and the notation introduced in (22) that the right hand side of (27) is equal to
The expression in (28) is equal to
by the sequential application of (25), (21) and (6) . Thus the claim of Lemma 8 is a consequence of (27), (28) and (29).
For n = 2 we obtain (23) by an analogous procedure, i.e., we represent the upper and lower component of F 2 ψ by (12) in (26) and perform a calculation, which involves (24).
Proof of Theorem 1
Let V ∈ P n . We use the abstract minimax principle Theorem 1 of [13] to prove the Talman minimax principle. We apply the theorem with q := d n (quadratic form associated to D n (0)), B := D n (V ) and Λ ± as the projector T ± n on the upper and lower (n − 1) components of a 2(n − 1) spinor, i.e.,
That D n (V ) plays the role of B in [13] is a consequence of Theorem 2.1 in [15] and the following lemma.
Lemma 9. Let V ∈ P n . Then the quadratic form v associated to the operator V is a form perturbation of D n (0) in the sense of Definition 2.1 in [15] .
Proof. V is D n (0) form bounded by the Herbst inequality (see Theorem 2.5 in [11] ). Moreover, the inequality
holds. This is proven in Section 2 in [12] for n = 3. The same arguments also apply for n = 2 (see Step 1 in the proof of Theorem 1 in [4] ). Thus
has a bounded inverse by the Neumann series. Now the claim follows from Theorem 2.2 in [15] with A := D n (0) and t := 0.
Since the assumptions (i) and (ii) of Theorem 1 in [13] are obviously fulfilled, it remains to check assumption (iii). Thus it is enough to find an operator
Now we give in three steps an explicit construction of L n and show that L n satisfies the requirements. For k ∈ T 2 and (l, m, s) ∈ T 3 we define in the first step various constants: 
In the second step we define the operator R n R n :
Finally we define
The desired properties of L n are proven in the following lemma:
) and the following inequality
Proof. We recall that
Thus the unitarity of U n implies
Moreover we observe that the operator R n is bounded, which together with (36) and (34) implies that L n ϕ ∈ H 1/2 (R n ). Now we define the quadratic form p on L 2 (R + , (1 + p 2 ) 1/2 dp) by
For the proof of (35) we recall that the quadratic form (18) satisfy the inequalities
1/2 dp) (see [2] and [10] ). By Lemma 7 we obtain
and by (31) -(34)
Note that (l, m, s) ∈ T − 3 implies l ∈ N. Hence (37) implies that the right hand sides of (38) can be estimated by
and the right hand side of (39) by
conclude that (41) is equal to (40). This together with the relation
C 2 dp.
(42) A straightforward calculation using (31) -(34) gives ϕ L n ϕ ,
By Lemma 8 we know that the right hand side of Relation (42) plus the minus case of the left hand side of (43) 
Proof of Theorem 2
We proceed analogously to the proof of Theorem 1. Thus it is enough to find an operator G n :
holds. In the following lemma we prove that a possible choice of G n is
) and the relation
Remark 12. By Lemma 10 and Relation (48) we conclude (44).
Proof of Lemma 11. By Lemma 8 we deduce that ψ ∈ P
1/2 dp) such that
holds for every j ∈ T n and p ∈ R + . Hence we get G n ϕ ∈ P − n H 1/2 (R n ; C 2(n−1) ). By (49),(46) we obtain that there exists
hold for every j ∈ T n . Hence we get by (45),(33) and (34) the relation
Thus we have proven Relation (48).
Since the right hand side of (2) is continuous in the H 1 (R n ; C n−1 ) norm (see Theorem 2.5 in [11] ), we can assume that ϕ ∈ C ∞ 0 (R n \ {0}; C n−1 ) \ {0} by the density of C ∞ 0 (R n \ {0}; C n−1 ) in H 1 (R n ; C n−1 ). By the application of Theorem 1 we obtain
I n,v,ϕ (ψ) with (51)
Note that we calculate the suprema in (51) over
. This is justified by a density argument, which makes use of the form boundedness of v ⊗ I C 2(n−1) with respect to D n (0) (see Lemma 9) and the density of
. Thus the proof of Theorem 3 basically follows from the following lemma.
Lemma 13. We define
Proof. We introduce
For every ζ ∈ H 1 (R n \ {0}; C n−1 ) the inequality
The proof is based on:
n is essentially self-adjoint. Proof. For m ∈ T 2 and (l, m, s) ∈ T 3 we define
Furthermore we introduce for every j ∈ T n the operator
2 ). Now we observe that any solution of the equation d j,ν ϕ = 0 in R + is a linear combination of the two functions
Through the application of the results of [20] as in Section 2 in [14] we obtain that the closure D j,ν ex of the restriction of (D j,ν ) * to C j,ν is self-adjoint with
Here ξ is a smooth cut-off function with ξ ∈ C ∞ (R + ; R + ), ξ(t) = 1 for t ∈ (0, 1) and ξ(t) = 0 for t > 2. Thus we conclude the claim by
(see Section 7.3.3 in [19] for n = 2 and Section 2.1 in [1] for n = 3) and the fact that σ 3 is a bounded operator in L 2 (R + ; C 2 ).
Remark 15. Let ν ∈ 0, 1/(4 − n) and j ∈ T n . By the embedding
and (56) we obtain that the domain of Note that q ν n is closable by Theorem X.23 in [16] . We denote the domain of the closure of q 
