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1. Introduction
We consider the conservation law
ut +
(
f (u)
)
x + u =
∫
I
K (x, y)g
(
y,u(t, y)
)
dy, t > 0, 0 < x < 1, (1.1)
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0  y  1, s > 0, is assumed to be nonnegative and bounded with respect to s in a neighborhood
of +∞, and possibly nonregular when s → 0+. In particular we do not exclude that
lim
s→0+
g(y, s) = 0; lim
s→0+ g(y, s) = +∞.
Several models for road traﬃc (see [1]) and gasdynamics (see [23]) are formulated via hyperbolic
conservation laws (see [3,17,21]), u(t, x) often represents a density, so when vacuum is experienced
one has u(t, x) = 0. In (1.1) the nonlocal term ∫I K (x, y)g(y,u(t, y))dy regularizes the singularity
of g(·,u) in presence of vacuum. Formally, as K tends to δ{x−y} or to δ′{x−y} , we get the singular
conservation laws
ut +
(
f (u)
)
x + u = g(x,u), ut +
(
f (u) − g(x,u))x + u = 0.
In this paper we prove the existence of stationary solutions for (1.1). More precisely we prove the
existence of a.e. positive solutions for the unidimensional integro-differential equation with nonlocal
source and conservative term:
(
f
(
u(x)
))′ + u(x) =
1∫
0
K (x, y)g
(
y,u(y)
)
dy, 0 < x < 1. (1.2)
In the case f = 0, (1.2) becomes a singular Hammerstein equations, and we have several exis-
tence results (see [6–8,12–14,25]) and applications: semilinear elliptic equations with nonlinearity
depending on the reciprocal of the solution (see [9–11,16,20]), mathematical models in signal theory
(see [25,29]), ecology models (see [30, pp. 103 and 104]), Bussinesque equation in ﬁltration theory
(see [24]).
In the literature are present several papers that involve general nonlocal conservation laws. Chen
and Christoforou [4] and Dafermos [18,19] consider scalar conservation laws with memory, i.e. scalar
integro-differential equations with smooth integral kernel K and nonsingular nonlinearity g depend-
ing only on ux . In [5], Christoforou studies the system case under special assumptions on f and g .
Colombo and Guerra [15] prove global-in-time well-posedness and stability estimates for a ﬁrst-
order hyperbolic system of balance laws with a dissipative nonlocal source. In [26] MacCamy studies
an integro-differential model for nonlinear viscoelasticity. Nohel, Rogers, and Tzavaras [28] consider
a Volterra equation motivated by a model for nonlinear heat ﬂow in materials with memory.
We use a perturbative approach: we approximate (1.2) with the following second order problems
depending on a positive parameter ε and study the behavior of solutions as ε → 0
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−εu′′(x) + f (u(x))
′
1+ ε| f ′(u(x))| + u(x) =
1∫
0
K (x, y)g
(
y, ε
1
2p + u(y))dy, in ]0,1[,
u  0, in ]0,1[,
u(0) = u(1) = 0,
(1.3)ε
where p  0 and will be speciﬁed later and depends on the behavior of g(y, s) as s → 0 (see the
assumption (G1)).
It is important to notice that we do not assume anything regarding the existence of super-
subsolution for (1.2) or (1.3)ε .
The paper is organized as follows. In Section 2 we introduce the notations, the assumptions, and
the results of the paper. In Section 3 we prove the existence of solutions of the approximated prob-
lem (1.3)ε . Finally, in Section 4 we prove our main existence result for (1.2).
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Let us list the notations used in this paper.
R+ := [0,+∞[; R∗+ := ]0,+∞[; N∗ := N \ {0}; I = [0,1].
Let E ⊂ R be a measurable set (we will consider only measurable sets). |E| is the measure of E
and | · |r,E , 1 r ∞, the Lr(E) norm. Lr+(E) is the cone of the a.e. nonnegative maps in Lr(E). Ck0(I),
0 k∞, is the space of the Ck(I) maps that vanish in 0 and in 1. BV(I) is the space of the functions
with bounded variation in I .
We continue with the assumptions.
Let g : I ×R∗+ → R be a positive Carathèodory function (namely g(·, s) is measurable in I for each
s > 0; g(y, ·) is continuous in R∗+ for almost every y ∈ I).
(G1) There exist ϕ0 ∈ C2(I), ϕ1 ∈ L1(I) and p  0 such that
ϕ0(0) = ϕ0(1) = 0; g∗(y, s) ϕ1(y) + ϕ0(y)
sp
, y ∈ I, 0 < s 1,
where g∗(y, s) := supst g(y, t) ∈ R, (y, s) ∈ I ×R∗+ .
(G2) There exist μ0 > 0 and I0 ⊂ I , |I0| > 0, such that
lim
s→0+
g(y, s)
s
μ0, uniformly with respect to y ∈ I0.
Let K (x, y), (x, y) ∈ I × I , be a kernel such that:
(K) There exist a ∈ W 1,1(I)(⊂ C(I)) positive in I and γ > 0 such that
a(x)a(y) K (x, y);
∫
I
(
K (x, y) + ∣∣Kx(x, y)∣∣)dx γ a(y);
1
ap∗−1
∈ L1(I), p∗ = max{p,1}.
Finally, let f (s), s ∈R, be such that:
(F) f ∈ C2(R); f (0) < f (s), s > 0; (s → f ′(s)sp ) ∈ L1(I).1
The assumptions on the kernel are, for example, satisﬁed by Green’s function
H(x, y) =
{
1− e−y, 0 y  x,
e−y(ex − 1), x y  1,
of the boundary value problem
−ω′′ + ω′ = ϕ(x) in I; ω(0) = ω′(1) = 0.
Indeed we have
1 It is not needed if p < 1.
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2
1− e−y√
2
 H(x, y);
∫
I
H(x, y)dx = 2(1− e−y)− y;
∫
I
∣∣Hx(x, y)∣∣dx = 1− e−y,
so
∫
I
(
H(x, y) + ∣∣Hx(x, y)∣∣)dx 3(1− e−y)= 3√21− e−y√
2
.
By ﬁxed a(x) = 1−e−x√
2
and γ = 3√2, H(x, y) satisﬁes (K).
In addition Green’s function
G(x, y) =
{
(1− x)y, 0 y  x,
x(1− y), x y  1,
of the boundary value problem
−ω′′ = ϕ(x) in I; ω(0) = ω(1) = 0, (2.1)
satisﬁes (K), with a(x) = x(1− x) and γ = 52 .
Let us give the deﬁnition of entropy solution for (1.2).
Deﬁnition 2.1. A function u : [0,1] → R is an entropy solution of (1.2) if
(i) u ∈ BV(0,1);
(ii) for every c ∈R and every nonnegative test function ϕ ∈ C∞([0,1])
∫
I
sgn(u − c)( f (u) − f (c))ϕ′ dx− ∫
I
sgn(u − c)uϕ dx
+
∫
I
∫
I
K (x, y)g
(
y,u(y)
)
sgn
(
u(x) − c)ϕ(x)dxdy
+ sgn(c)( f (u(1−))− f (c))ϕ(1) − sgn(c)( f (u(0+))− f (c))ϕ(0) 0.
This deﬁnition is inspired by the one introduced in [2], that give the well-posedness of the initial
boundary value problems for nonlinear ﬁrst-order hyperbolic equations. In particular, if the entropy
condition (ii) holds, the function u is a distributional solution of (1.2) in I , namely for every ϕ ∈ C∞0 (I)
∫
I
f (u)ϕ′ dx−
∫
I
uϕ dx+
∫
I
∫
I
K (x, y)g
(
y,u(y)
)
ϕ(x)dxdy = 0.
The boundary conditions are possibly not satisﬁed in the sense of traces. Due to (i), in each x ∈ (0,1)
there exist u(x−), u(x+) and in 0 and 1 only u(0+), u(1−). The entropy condition (ii) implies [2,3,
14,21]
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min
c∈[min{0,u(1−)},max{0,u(1−)}]
(
sgn
(
u(1−))( f (u(1−))− f (c)))= 0,
min
c∈[min{0,u(0+)},max{0,u(0+)}]
(
sgn
(
u(0+))( f (c) − f (u(0+))))= 0.
A complete discussion on boundary value problems for hyperbolic equations can be found in [27].
In the next sections we will frequently use the functions
Fε(u) :=
u∫
0
f ′(s)
1+ ε| f ′(s)| ds, α∗(x) :=
⎧⎪⎪⎨
⎪⎪⎩
1
f ′(0)
∫ x
0 a(y)e
− x−y
f ′(0) dy, if f ′(0) > 0,
a(x), if f ′(0) = 0,
− 1f ′(0)
∫ 1
x a(y)e
− x−y
f ′(0) dy, if f ′(0) < 0.
Finally, we state our main result.
Theorem 2.1 (Approximation and existence). If
1 < μ0
∫
I0
a(x)α∗(x)dx,
there exist u0 ∈ BV(I), u0 > 0 a.e., and (uεk )k∈N , εk → 0, uεk ∈ C2(I) solution of (1.3)εk , such that uεk → u0
in every Lr(I), 1 r < ∞, f (u0) is a.e. differentiable, u0 is an a.e. and entropy solution of (1.2) and
|uε|1,I 
∣∣ag(·, ε 12p + uε)∣∣1,I ; |u0|1,I  ∣∣ag(·,u0)∣∣1,I .
Moreover, let αε ∈ C2(I) solve the boundary value problem
−εα′′ + F ′ε(uε)α′ + α = a(x), α > 0 in ]0,1[, α(0) = α(1) = 0, (2.2)
we have that
uε(x) αε(x)
∣∣ag(·, ε 12p + uε)∣∣1,I ; u0(x) α0(x)∣∣ag(·,u0)∣∣1,I ,
where α0 ∈ BV(I), α0 = limk αεk , in every Lr(I), 1 r < ∞, and if k is large enough:
∣∣ag(·, εk 12p + uεk)∣∣1,I > 0, ∣∣ag(·,u0)∣∣1,I > 0. (2.3)
3. Approximated solutions and a priori estimates
In the following statements and proofs we write “c” for positive constants independent on ε.
We begin by proving the existence of solutions for (1.3)ε . Some preliminary comments on the
boundary value problem
−εu′′ + Fε(u)′ + u = h(x), in I; (3.1)
u(0) = u(1) = 0, (3.2)
are needed.
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(3.2) in C2(I).
Proof. We prove the claim by using the Lasota–Opial Theorem on the existence and uniqueness of
boundary value problems for ordinary differential equation (see [22, Theorem 1]). Since we cannot
apply directly that result to (3.1), (3.2), we introduce a bounded extension h˜ ∈ C(R) of h and instead
of (3.1) we consider the equation
−εu′′ + Fε(u)′ + u = h˜(x), in R. (3.1˜)
Clearly the restrictions to I of the solutions of (3.1˜) solve (3.1). We need to prove that
(i) every initial value problem for (3.1˜) admits a unique solution deﬁned in R;
(ii) for every b > 0 and r ∈ R, the boundary value problem for (3.1˜) and
u(0) = 0; u(b) = r, (3.3)
has at most one solution.
By observing that
∀(x,u,u′) ∈R3:
∣∣∣∣h˜(x) − u − f ′(u)u′1+ ε| f ′(u)|
∣∣∣∣ |h˜|∞ + |u| + 1ε |u′|,
we have (i).
We continue by proving (ii). Let u, v ∈ C2(R) be two solutions of (3.1˜), (3.3) and let Z be the set
of the zeros of u − v belonging to [0,b]. Due to our assumptions 0,b ∈ Z . If Z is inﬁnite, there exists
a converging subsequence (xn)n∈N , xn ∈ Z . Let x¯ = limn xn , we have
u(x¯) = v(x¯); u′(x¯) = lim
n
u(xn) − u(x¯)
xn − x¯ = limn
v(xn) − v(x¯)
xn − x¯ = v
′(x¯).
Thanks to the uniqueness of the solutions of the Cauchy problems we have u = v . If Z is ﬁnite, since
it has at least two elements, say x1 < x2, we assume by contradiction that
u(x) > v(x), x1 < x < x2.
Introducing the notation ω = u − v , by (3.1˜), we have
−εω′′ + (Fε(u) − Fε(v))′ + ω = 0. (3.4)
Since
x2∫
x1
Fε(u)
′ dx = Fε
(
u(x2)
)− Fε(u(x1))= Fε(v(x2))− Fε(v(x1))=
x2∫
x1
Fε(v)
′ dx,
by integrating between x1 and x2, from (3.4) we get
−εω′(x2) + εω′(x1) +
x2∫
x
ω(x)dx = 0, (3.5)
1
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then (3.5) holds only if ω(x) = 0, x1  x x2. Arguing in the same way we can prove that u(x) < v(x),
x1 < x < x2, is not possible.
Iterating this argument we get the conclusion: u = v in [0,b]. Since u(b) = v(b); u′(b) = v ′(b), we
have u = v in R. Therefore (ii) is proved. In light of the aforementioned Lasota–Opial Theorem, (3.1˜),
(3.3) admits a unique solution, so the same holds for (3.1), (3.2). 
Theorem 3.2 (Positivity of the solutions). Let 0 < h ∈ C(I) and ε > 0. The solution of (3.1), (3.2) is positive.
Proof. Let u be the solution to (3.1), (3.2). If by contradiction it is nonpositive in a point of I , its
minimum value (in I) is nonpositive. Let x¯ ∈ I be one of the minimum points, we have
u(x¯) 0; u′(x¯) = 0; u′′(x¯) 0. (3.6)
Since
Fε
(
u(x¯)
)′ = 0,
from (3.1)
−εu′′(x¯) + u(x¯) = h(x¯).
This is not possible, because from (3.6) we have −εu′′(x¯) + u(x¯) 0 < h(x¯). 
We continue by proving some useful a priori estimates. For short we introduce the notation
Lε(u) := −εu′′ + f (u(x))
′
1+ ε| f ′(u(x))| + u = −εu
′′ + Fε(u)′ + u.
Lemma 3.3. Let u, v ∈ W 2,1(I) ∩ C0(I), the following inequalities hold
(a) |u|r,I  |Lε(u)|r,I , 1 r < ∞.
(b) |u|1,I + |u′|1,I  3(|Lε(u)|1,I + |Lε(u)′|1,I ), Lε(u) ∈ W 1,1(I).
(c) |u − v|1,I  |Lε(u) − Lε(v)|1,I .
Proof. (a) Let u ∈ C∞0 (I), for short we write
Lε(u) = h.
Multiplying by u(u2 + η) r2−1, η > 0, and integrating over I
−ε
∫
I
u′′u
(
u2 + η) r2−1 dx+ ∫
I
(
Fε(u)
)′
u
(
u2 + η) r2−1 dx+ ∫
I
u2
(
u2 + η) r2−1 dx
=
∫
I
hu
(
u2 + η) r2−1 dx. (3.7)
Since
−ε
∫
u′′u
(
u2 + η) r2−1 dx = ε ∫ (u′)2(u2 + η) r2−2((r − 1)u2 + η)dx 0,I I
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I
(
Fε(u)
)′
u
(
u2 + η) r2−1 dx = ∫
I
(
d
dx
u(x)∫
0
f ′(s)s
1+ ε| f ′(s)|
(
s2 + η) r2−1 ds
)
dx = 0,
∫
I
hu
(
u2 + η) r2−1 dx { |h|r,I · |√u2 + η|r−1r,I , if r > 1,|h|1,I , if r = 1,
from (3.7) ∫
I
u2
(
u2 + η) r2−1 dx |h|r,I · ∣∣√u2 + η∣∣r−1r,I , r  1.
Sending η → 0+
|u|r,I  |h|r,I , r  1.
By density this estimate holds for all the functions in W 2,r(I) ∩ C0(I). (a) is done.
(b) As in the previous proof we ﬁx u ∈ C∞0 (I) and write Lε(u) = h. Let ψ ∈ C2(R) be convex. We
have
ψ(h′) − ψ(u′)ψ ′(u′)(h′ − u′).
Integrating on I
∫
I
ψ(u′)dx
∫
I
ψ(h′)dx+
∫
I
ψ ′(u′)(u′ − h′)dx
=
∫
I
ψ(h′)dx+ [ψ ′(u′)(u − h)]10 −
∫
I
ψ ′′(u′)u′′
(
εu′′ − (Fε(u))′)dx.
Since ψ is convex and u vanishes in 0 and 1
∫
I
ψ(u′)dx
∫
I
ψ(h′)dx+ ψ ′(u′(0))h(0) − ψ ′(u′(1))h(1) + ∫
I
ψ ′′(u′)u′′
(
Fε(u)
)′
dx.
Let us choose ψ(s) = (η + s2) μ+12 , η > 0, μ > 0. Since
ψ ′(s) = (μ + 1)(η + s2)μ−12 s; ψ ′′(s) = (μ + 1)(η + s2)μ−32 (η + μs2),
the previous estimate reads
∫
I
(
η + (u′)2)μ+12 dx ∫
I
(
η + (h′)2)μ+12 dx
+ (μ + 1)((η + u′(0)2)μ−12 u′(0)h(0) − (η + u′(1)2)μ−12 u′(1)h(1))
+ (μ + 1)
∫ (
η + (u′)2)μ−32 (η + μ(u′)2)u′′u′F ′ε(u)dx.I
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∫
I
|u′|μ+1 dx
∫
I
|h′|μ+1 dx+ (μ + 1)(∣∣u′(0)∣∣μ−1u′(0)h(0) − ∣∣u′(1)∣∣μ−1u′(1)h(1))
+ (μ + 1)μ
∫
I
∣∣u′(x)∣∣μ−3(u′(x))3u′′(x)F ′ε(u(x))dx,
and as μ → 0:
|u′|1,I  |h′|1,I +
∣∣h(0)∣∣+ ∣∣h(1)∣∣. (3.8)
Due to the fact that for every x0 ∈ I
∣∣h(x0)∣∣=
∣∣∣∣∣h(x) +
x0∫
x
h′(s)ds
∣∣∣∣∣ ∣∣h(x)∣∣+
∫
I
|h′|ds
and integrating on I
∣∣h(x0)∣∣ |h|1,I + |h′|1,I .
From (3.8) and (a)
|u|1,I + |u′|1,I  3
(|h|1,I + |h′|1,I).
The usual density arguments give the claim.
(c) Let u, v ∈ C∞0 (I), for short we write
u − v = δ; Lε(u) − Lε(v) = 
.
Observe that
−εδ′′ + (Fε(u) − Fε(v))′ + δ = 
, in I; δ(0) = δ(1) = 0.
Let ψ ∈ C2(R) be convex
ψ(
) − ψ(δ)ψ ′(δ)(
 − δ) = ψ ′(δ)(Fε(u) − Fε(v) − εδ′)′.
Integrating on I
∫
I
ψ(
)dx
∫
I
ψ(δ)dx+
∫
I
ψ ′(δ)
(
Fε(u) − Fε(v) − εδ′
)′
dx
=
∫
I
ψ(δ)dx+ [ψ ′(δ)(Fε(u) − Fε(v) − εδ′)]10 −
∫
I
ψ ′′(δ)δ′
(
Fε(u) − Fε(v) − εδ′
)
dx

∫
ψ(δ)dx+ ψ ′(0)(−εδ′(1) + εδ′(0))− ∫ ψ ′′(δ)δ′(Fε(u) − Fε(v))dx.
I I
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previous inequality reads
∫
I
(
η + 
2)μ+12 dx ∫
I
(
η + δ2)μ+12 dx− (μ + 1)∫
I
(
η + δ2)μ−32 (η + μδ2)δ′(Fε(u) − Fε(v))dx
=
∫
I
(
η + δ2)μ+12 dx− (μ + 1)∫
I
(
η + δ2)μ−32 (η + μδ2)δ′δF ′ε(ω)dx,
where ω is a suitable convex combination of u and v . As η → 0
∫
I
|
|μ+1 dx
∫
I
|δ|μ+1 dx− (μ + 1)μ
∫
I
|δ|μ−3δ3δ′F ′ε(ω)dx,
and then as μ → 0, using the usual density arguments, we get the claim. 
Corollary 3.4 (Nonnegativity of the solutions). If in Theorem 3.2 we assume that h  0, the solution of (3.1),
(3.2) is nonnegative for every ε > 0.
Proof. Let η > 0, since h(·)+η > 0, due to Theorems 3.1, 3.2, there exists a unique positive uη ∈ C2(I)
such that
Lε(uη) = h(·) + η, uη(0) = uη(1) = 0.
Lemma 3.3(c) says that uη → u in L1(I). Therefore the claim is proved. 
Let us introduce the following notations
K (ψ)(x) :=
∫
I
K (x, y)ψ(y)dy; Kx(ψ)(x) :=
∫
I
Kx(x, y)ψ(y)dy;
(K) gives directly
Lemma 3.5. For every ε > 0 and u ∈ L1+(I), K (g(·, ε
1
2p + u)) ∈ W 1,1(I) and its distributional derivative is
Kx(g(·, ε
1
2p + u)).
Since W 1,1(I) ⊂ C(I) and K (g(·, ε 12p + u)) 0, from Theorem 3.1 and Corollary 3.4, we have
Lemma 3.6. For every ε > 0 and u ∈ L1+(I), there exists a unique Φε(u) ∈ C2(I) such that
⎧⎪⎪⎨
⎪⎪⎩
−εΦ ′′ε (u) +
( f (Φε(u)))′
1+ ε| f ′(Φε(u))| + Φε(u) = K
(
g
(·, ε 12p + u)) in I,
Φε(u) 0, in I,
Φε(u)(0) = Φε(u)(1) = 0.
Moreover:
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un → u¯ in L1(I) ⇒ Φε(un) → Φε(u¯) in L1(I).
(b) Φε(L1+(I)) is compact in L1(I).
Proof. We prove (a). From Lemma 3.3(c) and (K)
∣∣Φε(un) − Φε(u¯)∣∣1,I  ∣∣K (g(·, ε 12p + un))− K (g(·, ε 12p + u¯))∣∣1,I
 γ
∣∣a(g(·, ε 12p + un)− g(·, ε 12p + u¯))∣∣1,I .
Since (G1) says g(y, ε
1
2p + s) g∗(y, ε 12p ) and ag∗(·, ε 12p ) ∈ L1(I),
lim
n
∣∣a(g(·, ε 12p + un)− g(·, ε 12p + u¯))∣∣1,I = 0,
and then (a).
Regarding (b) we observe that, thanks to Lemma 3.3(b) and (K), for every u ∈ L1+(I),
∣∣Φε(u)∣∣W 1,1(I)  3∣∣K (g(·, ε 12p + u))∣∣W 1,1(I)  3γ ∣∣ag(·, ε 12p + u)∣∣1,I  3γ ∣∣ag∗(·, ε 12p )∣∣1,I .
Therefore (b) follows from the compact embedding of W 1,1(I) in L1(I). 
Theorem 3.7. For all ε > 0,
(a) there exists uε ∈ C2(I), such that uε = Φε(uε), namely uε is a solution of (1.3)ε ,
(b) (2.2) has a unique solution αε ∈ C2(I) and
uε(x) αε(x)
∣∣ag(·, ε 12p + uε)∣∣1,I , x ∈ I.
Proof. (a) follows from previous lemmas and the Schauder Theorem.
The arguments for the existence, uniqueness, and positivity of αε are the same of Theorems 3.1
and 3.2. Arguing as in Theorem 3.2 we can prove the bound from below of uε . Indeed it is the solution
of (2.2) with K (g(·, ε 12p + uε))(x) instead of a(x) and
K
(
g
(·, ε 12p + uε))(x) a(x)∣∣ag(·, ε 12p + uε)∣∣1,I . 
4. Proof of Theorem 2.1
We begin by reminding that, for all ϕ ∈ C(I), the solution of the boundary value problem (2.1) is
ω(x) = G(ϕ)(x) := (1− x)
x∫
0
yϕ(y)dy + x
1∫
x
(1− y)ϕ(y)dy.
Introducing the notation
gε(x) := g
(
x, ε
1
2p + uε(x)
)
,
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εuε(x) +(1− x)
x∫
0
yFε(uε)
′(y)dy + x
1∫
x
(1− y)Fε(uε)′(y)dy + G(uε)(x) = G
(
K (gε)
)
(x).
Integrating by parts
εuε(x) =
x∫
0
Fε(uε)(y)dy − x
∫
I
Fε(uε)(y)dy + G
(
K (gε) − uε
)
(x), (4.1)
so
εu′ε(x) = Fε(uε)(x) −
∫
I
Fε(uε)(y)dy −
∫
I
y
(
K (gε) − uε
)
(y)dy +
1∫
x
(
K (gε) − uε
)
(y)dy.
The proof of Theorem 2.1 is divided in several steps.
Lemma 4.1. Let ψ ∈ C∞(R+) be decreasing and such that
ψ(s) =
{
1, 0 s 12 ,
0, 1 s.
Let 0< ε < 1, 0 < σ  1. The following estimates hold
∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
1,I
 T (ε,σ ); |agε|1,I  T ∗.
T (ε,σ ) is a (ﬁnite) linear combination of positive powers of
σ
∣∣ϕ′′0 ∣∣1,I ;
( σ∫
0
| f ′(s)|
sp
ds
)
· ∣∣ϕ′0∣∣1,I ;
∣∣∣∣ψ
(
uε
σ
)
ϕ0
ap∗−1
∣∣∣∣
1,I
;
∣∣∣∣ψ
(
uε
σ
)
aϕ1
∣∣∣∣
1,I
.
T ∗ is a (ﬁnite) linear combination of positive powers of
∣∣ϕ′′0 ∣∣1,I ;
(∫
I
| f ′(s)|
sp
ds
)
· ∣∣ϕ′0∣∣1,I ;
∣∣∣∣ ϕ0ap∗−1
∣∣∣∣
1,I
; |aϕ1|1,I ;
∣∣∣∣ag∗
(
·, 1
2
)∣∣∣∣
1,I
.
Proof. We multiply (1.3)ε by ψ(
uε
σ )
ϕ0
(ε
1
2p +uε)p
and integrate on I , then we estimate term by term.
Since ϕ0(0) = ϕ0(1) = 0 (see (G1)) and ψ is decreasing
A1 = −ε
∫
u′′εψ
(
uε
σ
)
ϕ0
(ε
1
2p + uε)p
dx ε
∫
u′εψ
(
uε
σ
)
ϕ′0
(ε
1
2p + uε)p
dxI I
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∫
I
ϕ′0(x)
(
d
dx
uε(x)∫
0
ψ( sσ )
(ε
1
2p + s)p
ds
)
dx = −ε
∫
I
ϕ′′0 (x)dx
uε(x)∫
0
ψ( sσ )
(ε
1
2p + s)p
ds

√
ε
∫
I
∣∣ϕ′′0 (x)∣∣min{uε(x),σ}dx σ ∣∣ϕ′′0 ∣∣1,I ;
A2 =
∫
I
Fε(uε)
′ψ
(
uε
σ
)
ϕ0
(ε
1
2p + uε)p
dx =
∫
I
ϕ0(x)
(
d
dx
uε(x)∫
0
F ′ε(s)ψ( sσ )
(ε
1
2p + s)p
ds
)
dx
= −
∫
I
ϕ′0(x)dx
uε(x)∫
0
F ′ε(s)ψ( sσ )
(ε
1
2p + s)p
ds
( σ∫
0
| f ′(s)|
sp
ds
)
· ∣∣ϕ′0∣∣1,I .
Writing
A3 =
∫
I
uεψ
(
uε
σ
)
ϕ0
(ε
1
2p + uε)p
dx,
if p  1, since σ  1 and p∗ = 1,
A3 
∫
I
u1−pε ψ
(
uε
σ
)
ϕ0 dx
∣∣∣∣ψ
(
uε
σ
)
ϕ0
ap∗−1
∣∣∣∣
1
p∗
1,I
.
If p > 1, since p∗ = p,
A3 
∫
I
(ψ( uεσ )ϕ0)
1
p
a
1
p′
(ψ( uεσ )aϕ0)
1
p′
(ε
1
2p + uε)p−1
dx
∣∣∣∣ψ
(
uε
σ
)
ϕ0
ap∗−1
∣∣∣∣
1
p∗
1,I
(∫
I
ψ( uεσ )aϕ0
(ε
1
2p + uε)p
dx
) 1
p′
.
Finally, by observing that
A4 =
∫
I
K (gε)
ψ( uεσ )ϕ0
(ε
1
2p + uε)p
dx |agε|1,I
∫
I
ψ( uεσ )aϕ0
(ε
1
2p + uε)p
dx,
since A4 = A1 + A2 + A3, using the notations
θ =
∫
I
ψ( uεσ )aϕ0
(ε
1
2p + uε)p
dx,
T0 = T0(ε,σ ) = σ
∣∣ϕ′′0 ∣∣1,I +
( σ∫
0
| f ′(s)|
sp
ds
)
· ∣∣ϕ′0∣∣1,I +
∣∣∣∣ψ
(
uε
σ
)
ϕ0
ap∗−1
∣∣∣∣
1
p∗
1,I
,
from the previous estimates, if p  1,
|agε|1,Iθ  T0(ε,σ ).
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|agε|1,Iθ  σ
∣∣ϕ′′0 ∣∣1,I +
( σ∫
0
| f ′(s)|
sp
ds
)
· ∣∣ϕ′0∣∣1,I +
∣∣∣∣ψ
(
uε
σ
)
ϕ0
ap∗−1
∣∣∣∣
1
p∗
1,I
θ
1
p′ ,
so
|agε|1,Iθ  T0(ε,σ ), if θ  1 or p  1, (4.2)
|agε|1,Iθ
1
p  T0(ε,σ ), if θ  1 and p  1. (4.3)
Writing
T1 = T1(ε,σ ) =
∣∣∣∣ψ
(
uε
σ
)
aϕ1
∣∣∣∣
1,I
,
thanks to (G1)
θ 
∫
I
ψ
(
uε
σ
)
agε dx− T1(ε,σ ). (4.4)
This one and (4.2) give
∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
2
1,I
−
∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
1,I
T1(ε,σ ) θ
∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
1,I
 θ |agε|1,I  T0(ε,σ ),
henceforth: ∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
1,I
 (
√
T0 + T1)(ε,σ ), if θ  1 or p  1. (4.5)
From (4.3) and (4.4):
∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
p+1
1,I
−
∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
p
1,I
T1(ε,σ ) θ
∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
p
1,I
 θ |agε|p1,I  T0(ε,σ )p,
that implies
∣∣∣∣ψ
(
uε
σ
)
agε
∣∣∣∣
1,I

⎧⎪⎨
⎪⎩
(2T p0 (ε,σ ))
1
p+1 , if |ψ( uεσ )agε|1,I  T0T 1/p1 ,
2T1(ε,σ ), if |ψ( uεσ )agε|1,I  T0T 1/p1 ,
if θ  1 and p  1. (4.6)
Since (2T p0 )
1
p+1  2(
√
T0 + T0), writing
T (ε,σ ) = 2(√T0(ε,σ ) + T0(ε,σ ) + T1(ε,σ )),
the ﬁrst inequality follows from (4.5) and (4.6).
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|agε|1,I 
∣∣ψ(uε)agε∣∣1,I + ∣∣(1− ψ(uε))agε∣∣1,I

∣∣ψ(uε)agε∣∣1,I + |agε|1,( 12uε)  ∣∣ψ(uε)agε∣∣1,I +
∣∣∣∣ag∗
(
·, 1
2
)∣∣∣∣
1,I
.
Therefore, from the ﬁrst estimate with σ = 1 and ψ ≡ 1, we are done. 
Lemma 4.2. The following statements hold:
(a) (uε)ε>0 and (K (gε))ε>0 are bounded in W 1,1(I) and in L∞(I).
(b) |αε|∞,I  |α′ε|1,I  3|a|W 1,1(I) .
(c) There exists (εk)k∈N , εk → 0, such that (uεk )k∈N , (K (gεk ))k∈N , (αεk )k∈N converge in every Lr(I),
1 r < ∞, and a.e. in I .
Proof. Lemma 3.3(b) gives
|uε|1,I +
∣∣u′ε∣∣1,I  3(∣∣K (gε)∣∣1,I + ∣∣K (gε)′∣∣1,I)
 3
∫
I
gε(y)dy
∫
I
(
K (x, y) + ∣∣Kx(x, y)∣∣)dx 3γ |agε|1,I ,
since W 1,1(I) ⊂ L∞(I), thanks to Lemma 4.1, we get (a).
The ﬁrst estimate in (b) follows from the fundamental formula of calculus, for the second one an
argument analogous to the one of Lemma 3.3(b) works. Finally, (c) is consequence of the compact
embedding of W 1,1(I) in Lr(I), 1 r < ∞. 
Deﬁne
u0 = lim
k
uεk ; Λ = lim
k
K (gεk ); α0 = lim
k
αεk ,
in Lr(I), 1 r < ∞, and a.e. in I .
Lemma 4.3. u0 ∈ BV(I), Λ ∈ BV(I)(⊂ L∞(I)), f (u0) ∈ C(I) is a.e. differentiable and
f (u0)
′ + u0 = Λ a.e. in I.
In addition
u0 = 0 a.e. in I or u0 > 0 a.e. in I.
Proof. Thanks to Lemma 4.2 and the Helly Theorem (see [3, Theorem 2.3]), u0, Λ have bounded
variation. Since uε are nonnegative, the same holds for u0.
Due to the boundedness of (uε)ε>0 in L∞(I), from (4.1), thanks to the previous lemma
0 =
x∫
f (u0)(y)dy − x
1∫
f (u0)(y)dy + G(Λ − u0)(x).0 0
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x∫
0
f (u0)dy;
x∫
0
y(Λ − u0)dy;
1∫
x
(1− y)(Λ − u0)dy,
are a.e. differentiable and from the previous identity
f (u0)(x) =
1∫
0
f (u0)(y)dy − d
dx
G(Λ − u0)(x)
=
1∫
0
(
f (u0)(y) + y(Λ − u0)(y)
)
dy −
1∫
x
(Λ − u0)(y)dy. (4.7)
For the same reason f (u0) is a.e. differentiable and
f (u0)
′ + u0 = Λ a.e. in I.
Since Λ − u0 ∈ BV(I) ⊂ L1(I), we have f (u0) ∈ W 1,1(I) ⊂ C(I).
We continue by proving the second part. Deﬁne N = (u0 = 0), we have to show
|N | > 0 ⇒ |I \ N | = 0.
From (4.7)
f (0) =
1∫
0
(
f (u0)(y) + y(Λ − u0)(y)
)
dy −
1∫
x
(Λ − u0)(y)dy, x ∈ N a.e. (4.8)
Since the set of the isolated points of N is at most countable, denoting with Dr(N ) the set of the
accumulation points of N , we have |N | = |N ∩ Dr(N )|. Moreover, since Λ,u0 ∈ Lr(I), 1  r < ∞,
differentiating (4.8)
Λ(x) = u0(x) = 0, x ∈ N ∩ Dr(N ) a.e.
Then, by (K),
0 = Λ(x) = lim
k
K (gεk )(x) a(x) lim
k
|agεk |1,I , x ∈ N ∩ Dr(N ) a.e.
Since a > 0 a.e.
lim
k
|agεk |1,I = 0.
Due to (K),
|Λ|1,I = lim
∣∣K (gεk )∣∣1,I  γ lim |agεk |1,I = 0,k k
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|uεk |1,I 
∣∣K (gεk )∣∣1,I ,
therefore, passing to the limit
|u0|1,I  |Λ|1,I = 0.
Then u0 = 0 a.e. in I , that is |I \ N | = 0. 
Lemma 4.4. The following statements are equivalent:
(i) u0 = 0 a.e. in I .
(ii) limk |K (gεk )|1,I = 0.
(iii) limk |agεk |1,I = 0.
(iv) Λ = 0 a.e. in I .
(v) There exists a subsequence (εk)k∈N , still denoted in the same way, such that uεk → 0 uniformly.
Moreover, if one of the previous one holds we have α0 ∈ C1(I) and
f ′(0)α′0 + α0 = a(x), in I; α0  α∗.
Proof. (i) ⇒ (ii) Lemma 4.3 says
f (u0)(x) − f (u0)(0) =
x∫
0
Λ(y)dy ⇒
x∫
0
Λ(y)dy = 0, in I a.e.
⇒ 0 = |Λ|1,I = lim
k
∣∣K (gεk )∣∣1,I .
(ii) ⇔ (iii) Due to (K)
|a|1,I · |agεk |1,I 
∫
I
dx
∫
I
K (x, y)gεk (y)dy =
∣∣K (gεk )∣∣1,I  γ |agεk |1,I .
(ii) ⇒ (iv) It follows from the deﬁnition of Λ.
(iv) ⇒ (i) Lemma 3.3(a) implies
|uεk |1,I 
∣∣K (gεk )∣∣1,I ,
as k → ∞
|u0|1,I  |Λ|1,I .
Therefore, if Λ = 0 a.e. in I we have u0 = 0 a.e. in I .
(i) ⇒ (v) Let xε ∈ I be a maximum point of uε , integrating between 0 and xε the equation in (1.3)ε
Fε
(
uε(xε)
)

xε∫
K (gε)dy −
xε∫
uε dy.0 0
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limk uε(xε) = . From the previous inequality, we get f ()  f (0), then  = 0 (see (F )). In other
words
lim
k
|uεk |∞,I = lim
k
uεk (xεk ) = 0.
(v) ⇒ (i) Trivial.
Let us prove the ﬁnal part.
Since αεk solves (2.2)
εkαεk (x) + G
[(
F ′εk (uεk ) − f ′(0)
)
α′εk
]
(x) + f ′(0)G(α′εk)(x) = G(a − αεk )(x),
that gives
εkαεk (x) + G
[(
F ′εk (uεk ) − f ′(0)
)
α′εk
]
(x) + f ′(0)
(
x
1∫
0
αεk dt −
x∫
0
αεk dt
)
= G(a − αεk )(x). (4.9)
Since (α′εk )k∈N is bounded in L
1(I) (see Lemma 4.2(b)), |F ′εk (s)| | f ′(s)| and f ′ is continuous, thanks
to (v)
lim
k
G
[(
F ′εk (uεk ) − f ′(0)
)
α′εk
]
(x) = 0.
Therefore (4.9) implies
f ′(0)
(
x
1∫
0
α0 dt −
x∫
0
α0 dt
)
= G(a − α0)(x).
Since α0 ∈ Lr(I), 1 r < ∞,
f ′(0)
( 1∫
0
α0 dt − α0(x)
)
= d
dx
G(a − α0)(x) = −
x∫
0
y(a − α0)(y)dy +
1∫
x
(1− y)(a − α0)(y)dy.
Using also the fact that a ∈ W 1,1(I) ⊂ C(I), α0 ∈ C(I), then α0 is differentiable and
f ′(0)α′0(x) = a(x) − α(x), x ∈ I.
Henceforth α0 ∈ C1(I).
Finally we observe that from the equation, if f ′(0) = 0, we get
α0(x) = α0(0)e−
x
f ′(0) + 1
f ′(0)
x∫
0
a(y)e
− x−y
f ′(0) dy,
α0(x) = α0(1)e−
1−x
f ′(0) − 1
f ′(0)
1∫
a(y)e
− x−y
f ′(0) dy.x
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α0(x) α∗(x).
Finally, if f ′(0) = 0 we have α0(x) = a(x). In all cases we have the inequality
α0(x) α∗(x).
The lemma is proved. 
Proof of Theorem 2.1. Let us start by proving that u0 is nontrivial.
We assume by contradiction that u0 = 0, that is uεk → 0. By ﬁxed 0 < μ < μ0 there exists s0 such
that
0 < s < s0, y ∈ I0 ⇒ μ0 − μ < g(y, s)
s
.
Thanks to the Egorov–Severini Theorem, by ﬁxed η > 0, there exist k0 ∈ N and Iη ⊂ I0, |Iη| < η, such
that
k > k0, y ∈ I0 \ Iη ⇒ εk
1
2p + uεk (y) < s0.
Therefore
k > k0, y ∈ I0 \ Iη ⇒ (μ0 − μ)
(
εk
1
2p + uεk (y)
)
 gεk (y).
Due to Theorem 3.7(b), if k > k0 and x ∈ I
uεk (x) αεk (x)|agεk |1,I  αεk (x)(μ0 − μ)
∣∣a · (εk 12p + uεk)∣∣1,I0\Iη ,
that implies
∣∣a · (εk 12p + uεk)∣∣1,I0\Iη 
( ∫
I0\Iη
aαεk dx
)
· (μ0 − μ) ·
∣∣a · (εk 12p + uεk)∣∣1,I0\Iη ,
then
1 (μ0 − μ) ·
∫
I0\Iη
aαεk dx.
As μ → 0, η → 0 and k → ∞
1μ0
∫
I0
aα0 dx. (4.10)
From Lemma 4.4, α0 is a positive solution of the equation
f ′(0)α′0 + α0 = a(x), x ∈ I
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1μ0
∫
I0
aα∗ dx.
That is in contradiction with our assumptions, therefore, thanks to Lemma 4.3, u0 > 0 a.e.
We continue by proving that
lim
k
∣∣agεk − ag(·,u0)∣∣1,I = 0. (4.11)
By ﬁxed σ > 0:
∣∣agεk − ag(·,u0)∣∣1,I 
∣∣∣∣
(
1− ψ
(
uε
σ
))
a
(
gεk − g(·,u0)
)∣∣∣∣
1,I
+
∣∣∣∣ψ
(
uε
σ
)
a
(
gεk − g(·,u0)
)∣∣∣∣
1,I
.
Since ∣∣∣∣
(
1− ψ
(
uε(y)
σ
))
a(y)
(
gεk (y) − g
(
y,u0(y)
))∣∣∣∣ a(y)
(
g∗
(
y,
σ
2
)
+ g(y,u0(y))
)
and
0ψ
(
uε
σ
)
 1,
the dominated convergence theorem and Lemma 4.1 imply:
lim
k
∣∣agεk − ag(·,u0)∣∣1,I 
∣∣∣∣ψ
(
u0
σ
)
ag(·,u0)
∣∣∣∣
1,I
+ lim
k
∣∣∣∣ψ
(
uεk
σ
)
agεk
∣∣∣∣
1,I

∣∣∣∣ψ
(
u0
σ
)
ag(·,u0)
∣∣∣∣
1,I
+ T (0,σ ).
Using the fact that u0 > 0 a.e. (see Lemma 4.3) and the deﬁnition of T (0, σ ), as σ → 0, we get
lim
k
∣∣agεk − ag(·,u0)∣∣1,I = 0,
that is (4.11).
(4.11) and Lemma 4.4 imply (2.3).
We continue by proving Λ = K (g(·,u0)).
Observe that K (g(·,u0)) ∈ L1(I), indeed∣∣K (g(·,u0))∣∣1,I  lim
k
∣∣K (gεk )∣∣1,I .
In addition ∣∣∣∣Λ − K (g(·,u0))
∣∣∣∣
1,I

∣∣Λ − K (gεk )∣∣1,I + ∣∣K (gεk ) − K (g(·,u0))∣∣1,I

∣∣Λ − K (gεk )∣∣ + ∣∣agεk − ag(·,u0)∣∣ ,1,I 1,I
G.M. Coclite, M.M. Coclite / J. Differential Equations 248 (2010) 229–251 249thanks to (4.11) and Lemma 4.2, Λ = K (g(·,u0)). From the estimate from below on uε (see Theo-
rem 3.7(a)) and the Fatou Lemma, we get the analogous estimate on u0.
We conclude by showing that u0 satisﬁes the entropy conditions stated in Deﬁnition 2.1. Prelimi-
nary, we show that for every test function ϕ ∈ C∞([0,1])
lim
k
εk
(
u′εk (1)ϕ(1) − u′εk (0)ϕ(0)
)= ( f (u(0+))− f (0))ϕ(0) − ( f (u(1−))− f (0))ϕ(1). (4.12)
Let (rn)n∈N∗ , rn ∈ C2([0,1]), be a sequence of cut-off functions such that
0 rn(x) 1, rn(0) = rn(1) = 1,∣∣r′n(x)∣∣ n, 1n  x 1− 1n ⇒ rn(x) = 0.
We multiply (1.3)εk by ϕrn and integrate on I
∫
I
(
εku
′
εk
ϕ′ − Fεk (uεk )ϕ′ + uεkϕ − K (gεk )ϕ
)
rn dx+
∫
I
(
εku
′
εk
− Fεk (uεk )
)
ϕr′n(x)dx
= εk
(
u′εk (1)ϕ(1) − u′εk (0)ϕ(0)
)
.
When k → ∞, thanks to Lemma 4.2,
∫
I
((− f (u0) + f (0))ϕ′ + u0ϕ − K (g(·,u0))ϕ)rn(x)dx+
∫
I
(− f (u0) + f (0))ϕr′n(x)dx
= lim
k
εk
(
u′εk (1)ϕ(1) − u′εk (0)ϕ(0)
)
.
Sending n → ∞
−( f (u0(1−))+ f (0))ϕ(1) − (− f (u0(0+))+ f (0))ϕ(0) = lim
k
εk
(
u′εk (1)ϕ(1) − u′εk (0)ϕ(0)
)
,
that is (4.12).
We conclude arguing as in [2]. Let c ∈ R, we consider the entropy ηα(u − c) and its entropy
ﬂux qα(u)
ηα(u − c) :=
√
α + (u − c)2; qα(u) :=
u∫
c
η′α(ξ − c)F ′εk (ξ)dξ.
We multiply (1.3)εk by η
′
α(uεk − c)
−εk
(
u′εkηα(uεk − c)
)′ + εk(u′εk)2η′′α(uεk − c) + qα(uεk )′ + uεkη′α(uεk − c) = K (gεk )η′α(uεk − c),
and by ϕ ∈ C∞([0,1]), ϕ  0, then we integrate on I , the convexity of ηα gives
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I
(
εku
′
εk
η′α(uεk − c)ϕ′ − qα(uεk )ϕ′ + uεkη′α(uεk − c)ϕ
)
dx
− εk
(
u′εk (1)ϕ(1) − u′εk (0)ϕ(0)
)
η′α(−c) + qα(0)
(
ϕ(1) − ϕ(0))

∫
I
K (gεk )η
′
α(uεk − c)ϕ dx.
From Lemma 4.2 and (4.12), as k → ∞
∫
I
(−qα(u0)ϕ′ + u0η′α(u0 − c)ϕ)dx− (−( f (u0(1−))+ f (0))ϕ(1)
− (− f (u0(0+))+ f (0))ϕ(0))η′α(−c) + qα(0)(ϕ(1) − ϕ(0))

∫
I
K
(
g(·,u0)
)
η′α(u0 − c)ϕ dx.
Since
lim
α→0qα(u0) = sgn(u0 − c)
(
f (u0) − f (c)
); lim
α→0qα(0) = sgn(c)
(
f (c) − f (0));
lim
α→0η
′
α(u0 − c) = sgn(u0 − c); lim
α→0η
′
α(−c) = − sgn(c),
from the previous inequality as α → 0
∫
I
(− sgn(u0 − c)( f (u0) − f (c))ϕ′ + sgn(u0 − c)u0ϕ)dx− (−( f (u0(1−))+ f (0))ϕ(1)
− (− f (u0(0+))+ f (0))ϕ(0)) sgn(c) + sgn(c)( f (c) − f (0))(ϕ(1) − ϕ(0))

∫
I
K
(
g(·,u0)
)
sgn(u0 − c)ϕ dx,
that is (ii) of Deﬁnition 2.1.
The proof is concluded. 
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