In this paper, we present an algorithm for run-time allocation of hardware resources to software applications. We define the sub-problem of run-time spatial mapping and demonstrate our concept for streaming applications on heterogeneous MPSoCs. The underlying algorithm and the methods used therein are implemented and their use is demonstrated with an illustrative example.
Introduction
In this paper we present an algorithm for the run-time mapping of streaming applications onto a MPSOC. Such a mapping has to allocate sufficient resources to the application before the application can start. For embedded and/or energy-constrained devices, it is important that this allocation is done such that as few as possible energy is consumed.
In conventional uniprocessor systems, schedules for applications and their resource requirements can be optimized exhaustively at design-time. In homogeneous multiprocessor systems, such a design-time optimization gets more complex since a spatial choice is added to the temporal choice of resources; applications can share a resource and wait on each other, or they can run simultaneously with independent resources. This implies that the optimization can only be done heuristically, since exhaustive search already requires far too much time. In heterogeneous systems (tiled architectures) the resource allocations becomes even more complex. Each application has a preferred type of resource (e.g. a DSP) on which it ideally should be allocated. But it can, if necessary, run with another type of resource (e.g. an ARM) as well (albeit less efficiently). Moreover, often a full design-time exploration is not even possible, since not all software a user may run on a system is known at designtime.
Another drawback of design-time exploration lies in the fact that many modern systems allow a wide variety of usage scenarios (different combinations of applications, dif-ferent Quality of Service (QOS) constraints), all of which have different optimal resource allocations. On the one hand, the cost of finding optimal solutions for all these scenarios, storing these solutions for run-time reference poses considerable problems. On the other hand, design-time explorations are generally based on worst-case assumptions with respect to resource requirements of applications. These may be far away from actual requirements when applications are started (e.g. the computational resources required for baseband processing depend heavily on channel conditions).
By moving resource allocation out of design-time to the moment when applications are started, we introduce a higher degree of flexibility and can thus incorporate runtime information to further reduce the (energy) cost of running the application. Deriving proper methods for such a run-time allocation is the challenge tackled in this paper. In the remainder of this section we present in more detail the context in which we treat the problem and we introduce the concepts and terminology.
Tiled architectures
As heterogeneous system we consider a tiled architecture. In this paper we understand this as a composable system made up out of multiple processing elements. The combination of a processing element and its interface to the architecture's interconnect is referred to as a tile. Furthermore, we assumes that the tiles on the chip are interconnected by a predictable (with respect to throughput and latency [5] ) Network-on-Chip (NOC).
Streaming DSP applications
The concept of run-time mapping fits mainly to long running applications. Therefore, we restrict ourself to streaming DSP applications. Such applications consist of (multiple) computational kernels, operating on a stream of data. Many of these kernels can be implemented on very specialized hardware as well as on more general purpose architectures. We assume to have multiple implementations for many of the kernels. Generally speaking, streaming DSP applications have a predictable behaviour, both temporally and spatially and can be modelled by task graphs [3, 9] . Typical examples are found in signal processing for wireless baseband processing (for wireless LAN, digital radio, UMTS), multi-media processing, medical image processing and sensor processing.
On a functional level, a streaming application can be described as a Kahn Process Network (KPN), because only the functional decomposition of an application and the data dependencies between the kernels is specified. Concrete implementations of these kernels need to be specified with much more detailed information, i.e. Worst-Case Execution Time (WCET) and granularity of consumption and production of data (e.g. an implementation of a function on video frames may read the entire frame before executing, but it may also work only on the first few lines).
A fine grained specification by means of Cyclo-Static Data Flow [2] (CSDF) graphs is used to allow for detailed analysis [11] . In CSDF, actors and edges are labelled respectively with WCET and token production and consumption rates, for all different phases of execution of the actor.
Run-time spatial mapping
Generally, spatial mapping is the allocation of spatial resources for applications. In the context of tiled architectures, spatial resources are tiles and-in the case of a NOC-routers. Thus, spatial mapping is the assignment of tasks from the KPN, describing the streaming application, to tiles and channels to paths through the NOC. A feasible spatial mapping satisfies the mapped application's QOS requirements. A spatial mapping's quality depends on the extend to which it minimizes cost (in our case: energy consumption) under the resource constraints. The objective of run-time spatial mapping is to find a feasible spatial mapping with the best quality (in our case: the lowest energy cost).
To be able to utilize heterogeneous multi-tile systems efficiently, tasks that are used often in streaming applications should be implemented for different tile types. For example, for a frequently used DSP kernel such as an FFT, there are implementations for an embedded ARM tile and for a reconfigurable core. Thereby, flexibility is introduced that allows a task to be executed, even if there is no tile available of the most preferred type, e.g. when all tiles of the preferred type are occupied.
This flexibility furthermore allows for software to be introduced by the user, unknown at the time the system was designed. Since the availability of resources depends on the set of applications running simultaneously and variations in QOS requirements due to changes in the environment, a design-time mapping requires worst case assumptions. However, at run-time when starting an application, the actual set of applications already running is known, allowing for a spatial mapping based on actual, rather than worst case information. As a result, the mapping gener-ated at run-time may actually be cheaper than the cheapest design-time alternative.
Goals and requirements
In our context, the objective of the spatial mapping is to minimize the energy consumption of the entire application: processing (including memory requirements thereof) as well as interprocess communication. In principle, the spatial mapping is performed always when a new streaming application is started. The run-time setting asks for fast and simple methods. To be able to perform the mapping of an application to tiles, a spatial mapping algorithm needs models of the application and of the MPSOC. Furthermore, the QOS constraints of the application (e.g. throughput requirements and latency bounds) need to be known, as well as the resource requirements of the available implementations (e.g. time, memory, etc.)
Overview
The remainder of this paper is structured as follows. Section 2 describes the contributions made by this paper and the related work. An algorithm implementing our initial spatial mapper is described in Section 3. To provide some intuition, a full case example is given in Section 4, which also includes a brief summary of the experimental implementation we made of the spatial mapper. Conclusions are drawn in Section 5.
Contribution & Related Work
Moreira et al. have demonstrated methods for user initiated on-line resource management [8] . By means of a vector bin packing algorithm, optionally preceded by clustering of neighbours, they can map tasks from task graphs to tiles and interconnect. However, their method relies on the homogeneity of the processors and aims to minimize the number of off-tile connections, because network connectivity is scarce in their system (three tiles per five port router) and clustering works well only in homogeneous systems.
Kumar et al. have shown an on-line resource management for heterogeneous multi-tile systems [6] . They demonstrate quite clearly that information unavailable until run-time can actually improve utilization of resources and throughput of applications. However, they only consider temporal settings at run-time, i.e. an assignment of tasks to tiles is made at design-time.
A lot of work has also been done for mapping applications to FPGAs at run-time, e.g. Banerjee et al. [1] . However, since FPGAs are reconfigured on a per-column basis, not only is the problem inherently homogeneous, but since reconfiguration often affects communication, the focus lies on exploiting data parallelism with tasks and reconfiguring between tasks (i.e. multiplexing tasks in time rather than space).
We propose heuristics to perform the mapping at a tasklevel granularity taking into account the tight time constraints that come with the run-time setting. By separat-ing the spatial and temporal mappings, we have achieved promising results [10] .
Algorithm
Spatial mapping is a complex problem. Even when only considering the assignment of processes to a heterogeneous multi-tile platform, we find a Generalized Assignment Problem [7] (GAP), which is NP-complete. Considering the prohibitive complexity of exhaustive search, we propose an application domain aware heuristic: hierarchical search with iterative refinement. We divide the search process in steps, starting with a very coarse perspective in the first step and gradually adding more detail. At each step decisions are made that shrink the search space in the next. Decisions made in previous steps are considered fixed in later steps.
As is to be expected of heuristics, this abstraction carries with it the danger that decisions made in early steps, using very high level abstract information, lead to search spaces in later steps that contain no feasible solutions. Since this infeasibility only comes to light in later steps, we propose a strategy for iterative refinement (we rerun the steps as needed). In the following we describe each of these steps in more detail.
For ease of explanation, we define three characteristics for spatial mappings. A spatial mapping is considered adequate if for all processes there is an implementation available for the type of tile to which it is assigned. A mapping is considered adherent when it is adequate and there are no tiles that are assigned more processes than they are able to serve. Finally, a mapping is considered feasible if it is adherent and all the application's constraints are met.
1. Assign implementations to processes. The goal of the first step is to choose an implementation (and thereby tile type) for every process. To prevent running into inadherence directly after this step, we only consider those implementations for which an adhering mapping exists, i.e. such that every implementation fits on at least one tile in the system.
We go about this choice iteratively. The choice of the next process to pick an implementation for is based on its desirability. The desirability of a process is the difference between the cheapest assignment and the second cheapest assignment of the process to a tile. In other words, if the alternative is more expensive, the desirability to map the process 'now' increases.
If a process has been chosen to be assigned next, not only do we choose this process' implementation, we also map it to the first tile we come across with sufficient resources (i.e. a first-fit packing). This guarantees that after this step (if this step manages to map all processes), at least one concrete tile assignment exists that does not break the adherence of the mapping, although the mapping might still be inadherent when the communication can not be mapped successfully.
2. Assign processes to tiles. The (greedy) assignment of processes to specific tiles obtained in the previous step is now improved upon by taking more detail into account. In a local search type fashion, we iteratively make a choice, based on desirability. In particular, for every implementation we try to remove it from the tile it is mapped onto and to map it onto the best available tile of the same type. Alternatively, we try to swap the process with another process mapped to the same tile type. The difference in cost between the original mapping and the best tile found is, again, the measure of desirability for choosing this reassignment. Only the best reassignment is actually performed every iteration.
This step uses heuristics to look ahead towards communication, but does not have exact knowledge of the status of the complete NOC. Improvements arise from having to communicate less (probably, since exact routing is not known here) and from being able to turn off parts of the system that are not being used. The Manhattan distance is used to estimate how much a channel's communication costs. The total communication cost of assigning an implementation to a tile is the sum of the Manhattan distances of all the implementation's incoming and outgoing channels. Since a process can only be reassigned to a tile with the same type as the tile it is already assigned to, this step maintains adequacy by construction.
Step one simply iterates until all processes are assigned to a tile (one process per iteration). Deciding when to stop in step two can be based upon a minimum gain from the current iteration (once an iteration improves the total solution by a lesser amount than a chosen threshold, we decide to stop) and/or by a maximum number of iterations. Besides cost factors based solely on the mapping of a process to a tile, an assignment should be awarded a bonus for proximity to the process' neighbours in the application graph. This stimulates locality, causing the communication routes, assigned in the next step, to likely be short. Moreover, we again prevent immediate inadherence in the next step, by only considering tiles for a process that have sufficient communication resources to facilitate the process' communication requirements, at least, locally.
Assign channels to paths.
For the concrete realization of step three, the channels are sorted by non-increasing throughput. Next, iteratively for each channel, a corresponding path is determined, taking into account the loads resulting from the previously mapped channels. The sorting is done to increase the probability that a heavy demanding channel gets assigned a better path. In each iteration for a given channel, a shortest path between the source and destination tile of the channel has to be determined, where only those paths through the interconnect are taken into account which still have enough capacity for the throughput requirement of the current channel.
This method assures that all channels are mapped onto paths through the interconnect that can guarantee the required throughput. Adding this mapping of the channels to the mappings from the previous steps results in an adherent spatial mapping. 4 . Check application constraints. The last step checks the QOS constraints. When any such constraint is violated, the spatial mapping is infeasible and feedback should be given to earlier steps to try and improve upon those characteristics of the mapping that violate the constraint(s). Should no constraint be violated, the spatial mapping is feasible. We use a data flow analysis for this check, that is beyond the scope of this paper. Instead, we reference [11] . When we decide we have time to look for improvements of this solution, possible points of improvement should also be identified here and fed back into the first step (keeping the current mapping in mind, should the feedback only result in infeasible results and feasible mappings that are worse than the current best solution).
In general, the production of feedback immediately triggers a new iteration, to prevent that multiple changes influence the mapping process. In other words, if any step fails to find a satisfactory result, it immediately generates feedback so that 'higher' steps may generate a more suitable result.
It is important to realize that this proposed iterative hierarchical approach differs significantly from simple local search methods and global-local search methods that are often used in heuristics. The feedback from a lower level may result in a completely different mapping on a higher level in a next iteration.
Case: HIPERLAN/2
In order to illustrate the above with an example, an implementation and mapping of a HIPERLAN/2 receiver is described in this section.
Application Level Specification
The receiver's decomposition into communicating processes is shown in the KPN in Figure 1 . The control part of the receiver application is included for completeness, but it is not part of the data stream. Orthogonal Frequency Division Multiplexing (OFDM) applications are based on (MAC) frames of OFDM-symbols, which, in turn, consist of samples (complex numbers). In the HIPERLAN/2 case, frames consist of 500 symbols and every symbol consists of 80 32bit complex numbers. The control part only comes into play briefly at the beginning of each frame, while all other processes in the KPN operate on every OFDM symbol.
The last three processes have been grouped to form one process. Not only do they fit well together in a single implementation, but treating them separately needlessly lengthens this example. The numbers shown on the edges of this KPN , depends on what 'mode' the receiver is in. The standard defines seven modes, that only differ with regards to the demapping (hence the input from the control process, which selects the demapping type). Depending on the chosen demapping type, the output can be between 2 bits (BPSK) and 64 bits (QAM64) per sample. Thus the minimum output is 12 bytes and the maximum is 384 bytes (per OFDM symbol). One OFDM symbol is fed into the application once every 4µs.
The graph describing functional dependencies of the processes and the QOS constraints together form the Application Level Specification (ALS).
Implementations
Given a set of implementations of the processes in Figure 1 , the spatial mapping algorithm can now choose implementations, map them to concrete tiles, route the communication channels through the interconnect and construct a CSDF graph of the entire receiver. The description of any implementation should include a CSDF graph, describing its behaviour correctly and in as much detail as is relevant. As stated above, many processes can be described as a single CSDF actor. Table 1 lists implementations of the processes in Figure 1 , where the numbers come from designtime analyses and profiling. The phases described in the table are the phases of the CSDF actors corresponding to the implementations. In this table the notation for the inputs 0, a, b 10 means: in phase 1, 0 tokens are read, in phase 2, a tokens are read, and in phase 3 through 12, b tokens are read at every phase (the superscript is a shorthand for the number of phases with equal parameters). For example: the inverse OFDM on the ARM has 3 phases; in phase 1, 64 tokens are read, 0 tokens are written and the WCET is 66 clock cycles; in phase 2, 0 tokens are read, 0 tokens are written and the WCET is 4250 cc; in phase 3, 0 tokens are read, 64 tokens are written and the WCET is 54 cc.
Control-flow has been omitted from this table, but will be taken into account in the verification process. Note that 1 52 , 0, 0 0, 0, 1 b 1 52 , 73 − b, 1 b 76 a We use the notation x n , y m to denote n + m phases, where the value for the first n phases is x and for the last m phases is y. 
Hardware
A few notes are required on the hardware of the test environment. The HIPERLAN/2 receiver is mapped to a MPSOC, consisting of ARMs with cache and a coarse grain reconfigurable type of tile, namely MONTIUMs [4] .
The interconnect consists of a NOC with routers that provide guarantees with regards to provided throughput and maximum latency [5] . All tiles have their own Network Interface (NI) to connect to the NOC, but the NOC side of that interface is the same for every tile. The routers in the NOC have buffered inputs and round-robin arbitration on the output, which imposes a maximum latency of 4 clock cycles. For brevity, a homogeneous NOC is considered here, implying that every step in a communication path has the same behaviour and, thus, the same description in the CSDF graph.
The hypothetical MPSOC used for this example has two MONTIUMs and two ARMs. Figure 2 shows a possible MPSOC layout with these specifications. The tiles with-out labels in this figure are tiles of types not relevant to this example. The tile labelled 'A/D' is the source of all the incoming data. The tile labelled 'Sink' is the tile that has to receive the stream flowing out of the HIPERLAN/2 receiver.
Mapping
We go about the mapping as described in Section 3. In this example, the 'Inverse OFDM' process is the most desirable. Thus, it is assigned to its preferred tile type, being a MONTIUM. Likewise, the 'Remainder' process is assigned a MONTIUM. At this point, both MONTIUMs are occupied and thus, the available implementations for the MONTIUM architecture can no longer be assigned to a tile. This means that all these implementations are ignored from here on. As such, both remaining processes only have ARM implementations and are thus chosen per default.
In the second step, the chosen implementations need to be assigned to specific tiles. Table 2 shows the iterations of the algorithm in step two, that lead to the final implementation-to-tile assignment. Swaps can, of course, only occur between tiles of the same type. The sum of all Manhattan distances of the application (the cost column) can increase or remain the same for any iteration. When this happens, that choice is rejected and another is evaluated.
As a last step in the mapping process, step three performs incremental routing. This means the channels from the ALS are routed incrementally with a point-to-point shortest path algorithm. Only those lanes in the NOC that can guarantee sufficient throughput are considered. Figure 3 shows the resulting CSDF graph. This graph can be checked (with [11] ) to see whether the mapping suffices to meet the QOS constraints laid down in the ALS (step 4 of the spatial mapper). The buffer sizes B i are calculated by the algorithm used in step 4. When they are smaller than the buffers reserved by the implementations, no further action is required. When they are larger, an attempt should be made to allocate the additional required buffer size on the tiles the consuming actor is mapped onto. If this additional buffer capacity can not be allocated, the mapping is inadherent and the spatial mapper should iterate. The buffer capacity of the Sink actor (x) is fixed by the specification of Sink.
Implementation
We have implemented the algorithm on an ARM. The total code size of the implementation (compiled with GCC 3.2.1 eCosCentric, no explicit optimization switches) is 137 kB. Running the HIPERLAN/2 example through it on an ARM926 running at 100 MHz took less then 4 ms. Peak data memory usage was 110 kB.
Conclusions and future work
We have presented an algorithm for run-time spatial mapping of streaming applications to MPSOCs. Criteria (adherence, adequacy and feasibility) were introduced for qualitative comparison of spatial mappings. Our algorithm to implement spatial mapping was described and shown to guarantee that solutions found are verifiable for feasibility.
To our knowledge, no benchmarks exist to compare spatial mappings quantitatively. These benchmarks must be de-veloped. They should include far more complex real-life examples than the HIPERLAN/2 case used in this paper and synthetic cases based on the class of applications that can reasonably be expected for MPSOCs in the future.
In the current work, feedback can only be given based on the feasibility analysis of step four of the algorithm. When earlier steps fail to find a solution, feedback information should be produced with which a new attempt can be made.
