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Adolescent Development of Multiple Learning Systems 
 
Juliet Y. Davidow 
 
Adolescence is a time filled with opportunities for making choices that 
have not been encountered before. How do adolescents learn to make these 
decisions? Maturation of learning processes coupled with dynamic changes in 
brain systems for learning must be studied in order to determine the 
mechanisms that underlie adolescent decision making. Research in adults has 
found contributions from multiple learning systems for decision making. One 
such system learns incrementally from feedback and reinforcement, and 
depends in part on the striatum. Another system, in the hippocampus, encodes 
episodes and allows for flexible use of learned information when required by 
novel contexts. Recent research in adults explores how these systems can 
cooperate and compete to facilitate decision making. Ongoing research into 
learning and decision making processes over the course of adolescence has 
also implicated the striatum in learning and decision making, but how the 
hippocampus and striatum interact for decision making remains unknown. In 
this dissertation I investigate contributions of multiple learning systems for 
learning and decision making in adolescence.  I leverage what is known about 
 
underlying brain systems for learning and decision making in adults, and 
consider how changes in these same systems over adolescence might 
contribute to behavioral shifts in adolescence. Specifically, in the studies 
included here, I show how developmental trajectories for learning can enhance 
performance in adolescents for some types of learning and not others. In the 
first study I ask how do the striatal and hippocampal systems contribute to 
feedback based learning in adolescence? I show that in adolescents, both the 
hippocampus and the striatum contribute to probabilistic feedback learning, and 
that this type of learning is better in adolescents than in adults. This response to 
feedback in the hippocampus was found to relate to memory accuracy for 
features of feedback events only in adolescents. Pushing the finding of 
hippocampal activation in adolescents, in the second study I ask how does 
learned value influence flexible decision making in adolescence? Adolescents 
did not show reliable transfer of value, but there were individual differences in 
this tendency. Thus, in the third study, I ask which brain regions account for 
individual differences in learning and value transfer? I show that variability in 
connectivity at rest between the hippocampus and the vmPFC related to the 
tendency to transfer value in adults. Taken together, these results contribute to 
a growing body of research in adolescent decision making, and extend upon our 
understanding of the mechanisms for learning and decision making systems, 
and how they change over development. 
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“I’m not young enough to know everything.” 
                       - From The Admirable Crichton (Act I, p. 12-13)  




 How do adolescents learn to make choices? Adolescent decision making 
has emerged as an area of research interest because of the many changes that 
are happening during the transition from childhood to adulthood that could 
contribute to decision making processes. As compared to the choices young 
children are faced with, adolescents have the opportunity, ability, and 
sometimes the necessity, for making choices for the self that have greater 
potential long-term consequences than previously. This changing context is 
coupled with dynamic cognitive, social, and structural brain changes (Spear, 
2000; Giedd, 2008; Blakemore & Robbins, 2012; Crone & Dahl, 2012; Galván, 
2013; Casey, 2015), which can present additional challenges and considerations 
for systematic study. Relatively, research in adolescent “brain-and-behavior” 
development is in early stages, but already, exciting results are emerging. In the 
following pages of this dissertation, I will describe several studies I have 
conducted towards understanding how different learning processes contribute 
to decision making over the course of adolescence into adulthood.  
 As background for the following studies, it is important to consider 
evidence from related, but sometimes independent, areas of study. First, I will 
highlight features of adolescent behavioral development that are of great 




and reward processing. Second, I will consider these behaviors in light of what 
is known about changes in underlying brain systems over adolescence. Finally, I 
will present foundational work in adaptive learning and decision-making that 
directly informed the conception of my research.  
 
1.1. Risk and Reward in Adolescence  
 A powerful explanatory model that has emerged in adolescent research 
posits that increases in the engagement of risky behaviors is due in part to 
increases in drive for appetitive stimuli coupled with relative immaturity of 
inhibitory control systems (Casey, Getz, & Galvan, 2008; Ernst, in press). Real 
world risky behaviors such as reckless driving (simulated car crashes: Chein, 
Albert, O’Brien, Uckert, & Steinberg, 2011) and unprotected sexual intercourse 
(Goldenberg, Telzer, Lieberman, Fuligni, & Galván, 2013) have been attributed to 
this model.  
 In the lab, studies of risk often employ gambling “games” where 
participants have the opportunity to win additional earnings either based on their 
choices or due to “luck” (i.e. observed outcomes), and thus the study of risk has 
often been explored in the context of reward processing (e.g. van Leijenhorst, 
Moor, et al., 2010; Paulsen, Platt, Huettel, & Brannon, 2011; Smith, Chein, & 
Steinberg, 2014). Much is known beyond the developmental perspective about 
the underlying neural systems that support reward related processes, and will 




adolescence has been repeatedly linked to activation in the striatum. Some 
studies find that this reward related activity in the striatum in adolescents is 
greater than activation in children or adults (Galván et al., 2006; Lorenz et al., 
2014; van Leijenhorst, Zanolie, et al., 2010). Other studies, while still implicating 
the striatum in reward processing, do not see heightened striatal activation in 
comparison to children or adults (Bjork, Smith, Chen, & Hommer, 2010; Cho et 
al., 2013; Lamm et al., in press; van Duijvenvoorde et al., in press). To some 
extent, these opposite results may be due to differences in aspect of reward 
processing examined (e.g. anticipation vs. receipt), task demands, or analysis 
approach (Galván, 2010; Jarcho et al., 2012).  
 A discussion of whether the striatum is “hyper-active” or “hypo-active” as 
compared to adults speaks directly to the question of mechanism driving 
adolescents to seek out appetitive reinforcements. On the one hand, an 
interpretation of a hyper-active striatal reward system suggest that 
environmental cues which signal rewards are responded to more, in other 
words, even small incentives over nothing would be strongly appealing for an 
adolescent. There is some evidence in support of this interpretation from a 
translational animal study that measured conditioned place preference in pre-
adolescent (postnatal-day (P) 27), adolescent (P44), and adult rats (P105) using 
cocaine for reinforcement (Brenhouse, Sonntag, & Andersen, 2008). 
Behaviorally, they found that adolescents showed conditioned preference for 




measured interactions between nucleus accumbens (NAcc) and prefrontal 
cortex (PFC; Brenhouse et al., 2008), thus, this study only provides partial 
support for implications that it is the striatum that is more sensitive in 
adolescents. On the other hand, a hypo-active striatal reward system might 
drive adolescents to seek out experiences that provide greater stimulation of the 
reward system to “feel” good, thus leading to the engagement of extreme 
experiences to elicit pleasing responses from the reward system. Finally, a third 
account is that in certain contexts the striatum is hyper-active whereas in others 
it is hypo-active (Geier, Terwilliger, Teslovich, Velanova, & Luna, 2010; 
Hoogendam, Kahn, Hillegers, van Buuren, & Vink, 2013), though these studies 
warrant replication for understanding just what contexts do give rise to these 
effects respectively. If this is the case, it will be critical to understand what 
drives these system differences, for determining potential mechanisms for 
manipulating or biasing the striatal reward system one way or the other. The 




1.2. The Developing Adolescent Brain  
 Understanding how the brain is structurally changing over development is 
an important consideration for mechanisms for learning (Goldman-Rakic, 1987), 
and informs the background for questions addressed in this dissertation. 




behavior, generally it has been shown that regions which comprise networks for 
cognitive processes show co-variance in their structure (Alexander-Bloch, 
Giedd, & Bullmore, 2013). Regions of interest for this dissertation include the 
striatum and the hippocampus, two systems for learning that undergo structural 
change in adolescence (Gogtay et al., 2006; Lenroot et al., 2007; DeMaster, 
Pathman, Lee, & Ghetti, 2013; Lee, Ekstrom, & Ghetti, 2014). In adults, gray 
matter density in the hippocampus and the caudate are negatively correlated, 
such that participants with greater density in caudate have thinner density in 
hippocampus (Bohbot, Lerch, Thorndycraft, Iaria, & Zijdenbos, 2007). The 
volume of the hippocampus was shown to positively correlate with spatial 
strategy related errors, whereas the volume of the caudate was found to 
negatively correlate with spatial memory (Bohbot et al., 2007). Interestingly, the 
same study found a positive correlation between the hippocampus and the 
orbitofrontal cortex (Bohbot et al., 2007), regions which have functional 
connectivity at rest related to measures of learning (Gerraty, Davidow, Wimmer, 
Kahn, & Shohamy, 2014). 
 There are dynamic changes in anatomical brain regions that support 
learning over the course of adolescence, as well as changes in connectivity 
between structures (Giedd, 2008). A general pattern of brain change over 
adolescence is the thinning of gray matter in cortical regions, and thickening of 
white matter, with region specific timing and trajectories for these changes 




changes in receptor production and pruning that occur before and during 
adolescence in the corpus striatum, nucleus accumbens, and prefrontal cortex, 
resulting in a dynamic pattern of production and pruning that may underlie 
changes in motivational behaviors (Teicher, Andersen, & Hostetter Jr., 1995; 
Andersen, Rutstein, Benzo, Hostetter, & Teicher, 1997; Andersen, Thompson, 
Rutstein, Hostetter, & Teicher, 2000). In humans, longitudinal fMRI studies have 
shown that caudate gray matter volume increases follow a cubic pattern from 
childhood through adolescence (Lenroot et al., 2007). Within subregions of the 
hippocampus, recent studies have shown that there is volumetric change over 
development with implications for episodic memory behavior (Gogtay et al., 
2006; Lee et al., 2014). The pattern of changes among these brain regions 
implicated in learning and decision making are interesting, but a better 
understanding of both how these structural shifts underlie behavior and how 
behavior influences changes in structural connectivity will be necessary to 
explore in future research. 
	  
1.3. Multiple Learning Systems 
 There have been significant advances in understanding cognitive and 
neural mechanisms for learning in adults, with important implications for 
everyday learning situations (e.g. Knowlton, Mangels, & Squire, 1996; Gabrieli, 
1998; Eichenbaum & Cohen, 2001). Extensive research has demonstrated that 
there are multiple learning systems in the brain. Of great importance among 




expected outcomes (e.g. O’Doherty, Dayan, Friston, Critchley, & Dolan, 2003) 
and (B) draw upon previous experiences to make inferences for novel decisions 
(e.g. Shohamy & Wagner, 2008; Wimmer & Shohamy, 2012). Adaptive behavior 
has been shown to depend on a distributed network of neural systems, 
including midbrain (Montague, Dayan, & Sejnowski, 1996; Schultz, Dayan, & 
Montague, 1997), striatum (Schönberg, Daw, Joel, & O’Doherty, 2007; Niv, 
Edlund, Dayan, & O’Doherty, 2012; Hart, Rutledge, Glimcher, & Phillips, 2014), 
hippocampus (Wittmann et al., 2005; Bornstein & Daw, 2012; Wimmer & 
Shohamy, 2012; Murty & Adcock, 2014), and prefrontal cortex (Badre, Doll, 
Long, & Frank, 2012; McDannald, Lucantonio, Burke, Niv, & Schoenbaum, 
2011).  
 In this dissertation, I focus on two learning systems in the brain, because 
of their importance for motivational learning and associative learning. Gradual, 
feedback-based learning of stimulus-response associations – often referred to 
as “habit” or “incremental” learning – depends on the striatum (Graybiel, 2008). 
This system is sensitive to feedback, such as rewards, and results in knowledge 
that is relatively inflexible and specific to the context in which the learning took 
place (Shohamy, Myers, Kalanithi, & Gluck, 2008). A distinct and independent 
“declarative” or “episodic” system supports rapid learning of events and 
depends on the hippocampus (Eichenbaum & Cohen, 2001). In contrast to the 
striatum, the hippocampus is thought to form knowledge that is flexible and 




show more hippocampal activation during learning are more likely to integrate 
and generalize what they learned for later decision making (Shohamy & Wagner, 
2008; Wimmer & Shohamy, 2012). Together, these findings indicate that in the 
healthy adult brain, there is a balance between activity in the striatum and the 
hippocampus during learning, with consequences for how learned knowledge is 
used. A key open question is how developmental changes in learning 
mechanisms relate to changes in the striatum and the hippocampus during 
adolescence. 
 Dopamine is an important neuromodulator for multiple types of learning 
(Shohamy & Adcock, 2010; Shohamy, 2011). Studies using fMRI cannot 
measure dopamine directly, but can speculate about the possible influence of 
dopamine in behavior (Adcock, Thangavel, Whitfield-Gabrieli, Knutson, & 
Gabrieli, 2006; Wittmann et al., 2005; Shohamy & Wagner, 2008; Guitart-Masip, 
Bunzeck, Stephan, Dolan, & Düzel, 2010; Dillon, Dobbins, & Pizzagalli, 2013). 
Instead, much of what is understood about the dopamine system and its 
development over adolescence come from translational animal studies (Schultz 
et al., 1997; Chambers, Taylor, & Potenza, 2003; Lisman & Grace, 2005; Bethus, 
Tse, & Morris, 2010) and psychopharmacological studies of patients with 
diseases involving dopamine dysfunction (Knowlton et al., 1996; Frank, 
Seeberger, & O’Reilly, 2004; Shohamy, Myers, Geghman, Sage, & Gluck, 2006).  
 Dopamine neurons project from substantia nigra to the caudate and the 




the prefrontal cortex (Chambers et al., 2003). Dopamine signals in response to 
outcomes are coded in the striatum (Hart et al., 2014). The striatum also 
receives inputs from hippocampus and prefrontal cortex (Haber & Knutson, 
2009), and is anatomically positioned to integrate information from these regions 
(Grace, Floresco, Goto, & Lodge, 2007). Via its connections, the hippocampus 
can modulate dopamine action in the striatum (Lipska, Jaskiw, Chrapusta, 
Karoum, & Weinberger, 1992; Floresco, Seamans, & Phillips, 1997; Legault & 
Wise, 2001; Lodge & Grace, 2005). Over adolescence, the hippocampus is 
influenced by hormonal changes, with implications for how the hippocampus 
regulates striatal dopamine (Chambers et al., 2003). Midbrain dopamine neurons 
also directly project to hippocampus (Gasbarri, Sulli, & Packard, 1997). These 
loops or circuits have been shown to support multiple forms of learning, but I 
will focus on feedback learning and mathematical models for reinforcement 
learning. 
 
Reinforcement Learning Framework  
 Studies of reinforcement learning in adults converge to show that the 
striatum plays a central in learning from outcomes (Frank et al., 2004; Daw, 
Gershman, Seymour, Dayan, & Dolan, 2011; Steinberg et al., 2013; Hart et al., 
2014). Midbrain dopamine neurons project to striatal recipients, and signal to 
unexpected rewards, cues that predict reward, and do not signal when an 




These signals from midbrain have been shown to drive striatal learning from 
expected and unexpected rewards, and this pattern of responses is captured 
computationally as a reward prediction error (Frank et al., 2004; Schönberg et 
al., 2007; Kahnt et al., 2008; Steinberg et al., 2013; Hart et al., 2014). Reward 
prediction error signals also code for differential representations of value in the 
striatum and the medial prefrontal cortex (O’Doherty et al., 2003). Prediction 
error signals and representation of values are then used for trial-by-trial 
updating, which drives choice behavior on subsequent trials (O’Doherty et al., 
2003). Studies of reinforcement learning in adolescents have implicated the 
same circuitry in response to monetary rewards (Cohen et al., 2010; Christakou 
et al., 2013), cognitive feedback (van den Bos, Cohen, Kahnt, & Crone, 2012), 
and social rewards (Jones et al., 2014). 
	   	  
	  
1.4. Questions and Chapter Introductions 
 For my dissertation, I have focused on the development of multiple 
learning systems in adolescence towards an understanding of the mechanisms 
that underlie motivated decision making. I present three studies that collectively 
test differences between adolescents and adults in probabilistic feedback 
learning, reward learning, and learning to transfer value. In each of the studies I 
consider how individual differences in learning relate to and predict differences 




 In Chapter Two, I address how the striatal and hippocampal systems 
contribute to feedback based learning in adolescence (Davidow, Foerde, 
Galván, and Shohamy, in preparation). Learning from outcomes is important for 
navigating everyday situations and for remembering useful actions in the future. 
Functional imaging studies of healthy human adults have demonstrated a critical 
role for the striatum and the hippocampus to support different kinds of 
feedback-driven learning (Foerde & Shohamy, 2011; Bornstein & Daw, 2012; 
Kahnt, Park, Burke, & Tobler, 2012). Specifically I ask, what are the differences 
in incremental learning behavior between adolescents and adults? Does the 
striatum reflect these differences? Does the hippocampus contribute to 
feedback learning in adolescents, as has been previously shown in adults 
(Foerde & Shohamy, 2011; Foerde, Race, Verfaellie, & Shohamy, 2013)?  
 In Chapter Three, I address how learned value can influence future 
decisions (Davidow, Wimmer, Galván, and Shohamy, in preparation). We are 
faced with novel circumstances everyday in life, and yet are able to act and 
make choices in these situations. What mechanisms might facilitate this kind of 
decision making? In Chapter Two I found signals of learning in the hippocampus 
in adolescents, and showed that this learning signal related to later memory 
behavior for feedback events. In Chapter Three I behaviorally explore learning to 
transfer value employing a hippocampal-dependent paradigm, the Sensory 
Preconditioning Task (Port, Beggs, & Patterson, 1987). Specifically I ask whether 




never been experienced? Are adolescents able to integrate and generalize over 
learned experiences for novel decision-making? How will incentivizing learning 
outcomes (i.e. by pairing outcomes with monetary gains and losses) impact 
learning behaviors? 
 In Chapter Four I explore a mechanism for understanding how individual 
differences in brain systems for learning relate to variability in learning behavior 
(Gerraty et al., 2014). In Chapters Two and Three, I observed individual 
variability across different measures of learning, which cannot be accounted for 
by other measured behaviors. What gives rise to these differences? Resting 
state fMRI research has shown reliable spatial networks of brain regions co-
activate in absence of task demands (e.g. Biswal, Zerrin Yetkin, Haughton, & 
Hyde, 1995; Andrews-Hanna, Reidler, Sepulcre, Poulin, & Buckner, 2010; Power 
et al., 2011). Although spatially these networks are highly stable, there is great 
individual variability in the intrinsic functional connectivity within networks at rest 
(Kahn & Shohamy, 2013). Could individual differences in resting state intrinsic 
functional connectivity – between brain regions important for learning – relate to 























































 Adolescence is a stage of development characterized by many behavioral 
and neural changes. There have been recent advances in understanding the 
neural mechanisms of risky decision-making and reward sensitivity in 
adolescence. However, much less is known about how the adolescent brain 
learns to predict rewards and whether reward sensitivity in adolescence 
modulates other forms of learning. Here we aimed to address this gap. Guided 
by findings of hyper-activation of the striatum related to heightened feedback 
sensitivity, we hypothesized that adolescents will be better than adults at 
learning to update choices based on feedback. We additionally examined 
episodic memory for feedback events, known to depend not on the striatum, but 
on the hippocampus. Healthy adolescents (13-17 years old) and adults (24-30 
years old) participated in a probabilistic feedback-based learning task as they 
underwent event-related fMRI. On each trial, participants categorized visual 
cues and received feedback (“correct” or “incorrect”). Following learning, 
participants were tested for their episodic memory of trial-unique feedback 
events. Thus, for each participant, we obtained measures of incremental trial-
by-trial learning of stimulus-outcome associations, as well as of episodic 
memory for feedback events. In support of our hypotheses, we indeed found 
that adolescents learned better than adults, as was evidenced both in choices 
and in computational analyses of reinforcement learning parameters. We found 




with no difference between the groups. Neurally, we found that trial-by-trial 
model-derived predictions errors correlated with BOLD signal in the striatum, as 
well as in the hippocampus, and this activation was stronger in the adolescents 
than in the adults. Taken together our findings suggest that heightened 
sensitivity to feedback in adolescents confers a benefit for striatal dependent 
learning, and that heightened activity in the striatum may have behavioral 






































 Adolescence is a developmental transition period between childhood and 
adulthood, during which time cognitive processes important for adaptive 
behavior mature. Research in adolescent cognitive development has focused on 
the peak in risk-seeking behaviors and its neural correlates of heightened striatal 
response to incentives (Casey, Jones, & Somerville, 2011). Collectively, studies 
that employ gambling to win monetary earnings with varying levels of risk have 
shown that adolescents exhibit riskier behavior than adults (Figner, Mackinlay, 
Wilkening, & Weber, 2009), for lower levels of winnings (van Leijenhorst, Moor, 
et al., 2010), and that risk taking decreases with age (Paulsen, Platt, Huettel, & 
Brannon, 2011). Differences in reward processing between age groups have 
been linked to heightened activation in the ventral striatum for adolescents 
(Ernst et al., 2005; Galván et al., 2006; but see Bjork, Smith, Chen, & Hommer, 
2010 for opposite finding). Activity in the ventral striatum of adolescents has 
also been shown to be sensitive to reward magnitude (Galván et al., 2006; Nees 
et al., 2012; but see Vaidya, Knutson, O’Leary, Block, & Magnotta, 2013 for 
opposite finding). However, as the number of studies in adolescent reward 
processes increases, the number of mixed findings is also growing, rather than 
converging on a clear mechanism.  
 Research in adults has repeatedly implicated the striatum in studies of 
learning from feedback (Delgado, Miller, Inati, & Phelps, 2005; Peterson & Seger, 




feedback learning depends on the striatum (Knowlton et al., 1996; Shohamy et 
al., 2004). Learning incrementally from trial-by-trial feedback has been 
demonstrated to emerge from dopamine signals originating in midbrain 
(Montague et al., 1996; Schultz et al., 1997; Steinberg et al., 2013) driving 
updating of expectations and value in the striatum and prefrontal cortex 
(O’Doherty et al., 2003; Knutson, Taylor, Kaufman, Peterson, & Glover, 2005; 
Kahnt et al., 2008; for review, see Daw & Doya, 2006). Computational models of 
reinforcement learning have shown that the striatum in adults shows activation 
that correlates with estimated prediction errors (Schönberg et al., 2007; 
Gläscher, Daw, Dayan, & O’Doherty, 2010; Li & Daw, 2011; Niv et al., 2012; Hart 
et al., 2014). Studies of reinforcement learning in adolescents have similarly 
implicated the striatum, with some finding stronger striatal response to reward 
prediction errors than in adults (Cohen et al., 2010; Barkley-Levenson & Galván, 
2014), and other not (Bjork et al., 2010; Christakou et al., 2013; Vaidya et al., 
2013; Lamm et al., in press). 
 The brain supports multiple systems for learning and decision making 
(Gabrieli, 1998; Gregory, Alfonso-Reese, Turken, & Waldron, 1998; Graybiel, 
2008; Rangel, Camerer, & Montague, 2008; Pennartz et al., 2009); while the 
striatum supports incremental learning from feedback, the hippocampus has 
been shown to support learning that is rapid and flexible (Dusek & Eichenbaum, 
1997). The hippocampus has been implicated in many cognitive processes and 




for events (Paller & Wagner, 2002; Davachi, 2006; Eichenbaum, Sauvage, Fortin, 
Komorowski, & Lipton, 2012). While the striatal and hippocampal learning 
systems have been shown to be dissociable (Poldrack et al., 2001), there is 
great interest in understanding when and why these learning systems might 
compete or cooperate. Feedback learning processes can influence the 
formation of memories for events (Wittmann et al., 2005; Adcock et al., 2006; 
Dillon et al., 2013; Wolosin, Zeithamova, & Preston, 2012), and in turn this 
“motivated memory” can bias new learning and future decision making 
(Shohamy & Wagner, 2008; Guitart-Masip et al., 2010; Bornstein & Daw, 2012; 
Wimmer & Shohamy, 2012; Murty & Adcock, 2014).  
 In parallel, there has been great interest in understanding the 
development of motivational learning systems in adolescents. There has been a 
noted shift in tone among researchers of adolescent development towards 
focusing on how learning mechanisms in this population may be adaptive given 
the particular needs of the time (Telzer, Fuligni, Lieberman, & Galván, 2013; 
Teslovich et al., 2014; and for reviews see Crone & Dahl, 2012; Galván, 2013; 
Casey, 2015). Following this trend, we reasoned that heightened sensitivity to 
incentives supported by greater activation of ventral striatum in response to 
outcomes (Ernst et al., 2005; Galván et al., 2006) should benefit adolescents in 
situations where outcomes are predictable, but require incremental 
accumulation of evidence in order to build these predictions. We approached 




reinforcement learning models for testing of learning both behaviorally and in the 
brain. The mathematical reinforcement learning framework is a useful tool for 
considering adolescent decision making because it formalizes the description of 
acquiring feedback contingencies, evaluating whether the assumed underlying 
model can explain and predict behavior (O’Reilly, 2006). 
 In the present study, we employed an adaptation of a probabilistic 
feedback learning task that has previously been shown to depend on the 
striatum and hippocampus in health adults (Foerde & Shohamy, 2011). In this 
task, participants incrementally build cue-target associations by making 
choices, and receive feedback with which to update their expectations (see 
Figure 1). Each feedback event was accompanied by a trial-unique object and 
participants were later tested for their episodic memory for these objects. We 
tested healthy adolescents in comparison to healthy adults, hypothesizing that 
heightened feedback sensitivity in adolescents would facilitate trial-by-trial 
learning. We investigated whether such effects are selective to incremental 
learning, or whether parallel effects are also observed for episodic memory for 
feedback events. In support of our hypothesis we found that adolescents learn 
better than adults and show greater learning–related BOLD activity both in the 
striatum and in the hippocampus. This difference between the age groups was 
selective to feedback-based learning and was not evident in episodic memory of 





Materials and Methods 
Participants 
 Twenty-eight adolescents (ages 13-17, mean age 15.9 years, SD = 1.4 
years, 10 females) and twenty-five adults (ages 24-30, mean age 27.7 years, SD 
= 2.0 years, 13 females) participated in the study. Three adults were excluded 
from the final sample, two for technical issues resulting in the inability to record 
behavioral data, and one for an incidental neurological finding. Three 
adolescents were excluded from various analyses: two were excluded from all 
analyses, due to technical issues in the recording of the behavioral data; one 
was excluded from all brain imaging analyses due to excessive motion (absolute 
motion > 2.4 mm). Thus our final sample was 22 adult participants and 26 
adolescents for all behavioral analyses, and 25 for all imaging analyses.  
The Wechsler Abbreviated Scale of Intelligence (2-part sub test) was 
administered, with adolescents scoring an average of 104 (SD = 10.3, range 90 
to 126) and adults scoring an average of 115 (SD = 10.6, range 99 to 138). 
Adolescents reported estimated pubertal development using a self-report 
multiple choice questionnaire (Petersen, Crockett, Richards, & Boxer, 1988), 
with a mode of 4, ranging from 3 – 5, reflecting that pubertal development was 
well underway but not complete. Providing racial and ethnic demographic 
information was optional; the present sample was comprised of 24% Hispanic, 





All participants were healthy, right-handed, native-English speakers, with 
normal color vision, reported no history of psychiatric or neurological disorders, 
were not taking medication and had no metal in the body nor other 
contraindications for scanning. All participants were initially screened over the 
phone (for adolescent participants screening was completed with the 
adolescent and a parent). A second written and verbal screening was conducted 
as part of the consent and assent procedures. Prior to entering the scanner 
environment, all participants were weighed and received a final check for metals 
using a strong magnetic wand. At the completion of study participants were 
paid for their time; no additional monetary incentives were used as motivation in 
the task. All recruitment, screening, consent and assent, and testing procedures 
were approved by the UCLA Institutional Review Board. 
 
Procedures 
Learning and Memory Task Design: Probabilistic Feedback Learning Paradigm 
 Participants performed a probabilistic learning task (adapted from Foerde 
& Shohamy, 2011) while undergoing fMRI. Prior to entering the scanner, 
adolescent and adult participants read instructions on a laptop and completed a 
practice round of the task (8 trials, stimuli were not the same as stimuli used in 
the task) to become familiar with the general appearance and speed of the task 
and to be certain that the instructions were correctly understood. The task was 




Toolbox (Brainard, 1997). In this task, participants learn associations between 
pairs of stimuli by trial and error. Response-contingent feedback follows 
choices, and over many trials participants use this feedback to learn which 
choice is the optimal one for each of the four cue stimuli. Inside the scanner, the 
learning phase consisted of 120 trials, distributed over 4 functional imaging runs 
(30 trials in each run), and a test phase (1 fMRI run, 32 trials).  
 On each trial in the learning phase, participants saw one of four (1 of 4) 
different butterflies and had to predict which of two flowers the butterfly was 
more likely to feed from. Participants had up to 4 seconds to make a response, 
and were encouraged to respond as quickly as possible. Each butterfly was 
associated with one flower on 80% of trials and with the other flower on 20% of 
trials (Figure 1A). This means that most of the time choosing the optimal flower 
for a particular butterfly would result in  "correct" feedback, but 20% of the time 
choosing the optimal flower results in "incorrect" feedback. This allowed us to 
observe learning rates over the course of time in the task as well as seek out 
prediction error signals in the brain for these infrequent and surprising feedback 
outcomes. Participants used two buttons on a four-finger button box (index 
finger and middle finger) to choose either the left- or the right-sided flower, and 
then received feedback on their selection. Feedback was visually presented on 
the screen (the word "correct" in blue or “incorrect" in red) for two seconds, 
followed by a fixation-cross for a jittered inter-trial interval. Jitter duration and 




http://surfer.nmr.mgh.harvard.edu/optseq/ Mean jitter = 6 s, range 2 s  to 16 s). 
Within participant, the two target flowers remained on the same side of the 
screen (i.e. fixed left, right) but across participants this was counterbalanced. 
Similarly, within participant, the cue butterfly and associated target flower 
remained fixed with 0.8/0.2 probability over the entire task, but this was fully 
counterbalanced across participants. The test phase immediately followed the 
learning phase. Participants continue to make choices for the same butterfly-
flower associations, but no longer receive feedback for these choices. 
Participants were instructed to continue choosing based on the associations 
that they had learned over the previous trials. This provides a measure for how 
well the associations have been learned for each of the 4 butterfly stimuli, in the 





















Figure 1. Task design: Probabilistic learning paradigm and subsequent memory 
test.  
Participants completed a probabilistic learning task followed by a surprise memory test. 
(A) Participants learned four cue-stimulus associations from trial-and-error feedback 
over 120 trials. At the onset of the trial, a butterfly in one of four colors (blue, yellow, 
red, purple) appeared in the center of the screen, below two flowers (one pink, one 
white). Participants make a button press to choose which flower the butterfly will land 
on. Feedback appears on the screen as the word “correct” or “incorrect” along with a 
trial-unique picture. (B) Afterward, outside of the scanner, approximately 30 minutes 
after completion of the learning phase, participants were presented with the 120 “old” 
trial-unique pictures and 120 foil new images and were asked to judge for each image 
whether they had seen it in the learning phase (old) or not (new) and to rate how 







Learning and Memory Task Design: Subsequent Memory Test 
 During the learning phase, for each feedback event, a trial unique picture 
of an everyday object was presented (Figure 1B). These pictures were 
orthogonal to the primary learning task, in that they provide no information for 
learning the butterfly-flower associations (i.e. pictures do not convey information 
regarding whether the trial was correct or incorrect). The order of the 
presentation of these pictures was random and unique to each participant. After 
coming out of the scanner, each participant completed a surprise memory test 
for these pictures. Participants were not informed prior to this that they would 
be tested on these pictures. Memory testing was completed on a laptop, 
approximately 30 minutes after the completion of the learning phase. 
Participants saw all the pictures that had appeared in the learning phase while 
inside the scanner (called "old" pictures) and an equal number of novel pictures 
(called "new" pictures) that had not been seen in the learning phase. 
Participants first made a button press to indicate if a picture was old or new 
then provided a confidence rating on this judgment (Figure 1B). This provided a 
measure of memory for features of the feedback events and an index of how 
sure participants felt about these judgments. 
 During the learning phase, if a participant did not make a valid response, 
they saw the words "too late" for the duration of trial, to keep with the timing of 
events programmed by OptSeq. No feedback was presented for such trials. 




regressor (i.e. invalid) to be kept out of baseline for fMRI analysis. Invalid trials in 
the learning phase resulted in a different number of test items for the surprise 
memory test. There were very few of these invalid trials across all participants. 
For adults, the lowest response rate from any single participant in the learning 
phase was 86% (i.e. over 100 trials) and 88% for adolescents. 
 We calculated an average memory accuracy score for each participant, 
excluding all memory test trials where participants indicated they were guessing. 
Additionally, using the normalized rates of correctly remembered trials (hits) and 
trials where participants mistakenly identified novel pictures as old ones (false 
alarms) we calculated an overall measure of d-prime. D-prime is a more 
sensitive measure of accuracy because it takes into account the bias of any 
individual to tend to identify items as old. We also calculated d-prime separately 
for each confidence level for each participant, excluding “guess” trials, and this 
measure was used in generating behavioral memory regressors for fMRI 
analysis. 
 
fMRI Data Acquisition and Preprocessing 
 Scanning was performed on a 3-Tesla Siemens Trio MRI scanner at the 
Ahmanson-Lovelace Brain Mapping Center at UCLA. For each functional run 
during the learning phase of the behavioral task, after discarding initial TRs as 
the scanner stabilized, 200 volumes of T2*-weighted interleaved echo-planar 




slices, voxel size = 3x3x4 mm3, TR = 2000 ms, TE = 30 ms, FA = 90º, matrix = 
64 x 64, FOV = 192 mm) for a total of 800 volumes. For the test phase all 
parameters were the same, except 175 volumes were collected. A high-
resolution, T1-weighted magnetization-prepared rapid-acquisition gradient echo 
(MPRAGE) anatomical scan was acquired in the sagittal plane for each 
participant at the end of functional scanning (slice thickness = 1mm, voxel size = 
1x1x1 mm3, 160 slices, TR = 2170 ms, TE = 4.33 ms, FA = 7º, matrix = 256 x 
256, FOV = 256 mm). Imaging data were processed and analyzed using the 
FMRI Expert Analysis Tool (FEAT) from the FMRIB Software Library (FSL) v6.00 
toolbox (www.fmrib.ox.ac.uk/fsl). Functional images were motion corrected, 
slice-time corrected using Fourier-space time-series phase-shifting, skull 
stripped using FSL’s Brain Extraction Tool (BET; Smith, 2002), spatially 
smoothed with a 5mm full width half mast (FWHM) Gaussian kernel, grand-mean 
intensity normalized, highpass filtered at 0.02 Hz, and registered to standard 
Montreal Neurological Institute (MNI) template. High-resolution MPRAGE images 
were skull-stripped with BET, segmented into probability maps for gray matter, 
white matter and CSF, and registered to standard Montreal Neurological 
Institute (MNI) template. 
 
Reinforcement Learning Model Analysis 
 To explore how feedback drives trial-by-trial updating of choices during 




parameters to each participant’s observed choices in the learning phase 
(Equation 1: Sutton & Barto, 1998; Daw, 2011). In Equations 1 and 2, Q is the 
estimated value, such that Qt is the expected value on trial “t” and Qt+1 is the 
updated expected value on the trial following trial “t.” The δ is the measure of 
prediction error, and is simply the difference between the expected outcome 
“Q” and the reward received “r” on trial “t.” 
 
  Qt+1 = Qt + α * δ      Equation 1 
  where δ = (rt - Qt) 
 
  LLE = LLE + β * Qt–m(Ct) – log ∑exp(β*Qt–m)   Equation 2 
  where Qt–m = Qt – Qm  
 
One estimated parameter is a learning rate, α, which is a measure of the rate 
with which individuals update expectations based on feedback. Values for α can 
range from 0 to 1. Values closer to 1 indicate heavily weighing recent feedback; 
in a context where outcomes are probabilistic but probabilities are consistent, 
this can result in overweighting recent but rare feedback, and frequently shifting 
choice behavior (Sutton & Barto, 1998). Values closer to 0 indicate more evenly 
weighing feedback from a greater number of previous trials; in this context, this 
strategy allows for incremental learning over several trials, such that surprising, 
rare, feedback outcomes will not dramatically shift choice behavior (Sutton & 




temperature and is an index of noise in choice behavior (the extent to which a 
participant exploits the learned value vs. explores other options). 
 The measure of the difference between the expected outcome and the 
received outcome is calculated by subtracting the estimated subjective value for 
that cue on that trial from the feedback received on that trial (i.e. 1 for “correct” 
feedback and 0 for “incorrect feedback). Thus if the expected outcome is 
smaller than the actual received outcome this results in a positive prediction 
error, and conversely expected outcomes that are larger than received 
outcomes result in a negative prediction error. The more unexpected the 
feedback, the larger the prediction error estimate in its respective direction.  
 As described in detail in the Results, the model fits to observed behavior 
equally well for each age group, but there were differences in estimated learning 
parameters, so different parameter averages were used for estimating prediction 
errors. Individual participant’s learning rates and beta values from the 
reinforcement learning model fit to their observed behavior were averaged to 
calculate a single learning rate and beta for the adolescent and adult groups 
separately, and respective group means were used to calculate trial-by-trial 
parametric prediction error estimates (Daw, 2011). Following previous work by 
Foerde and Shohamy (2011) we included both positive and negative prediction 
errors in a single parametric regressor for fMRI analyses.  
 For each participant we also calculated the lowest log likelihood estimate 




choices “C”, using a minimization optimizer (MatLab, 
http://www.mathworks.com/) to find the minimum for this test of model fit. We 
used Akaike’s Information Criterion (Equation 3; Wagenmakers & Farrell, 2004) 
to penalize the complexity of the model where “k” is the number of estimated 
parameters, and computed the chance level likelihood for two choices over 120 
trials (Equation 4; Daw, 2011) and subtracted this from the AIC term for each 
participant.  
 
  AIC = (-2*(LLE))+(2*k)                    Equation 3 
  R = -120*LN(0.5)           Equation 4 
 
Reinforcement Learning Model Analysis: Parameter Estimates with a Prior 
 Limiting the prior probability distribution is appropriate for constraining 
possible solutions for estimated parameters, particularly when comparisons 
between groups is of interest (Daw, 2011). Additionally, one method for reducing 
noise in fitting parameters from individual subjects comes from repeated 
estimations of lowest log likelihood (LLE) fits over many different initialization 
points for the minimization optimizer, and then checking for the smallest LLE 
and keeping the estimated parameters associated with that fit (Daw, 2011). This 
prevents solutions that fall into “local” minima, but are not true “global” minima. 
To address these pitfalls in reinforcement learning methods, we also fit a model 




Estimates for each free parameter were constrained with a probability density 
function [β ~ Gamma (1.2, 5), α ~ Beta (1.1, 1.1)] (Daw et al., 2011). Priors were 
used to penalize the estimates output from the minimization optimizer. The 
minimization optimizer function was run 20 times per participant.  
 
fMRI Statistical Analysis 
 After completion and inspection of preprocessing, subject-level and 
group-level general linear models were analyzed in FEAT, to test for 
relationships between behavioral measures of interest and brain activation in 
regions of interest. We used a within subject fixed-effects analysis to average 
regressed activation over the 4 functional runs. Output from subject level 
analysis, was then analyzed in a group level general linear model, to observe 
average activation maps in each age group separately, and to compare 
activation between groups. 
 Given our hypotheses and strong a priori interest in a subset of sub-
cortical regions, group level whole brain results were masked for small volume 
correction, which was carried out in FEAT as part of post-stats, so that the mask 
was applied at a threshold of Z > 2.3 before cluster extraction for group means. 
For prediction error analysis we applied an anatomically defined mask (Harvard-
Oxford Probability Atlas) of combined bilateral hippocampus, parahippocampus, 
putamen, caudate, and accumbens (Desikan et al., 2006). Group contrasts for 




Randomise (Winkler, Ridgway, Webster, Smith, & Nichols, 2014). Separate 
anatomical masks of bilateral hippocampus and putamen were applied prior to 
the contrast between groups. Small volume correction was carried out by 
identifying clusters within masked regions using FSLs Cluster tool thresholded 
at p = 0.05 uncorrected, and cluster extent correction thresholds were 
calculated by AFNIs 3dCulstSim by providing the mask and smoothness as 
calculated from the masked residuals using AFNIs 3dFWHMx 
(http://afni.nimh.nih.gov/).  
 For comparison of activation to images that were later “remembered” as 
opposed to later “forgotten” we thresholded the behavioral measure of memory 
to exclude any trials where belonging in one or the other category was 
ambiguous. Using a threshold of d-prime > 0, we only retained “remembered” 
and “forgotten” trials for which d-prime for that associated confidence rating 
was above 0, for each participant. All remembered and forgotten trials that did 
not meet this criterion were excluded from fMRI analysis (i.e. modeled in a 
separate regressor, “dropped”). Subject-level general linear models were 
conducted using FEAT, and contrasts of remembered > forgotten, and forgotten 
> remembered were calculated, in addition to a mean for each measure 
separately. Fixed-effects analysis was used to collapse over the 4 runs. Group-
level GLMs were used to find group means, and masked with an anatomically 




correction was carried out in FEAT as part of post-stats, so that the mask was 
applied to whole brain map thresholded at Z > 2.3 before cluster identification.  
 
Motion 
 Functional images were motion corrected using FSLs MCFLIRT 
(Jenkinson, Bannister, Brady, & Smith, 2002) deriving 24 nuisance regressors 
related to motion (6-rigid body transforms – 3-translational, 3-rotational – their 
derivative, their square, and the square of the derivative). One adolescent 
participant was excluded from all brain analyses for having motion greater than 
2.5 standard deviations away from the whole sample (adolescents and adults) 
average motion. After removing this participant, the relative motion (t(45) = -
0.11, p = 0.9) and absolute motion (t(45) = 0.29, p = 0.8) for both adolescents 
and adults did not differ (for mean motion by group see Table 1).  
 
 
 absolute motion relative motion 
 Mean (sem) Mean (sem) 
adolescents (n = 25) 0.25 (± 0.027) 0.07 (± 0.006) 
adults (n = 22) 0.24 (± 0.019) 0.07 (± 0.004) 
 
Table 1. Motion estimates from fMRI preprocessing.  
Preprocessing was conducted in FSL’s FEAT using MCFLIRT. In addition to the 
standard 3 translational and 3 rotational rigid body estimates of motion, we included the 
derivative of these 6 parameters, the square and the derivative of the square as 




adolescent participant, there were no differences in motion between the adolescent and 










 We assessed learning in three different ways: overall optimal choice, 
mixed-effects linear regression, and reinforcement learning models.  
 
Optimal Choice 
 Optimal choice reflects choosing the target (flower) most frequently 
associated with each cue (butterfly), even if the feedback presented indicates 
that it was not a “correct” choice (following Poldrack et al., 2001; Shohamy et 
al., 2004; Foerde & Shohamy, 2011 and others). As shown in Figure 2, both 
groups improved over the course of the learning phase, although adolescents 
showed greater improvement in learning over time. Indeed, a repeated 
measures ANOVA (Block X Group) revealed a main effect of block [F(3,138) = 
20.95, p < 0.001], and an interaction between block and group, [F(3,138) = 4.49, 






Figure 2. Behavioral results: Optimal choice over learning trials. 
Optimal choice reflects choosing the target flower most associated with the cue 
butterfly, which on 80% of trials results in “correct” feedback, but on 20% of trials 
results in “incorrect” feedback. Both age groups reliably learn over the course of 120 
trials, but adolescents learn better than adults. Points reflect mean optimal choice for 




 To probe possible factors driving differences in learning between 
adolescents and adults we analyzed reaction time to button press in the learning 
phase. Reaction times were normalized within subjects, and then subjected to a 
Group X Block RMANOVA (Figure 3). We found a main effect of learning, 




no interaction, F(3,138) = 1.1, p = 0.4. This suggests that differences in learning 
are not attributable to differences in speeding of responses in one of the groups. 
 
 
Figure 3. Reaction time over learning trials.  
Time to respond from onset of trial to choose target flower. Response times were 
normalized to the within subject mean and SD. Both groups show an effect of speeding 
responses reflecting learning, and there were no differences between groups. Points 




 To more directly compare the rates of learning in each group, we fit a 
linear regression model to each participant’s trial-by-trial optimal choice 
behavior (R project: Bates, Mächler, Bolker, & Walker, 2014) modeling trial 




effects to predict optimal choice behavior. This analysis revealed a significant 
effect of rate of learning for both adolescents and adults (Z = 2.33, p = 0.02) and 
a significant effect of group on rate of learning (Z = 2.56, p = 0.01). Together, 
both the ANOVA and the linear regression show better learning for adolescents 
than adults on this probabilistic learning paradigm.  
 
Reinforcement Learning Models 
 Next, to more specifically explore how feedback drives trial-by-trial 
updating of choices during learning, we fit a standard reinforcement learning 
model with two free parameters to each participant’s observed choices in the 
learning phase (Equation 1). Using an independent samples t-test, we found 
that model fits did not differ between adolescents and adults [t(46) = 0.75, 
p=0.46], and that the fit model predicted behavior better than the chance model 
[(one-way t-test, t(47) = -33.0, p = 0.00)]. We used independent samples t-tests 
to compare estimated parameters between groups, and found that there was no 
difference in β, t(46) = -1.1,p = 0.3, and a significant difference in α t(46) = -2.11, 
p = 0.040, such that adolescents had a lower learning rate (0.24 ± 0.05) than 
adults (0.44 ± 0.08). 
  
Subsequent Memory   
 Participants were tested for memory for trial unique pictures that had 




correctly remembered pictures and d-prime was calculated for each participant. 
A one-way t-test for overall memory accuracy against chance was significant 
both for adolescents (t(25) = 13.90, p < 0.000; 0.71 ± 0.02) and for adults (t(21) = 
10.18, p < 0.000; 0.68 ± 0.02). Independent samples t-test revealed no 
differences in memory accuracy between adolescents and adults (t(46) = 1.17, p 
= 0.25). Similarly, d-prime was significantly above chance for both adolescents 
(t(25) = 10.92, p < 0.000; 1.38 ± 0.13) and for adults t(21) = 8.14, p < 0.000; 1.11 
± 0.14) and there were no differences between groups (t(46) = 1.46, p = 0.15; 
Figure 4A).  
 
 
Figure 4. Subsequent Memory.  
Memory accuracy as measures during a surprise memory test approximately 30 
minutes after the learning task. (A) Memory for each group across all trials. (B) Memory 







 Given prior studies indicating that emotion and valence impact memory 
(e.g. (van Duijvenvoorde, Zanolie, Rombouts, Raijmakers, & Crone, 2008; van 
den Bos et al., 2009; Jones et al., 2014) (Wrase et al., 2007; Hardin et al., 2009; 
Niznikiewicz & Delgado, 2011) (Murty, Ritchey, Adcock, & LaBar, 2010), we 
conducted an exploratory follow-up analysis to test whether memory differed 
depending on whether feedback was positive or negative ( “correct” or 
“incorrect”). A RMANOVA (feedback valence X group) for d-prime (Figure 4B) 
showed a main effect of feedback valence (F(1,46) = 11.44, p = 0.002) such that 
d-prime was higher for correct (1.13 ± 0.09) than incorrect feedback (1.00 ± 
0.09). There was no main effect of group (F(1,46) = 2.76, p = 0.10), however 
there was a trend towards an interaction between feedback and group (F(1,46) = 
3.08, p = 0.08). A post-hoc paired samples t-test comparing d-prime within the 
adolescents found a significant difference in memory between correct and 
incorrect feedback events (t(25) = 3.56, p = 0.002), such that adolescents had a 
higher d-prime for correct (1.29 ± 0.11) than incorrect (1.09 ± 0.12) feedback 
events. No such effect was found among the adults (t(21) = 1.04, p = 0.31).  
  
Prediction Error Analysis 
 Trial-by-trial parametric prediction errors were calculated two ways, with, 







Parameter Estimates Without a Prior 
 For estimating parametric prediction errors we removed all participants 
for which the estimated α was exactly equal to 1 or 0, in other words, specific 
participants for whom the model did well describe their observed data (Jones et 
al., 2014). This resulted in a reduced sample of 14 adults, and 18 adolescents (8 
participants removed from each age group respectively). To be certain the 
direction of results for the remaining sample did not differ, we reanalyzed the 
reduced sample and again found the same results as in the whole group. In the 
reduced sample we see the same pattern of results as in the full sample, with no 
differences between groups in model fits (t(30) = 0.76, p = 0.45), the fit model 
described the observed behavior better than the chance model (t(31) = -30.12, p 
< 0.000), that there were no differences between groups in β (t(30) = 0.53, p = 
0.60), and that the adolescents had a lower learning rate, α, than the adults (t(30) 
= -2.07, p = 0.048)]. 
 
Parameter Estimates with a Prior 
 To reduce noise in fit parameters from individual subjects we also 
analyzed a reinforcement learning model with a prior probability distribution. We 
found the same pattern of results described above such that model fits were 
better than chance (p < 0.000), there were no differences between adolescents 




no differences between groups for β (p = 0.42), and a significant between group 
difference for α ( p = 0.01).  
 
 Since parameters used to model prediction error in the brain had been 
generated for all subjects from a subset of the full sample, we wanted to see 
how similar estimated prediction error values would be to the estimates 
generated from the parameters from the whole sample as estimated with a prior 
probability distribution. We then recalculated trial-by-trial prediction error for 
each subject using the average α and β estimate for the entire sample from the 
model with the prior. The estimated prediction errors from the model without the 
prior correlated with the estimated prediction errors from the model with the 
prior at an average Pearson’s r = 0.999, p < 0.000. For a list of parameter 
estimates and summary of statistical test results for the full sample, reduced 
























-LLE  alpha beta AIC C. 
mean (sem) mean (sem) mean (sem) mean (sem) 
adolescents (n = 26) 57.6 (± 3.6) 0.28 (± 0.05) 4.7 (± 0.71) -111.2 (± 7.3) 
adults (n = 22) 61.9 (± 4.4) 0.50 (± 0.07) 3.7 (± 0.99) -119.8 (± 8.8) 
 
Table 2. Parameter estimates from reinforcement learning models. 
Parameter estimates from a standard reinforcement learning model. Free parameters, 
alpha and beta, are estimated to describe learning rate and noise in choice behavior 
respectively. Log likelihood estimates were minimized, and then penalized for the 
number of fit parameters using AIC. There were no differences between adolescent and 
adult groups in model fits or beta. Adolescents have a lower learning rate than adults, 
suggesting that they are incrementally incorporating feedback to learn how to choose 
optimally in the learning task. (A) Parameter estimates model with no prior, full sample. 
(B) Parameter estimates model with no prior, reduced sample parameters used for 
estimating prediction error for fMRI analysis. (C) Parameter estimates from model with 
prior. 
-LLE alpha beta AIC A. 
mean (sem) mean (sem) mean (sem) mean (sem) 
adolescents (n = 26) 54.8 (± 3.8) 0.24 (± 0.05) 
968443.2   
(±  1474.6) 
-105.6 (± 7.5) 
adults (n = 22) 59.2 (± 4.6) 0.44 (± 0.08) 
967992.0  
(±  648.5) 
-114.5 (± 9.2) 
-LLE  alpha beta AIC B. 
mean (sem) mean (sem) mean (sem) mean (se) 
adolescents (n = 26) 53.5 (± 4.2) 0.35 (± 0.06) 12.3 (± 6.7) -103.1 (± 8.3) 




 We examined BOLD correlates of prediction error in both the adolescent 
and the adult group separately to observe group mean activation for prediction 
error learning signals. For direct comparison between adolescents and adults, 
we conducted two contrasts, the first to observe activation which was greater in 
adolescents than adults, and second to observe activation which was greater in 
adults than in adolescents. Given our strong hypotheses based on previous 
studies in adults, we adopted a conservative approach of only looking within a 
priori regions of interest, namely the striatum and the hippocampus. As shown in 
Figure 5, within the adults this analysis revealed two significant clusters, one in 
the left ventral striatum (FWE-p cluster < 0.003, Z = 3.68 [404 voxels, peak: -8 
10 -6]) and the other in the right putamen (FWE-p cluster < 0.03, Z = 4.14 [194 
voxels, peak: 32 -6 2]). For adolescents, we found four significant clusters: in the 
left and right putamen (Left: FWE-p cluster < 0.00004, Z = 4.44 [852 voxels, 
peak: -22 10 -6]; Right: FWE-p cluster < 0.0007, Z = 3.13 [521 voxels, peak: 26 
10 0]), and in the left and right hippocampus (Left: FWE-p cluster < 0.0001, Z = 
3.88 [704 voxels, peak: -16 -8 -20]; Right: FWE-p cluster < 0.0006, Z = 3.25 [548 
voxels, peak: 32 -12 -18]). 
 A contrast of differences between adolescents and adults revealed 
significantly greater activation in adolescents than adults in the hippocampus 
(right body of the hippocampus (FWE-p cluster < 0.01, t = 3.06 [164 voxels, 
peak: 24 -26 -14]) and left anterior hippocampus (FWE-p cluster < 0.04, t = 3.55 




adolescents in the putamen (right: FWE-p cluster < 0.07, t = 2.42 [85 voxels, 




Figure 5. Prediction error fMRI 
Parametric prediction error estimates were modeled, regressed with BOLD activity, and 
examined within a priori regions of interest (combined bilateral caudate, putamen, 
accumbens, hippocampus, and parahippocampus, anatomically defined by the 
Harvard-Oxford probability atlas). (A) Panels to the left depict group means. Panel to 
the right depicts contrast for adolescents > adults. Adolescents show activation in 




samples t-test of adolescents > adults, adolescents show a trend towards greater 
prediction error related activation in bilateral putamen. The opposite contrast of adults > 
adolescents showed no above threshold activations. (B) Panels to the left depict group 
means. Panel to the right depicts contrast for adolescents > adults. Adolescents show 
activation in hippocampus related to prediction error, whereas adults do not.  
 
 
Subsequent Memory fMRI 
 Memory regressors for fMRI for each subject were derived from 
remembered trials with above zero d-prime scores for each confidence level. We 
examined BOLD correlates for remembered > forgotten pictures in each group 
separately and then by directly contrasting between them, taking a conservative 
approach of only looking within a priori regions of interest. As shown in Figure 
6, within the adolescents this analysis revealed one significant cluster in the 
body of the hippocampus (FWE-p cluster < 0.001, Z = 3.03 [311 voxels, peak: -
34 -26 -16]). There were no above threshold activations for adults within the 
mask. 
 




Adolescents showed greater BOLD activity in the hippocampus for remembered than 
forgotten items. 
 
Relating Learning Signals in the Brain and Memory Behavior 
 Because of our interest in exploring the impact of a heightened striatal 
system on other learning systems, we compared memory behavior, overall d-
prime, with our measure of learning signal in the brain. Using FSLs featquery 
tool, for each participant we extracted the average percent signal change scaled 
activation for prediction error regressor within the bilateral mask of 
hippocampus and in the bilateral mask of putamen (two separate masks, 
Harvard Oxford Atlas), and correlated this measure of activation with overall d-
prime (Figure 7). One participant had an average %SC that was more than 3 SD 
away from the group mean, and 3 SD away from the adult and adolescent 
means respectively for both hippocampus and striatum and this participant was 
excluded from this analysis. We found that for adolescents, there was a positive 
relationship between this learning signal and later memory, specifically for the 







Figure 7. Relating memory and learning signals in the brain for adolescents.  
Average percent signal change (%sc) scaled activation related to parametric prediction 
error estimates, a signal of learning, was extracted separately for each subject within an 
anatomical mask of bilateral putamen and bilateral hippocampus. Activation was 
correlated with overall d-prime. Only for adolescents was there a positive relationship 

























Table 3. Relating memory behavior outside the scanner to signals of learning in 
regions of interest  
Correlation coefficients and probabilities for relating learning signals in anatomically 
defined regions of the brain and later memory behavior. Adolescents showed a positive 




 In light of evidence that adolescents are more sensitive to reinforcements 
we hypothesized that they would show facilitation in a probabilistic feedback 
learning paradigm. We found that indeed adolescents learned better than adults, 
and this was reflected behaviorally in overall optimal choice, slope of learning, 
and trial-by-trial updating reflected by estimated parameters fit with a standard 
reinforcement learning model. Additionally, we sought to explore the influence of 
heightened feedback sensitivity in parallel learning systems for memory. 
Although adolescents showed strong memory for features of feedback events, 
their performance was similar to adults, suggesting that the benefit of 
heightened feedback sensitivity is specific to the incremental acquisition of cue-
target associations in this task. In the brain, neural signatures of learning as 
 adolescents adults 
Region correlated with d-prime r p r p 
hippocampus 0.42 0.04 -0.07 0.74 






modeled in trial-by-trial parametric prediction error signals were found for 
adolescents and adults in the striatum, and though adolescents showed 
numerically more robust activation and to a greater extent spatially, there were 
no differences when compared directly to adults. However, prediction error 
signals were also found for adolescents in the hippocampus, and not so for 
adults, showing that adolescents engaged a more distributed network of regions 
in support of better learning performance. Adolescents also showed greater 
activation in the hippocampus during learning for trial unique pictures 
accompanying feedback that were later remembered, as opposed to forgotten. 
Adults did not show this effect. Taken together, among the adolescents we find 
evidence for enhanced learning from probabilistic events, but no differences in 
the memory for episodic details for features of these events.  
 Consistent with our finding that adolescents perform better than adults, in 
a visual anti-saccade task motivated by monetary rewards, Geier and 
colleagues (2010) found that adolescents were more accurate than adults, and 
that this boost in ability to inhibit eye-movements related to differences between 
groups during anticipation (referred to by the authors as response-preparation) 
in regions relevant for reward processing such as ventral striatum and 
orbitofrontal cortex.  Also in line with our finding of lower learning rates as 
estimated by the reinforcement learning model, a study that fit reinforcement 
learning models in a social reinforcement task, found that adolescents had lower 




(Jones et al., 2014). The present study extends upon this literature by showing 
that in a feedback learning task where motivations are perhaps more intrinsic as 
compared to money or peer approval that even still there is a benefit for 
performance from this heightened feedback sensitivity. 
 Although there seems to be general convergence of findings in both 
behavior and supporting neural mechanisms from studies of reinforcement 
learning in adults, the results for developmental studies have been more mixed. 
One study applied standard reinforcement learning models to test the differential 
influence of positive and negative feedback in a probabilistic learning task in 
healthy adolescents (van den Bos et al., 2012). Van den Bos and colleagues 
(2012) found a reliable decline in the influence of negative feedback with age, 
but only a marginal increase in the influence of positive feedback with age. And 
though functional connectivity between striatum and prefrontal cortex was 
found to increase for positive over negative feedback, they found no differences 
between groups in the striatal response alone to estimated parametric 
prediction errors, a result that may contrast an earlier study, which found 
heightened striatal responses to positive prediction errors (Cohen et al., 2010). 
Importantly, they replicated that the application of standard reinforcement 
learning models to different age groups did describe observed behavior, and did 
not differ between groups, allowing for the comparison of the estimated 
parameters in the model between age groups (Cohen et al., 2010; van den Bos 




 Worth noting among these studies is the separation of learning rates for 
positive and negative feedback and parallel separation for prediction error 
signals. In the present study, we used a combined positive and negative 
prediction error regressor for fMRI modeling, given evidence that reward 
systems are sensitive to feedback of either positive or negative valence (Foerde 
& Shohamy, 2011; Hart et al., 2014). A meta analysis by Garrison and colleagues 
(2013) on adult fMRI studies that employed reinforcement learning models found 
that 11 out of 35 surveyed studies used a combined positive and negative 
reward prediction error regressor for fMRI design modeling, with the majority of 
studies either only looking at positive prediction error, or separately modeling 
positive and negative prediction errors. Specifically in the adolescent literature, it 
seems that it may be common to look either at only positive (e.g. Cohen et al., 
2010) or separate positive and negative learning rates and prediction errors (e.g. 
van Duijvenvoorde et al., 2008; van den Bos et al., 2009, 2012; Jones et al., 
2014) though certainly a more systematic examination is warranted.  
 Seemingly in contrast to previous studies, we did not see greater activity 
in striatal regions of adolescents when compared directly to adults. There are 
three reasons why this might be. First, although the dominant finding in the field 
of adolescent reward-processing suggests hyper-activation of the striatum 
(Galván, 2013), not all studies show this effect (Bjork et al., 2004; van den Bos et 
al., 2012; also see Galván & McGlennen, 2012). Of course, relative to the adult 




human development is fairly new. However as evidence mounts, and the use of 
similar tasks by different research groups increases (e.g. Monetary Incentive 
Delay task, Bjork, Smith, Chen, & Hommer, 2010; Cho et al., 2013; Helfinstein et 
al., 2013; Hoogendam, Kahn, Hillegers, van Buuren, & Vink, 2013; Vaidya, 
Knutson, O’Leary, Block, & Magnotta, 2013; Lamm et al., in press), perhaps a 
clearer consensus or account of hyper- vs. hypo-striatal activation will be 
reached. Second, we used verbal feedback as opposed to primary (e.g. juice, 
food) or secondary (e.g. money) reinforcers. There is much evidence that the 
striatum is sensitive to the magnitude and type of reinforcement (Galván et al., 
2006; Knutson et al., 2005; Peterson & Seger, 2013; Van den Berg, Shaul, Van 
der Veen, & Franken, 2012). However, a recent study found intrinsic rewards 
modulated activity in the striatum in a large developmental sample, though the 
authors indicate that the effect was small and may require large samples and 
targeted searches for detection (Satterthwaite, Ruparel, et al., 2012). Finally, 
there has been a proposed model of cognitive and brain development that 
posits recruitment of more diffuse neural networks for supporting behavior 
similar to adults (Durston et al., 2006). Since we conservatively approached our 
results by only exploring a priori regions of interest, it is difficult to attempt to 
make this claim for the fMRI results we observe for learning. However, it is 
possibly in line with our finding of hippocampal recruitment for learning, which 
was only observed in our adolescent sample. Additional full brain analysis will be 




 There were several limitations to the present study. Because of strong 
hypothesis driven questions, we elected to focus our analyses to regions of 
interest. This presents a two-fold problem. First, we are restrained in regards to 
making inferences about other regions of the brain recruited by our task, as one 
such example, regions within the prefrontal cortex which are known to be 
important for motivated learning and for episodic memory. Second, we are 
limited to asking questions about regions (albeit regions comprised of multiple 
interacting subregions) instead of more dynamic questions about networks. 
These issues could certainly be addressed in future and follow up analyses of 
these data. Another limitation is the cross-sectional design. To truly be able to 
make inferences about change over time, longitudinal studies, and large sample 
continuous age studies, are necessary (e.g. Lamm et al., in press; van 
Duijvenvoorde et al., in press). Of course, feasibility and resources required for 
long-term and large-scale studies are always rate limiting factors, which 
hopefully may be somewhat ameliorated in the future by shared large scale 




 Though current findings may be mixed, there is certainly something 
special about how adolescents respond to feedback. The mathematical 




understanding changes in motivated learning mechanisms over development. 
Though careful, critical, and thoughtful studies have investigated choice value 
(Cohen et al., 2010), expected value (Barkley-Levenson & Galván, 2014), and 
how prediction errors are used for updating (van den Bos et al., 2012), there 
simply needs to be more research for there to be convergence towards a 
validated mechanism for motivated learning and decision making over 
adolescence.  
  Over the course of adolescence there is protracted and complex 
reorganization of brain structures that comprise a motivated learning and 
memory system. This growth dovetails with the opportunity and availability for 
making challenging and novel choices, which may have greater long term 
impacts than adolescents have had to make before. Thus, adolescence has 
been framed as a time of vulnerability, where predisposed individuals are 
especially susceptible to adverse outcomes such as substance addiction 
(Andersen & Teicher, 2009) or psychopathology (Adriani & Laviola, 2004). 
However, an emerging spin on this view, is that adolescence is rather a window 
of opportunity (Blakemore & Robbins, 2012; Crone & Dahl, 2012; Pfeifer & Allen, 
2012; Galván, 2013; Casey, 2015), where changes in brain are necessary to 
support the emergence of more flexible and sophisticated cognitive needs of the 
individual. Towards this new frontier of understanding typical adolescent 
development, we contribute evidence that the developing neural systems for 




predictable, events. This novel result has important implications for learning at 
















































In Chapter 2 I show that adolescents learn better than adults and a novel role for 
hippocampus in feedback learning that relates to later memory for feedback events. In 
Chapter 3, we further explore learning behaviors that have been shown to depend on 
the hippocampus in animal lesion studies, and that have been shown to relate to 
hippocampal-striatal functional connectivity in fMRI in adults. This study is a behavioral 




 The ability to flexibly draw on past experiences is important for making 
decisions in novel situations, and adolescence is a developmental period 
teeming with novel opportunities. Research in adults has demonstrated that 
there are multiple systems in the brain for learning and decision making, many of 
which are undergoing cognitive maturation over the course adolescence. 
Research in cognitive and brain development in adolescence can build upon this 
foundational work in adults towards elucidating mechanisms for learning and 
decision making. In the present study, we implemented a classic task, the 
sensory preconditioning paradigm, towards investigating changes in flexible 
learning behaviors over the course of adolescence into adulthood. This task 
presents as a useful tool, because of well characterized underlying neural 
systems from translational animal models, and because it allows testing of two 
different types of learning within the same framework. One type of learning is for 
reward conditioning; adolescents have sometimes been characterized as 
hypersensitive to rewards. Another type of learning is for transfer of value; this 
has been less well characterized over adolescent development. To address this 




hypothesizing that differences in development would relate differentially to the 
two types of learning measured by the sensory preconditioning paradigm. We 
found that reward conditioning is developmentally invariant, whereas flexible 
transfer of value has a protracted course even into adulthood. Consistent with 
previous reports, this measure of transfer showed high variability across all age 
groups, and proficiency of learning reward contingencies could not account for 
this observed variability at any age. These results have important implications 
for understanding how adolescents may, or may not, generalize learned reward 































 From the perspective of an adult, it might seem like adolescents make 
curious decisions despite information they posses that could be useful for 
making choices (Casey et al., 2008). Making decisions requires drawing upon 
previous experiences. Sometimes, we can call upon specific events from the 
past and relate what was learned directly to the choice at hand (Rangel et al., 
2008). This kind of learning and decision making has been shown to conform to 
models of reinforcement learning, be influenced by computed values among the 
choices (Gläscher, Hampton, & O’Doherty, 2009; Knutson et al., 2005; 
O’Doherty et al., 2003). Other times, we must draw across multiple experiences 
and generalize what was learned for making a novel choice (Shohamy & 
Wagner, 2008; Wimmer & Shohamy, 2012). Studies of this type of learning and 
decision making have been accounted for by mechanisms for generalizing 
associative memories (Tse et al., 2007; Moses, Brown, Ryan, & McIntosh, 2010), 
as well as mechanisms of value transfer from one event to another, linked event 
(Greene, Gross, Elsinger, & Rao, 2006; Jones et al., 2012; Wimmer & Shohamy, 
2012; Gerraty et al., 2014). The transfer of learned value is a critical mechanism 
for flexible decision making, and has not been well studied over the course of 
adolescence.  
 Reinforcement learning and generalization can work closely together, as 
demonstrated by evidence that the strength of long term memory can be 




Raposo, Adcock, & Dobbins, 2010; Wolosin et al., 2012; Murty & Adcock, 2014) 
and that the hippocampus and striatum can interact to support inference based 
decision making (Moses et al., 2010; Wimmer & Shohamy, 2012). 
Representations of value have been shown to develop over childhood (van 
Duijvenvoorde, Jansen, Griffioen, van der Molen, & Huizenga, 2013), and it has 
been shown that adolescents can use computed expected value for decision 
making (Cohen et al., 2010; Paulsen et al., 2011; van den Bos et al., 2012; 
Barkley-Levenson & Galván, 2014). On the other hand, studies of hippocampal 
based cognitive development have been mixed.  
 The hippocampus is involved in many cognitive functions, including 
forming associative links between stimuli and episodic memories (Paller & 
Wagner, 2002; Davachi, 2006; Eichenbaum et al., 2012). The development of 
episodic memory formation is an area of ongoing research, but generally studies 
have shown that by adolescence basic memory functions are adult-like, with 
continued maturation into adulthood coupled with development of other 
cognitive processes important for long term memory, including strategy use and 
working memory capacity (Ofen, 2012). Hippocampal binding of associations 
between stimuli has been tested in healthy adults, animals, and patients with 
medial temporal lobe damage using a transitive inference task (Smith & Squire, 
2005; Greene et al., 2006; DeVito, Kanter, & Eichenbaum, 2010; Moses et al., 
2010). Transitive inference has been studied behaviorally over development, 




Transitivity in child development was historically conceptualized by Jean Piaget, 
who first observed that young children around the ages of 5 – 7 years old could 
not make simple inferences (Thayer & Collyer, 1978; Andrews & Halford, 1998). 
Research on transitive inference abilities in young children has been mixed, with 
some studies concluding that inference is not possible due to poor memory 
capacity for the trained pairs (Bryant & Trabasso, 1971), while others found 
marginal improvements in task performance by manipulating the order and 
presentation of the task (Kallio, 1982; Wright & Dowker, 2002). In a study of 
children 8 – 18 years old, Glick and Wapner (1968) found linear increases with 
age in the tendency to make correct inferential choices in both a concrete and 
abstract inference task. Together, this research suggests that tests of 
generalization of learning in populations of all ages are sensitive to specific task 
related factors, including awareness of task structure (Greene, Spellman, Levy, 
Dusek, & Eichenbaum, 2001; Smith & Squire, 2005). 
 The generalization of learned value has also been characterized using a 
sensory preconditioning paradigm (Brogden, 1939). In the sensory 
preconditioning task, first, stimuli are associatively paired (first-order: stimulus-
stimulus), followed by classical conditioning on one of the paired stimuli 
(second-order: stimulus-outcome), and finally tests of conditioned learning and 
generalization of learning to the non-conditioned paired associate stimulus are 
administered. Rizley and Rescorla (1972) proposed that a possible mechanism 




is by reactivation of this first-order associate during second-order conditioning. 
Using fMRI, Wimmer and Shohamy (2012) found evidence in support of this 
mechanism. By cleverly using a combination of abstract stimuli and stimuli 
which reliably engage specific areas within visual cortex (e.g. faces, scenes), 
they showed reactivation of these specific areas within visual cortex during 
second-order conditioning, when only abstract images were visually presented, 
related to the extent of later value transfer (Wimmer & Shohamy, 2012). Port and 
colleagues (1987) in an animal model showed that the hippocampus is 
necessary for this value transfer, and Wimmer and Shohamy (2012) found that 
the strength of hippocampal-striatal functional connectivity during second-order 
conditioning was predictive of value transfer. This mechanism of generalization 
of learning for flexible decision making could be important for understanding 
how adolescents can use associated value from previous experiences for 
making choices, and has yet been unstudied.  
 Interactions between striatal learning systems, suggested by some to be 
hyper-responsive in adolescents (e.g. Galván et al., 2006), and hippocampal 
learning systems could contribute to the account of risky decision making and 
seemingly impulsive choices which increase over adolescence (Casey et al., 
2008; Blakemore & Robbins, 2012; Crone & Dahl, 2012) but have not been 
directly studied over development. To begin to address this gap, we employed 
the sensory preconditioning paradigm behaviorally, to index the emergence of 




and value based transfer within the same paradigm. We hypothesized that one 
of two alternative results would emerge. On one hand, despite high sensitivity 
for rewards (Galván et al., 2006), protracted development of transfer (Glick & 
Wapner, 1968) might result in lower tendency to transfer value in adolescents 
compared to adults. Alternatively, because of high sensitivity for rewards, 
adolescents might overcome attenuate tendency for generalization and show 
transfer similar to adults. Our results support the former hypothesis, with 
equated reward learning across age groups, and a strong linear association 






























Materials and Methods  
Participants 
 Ninety-seven people participated in the study, ages 13 to 29 years old. 
For cross-sectional analyses we grouped participants according to ages, such 
that adolescents were comprised of 13 to 18 year olds, young adults as 19 to 22 
years old, and adults were 23 to 29 years old. Testing of adolescents less than 
18 years of age was administered at the University of California – Los Angeles, 
and the testing of all participants over the age of 18 was administered at 
Columbia University. All testing of all aged participants was administered by a 
single experimenter.  
 One young adult and three adolescents were excluded from the study 
leaving a final sample of 39 adolescents, 32 young adults and 22 adults (see 
Table 1 for more descriptive information about the final sample). The three 
adolescents were excluded for having failed to follow task instructions for the 
first association phase of the sensory preconditioning task (see Methods: Task 
design). This was evaluated by measuring the average response rate for the 
entire sample of 97 participants, and determining that these 3 participants had 
response rates lower than 2 SD away from this whole group mean (response 
rate < 58%). The young adult subject was removed due to an incidental finding 










 n male / female age mean (sd) WASI Petersen 
13 – 18 y.o. 39 20 / 19 17.0 (1.7) 104 (10.3) Stage 3 - 5 
19 – 22 y.o. 32 13 / 19 20.5 (1.2)   
23 – 29 y.o. 22 12 / 9  25.6 (2.0)   
Total 93 45 / 47     
  one participant from the 23 – 29 year old group did not report sex 
Table 1. Cross-sectional group descriptive statistics for final sample.  
Descriptive information regarding cross-sectional groups is presented, including size of 
sample, number of male and females in each sample and average age of each sample.   
 
 The Wechsler Abbreviated Scale of Intelligence (2-part sub test) was 
administered for adolescents younger than 18 years old. Adolescents younger 
than 18 years old also reported estimated pubertal development using a self-
report multiple choice questionnaire (Petersen et al., 1988). Petersen stage 
mode = 4, ranging from 3 – 5, reflecting that for the majority of the adolescent 
sample under the age of 18 pubertal development was well underway but not 
complete. All participants were healthy, fluent English speakers, reported no 
history of psychiatric or neurological disorders, and were not taking 
medications. All participants over the age of 18 provided written consent, and 
participants under the age of 18 provided written assent and a parent provided 
written consent to participate. All recruitment, screening, consent, assent, and 
testing procedures were approved by either the Institutional Review Board at 






 A sensory preconditioning paradigm was used (Brogden, 1939; Gerraty et 
al., 2014; adapted from Wimmer & Shohamy, 2012) to probe for development 
specific differences in reward learning and value transfer. Participants 
completed the task on a laptop, using the keyboard buttons and a mouse 
attached to the laptop by USB cable to make responses. The task was 
presented in MatLab (http://www.mathworks.com/) using the Psychophysics 
Toolbox (Brainard, 1997).  
 There were three phases of the task, an implicit association phase, a 
reward conditioning phase and a test phase (Figure 1). Instructions were 
presented just before the start of each phase, verbally by the experimenter as 
well as written out on the screen. Prior to each phase, a short practice session 
(2-4 trials) was administered using cartoon pictures of scenes as stimuli, to 












Figure 1. Sensory Preconditioning Task. 
The three phases of the sensory preconditioning paradigm. A. First, participants acquire 
implicit associations between pairs of faces while performing a cover task. There are 4 
pairs of faces; within a pair, faces always appear in the same sequence, S1 followed by 
S2. B. S2 faces undergo classical conditioning. One of the faces is conditioned with 
winning $1.00, one face is conditioned with losing $0.50, and one face is conditioned 
with a neutral gray box indicating no win or loss. The fourth face is held out of 
conditioning. C. Participants are tested on pairs of faces, and instructed that they will 
win money for choosing the better of the two options. Two type of learning are 
assessed, one type tests for decisions between conditioned stimuli (S2s) and the other 
tests for transfer of value to the associated S1 stimuli.  
 
 In the association phase, (Figure 1A) participants perform a cover task 
while being exposed to sequential pairings of stimuli (pictures of faces). Within a 
pair, face stimuli appear in the same order, denoted S1 and S2. There are 4 sets 
of pairs of faces, with each pair presented 10 times in pseudorandom order. To 
distract participants from forming explicit pairings, the cover task instructs them 




button to right-side up faces. All faces in pairs of interest appear right-side up 
on all trials. In the reward conditioning phase (Figure 1B), only S2 stimuli are 
conditioned. Participants see a face, make a button response to indicate “yes” 
or “no” do they think the face will win money, and then are presented with either 
a win of $1.00, a loss of $0.50, or a grey box, indicating no win or loss. Critically, 
only one of the S2 stimuli is conditioned to win money (S2+), only one is 
conditioned to lose money (S2-) and one is always neutral (S2=). The fourth S2 
stimulus is left out of the conditioning phase for a stimulus that can later be 
considered neutral and unconditioned (S2~). Monetary feedback is presented 
probabilistically (0.8/0.2 for win and for loss condition respectively). Participants 
are instructed that they will keep a percentage of these winnings in addition to 
the hourly rate of compensation that they are earning for their participation. 
Finally, in the test phase (Figure 1C Decision Phase), participants are presented 
with pairs of S1 or S2 stimuli and asked to choose the face that will win them 
the most money. No feedback is presented on these trials, though earnings are 
accumulating for subjects based on their responses. Two types of learning are 
assessed in the test phase, tests for conditioned stimuli (S2s) and tests for 
transfer of value onto implicitly associated stimuli (S1s). For tests of 
conditioning, participants choose between two S2 stimuli. For example, when 
presented with the S2+ and the S2=, will participants select the S2+ face? For 
tests of transfer, participants choose between two S1 stimuli, which were never 




associated with the S2+) and the S1= will participants choose the S1+ face? For 
transfer, there is not a correct response per se, rather we are interested in 
seeing how participants will choose among unconditioned stimuli based on 
value bias, which may have been transferred via the conditioned S2 paired item. 
 Important to note is how the face stimuli are selected for each participant. 
Before the implicit paired association learning phase, participants rate how 
much they like a set of 20 face stimuli (all young adult Caucasian male faces: 
Stanford Face Database and the CVL Face database, Peter Peer, 
http://www.lrv.fri.uni-lj.si/facedb.html) using a mouse to click along a graded 
scale anchored with a smiley face and a frowny face. Participant’s liking ratings 
for all 20 stimuli were averaged, and eight approximately neutrally-rated stimuli 
(i.e. ratings closest to the mean) were selected by the task script to serve as 
stimuli for the individual participant. This procedure ensured that subjects did 
not have strong pre-existing preferences for any of the experimental stimuli, 
such that all stimuli were equally neutral prior to classical conditioning in the 
reward phase. Liking ratings were collected again at the end of the experiment, 
allowing an assessment of change in liking for the stimuli as a consequence of 











 We used a preconditioning paradigm to measure reward learning 
(“conditioned”) and the transfer of value (“transferred”) over development from 
adolescence to adulthood. First, to establish that these measures of learning 
from the same task are independent we tested the correlation between them 
within age groups (Figure 2). We found no correlation between conditioned and 
transferred for any age group (all p-values > 0.13). 
 
Figure 2. Association between measures of learning. 
Measures of learning from the same task are independent. For each age group, test 
performance for Conditioned and Transferred choices were correlated. There were no 
associations between test measures for any age group.  
 
 
 Using a repeated measures analysis of variance (RMANOVA) we 
compared conditioned choice proportion from the test phase between 




test of reward learning, F(2, 90) = 0.37, p = 0.689 (see Table 2 for list of group 
means). A one-sample t-test for conditioning choice proportion for the entire 
sample against chance showed a robust effect of learning, t(92) = 23.84, p < 
0.000. Together, this shows that, in line with previous research, participants of 
all ages learned the reward associations, and to a similar extent.  
 To investigate group differences in the tendency to transfer, we used a 
RMANOVA on transferred choice proportion from the test phase between 
adolescent, young adult, and adult age groups. We found a significant effect of 
group, F(2,90) = 7.65, p < 0.001 (Figure 3A. See Table 2 for list of group 
means). Post-hoc independent samples t-tests were conducted to compare 
transfer between groups. Adults transfer was significantly greater than young 
adults, t(52) = -2.49, p < 0.016, and significantly greater than adolescents t(59) = 
-3.96, p < 0.000, and each comparison survives Bonferroni correction for alpha 
level. There was no difference between adolescents and young adults (p = 0.19). 
We further examined the relation between age and transfer by testing the 
correlation between them, using age as a continuous measure (Figure 3B). A 
Pearson’s correlation showed a significant relationship between transfer and 






Figure 3. Proportion of choices reflecting value transfer. 
(A) Cross-sectional comparison of Transferred choice proportion. Only adult group 
reliably showed transfer bias in their choices. (B) Continuous association between 
Transferred choice proportion and age. Tendency to transfer linearly increases over 




(mean ± sem) 
Transferred  
(mean ± sem) 
adolescents 0.85 ± 0.03 0.42 ± 0.03 
young adults 0.87 ± 0.02 0.49 ± 0.04 
adults 0.88 ± 0.03 0.66 ± 0.06 
 
Table 2. Decision phase measures of learning.  
Cross-sectional group mean choice proportion for decision phase measures of learning. 
RMANOVA showed no differences between groups for choices among S2 conditioned 
stimuli. RMANOVA showed significant differences between groups for choices among 
S1 stimuli. Only adults reliably chose among S1 items in a way that reflected value 






 Taken together, we show that although learning from reinforcement is 
invariant in the range of ages tested in our sample, there is a linear trend for 
increased tendency to transfer value over the course of adolescence into 
adulthood. Importantly, this is not due to differences in the association between 
reward learning and transfer among the age groups. Of note, across all the age 
groups there was wide variability in the tendency to transfer, which is consistent 
with previous reports of transfer bias in adults (Wimmer & Shohamy, 2012; 
Gerraty et al., 2014).  
 We considered the possibility that differences in transfer across age 
groups could have been driven by differences in the strength of encoding in the 
implicit association phase. However, this is difficult to evaluate precisely 
because the association is implicit (Wimmer & Shohamy, 2012; Gerraty et al., 
2014). To attempt to address this possibility, we used a 2 X 3 RMANOVA to 
probe for differences in rate of response to the S1 and S2 stimuli in the 
association phase over the 3 age groups. We found no effect of group, F(2,90) = 
2.27, p = 0.11, though there was a main effect of stimulus order, F(1,90) = 
5068.44, p = 0.00, such that participants in all age groups had a higher 
response rate to the S1 items (M = 0.98, SEM = 0.00) which always came first in 
the pair, than the S2 items (M = 0.78, SEM = 0.00). There was no interaction, 
F(2,90) = 0.23, p = 0.80. This null effect of differences between groups for 
responding to the association phase items, coupled with the null effect of 




stimuli, suggests that the lack of transfer exhibited in younger participants 
cannot simply be attributed to differences in learning of either the implicitly 
associated pairs, or conditioning. Future studies will investigate whether these 
differences in transfer between groups, and variability in transfer within groups, 









































 We employed a task that measures both reward conditioning and the 
tendency to use this learned information to bias novel choices among 
unconditioned, but associated, items. We considered two alternative 
hypotheses for the influence of heightened reward sensitivity on flexible transfer 
in adolescence. On the one hand, in light of evidence that inference processes 
are protracted in their development over adolescence (Glick & Wapner, 1968), 
transfer of value would differ developmentally. Alternatively, given heightened 
sensitivity of the adolescent reward system (Galván et al., 2006), transfer for 
value could be mature in younger participants. We found support for the 
interpretation that transfer of value has a protracted developmental trajectory, 
with only the adult group showing reliable transfer over both adolescent and 
young adult groups, as well as in a correlation of age and the tendency to 
transfer. In the simple reward learning component of the present task, all ages 
performed similarly, consistent with previous reports that show similar 
behavioral responses in learning from rewards between adolescents and adults 
(Galván et al., 2006; Paulsen et al., 2011). Yet despite this reward learning, 
adolescents and even young adults did not tend to generalize value to the 
paired associates.  
 Reward learning showed no differences across participants aged 13 to 
29, as was reflected in a correlation of choice proportion and age, as well as in a 




adolescents, young adults and adults. In contrast, our measure of value transfer 
from conditioned items to their implicitly associated pair items showed a distinct 
pattern. Value from conditioned items did not reliably influence choices for 
adolescents and young adults. However, adult’s choice behavior reflected the 
influence of value transfer on non-conditioned items. We found an association 
between value transfer and age, such that there was a strong linear increase in 
the tendency of value to bias choices as age increased. This was not related to 
the association between these measures of learning, as there was no 
relationship between choices among conditioned items or choices among 
transferred items for any age group. This was also not due to differences in the 
strength of the implicit associations, as there were no differences between any 
groups for the responses in the implicit pairing stage of the task. Together, this 
suggests that while some relatively simple and direct types of learning are 
invariant over the course of adolescence, transfer of value continues to develop 
into adulthood. This has important implications for how adolescents and even 
young adults are able to use value based experiences to inform novel decision 
making in the future.   
 We provide two possible interpretations for these findings. First, it is 
possible that inference across learned pieces of information requires more 
mature or sophisticated interaction between systems for learning, which does 
not mature until adulthood. Evidence for this comes from the demonstration that 




functional and structural development over adolescence (Pattwell et al., 2012), is 
necessary for value transfer in rodents (Jones et al., 2012). The vmPFC has also 
been shown to be necessary for success in the transitive inference task as 
tested with prefrontal lesion patients (Koscik & Tranel, 2012). Additionally, van 
den Bos and colleagues (2012) found that ventral striatal medial PFC 
connectivity (in healthy adolescents and adults) accounted for developmental 
differences in learning from positive and negative feedback, differentially. Finally, 
the hippocampus has also been shown to be a region critical for tasks like 
transitive inference (Eichenbaum & Fortin, 2009) and sensory preconditioning 
(Port et al., 1987; Moses et al., 2010; Wimmer & Shohamy, 2012). Recent high-
resolution imaging has suggested that hippocampal subregions have a 
protracted development structurally with implications for memory (Lee et al., 
2014) as well as longitudinal studies of overall hippocampal structural 
development (Gogtay et al., 2006). Taken together, this suggests that multiple 
learning systems in the brain that support value transfer in a sensory 
preconditioning paradigm may be maturing over adolescence.  
 A second possible account for our findings relates to the extensive 
variability in value transfer, observed even in the adult group. The idea that 
individual differences in learning relates to how learned information is used is 
very intuitive, and is also supported by evidence from studies of learning, 
memory and decision making (Santesso et al., 2008; Shohamy & Wagner, 2008). 




connectivity (RSIFC) as a measure of individual differences that could be related 
to measures of behavior that were collected separately and exhibit a lot of 
variability (Gerraty et al., 2014). Research in RSIFC has found that despite highly 
conserved consistency in spatial localization of functional networks, there is 
great variability in the strength of connectivity individuals exhibit within these 
networks (Kahn & Shohamy, 2013). Networks at rest have been shown to 
change functionally and in regards to the regions included in the networks over 
development (Fair et al., 2009; Power, Fair, Schlaggar, & Petersen, 2010), 
although some of the findings from this research should be qualified in its 
interpretation due to the susceptibility of the influence of motion on measures of 
functional connectivity (Power, Barnes, Snyder, Schlaggar, & Petersen, 2012; 
Satterthwaite, Wolf, et al., 2012). Nevertheless, future considerations of these 
results will test for relationships between transfer behavior and intrinsic 
networks for learning as we have seen previously (Gerraty et al., 2014). 
 Research has demonstrated that adolescents are especially sensitive to 
social information (Crone & Dahl, 2012; Jones et al., 2014; Logue, Chein, Gould, 
Holliday, & Steinberg, 2014; Smith et al., 2014), and it is possible that younger 
participants in our study could have perceived an unintended social component 
because of the use of faces as stimuli. The use of adult faces, with neutral 
emotional expressions, as stimuli could present a possible limitation of the 
present study. However, research into the development of emotion perception 




found in a meta-analysis type survey of 45 studies (Marusak, Carré, & 
Thomason, 2013). In a systematic evaluation of responses in children 8 – 16 
years old to face stimuli depicting children or adults, child participants did not 
show impairments in performance when making judgments about neutral adult 
faces (Marusak et al., 2013). Future studies of value transfer could use different 
types of the neutral stimuli than we used here. 
 In conclusion, we have shown that there are important features of how 
learned value can be used for decision making in a behavioral study with a large 
sample. Although adolescents may be able to learn about value, and use their 
knowledge in situations that are similar to the context in which learning 
occurred, it may be more difficult to draw inferences across pieces of 
information even when it is directly relevant. Future studies will need more direct 
tests of context learning and generalization in adolescents to tease apart the 















Chapter Four  – Transfer of learning relates to intrinsic connectivity 
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In Chapter 3 I demonstrate the novel finding that although adolescents learn from 
rewards, they do not flexibly transfer this learned value in a decision making test that 
presents them with the opportunity to do so. However there is great variability in all ages 
for this tendency to transfer. In Chapter 4, I explore functional connectivity among brain 
regions that support learning behavior while at rest. Resting state connectivity networks 




An important aspect of adaptive learning is the ability to flexibly use past 
experiences to guide new decisions. When facing a new decision, some people 
automatically leverage previously learned associations, while others do not. This 
variability in transfer of learning across individuals has been demonstrated 
repeatedly and has important implications for understanding adaptive behavior, 
yet the source of these individual differences remains poorly understood. In 
particular, it is unknown why such variability in transfer emerges even among 
homogeneous groups of young healthy participants who do not vary on other 
learning-related measures. Here we hypothesized that individual differences in 
transfer of learning could be related to relatively stable differences in intrinsic 
brain connectivity which could constrain how individuals learn. To test this, we 
obtained a behavioral measure of memory-based transfer outside of the 
scanner, and on a separate day acquired resting-state functional MRI in 42 
participants. We then analyzed connectivity across ICA-derived brain networks 
during rest, and tested whether intrinsic connectivity in learning-related 
networks was associated with transfer. We found that individual differences in 




ventromedial prefrontal cortex, and between these regions and large-scale 
functional brain networks. Together, the findings demonstrate a novel role for 
intrinsic brain dynamics in flexible learning-guided behavior, both within a set a 
functionally-specific regions known to be important for learning, as well as 
between these regions and the default and frontoparietal networks, which are 



















 Different people learn in different ways; some individuals readily integrate 
old and new information to support novel inferences, while others fail to transfer 
what they learn to new situations (Daw et al., 2011; Shohamy & Wagner, 2008; 
van Kesteren, Fernandez, Norris, & Hermans, 2010; Wimmer & Shohamy, 2012; 
Zeithamova, Dominick, & Preston, 2012). Transfer of learning is highly variable 
even among healthy populations (Shohamy & Wagner, 2008; Wimmer & 
Shohamy, 2012). Moreover, transfer is dissociable from other complementary 
forms of learning, such as learning based on trial-by-trial reinforcement 
(Shohamy & Wagner, 2008; Daw et al., 2011; Wimmer & Shohamy, 2012; Doll, 
Shohamy, & Daw, in press). Prior studies have shown that variability in transfer 
is related to differences in task-evoked brain activation during learning 
(Shohamy & Wagner, 2008; Wimmer & Shohamy, 2012). However, a critical open 
question is why this variability initially emerges. It is particularly unclear whether 
differences in activation merely represent transient changes related to task 
demands, or whether they also reflect intrinsic differences in brain organization.  
 Flexible learning can be measured using paradigms such as “sensory 
preconditioning,” where participants first learn associations and then make 
choices about novel options (Brogden, 1939; Port et al., 1987; Jones et al., 
2012; Wimmer & Shohamy, 2011; Wimmer & Shohamy, 2012). Responses to 
novel options provide an opportunity for spontaneous transfer of initial 




this tendency. Previous work suggests that transfer may emerge from 
associative encoding in the hippocampus (Port et al., 1987; Wimmer & 
Shohamy, 2012), or from inference-based processes in the ventromedial 
prefrontal cortex (vmPFC) (Jones et al., 2012). However, beyond a functional 
role for each region during learning and decision-making, these studies do not 
address the central question of whether variability in transfer behavior relates to 
stable variation in functional brain organization.  
 To answer this question, we used resting-state fMRI (rs-fMRI), which 
provides a stable measure of distributed brain connectivity. We measured 
transfer with sensory preconditioning and collected rs-fMRI on a separate day to 
test whether differences in behavior related to intrinsic connectivity between 
regions implicated in transfer, including the hippocampus and the vmPFC. RS-
fMRI has also been used for characterizing large-scale networks, including the 
default (DMN), frontoparietal (FPN), and cingulo-opercular (CON) (Power et al., 
2011; Yeo et al., 2011). Interestingly, there is overlap between learning-activated 
regions and a subset of DMN areas – including the hippocampus and the 
vmPFC, which may compose a distinct sub-network (Andrews-Hanna et al., 
2010; Roy, Shohamy, & Wager, 2012). 
 Given these findings, we hypothesized that variability in transfer would 
relate to differences in intrinsic connectivity between the hippocampus and the 
vmPFC. We additionally hypothesized that these regions’ participation in large-




Crucially, our task was designed to test whether connectivity effects are 
selective to transfer versus incremental reinforcement-driven learning measured 











































Materials and Methods  
Experimental Design 
 Forty-nine healthy right-handed participants (age 21.4 ± 3.3, 30 females) 
were recruited from Columbia University and the surrounding community. Each 
participant underwent two testing sessions: a behavioral session and a separate 
rs-fMRI scan. Informed consent was obtained according to procedures 
approved by the Columbia University Institutional Review Board. Seven 
participants were excluded from imaging analysis for excessive motion (see 
fMRI preprocessing in Methods below), leaving a sample of 42. Participants 
were paid $20 for behavioral testing, a percentage of their earnings from the 
task, and $20 for the MRI scan. 
 
Task and Behavioral Analysis  
 Participants underwent a behavioral testing session outside the scanner, 
several days prior to the brain imaging session (mean time between sessions: 
55.0 ± 6.7 hours). Testing was conducted first to ensure that all scanned 
participants had behavioral data and to screen for MRI contraindications. The 
transfer paradigm (Figure 1) was an adapted version of a previously-described 











Figure 1. Task Design.  
The learning and transfer task consisted of three phases: Association phase, Reward 
phase, and Decision phase. (A) In the Association phase, participants viewed a series of 
four pairs of S1 and S2 face stimuli while performing a cover task. (B) In the Reward 
phase, participants learned that S2 stimuli led to either monetary gain (S2+), monetary 
loss (S2-) or no outcome (S2=), through instrumental conditioning. (C) In the Decision 
phase, participants chose between pairs of S1 or pairs of S2 stimuli. The learning of 
directly reinforced associations (‘conditioning’) was measured as participants’ tendency 
to choose S2+ and avoid S2-. Transfer was measured as participants’ tendency to 




 The task consists of three phases. In the Association phase, participants 
made button responses as they were exposed to sequential presentations of 
neutral stimuli pairs (faces, denoted S1 and S2). A particular S1 stimulus always 
preceded its paired S2 stimulus. Participants performed a cover task responding 
to “target” upside-down images, aimed at making the encoding incidental. Each 




10 target trials for 2 s, with a 2 s inter-stimulus-interval and 4 s inter-trial interval. 
Participants were not informed of the trial structure. 
 Next, during the Reward learning phase, participants learned to associate 
S2 stimuli with a monetary gain (S2+), a monetary loss (S2-), or a neutral 
outcome (no win or loss, S2=). On each trial, a S2 face was presented and 
participants pressed a button to choose to bet or not. The S2+ stimulus led to a 
reward of $1 (80% of trials 16/20) or nothing, while the S2- stimulus led to a loss 
of $0.50 (80% of trials 16/20) or nothing. The S2= stimulus led to neither gain 
nor loss for all 20 trials. The S2 stimulus from the fourth pair was not presented 
during this phase (S2~), providing a control stimulus with no value association 
for the subsequent Decision phase. Participants were instructed that they would 
receive a percentage of their total earnings. 
 In the critical Decision phase, participants were presented with two face 
stimuli and instructed to choose the face they thought would be more likely to 
win. Participants were instructed that they would not receive trial-by-trial 
feedback but that they would be rewarded for a percentage of their choices. 
Each choice could lead to a win of $1 or no reward. Stimuli for choice trials were 
either two S1 or two S2 faces.  Choices between S1 stimuli consisted of five trial 
types: positive vs. neutral (S1+ - S1=), positive vs. held-out (S1+ - S1~), positive 
vs. negative (S1+ - S1-), negative vs. neutral (S1- - S1=), and negative vs. held-




was presented three times, intermixed in pseudo-random order for 30 total 
trials.  
 We computed a transfer score for each participant by averaging the 
number of S1+ stimuli chosen or S1- stimuli avoided across the five trial types 
described above, providing a single estimate of individual differences in transfer, 
while limiting the number of comparisons with the fMRI data. Similar results 
were obtained using the first principal component across S1 pairs, which 
explained 48.9% of the total variance as measured by the ratio of eigenvalues 
and was highly correlated with the mean. Population-level transfer was 
compared to chance performance. We used the same analysis strategy for the 
S2 choices during the Decision phase, allowing a comparison of  “conditioned” 
vs. “transfer” responses to test the selectivity of any connectivity associations. 
 To ensure that participants did not have pre-existing preferences for the 
stimuli, images were selected based on pre-task ratings. Finally, a recognition 
memory test for S1-S2 pairs was administered after the experiment to test 
whether subjects' transfer responses were related to explicit awareness of task 
structure.   
 
MRI acquisition 
 Participants returned for a rs-fMRI scan that enabled us to assess 
intrinsic connectivity. We acquired two series of 104 interleaved T2*-weighted 




with an 8 channel head coil. Sequence parameters were as follows: TR= 3000 
ms, TE=30 ms, flip angle=84 degrees, array=80x80, 41 slices, effective voxel 
resolution of 3 mm3, SENSE factor=8.  Participants were told they would be in 
the scanner for under 30 minutes, and to remain still with their eyes open 
looking at a fixation cross, which was back-projected and visible through a 
mirror mounted on the head coil. A high-resolution T1-weighted MPRAGE image 
was acquired for registration.  
 
fMRI preprocessing and nuisance regression 
 Preprocessing of fMRI data was carried out using FSL (FMRIB's Software 
Library, www.fmrib.ox.ac.uk/fsl). BET was used to skull-strip anatomical and 
functional images (Smith, 2002). The first three volumes were removed to 
account for saturation effects. Functional images were slice-time corrected, 
motion-corrected to the median image using tri-linear interpolation with 6 
degrees of freedom (Jenkinson et al., 2002), spatially smoothed with a 5 mm 
FWHM Gaussian kernel, grand-mean scaled, and high-pass filtered with ƒ>0.01 
hz. Functional scans were co-registered with anatomical images and linearly 
transformed to a standard template (T1 Montreal Neurological Institute template, 
voxel dimensions of 4 mm3) using FLIRT (Jenkinson et al., 2002).  
 Subject-level functional data were further preprocessed with a nuisance 
regression using FILM with local autocorrelation implemented in FEAT (Woolrich, 




on functional connectivity (Power et al., 2012; Satterthwaite, Wolf, et al., 2012), 
we utilized a recently-proposed extended regression technique shown to 
successfully control for motion artifact in connectivity measures (Satterthwaite 
et al., 2013). Thirty-six nuisance variables (time-series for CSF, white matter, 
whole-brain, and six motion parameters, the first temporal derivative of each 
time-series, and the square of each time series and its derivative) were 
regressed against the spatially smoothed and high-pass-filtered data from initial 
pre-preprocessing. Each model also included single spike regressors for any 
time point where relative motion was greater than 2 S.D. from the global mean 
across subjects. Any subject with more than 20% of time-points in any scanning 
session “scrubbed” in this manner was excluded from further analysis, resulting 
in a final sample of 42 out of 49 participants. The residual time-series from each 
regression were then low-pass filtered at ƒ<0.08 hz. For each subject, the 
filtered time-series from both sessions were concatenated, resulting in 202 time-
points for each region and network of interest.  
 
Connectivity Analyses 
 To define regions and networks of interest, we performed a spatial 
Independent Component Analysis (sICA), implemented in MELODIC. 
MELODIC’s implementation of probabilistic sICA seeks to maximize the 
independence of latent spatial components 




concatenated all sessions and subjects into a 2D matrix, as this does not 
assume consistency of temporal patterns across subjects or sessions.  
 Next, regions from within one of the resulting networks, a putative 
subcomponent of the default mode network labeled here the Ventral Medial 
Network (VMN), were chosen for preliminary within-network analysis based on 
their association with transfer in previous reports (Jones et al., 2012; Wimmer & 
Shohamy, 2012; Zeithamova et al., 2012). Default mode (DMN), frontoparietal 
(FPN), and cingulo-opercular (CON) networks (Table 1) were included for 
between-network analyses examining the relationship between transfer and their 
connectivity with the hippocampus and vmPFC, based on previous association 
with the performance of cognitive tasks (Dosenbach, Fair, Cohen, Schlaggar, & 
Petersen, 2008; Fornito, Harrison, Zalesky, & Simons, 2012).  
 
 
Region Size (voxels) Max-Z x y z 
VMN      
  vmpfc/hippocampus/VStr 2003 17.5 -6 42 -12 
   l frontal pole 17 3.86 -34 10 -36 
   posterior cingulate 10 3.46 -6 -54 12 
   r cerebellum 10 3.63 42 -42 -28 
      
DMN      
   l angular gyrus 1214 9.04 -54 -62 20 




   dorsal medial prefrontal cortex 769 9.84 2 54 24 
   posterior cingulate cortex 150 6.66 2 -54 32 
   l cerebellum 71 6.1 -26 -78 -36 
   r cerebellum 63 5.28 26 -78 -36 
   l middle frontal gyrus 39 5.04 -42 10 48 
   r middle frontal gyrus 17 3.48 13 35 26 
   frontal pole 15 4.17 2 62 -12 
      
L FPN      
   l middle/inferior frontal gyrus 1963 14.8 -50 14 32 
   l superior lateral occipital cortex 899 13 -34 -70 44 
   l middle temporal gyrus 434 9.74 -58 -46 -12 
   r cerebellum 359 8.21 34 -70 -44 
   r superior lateral occipital cortex 81 5.37 34 -66 44 
   r middle/inferior frontal gyrus 60 4.63 46 30 16 
   r middle temporal gyrus 38 5.05 8 21 14 
      
R FPN      
   r middle/inferior frontal gyrus 2303 11.5 46 22 36 
   r superior lateral occipital cortex 1096 13.3 46 -54 48 
   l cerebellum 461 10 -38 -70 -40 
   r middle temporal gyrus 285 7.52 62 -46 -12 
   l superior lateral occipital cortex 140 4.71 33 18 31 
   r thalamus 19 4.07 19 31 21 




CON      
   dACC/frontal pole/l anterior insula 3003 13.1 -26 50 20 
   r anterior insula 126 5.58 50 14 -4 
   r cerebellum 121 6.41 38 -58 -32 
   l cerebellum 80 6.17 -38 -58 -32 
   l angular gyrus 35 4.26 -58 -50 32 
   r caudate 35 4.37 14 22 0 
   r angular gyrus 26 4.47 62 -42 28 
 
Table 1. Regions in each component included in connectivity analyses. 
VMN, ventromedial network; DMN, default mode network; CON, cingulo-opercular 
network; FPN, frontoparietal network; L, left hemisphere; R, right hemisphere; dACC, 
dorsal anterior cingulate cortex; vmpfc, ventromedial prefrontal cortex; Vstr, ventral 
striatum. Components were thresholded at Z>3.1, extent > 10 for inclusion in this table. 
Coordinates reported in MNI space. 
 
 
 All ROIs and networks were functionally defined based on group-level 
ICA effects. For connectivity analysis within the ventral medial component, we 
isolated discrete functional ROIs using anatomical boundaries from the Harvard-
Oxford atlas where available. Thus the hippocampus and striatum ROIs were 
defined based on overlap between group level VMN effects and anatomical 
masks of these regions derived from the Harvard-Oxford atlas, with a threshold 
probability of 25%. For the vmPFC, given its lack of clear anatomical 
demarcation, and taking advantage of its robust position in the VMN, the ROI 




consistent with prior reports (Kumaran, Summerfield, Hassabis, & Maguire, 
2009; van Kesteren et al., 2010). DMN, FPN, and CON were defined by 
thresholding their respective component Z statistics until there was no overlap 
between the networks. Mean time-series were then extracted from all regions 
and networks for each subject.  
 Within the VMN, we computed pairwise correlations between five regions: 
left and right hippocampus, left and right ventral striatum, and vmPFC. The 
correlation coefficients for each pair were Fischer z-transformed. Average 
pairwise connectivity was used to characterize the network structure. We tested 
the correlation between pairwise connectivity and transfer score for each set of 
regions (yielding 10 region-region pairs). The resulting correlations were 
corrected for multiple comparisons using a parametric bootstrap approach, in 
which we selected randomly from a 10-dimensional normal distribution with the 
same means and covariance as the VMN connectivity matrices across subjects. 
These 42×10 matrices were generated 10,000 times, with each column then 
correlated with composite transfer score, to calculate the family-wise error 
(FWE) rate for a given correlation. In addition, to probe the selectivity of any 
effects to transfer, we correlated pairwise connectivity with first-order 
conditioning performance, using both a parametric test (Meng, Rosenthal, & 
Rubin, 1992) and a non-parametric bootstrap to examine the difference between 




 Because of their significance for learning-based transfer (see Results), we 
computed connectivity between both the left hippocampus and vmPFC and 
three intrinsic connectivity networks: DMN, FPN, and CON. These correlations 
were Fischer z-transformed and included  in separate linear models for each 
intrinsic network predicting transfer score. In order to isolate the individual 
effects of each region's network participation, regressors for each of these three 
models included connectivity between the hippocampus and the network of 
interest and connectivity between the vmPFC and the network of interest, as 































 The sICA revealed a number of components reflecting well-characterized 
intrinsic connectivity networks, consistent with previous reports (Beckmann, 
DeLuca, Devlin, & Smith, 2005; Zuo et al., 2010; Fornito et al., 2012). Supporting 
the notion that the hippocampus, vmPFC, and ventral striatum compose a 
distinct sub-component of the default mode network, our sICA analysis 
estimated this ventral medial network (VMN) as a separate component (Figure 
2A). Correlation analyses revealed significant connectivity between the vmPFC 
and all other regions extracted from the VMN. We also found significant inter-
hemispheric connectivity for both the hippocampus and ventral striatum. These 
results allowed us to test whether connectivity within this network related to 






Figure 2. Connectivity between the hippocampus and the vmPFC negatively 
correlates with transfer.   
(A) Ventral Medial Network. Spatial ICA revealed an intrinsic functional connectivity 
network consisting of the ventromedial prefrontal cortex, bilateral striatum, and bilateral 
hippocampus. Inter-individual variability in pairwise connectivity between regions of this 
ventral medial network (VMN) allowed us to test the relationship between within-
network connectivity and value transfer. Images thresholded at 3.1<Z and resampled to 
2 mm3 for display purposes, and are shown in radiological convention. (B) Behavioral 
performance during the decision phase. Average scores for first-order conditioning and 
transfer were both significantly above chance. Subjects exhibited a large amount of 
variability in transfer behavior. Bars represent mean and 95% Confidence Intervals, and 
points show individual subject scores. (C) The z-transformed distribution of correlation 
between the left hippocampus and vmPFC across participants. The y-axis represents 
number of participants. (D) Connectivity between the left hippocampus and vmPFC is 
significantly negatively correlated with transfer. A trend in the same direction was found 




 On the separate behavioral session, participants showed robust learning 
of direct S2-outcome associations trained during the Reward phase of sensory 
preconditioning, evidenced by their average tendency to choose the S2+ and 
avoid the S2- stimuli during the Decision phase (88.8% ± 2.0% (mean ± SE), 
t(41)=19.04, p<0.0001, Figure 2B). Average transfer scores were significantly 
greater than chance (58.9% ± 3.9%, t(41)=2.3, p=0.01 one-tailed, Figure 2B). A 
recognition memory test revealed no significant explicit memory for the S1-S2 
associations (mean accuracy, 22.6% ± 3.5%, not different than chance, 25%), 
and the correlation between explicit memory for these pairs and transfer did not 
differ from chance (r(40)=0.11, p=0.49). These findings replicated prior results 
(Wimmer & Shohamy, 2011, 2012) indicating that any transfer in the current 
study was implicit and not the result of strategic reasoning.  Additionally, 
transfer was orthogonal to first-order conditioning (r(40)=0.02, p=0.93). As 
anticipated, transfer was highly variable across participants, ranging from 16.7% 
- 100% (Figure 2B); thus, some participants generalized all learned associations 
while others showed little to no transfer.  
 We next tested the central question of whether transfer behavior relates 
to variability in intrinsic network connectivity (Figure 2C). Of the ten correlations 
between VMN regions (Table 2), only vmPFC connectivity with the left 
hippocampus showed a significant transfer correlation (r(40)=-0.42, p=0.02 FWE 
corrected). This correlation was negative, with lower connectivity related to 




connectivity with the right hippocampus (r(40)=-0.29, p=0.06, uncorrected), 











vmPFC - -0.29 -0.42* 0.02 0.09 
Hippocampus (R) -0.29 - -0.18 -0.06 -0.18 
Hippocampus (L) -0.42* -0.18 - -0.07 -0.21 
Caudate (R) 0.02 -0.06 -0.07 - 0.29 
Caudate (L) 0.09 -0.18 -0.21 0.29 - 
Table 2. Correlations between behavioral transferand intrinsic functional 
connectivity between ROIs. 
Values in each cell represent the correlation of transfer with intrinsic functional 
connectivity between the ROIs listed in the corresponding row and column. Only 
connectivity between the vmPFC and the left hippocampus ROIs is significantly related 




 We then tested whether connectivity between the vmPFC, hippocampus, 
and large-scale networks of interest (Table 1; Figures 3 and 4) was related to 
transfer. Connectivity between the core DMN and both the hippocampus and 
the vmPFC was significantly related to transfer (Figure 3; DMN connectivity with 
the hippocampus: β=-0.48, p=0.0002; with vmPFC: β=0.26, p=0.02; adjusted 
r2=0.32, p=0.0002). Connectivity between the hippocampus and the DMN was 




the DMN was positively associated with transfer. Both effects remained 
significant when including hippocampus-vmPFC connectivity in the model as a 
nuisance covariate. In keeping with the vmPFC’s position as a network hub 
(Buckner et al., 2008; Roy et al., 2012; Sreenivas et al., 2012), its connectivity 
with the FPN was also significantly negatively associated with transfer (Figure 4; 
β=-0.38, p=0.02, adjusted r2=0.20). This effect remained significant when 
including hippocampus-vmPFC connectivity as a nuisance covariate. There 
were no significant effects of connectivity between the cingulo-opercular 













Figure 3. Intrinsic Default-Mode Network (DMN) connectivity with the vmPFC and 
the hippocampus is associated with transfer.  
(A) Default mode network as revealed by spatial ICA. Intrinsic functional connectivity 
between the DMN and (B) the hippocampus and (C) the ventromedial prefrontal cortex 
(vmPFC) was significantly related to transfer of learned value. Regression lines are from 
linear models containing DMN-hippocampus and DMN-vmPFC connectivity as 
predictors. Both effects remained significant when including vmPFC-hippocampus 





Figure 4. VMPFC connectivity with the frontoparietal network is negatively 
associated with transfer.  
(A) Frontoparietal network. (B) Plot showing negative relationship between value 
transfer and vmPFC-FPN connectivity. The regression line was computed from a linear 
model containing FPN-hippocampus and FPN-vmPFC connectivity as predictors. This 
effect remained significant when including vmPFC-hippocampus connectivity as a 
covariate and is specific to transfer.  
	  
	  
 Finally, we tested the selectivity of the above effects to transfer. To 
control for the possibility that this pattern of results broadly reflect attentional or 
learning tendencies, we repeated the analyses using each participant's 
conditioning score (i.e. the proportion of choosing S2+ and avoiding S2-), which 




learning phase. Importantly, the correlation between hippocampus-vmPFC 
connectivity and learning was selective to transfer and was not found for 
conditioning (r(40)=-0.02, p=0.90, uncorrected). Moreover, a direct comparison 
of the two overlapping correlations (Meng et al., 1992) was significant (Z=-1.85, 
p=0.03, one-tailed); this difference was also significant when tested using a non-
parametric bootstrap to account for non-normality of behavioral performance. 
These results provide evidence for the specific contributions of this network to 
transfer. Associations with between-network connectivity were also specific: 
conditioning did not relate to DMN connectivity with either the vmPFC or the 
hippocampus (hippocampus: β=-0.02, p=0.85; vmPFC: β=-0.01, p=0.85; 
adjusted r2=-0.05, p=0.96). The same was true for the effect of vmPFC-FPN 
























 Individuals vary in the extent to which they leverage past learning when 
faced with novel choices. The sensory preconditioning paradigm provides a 
unique opportunity to explore the stable neural basis of variability in the 
tendency to transfer spontaneously, even in contexts where it provides no 
explicit benefit. Here we find that individual variability in the transfer of learning 
is related to intrinsic connectivity between the hippocampus and the vmPFC, 
measured during rest and on a separate day. Further, we find that individual 
differences in this behavior are also related to overall connectivity between 
these regions and the DMN and FPN. While multiple studies have demonstrated 
a relationship between task-evoked activation and differences in transfer 
(Shohamy & Wagner, 2008; Wimmer, Daw, & Shohamy, 2012; Wimmer & 
Shohamy, 2012; Zeithamova et al., 2012), these studies do not address the 
potential role of intrinsic functional brain organization. Based on these studies, 
variability in transfer could have related solely to task-evoked patterns of brain 
activity, and not to intrinsic connectivity. The finding of a link between these two 
measures advances our understanding of the role of network connectivity in 
behavioral variability and suggests that stable and intrinsic aspects of functional 
brain organization can explain individual differences in transfer of learning. 
 These results thus demonstrate a novel link between intrinsic connectivity 
and complex measures of learning. Further, their specificity to transfer of value 




connectivity and behavior that is particular to regions involved in a given 
domain. While we used sICA to functionally isolate intrinsic networks, the 
selection of VMN regions was based on the apriori hypothesis that connectivity 
between regions known to be involved in transfer would be related to variability 
in this behavior. While much rs-fMRI research has focused on commonalities in 
normal populations, here we exploit the fact that individual connectivity is itself 
highly variable in healthy adults (Kahn & Shohamy, 2013) and show that this 
variability has implications for learning behavior. 
 Previous studies have separately highlighted roles for the hippocampus 
and the vmPFC in a wide range of behaviors that involve memory-guided 
learning (Port et al., 1987; Dusek & Eichenbaum, 1997; Myers et al., 2003; 
Greene et al., 2006; Kumaran et al., 2009; van Kesteren et al., 2010; 
Schoenbaum, Takahashi, Liu, & McDannald, 2011; Wimmer & Shohamy, 2012; 
Zeithamova et al., 2012). Together these regions are thought to contribute to the 
formation and use of flexible representations that guide transfer behavior. In the 
sensory preconditioning paradigm, we previously found in humans that 
hippocampus activation during learning is related to subsequent transfer 
(Wimmer & Shohamy, 2012). Jones and colleagues separately demonstrated the 
necessary role of a homologue to human medial orbitofrontal cortex in transfer 
behavior using the same paradigm in rodents (Jones et al., 2012). The current 
results suggest that the strength of connectivity between the hippocampus and 




transfer, and links across these pieces of evidence in different species 
performing the same task.  
 The current results indicate that the correlation between hippocampal-
vmPFC connectivity and transfer is negative, such that participants transferring 
the most are those with the weakest connectivity. The direction of this effect is 
consistent with a recent proposal about how connections between the 
hippocampus and the vmPFC relate to the incorporation of new memories into 
existing abstract frameworks, called “schemas”. Schemas also capture an 
element of flexible memory-guided behavior, and studies show that the extent to 
which an individual will generalize a schema to new events is negatively 
correlated with hippocampus-vmPFC connectivity (van Kesteren et al., 2010). 
Such findings are consistent with neurobiological evidence of dynamic changes 
in hippocampal-prefrontal circuits during learning (Doyère, Burette, Rédini-Del 
Negro, & Laroche, 1993; Takita, Izaki, Jay, Kaneko, & Suzuki, 1999) and have led 
to the proposal that the vmPFC may serve as a gateway to hippocampal 
learning (van Kesteren, Ruiter, Fernandez, & Henson, 2012). Given the 
convergence between our results and previous findings, it is possible that the 
negative relationship we show reflects an overlapping learning mechanism to 
that proposed by van Kesteren and colleagues (2012). If prefrontal gating 
supports multiple forms of transfer, intrinsic connectivity between the 
hippocampus and vmPFC could be a marker of the tendency to transfer learning 




decreased transfer, such as patients with schizophrenia (Ivleva et al., 2012), may 
actually display increased vmPFC-hippocampus connectivity at rest.  
 Sensory preconditioning provides a measure of implicit transfer of value 
across learned associations. The findings we report are broadly relevant for 
other classes of paradigms that test transfer or generalization of knowledge (for 
a review see Kumaran & McClelland, 2012), many of which involve 
generalization of stimulus-stimulus associations outside the domain of reward 
learning. Yet other related processes have been examined within the context of 
reward-based decision-making, in studies of the neural and cognitive 
mechanisms underlying learning about structured regularities in the 
environment, referred to as “model-based” reinforcement learning (Daw, Niv, & 
Dayan, 2005; Hampton, Bossaerts, & O’Doherty, 2006; Daw et al., 2011). This 
type of learning relies on prospective models of environmental contingencies 
that can flexibly guide decision-making, as opposed to the rigid and feedback-
dependent updating of action or stimulus value, referred to as “model-free” 
learning (for a review see Doll, Simon, & Daw, 2012). Current evidence suggests 
that there is significant individual variability in the respective weights placed on 
these types of learning (Daw et al., 2011). Although memory-based 
generalization and model-based frameworks vary in their origins, there is 
evidence for shared behavioral mechanisms (Doll et al., in press). Furthermore, 
emerging findings across these domains reveal an important role for the 




Bornstein & Daw, 2013). Together with the current results, this suggests that 
variability in intrinsic functional connectivity between the hippocampus and the 
vmPFC may relate to a broader range of stable learning behaviors that involve a 
common mechanism.  
 In the present study we purposefully measure intrinsic connectivity in the 
absence of a task in order to address questions regarding variability in transfer 
behavior regardless of task-evoked activity. In general, the link between 
activation evoked by task demands and spontaneous fluctuations remains an 
open question. Emerging evidence suggests that resting and evoked activity 
may negatively interact (He, 2013). Such a tradeoff between baseline and event-
related connectivity presents a challenge to drawing inferences between these 
two conditions. These questions are important for interpreting studies of intrinsic 
connectivity, and should be tested in future studies that directly compare 
evoked and baseline conditions.  
 Learning and memory research has historically focused on distinguishing 
the roles of discrete and functionally specific nodes. The present findings 
indicate an important but unexplored role for large-scale functional networks in 
complex learning behavior. Our results highlight the relationship between 
learning and intrinsic connectivity within a ventral medial component of the 
default network centered on the hippocampus and the vmPFC – regions known 
to be involved in a host of flexible learning behaviors. In addition, we 




FPN, whose functions are currently much less clear, also relates to transfer. 
Taken together, these findings raise the possibility that communication between 
localized brain regions involved in specific cognitive functions and distributed 
domain-general networks may play an important role in learning. These results 
also suggest that this approach has potential implications for the use of rs-fMRI 
to further our understanding of individual differences in a range of basic learning 
behaviors. Because variation in these processes is likely to underlie complex 
behavioral traits, these results hold additional promise for answering questions 
about stable differences in complex behavior that are central to research in 



















































 Considered together, the research I have presented here make novel 
contributions to the study of adolescent learning and decision making. In 
Chapter Two (Davidow, Foerde, Galván, and Shohamy, in preparation) we 
reasoned that heightened sensitivity of the striatal learning system in 
adolescents would support learning from probabilistic outcomes. We found that 
adolescents learned better than adults, and that this was supported by 
prediction error learning signals in the striatum as well as the hippocampus. The 
effect of learning in the hippocampus was selective to adolescents, as was the 
association between hippocampal activation during learning and later memory 
for features of feedback events. These findings in the hippocampus and how it 
relates to learning and memory are novel and have important implications for the 
broad understanding of how hippocampal functions contribute to learning at any 
age.  
 In Chapter Three (Davidow, Wimmer, Galván, and Shohamy, in 
preparation), we further investigate other types of learning that have been shown 
to depend on the hippocampus, namely the transfer of value through flexible 
stimulus-stimulus associations. We also explored reward learning. In this 
behavioral paradigm, we found that adolescents learned simple reward 
contingencies similar to young adults and adults, as has been shown previously, 
with performance generally at ceiling for all participants. We extend beyond this 




the course of adolescence into adulthood. This is the first time that this has 
been shown and has great influence for how research should consider 
adolescent (and even young adult) value learning. If these learned values can 
only be applied to choices that share features of the learning experience, this 
could contribute to the account for decision making in adolescence in the face 
of previous experiences which could have been informative for the choice at 
hand. For example, if an adolescent volunteers at a homeless shelter serving 
food, and feels good for having done so, it may not occur to her that preparing a 
meal for her elderly neighbor could have a similar effect. 
 Finally in Chapter Four (Gerraty, Davidow, Wimmer, Kahn, and Shohamy, 
2014), I sought to identify brain mechanisms that can account for the high 
variability observed in the learning behaviors I measured in Chapters Two and 
Three. I employed a measure of brain activity outside of task demands, by 
measuring intrinsic connectivity in brain networks for learning while at rest. This 
measure of individual differences in strength of learning networks in the brain 
related selectively to the measure of value transfer and not to other measures of 
learning such as reward conditioning. Importantly, this work was only explored 
in young adults and adults. However, as a proof of concept, the results of 
Chapter 4 bridge our understanding of the brain at rest and learning behaviors, 
and this work will be extended into adolescence in future studies, where we will 




well as relate resting networks to task-evoked networks in the same 
participants.   
 
Limitations  
 There are several limitations to the studies presented here. The first, is 
that the types of feedback used in Chapters Two and Three only span a very 
limited range of possible reinforcements, and may not generalize to real world 
contexts. In Chapter Two I used written verbal feedback (“correct” and 
“incorrect”). Previous studies in adults (Shohamy et al., 2008) and adolescents 
(van den Bos et al., 2012) have used similarly non-rewarding feedback. An 
interesting thing to note is that van den Bos and colleagues (2012) did not see 
striatal activation to feedback that was greater for adolescents than adults, 
similar to my own results, even though I do see a numerically greater response 
in magnitude and extent in the striatum of the adolescents. It could be that this 
absence of incentive value resulted in the subthreshold trend of greater 
activation in the contrast of adolescents > adults. In support of this, in a recent 
study of working memory (n-back task) where participants received no feedback 
but may have known if they were correct or incorrect on each trial, there was 
evidence for greater striatal activity in adolescents than adults, but this result 
required a large sample and directed hypothesis driven testing (Satterthwaite, 
Ruparel, et al., 2012). Future studies will need to further explore the influence of 




extrinsic and intrinsic reinforcement, which could be applied in learning 
environments like the classroom.  
 In Chapter Four I explored relationships between networks for learning at 
rest, and learning behavior measured on a separate day without fMRI. This 
design prevents me from making direct comparisons between regions that 
emerged as important for variability in learning while at rest and while at task. 
This avenue will be explored in my future studies of extending this finding into 
adolescence. Understanding the relationships between the brain at rest and 
under task has importance for understanding how activity in the brain when we 
are not engaged in specific tasks can benefit learning systems when they are 
brought online. It is also important to bridge between an extensive literature 
about the brain engaged in tasks, and the growing literature on the brain at rest, 
which may have promise for finding the ever elusive “bio-marker” that fMRI has 
sought out for diagnostic purposes (Menon, 2011). And finally, intrinsic 
connectivity could be applied towards a greater understanding of the 
relationships between structural brain changes over development and changes 
in behavior as measured by fMRI (Castellanos, Cortese, & Proal, 2014). 
 Finally, a general shortfall for these studies collectively is that each one 
has a design feature that limits my ability to speak to causality. In Chapter Two, 
we use fMRI, which can only show associations between brain regions and 
behaviors, not causal relationships. Additionally, though there is strong evidence 




from feedback, we cannot speak to the involvement of dopamine in the learning 
we observe. In Chapter Three, we find interesting behavioral differences, but 
cannot account for whether the same brain systems for learning are involved 
across age groups. Though we can look to animal lesion studies for evidence 
that the hippocampus is necessary for value transfer in adults (Port et al., 1987), 
this does not necessarily mean that the same systems are involved at younger 
ages. Another study using the sensory preconditioning paradigm found a critical 
role for the orbitofrontal cortex (Jones et al., 2012), a region that has been 
suggested to be among the earliest to functionally mature relative to other 
regions of prefrontal cortex (Crone, Zanolie, Leijenhorst, Westenberg, & 
Rombouts, 2008). It is of great interest to see how the functional development of 
hippocampal, striatal, and prefrontal regions contribute to performance in this 
task in adolescence. In Chapter Four, due to the design of the task it would be 
impossible to say whether behavior drives the strength we observe in 
connectivity or the opposite. Additionally it would be interesting to know 
whether this pattern we observe relates to other types of transfer and 
generalization of learned information. 
 
Future Directions  
 In the studies I will conduct as part of my future research program, it is 
my hope that I will be able to build converging evidence towards a mechanistic 





Motivated Learning and Memory  
 The work I have presented for this dissertation begins to lay the 
foundations for the study of how reward learning can bias memories, and how 
memories can influence learning processes. This sort of work is of central 
interest in the lab, and to many others as well (Wittmann et al., 2005; Adcock et 
al., 2006; Han et al., 2010; Wolosin et al., 2012; Dillon et al., 2013; Hembacher & 
Ghetti, 2013; Murty & Adcock, 2014). I think this line of questions would be 
particularly interesting to pursue in adolescents in light of the findings from 
Chapter Three that show adolescents did not transfer value. It will be important 
for future research to test the conditions that encourage transfer across related 
experiences in adolescents. It is possible that once adolescents realize explicitly 
to transfer value in some context that this effect could generalize and work 
implicitly in yet another context.  
 
 Within standard feedback driven learning tasks, the use of different levels 
of probabilistic certainty in outcomes leads to differences in the ability to predict 
outcomes. In Chapter Two, I used a fixed probability that was a little hard to 
learn, but remained fixed throughout the task. Another approach is to use 
drifting probabilities, such that the cue-stimulus associations shift frequently. 
The sort of learning tested by these types of tasks is different but could be 




tease apart what contributes to the benefit that I observe in my study. If it is the 
case that adolescents are better at updating, as was suggested by their lower 
learning rates, they might also perform better than adults on learning task with 
drifting probabilities.   
 
 There are many different types of learning, but it is important to be able to 
relate different types of learning to distinguish between domain general and 
domain specific contributions. A study by Clark and colleagues (2012) 
investigated the effect of chronic alcohol exposure during adolescence on 
learning measures in adult rats. The employed a Pavlovian learning task, an 
instrumental learning task, and a probabilistic learning task, and were able to 
describe a general pattern of differences between groups in acquisition but not 
for extinction, suggesting separable learning processes with implications for the 
influence of underage drinking on learning in adulthood. This model of testing, 
without the alcohol manipulations specifically, would be useful for being able to 




Effects of Context 
 An area ripe for future research is for the contributions of salience and 
novelty on learning from outcomes in adolescence. Novelty is important for 




Kahnt, Park, Haynes, & Tobler, 2014) and novelty (Legault & Wise, 2001; 
Wittmann, Daw, Seymour, & Dolan, 2008; Guitart-Masip et al., 2010; Murty, 
Ballard, Macduffie, Krebs, & Adcock, 2013) have been found to be influential 
factors in adult learning. A critical question is what are the types of stimuli in the 
real world that adolescents find salient? Some evidence suggest that peers 
would be an especially salient stimulus, and could even serve as a context, as 
behaviors change when peers are or are not present (Chein et al., 2011; Logue 
et al., 2014). In considering the hippocampus and its role in novelty detection, 
Murty and colleagues (2013) found that novelty detection habituated when 
consistently and repeatedly experiencing novel items. It is possible that the 
absence of an effect for prediction error in the hippocampus in adults during 
learning in Chapter 2 relates to the continued occurrence of unique images 
throughout the learning phase. A study comparing orbitofrontal cortex (OFC) 
reward response in adolescent and adult rats found that even when appetitive 
behavior was matched adolescents showed continued heightened OFC activity 
(for both population and single-unit measures) at several observed time points in 
the trial, as adults showed gradual decreasing levels of responding (Sturman & 
Moghaddam, 2011). If this pattern in the adult rats can be considered 
habituation, and if the hippocampus could respond as the OFC does in this 
example study, then this could be a possible account for the pattern of 
activation I find in Chapter Two. This could be addressed in the existing data by 





Effects of Instructions 
 In tasks used in both Chapter Two and Three, participants learned from 
their own experience with feedback and were not instructed for how to choose 
among items. Doll and colleagues (2009) provided participants in a task with 
instructions for how to choose among items that was not reflective of their true 
values, and observed rates of learning to overcome these bad instructions. 
Interestingly they saw individual differences in overcoming bad instructions. This 
would be an interesting model to test in adolescence; it is possible that 
heightened feedback sensitivity could lead adolescents to be better at 
overcoming bad instructions. Additionally, it would be interesting to manipulate 
the source of the instructions – would adolescent ability to override the bad 
instructions differ if the instructions came from a peer as opposed to a parent?  
 
Explore vs. Exploit  
 In Chapter Two, I did not discuss one of the free parameters from the 
reinforcement learning model, β, which captures noise in choice behavior. There 
is an inherent trade-off between exploration and exploitation. If one favors one 
all the time, this is not adaptive, rather it is beneficial to explore sometimes and 
exploit at other times. So how is an adolescent to know when to do which? It 
has been shown that there are individual differences in adults in the tendency to 




et al., 2012), which are regions that are known to have protracted structural 
development (Giedd, 2008). It would be important to know how the developing 
cortex supports this trade-off in choice behavior.  
 
Beyond Adolescence  
 Adolescence is one of several transition times in life. Another comes 
when you leave school and enter the work force (and probably overlaps with 
adolescence). Another is when you decide to start a family. Another is when you 
decide to retire. How might differences in cognitive and brain development at 
these times shift learning and decision making? It could be the case that 
adolescence is like a “critical period” for learning how to make decisions, and 
that this could influence the way that decisions are made through adulthood. 
 Development is not simply ‘how are adolescents different from adults and 
how are they similar,’ rather it is a question of dynamic change. Of course, it is 
not possible to understand longitudinal changes from cross sectional studies.  
Similarly, to understand learning is to understand dynamic shifts from when the 
information to be acquired is unfamiliar, to when it has been encoded, explicitly 
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