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a b s t r a c t
The MacWilliams identity for the complete m-spotty weight enumerators of byte-
organized binary codes is a generalization of that for the Hamming weight enumerators
of binary codes. In this paper, Jacobi forms are obtained by substituting theta series into
the complete m-spotty weight enumerators of binary Type II codes. The Mellin transforms
of those theta series provide functional equations for partial Epstein zeta functions which
are summands of classical Epstein zeta functions associated with quadratic forms. Then, it
is observed that the coefficientmatrices appearing in those functional equations are exactly
the same as the transformation matrices in the MacWilliams identity for the complete m-
spotty weight enumerators of binary self-dual codes.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In the application of error correcting codes to computer systems, there are a number of situations where an error
correcting code capable of correcting clusters of adjacent bits in error is uniquely suited. An example is errors due to a
failure in a b-bit organized semiconductor memory chip, which is called a byte-organized memory chip [7]. This cluster of
b bits, b ≥ 2, is referred to as a byte in [7]. In this paper, the byte length b is considered to be a positive integer. A binary
codeword is divided into bytes of length b; a single-byte error is meant to be any number of errors confined to one byte.
Byte error correcting/detecting codes have been successfully applied to high speedmemory systems using DRAM chips with
b = 4 bits I/O data [7]. A new class of codes called spotty byte error control codes has been developed for modern large-
capacity memory systems that use RAM chips with 8, 16, or 32 bits of I/O data [7,14]. A spotty byte error is a special type of
byte error, defined as a t-bit error in a b-bit byte, where 1 ≤ t ≤ b. The spotty byte error is also called a t/b-error. There
are two types of spotty byte errors: s-spotty byte errors and m-spotty byte errors. An s-spotty byte error (‘‘s’’ means single)
is defined as a random t-bit error within a byte, that is, the maximum number of erroneous bits in a byte does not exceed
t(≤b) [8]. An m-spotty byte error (‘‘m’’ means multiple) is defined as multiple t/b-errors within a byte where the number
of erroneous bits in a byte can exceed t , but less than or equal to b [13]. General construction methods of m-spotty byte
error control codes and s-spotty byte error control codes have been proposed in [8,13], and the MacWilliams identity for
complete m-spotty weight enumerators has been proved in [12].
Broué and Enguehard constructed a map between certain space of invariant polynomials for a certain finite group and
a certain ring of modular forms [2]. Recently, codes over finite fields, finite rings, and finite Abelian groups have been
studied extensively and polynomial analogs of modular forms of Jacobi, Hilbert, and Siegel types have been discovered [3].
Choie YoungJu et al. studied connections between the Lee weight enumerators of Type II codes over the ring Z2k and Jacobi
forms [3], the Lee weight enumerators of ternary codes and Jacobi forms [4], and so on.
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In this paper, Jacobi forms are constructed from the complete m-spotty weight enumerators of binary Type II codes by
using a method similar to [3]. More precisely, each codeword in a code of length N = nb over the binary field F2 is divided
into bytes and the code is considered to be a code of length n = N/b over Fb2. In the sameway, a lattice induced from a binary
code of length N is considered to be a lattice induced from a code of length n over Fb2. Then a Jacobi form on a lattice induced
from a code of length n over Fb2 is constructed. If b = 1, the obtained Jacobi form coincideswith that presented in [2] and that
induced from the ringZ2 in [3]. In addition, this paper presents a new representation form of functional equations for partial
Epstein zeta functions which are summands of classical Epstein zeta functions associated with quadratic forms. Then, it is
observed that the coefficient matrices appearing in those functional equations are exactly the same as the transformation
matrices in the MacWilliams identity for complete m-spotty weight enumerators.
The organization of this paper is as follows: Section 2 deals with the MacWilliams identity for the complete m-spotty
weight enumerators of binary codes which is a generalization of that for the Hamming weight enumerators of binary codes.
Section 3 presents a construction method of Jacobi forms by using the complete m-spotty weight enumerators of binary
Type II codes. Section 4 provides functional equations for partial Epstein zeta functions associated with quadratic forms.
Also, as a special case of the functional equations, another representation form of the functional equation for the Riemann
zeta function is presented.
2. MacWilliams identity for complete m-spotty weight enumerators
In this section, some definitions and fundamental facts which are related to the MacWilliams identity for complete m-
spotty weight enumerators are presented.
Definition 1. Let Fq be a finite field of q elements, where q is a prime or a power of a prime. Let c = (c1, c2, . . . , cn) be an
element in Fnq , where ci is the i-th component of c. The Hamming weight of ci, denoted bywH(ci), is defined by
wH(ci) :=

0 if ci = 0,
1 otherwise .
Then, the Hamming weight of c, denoted bywH(c), is defined by
wH(c) :=
n−
i=1
wH(ci).
Let u = (u1, u2, . . . , un) and v = (v1, v2, . . . , vn) be elements of Fnq . The Hamming distance between u and v, denoted
by dH(u, v), is equal to the Hamming weight of u− v: dH(u, v) = wH(u− v).
The m-spotty weight of a binary vector is defined as follows.
Definition 2 ([12]). Let b be a positive integer which denotes the byte length. Let c = (c1, c2, . . . , cn) be an element in FN2 ,
where ci is the i-th byte of c, 1 ≤ i ≤ n, and n = ⌈N/b⌉ denotes the length (in bytes) of c. The symbol ⌈a⌉ denotes the
smallest integer larger than or equal to a ∈ R. The lengths of ci excluding cn are b and the length of cn is N − (n − 1)b. Let
t , which denotes the size of spotty byte, be a positive integer less than or equal to b. The m-spotty weight of ci, denoted by
wM(ci), is defined by
wM(ci) :=

wH(ci)
t

,
where wH(ci) denotes the Hamming weight of ci, i.e., wH(ci) is the number of nonzero components of ci. The m-spotty
weight of c, denoted bywM(c), is defined by
wM(c) :=
n−
i=1
wM(ci).
Remark 1. For an error vector e, ifwM(ei) ≤ 1 for all i, this type of error is called an s-spotty byte error. Otherwise, such an
error is called an m-spotty byte error.
If t = b, the m-spotty weight of c denotes the number of nonzero bytes in c, where a nonzero byte means a vector which
is not equal to a zero vector. In this paper, we call the m-spotty weight with t = b the Hamming weight of byte or the
Hamming weight over Fb2. If t = 1, the m-spotty weight is identical to the Hamming weight over F2 in Definition 1.
The m-spotty distance between u and v, denoted by dM(u, v), is defined by dM(u, v) = wM(u− v). If t = b, the m-spotty
distance denotes the Hamming distance of byte. Also, if t = 1, the m-spotty distance is identical to the Hamming distance
over F2.
In this paper, we consider only linear codes C in FN2 . Those codes are additive subgroups of F
N
2 . Hereinafter, let the code
length N be a multiple of byte length b, i.e., N = nb unless stated otherwise, where n is a positive integer.
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For a vector u in FN2 , let αj(u) = #{i|wH(ui) = j, 1 ≤ i ≤ n}. That is, αj(u) is the number of bytes having
Hamming weight j, 0 ≤ j ≤ b, in u. The summation of α0(u), α1(u), . . . , αb(u) is equal to the length of u in bytes,
that is,
∑b
j=0 αj(u) = n. The Hamming weight distribution vector (HWDV in short) (α0(u), α1(u), . . . , αb(u)) is uniquely
determined for u. By using the HWDV of u, the m-spotty weight of u is expressed as wM(u) = ∑bj=1⌈j/t⌉αj(u). For
example, let u = (1000 0101 0110 0000 1111 1001) be a binary vector with byte length b = 4. Then, the HWDV of u is
(α0(u), α1(u), α2(u), α3(u), α4(u)) = (1, 1, 3, 0, 1). If t = 2, the m-spotty weight of u is wM(u) = ∑4j=1⌈j/2⌉αj(u) =
1α1(u)+ 1α2(u)+ 2α3(u)+ 2α4(u) = 6.
Definition 3 ([12]). Let X be an indeterminate and let X⌈j/t⌉ = Xj for j = 0, 1, . . . , b, respectively. The complete m-spotty
weight enumeratorWC (X0, X1, . . . , Xb) of a binary code C ⊂ FN2 is defined by
WC (X0, X1, . . . , Xb) :=
−
u∈C
b∏
j=0
Xjαj(u) =
−
(α0,α1,...,αb)∈Zb+1
α0,α1,...,αb≥0
α0+α1+···+αb=n
W(α0,α1,...,αb)
b∏
j=0
Xjαj , (1)
where W(α0,α1,...,αb) denotes the number of codewords having HWDV (α0, α1, . . . , αb) in C and
∑
(α0,α1,...,αb)∈Zb+1
α0,α1,...,αb≥0
α0+α1+···+αb=n
denotes
the summation over all (α0, α1, . . . , αb)’s satisfying the conditions α0, α1, . . . , αb ≥ 0, and α0 + α1 + · · · + αb = n. The
complete m-spotty weight enumerator is a homogeneous polynomial of degree n.
Remark 2. The complete m-spotty weight enumerator of a binary code is pretty related to the byte-weight enumerator of
a binary code. An element u of FN2 with N = nb is partitioned into consecutive n segments u1,u2, . . . ,un, which are also
called bytes. The byte-weight enumerator of a binary code C with byte-width b is defined by
W (b)C (ak) :=
−
u∈C
∏
1≤i≤n
aui , k ∈ Fb2,
where aui denote variables [15]. Replace aui havingwH(ui) = jwith Xj, we obtain the completem-spottyweight enumerator
of C in Eq. (1).
Let VN be an N-dimensional vector space over F2. For any u, v ∈ VN , the standard inner product of u and v, denoted by
⟨u, v⟩, is defined by
⟨u, v⟩ :=
n−
i=1
⟨ui, vi⟩ =
n−
i=1

b−
j=1
ui,jvi,j

,
where ⟨ui, vi⟩ =∑bj=1 ui,jvi,j denotes the standard inner product of ui = (ui,1, ui,2, . . . , ui,b) and vi = (vi,1, vi,2, . . . , vi,b).
The dual code C⊥ of a binary code C ⊂ FN2 is defined by
C⊥ := {x ∈ FN2 | ⟨x, y⟩ = 0 for all y ∈ C},
where N denotes a positive integer. The complete m-spotty weight enumeratorWC⊥(X0, X1, . . . , Xb) of the dual code C
⊥ of
a code C of length N = nb is given by
WC⊥(X0, X1, . . . , Xb) :=
−
(α0,α1,...,αb)∈Zb+1
α0,α1,...,αb≥0
α0+α1+···+αb=n
W⊥(α0,α1,...,αb)
b∏
j=0
Xjαj ,
whereW⊥(α0,α1,...,αb) denotes the number of codewords having HWDV (α0, α1, . . . , αb) in C
⊥.
Definition 4 ([12]). Let us denote the coefficient of xl in the polynomial (1+ x)b−j(1− x)j by γj,l, that is, (1+ x)b−j(1− x)j =
γj,0 + γj,1x+ γj,2x2 + · · · + γj,bxb, where j = 0, 1, . . . , b. The coefficients γj,l are given by
γj,l =
l−
k=0
(−1)k

j
k

b− j
l− k

,
where γj,l are special cases of Krawtchouk polynomials defined in [11, Ch. 5, Sect. 2]. The (b + 1) × (b + 1) matrix Mb is
defined by
Mb :=

γ0,0 γ0,1 · · · γ0,b
γ1,0 γ1,1 · · · γ1,b
...
...
...
γb,0 γb,1 · · · γb,b
 .
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The following Theorem 1 gives an analogue of the MacWilliams identity for the complete m-spotty weight enumerators
of binary codes.
Theorem 1 ([12]). Let C be a binary linear code of length N = nb with the dual code C⊥ and let k be the information length of
C. Then, the m-spotty weight enumerators of C and C⊥ satisfy the following relation:
WC⊥(X0, X1, . . . , Xb) = 2−kWC

(X0, X1, . . . , Xb)tMb

, (2)
where tMb denotes the transposed matrix of Mb. 
Remark 3. The form of Eq. (2) is slightly different from the original one given in [12], because it is better to emphasize the
existence of the transformation matrixMb in this paper.
A code C is self-dual, if C = C⊥. For a self-dual code C , Eq. (2) results in
WC (X0, X1, . . . , Xb) = WC

(X0, X1, . . . , Xb)
1√
2b
tMb

. (3)
From Theorem 1, the MacWilliams identity for the Hamming weight enumerators of binary codes is deduced. If t = b,
then X1 = · · · = Xb = X and (X0, X1, . . . , Xb)tMb = (X0 + (2b − 1)X1, X0 − X1, . . . , X0 − X1). Eq. (2) becomes the following
identity:
n−
j=0
W⊥j X
n−j
0 X
j
1 = 2−k
n−
j=0
Wj

X0 + (2b − 1)X1
n−j
(X0 − X1)j , (4)
where Wj and W⊥j denote the number of codewords having j nonzero bytes in C and that in C⊥, respectively. Eq. (4) is
the MacWilliams identity for the Hamming weight enumerators over Fb2 of codes in F
N
2 and is equivalent to that for the
Hamming weight enumerators over F2b of codes in F
n
2b
, where F2b denotes an extension field of F2 [10]. Also, if t = 1, the
m-spotty weight of a binary vector coincides with the Hamming weight over F2 of the vector and Eq. (2) is identical to the
MacWilliams identity for the Hamming weight enumerators over F2 of codes in FN2 :
N−
j=0
W⊥j X
N−j
0 X
j
1 = 2−k
N−
j=0
Wj (X0 + X1)N−j (X0 − X1)j , (5)
whereWj andW⊥j denote the number of codewords having Hamming weight j in C and that in C⊥, respectively.
In binary self-dual codes, the Hamming weight over F2 of every codeword is an even integer. Binary self-dual codes with
all Hamming weights over F2 divisible by 4 are called doubly-even or Type II [1]. The other binary self-dual codes are called
singly-even or Type I. Since m-spotty byte error control codes are binary codes, self-dual m-spotty byte error control codes
are Type I or Type II codes. The following Example 1 presents the complete m-spotty weight enumerator of the (24, 12, 8)
extended binary Golay code which is one of Type II codes.
Example 1. LetC23 be the (23, 12, 7) binary Golay codewith the generator polynomial g(x) = x11+x9+x7+x6+x5+x+1.
The (24, 12, 8) extended binary Golay code C24 is obtained by appending a parity bit to the end of C23. The following matrix
is not only the generator matrix of C24 but also the parity-check matrix of C24:
1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1
0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1
0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 1
0 0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 0 0 0 0 0 1
0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 0 0 0 0 1
0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 0 0 0 1
0 0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 0 0 1
0 0 0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 0 1
0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 1
0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 1 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

.
Let us consider the code C24 to be an m-spotty byte error control code with byte length b = 4. The complete m-spotty
weight enumerator of C24 is
WC (X0, X1, X2, X3, X4) = X60 + X64 + 2X20X43 + 2X41X24 + 4X30X2X23 + 4X21X2X34
+ 6X0X41X4 + 6X0X43X4 + 19X20X42 + 19X42X24 + 20X51X3 + 20X1X53
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+ 24X20X21X2X4 + 24X0X2X23X24 + 24X20X2X23X4 + 24X0X21X2X24
+ 32X20X21X23 + 32X21X23X24 + 108X20X1X22X3 + 108X1X22X3X24
+ 150X41X22 + 150X22X43 + 176X0X1X2X33 + 176X31X2X3X4
+ 184X0X31X2X3 + 184X1X2X33X4 + 200X0X32X23 + 200X21X32X4
+ 212X0X21X32 + 212X32X23X4 + 4X20X1X3X24 + 36X62 + 40X0X21X23X4
+ 52X0X42X4 + 88X31X33 + 168X0X1X22X3X4 + 604X1X42X3 + 780X21X22X23 . (6)
Eq. (6) is invariant under the linear transformation 1√
24
tM4. Also, Eq. (6) becomes the following polynomials:
1+ 759X8 + 2576X12 + 759X16 + X24 for t = 1, (7)
1+ 19X4 + 348X5 + 460X6 + 1244X7 + 1195X8 + 436X9 + 372X10 + 20X11 + X12 for t = 2, (8)
1+ 4X3 + 161X4 + 820X5 + 2124X6 + 820X7 + 161X8 + 4X9 + X12 for t = 3, (9)
1+ 4X3 + 213X4 + 1092X5 + 2786X6 for t = 4. (10)
Eq. (7) shows the Hamming weight enumerator over F2 of C24 and is invariant under the linear transformation
1√
2

1 1
1 −1

[11]. Eq. (10) is the Hammingweight enumerator over F42 ofC24 and is invariant under the linear transformation
1√
24

1 24 − 1
1 −1

. Here, it should be noted that permutations of any columns of the generator matrices or the parity-check
matrices of binary codes do not change the Hammingweight enumerators over F2 of the codes, but those permutationsmay
change the complete m-spotty weight enumerators of the codes for t ≠ 1. 
3. Theta series on lattices and Jacobi forms
In this section, a two variable theta series on a lattice is introduced. This theta series is essential to understand the
connections between complete m-spotty weight enumerators and Jacobi forms.
Definition 5 ([5]). Let H be the upper half-plane of the complex plane C. A Jacobi form of weight k and index m with
respect to the full-modular group 0(1) = SL(2,Z) is a holomorphic function Φ : H × C −→ C satisfying the following
three properties:
1. (Modularity) (cτ + d)−k e−2π imcz2/(cτ+d)Φ  aτ+bcτ+d , zcτ+d  = Φ(τ , z) for any a bc d ∈ 0(1),
2. (Ellipticity) e2π im(λ
2τ+2λz)Φ(τ , z + λτ + µ) = Φ(τ , z) for any (λ, µ) ∈ Z2,
3. (Fourier expansion)Φ(τ , z) =∑ r,n∈Z
r2≤4mn
c(n, r)qnξ r(q = e2π iτ , ξ = e2π iz).
Definition 6 ([5]). The theta series θb(τ , z) is defined as follows:
θb(τ , z) :=
−
n∈Zb
q⟨n,n⟩/4ξ ⟨n,1b⟩.
Here, ⟨x, y⟩ denotes the standard inner product of two vectors x and y, and 1b denotes the all-one vector of length b.
Further define the following partial theta series of θb(τ , z).
Definition 7. Let ub,j = (1, . . . , 1, 0, . . . , 0) be an element of Fb2, where the leftmost j components of ub,j are 1’s and the
other components are 0’s for j = 0, 1, . . . , b. Letm be an element of Zb. For τ ∈ H and z ∈ C, the theta series θb,j(τ , z), for
j = 0, 1, . . . , b, are defined by
θb,j(τ , z) :=
−
m∈Zb
m≡ub,j(mod 2)
e2π iτ ⟨m,m⟩/4e2π iz⟨m,1b⟩ =
−
n∈Zb
e2π iτ ⟨2n+ub,j,2n+ub,j⟩/4e2π iz⟨2n+ub,j,1b⟩.
Definition 8 ([9]). Let S be the vector space of functions f : Rn → C which are bounded, smooth, and rapidly decreasing.
For f ∈ S we define the Fourier transformf : Rn → C as follows:
f (y) = ∫
Rn
e−2π i⟨x,y⟩f (x)dx, (11)
where dx denotes dx1dx2 · · · dxn.
Theta transformation formulae for θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z) are obtained by using the Fourier transform and
Poisson summation formula [9].
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Proposition 1. The theta series θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z) satisfy the following two transformation formulae:
(1)

θb,0(τ + 1, z)
θb,1(τ + 1, z)
θb,2(τ + 1, z)
.
.
.
θb,b(τ + 1, z)
 = diag(1, i, i2, . . . , ib)

θb,0(τ , z)
θb,1(τ , z)
θb,2(τ , z)
.
.
.
θb,b(τ , z)
,
(2)

θb,0(−1/τ , z/τ)
θb,1(−1/τ , z/τ)
θb,2(−1/τ , z/τ)
.
.
.
θb,b(−1/τ , z/τ)
 =  τi b e2π ibz2/τ 1√2bMb

θb,0(τ , z)
θb,1(τ , z)
θb,2(τ , z)
.
.
.
θb,b(τ , z)
.
Here, i = √−1 and −π/4 < arg√τ/i < π/4. The symbols diag(1, i, i2, . . . , ib) and Mb denote a diagonal matrix and the
matrix in Definition 4, respectively.
Proof. The first formula follows directly from the definition of the theta series θb,j(τ , z) for j = 0, 1, . . . , b.
To obtain the second formula,we apply Poisson summation formula to the function f
√
t/2(2x+ ub,j)+√2/tα1b

with
f (x) = e−π⟨x,x⟩ for t > 0 and for α ∈ R. Let us denote f √t/2(2x+ ub,j)+√2/tα1b as g(x). By applying the properties
of the Fourier transform successively, we see that the Fourier transform of g(x) is
g(y) = 1√
2t
b eπ i⟨ub,j,y⟩e2π i(α/t)⟨1b,y⟩e−π(1/2t)⟨y,y⟩.
By using the Poisson summation formula, the following relation is obtained for j = 0, 1, . . . , b:
e−2π(α
2/t)b
−
n∈Zb
e−π t⟨2n+ub,j,2n+ub,j⟩/2−2πα⟨2n+ub,j,1b⟩ = 1√
2t
b −
n∈Zb
eπ i⟨ub,j,n⟩e−π(1/t)⟨n,n⟩/2+2π i(α/t)⟨n,1b⟩. (12)
Put t = τ/i and α = iz. Then Eq. (12) still holds for τ ∈ H and z ∈ C by the principle of analytic continuation, because both
sides of Eq. (12) are analytic functions of τ/i on the right half-plane and of iz on the whole complex plane. That is, we have
e2π i(z
2/τ)b
−
n∈Zb
eπ iτ ⟨2n+ub,j,2n+ub,j⟩/2−2π iz⟨2n+ub,j,1b⟩ =

i
2τ
b −
n∈Zb
eπ i⟨ub,j,n⟩eπ i(−1/τ)⟨n,n⟩/2−2π i(z/τ)⟨n,1b⟩, (13)
where −π/4 < arg√τ/i < π/4. The summation on the left-hand side of Eq. (13) is θb,j(τ , z). On
the other hand, the summation on the right-hand side of Eq. (13) is expressed by the linear combination of
θb,0(−1/τ , z/τ), θb,1(−1/τ , z/τ), . . . , θb,b(−1/τ , z/τ) as follows:−
n∈Zb
eπ i⟨ub,j,n⟩+π i(−1/τ)⟨n,n⟩/2−2π i(z/τ)⟨n,1b⟩ =
−
v∈Fb2
−
m∈Zb
eπ i⟨ub,j,2m+v⟩eπ i(−1/τ)⟨2m+v,2m+v⟩/2−2π i(z/τ)⟨2m+v,1b⟩
=
b−
p=0
−
v∈Fb2
wH(v)=p
eπ i⟨ub,j,v⟩
−
m∈Zb
eπ i(−1/τ)⟨2m+v,2m+v⟩/2−2π i(z/τ)⟨2m+v,1b⟩
=
b−
p=0
 −
v∈Fb2
wH(v)=p
(−1)⟨ub,j,v⟩

×
−
m∈Zb
eπ i(−1/τ)⟨2m+ub,p,2m+ub,p⟩/2−2π i(z/τ)⟨2m+ub,p,1b⟩ (14)
=
b−
p=0
γj,pθb,p
−1
τ
,
z
τ

. (15)
Here, γj,p is the (j, p) entry of the matrixMb. The appearance of γj,p in Eq. (15) is verified by the following discussion which
is also used in the proof of the MacWilliams type identity for complete m-spotty weight enumerators [12]. Let us define the
parameters β1,0, β1,1, β0,0, β0,1 as follows:
β1,0 = #{l | ub,j,l = 1, vl = 0}, β1,1 = #{l | ub,j,l = 1, vl = 1},
β0,0 = #{l | ub,j,l = 0, vl = 0}, β0,1 = #{l | ub,j,l = 0, vl = 1},
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where ub,j,l and vl denote the l-th components of ub,j and v, respectively. If the Hamming weight of v is p, the following
equations hold:
β0,0 + β0,1 = b− j,
β1,0 + β1,1 = j,
β0,0 + β1,0 = b− p,
β0,1 + β1,1 = p.
Then, ⟨ub,j, v⟩ = β1,1 and the following relation holds:−
v∈Fb2
wH(v)=p
(−1)⟨ub,j,v⟩ =
p−
β1,1=0

b− j
p− β1,1

(−1)β1,1

j
β1,1

= γj,p.
Finally, the following equation is obtained for 0 ≤ j ≤ b:
e2π ibz
2/τ θb,j(τ , z) =

i
τ
b
1√
2b
b−
p=0
γj,pθb,p
−1
τ
,
z
τ

.
As shown in the proof of Theorem 4,M2b = 2bIb+1, where Ib+1 denotes the (b+ 1)× (b+ 1) identity matrix. Therefore, the
second transformation formula is obtained. 
Remark 4. The coefficient matrixMb appears in both the MacWilliams identity for complete m-spotty weight enumerators
in Theorem 1 and the theta transformation formula in Proposition 1. Moreover, Mb also appears in Theorem 5 which gives
the functional equations for partial Epstein zeta functions.
A lattice is induced from a binary linear code as follows.
Definition 9 ([1]). Define a map ρ from ZN to FN2 by
ρ(c1, c2, . . . , cN) = (c1(mod 2), c2(mod 2), . . . , cN(mod 2)),
where N denotes a positive integer. A binary linear code of length N is a subspace of FN2 . Given a binary linear code C ⊂ FN2 ,
a latticeΛ(C) induced from the code C is constructed by
Λ(C) := 1√
2
ρ−1(C) = 1√
2
{c+ u | c ∈ C and u ∈ 2ZN} ⊂ RN .
Definition 10 ([3]). LetΛ(C) be the lattice induced from a linear code C in FN2 , where N is a positive integer. Theta series on
the latticeΛ(C) is defined by
θΛ(C)(τ , z) :=
−
u∈Λ(C)
q⟨u,u⟩/2ξ ⟨P,u⟩,
where q = e2π iτ for τ ∈ H, ξ = e2π iz for z ∈ C, and P is a fixed vector inΛ(C).
Since linear codes contain a zero vector, we can take P = √21N = (1/
√
2) (21N) ∈ Λ(C), where 1N denotes the all-one
vector of length N . ConsiderΛ(C) to be a lattice of length N = nb and define
θΛ(C),b(τ , z) := θΛ(C)(τ , z).
Then the theta series on Λ(C) is expressed by using the theta series θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z) and the complete
m-spotty weight enumeratorWC (X0, X1, . . . , Xb).
Theorem 2. Let C be a linear code in FN2 with N = nb; let WC (X0, X1, . . . , Xb) be the complete m-spotty weight
enumerator of C; and let Λ(C) be the lattice induced from C. Then θΛ(C),b is expressed by using WC (X0, X1, . . . , Xb) and
θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z):
θΛ(C),b(τ , z) = WC (θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z)).
Proof. The proof of this theorem is analogous to that of Theorem 4.4 in [3]. Let c = (c1, c2, . . . , cn) be a codeword of C and
Y = (Y1, Y2, . . . , Yn) be an element of ρ−1(c), where cl = (cl,1, cl,2, . . . , cl,b) ∈ Fb2 and Yl = (Yl,1, Yl,2, . . . , Yl,b) ∈ Zb are
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the l-th bytes of c and Y, respectively. Then, for any c ∈ C ,−
u∈(1/√2)ρ−1(c)
q⟨u,u⟩/2ξ ⟨u,
√
21nb⟩ =
−
Y∈ρ−1(c)
e2π iτ ⟨Y/
√
2,Y/
√
2⟩/2e2π iz⟨Y/
√
2,
√
21nb⟩
=
n∏
l=1
 −
Yl∈2Zb+cl
e2π iτ ⟨Yl,Yl⟩/4e2π iz⟨Yl,1b⟩

=
b∏
j=0
θb,j(τ , z)αj(c).
Here, (α0(c), α1(c), . . . , αb(c)) is the HWDV of c. Finally, the following relation is obtained:
θΛ(C),b(τ , z) =
−
c∈C
−
Y∈ρ−1(c)
e2π iτ ⟨Y/
√
2,Y/
√
2⟩/2e2π iz⟨Y/
√
2,
√
21nb⟩
=
−
c∈C
b∏
j=0
θb,j(τ , z)αj(c) = WC (θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z)). 
Theorem 3. The theta series θΛ(C),b(τ , z) on the latticeΛ(C) which is induced from a binary Type II code C of length N = nb is
a Jacobi form.
Proof. The proof of this theorem is analogous to that of Theorem4.2 in [4]. First, we prove that the theta series θΛ(C),b(τ , z) is
invariant under the full-modular group0(1). It is sufficient to show that θΛ(C),b(τ , z) is invariant under the two fundamental
transformation laws with respect to S =

1 1
0 1

and T =

0 −1
1 0

∈ 0(1). For S, we see that
θΛ(C),b|S

(τ , z) := θΛ(C),b(τ + 1, z)
= WC (θb,0(τ + 1, z), θb,1(τ + 1, z), . . . , θb,b(τ + 1, z))
= WC (θb,0(τ , z), eπ i/2θb,1(τ , z), . . . , eπ ib/2θb,b(τ , z)).
Since theHammingweight overF2 of a codeword c in C iswH(c) =∑bj=1 jαj(c) ≡ 0 mod 4,we see that∏bj=1 e(π i/2)jαj(c) = 1.
Thus, we obtain
θΛ(C),b|S

(τ , z) = θΛ(C),b(τ , z).
By the transformation T ,
θΛ(C),b|T

(τ , z) := τ−nb/2e−2π inbz2/τ θΛ(C),b

− 1
τ
,
z
τ

= τ−nb/2e−2π inbz2/τWC

θb,0

− 1
τ
,
z
τ

, θb,1

− 1
τ
,
z
τ

, . . . , θb,b

− 1
τ
,
z
τ

= τ−nb/2e−2π inbz2/τ

τ
i
b
e2π ibz
2/τ
n
×WC

(θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z))
1√
2b
tMb

=

1
i
nb/2
WC

θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z)

(using Eq. (3))
= WC

θb,0(τ , z), θb,1(τ , z), . . . , θb,b(τ , z)

.
The last equality follows from the fact that nb ≡ 0(mod 8) for Type II codes [1].
Next, we prove the ellipticity. Let (λ, µ) be an element of Z2. Then
θΛ(C),b|(λ, µ)

(τ , z) := e2π inb(λ2τ+2λz)θΛ(C),b(τ , z + λτ + µ)
= e2π inb(λ2τ+2λz)
−
u∈Λ(C)
e2π iτ ⟨u,u⟩/2e2π i(z+λτ+µ)⟨
√
21nb,u⟩
=
−
u∈Λ(C)
eπ iτ(⟨u+
√
2λ1nb,u+
√
2λ1nb⟩)e2π iz⟨u+
√
2λ1nb,
√
21nb⟩ (because ⟨√21nb,u⟩ ∈ Z)
= θΛ(C),b(τ , z)

because
√
2λ1nb ∈ 1√
2
2Znb

.
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Finally, we check whether θΛ(C),b(τ , z) has a Fourier series expansion:−
R2≤4Nν
c(ν, R)qνξ R,
where c(ν, R) and N denote the Fourier coefficient of qνξ R and the length of lattice, respectively. If ν and R do not satisfy
the condition R2 ≤ 4Nν, then c(ν, R) = 0. Since C is a Type II code, the indices of q and ξ in θΛ(C),b(τ , z) are both
integers, that is, ⟨u,u⟩/2 ∈ Z and ⟨u,√21nb⟩ ∈ Z for any u ∈ Λ(C). Moreover, all u ∈ Λ(C) satisfy the condition
4nb⟨u,u⟩/2− ⟨u,√21nb⟩2 ≥ 0 which can be shown as follows:
4nb
1
2
⟨u,u⟩ − ⟨u,√21nb⟩2 = 2nb(u21 + · · · + u2nb)− 2(u1 + · · · + unb)2 = 2
−
1≤i<j≤nb
(ui − uj)2 ≥ 0.
Here, it should be noted that N = nb. Therefore, θΛ(C),b(τ , z) has a Fourier series expansion. 
The matrixMb in Definition 4, which also appeared in Theorem 1 and Proposition 1, has the following property.
Theorem 4. Let Gb be the multiplicative group generated by (1/
√
2b)Mb and Nb, where Mb is the matrix which was defined
in Definition 4, and Nb is the diagonal matrix diag

1, i, i2, . . . , ib

which appeared in Proposition 1. Then the order of Gb is
|Gb| =

24 b ≡ 0(mod 8),
48 b ≡ 4(mod 8),
96 b ≡ 2, 6(mod 8),
192 b ≡ 1, 3, 5, 7(mod 8).
Proof. The proof of this theorem is analogous to that of Proposition 1 in [2]. It is easy to confirm that the order of Nb is 4.
The (k,m) entry ofM2b is
b−
l=0
γk,lγl,m = 2bδk,m, (16)
where δk,m denotes Kronecker’s delta (see [11, Ch. 5, Sect. 7, Cor. 18]). Thus, we obtainM2b = 2bIb+1, where Ib+1 denotes the
(b+ 1)× (b+ 1) identity matrix.
It is easy to see

(1/
√
2b)MbNb
3
is equal to

(1+ i)/√2
b
Ib+1, where (1+ i)/
√
2 is a primitive 8-th root of unity. Thus,
(1/
√
2b)MbNb
3
generates a cyclic group. Let us denote this group as Hb =

(1/
√
2b)MbNb
3
. The order of Hb is
|Hb| =

1 b ≡ 0(mod 8),
2 b ≡ 4(mod 8),
4 b ≡ 2, 6(mod 8),
8 b ≡ 1, 3, 5, 7(mod 8).
Moreover, Hb is a normal subgroup of Gb and divides Gb into the following 24 residue classes:
Hb,
1√
2b
MbHb, NbHb, N2bHb, N
3
bHb,
Nb
1√
2b
MbHb, N2b
1√
2b
MbHb, N3b
1√
2b
MbHb,
1√
2b
MbNbHb,
1√
2b
MbN2bHb,
1√
2b
MbN3bHb,
1√
2b
MbNb
1√
2b
MbHb,
1√
2b
MbN2b
1√
2b
MbHb,
1√
2b
MbN3b
1√
2b
MbHb, N2b
1√
2b
MbNbHb,
N3b
1√
2b
MbNbHb, Nb
1√
2b
MbN2bHb, N
2
b
1√
2b
MbN2bHb, N
3
b
1√
2b
MbN2bHb, Nb
1√
2b
MbN3bHb,
N2b
1√
2b
MbN3bHb, Nb
1√
2b
MbN2b
1√
2b
MbHb, N2b
1√
2b
MbN2b
1√
2b
MbHb, N3b
1√
2b
MbN2b
1√
2b
MbHb.
Therefore, the order of Gb is 24|Hb|. 
Remark 5. It has already been known that the order of G1 is 192 [2].
4. Partial Epstein zeta functions and their functional equations
In this section, the functional equations for partial Epstein zeta functions are derived from the theta series in Definition 7.
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Definition 11 ([6]). Let s be a complex variable with Re s > b; let Y be the b×bmatrix of a positive definite quadratic form,
and let g and h be b-dimensional real vectors. Then Epstein zeta functions associated with (Y , g,h) are defined by
Zb(Y , g,h, s) :=
−
a∈Zb
a+g≠0
e2π i⟨h,a⟩
(t(a+ g)Y (a+ g))s/2 ,
where a runs all elements of Zn except for any vectors such that a+ g = 0.
In this section, we deal with the function
Zb(Ib, 0, 0, s) =
−
a∈Zb
a≠0
1
⟨a, a⟩s/2 ,
where Ib denotes the b × b identity matrix and ⟨a, a⟩ denotes the standard inner product of a and itself. Hereinafter, we
denote the function Zb(Ib, 0, 0, s) by Zb(s) and further we define the following partial Epstein zeta functions.
Definition 12. Let s be a complex variable with Re s > b and let ub,j = (1, . . . , 1, 0, . . . , 0) ∈ Zb for 0 ≤ j ≤ b,
where the leftmost j components of ub,j are 1’s and the other components are 0’s. The partial Epstein zeta functions
Zb,j(s), j = 0, 1, . . . , b, are defined by
Zb,j(s) =
−
a∈Zb
a≠0
a≡ub,j(mod 2)
1
⟨a, a⟩s/2 =
−
n∈Zb
2n+ub,j≠0
1
⟨2n+ ub,j, 2n+ ub,j⟩s/2 . (17)
The following theorem holds for the functions Zb,0(s), Zb,1(s), . . . , Zb,b(s).
Theorem 5. The partial Epstein zeta function Zb,j(s) for 0 ≤ j ≤ b, which is defined for Re s > b, extends analytically to a
meromorphic function on the whole complex s-plane, which are holomorphic except for a simple pole at s = b with residue
(π/4)b/2 2/0(b/2), where 0(s) is the gamma function. Let
Λb,j(s) :=
π
2
−s/2
0
 s
2

Zb,j(s) for j = 0, 1, . . . , b.
Then, the following relation holds for 0 ≤ j ≤ b:
Λb,j(s) = 1√
2b
b−
p=0
γj,pΛb,p(b− s),
where γj,p are the constants defined in Definition 4. In other words, the functions Zb,0(s), Zb,1(s), . . . , Zb,b(s) satisfy the functional
equation
π
2
−s/2
0
 s
2

Zb,0(s)
Zb,1(s)
...
Zb,b(s)
 = π2 −(b−s)/2 0

b− s
2

1√
2b
Mb

Zb,0(b− s)
Zb,1(b− s)
...
Zb,b(b− s)
 , (18)
where Mb is the matrix defined in Definition 4.
Proof. The proof of Eq. (18) is closely parallel to that of the functional equation for the Riemann zeta function in [9].
Substituting it (t > 0) and 0 into τ and z of θb,j(τ , z), respectively, we have
θb,j(it, 0) =
−
n∈Zb
e−π t⟨2n+ub,j,2n+ub,j⟩/2 =: θb,j(t),
θb,j
−1
it
, 0

=
−
n∈Zb
e−(π/t)⟨2n+ub,j,2n+ub,j⟩/2 = θb,j

1
t

,
where j = 0, 1, . . . , b. Then, the second formula in Proposition 1 becomes
θb,0(t)
θb,1(t)
...
θb,b(t)
 =  1√2t
b
Mb

θb,0(1/t)
θb,1(1/t)
...
θb,b(1/t)
 . (19)
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For large t, θb,0(t) is asymptotic to 1 and θb,1(t), θb,2(t), . . . , θb,b(t) are asymptotic to 0. On the other hand, for t near to 0,
θb,0(t), θb,1(t), . . . , θb,b(t) are asymptotic to

1/
√
2t
b
from Eq. (19). We define the functions φb,0(s), φb,1(s), . . . , φb,b(s)
as
φb,0(s) :=
∫ ∞
1
ts/2(θb,0(t)− 1)dtt +
∫ 1
0
ts/2

θb,0(t)−

1√
2t
b dt
t
, (20)
φb,j(s) :=
∫ ∞
1
ts/2θb,j(t)
dt
t
+
∫ 1
0
ts/2

θb,j(t)−

1√
2t
b dt
t
for j = 1, 2, . . . , b. (21)
Then, for s in the half-plane with Re s > b, we obtain:
φb,0(s) =
∫ ∞
0
ts/2
−
n∈Zb
n≠0
e−π t⟨2n,2n⟩/2
dt
t
+ 2
s
+ 1√
2b
2
b− s . (22)
By using the Mellin transform of e−π t⟨2n,2n⟩/2, we have
φb,0(s) =
π
2
−s/2
0
 s
2

Zb,0(s)+ 2s +
1√
2b
2
b− s = Λb,0(s)+
2
s
+ 1√
2b
2
b− s . (23)
Since the integrals in Eq. (20) converge so well for any s, then φb,0(s) is an entire function of s. Thus, Zb,0(s) is a meromorphic
function of s on the whole complex s-plane and
Zb,0(s) = (π/2)
s/2
0(s/2)

φb,0(s)− 2s −
1√
2b
2
b− s

.
The only pole of Zb,0(s) is at s = b, because (π/2)s/2, 1/0(s/2), and φb,0(s) are all entire functions and s0(s/2) =
2(s/2)0(s/2) = 20(s/2+ 1) remains nonzero as s → 0. The residue at the simple pole s = b is (π/4)b/2 2/0(b/2).
As in the case of Eq. (22), for j = 1, 2, . . . , b, we have
φb,j(s) =
∫ ∞
0
ts/2
−
n∈Zb
e−π t⟨2n+ub,j,2n+ub,j⟩/2
dt
t
+ 1√
2b
2
b− s
=
π
2
−s/2
0
 s
2

Zb,j(s)+ 1√
2b
2
b− s = Λb,j(s)+
1√
2b
2
b− s .
Then, Zb,j(s), j = 1, 2, . . . , b, is a meromorphic function of s on the whole complex s-plane and is expressed as follows:
Zb,j(s) = (π/2)
s/2
0(s/2)

φb,j(s)− 1√
2b
2
b− s

.
The only pole is at s = b and the residue at this simple pole is (π/4)b/2 2/0(b/2).
It remains to prove the functional equations for Zb,0(s), Zb,1(s), . . . , Zb,b(s). Replacing t by 1/u and using the theta
transform in Eq. (23), we obtain
Λb,0(s) =
∫ 1
0
u−s/2

θb,0

1
u

− 1

du
u
+
∫ ∞
1
u−s/2

θb,0

1
u

−
u
2
b/2 du
u
− 2
s
− 1√
2b
2
b− s
=
∫ 1
0
u−s/2
u
2
b/2  b−
p=0
γ0,pθb,p(u)

− 1

du
u
+
∫ ∞
1
u−s/2
u
2
b/2  b−
p=0
γ0,pθb,p(u)

−
u
2
b/2 du
u
− 2
s
− 1√
2b
2
b− s (using Eq. (19))
= 1√
2b
b−
p=0
γ0,p
∫ 1
0
u(b−s)/2

θb,p(u)− 12b

2
u
b/2 du
u

+ 1√
2b

γ0,0
∫ ∞
1
u(b−s)/2

θb,0(u)− 1
 du
u
+
b−
p=1
γ0,p
∫ ∞
1
u(b−s)/2θb,p(u)
du
u

− γ0,0

1√
2b
2
b− s +
1
2b
2
s

−
b−
p=1
γ0,p
1
2b
2
s

using the equation
b−
p=0
γ0,p = 2b where γ0,0 = 1

= 1√
2b
b−
p=0
γ0,pΛb,p(b− s).
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As in the case ofΛb,0(s), for j = 1, . . . , b, we have
Λb,j(s) =
∫ 1
0
u−s/2
u
2
b/2  b−
p=0
γj,pθb,p(u)

du
u
+
∫ ∞
1
u−s/2
u
2
b/2  b−
p=0
γj,pθb,p(u)

−
u
2
b/2 du
u
− 1√
2b
2
b− s (using Eq. (19))
= 1√
2b
b−
p=0
γj,p
∫ 1
0
u(b−s)/2

θb,p(u)− 12b

2
u
b/2 du
u

+ 1√
2b

γj,0
∫ ∞
1
u(b−s)/2

θb,0(u)− 1
 du
u
+
b−
p=1
γj,p
∫ ∞
1
u(b−s)/2θb,p(u)
du
u

− γj,0 1√
2b

2
b− s +
1√
2b
2
s

−
b−
p=1
γj,p
1√
2b
2
s
using the equation
b−
p=0
γj,p = 0 for j ≠ 0 where γj,0 = 1

= 1√
2b
b−
p=0
γj,pΛb,p(b− s).
From all of the above discussion, the following relation holds:
Λb,0(s)
Λb,1(s)
...
Λb,b(s)
 = 1√2bMb

Λb,0(b− s)
Λb,1(b− s)
...
Λb,b(b− s)
 .
This completes the proof of the theorem. 
Remark 6. The form of Eq. (18) in Theorem 5 is quite similar to that of the MacWilliams identity in Theorem 1. In fact, the
same matrixMb appears in both the formulae. In addition, Eq. (18) is equivalent to
π−s/20
 s
2

Zb

Ib,ub,0/2, 0, s

Zb

Ib,ub,1/2, 0, s

...
Zb

Ib,ub,b/2, 0, s

 = π−(b−s)/20

b− s
2

Zb

Ib, 0,ub,0/2, b− s

Zb

Ib, 0,ub,1/2, b− s

...
Zb

Ib, 0,ub,b/2, b− s

 . (24)
Eq. (24) is obtained from the conventional functional equations for Epstein zeta functions [6]. Here, Zb

Ib,ub,j/2, 0, s

, j =
0, 1, . . . , b, is expressed as
Zb

Ib,
1
2
ub,j, 0, s

=
−
n∈Zb
n+ub,j/2≠0
e2π i⟨0,n⟩
⟨n+ ub,j/2,n+ ub,j/2⟩s/2 = 2
sZb,j(s). (25)
On the other hand, by using the method same as we derived in Eq. (15), Zb(Ib, 0,ub,j/2, b− s) is expressed as
Zb

Ib, 0,
1
2
ub,j, b− s

=
−
n∈Zb
n≠0
e2π i⟨ub,j/2,n⟩
⟨n,n⟩(b−s)/2 =
−
n∈Zb
n≠0
(−1)⟨ub,j,n⟩
⟨n,n⟩(b−s)/2 =
b−
p=0
γj,pZb,p(b− s). (26)
Substitute Eqs. (25) and (26) into Eq. (24), the functional equation in Eq. (18) is obtained.
Example 2. For b = 2, the function Z2(s) is defined by
Z2(s) =
−
(n1,n2)∈Z2
(n1,n2)≠(0,0)
1
(n21 + n22)s/2
.
The partial Epstein zeta functions of Z2(s) are
K. Suzuki / Discrete Mathematics 312 (2012) 265–278 277
Z2,0(s) =
−
(n1,n2)∈Z2
(n1,n2)≠(0,0)
1
((2n1)2 + (2n2)2)s/2 ,
Z2,1(s) =
−
(n1,n2)∈Z2
1
((2n1 + 1)2 + (2n2)2)s/2 =
−
(n1,n2)∈Z2
1
((2n1)2 + (2n2 + 1)2)s/2 ,
Z2,2(s) =
−
(n1,n2)∈Z2
1
((2n1 + 1)2 + (2n2 + 1)2)s/2 .
Then, Z2(s) is expressed by using the above three partial Epstein zeta functions:
Z2(s) = Z2,0(s)+ 2Z2,1(s)+ Z2,2(s).
The partial Epstein zeta functions Z2,0(s), Z2,1(s), Z2,2(s) satisfy the following equation:π
2
−s/2
0
 s
2
Z2,0(s)
Z2,1(s)
Z2,2(s)

=
π
2
−(2−s)/2
0

2− s
2

1
2
M2
Z2,0(2− s)
Z2,1(2− s)
Z2,2(2− s)

. (27)
Here, the coefficient matrix in the right-hand side of Eq. (27) isM2 =

1 2 1
1 0 −1
1 −2 1

. 
In Theorem 5, if b = 1, the functional equation for partial Riemann zeta functions is obtained.
Corollary 1. Divide the Riemann zeta function ζ (s), which is defined for Re s > 1, into the partial Riemann zeta functions
ζ0(s) =
∞−
n=1
1
(2n)s
and ζ1(s) =
∞−
n=0
1
(2n+ 1)s .
The functions ζ0(s) and ζ1(s) extend analytically to meromorphic functions on the whole complex s-plane, which are holomorphic
except for a simple pole at s = 1 with residue 1/2. In addition, ζ0(s) and ζ1(s) satisfy the functional equationπ
2
−s/2
0
 s
2

ζ0(s)
ζ1(s)

=
π
2
−(1−s)/2
0

1− s
2

1√
2

1 1
1 −1

ζ0(1− s)
ζ1(1− s)

.  (28)
Remark 7. It should be noted that ζ0(s) = Z1,0(s)/2 and ζ1(s) = Z1,1(s)/2. From Theorem 5, Z1,0(s) and Z1,1(s) have a
simple pole at s = 1 with residue 1. Therefore, the residues at the poles of ζ0(s) and ζ1(s) are 1/2. Thematrix 1√2

1 1
1 −1

in
Eq. (28) is identical to the MacWilliams transformation matrix for the Hamming weight enumerators of binary self-dual
codes. Eq. (28) is equivalent to the functional equations for the series
∑∞
n=1 1/ns and
∑∞
n=1(−1)n/ns.
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