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ABSTRACT 
Effective Quality of Experience (QoE) management for mobile 
video delivery – to optimize overall user experience while 
adapting to heterogeneous use contexts – is still a big challenge to 
date. This paper proposes a mobile video delivery system to 
emphasize the use of acceptability as the main indicator of QoE to 
manage the end-to-end factors in delivering mobile video 
services. The first contribution is a novel framework for user-
centric mobile video system that is based on acceptability-based 
QoE (A-QoE) prediction models, which were derived from 
comprehensive subjective studies. The second contribution is 
results from a field study that evaluates the user experience of the 
proposed system during realistic usage circumstances, addressing 
the impacts of perceived video quality, loading speed, interest in 
content, viewing locations, network bandwidth, display devices, 
and different video coding approaches, including region-of-
interest (ROI) enhancement and center zooming. 
 Categories and Subject Descriptors 
H.5.1 [Multimedia Information Services]: 
Evaluation/methodology; H.5.m [Miscellaneous] 
General Terms 
Performance; Design; Experimentation. 
Keywords 
Acceptability; evaluation; field study; QoE; mobile video delivery  
1. INTRODUCTION 
It is increasingly common for people to watch videos on mobile 
devices. Over half-a-billion increase in global mobile devices and 
connections in 2013, 53% accounts for mobile video traffic [2]. 
The huge amount of mobile video consumption exerts pressure on 
delivering the services in a resource- or cost-efficient manner, 
while still ensuring user experience. Quality of experience (QoE) 
has been widely accepted to measure the success of mobile video 
services as it measures the overall acceptability of a service, based 
on end-users’ subjective perceptions [10].   
The core of a QoE-based video delivery system is the QoE 
prediction model, which are usually established based on the results 
of subjective video quality assessments. As most of the subjective 
assessment studies follow the methods recommended by ITU [8], 
the existing QoE models [19, 21, 28, 29], are often indicated by 
mean opinion score (MOS) (1-5 scales). However, acceptability has 
been suggested as a better measure to indicate user’s acceptance to 
the quality of mobile video [12, 15]. To date, only a few QoE 
models have been developed to predict acceptability [1, 26]. Since 
these models were based on user studies conducted in a lab or under 
a simulated delivery scenario, the collected user data may not truly 
reflect user perception and satisfaction in real usage contexts. Thus, 
some researchers proposed the use of mobile “living lab” setting to 
closely represent realistic situations by gathering user feedback 
from an online (i.e. live) system [4]. Such approach would improve 
the accuracy of the resulting QoE prediction models, as mobile 
users are more likely to watch videos anywhere rather than in a 
laboratory-simulated situation. 
To the best of our knowledge, acceptability based QoE (A-QoE) 
has not been used in current mobile video systems. Agboma et al. 
[1] demonstrated significant resource savings while using  
acceptability threshold for managing the network resources for 
various types of videos and terminals, in contrast to conventional 
solutions. However, the conceptual framework was not fully 
implemented in real application, and subjective evaluation was 
not explored. Moreover, research in real mobile video delivery 
environment has rarely considered: region-of-interest (ROI) 
enhancements which was found to improve user perceived quality 
at low bitrate such as 300kbps, particularly for videos with large 
objects and faces [7, 23]; and center zooming which can benefit to 
user experience for sports videos [23]. 
This paper aims to address the aforementioned challenges by 
presenting an A-QoE based video management system for end-to-
end mobile video delivery, which manages acceptability from 
multiple dimensions: video quality, delivery network, and viewing 
device. It also presents results from a comprehensive field study 
to evaluate the performance of the system and the potential 
impacts of parameters from end-to-end video delivery system.  
The rest of this paper is organized as follows. Section 2 introduces 
the related work. Section 3 describes the detail of the A-QoE 
based mobile video delivery system. Section 4 describes the field 
study design and hypotheses. Section 5 presents the data analysis 
results. Section 6 discusses the findings, and Section 7 is 
conclusion and future work. 
2. RELATED WORK 
QoE-based video delivery system needs to consider all aspects in 
the whole process of mobile video provision that may influence 
users’ (perceptual) acceptability, including transcoding existing 
videos to suit mobile platforms [17], adaptive transmission under 
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wireless network constraints [13], and supporting individual 
requirements, such as user’s willingness to pay [16] and 
preference for video content [24]. Many works were devoted in 
exploring these key factors however, most QoE-based video 
systems only focus on network-level adaptation (e.g., packet loss, 
jitter, delay, and congestion) [6, 28]. Only few studies have 
incorporated more factors for QoE management across the whole 
(end-to-end) process of video delivery – from video coding, 
transmission, to display. For example, some frameworks involve 
video content features [13, 27], viewing devices, and multimedia 
content types [1] for network bandwidth adaptation. 
Acceptability as the index of QoE has not been practically used in 
mobile video delivery, as majority of quality measurement 
methods is based on MOS. It is interesting to examine whether the 
acceptability-based quality management can achieve good 
experience as the MOS does. Effective A-QoE based mobile 
video delivery systems (A-QoE based MVS) should consider the 
end-to-end influencing factors that may affect end-user’s overall 
acceptability [10]. Studies found that user acceptability is 
influenced by different encoding settings [1], mobile device’s 
characteristics (particularly the screen resolution) [25], user 
profile (e.g. content type preference and prior experience) [24], 
usage contexts (e.g. on bus or stay at a place) [11], and user’s 
wiliness to pay [16].  
The key requirement for A-QoE based MVS is A-QoE prediction 
models which objectively measure subjective acceptability or 
perception to dynamic usage contexts of mobile videos. These 
prediction models usually apply no-reference (NR) and reduced-
reference (RR) metrics, which are generally more applicable for 
practical applications. NR metrics rely on the computed 
distortions (e.g., noise, blur, and blockiness) of the delivered 
video or the causes of degradations (e.g., network bandwidth, 
packet loss, jitter, delay) [18] to predict the user’s perception of 
quality. RR metrics are usually based on the impacts of network 
parameters and application parameters (e.g., video resolution, 
frame rate, codec type, and bitrate) on user’s perception [1, 13].  
To design the proposed MVS, we adopted the most up-to-date A-
QoE models [26], which were developed based on a 
comprehensive study of subjective acceptability assessment with 
80 participants, and considered a wide range of influencing 
factors. The models took into account: a) application-level 
parameters such as video resolution, frame rate and video content 
motion features; b) network-level parameters such as bitrate or 
network throughout; and c) end-user parameters such as mobile 
device’s display features. Moreover, the quality assessments have 
combined the use of standard video sequences provided by ITU-T 
Study Groups and some additional videos from the World Wide 
Web. The importance of using “mainstream” materials for user-
centric study had been argued in [20]. 
3. A-QoE BASED MOBILE VIDEO 
SYSTEM 
The specific A-QoE models [26] used in our system are described 
in equation (1) and (2), to tackle the application scenarios of 
having original source videos in compressed domain and either 
when the mobile device’s display capability is known or not.  
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where , is scaled device screen PPI (pixel 
per inch), is Scaled Spatial Resolution - calculated as the 
ratio of video resolution over the maximum in-screen pixels, and 
FR is the frame rate. The MAP and MAD are motion features of a 
video (see the definitions in Section 3.2.1). Coefficients of the 
parameters are indicated as a− g .  
3.1 Overall Framework 
The overall framework (Figure 1) of the user-centric mobile video 
system is designed based on a typical structure of video delivery 
systems, which consists of: server, proxy (optional), network, and 
client. The server module uses a database to store outputs from 
video codec that encodes the video sources from their original 
format into a set of different formats for supporting adaptations to 
various viewing context (such as network conditions and device-
specific requirements). The video delivery module selects a 
suitable video quality (from the video database) that best matches 
the user and application conditions and maximizes A-QoE. The 
video application module captures the viewing conditions and 
plays back the delivery video. 
 
Figure 1. Framework of A-QoE based Mobile Video Delivery 
System. 
As the main purpose of our study is evaluating the A-QoE 
management strategy for mobile video delivery, we adopted 
simple progressive download technique to establish the system 
and enabled the QoE-based adaptation by using multiple quality 
streams of video sequences. Since short-duration videos were 
used for the evaluation, adaptive video streaming strategy (such as 
[22]) is not necessary. Moreover, the progressive download can 
avoid the packet loss and jitter by means of packet retransmissions 
and buffer. Therefore, only delay (re-buffering interruption) needs 
to be handled by network-bandwidth adaptation. The novelty of 
this framework lies on the underpinning user-centered strategies 
for QoE management, including content-driven video coding, 
acceptability based quality decision, and user-end (client) 
information detection and response.  
3.2 Content-driven Video Coding 
The video coding takes into account the impacts of encoding 
parameters and video content features on users acceptability. In 
order to support various viewing conditions (e.g., screen sizes of 
mobile devices and network bandwidths), five quality levels for 
each video are generated with the criteria of consistent expected 
acceptability. The whole encoding process consists of three steps: 
1) classify a source video into a particular content group based on 
its content features; 2) determine the optimal encoding parameters 
of the five quality levels, corresponding to its content group; 3) 
encode the source video into five degraded videos using the 
defined encoding parameters. 
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3.2.1 Classification of Video Content Group  
Studies have found that videos with high motion intensity (e.g., 
sports videos) require higher encoding bitrate than those with 
small or slow motion (e.g., news videos), in order to achieve 
similar use-perceived quality or acceptability [1, 25, 26]. Hence, 
when encoding videos, it is necessary to distinguish video 
contents and encode them using proper parameters.  
Video content classification is usually based on a video’s spatial 
and temporal complexity. A conventional measure of video 
content characteristics is to extract SI and TI from pixel level, 
suggested in ITU-T Recommendation P.910 [9]. In this study, 
however, we used three motion characteristics that can be easily 
extracted from a compressed video in order to speed up the video 
classification and to re-use them for A-QoE prediction [26]. They 
are: motion activity intensity (MAI) defined as the mean 
magnitude of motion vector (MV); motion activity proportion 
(MAP) defined as the proportion of the number of non-zero MVs 
in the total number of MVs; and motion activity direction (MAD) 
defined as the deviation of MV directions from the dominant 
movement direction. Their values for one video were computed at 
every 50 P-frames by (3) and averaged in order to ensure the 
overall system efficiency. 
MAI = 1Nt
xi2 + yi2
i
∑ ; MAP = NnzNt
; MAD = 1Nt
Di2
i
∑  (3) 
where, x and y are the coordinate of a MV; Nt is the total number 
of MVs, and Nnz is the number of non-zero MVs; Di is the variation of the ith direction from the dominant direction.  
Pearson Correlation Analysis for controlling video resolution and 
frame rate suggests that the encoding bitrate is significantly 
correlated to MAI and MAP with R>0.7 (p<.01). Three groups 
were distinguished through Hierarchical Cluster Analysis based 
on video bitrate and acceptability. Thus, we only need to use MAI 
and MAP to classify content groups as shown in (4). Most videos 
with fast movement fall into CG1 and stable videos fall into CG2. 𝐶𝐺1: 𝑖𝑓  𝑀𝐴𝑃 > 0.4  𝑂𝑅  𝑀𝐴𝐼 > 15;𝐶𝐺2:  𝑖𝑓  𝑀𝐴𝑃 < 0.2  𝐴𝑁𝐷  𝑀𝐴𝐼 < 10;𝐶𝐺3: 𝑜𝑡ℎ𝑒𝑟     (4) 
3.2.2 Video Encoding Settings 
Based on A-QoE study results, we have determined the typical 
encoding settings for each CG, so that source videos can be 
degraded into five quality levels Q1 – Q5. Taking account of the 
characteristics of recent smart phones in the market, we have set 
the special resolution (SR) at the lowest quality level Q1 as 
480×270 pixels for 16:9 aspect ratios. The SR at the highest level 
Q5 is set as 1280×720 pixels to support HD quality.  
The encoding bitrate (BR) for Q1 is defined as <=200kbps for 
supporting wireless EDGE (Exchanged Data rates for GSM 
Evolution) network access, which often leads to a very low 
download speed based on our local testing. Since CG2 and CG3 
represent relatively slow motion videos, we give them a relative 
lower frame rate (FR) 15fps than 25fps for CG3. Similarly, the 
bitrate for CG2 and CG3 can be even lower due to the frame rate 
reduction. 
The rest of the BR and FR is determined using equation (2) with 
the threshold as 80%±3% acceptability. The MAI and MAP were 
chosen as the average values for each content group. Table 1 
summarizes the encoding parameters. 
Table 1. Encoding parameter settings for 5 quality levels for 3 
video content groups 
 Q1 Q2 Q3 Q4 Q5 
CG1 
SR 480×270 480×270 640×360 960×540 1280×720 
FR 25 25 25 25 25 
BR 200 500 800 1000 1500 
CG2 
SR 480×270 480×270 640×360 960×540 1280×720 
FR 15 15 25 25 25 
BR 100 250 300 500 700 
CG3 
SR 480×270 480×270 640×360 960×540 1280×720 
FR 15 15 25 25 25 
BR 150 300 500 700 1000 
 
3.2.3 ROI and Zooming Approaches 
The quality of mobile video can be further enhanced using 
specialized coding strategies, such as region-of-interest (ROI) 
based enhancements and center-region zooming [14, 23], we have 
implemented the algorithms in the proposed video delivery system 
(so that its benefits can be confirmed in our field study). The ROI 
detection is based on the knowledge that human eyes can only 
observe a particular region that is visually interesting, thus, 
capturing our attention when watching a video segment. In this 
paper, we adopted the algorithms in [7] for ROI detection and 
ROI-based video coding. The principle of ROI-based video 
coding is to enhance the quality of ROI regions by allocating 
more encoding bits at the cost of reducing encoding bits for the 
non-ROI region(s).  The center-region zooming coding is realized 
by cutting off a part of video frame from the edges so that the rest 
of the frame appears “zoomed-in” when displaying on a screen. In 
this study, we simply zoomed the video from the center of frame 
and determined the size by the following calculations. 
 Let’s first define: 
• The width and height of the input video as 𝑊! and 𝐻!; its 
aspect ratio as 𝐼𝑛!" = 𝑊!/𝐻!; 
• The width and height of the output video after cropping as 𝑊! 
and 𝐻!; its aspect ratio as 𝑂𝑢𝑡!" = 𝑊!/𝐻!; 
• The zooming factor ZF as 1.1. Although Knoche et al.’s 
research [14] suggested that a ZF between 1.14-1.33 was 
preferred by participants for small resolution videos on a 
mobile phone (e.g., 320×240 pixels), we did not use a bigger 
zooming factor than 1.1, as we were concerned about the loss 
of content information. 
Then, the output video’s resolution can be measured by the 
following equation (5). 
 !!∙!!!!∙!! ≤ 𝑍𝐹   (5) 𝑖𝑓  𝐼𝑛!" > 𝑂𝑢𝑡!"   , 𝑐𝑜𝑚𝑝𝑢𝑡𝑒  𝐻!  𝑓𝑖𝑟𝑠𝑡:   𝐻! ≥ 𝐻! ∙ 𝐼𝑛!"𝑂𝑢𝑡!" ∙ 𝑍𝐹    ;       𝑊! = 𝐻! ∙ 𝑂𝑢𝑡!"  𝑖𝑓  𝐼𝑛!" ≤ 𝑂𝑢𝑡!"   , 𝑐𝑜𝑚𝑝𝑢𝑡  𝑊!  𝑓𝑖𝑟𝑠𝑡: 𝑊! ≥ 𝑊! ∙ 𝑂𝑢𝑡!"𝐼𝑛!" ∙ 𝑍𝐹 ;       𝐻! = 𝑊!𝑂𝑢𝑡!" 
Due to the algorithmic limitation and specific evaluation purposes, 
the encoding parameters for the ROI and zooming approaches 
were different from those presented in Table 1 and will be 
specified in Section 5.1.1. 
3.3 A-QoE based Video Quality Adaptation 
When the server or proxy module receives a user’s request for a 
particular video, the delivery module will decide the optimal 
video quality for the current viewing circumstances, based on 
QoE estimation. Together with the user request, the server will 
also receive context information including network bandwidth, 
device resolution, and screen pixel density. 
The adaption process has three steps: 1) filter out quality levels 
(from the five quality levels Q1-Q5) that are higher than the 
device resolution and the current bandwidth, in order to avoid 
overprovisioning; 2) compute the QoE values for the remaining 
quality levels using the A-QoE prediction model, which formula 
is shown in (1); 3) return the quality that achieves the highest QoE. 
If the first step cannot obtain any suitable quality level, the Q1 
(<=200kbps) will be selected. To speed-up processing time, 
variables used in (1) can be determined in advance, while QoE 
lookup-tables (codebook) for popular mobile devices can be used. 
3.4 Collection of User-end Information  
The user-end information is collected using a custom client 
application, namely iPlayer, developed for iOS devices – both 
iPhone and iPad. Screenshots are shown in Figure 2. The collected 
data includes two parts: detected context information 
automatically and recorded user evaluations. The automatic 
detected information consists of network bandwidth, device 
screen resolution, viewing location and time, viewed video name 
and its quality level. The bandwidth is calculated by measuring 
the data bits downloaded in the first 2 seconds after a user clicks a 
video to watch. Strictly, it is the instant connection speed between 
the client app and the video server. 
 
  
Figure 2. iPlayer user interface for iPhone and iPad, and user 
feedback screenshot on iPhone 
User feedback is collected at the completion of viewing a video, 
through a series of questions on: overall user experience, 
perceived clarity and fluency (/smoothness) of a video, perceived 
loading speed, level of interest in video content, and semantic 
viewing location. The design of the questions listed in Table 2 has 
referred to relative research on mobile video quality assessment 
under semi-living lab context [5]. These questions (except 
location) are answered using a 1-5 scale to match the Absolute 
Category Rating [9]: 1-bad, 2-poor, 3-fair, 4-good, 5-excellent. As 
not all the scales’ descriptions are explicitly displayed on the 
mobile app, more detailed instructions have been given to the 
participants when conducting a user study. On submission, the 
user feedback data linking with the detected context information, 
is sent to and stored in a data server.  
Table 2: Questions of User Evaluation 
No. Question (1-bad, 2-poor, 3-neutral/fair, 4-good, 5-excellent) 
1 How do you evaluate the overall experience of viewing the video? 
2 How do you feel the clarity of the viewed video? 
3 How do you feel the smoothness of the viewed video? 
4 How do you feel the loading speed? 
5 How do you like the video content? (1-dislike, 3-neutral, 5-like) 
6 Where did you watch the video? (bus, home, school, or other) 
 
3.5 System Implementation 
The proposed mobile video delivery system has been fully 
implemented for experimental testing and evaluations. The video 
encoding process was implemented for both Linux and Windows 
OS. It can automatically fetch the recently added/updated video 
sources from a real media company’s server, then perform video 
content analysis and video coding in a Linux server and a 
Windows Server in parallel. It stores the transcoded videos into 
the video database (with the key metadata). In client, when the 
iPlayer (i.e., mobile video client) is launched, it downloads the 
.xml file to show the video list; it organizes user feedback on 
video quality in text and sends to the Server to be stores into a 
feedback.csv file. The communication between the client and the 
video server is achieved through sockets for estimating 
bandwidth/transmission speed, sending user-end viewing 
conditions, and receiving the determined optimal quality URL. 
4. EVALUATION 
4.1 Hypotheses 
Before the field user study, we listed a range of hypotheses to 
examine. We assume that the user-centric video delivery system 
will perform well in terms of providing the mobile users with 
good viewing experience.  
H1: The video delivery system with optimal quality decision 
strategy can achieve good user experience. 
We also assume that the overall user experience is related to how 
users feel the video quality and data loading speed, as well as how 
much people like the video content. Although video content 
features have been considered in this delivery system (i.e., motion 
features for content-driven video coding and A-QoE prediction), 
we wonder whether semantic difference between video content 
types (e.g., news, movie, etc.) is still influencing user experience. 
H2: Overall user experience has correlations with user-perceived 
video clarity, fluency, loading speed, and interest to video content 
H2a: Overall user experience is different between video content 
types 
With the view of the context influence, we consider that:  
H3: Overall user experience varies with viewing locations 
To examine whether different coding approaches – normal 
H.264/AVC, ROI-enhancement, and Zooming – have a significant 
impact on user experience, the fourth hypothesis is defined as: 
H4: Overall user experience is different when the videos are 
encoded with different coding approaches 
It is also interesting to see how devices affect user experience.  
H5a: Overall user experience is better when viewing videos on a 
bigger screen than a smaller one at a given point of pixel (PPI). 
H5b: Overall user experience is better when viewing videos on a 
device with higher display resolution than lower display 
resolution at a given screen size  
4.2 Field Study Design 
Aiming at obtaining more realistic user experience of viewing 
mobile videos, this user study was designed to allow users using 
their own iOS devices to watch videos anywhere and anytime. 
The following introduces the details of the user study. 
4.2.1 Preparation of Test videos  
We used 50 video clips (around 1-3 min each) as the video 
resources, of which 30 news videos were from Fairfax Media in 
2012 and 20 movie trailers were downloaded from online. Both 
types of resources are in H.264 video format with AAC audio 
format. The movie trailers are at a resolution of 1920×1080 pixels 
and encoding bitrate 4Mbps, while the news videos are at only 
1024×576 pixels and 800kbps. The deficiency in news video 
quality potentially affects our user study results. 
To evaluate whether or not the coding strategies of ROI-
enhancement and zooming can increase overall user experience in 
nature setting of video delivery, we divided the 50 video clips into 
three groups, termed ‘Normal, ‘ROI’, and ‘Zoom’ hereafter. The 
assignment was as: Normal – a total of 26 videos with 18 news 
and 8 movie trailers; ROI – a total of 12 videos with 6 news and 6 
trailers; Zoom – a total of 12 videos with 6 news and 6 trailers. 
The encoding settings of audio for all the videos are identical: 
AAC 44.1kHz and 96kbps. The video encoding settings are 
different for the three groups. The Normal group was encoded as 
normal H.264/AVC format using open source codec x264 r2310; 
the encoding parameters for five quality levels are shown in Table 
1 in Section 3.2.2. 
For the ROI group, automatic ROI detection [7] was firstly run to 
gain the ROI regions of a video with a fixed size ratio to a frame - 
25%. Then, the video was encoded with a self-developed 
algorithm upon the same x264 codec with 2-pass option. In the 
first pass, the video is encoded at a slightly (about 25%) higher 
bitrate than that for Normal; in the second pass, the ROIs are 
maintained the same quality as the first pass, and the encoding bits 
for non-ROIs are reduced by increasing the QP value. The QP 
delta was set to 6 in this study, determined by experimental 
observation to maintain an effective balance, so that improved 
quality of the important region is perceivable without increasing 
bandwidth, while the rest of the frame is not degraded to the point 
where users see it as a distraction. The frame rates were as the 
same as the source video, due to the limitation of ROI detection in 
handling frame drops when we conducted this study.  
For the Zoom group, the same x264 codec was used to crop and 
encode the cropped frames. With the mobile device’s screen 
resolution as the targeted output video resolution, the output 
aspect ratio for most iOS devices (e.g., iPhone 4 and iPad) will be 
smaller than the input video’s aspect ratio (16:9). Using (5), we 
can calculate the crop size as: 1720×1080 pixels for 1920×1080 
pixels movie trailers, and 920×576 pixels for 1024×576 pixels 
news. Then, the cropped source videos were encoded into 
480×300 pixels for quality level Q1 and Q2; 640×400, 960×600, 
and 1280×800 pixels for Q3, Q4 and Q5 respectively. Frame rate 
was also not restricted. Using the default setting of x264, the 
cropped videos were encoded with the enable of constant rate 
factor CRF and QP=23. As a result, the bitrate for each quality is 
not fixed and is generally higher than that in Normal. The CRF 
setting is commonly regarded as the best quality settings 
objectively. Whether Zoom with the CRF setting can achieve 
better subjective quality will be examined by our user study.   
4.2.2 Participants recruitment 
We recruited 20 people from a university through emails and 
Facebook advertisement. Due to 3 drop-outs, in the end we had 17 
completed participants – 9 females and 8 males, at the age of 21-
40 (1 over 50). They were all iOS device users and mobile video 
viewers, most of whom (11 out of 17) were frequent viewers – 
watching videos on mobile at least once a week and the rest were 
about once a week.  
The participants were asked to watch at least 30 videos on their 
own iOS devices (e.g., iPhone, iPod touch, and iPad 2) using the 
iPlayer app within two weeks, and answer the evaluation 
questions that will pop-up on screen each time when finish 
watching a video. One-week extension was applied to a few 
people who could not complete on time.  
Prior to the participation, we instructed each subject about how to 
install and use the iPlayer app, and made sure they understood the 
evaluation questions and knew how to rate. The participants were 
also informed that their watching session (such as video’s type, 
start and end times, network condition and location) would be 
recorded on the devices automatically, but their personal 
information would be confidential. Where and when to watch 
videos was not limited, but they were strongly suggested to watch 
videos according to their daily-life routine (e.g., watch videos 
when taking a bus, relaxing at home, and eating at a café) and 
under different networks. Free movie vouchers were provided for 
the participants’ time.  
By the end of our study (i.e. November 2013), we have collected 
663 valid data from the 17 participants.  
4.2.3 Data collection  
The 17 participants brought a total of 18 iOS devices into the field 
study because one participant used two devices: iPhone 3GS and 
iPad 2. These devices covered five different models. Table 3 lists 
these models and their screen properties in terms of screen size 
(inch), resolution (pixels), and pixel per inch. Evaluation records 
gathered from each device show that most of the data (84.5%) 
were collected from retina display devices, which are iPhone 4/4S 
33.6%, iPhone 5 33.5% and iPad retina 17.4%, respectively. 
Geographically, where the testing videos have been watched are 
across the city and suburbs nearby, and many data were submitted 
in the university which the participants were recruited from. This 
is consistent with the participants’ self-reported locations. The 
time distribution of viewing videos indicated that the peak 
viewing times were between 16:00-22:00 and 9:00-14:00, which 
may explains why most of videos were viewed at home and 
university. 
Table 3. iOS devices involved in the user study 
 iPhone 3GS 
iPhone 
4/4S iPhone 5 iPad 2 iPad Retina 
Screen (inch) 3.5 3.5 4 9.7 9.7 
Resolution (pixel) 480×320 960×640 1136×640 1024×768 2048×1536 
Pixel per inch  163 326 326 132 264 
Number of device 1 6 6 2 3 	  
5. RESULTS 
With the data collected, statistical data analysis was conducted to 
examine our hypotheses. We firstly defined a number of variables 
in Table 4 to represent different aspects of the collected data. In 
the following content, we will use these variables to simplify the 
description of data analysis results.  
Table 4: Variables of the collected data 
Variable Data Type Description 
OverallExp Scale Scores of user’s overall experience (1-5) 
Clarity Scale Scores of user-perceived clarity of video quality (1-5) 
Fluency Scale Scores of user-perceived smoothness of video quality (1-5) 
LoadingSpeed Scale Scores of user-perceived loading speed of a video (1-5) 
ContentInterest Scale User’s interest (or like) level to a video content (1-5) 
LocationType Nominal Location types of viewing videos: bus, home, school/work, and other 
DevType Nominal iOS device types: iPhone3GS, iPhone 4/S, iPhone 5, iPad2, and iPad retina 
DevPPI Ratio iOS device display screen pixels per point (PPI) 
VideoCT Nominal Semantic types of video contents: movie and news 
CodingType Nominal Video coding approaches: N-normal, R-ROI enhancement, Z-zooming 
NetworkBW Ratio Detected network bandwidth of video transmission (kbps) 
BR Ratio Video encoding bit rate (kbps) 
 
To choose proper statistic tests, we had verified whether the data 
followed normal distribution or not. Since the values of 
OverallExp, Clarity, Fluency, LoadingSpeed, and ContentInterest 
are highly skewed and traditional data transformation techniques 
(e.g., logarithm and exponent) may break the data interpretative, 
we used non-parametric tests such as the Mann-Whitney U test 
and the Kruskal-Wallis test for these variables. We did not filter 
out the outliers from the data because in a field study the outliers 
may be caused by specific viewing conditions. 
5.1 Mobile Video Delivery Performance (H1) 
In alignment with the system design objectives, we can define a 
“good” experience as over 80% of delivered videos are acceptable 
(that is, the overall experience scale >= 3) and 70% of them can 
be rated to “good” and better (that is, the scale of overall 
experience is equal and greater than 4). Translating the description 
into a more measurable way, we expected the system performance 
would be: 15%, 15%, and 70% of the user ratings for overall 
experience will go for scale 1-2, 3, and 4-5, respectively.  
A chi-square test for goodness of fit (with alpha = 0.05) was used 
to access whether the real overall user experience fit in our 
expectation in a sample of 663 ratings. Table 5 lists the numbers 
and percentages of the sample nominating each rating scale, as 
well as the expected numbers. 
Table 5: Summary of overall experience score 
Scale Observed N 
Percentage 
(%) 
Expected 
N 
Expected 
percentage (%) 
1 26 3.9 100 15 2 22 3.3 
3 118 17.8 100 15 
4 241 36.3 464 70 5 256 38.6 
Total 663 100 663 100 
 
The chi-square test was statistically significant, 𝜒! 4,𝑁 =663 = 37.42, 𝑝 < .001, indicating that some scales were with 
significantly different frequency than the expected. However, the 
effect size is considered small as Cohen’s 𝑤 = 0.24, which is 
smaller than 0.3 [28]. From Table 5, it can be observed that the 
actual rating percentages of lower scales (1 and 2) are much lower 
than the corresponding expectations; those of higher scales (4 and 
5) are slightly higher than the expectations. This shows that our 
system performed even better than what we expected.  
Evaluating the other aspects of the system performance, Clarity, 
Fluency and LoadingSpeed, we could obtain similar results: less 
than 10% of ratings went into the scales 1 and 2, and over 70% of 
ratings into the scales 4 and 5.  
A boxplot graph Figure 3 was generated to summarize the values 
of OverallExp and other testing variables. Figure 3 indicates that 
except a few outliers (the circles), the majority of assessments (the 
box) are greater than or equal to 3 – fair; the median (the heavy 
black line) is at about 4; and about 75 percent of the data is 
between 4-5. 
 
 
Figure 3. Boxplot of OverallExp, Clarity, Fluency and 
LoadingSpeed 
5.2 Factors Affecting Overall Experience (H2) 
Pearson and Spearman Correlation Analysis show that the overall 
experience is strongly associated with clarity, fluency, loading 
speed, and content interest (r>0.6, p<0.01) (Table 6). Figure 4 
shows that the overall experience is generally increasing with the 
increase of the user-perceived image clarity, fluency, loading 
speed and user’s interest in video content, but it is dragged down 
by a low interest (e.g., ContentInteret = 2) even if when the user-
perceived video quality is rather high (e.g., Fluency = 3). 
Table 6. Pearson and Spearman correlations between 
OverallExp and other system performance measurements  
 OverallExp  Clarity Fluency 
Loading 
Speed 
Content 
Interest 
Pearson Correlation 1 .694
** .712** .606** .681** 
Sig. (2-tailed)  .000 .000 .000 .000 
Spear-
man 
Correlation 1.000 .680** .662** .560** .723** 
Sig. (2-tailed) . .000 .000 .000 .000 
** Correlation is significant at 0.01 level (2-tailed).  
Overall experience is also significantly affected by video content 
type (H5a) based on the Mann-Whitney U test. The “movie” 
trailers (mean rank=382.59, n=300) received a higher rating than 
the “news” (mean rank=290.19, n=363) (z=-6.558, p<.001). This 
is probably due to the fact that people more like movie content 
than news, evidenced by that ContentInterest of movie is 
significantly higher than that of news (z=-8.698, p<.001, medium 
effect size Cohen’s w = 0.34). However, it does not rule out 
another possibility: the resource quality of “news” is lower than 
the movie’s in terms of bitrate and resolution (refer to section 
4.2.1 for more details). 
To further reveal the impact of content type, we conducted a range 
of Mann-Whitney U tests under the control of the ContentInterest 
level. As only 10 records of movie at ContentInterest level 1 and 2 
were received, the tests were run at only the levels 3, 4 and 5. It 
turned out that at the same interest level, Clarity was significant 
higher for movie than news (p<=0.03), seen in Figure 5; however, 
this does not seem to affect much on OverallExp (p>=0.499). It 
may be because no significant difference between the two types of 
videos for Fluency (p>=0.55) and LoadingSpeed (p>0.55).  
 
Figure 4. Relations between OverallExp and Clarity, Fluency, 
LoadingSpeed and ContentInterest 
 
Figure 5. Barchart of content type influence on OverallExp 
and Clarity at ContentInterest level 3, 4 and 5 
5.3 Impacts of Viewing Locations (H3) 
Among the 663 user data, 92 were recorded on a moving vehicle 
(bus, ferry or train), 358 at home, 176 at school (e.g., university or 
working place), and 37 at other places such as café shop, bus/train 
station, barber, and some places with public WiFi networks. 
Figure 6 shows the means of OverallExp at different locations. 
Based on the Kruskal-Wallis test, the overall experience was 
significantly different at different viewing locations (vehicle: 
mean rank=290.02, home: mean rank=358; school: mean 
rank=352.02; other: mean rank=259.15; chi-square (3)=15.463, 
p<.001). Follow-up Mann-Whitney U tests between each pair of 
location categories evidenced that the OverallExp between “home” 
and “school” was not significantly different (p>.05), but 
OverallExp was significantly higher at “home” and “school” than 
“vehicle” or “other” (p<.05). We wondered whether this might be 
caused by poor network connection while travelling, and therefore 
further examined network bandwidth of these location types. 
 
Figure 6. Mean scores of overall experience at four viewing 
locations 
Figure 7 displays the distribution of the detected network 
bandwidths for four location types. It is not supervised that 
network connection at “school” is the best (median=3161kbps) 
because the university where the user study conducted has 
excellent Wi-Fi networks. Interestingly, the “home” network 
connections with normally ADSL+ or ADSL 2+ are not better 
than “vehicle” networks with cellular networks (we assume that 
when people are on the move, they mainly use cellular networks 
to access our video database, but we were not able to distinguish 
whether the cellular network was 3G, 4G, or GSM). ‘vehicle’ 
network bandwidth (median=946kbps) is even slightly higher than 
‘home’ networks (median = 778kbps). Even though ‘home’ had a 
relative lower bandwidth than other locations, it actually achieved 
the best overall experience (see Figure 6). Furthermore, the 
participants felt the loading speed was faster at ‘home’ than at 
other places even ‘school’, albeit not significant. Two reasons 
may explain the phenomena. First, due to the bitrate adaptation by 
the A-QoE based delivery strategy, the difference of network 
bandwidth will not importantly affect the video delivery speed. 
Second, in a comfortable viewing environment, such as home, 
user’s viewing experience can be enhanced.  
Considering the important influence of people’s like to video 
content on their viewing experience (H2a), we compared the 
viewing locations’ effect under the control of interest level. 
Because there were inadequate data at low interest levels when 
distributing them to different locations, we only observed the 
ContentInterest level 3, 4 and 5. Due to the same reason, “other” 
category was also excluded from the analysis. Kruskal-Wallis 
tests indicated that the differences of OverallExp among the three 
location categories “vehicle”, “home” and “school” were not 
significant anymore (p>=.66). In spite of this, the participants did 
notice the variation of loading speeds at different viewing 
locations: the Kruskal-Wallis tests indicated a significant 
LoadingSpeed difference at ContentInterest level 3 and 4 (p<.05). 
At the highest interest level 5, the LoadingSpeed was reported 
high at all types of viewing locations. This can be explained by 
that network bandwidths in those cases when ContentInterest = 5 
are wide enough to support smooth video downloading.  
To conclude, when video delivery has adapted to network 
bandwidth condition, overall experience becomes more affected 
by user interest and where to watch. 
 
 
Figure 7. Boxplot of network bandwidth in different viewing 
locations 
5.4 Impacts of Video Coding Approaches 
(H4) 
A Kruskal-Wallis ANOVA indicated that the overall user 
experience has no statistically significant differences between the 
coding approaches “Normal” (mean rank = 326.08), “ROI” (mean 
rank=343.90) and “Zoom” (mean rank = 331.79), where χ! 2  = 
1.087, n=663, p=0.581. Given eta-squared η! = χ!/(N − 1) ), 
which is interpreted as the proportion of variance in the DV that 
can be attributed to the IV, is far less than 0.01, the effect size is 
considered very small, according to Cohen’s guideline [3]. 
Similarly, the coding approaches did not have a statistically 
significant impact on the variables: Clarity (p=0.414), Fluency 
(p=0.220), and LoadingSpeed (p=0.259).  
 
 
Figure 8. Average encoding bitrates of Normal, ROI and 
Zoom for movie and news videos. 
Follow-up Mann-Whitney U tests on each pair of the coding 
approaches were conducted under the control of devices, video 
content types, and viewing locations. The results showed that 
there was no significant difference between each pair of the three 
approaches for all the four dependent variables (p>0.05). In other 
words, we have to reject the hypothesis H4.  
Although there was no significant influence of the coding 
approaches on user’s viewing experience, the encoding bitrate of 
ROI is significantly lower than Normal (Figure 8). Mann-Whitney 
U tests showed: for movies, Normal (n=105) mean rank=114.79 
and ROI (n=100) mean rank = 90.63 with χ! 1  = -2.934, p =.003; 
for news videos, Normal (n=227) mean rank =155.59 and ROI 
(n=68) mean rank=122.68 with χ! 1  = -2.911, p=.004. This 
indicates that, to achieve a similar level of overall experience, 
ROI coding approach will use less encoding bitrate than Normal 
H.264 coding.  
For Zoom, given similar conditions – video width 960 pixels and 
on iPhone5, the bitrate of delivered videos is significantly higher 
than Normal (p<.001) due to the CRF encoding settings  (see 
Section 4.2.1), but it could not perform better. It only reached a 
slightly higher rank of Clarity but not significant based on Mann-
Whitney U Test (n=76, mean rank=46.05 for Normal; n=22, mean 
rank=56.83 for Zoom; p=.08).  
Based on the comparisons, we may conclude that a high video 
bitrate is not necessary for a high QoE; resource saving can be 
achieved by proper QoE management which guarantees the 
overall user experience with the minimization of network 
bandwidth occupancy.  
5.5 Impacts of Viewing Devices (H5) 
Comparisons were carried out between between iPhone 4/4S and 
iPhone 5. Despite the similar display capability (both are 326ppi), 
the OverallExp on iPhone 5 achieved a significant higher rank 
than that on iPhone 4/4S (iPhone 4/4S: mean rank=185.07, n=223; 
iPhone 5: mean rank = 261.11, n=222; z=-6.6, p<.001). We 
attribute this to the larger iPhone 5 screen,, and might be also the 
faster processing speed, because the other system performance 
indexes – Fluency and LoadingSpeed – are also significantly 
higher on iPhone 5 (p<.001). 
With the same screen size of 9.7 inches but higher display PPI 
(264 vs. 132), iPad retina was significantly superior to iPad 2 in 
terms of overall experience (z=-5.991, p<.001) (see Figure 9), but 
not in Clarity, Fluency and LoadingSpeed (p>.025).  
 
 
Figure 9. Comparison of overall experience when viewing 
videos on different iOS devices 
In order to examine if the influence of devices on overall 
experience is independent on viewing locations and video content 
types, we conducted further Mann-Whitney U tests between the 
two types of iPhones and iPads while controlling the types of 
location (vehicle, home, or school) and content (news or movie). 
It was confirmed that the significance between iPhone 4/4S and 
iPhone 5 existed at any location and video content (p<.001); 
between iPad 2 and iPad retina, it existed with all video content 
types and “home” location (p<.001) (Other locations were not 
studied because there were no videos viewed on iPad retina at 
“vehicle” and only 20 records at “school”). We conclude that the 
influence of the device on overall experience is independent. 
6. DISCUSSIONS 
Based on the statistical data analysis of the five hypotheses groups, 
we draw the following conclusions. 
First, the video delivery system worked well in providing good 
overall viewing experience. This reaches the desired goal of 
establishing the video system. It is confirmed that by adapting to 
user viewing conditions and maximizing the QoE, overall user 
experience can be maintained at a certain good level (e.g., 
OverallExp >= 4).  
Second, the overall experience is strongly associated with not only 
the user-perceived video quality such as clarity and smoothness, 
and video loading speed through networks, but also to what extent 
the user likes the video content. This is consistent with pervious 
research [25]. At the same interest level, the overall experience 
will not be significantly different between different content types 
(e.g., movie and news). The accuracy of acceptability-QoE 
models can be further improved by considering individual interest, 
which may be measured by individual viewing history. 
Third, “home” is the best location to watch videos compared with 
public transport (e.g., bus and train), workplace (e.g., school), and 
other places such as a café or bus station. It is not just because 
‘home’ has a stable network connection (as a workplace usually 
has much better network connections), but more because of the 
comfort or ease of viewing circumstance. Despite the fact that the 
network connection speed at home was three times slower than 
that at school, participants felt the loading speed at home was the 
same as, if not higher, at school. This means the network variation 
is well managed by the delivery strategy.  
Fourth, the assumption of coding approaches effect on overall 
experience was not supported by the statistical analysis. Neither 
ROI nor Zoom could provide a better viewing experience than the 
Normal H.264 coding. This result is completely opposite to the 
lab experiment of subjective video quality assessment on ROI 
video coding [7], and the study of comparing zooming 
effectiveness on user experience for mobile sports videos [23]. 
Several implicit factors may have led to these results: 1) Video 
delivery strategy: the video system was designed to ensure good 
experience. As a result, when all the three coding approaches 
could achieve a high score of overall experience, their differences 
would not be distinct anymore. 2) Environment: unlike a lab 
experiment in controlled conditions, the real-life experiment of 
this study was in a natural and uncontrolled environment. These 
results are probably more ecologically valid. 3) Codec: compared 
to the older version of x264 used in previous studies [7, 23] , the 
relatively new version (i.e., in the year of 2010 vs. 2013) used in 
this study may have improved in retaining high video quality. 4) 
Coding strategy: the zooming coding was zoomed in from the 
center of a video with a zooming factor of 1.1, which might be not 
an appropriate setting because the effective zooming factor is 
related to the video resolution [14], and cropping from the center 
might also cut off some important information from the frame.  
From the bitrate perspective, the ROI did show a small benefit in 
network resource saving. Whereas, the Zoom case indicated the 
video encoding settings that target a good objective quality at the 
cost of a high encoding bitrate, do not explicitly benefit the 
overall user experience in real mobile video applications, although 
the user-perceived video clarity is slightly good. It should be 
noted that this conclusion may be influenced by the Zoom 
cropping strategy itself, thus independent studies may be required 
to further address this issue. 
Fifth, as for the mobile devices, the screen size and its display 
resolution have a combined impact on overall user experience. At 
the same PPI, the device with a bigger screen will achieve better 
overall experience than that of a smaller screen. Meanwhile, at the 
same screen size, a device with higher PPI will outperform a 
counterpart. Given the fact that the A-QoE models were 
developed based on the evaluation data collected from only the 
same screen size of mobile phones (i.e., iPhone 3GS and iPhone 4) 
[26], it is understandable why the effect of screen size was not 
captured and properly handled by the A-QoE based system. 
Further subjective evaluation on bigger screens will help improve 
the A-QoE models. 
7. CONCLUSION 
This paper proposes an adaptive mobile video delivery system to 
achieve optimum QoE. The end-to-end QoE based video delivery 
framework incorporates a holistic view on the impacts of: video 
content and encoding, bandwidth limitation, features of mobile 
devices, and viewing context. The experimental user-driven video 
delivery system highlights the importance of each key component: 
1) content-driven video coding techniques; 2) acceptability-based 
QoE to determine the optimal video quality suits for the current 
bandwidth and mobile device resolution; and 3) a video client that 
can collect real-time (online) user-end information, such as device 
features, usage context, and perceived experience feedback. The 
user evaluation in field was conducted with 17 subjects within 2-3 
weeks to cover natural mobile viewing contexts. The results 
demonstrated promising evidence that the proposed A-QoE based 
management in mobile video delivery system can help to 
maximize overall user experience and minimize the cost of 
resource for diverse mobile devices. The results also revealed that 
the adopted A-QoE models have prediction limitations in handling 
user interest, semantic viewing location, and relatively larger 
screen of a mobile device. Furthermore, it was found that in 
contrast to the previous research findings [7, 14, 23], the ROI and 
zooming video coding strategies could not significantly improve 
overall user experience in this field study. 
The field user study has been limited by the number of 
participants, video content, and video delivery system 
implementation. Future work on a large-scale user study is needed 
to collect more real-time (online) feedback, and enable a more 
comprehensive analysis about A-QoE based video adaptation 
affected by various factors. Also proposed is a comparison study 
between A-QoE based video delivery and conventional video 
delivery, on the performance of improving QoE. Machine 
Learning techniques may be applied for automatic and continuous 
A-QoE model refinement, based on real-time user feedback under 
diverse viewing contexts.  
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