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Chapter 1
Introduction
It is nice to know that the computer
understands the problem. But I would
like to understand it too.
Eugene Wigner
It is well-known that polarizable particles and macroscopic bodies (i.e., mat-
ter whose electromagnetic properties are described terms of macroscopic state
variables) are subject to forces in the presence of electromagnetic fields. This
may be the case even if the fields vanish on average and the bodies do not
carry any excess charges and are unpolarized, because of fluctuations. In
classical electrodynamics, fluctuations may be thought of as resulting from
‘ignorance’: it is only the lack of precise knowledge of the state of the sources
of a field that makes one resort to a probabilistic description. Classical fields
can therefore be non-fluctuating as a matter of principle, which is the case if
the sources, and thus the field, can be regarded as being under strict, deter-
ministic control. Specifically, the classical electromagnetic vacuum (having
no sources whatsoever) does of course not fluctuate—all moments of the elec-
tric and induction fields vanish identically, which implies the absence of any
interaction with matter.
In quantum electrodynamics, the situation is rather different, since fluc-
tuations are present in general even if complete knowledge of the quantum
state is assumed to be available. Since (genuine) joint probability distri-
butions cannot be introduced for the non-commuting, operator-valued field
quantities, a strictly non-probabilistic regime (that is to say, a δ-function-
like joint distribution) does not exist either. Hence non-vanishing moments
occur inevitably—at least some of the field quantities fluctuate whatever the
quantum state. In particular, fluctuations are present also if the field–matter
system can be assumed to be in its ground state (vacuum), where only quan-
tum fluctuations are responsible for the forces exerted on the matter that
1
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interacts with the field. In this case, it is common to speak of vacuum forces
or dispersion forces, which obviously represent a genuine quantum effect. A
renewed interest in the dispersion forces has emerged over the last years,
partly stimulated by the progress in the fabrication and operation of nano-
mechanical devices, where dispersion forces play an ambivalent role. Despite
being vital for the design and operation of such devices, they may on the
other hand lead to their destruction (see, e.g., Refs. [1–4]). Together with a
number of other observable effects that can be attributed to the interaction
of the fluctuating electromagnetic vacuum with material systems (such as
spontaneous emission or the Lamb shift), the experimental demonstration of
dispersion forces has been widely regarded as constituting a confirmation of
quantum theory [5].
On the microscopic level, a well-known dispersion force is the attractive
van der Waals (vdW) force between two unpolarized ground-state atoms,
which can be regarded as the force between electric dipoles that are induced
by the fluctuating vacuum field. In the non-retarded (i.e., short-distance)
limit, the potential associated with the force has been first calculated by Lon-
don [6, 7]. The theory has later been extended by Casimir and Polder [8] to
allow for larger separations, where retardation effects cannot be disregarded.
Examples of dispersion forces on macroscopic levels are the force that an
(unpolarized) atom experiences in the presence of macroscopic (unpolarized)
bodies—referred to as the Casimir–Polder (CP) force in the following—and
the Casimir force between macroscopic (unpolarized) bodies (for reviews see,
for example, [5, 9]). Since macroscopic bodies consist of a huge number of
atoms, both the CP force and the Casimir force can be regarded as macro-
scopic manifestations of microscopic vdW forces, and both types of forces are
intimately related to each other. They cannot be obtained, however, from a
simple superposition of two-atom vdW forces in general, since such a proce-
dure would completely ignore the interaction between the constituent atoms
of the bodies, and thus also their collective influence on the structure of the
body-assisted electromagnetic field [10].
Although it is certainly possible, in principle, to calculate CP and Casimir
forces within the framework of microscopic quantum electrodynamics (by
solving the respective many-particle problem in some approximation), a
macroscopic characterization of the bodies involved is preferable in general.
The reason is that even if a fully microscopic, ab initio theory of the disper-
sion forces were given and explored to its conclusions, it would ultimately be
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necessary to relate the necessarily huge number of microscopic parameters
involved (such as coupling constants) to a small number of macroscopic, ex-
perimentally accessible quantities. In fact, the macroscopic bodies involved in
dispersion-force experiments are in practice always characterized in the man-
ner familiar from the macroscopic electrodynamics of continuous media (i.e.,
in terms of macroscopic constitutive relations and/or boundary conditions),
which is therefore a suitable language to formulate the problem. One may
clearly restrict attention to linear media when discussing dispersion forces.
Over the decades, different macroscopic concepts to calculate the CP and
Casimir forces have been developed, but compared to the large body of work
in this field, not too much attention has been paid to their common origin
and consequential relations between them (see, e.g., Refs. [11–14] and [R4]).
Moreover, the studies have typically been based on specific geometries such as
simple planar structures, and weakly polarizable matter has been considered.
More attention has been paid to the relations between Casimir forces and
vdW forces, but again for specific geometries and weakly polarizable matter
(see, e.g., Refs. [8,10,11,15–18]). Relations between CP forces and vdW forces
have on the other hand been established, on the basis of both microscopic and
macroscopic descriptions, and, moreover, without the assumption of weakly
polarizable matter [19–21]. These relations show clearly that the CP force
acting on an atom in the presence of a dielectric body whose permittivity
is of Clausius–Mossotti type can be regarded as being the sum of all the
many-atom vdW forces with respect to the atoms of the body. It is thus
only natural to ask if the connections between the CP force and the Casimir
force may be understood in a similar way and expressed in general terms.
One aim of this work is to provide answers to this and related questions.
Any satisfactory macroscopic theory of dispersion forces should of course
be based on a consistent quantum theory of the macroscopic electromagnetic
field in the presence of media. Unfortunately, many accounts of CP and/or
Casimir forces found in the literature have to be criticized in this regard.
A typical example is the calculation of the Casimir force between macro-
scopic bodies within the so-called mode summation approach (which is close
to Casimir’s ideas), where one assigns some geometry-dependent [distance
parameter(s) d] electromagnetic vacuum energy
E(d) = 1
2
∑
m
~ωm(d)− 12
∑
m
~ωm(d→∞) (1.1)
to the body-assisted field, and regards it (with suitable regularization) as the
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potential of the Casimir force. The geometry-dependent mode frequencies
ωm(d) needed in Eq. (1.1) are defined by an eigenvalue problem obtained
from (the source-free version of) Maxwell’s equations in the presence of the
macroscopic bodies (see, e.g., Ref. [5]). The calculations that follow this route
are usually based on a quantization scheme where the electromagnetic field
is expanded in modes (obtained from the mentioned eigenvalue problem),
and quantized in analogy with the well-known method of quantizing the field
in free space. Within such an approach, unitarity demands that the modes
be genuine normal modes with real mode frequencies which is, however, the
case only if the material bodies are represented in a comparatively crude way,
e.g., by perfect-conductor boundary conditions, or as non-dispersing and non-
absorbing dielectrics. On the other hand, force calculations on the basis of
Eq. (1.1) or equivalent expressions have been put forward in the literature
also in cases where a more advanced description of the bodies (featuring
dispersion and absorption) is considered. The eigenvalue problem used to
determine the mode frequencies then exhibits several non-standard features,
so that the corresponding (non-normal) mode formalism tends to become
somewhat heuristic. Attempts to justify (formally) the use of Eq. (1.1) even
in these cases typically proceed by rewriting it as a complex contour integral
which is then argued to have a wider range of applicability than Eq. (1.1)
itself, or by invoking a fictitious auxiliary system to define the modes (see,
e.g., Refs. [5, 22] and references therein). The formal arguments effectively
involve the analytical continuation of an (in general non-Hermitian) eigen-
value problem with respect to a parameter (the frequency) and may thus be
delicate mathematically. [One possible mathematical complication is related
to so-called spectral singularities, which are points in parameter space where
the (in general bi-orthogonal) eigenfunctions of a parameter-dependent eigen-
value problem are not complete. This can happen even at points where the
eigenvalue equation depends on the parameter analytically.] The possibility
of a formal generalization of Eq. (1.1) from non-dispersing and non-absorbing
to dispersing and absorbing media may hence be doubted already on purely
formal grounds. Aside from the mathematical problems, the more important
problem is that the physical meaning of Eq. (1.1) is far from being trans-
parent when dispersion and absorption are taken into account. In essence,
Eq. (1.1) is equivalent at best to an energy-like expression whose meaning
is physically questionable as soon as the field inside a medium is considered
(see below).
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A different and physically much more transparent approach to the cal-
culation of dispersion forces is based on the so-called Rytov-Lifshitz fluctua-
tion electrodynamics, which has first been used by Lifshitz to calculate the
Casimir stress between two dispersing and absorbing dielectric half-spaces
separated by an empty interspace [10]. To find the force on one of the half-
spaces, only the stress tensor in the free-space region between the half-spaces
is required. The question as to how the Casimir force between bodies should
be calculated if the interspace between them is not empty arises quite nat-
urally. Frequently, expressions that seem reasonable at first glance—such
as Minkowski’s stress tensor—have been taken for granted without justifica-
tion, which has led, as we shall see, to incorrect extensions of the well-known
Lifshitz formula for the Casimir force between two dielectric half-spaces sep-
arated by vacuum to the case where the interspace is not empty but also
filled with material [11, 23, 24] (see also the textbooks [5, 15, 22] and refer-
ences therein). Physically, the problems that occur in this context are similar
to the ones mentioned above with respect to Eq. (1.1). Irrespective of the
calculational details, they may be viewed, for the most frequently considered
case of an interspace filled with a (locally responding) dielectric medium, as
arising effectively from a formal replacement of the vacuum permittivity with
the medium permittivity ε0 7→ ε0ε(r, ω) in some energy or stress formula that
is valid for free space, which is questionable even if absorption plays a negligi-
ble role. The (in general complex-valued) formal action integrals sometimes
offered in this context as a supposedly more fundamental starting point (see,
e.g., Ref. [25]) are no less questionable. A major aim of this work is to give
a fresh approach to the dispersion forces that incorporates from the very
beginning a satisfactory description of the macroscopic bodies involved, and,
moreover, does not rely on questionable energy or stress expressions for the
macroscopic electromagnetic field inside media.
In order to be able to present a theory of dispersion forces with a sound
basis and a sufficiently broad range of applicability, we develop, in the first
part of the thesis, a very general quantization scheme for the macroscopic
electromagnetic field in the presence of linear media, which takes into ac-
count not only temporal but also spatial dispersion, as well as absorption.
It generalizes previous quantization schemes to a theoretical concept appli-
cable to arbitrary media that respond linearly to the electromagnetic field.
The only basic prerequisite is to have available the conductivity tensor of
the medium, which enters the macroscopic Maxwell equations as a complex
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function of frequency, and, in the general case of spatially dispersive media,
in a spatially non-local way. We will see that and how previously introduced
quantization schemes for diverse classes of media turn out to be limiting
cases of our general quantization scheme. Within the framework of this the-
ory we then present, in the second part of the thesis, a unified approach to
the calculation of dispersion forces acting on arbitrary ground-state macro-
and micro-objects. Since the dispersion forces are, in our opinion, of a purely
electromagnetic origin, we regard the (expectation value of the) Lorentz force
on appropriately defined charges and currents as the principal quantity from
which the dispersion forces should be calculated. More precisely, we consider
the ground-state expectation value of the Lorentz force density acting on the
charge and current densities attributed to the linearly responding current
in linear media, taking fully into account the noise necessarily associated
with absorption. From the ground-state Lorentz force density obtained in
this way, the dispersion force acting on an arbitrary body or an arbitrary
part of it may then be obtained by integration over the respective volume.
Our approach thus renders it possible to calculate, unambiguously and in a
conceptually clear manner, not only the Casimir force that acts on bodies
separated by empty space but also the one which acts on bodies the inter-
space between which is filled with matter, without any need to resort to
debatable energy or stress expressions. Applying the general quantization
scheme, we derive very general formulas that enable the calculation of the
dispersion force on arbitrary (linearly responding) matter inside a given space
region, with arbitrary media present also elsewhere in space. Specializing to
bodies that may be viewed as locally responding dielectrics (in the presence
of further media), we present a force formula whose applicability ranges from
dielectric macro-objects to micro-objects, also including single atoms, with-
out restriction to weakly polarizable material. In particular, this formula
enables us to extend the well-known CP-type formula for the force acting
on a weakly polarizable (micro-)object to an arbitrary one. It contains, as
a special case, the well-known formula for the CP force acting on isolated
atoms, and, moreover, it can also be used to calculate the CP force act-
ing on atoms that are constituents of matter, where the neighbouring atoms
give rise to a screening effect that diminishes the force. Our theory can also
be used to describe—in the very same framework—the vdW force between
(ground-state) atoms, in agreement with well-known results. Application of
the theory to planar geometries yields extensions of Lifshitz-type formulas
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and includes also Casimir’s well-known original force formula as a limiting
case.
Before we begin with the presentation of QED in linearly responding me-
dia, we mention that this work is based mainly on the material presented in
Refs. [R3],[R6], [R10] and [R11]. In Refs. [R3] and [R6], the theory of disper-
sion forces has been developed for the case of locally responding magneto-
dielectric media. On the basis of the more recent Ref. [R10], we use here
the opportunity to generalize a number of results from locally responding
magneto-dielectric media to arbitrary linear media with a (possibly) non-
local response. For definiteness, we point out here also that the material
systems considered in this work are always assumed to be at rest. The elec-
tromagnetic dispersion forces have always to be thought of, therefore, as
being balanced by other forces. The latter may ultimately result from inter-
actions on length scales that are much smaller than those where the concept
of a medium with continuously varying properties is applicable. Hence, de-
spite the fact that the underlying interactions are (first and foremost) again
of electromagnetic type, these forces are foreign to macroscopic electrody-
namics and not derivable from it. Note that the ‘mechanical’ forces that
might act on a medium on macroscopic scales belong to this category.
Chapter 2
Macroscopic QED in Linearly
Responding Media
In both classical and quantum electrodynamics, it is often advisable to di-
vide, at least notionally, the matter that interacts with the electromagnetic
field into a part that plays the role of a passive background and a remainder,
active part (if any) whose dynamics needs to be followed more explicitly.
By means of suitable coarse-graining and averaging procedures, this leads
to the well-known framework of Maxwell’s macroscopic equations, where the
background—the medium—is treated as a continuum, and, quite frequently,
by the methods of linear response theory. From this perspective, character-
ization of the medium is reduced to the prescription of suitable constitutive
relations, i.e., appropriate response functions or susceptibilities.
Depending on the specific kinds of media under consideration, it is under
many circumstances sufficiently accurate to work with spatially local response
functions, taking into account only (temporal) dispersion and absorption
in accordance with causality. For conducting and semiconducting media
(not to mention plasmas) as well as superconducting materials, however, the
spatially local description can be inadequate due to the existence of almost
freely movable charge carriers (conduction electrons, excitons, Cooper pairs)
in such media. Hence, if one is not willing to restrict one’s attention to a crude
spatial resolution and/or specific frequency windows, spatial dispersion, i.e.,
the spatially non-local character of the medium response, generally cannot be
disregarded for such media. Electrodynamical problems with the inclusion of
spatial dispersion have been considered by various authors in different ways,
both on the classical and quantum levels; for classical approaches, see, e.g.,
Refs. [22, 26–31], for quantum ones see, e.g., Refs. [32, 33].
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2.1 Basic Equations
Though it were perfectly legitimate to write quantum-mechanical equations
from the outset, it is useful to start the discussions at a classical level. Thus,
let us begin with Maxwell’s well-known equations for the (frequency-domain)
electric field E(r, ω) and induction field B(r, ω),
∇ ·B(r, ω) = 0, (2.1)
∇×E(r, ω)− iωB(r, ω) = 0, (2.2)
ε0∇ · E(r, ω) = ρ(r, ω), (2.3)
µ−10 ∇×B(r, ω) + iωε0E(r, ω) = j(r, ω), (2.4)
and regard them as classical equations for the time being. For temporal
Fourier transforms, we employ the convention
E(r, t) =
∫ ∞
−∞
dω e−iωtE(r, ω) =
∫ ∞
0
dω e−iωtE(r, ω) + c. c. (2.5)
[and accordingly for the other quantities in Eqs. (2.1)–(2.4)], where, as known,
the second form makes use of the fact that the field quantities are real-valued
[i.e., E∗(r, ω)=E (r,−ω∗) etc.]. Equations (2.1)–(2.4) are valid on both mi-
croscopic and macroscopic scales and in the presence of arbitrary matter,
provided the quantities ρ(r, ω) and j(r, ω) are identified with the (frequency
components of the) total charge and current density, respectively. That is to
say, ρ(r, ω) and j(r, ω) have to account (on a chosen length scale) for all the
charges and currents present in space. They are connected by the continuity
equation
iωρ(r, ω) =∇ · j(r, ω), (2.6)
the integrability condition between Eqs. (2.3) and (2.4).
If macroscopic amounts of matter are present, it is (usually) not fruitful to
interpret Eqs. (2.1)–(2.4) on a microscopic scale; we thus interpret them on a
macroscopic scale henceforth. Equations (2.2) and (2.4) may be conveniently
combined into a second-order Helmholtz-type equation as
∇×∇×E(r, ω)− ω
2
c2
E(r, ω) = iµ0ωj(r, ω). (2.7)
Regarding Eq. (2.2) and the continuity equation (2.6) as mere definitions of
B(r, ω) and ρ(r, ω) in terms of E(r, ω) and j(r, ω), respectively, it suffices to
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study Eq. (2.7) in place of the system of Maxwell’s equations (2.1)–(2.4). The
case of zero frequency (corresponding to strictly static fields) is thereby ex-
cluded from consideration, but it can be approached as a limit at later stages
if necessary. One might be concerned if important information could be lost
in this way. In App. A.1 it is shown that this is not the case—the equations
of both electrostatics and magnetostatics can be correctly recovered from the
solution to Eq. (2.7) in the static limit ω→ 0. We are thus really permitted
to focus on Eq. (2.7), and on the case of non-zero frequencies.
Let us assume that the current density j(r, ω) can be attributed entirely
to the presence of a medium whose internal atomistic structure need not be
resolved, with no further (active) sources present in addition to the medium.
Assuming that the medium properties are stationary, the frequency compo-
nents of the total current density may then be described, in the framework
of linear response theory, by the constitutive relation
j(r, ω) =
∫
d3r′Q(r, r′, ω) · E(r′, ω) + j
N
(r, ω), (2.8)
where Q(r, r′, ω) is the complex, macroscopic conductivity tensor in the fre-
quency domain [31, 34], and j
N
(r, ω) is a Langevin noise source. [Here and
throughout, dot products of vectors (boldface) and/or second-rank tensors
(boldface and italic) are indicated explicitly; if no intervening symbol is given,
the dyadic (or tensor) product is meant.] Equation (2.8) covers all the pos-
sible features of a linear medium (in particular, temporal as well as spatial
dispersion). According to Onsager’s reciprocity theorem [31,34], the conduc-
tivity tensor fulfills the reciprocity relation
Qij(r, r
′, ω) = Qji(r
′, r, ω), (2.9)
which we adopt throughout. Except for a translationally invariant (bulk)
medium, the spatial arguments r and r′ of Q(r, r′, ω) must be kept as two
separate variables in general. For chosen ω, Q(r, r′, ω) is assumed to be
the integral kernel of a reasonably well-behaved (integral) operator acting on
vector functions in position space. In particular, we assume that Q(r, r′, ω)
tends (sufficiently rapidly) to zero for |r− r′| → ∞ and has no strong (i.e.,
non-integrable) singularities (specifically, for r′ → r). To allow for the spa-
tially non-dispersive limit, δ-functions and their derivatives must be permit-
ted so that Q(r, r′, ω) may become a (quasi-)local integral kernel. For the
sake of compact notation, superscripts T and + will be used in the following
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to indicate transposition and Hermitian conjugation with respect to tensor
indices. Since the spatial arguments are not switched by these operations,
the operator associated with an integral kernel A(r, r′) is Hermitian (with
respect to the usual inner product of vector functions defined in the entire
space) if A(r, r′) =A+(r′, r). In particular, an operator associated with a
real kernel is Hermitian if it has the reciprocity property A(r, r′)=AT(r′, r).
The decomposition Q(r, r′, ω) = ReQ(r, r′, ω) + i ImQ(r, r′, ω) of the con-
ductivity tensor corresponds, due to the reciprocity of Q(r, r′, ω), to the
decomposition of the associated operator into Hermitian and anti-Hermitian
parts,
σ(r, r′, ω) ≡ ReQ(r, r′, ω) = 1
2
[
Q(r, r′, ω) +Q+(r′, r, ω)
]
, (2.10)
τ (r, r′, ω) ≡ ImQ(r, r′, ω) = 1
2i
[
Q(r, r′, ω)−Q+(r′, r, ω)]. (2.11)
Since σ(r, r′, ω) is associated with the dissipation of electromagnetic energy
(see, e.g., Refs. [31, 34]), the operator associated with the integral kernel
σ(r, r′, ω) is, for real ω, a positive definite operator in the case of absorbing
media, i.e., ∫
d3r
∫
d3r′ v∗(r) · σ(r, r′, ω) · v(r′) > 0 (2.12)
for any (quadratically integrable) vector function v(r). With the exception
of Sec. 2.5, we consider absorbing media throughout.
The conductivity tensor Q(r, r′, ω) is the temporal Fourier transform of
a response function,
Q(r, r′, ω) ≡ 2πQ(r, r′, ω) =
∫
dτ eiωτQ(r, r′, τ), (2.13)
where Q(r, r′, τ) satisfies causality conditions of the type
Q(r, r′, τ) = 0 if τ − cos η |r− r′|/c < 0 (2.14)
for chosen r and r′ and arbitrary directional cosines cos η (0≤ cos η≤1). In
particular, for cos η = 0, one finds from arguments [34–36] similar to those
for the case of spatially locally responding media that, for chosen r and r′,
Q(r, r′, ω) is analytic in the upper complex ω half-plane, fulfills Kramers–
Kronig (Hilbert transform) relations, and satisfies the Schwarz reflection prin-
ciple
Q∗(r, r′, ω) = Q(r, r′,−ω∗). (2.15)
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The (spatio-temporal) conditions obtained by using other values of cos η
have been used in Ref. [37] to derive a family of generalized Kramers–Kronig
relations (focusing on the case of bulk media); we do not require them here,
however. Note that the set of conditions (2.14) is equivalent to the relativistic
causality condition [36] that the medium response has to be restricted to the
forward light cone (with respect to any chosen Lorentz frame), see Ref. [37].
Inserting Eq.(2.8) in Eq. (2.7), we find that the frequency components of
the medium-assisted electric field satisfy the integro-differential equation
∇×∇× E(r, ω)− ω
2
c2
E(r, ω)
− iµ0ω
∫
d3r′Q(r, r′, ω) ·E(r′, ω) = iµ0ωjN(r, ω), (2.16)
which contains as a source term the Langevin noise current density j
N
(r, ω)
introduced in Eq. (2.8). A few general remarks on the concept of noise may
be in order. From the open-system approach to the description of damped
systems, which deals with a system that interacts sufficiently weakly with
a sufficiently large number of further (bath) degrees of freedom, it follows
quite generally that the net effect of such interaction on the system is to
introduce (linear) dissipation, and noise. In this framework, the statistical
properties of the noise can be derived from an explicit dynamical model of
the overall system. Remarkably, only a few pivotal features of the bath and
the interaction are important in this regard, but not the finer details of the
explicit model chosen. For a rather broad range of circumstances, it turns
out that (classically) the noise can be adequately modeled by a stationary
Gaussian stochastic process with zero expectation value. Instead of working
with an explicit dynamical model, one may hence directly regard the noise
process as given, being defined only through its statistical properties. With
this change of perspective, the resulting effective equation of motion for the
system is called a Langevin equation—a stochastic equation of motion that
features (in general retarded) damping and (in general non-white) noise. In
this spirit, we interpret the wave equation (2.16)—or strictly speaking its
time-domain counterpart—as an (at this point classical) Langevin equation.
As the noise current density j
N
(r, ω) has a vanishing expectation value, by
omitting j
N
(r, ω) from Eqs. (2.8) and (2.16) one effectively obtains the cor-
responding equations for the expectation values, which indicates the connec-
tion with ordinary (deterministic) electrodynamics. (Of course, by making a
transition to the expectation values in this way, one is discarding the remain-
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der of the probabilistic information as equations involving higher moments
are then no longer derivable.) Note that quite generally the demand of
consistency of Langevin equations with equilibrium thermodynamics implies
quantitative connections between damping and noise known as fluctuation-
dissipation relations, see Ref. [34, 38]. For a detailed discussion of Langevin
equations—which have been first presented by Langevin in order to give an
approach to Brownian motion theory that is “infinitely more simple” (quo-
tation according to Ref. [38]) than the Fokker-Planck equation approach of
Einstein and Smoluchowski—we refer the reader to, e.g., Refs. [34, 38–41].
Let us return to Eq. (2.16) and represent its solution in the form
E(r, ω) = iµ0ω
∫
d3r′G(r, r′, ω) · j
N
(r′, ω), (2.17)
where G(r, r′, ω) is the (retarded) Green tensor. It satisfies Eq. (2.16) with
the (tensorial) δ-function source,
∇×∇×G(r, s, ω)− ω
2
c2
G(r, s, ω)
− iµ0ω
∫
d3r′Q(r, r′, ω) ·G(r′, s, ω) = I δ(r− s)
(2.18)
[I , unit tensor], together with the boundary condition at infinity, and has all
the attributes of a (Fourier transformed) response function just as Q(r, r′, ω)
has them. In particular, it is analytic in the upper ω half-plane and the
Schwarz reflection principle G∗(r, r′, ω) = G(r, r′,−ω∗) is valid. Since
Q (r, r′, ω) is reciprocal, so is G(r, r′, ω), G(r, r′, ω) = GT(r′, r, ω), and,
for real ω, the generalized integral relation
µ0ω
∫
d3s
∫
d3s′G(r, s, ω) ·σ(s, s′, ω) ·G∗(s′, r′, ω) = ImG(r, r′, ω) (2.19)
may be shown to hold (App. A.3). Note thatG(r, r′, ω) is necessarily singular
at ω = 0 (for chosen spatial arguments r and r′). Information about the
detailed behavior near ω = 0 of G(r, r′, ω) [and also of Q(r, r′, ω)], can be
obtained from a few basic physical requirements, see App. A.2.
It should be emphasized that Eq. (2.17) is the unique solution to Eq.
(2.16)—it is not to be supplemented with any solutions of the source-free
version of Eq. (2.16). The source-free version of Eq. (2.16) indeed has no
(permissible) solutions existing in the whole space: if the right-hand side
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of Eq. (2.16) were zero, any (say pulse-like) wave packet observed in some
chosen finite space region could only be ‘incoming’ from spatial infinity, where
(because of absorption) it would necessarily have had an infinite amplitude,
which is not possible. Clearly, in order to make sure that this argument really
works as described, one should in general consider the absorbing medium as
filling all of space; free-space regions may then be allowed for at the very end
of the calculations. (Strictly speaking, it is already sufficient to imagine the
presence of an arbitrarily weakly absorbing medium in all of space outside a
finite but arbitrarily large region.) Mathematically, this prescription serves
to enforce that the linear integro-differential operator featuring in Eq. (2.16)
possesses a unique (both-sided) and bounded inverse operator. To the same
end, one may interpret G(r, r′, ω) as G(r, r′, ω + i0) wherever necessary.
2.2 Quantization Scheme
Since the solution to Maxwell’s equations in the medium specified by Eq. (2.8)
is completely embodied in Eq. (2.17), attention may be transferred from the
field quantities to the Langevin noise source j
N
(r, ω). Thus, in order to
quantize the theory, j
N
(r, ω) is regarded as an operator [j
N
(r, ω) 7→ jˆ
N
(r, ω)],
for which commutation relations have to be introduced. The set of opera-
tors jˆ
N
(r, ω) and jˆ†N(r, ω) may then be regarded as the dynamical variables
of the overall system consisting of the electromagnetic field and the linear
medium in terms of which the electromagnetic field operators may be ex-
pressed. Clearly, a basic requirement to be met is that the electromagnetic
field operators have to obey the correct commutation relations. Since the
purpose of the theory is to describe the electromagnetic field interacting
with matter, the electromagnetic-field commutation relations to be realized
are just the same as those in the underlying microscopic electrodynamics
(where they may be viewed as arising from the usual canonical scheme, see,
e.g., Ref. [42]), despite the macroscopic viewpoint. Thus, writing the opera-
tors of the electric field Eˆ(r) and of the magnetic induction field Bˆ(r), in a
picture-independent manner, as
Eˆ(r) =
∫ ∞
0
dω Eˆ(r, ω) + H.c., (2.20)
Bˆ(r) =
∫ ∞
0
dω Bˆ(r, ω) + H.c., (2.21)
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where the respective positive-frequency parts Eˆ(r, ω) and Bˆ(r, ω) = (iω)−1
∇×Eˆ(r, ω) are expressed in terms of the henceforth operator-valued noise
current density as [cf. Eq. (2.17)]
Eˆ(r, ω) = iµ0ω
∫
d3r′G(r, r′, ω) · jˆ
N
(r′, ω), (2.22)
Bˆ(r, ω) = µ0∇×
∫
d3r′G(r, r′, ω) · jˆ
N
(r′, ω), (2.23)
we have to guarantee the validity of the fundamental equal-time commutator
characteristic of the electromagnetic field, i.e.,
[Eˆ(r), Bˆ(r′)] = i~∇× I δ(r− r′)/ε0, (2.24)
where we have introduced a dyadic notation for commutators. The commu-
tation relation [ˆ
j
N
(r, ω), jˆ†N(r
′, ω′)
]
=
~ω
π
δ(ω − ω′)σ(r, r′, ω) (2.25)
may be shown to fulfill this requirement, by properly taking into account
the properties of G(r, r′, ω) and Q(r, r′, ω) [in particular, Eq. (2.19)], along
similar lines as known from the spatially local theory (cf. Refs. [43–45]); the
derivation is presented in App. A.4. To ensure that the temporal evolution
of the electromagnetic field is in accordance with Maxwell’s equations, the
operators jˆ
N
(r, ω) and jˆ†N(r, ω) have to evolve, in the Heisenberg-picture, like
∼ e−iωt and ∼ eiωt, respectively. Thus, in order to complete the quantization
scheme, a Hamiltonian Hˆ needs to be introduced [as a functional of jˆ
N
(r, ω)
and jˆ†N(r, ω)] such that
[ˆj
N
(r, ω), Hˆ] = ~ω jˆ
N
(r, ω), (2.26)
which constrains the Hamiltonian to take the form
Hˆ = π
∫ ∞
0
dω
∫
d3r
∫
d3r′ jˆ
†
N
(r, ω) · ρ(r, r′, ω) · jˆ
N
(r′, ω), (2.27)
apart from an irrelevant c-number contribution. From Eq. (2.26) together
with Eqs. (2.25) and (2.27) one can see that ρ(r, r′, ω) has to be chosen to be
the kernel of the integral operator that is the inverse of the integral operator
associated with σ(r, r′, ω),∫
d3sρ(r, s, ω) · σ(s, r′, ω) =
∫
d3sσ(r, s, ω) · ρ(s, r′, ω) = I δ(r− r′).
(2.28)
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Note that, by means of the correspondence
i
ε0ω
Q(r, r′, ω)↔ χ(r, r′, ω), (2.29)
where χ(r, r′, ω) is the (nonlocal) dielectric susceptibility tensor, the basic
commutation relation (2.25) becomes equivalent to the commutation relation
derived from a microscopic, linear two-band model of dielectric material [46],
which has been used to study the quantized electromagnetic field in spatially
dispersive dielectrics [32, 33].
The Hamiltonian (2.27) may clearly be brought to the diagonal form
Hˆ =
∫ ∞
0
dω ~ω
∫
d3r fˆ †(r, ω) · fˆ(r, ω) (2.30)
known from the spatially local theory, where fˆ(r, ω) is a bosonic field,[
fˆ(r, ω), fˆ †(r′, ω′)
]
= δ(ω − ω′)I δ(r− r′), (2.31)
by performing a linear transformation of the variables which we shall assume
to be invertible. Writing
jˆ
N
(r, ω) =
(
~ω
π
) 1
2
∫
d3r′K (r, r′, ω) · fˆ(r′, ω), (2.32)
the diagonalization is achieved and Eqs. (2.25) and (2.31) are rendered equiv-
alent if we choose the integral kernel K (r, r′, ω) such that, for real ω, the
integral equation∫
d3sK (r, s, ω) ·K+(r′, s, ω) = σ(r, r′, ω) (2.33)
holds, which is guaranteed to possess solutions (see Sec. 2.3) since σ(r, r′, ω)
is the integral kernel of a positive definite operator [cf. Eq. (2.12)].
So far we have considered the ‘free’ medium-assisted electromagnetic field.
Its interaction with additional (e.g., atomic) systems can be included in
the theory on the basis of the well-known minimal- or multipolar-coupling
schemes in the usual way. For instance, let us consider (spinless) point-
like, non-relativistic, charged particles (charges Qa, masses ma) described in
terms of positions rˆa and conjugate momenta pˆa, which interact with the
medium-assisted field. One can simply add to the Hamiltonian (2.30) the
term
Hˆ ′ =
∑
a
(2ma)
−1[pˆa −QaAˆ(rˆa)]2 + Wˆ (2.34)
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to obtain the total minimal-coupling Hamiltonian Hˆ + Hˆ ′, which [together
with commutation relations (2.31) and [ rˆa, pˆa′ ] = i~δaa′I ] may be used to
describe the dynamics of the coupled systems. In Eq. (2.34), Aˆ(r) is the
vector potential in the Coulomb gauge, i.e., is a purely transverse vector field,
Aˆ(r) = Aˆ⊥(r), Aˆ‖(r) = 0, where the (projection) operations of taking the
longitudinal (‖) or transverse (⊥) parts of a vector field F(r) are understood,
here and below, as
F‖(r) =
∫
d3r′∆‖(r− r′) · F(r′), (2.35)
F⊥(r) =
∫
d3r′∆⊥(r− r′) · F(r′), (2.36)
with
∆‖(r− r′) = 1
(2π)3
∫
d3k eik·(r−r
′) kk
k2
(2.37)
and
∆⊥(r− r′) = I δ(r− r′)−∆‖(r− r′) (2.38)
being, respectively, the usual longitudinal and transverse (tensor-valued)
δ-functions. Writing
Aˆ(r) =
∫ ∞
0
dω Aˆ(r, ω) + H.c., (2.39)
we may thus express Aˆ(r, ω) in Eq. (2.34) in terms of the transverse part
Eˆ⊥(r, ω) of Eˆ(r, ω) as given by Eq. (2.22),
Aˆ(r, ω) = (iω)−1Eˆ⊥(r, ω). (2.40)
Taking into account Eq. (2.32), we may eventually express Aˆ(r) in terms of
the basic bosonic variables fˆ(r, ω) and fˆ †(r, ω). The total Coulomb interac-
tion energy Wˆ in Eq. (2.34) reads
Wˆ = 1
2
∑
a
QaUˆ(rˆa) +
∑
a
QaVˆ (rˆa), (2.41)
where Uˆ(r) and Vˆ (r) are, respectively, the scalar potentials ascribed to the
charged particles and the longitudinal part Eˆ‖(r) of Eˆ(r). Making use of
Eq. (2.20) together with Eqs. (2.22) and (2.32), we may express also Vˆ (r)
in terms of fˆ(r, ω) and fˆ †(r, ω). For further details, including the multipolar
coupling scheme, we refer the reader, e.g., to Ref. [42].
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2.3 Natural Variables and Projective Vari-
ables
Let us now turn to the problem of constructing the integral kernel K (r, r′, ω)
in Eq. (2.33). For this purpose, we consider the eigenvalue problem∫
d3r′ σ(r, r′, ω) · F(α, r′, ω) = σ(α, ω)F(α, r, ω) (2.42)
which, under appropriate regularity assumptions on the conductivity tensor
Q(r, r′, ω) such as those listed below Eq. (2.9), is well-defined. In particu-
lar, it features a real (positive) spectrum and a complete set of orthogonal
eigensolutions, which we may take to be (δ-)normalized. Note that the real ω
plays the role of a parameter here, and α stands for the set of (discrete and/or
continuous) quantities needed to label the eigenfunctions. (An α-integration
therefore symbolizes multiple summations and/or integrations over all those
quantities.) Adopting a continuum notation, we may write∫
dαF(α, r, ω)F∗(α, r′, ω) = I δ(r− r′), (2.43)
∫
d3rF∗(α, r, ω) · F(α′, r, ω) = δ(α− α′), (2.44)
and the diagonal expansion of σ(r, r′, ω) reads
σ(r, r′, ω) =
∫
dα σ(α, ω)F(α, r, ω)F∗(α, r′, ω), (2.45)
which resembles the expansion of the dielectric susceptibility in the micro-
scopic theory [46] mentioned after Eq. (2.29). Substituting Eq. (2.45) into
Eq. (2.33), we may construct an integral kernel K (r, r′, ω) in the form of
K (r, r′, ω) =
∫
dα σ
1
2 (α, ω)F(α, r, ω)F∗(α, r′, ω), (2.46)
where we choose σ1/2(α, ω)>0 so that the operator associated withK (r, r′, ω)
is the positive, Hermitian square-root of the operator associated with
σ (r, r′, ω). Obviously, this solution to Eq. (2.33) is not unique, since any
other kernel of the form
K ′(r, r′, ω) =
∫
d3sK (r, s, ω) ·V (s, r′, ω) (2.47)
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with V (r, s, ω) satisfying∫
d3sV (r, s, ω) ·V +(r′, s, ω) = I δ(r− r′) (2.48)
also obeys Eq. (2.33). As we are interested in invertible transformations
(2.32), the operator corresponding to V (r, s, ω) should be invertible as well,
so that we can replace Eq. (2.48) with the stronger unitarity condition∫
d3sV +(s, r, ω) ·V (s, r′, ω) =
∫
d3sV (r, s, ω) ·V +(r′, s, ω) = I δ(r− r′).
(2.49)
Obviously, the transition from K (r, r′, ω) to K ′(r, r′, ω) according to Eq.
(2.47) can be viewed alternatively as a redefinition of the dynamical variables
fˆ(r, ω) and fˆ †(r, ω) according to
fˆ(r, ω) =
∫
d3r′V (r, r′, ω) · fˆ ′(r′, ω), (2.50)
fˆ †(r, ω) =
∫
d3r′V ∗(r, r′, ω) · fˆ ′†(r′, ω). (2.51)
Inserting Eq. (2.50) into Eq. (2.32) yields
jˆ
N
(r, ω) =
(
~ω
π
) 1
2
∫
d3r′K ′(r, r′, ω) · fˆ ′(r′, ω), (2.52)
where K ′(r, r′, ω) is just given by Eq. (2.47). From this point of view, the
significance of replacing Eq. (2.48) with Eq. (2.49) is that the variables fˆ ′(r, ω)
and fˆ ′†(r, ω) are uniquely expressible in terms of the fˆ(r, ω) and fˆ †(r, ω), and
so are on an equal footing with them—the unitary operator associated with
V (r, r′, ω) uniquely maps a set of bosonic variables onto a fully equivalent
set of bosonic variables. Hence, V (r, r′, ω) may be thought of as being
included in the chosen set of dynamical variables. Although it is not always
advisable to do so (see Sec. 2.4), it is thus in principle sufficient to base the
considerations on the Hermitian operator associated with the integral kernel
K (r, r′, ω) as defined by Eq. (2.46). It is worth noting that if the operator
associated withK ′(r, r, ω) as defined by Eq. (2.47) happens to be Hermitian,
it can differ from the (Hermitian) operator associated with K (r, r′, ω) only
by the trivial type of unitary transformation that merely replaces some of
the basis functions F(α, r, ω) with −F(α, r, ω). Conversely, this shows that
any (in this sense) non-trivial V (r, r′, ω) necessarily yields a non-Hermitian
K ′(r, r′, ω) (see Ref. [R10] for a proof of these assertions).
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Inserting Eq. (2.46) into Eq. (2.32), we find that
jˆ
N
(r, ω) =
(
~ω
π
) 1
2
∫
dα σ
1
2 (α, ω)F(α, r, ω)gˆ(α, ω), (2.53)
where we have introduced the new variables
gˆ(α, ω) =
∫
d3rF∗(α, r, ω) · fˆ(r, ω) , (2.54)
referred to as the natural variables in the following. Needless to say that
they are again of bosonic type,[
gˆ(α, ω), gˆ†(α′, ω′)
]
= δ(α− α′)δ(ω − ω′). (2.55)
Since the transformation (2.54) does not mix different ω components, the
Hamiltonian (2.30) is still diagonal when expressed in terms of the natural
variables,
Hˆ =
∫ ∞
0
dω ~ω
∫
dα gˆ†(α, ω)gˆ(α, ω), (2.56)
as can be easily seen by inverting Eq. (2.54),
fˆ(r, ω) =
∫
dαF(α, r, ω)gˆ(α, ω), (2.57)
and combining with Eq. (2.30), on recalling Eq. (2.44).
Let us organize the set of eigenfunctions F(α, r, ω) into (a discrete number
of) subsets labeled by λ (λ = 1, 2, . . . ,Λ). With the notation α 7→ (λ, β),
Eq. (2.57) then reads
fˆ(r, ω) =
∑
λ
fˆλ(r, ω), (2.58)
where
fˆλ(r, ω) =
∫
dβ Fλ(β, r, ω)gˆλ(β, ω). (2.59)
The operators associated with the integral kernels
Pλ(r, r
′, ω) =
∫
dβ Fλ(β, r, ω)F
∗
λ(β, r
′, ω) (2.60)
form a complete set of orthogonal projectors. Obviously, these projectors and
the operators associated with σ(r, r′, ω) andK (r, r′, ω) as given by Eq. (2.46)
are commuting quantities. It is not difficult to see that the variables
fˆλ(r, ω) =
∫
d3r′Pλ(r, r
′, ω) · fˆ(r′, ω) =
∫
dβ Fλ(β, r, ω)gˆλ(β, ω), (2.61)
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referred to as projective variables in the following, obey the non-bosonic
commutation relation[
fˆλ(r, ω), fˆ
†
λ′(r
′, ω′)
]
= δλλ′δ(ω − ω′)Pλ(r, r′, ω), (2.62)
and the Hamiltonian (2.30) expressed in terms of the projective variables
reads as
Hˆ =
∑
λ
∫ ∞
0
dω ~ω
∫
d3r fˆ †λ(r, ω) · fˆλ(r, ω). (2.63)
From Eqs.(2.62) and (2.63) it then follows that
[
fˆλ(r, ω), Hˆ
]
= ~ω
∫
d3r′Pλ(r, r
′, ω) · fˆλ(r′, ω)
= ~ω fˆλ(r, ω). (2.64)
Inserting Eq. (2.58) in Eq. (2.32), we obtain
jˆ
N
(r, ω) =
∑
λ
jˆ
Nλ
(r, ω), (2.65)
where the jˆ
Nλ
(r, ω) are given by
jˆ
Nλ
(r, ω) =
(
~ω
π
) 1
2
∫
d3r′K λ(r, r
′, ω) · fˆλ(r′, ω), (2.66)
with
K λ(r, r
′, ω) =
∫
d3sPλ(r, s, ω) ·K (s, r′, ω) =
∫
d3sK (r, s, ω) ·Pλ(s, r′, ω).
(2.67)
Recalling Eq. (2.62), we can easily see that
[ˆ
j
Nλ
(r, ω), jˆ†Nλ′(r
′, ω′)
]
=
~ω
π
δλλ′δ(ω − ω′)σλ(r, r′, ω), (2.68)
where σλ(r, r
′, ω) is defined by the equation obtained from Eq. (2.67) by
formally replacingK λ with σλ andK with σ . Summation of Eq. (2.68) over
λ and λ′ leads back to Eq. (2.25), so that the two equations are equivalent.
At this stage, we observe that there is the option to base the quantiza-
tion scheme directly on Eqs. (2.63), (2.65), and (2.66), regarding the variables
fˆλ(r, ω) and fˆ
†
λ(r, ω) as the basic dynamical variables of the theory and as-
signing to them bosonic commutation relations[
fˆλ(r, ω), fˆ
†
λ′(r
′, ω′)
]
= δλλ′δ(ω − ω′)I δ(r− r′) (2.69)
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in place of Eq. (2.62). Note that, in so doing, back reference from the vari-
ables fˆλ(r, ω) to the original variables fˆ(r, ω) is not possible anymore. As
can be seen from Eqs. (2.66) and (2.67), Eq. (2.68) is satisfied also when
the fˆλ(r, ω) and fˆ
†
λ(r, ω) are considered as bosonic variables, from which it
follows [via Eq. (2.65)] that Eq. (2.25) also still holds and, as before, this im-
plies that the correct electromagnetic-field commutation relations hold. The
second line of Eq. (2.64) remains of course also true so that the correct time
evolution is ensured as well.
Since the state space attributed to the bosonic variables fˆλ(r, ω) and
fˆ †λ(r, ω) is, in general, different from the state space attributed to the orig-
inal variables fˆ(r, ω) and fˆ †(r, ω) [or, equivalently, attributed to gˆλ(β, ω)
and gˆ†λ(β, ω)], the allowable states must be restricted, by ruling out certain
coherent superpositions of states in the sense of a super-selection rule. In
App. A.5, we show that the condition imposed on the states may be de-
scribed by means of a set of projectors Pˆλ such that the allowable states |ψ〉
can be characterized by
Pˆλ |ψ〉 = |ψ〉 ∀λ, (2.70)
where the action of the projectors Pˆλ in state space is closely related to the
action of the projectors associated with the kernels (2.60) in position space.
As a result, if the total Hamiltonian Hˆtot composed of the Hamiltonian (2.63)
and possible interaction terms (in the case where additional, active sources
are present) commutes with all of the projectors Pˆλ,[
Pˆλ, Hˆtot
]
= 0 ∀λ, (2.71)
then allowable states remain allowable in the course of time, and the option of
treating the fˆλ(r, ω) and fˆ
†
λ(r, ω) as bosonic variables can be safely exercised.
Clearly, all the observables of interest should then also commute with the Pˆλ
so that no transition matrix elements between states belonging to different
subspaces, i.e., between spaces attributed to different λ values, can ever come
into play.
One can also consider decompositions of jˆ
N
(r, ω), where in place of the
jˆ
Nλ
(r, ω) introduced above other quantities JˆNλ(r, ω) subject to the condition∑
λ
JˆNλ(r, ω) =
∑
λ
jˆ
Nλ
(r, ω) (2.72)
are introduced, whose commutation relations may be quite different from
those of the jˆ
Nλ
(r, ω). Obviously, the total noise current density jˆ
N
(r, ω) as
CHAPTER 2. QED IN LINEARLY RESPONDING MEDIA 23
given by Eq. (2.65) and the commutation relation (2.25) are not changed by
such a transformation, briefly referred to as gauge transformation in the fol-
lowing. Moreover, since, with regard to Eq. (2.25), only the sum of the com-
mutators [JˆNλ(r, ω), Jˆ
†
Nλ′(r
′, ω′)] over all λ and λ′ is relevant, every chosen set
of (algebraically consistent) commutators [JˆNλ(r, ω), Jˆ
†
Nλ′(r
′, ω′)] which leads
to Eq. (2.25) yields, in principle, a consistent quantization scheme in its own
right. A ‘substructure below’ Eq. (2.25) can hence be introduced with some
arbitrariness, but since the various available alternatives are not necessarily
equivalent to each other, a specific one should not be favored in the absence
of good (physical) motivation. In contrast, if the observables of interest—
including the Hamiltonian—can be viewed as functionals of jˆ
N
(r, ω) [rather
than of the individual JˆNλ(r, ω)], Eqs. (2.25) and (2.27) can be regarded, in
view of the fluctuation-dissipation theorem(s) (see, e.g., Ref. [34]), as being
unique, and hence, as invariable fundament of the theory.
From the above, it may be reasonable to widen the notion of projective
variables as follows. If, for a chosen (physically motivated) decomposition of
the noise current density, it is possible to relate (linearly) the JˆNλ(r, ω) in
Eq. (2.72) to (new) variables fˆλ(r, ω) such that, upon considering the latter
as bosonic variables, the validity of the basic equations (2.25) and (2.26) is
ensured, then the specific quantization scheme so obtained may be regarded
as arising from the general quantization scheme by excluding certain types
of (superposition) states from state space, and restricting the dynamics (as
well as the allowable observables) accordingly. The fˆλ(r, ω) may then be seen
as projective variables in a wider sense.
2.4 Different Classes of Media
We proceed to show that rather different classes of media (usually studied
separately) fit into the general quantization scheme developed in Sec. 2.2.
The main task to be performed is the solution of the eigenvalue problem
(2.42), which requires knowledge of σ(r, r′, ω) for the specific medium under
consideration. In two limiting cases, the exact solution to Eq. (2.42) can be
given straightforwardly, namely, in the case of an inhomogeneous medium
without spatial dispersion and in the case of a homogeneous medium that
shows spatial dispersion. Let us, therefore, first examine these two cases in
detail before considering more general situations.
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2.4.1 Spatially Non-Dispersive Inhomogeneous Media
The complete neglect of spatial dispersion means to regard the medium re-
sponse, i.e., Q(r, r′, ω), as being strictly local. If this is assumed, we have
σ(r, r′, ω) = σ(r, ω)δ(r− r′), (2.73)
where σ(r, ω) can be written in diagonal form as
σ(r, ω) =
3∑
i=1
σi(r, ω) ei(r, ω)e
∗
i (r, ω), (2.74)
with ei(r, ω) (i = 1, 2, 3) being orthogonal unit vectors. Hence, the eigen-
values σ(α, ω) and eigenfunctions F(α, r, ω) of the operator associated with
σ(r, r′, ω) read [α 7→ (i, s)] σi(s, ω) and
Fi(s, r, ω) = ei(s, ω)δ(s− r), (2.75)
respectively. Equation (2.46) then becomes
K (r, r′, ω) = K (r, ω)δ(r− r′), (2.76)
where
K (r, ω) =
3∑
i=1
σ
1/2
i (r, ω) ei(r, ω)e
∗
i (r, ω), (2.77)
and Eq. (2.32) takes the form
jˆ
N
(r, ω) =
(
~ω
π
) 1
2
K (r, ω) · fˆ(r, ω), (2.78)
which just yields the well-known quantization scheme for a locally respond-
ing, possibly anisotropic dielectric material [43,44], upon identifying σ(r, ω)
=ε0ω Imχ(r, ω), with χ(r, ω) being the (local) dielectric susceptibility tensor
[cf. Eq. (2.29)]. The natural variables gˆi(r, ω) are here simply the components
of fˆ(r, ω) along the principal axes of the medium, which may in general vary
with position and frequency,
gˆi(r, ω) = e
∗
i (r, ω) · fˆ(r, ω), (2.79)
fˆ(r, ω) =
3∑
i=1
ei(r, ω)gˆi(r, ω). (2.80)
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It is worth noting that the concept of principal axes of an absorbing
medium is ambiguous in general, since two sets of principal axes—defined
by either the orthogonal eigenvectors of the real part or those of the imag-
inary part of the (local) conductivity tensor—can be considered. Conven-
tionally, the principal axes are discussed only for (spatially non-dispersive)
anisotropic dielectrics with negligible absorption (see, e.g., Ref. [47]). Recall-
ing Eq. (2.29), we can conclude that the ‘conventional’ set of orthogonal axes
is the one obtained from the eigenvectors of the imaginary part of the (lo-
cal) conductivity tensor, whereas the ei(r, ω) introduced in Eq. (2.74) refer
to the real part. The two sets of principal axes cannot in general be cho-
sen to agree, but they can in the particular case where their dependence on
frequency (called dispersion of the axes) may be ignored, as may be shown
using the Kramers-Kronig relations. According to Ref. [47], dispersion of the
axes can exist in a (crystalline) medium only if its symmetry, on microscopic
scales, does not determine a preferential orthogonal triplet of directions.
Identifying the index λ introduced in Eq. (2.58) with i and assuming that
σi(r, ω) 6=σi′(r, ω) for i 6= i′, one can define, according to Eq. (2.60), the three
projection kernels
P i(r, r
′, ω) = ei(r, ω)e
∗
i (r
′, ω)δ(r− r′) (2.81)
which, according to Eq. (2.61), give rise to three sets of projective variables,
fˆi(r, ω) = ei(r, ω)gˆi(r, ω). (2.82)
As long as the projective variables are not coupled to each other—which is
obviously the case for the ‘free’ system governed by the Hamiltonian (2.64)—
they can be regarded as being of bosonic type. In this case, instead of using
the original set of bosonic variables fˆ(r, ω) and fˆ †(r, ω), one can use three sets
of bosonic variables fˆi(r, ω) and fˆ
†
i (r, ω) associated with the three principal
axes of the dielectric medium at each space point.
If two of the three eigenvalues σi(r, ω) coincide (uniaxial medium), the
two corresponding projection kernels P i(r, r
′, ω) should be combined into one
projector (projecting on the plane perpendicular to the distinguished axis of
the medium), thereby reducing the number of sets of projective variables to
two. Clearly, if the three eigenvalues σi(r, ω) all coincide (isotropic medium),
the three projection kernels P i(r, r
′, ω) should be combined to give the unit
kernel I δ(r− r′
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2.4.2 Spatially Dispersive Homogeneous Media
In the limiting case of an (infinitely extended) homogeneous medium,
Q (r, r′, ω) is translationally invariant, i.e., it is a function of the differ-
ence r−r′, and so is then σ(r, r′, ω). We may therefore represent it as the
spatial Fourier transform
σ(r, r′, ω) =
1
(2π)3
∫
d3kσ(k, ω)eik·(r−r
′), (2.83)
where
σ(k, ω) =
3∑
i=1
σi(k, ω) ei(k, ω)e
∗
i (k, ω), (2.84)
with ei(k, ω) (i= 1, 2, 3) being orthogonal unit vectors. Consequently, the
eigenvalues σ(α, ω) and eigenfunctions F(α, r, ω) of the operator associated
with σ(r, r′, ω) are [α 7→ (i,k)] σi(k, ω) and
Fi(k, r, ω) = (2π)
−3/2eik·rei(k, ω), (2.85)
respectively, and Eq. (2.46) reads
K (r, r′, ω) =
1
(2π)3
∫
d3kK (k, ω)eik·(r−r
′), (2.86)
where
K (k, ω) =
3∑
i=1
σ
1/2
i (k, ω) ei(k, ω)e
∗
i (k, ω). (2.87)
Combination of Eqs. (2.32), (2.86), and (2.87) then yields
j
N
(r, ω) =
(
~ω
π
) 1
2 1
(2π)3/2
3∑
i=1
∫
d3k eik·rσ
1/2
i (k, ω)ei(k, ω)gˆi(k, ω), (2.88)
where the natural variables gˆi(k, ω) are related to the spatial Fourier com-
ponents of fˆ(r, ω) as
gˆi(k, ω) =
1
(2π)3/2
∫
d3r e−ik·r e∗i (k, ω) · fˆ(r, ω). (2.89)
On the basis of the three unit vectors ei(k, ω), three (different) projection
kernels can be introduced,
P i(r, r
′, ω) =
1
(2π)3
∫
d3k ei(k, ω)e
∗
i (k, ω) e
ik·(r−r′), (2.90)
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provided that σi(k, ω) 6=σi′(k, ω) for i 6= i′.
Let us consider the particular case of isotropic media without optical
activity in more detail. In this situation, the diagonal form of the tensor
σ(k, ω) reads (see Ref. [31])
σ(k, ω) = σ‖(k, ω)
kk
k2
+ σ⊥(k, ω)
(
I − kk
k2
)
, (2.91)
i.e., σ1(k, ω) = σ‖(k, ω) and σ2(k, ω) = σ3(k, ω) = σ⊥(k, ω) 6= σ‖(k, ω), which
implies that K (k, ω), Eq. (2.87), takes the form
K (k, ω) = σ
1/2
‖ (k, ω)
kk
k2
+ σ
1/2
⊥ (k, ω)
(
I − kk
k2
)
. (2.92)
Thus, the longitudinal and transverse tensorial δ-functions given in Eqs.
(2.37) and (2.38) respectively, can be taken as projection kernels,
P ‖(⊥)(r, r
′, ω) =∆‖(⊥)(r− r′), (2.93)
which may be used to introduce, according to Eq. (2.61), the projective
variables
fˆ‖(⊥)(r, ω) =
∫
d3s∆‖(⊥)(r− s) · fˆ(s, ω). (2.94)
Unitarily Equivalent Formulation
As already pointed out in Sec. 2.3, the integral kernelK (r, r′, ω) in Eq. (2.32)
is not uniquely determined by Eq. (2.33), since any other kernelK ′(r, r′, ω) of
the form (2.47) [together with Eq. (2.49)] is also an allowed kernel. To illus-
trate this for the isotropic medium under study, we first note that Eq. (2.91)
may be equivalently rewritten as
σ(k, ω) = σ‖(k, ω)I − k× γ(k, ω)I × k, (2.95)
where
γ(k, ω) = [σ⊥(k, ω)− σ‖(k, ω)]/k2. (2.96)
Since (for real ω) σ‖(k, ω) and σ⊥(k, ω) are both real and positive [in accor-
dance with the requirement that σ(r, r′, ω) be the integral kernel of a positive
definite operator], γ(k, ω) is real but its sign is not determined by this re-
quirement. However, if γ(k, ω) is required here and below to be positive
throughout, then
K ′(k, ω) = σ
1/2
‖ (k, ω)I ± γ1/2(k, ω)k× I (2.97)
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obeys the equation
K ′(k, ω) ·K ′+(k, ω) = σ(k, ω). (2.98)
Moreover, it can be shown that K ′(k, ω) can be represented in the form
K ′(k, ω) = K (k, ω) ·V (k, ω), (2.99)
with
V (k, ω) =
kk
k2
+σ
1/2
‖ (k, ω)σ
−1/2
⊥ (k, ω)
(
I − kk
k2
)
±γ1/2(k, ω)σ−1/2⊥ (k, ω)k×I
(2.100)
[V −1(k, ω)=V +(k, ω)]. Hence,K ′(k, ω) also yields, according to Eq. (2.86),
a valid integral kernel K ′(r, r′, ω),
K ′(r, r′, ω) =
1
(2π)3
∫
d3kK ′(k, ω)eik·(r−r
′), (2.101)
which is related to the integral kernel K (r, r′, ω) according to Eq. (2.47),
where
V (r, r′, ω) =
1
(2π)3
∫
d3kV (k, ω)eik·(r−r
′), (2.102)
with the associated operator being unitary. We thus see that the two formu-
lations of the theory based on K (r, r′, ω) and K ′(r, r′, ω), respectively, are
unitarily equivalent. Note thatK ′(k, ω) 6=K ′+(k, ω), so that the operator as-
sociated with the integral kernel K ′(r, r′, ω) is non-Hermitian. Since the op-
erators associated with K ′(r, r′, ω) [as well as V (r, r′, ω)] and P ‖(⊥)(r, r
′, ω)
commute, the same projectors may be employed in the two formulations of
the theory to introduce projective variables according to Eq. (2.94).
Local Limit: Magnetodielectric Media
Now let us suppose that σ‖(k, ω) and γ(k, ω) in Eq. (2.95) are sufficiently
slowly varying functions of k, with well-defined and unique long-wavelength
limits limk→0σ‖(k, ω)=σ‖(ω)> 0 and limk→0 γ(k, ω)= γ(ω)> 0, so that they
may be approximated by these limits under the integral in Eq. (2.83) to
obtain
σ(r, r′, ω) = σ‖(ω)I δ(r− r′)− γ(ω)∇× [I δ(r− r′)]×
←
∇
′. (2.103)
It should be pointed out that in the limiting case given by Eq. (2.103) the
positive definiteness of the operator associated with σ(r, r′, ω) already implies
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that γ(ω) must be positive, γ(ω)>0; in the general case as given by Eq. (2.83)
together with Eqs. (2.95) and (2.96), the positive definiteness of σ(r, r′, ω)
does not automatically restrict γ(k, ω) to positive values.
In order to see to what type of medium this σ(r, r′, ω) corresponds, we
have to find from Eq. (2.103) the full conductivity tensor Q(r, r′, ω), which is
uniquely possible since Eqs. (2.10) and (2.11) are Hilbert transforms of each
other (cf. Sec. 2.2). The full conductivity tensor corresponding to Eq. (2.103)
is thus of the form
Q(r, r′, ω) = Q(1)(ω)I δ(r− r′)−Q(2)(ω)∇× [I δ(r− r′)]×
←
∇
′, (2.104)
where Q(1)(ω) andQ(2)(ω) are (Fourier-transformed) response functions, both
of which are determined by their respective real parts σ‖(ω) and γ(ω). In-
serting Eq. (2.104) into Eq. (2.8) and comparing with
jˆ(r, ω) = −iε0ω [ε(ω)− 1]Eˆ(r, ω) + κ0∇× {[1− κ(ω)]Bˆ(r, ω)}+ jˆN(r, ω)
(2.105)
[Bˆ(r, ω) = (iω)−1∇ × Eˆ(r, ω)], which is the well-known description of a lo-
cally responding (homogeneous) magnetodielectric medium, we can make the
identifications
Q(1)(ω) = −iε0ω [ε(ω)− 1] (2.106)
and
Q(2)(ω) = −iκ0[1− κ(ω)]/ω, (2.107)
where ε(ω) is the permittivity and µ(ω)=κ−1(ω) the (paramagnetic) perme-
ability of the medium (µ0=κ
−1
0 ). For real ω, we thus obtain
σ‖(ω) = ε0ω Im ε(ω) (2.108)
and
γ(ω) = −κ0Imκ(ω)/ω. (2.109)
Note that, because of γ(ω)> 0, from Eq. (2.109) it follows that Imκ(ω)< 0
for ω>0, from which it can be shown that µ(ω→0)> 1.
At first glance, one might believe (erroneously) that not only paramag-
netic [µ(ω→0)>1] but also diamagnetic [µ(ω→0)<1] features of a medium
(or the combined effect of both) can be consistently described by means of
the magnetic permeability µ(ω) which is included, as seen above, in the ba-
sic linear-response constitutive relation (2.8). However, since diamagnetism
is basically a nonlinear effect (as the underlying microscopic Hamiltonian is
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quadratic in the magnetic induction field), it is beyond the scope of linear re-
sponse theory. If it is desired to include diamagnetic media in the framework
of linear electrodynamics nevertheless, one can regard the magnetic field on
which the diamagnetic susceptibility depends as being (the mean value of) an
externally controlled field independent of the dynamical variables. Note that
the Onsager reciprocity theorem needs to be stated in its generalized form in
this case, see Refs. [31, 34]. For a more satisfactory account of diamagnetic
media, one should, however, resort to a non-linear response formalism, or to
a more microscopic theory.
An obvious solution to Eq. (2.33) with σ(r, r′, ω) given by Eq. (2.103) is
provided by
K ′(r, r′, ω) = σ
1/2
‖ (ω)I δ(r− r′)∓ iγ1/2(ω)∇× I δ(r− r′), (2.110)
which corresponds to the kernel (2.101) [together with Eq. (2.97)] when,
for an isotropic medium, σ‖(k, ω) and γ(k, ω) are approximated by σ‖(ω)
and γ(ω), respectively. The kernel (2.101) [together with Eq. (2.97)] fits
well here since it depends in a particularly simple way on those quantities
that we have assumed to approach well-defined limits in the derivation that
led to Eq. (2.103), a property which can be attributed to the responsible
transformation (2.102) [together with (2.100)]. In contrast, the kernel ob-
tained directly from Eq. (2.86) [together with Eq. (2.92)], by first eliminating
σ⊥(k, ω) by means of Eq. (2.96) and then approximating σ‖(k, ω) 7→ σ‖(ω)
and γ(k, ω) 7→γ(ω), is not unitarily equivalent to Eq. (2.110), as it does not
lead to Eq. (2.103) when inserted in Eq. (2.33); it corresponds to a different
medium.
Substituting for K (r, r′, ω) in Eq. (2.32) K ′(r, r′, ω) as given by Eq.
(2.110) [together with Eqs. (2.108) and (2.109)], we may explicitly express the
noise current density in terms of the bosonic dynamical variables to obtain
jˆ
N
(r, ω) =
(
~ε0
π
) 1
2 √
ω2Im ε(ω) fˆ(r, ω)∓i
(
~κ0
π
) 1
2
∇×[√−Im κ(ω) fˆ(r, ω)].
(2.111)
Since the operators associated with the projection kernels (2.93) commute
with the operators associated with Eqs. (2.110) and (2.103), one may intro-
duce the projective variables fˆ‖(⊥)(r, ω) defined by Eq. (2.94), which corre-
sponds to a decomposition of jˆ
N
(r, ω) into longitudinal and transverse parts,
jˆ
N
(r, ω) = jˆ
N‖
(r, ω) + jˆ
N⊥
(r, ω), (2.112)
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where
jˆ
N‖
(r, ω) =
(
~ε0
π
) 1
2 √
ω2Im ε(ω) fˆ‖(r, ω), (2.113)
jˆ
N⊥
(r, ω) =
(
~ε0
π
) 1
2 √
ω2Im ε(ω) fˆ⊥(r, ω)
∓ i
(
~κ0
π
) 1
2
∇× [√−Im κ(ω) fˆ⊥(r, ω)]. (2.114)
Making use of Eq. (2.61) and identifying therein the projection kernels
Pλ (r,r
′,ω) with∆‖(⊥)(r− r′), one may then proceed as described in Sec. 2.3
and regard the projective variables fˆ‖(r, ω) and fˆ⊥(r, ω) as being two inde-
pendent sets of bosonic variables.
Let us briefly make contact with the quantization scheme described in
Refs. [43, 45], where jˆ
N
(r, ω) is decomposed according to
jˆ
N
(r, ω) = JˆNe(r, ω) + JˆNm(r, ω), (2.115)
with
JˆNe(r, ω) =
(
~ε0
π
) 1
2 √
ω2Im ε(ω) fˆe(r, ω), (2.116)
JˆNm(r, ω) = ∓i
(
~κ0
π
) 1
2
∇× [√−Im κ(ω) fˆm(r, ω)]. (2.117)
The connection between Eqs. (2.112)–(2.114) and Eqs. (2.115)–(2.117) is
given by a gauge transformation (cf. Sec. 2.3), which effectively redistributes
the first term of Eq. (2.114). It is not difficult to prove that the total noise
current density as given by Eq. (2.115) satisfies the correct commutation
relation (2.25) [with σ(r, r′, ω) from Eq. (2.103) together with Eqs. (2.108)
and (2.109)] if fˆe(r, ω) and fˆm(r, ω) are regarded as two independent sets
of bosonic variables. Since JˆNe(r, ω) and JˆNm(r, ω) can be linearly related
to jˆ
N‖
(r, ω) and jˆ
N⊥
(r, ω) and thus to jˆ
N
(r, ω), the variables fˆe(r, ω) and
fˆm(r, ω) may be viewed as projective variables in the sense outlined at the
end of Sec. 2.3. Since Eq. (2.115) [with Eqs. (2.116) and (2.117)] is a sep-
aration of the noise current density into a part attributed to a dielectric
polarization and a part attributed to a (paramagnetic) magnetization, the
quantization scheme based on Eqs. (2.115)–(2.117), with fˆe(r, ω) and fˆm(r, ω)
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being bosonic variables, may be thought of as following from the general
quantization scheme in the case where magneto-electric crossing effects can
be a priori excluded from consideration.
Local Limit: Other Kinds of Media
The transition to the local limit is not a unique procedure in general. Various
kinds of locally responding (homogeneous) media, including non-isotropic
ones, may therefore be derived as limiting cases from Eq. (2.83). To illustrate
this, let us represent σ(k, ω) as given in Eq. (2.84) in a different orthonormal
basis, where the new expansion will be non-diagonal in general,
σ(k, ω) =
3∑
i,j=1
σ˜ij(k, ω) e˜i(k, ω)e˜
∗
j(k, ω). (2.118)
The new basis vectors e˜i(k, ω) are related to the ones appearing in Eq. (2.84)
by a unitary transformation,
e˜i(k, ω) =
3∑
k=1
Uik(k, ω)ek(k, ω), (2.119)
Uik(k, ω) = e˜i(k, ω) · e∗k(k, ω). (2.120)
We may always choose the e˜i(k, ω) so that they are independent of k,
e˜i(k, ω) 7→ e˜i(ω). If this choice can be made such that the new expansion
coefficients,
σ˜ij(k, ω) =
3∑
k,l=1
U∗ik(k, ω)σkl(k, ω)Ujl(k, ω), (2.121)
may be approximately replaced under the k-integral according to
σ˜ij(k, ω) 7→ σ˜ij(k→0, ω) ≡ σ˜ij(ω) (2.122)
when Eq. (2.118) is inserted in Eq. (2.83), then in this way the type of locally
responding (homogeneous) anisotropic medium defined by Eq. (2.73) is re-
covered. [Equation (2.74) is then obtained by diagonalizing σ˜ij(ω) by means
of yet another (k-independent) unitary transformation.] Similarly, if the ap-
proximation (2.122) is generalized to include further terms of an (assumed)
expansion of σ˜ij(k, ω) at k=0, then quasi-local approximations of Eq. (2.83)
are generated, by inserting the truncated expansion into Eq. (2.83) and in-
tegrating term by term to yield a linear combination of various derivatives
CHAPTER 2. QED IN LINEARLY RESPONDING MEDIA 33
of δ-functions. In pursuing such approximation procedures—whose validity
has to be examined in each case and which depends crucially on the choice
of the transformation (2.119) and (2.120) (i.e., on the choice of the new basis
vectors)—it must be kept in mind that any approximate form of σ(r, r′, ω)
so derived has to conform to all the general requirements on Q(r, r′, ω).
In this context, let us address so-called bi-anisotropic media—the most
general kind of locally responding linear media. From the above, such a
medium may be viewed as corresponding to a quasi-local approximation
of σ(r, r′, ω) [and hence of Q(r, r′, ω)] that incorporates derivatives of δ-
functions up to second order. In fact, the constitutive relations, which in
classical electrodynamics, for homogeneous bi-anisotropic media, are typi-
cally given in a form such as (see, e.g., Refs. [31, 48])
P(r, ω) = ξPE(ω) · E(r, ω) + ξPB(ω) ·B(r, ω), (2.123)
M(r, ω) = ξME(ω) · E(r, ω) + ξMB(ω) ·B(r, ω), (2.124)
with P(r, ω) and M(r, ω), respectively, being the polarization and magneti-
zation fields in the frequency domain, may be equivalently given in the form
of the first term of Eq. (2.8), where the appropriate conductivity tensor reads
Q(r, r′, ω) = −iωξPE(ω)δ(r− r′) + [ξPB(ω)δ(r− r′)]×
←
∇
′
+∇× [ξME(ω)δ(r− r′)]− (iω)−1∇× [ξMB(ω)δ(r− r′)]×
←
∇
′, (2.125)
and the polarization and magnetization current densities in the frequency do-
main, −iωP(r, ω) and ∇×M(r, ω), respectively, are combined into j(r, ω).
It is not difficult to prove that the validity of the reciprocity property of
Q(r, r′, ω) as given in Eq. (2.125) is equivalent to the validity of the transpo-
sition relations ξPE(ω)=ξPE
T (ω), ξMB(ω)=ξMB
T (ω), and ξME(ω)=−ξPBT (ω).
If the last (magnetic-like) term on the right-hand side of Eq. (2.125)
can be omitted, then one can entirely drop Eq. (2.124) and change instead
Eq. (2.123) so as to read
P(r, ω) = ξPE(ω) · E(r, ω) +
1
iω
{
ξPB(ω) · [∇×E(r, ω)]
−∇× [ξME(ω) · E(r, ω)]
}
. (2.126)
Introducing a third-rank tensor with Cartesian components (antisymmetric
in the first two indices)
ζijk(ω) = (iω)
−1[ξPB il(ω) ǫjlk + ξME lj(ω) ǫilk] (2.127)
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(ǫjlk, Levi-Civita permutation symbol; summation over indices occurring
twice is understood), we may rewrite Eq. (2.126) as
P i(r, ω) = ξPE ij Ej(r, ω) + ζijk(ω)∂kEj(r, ω), (2.128)
which exactly corresponds to the standard form commonly used (see, e.g.,
Ref. [49]).
2.4.3 Spatially Dispersive Inhomogeneous Media
As already mentioned, knowledge of the medium properties, i.e., of σ(r, r′, ω),
is required in order to solve the eigenvalue problem (2.42) and to perform
explicitly the quantization of the medium-assisted electromagnetic field—a
task which, in general, cannot be accomplished in closed form. Nevertheless,
to provide some analytical insight into the problem, let us consider media
that combine the features of the media considered in Secs. 2.4.1 and 2.4.2 in
an approximate fashion.
Model
We assume that the medium permits one to clearly distinguish between the
length scales associated with spatial dispersion and inhomogeneity, with the
former scale being sufficiently small as compared with the latter one. In this
case, the medium can be regarded as having locally the properties of bulk
material, and σ(r, r′, ω) may be approximated as
σ(r, r′, ω) =
1
Ω
∑
L
3∑
i=1
∑
k
σiLk(ω)e
ik·(r−r′)θL(r)θL(r
′) eiLk(ω)e
∗
iLk(ω),
(2.129)
from which the eigenfunctions of the associated operator are seen to be
FiLk(r, ω) = Ω
−1/2θL(r) e
ik·reiLk(ω). (2.130)
Here the medium is thought of as being divided into unit cells of volume Ω
which form a Bravais-type lattice, the cut-off function θL(r) is unity if r is in
the cell of lattice vector L and zero otherwise, eiLk(ω) are, for chosen L, k,
and ω, a triplet (i= 1, 2, 3) of orthogonal unit vectors, and the wave vector
k runs over the reciprocal lattice. Note that, for each cell L,
σLk(ω) =
3∑
i=1
σiLk(ω)eiLk(ω)e
∗
iLk(ω) (2.131)
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corresponds to the diagonal form in the (k, ω) domain of σ(r, r′, ω) for bulk
material [cf. Eq. (2.84)].
The main features of σ(r, r′, ω) as given in Eq. (2.129) can be summa-
rized as follows. (i) σ(r, r′, ω) is zero whenever r and r′ are not in the same
cell, so that Ω1/3 determines the length scale on which spatial dispersion is
at most observed. (ii) The dependence on L of σLk(ω) [Eq. (2.131)] for an
inhomogeneous medium introduces an L-dependence into Eq. (2.129) which
should be sufficiently weak, so that noticeable violations of the translational
invariance of σ(r, r′, ω) may occur only on a length scale that is large com-
pared with Ω1/3. Needless to say that the main features do not essentially
change if θL(r) is replaced with another—but qualitatively similar—cut-off
function.
Let us denote by L(r) the particular lattice vector whose cell contains the
point r, so that L(r) plays the role of a coarse-grained position variable. With
the notations θL(r)(r
′) 7→ θ[L(r), r′] and σL(r)k(ω) 7→ σk[L(r), ω], Eq. (2.129)
together with Eq. (2.131) can be rewritten as
σ(r, r′, ω) = θ[L(r′), r]σ[L(r′), r− r′, ω], (2.132)
with
σ[L(r′), r− r′, ω] = 1
Ω
∑
k
σk[L(r
′), ω]eik·(r−r
′). (2.133)
Note that for arbitrary (continuous) values s, the function θ(s, r) can be
regarded as being symmetric. Using Eq. (2.130), we find that Eq. (2.46)
takes the form
K (r, r′, ω) =
θ[L(r′), r]
Ω
∑
k
K k[L(r
′), ω]eik·(r−r
′), (2.134)
where
K k[L(r), ω] =
3∑
i=1
σ
1/2
ik [L(r), ω] eik[L(r), ω]e
∗
ik[L(r), ω] (2.135)
{σiL(r)k(ω) 7→ σik[L(r), ω], eiL(r)k(ω) 7→ eik[L(r), ω]}.
It can be shown that Eq. (2.132) [with Eq. (2.133)] indeed contains (and,
in a sense, interpolates) the two limiting cases studied in Secs. 2.4.1 and 2.4.2.
For the proof, we observe that in the case of negligible spatial dispersion, the
cell size can be shrunk to zero, Ω→ 0, so that the lattice vectors take on
continuous values, L(r) → r. As the lattice becomes finer and finer, the
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reciprocal lattice becomes more and more coarse, and, for r and r′ unequal
but in the same cell, all the points of the reciprocal lattice with k 6= 0 give
rise to rapidly oscillating terms in Eq. (2.133). In the limit Ω→ 0, these
terms oscillate infinitely rapidly and average to zero (when applying the
operator associated with Eq. (2.132) [with Eq. (2.133)] to any reasonable
function), so that they may be set equal to zero. Taking also into account
that θ[L(r′), r]/Ω → δ(r − r′) in this limit, we see that Eq. (2.132) [with
Eq. (2.133)] indeed approaches Eq. (2.73) for vanishing spatial dispersion
[note the correspondences σik=0[L(r) = r, ω] = σi(r, ω) and eik=0[L(r) = r, ω]
= ei(r, ω)].
On the other hand, in the limiting case of an infinitely extended ho-
mogeneous medium, there is no L-dependence of the medium properties
so that we are free to increase the cell size indefinitely, Ω → ∞. Conse-
quently, we may let θ[L(r′), r]→ 1 in Eq. (2.132) and σk[L(r), ω]→ σ(k, ω),
Ω−1
∑
k
→ (2π)−3 ∫ d3k in Eq. (2.133), which reveals that Eq. (2.132) [with
Eq. (2.133)] approaches Eq. (2.83) as expected.
Magnetodielectric Media
To quantize the electromagnetic field in an inhomogeneous magnetodielectric
medium specified in terms of ε(r, ω) and κ(r, ω)= µ−1(r, ω), let us consider
a medium that is both sufficiently weakly inhomogeneous and sufficiently
weakly spatially dispersive, so that Ω in Eq. (2.133) can be chosen on a
scale intermediate between the scales of spatial dispersion and inhomogeneity.
We may then approximately let L(r) be a continuous variable, L(r)→r in
Eq. (2.132), and yet, at the same time, approximately treat the k-sum in
Eq. (2.133) as an integral, so that Eq. (2.132) [with Eq. (2.133)] approximates
to [θ[L(r′), r]→ θ(r′, r)]
σ(r, r′, ω) =
θ(r′, r)
(2π)3
∫
d3kσ(r′,k, ω)eik·(r−r
′). (2.136)
For a medium that is locally of the type described by Eq. (2.95), we may set
σ(r,k, ω) = σ‖(r, k, ω)I − k× γ(r, k, ω)I × k, (2.137)
where
γ(r, k, ω) = [σ⊥(r, k, ω)− σ‖(r, k, ω)]/k2 > 0. (2.138)
Assuming that in the k-integral in Eq. (2.136), σ‖(r, k, ω) and γ(r, k, ω) may
be approximated, respectively, by well-defined (and unique) long-wavelength
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limits σ‖(r, ω)= limk→0 σ‖(r, k, ω) and γ(r, ω)= limk→0 γ(r, k, ω), the cut-off
function θ(r′, r) has—due to the rapid oscillations of the exponential for large
|r − r′|—no effect [with regard to an application of the operator associated
with σ(r, r′, ω) from Eq. (2.136)] and can be dropped, and we obtain, as a
generalization of Eq. (2.103),
σ(r, r′, ω) = σ‖(r
′, ω)I δ(r− r′)−∇× [γ(r′, ω)I δ(r− r′)]×
←
∇
′. (2.139)
With the identifications
σ‖(r, ω) = ε0ω Im ε(r, ω), (2.140)
γ(r, ω) = −κ0Imκ(r, ω)/ω (2.141)
[cf. Eqs. (2.108) and (2.109)], Eqs. (2.104) and (2.105) generalize to
Q(r, r′, ω) = −iε0ω [ε(r′, ω)− 1]I δ(r− r′)
− 1
iω
∇× {κ0[1− κ(r′, ω)]I δ(r− r′)} ×
←
∇
′ (2.142)
and
jˆ(r, ω) = −iε0ω[ε(r, ω)−1]Eˆ(r, ω)+κ0∇×{[1−κ(r, ω)]Bˆ(r, ω)}+jˆN(r, ω),
(2.143)
respectively.
Unfortunately, Eq. (2.110) does not generalize to
K ′(r, r′, ω) = σ
1/2
‖ (r
′, ω)I δ(r−r′)∓ iγ1/2(r′, ω)∇×I δ(r−r′) (wrong!),
(2.144)
as could have been suspected. Indeed, straightforward calculation shows that,
for spatially varying permittivity and permeability, the kernel (2.144) does
not solve Eq. (2.33) [with σ(r, r′, ω) as given in Eq. (2.139)], which implies
that jˆ
N
(r, ω) cannot be related to the variables fˆ(r, ω) as in Eq. (2.111), with
ε(ω) and κ(ω) being simply replaced with their inhomogeneous counterparts
ε(r, ω) and κ(r, ω), respectively. In order to obtain an explicit expression
for the kernel K (r, r′, ω) required in Eq. (2.32), one has instead to return
to Eq. (2.33) and solve it with σ(r, r′, ω) from Eq. (2.139)—a problem that
is, however, very difficult to solve in general. Although this does not at all
limit the practical applicability of the theory [since all one typically has to
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know about K (r, r′, ω) is that it satisfies its defining equation (2.33) for the
chosen conductivity (2.142)], it may be useful to have at hand at least an
approximate form for weak inhomogeneity, such as (see Ref. [R10] for the
derivation)
K (r, r′, ω) = σ
1/2
‖ (ω)I δ(r− r′)∓ iγ1/2(ω)∇× I δ(r− r′)
+ 1
2
[σ‖(r, ω)−σ‖(ω)]M 0(r, r′, ω)+ 12∇×
{
[γ(r, ω)−γ(ω)]∇×M 0(r, r′, ω)
}
,
(2.145)
where
M 0(r, r
′, ω) = σ
−1/2
‖ (ω)I δ(r− r′)± iγ−1/2(ω)∇×m0(r, r′, ω)I
+ σ
−1/2
‖ (ω)∇×m0(r, r′, ω)I ×
←
∇
′, (2.146)
with m0(r, r
′, ω)= −(4π|r− r′|)−1 e−|r−r′|/α(ω), α(ω)= [γ(ω)/σ‖(ω)]1/2> 0. If
the lack of exact knowledge of K (r, r′, ω) really happens to be an obstacle
in an application, one can alternatively resort to the approach on the basis
of Eqs. (2.115)–(2.117), by simply replacing therein ε(ω) and κ(ω) by ε(r, ω)
and κ(r, ω), respectively.
2.5 Extension to Amplifying Media
While an unperturbed medium left to its own resources is absorbing in the
whole frequency range, a medium that has been brought out of equilibrium
may act, in a certain frequency range, as an amplifier until after some re-
laxation time it will have reached the equilibrium state again. However,
when—by implementation of a suitable energy supply mechanism—a medium
is pumped in such a way that an (externally controlled) quasi-stationary
regime is established and maintained for a sufficiently long time, one may
describe the effect of the amplifying medium by assigning to it a conduc-
tivity tensor and treat it in close analogy to the case of absorbing media.
The properties of such an amplifying medium are thereby regarded as be-
ing fixed—an assumption which is of course only justified in a time interval
within which significant changes of these properties can be ignored (for the
purpose at hand). Clearly, the conductivity tensor that describes the linear
response of an amplifying medium can be expected to have all the proper-
ties known from an absorbing medium, except that its real part is no longer
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the kernel of a positive-definite integral operator according to Eq. (2.12). In
the following we show that, under appropriate conditions, it is possible to
generalize the quantization scheme to allow also for amplifying media.
If, within some frequency interval, σ(r, r′, ω) does not correspond to a
positive definite integral operator so that the integral in the inequality (2.12)
becomes negative for suitably chosen (quadratically integrable) functions
v(r), linear amplification is possible in this frequency interval. It is not
difficult to prove that the equations given in Secs. 2.1 and 2.2 up to (and in-
cluding) Eq. (2.29) can be maintained even if the positivity condition (2.12)
is abandoned, provided that nevertheless (i) the Green tensor retains its
analytic properties and (ii) ρ(r, r′, ω) continues to exist (a detailed discus-
sion of these conditions is given below). However, if the condition (2.12) is
abandoned, it is no longer possible to put the Hamiltonian Eq. (2.27) in the
diagonal form (2.30) by use of the transformation (2.32) with fˆ(r, ω) being
a bosonic field. The reason is that Eq. (2.33) is inconsistent if σ(r, r′, ω) is
not the kernel of a positive definite integral operator, so that in this case no
valid kernel K (r, r′, ω) exists. Consequently, Eq. (2.30) would fail to be an
equivalent representation of Eq. (2.27), if fˆ(r, ω) were regarded as being a
bosonic field satisfying the commutation relation (2.31).
In order to include in the quantization scheme (linearly) amplifying media
nevertheless, we note that, although Eq. (2.33) cannot be satisfied anymore
so that Eqs. (2.30)–(2.31) do not apply either, Eqs. (2.42)–(2.45) remain
valid, with σ(α, ω) not being restricted to positive values anymore. Thus, we
may use Eqs. (2.42)–(2.44) to expand ρ(r, r′, ω) as
ρ(r, r′, ω) =
∫
dασ−1(α, ω)F(α, r, ω)F∗(α, r′, ω), (2.147)
which enables us to rewrite the Hamiltonian (2.27) as
Hˆ =
∫ ∞
0
dω ~ω
∫
dα sgn σ(α, ω)ˆ˜g†(α, ω)ˆ˜g(α, ω) (2.148)
where
ˆ˜g(α, ω) =
(
~ω
π
)− 1
2
|σ(α, ω)|− 12
∫
d3rF∗(α, r, ω) · jˆ
N
(r, ω). (2.149)
With the help of Eqs. (2.25), (2.42), and (2.44), it is not difficult to see that[
ˆ˜g(α, ω), ˆ˜g†(α′, ω′)
]
= sgn σ(α, ω) δ(α− α′)δ(ω − ω′). (2.150)
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The ˆ˜g(α, ω) may be viewed as generalizations of the natural variables con-
sidered in Sec. 2.3, as they coincide with the latter in the purely absorbing
case where sgn σ(α, ω)= 1. Inversion of Eq. (2.149) by means of Eq. (2.43)
yields
jˆ
N
(r, ω) =
(
~ω
π
) 1
2
∫
dα |σ(α, ω)| 12 F(α, r, ω)ˆ˜g(α, ω) (2.151)
as the generalization of Eq. (2.53).
The commutation relation (2.150) shows that ˆ˜g(α, ω) [ˆ˜g†(α, ω)] is a
bosonic annihilation (creation) operator for positive eigenvalues σ(α, ω)
whereas for negative ones, ˆ˜g(α, ω) [ˆ˜g†(α, ω)] is a creation (annihilation) op-
erator. It makes therefore sense to rename the operators according to this
behavior. Thus, denoting in each of the two cases sgnσ(α, ω) =±1 the re-
spective annihilation operator by bˆ(α, ω) and the respective creation operator
by bˆ†(α, ω), we can rewrite Eqs. (2.148), (2.150), and (2.151) as
Hˆ =
∫ ∞
0
dω
∫
(+)
dα ~ωbˆ†(α, ω)bˆ(α, ω)−
∫ ∞
0
dω
∫
(−)
dα ~ωbˆ(α, ω)bˆ†(α, ω),
(2.152)[
bˆ(α, ω), bˆ†(α′, ω′)
]
= δ(α− α′)δ(ω − ω′), (2.153)
and
jˆ
N
(r, ω) =
(
~ω
π
) 1
2
{ ∫
(+)
dασ
1
2 (α, ω)F(α, r, ω)bˆ(α, ω)
+
∫
(−)
dα [−σ(α, ω)] 12 F(α, r, ω)bˆ†(α, ω)
}
, (2.154)
respectively, where the notation
∫
(±)
dα · · · means that the integration ex-
tends over those values for which sgnσ(α, ω) =±1. Note that the ranges of
integration depend on the chosen frequency in general. It may be convenient
to change to normal order the second term in Eq. (2.152), bˆ(α, ω)bˆ†(α, ω)
7→ : bˆ(α, ω)bˆ†(α, ω) : = bˆ†(α, ω)bˆ(α, ω), i.e., to replace the Hamiltonian in
Eq. (2.152) with
Hˆ =
∫ ∞
0
dω ~ω
∫
dα sgn σ(α, ω)bˆ†(α, ω)bˆ(α, ω), (2.155)
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which differs from the Hamiltonian in Eq. (2.152) by an (infinite but) irrel-
evant c-number. Since the state space of the system is to be constructed by
means of the bosonic variables bˆ(α, ω) and bˆ†(α, ω), the use of Eq. (2.155)
in place of Eq. (2.152) is equivalent to a redefinition (renormalization) of
the zero of energy by the condition of absence of quanta (vacuum state). It
should be stressed that the temporal evolution of the variables bˆ(α, ω) and
bˆ†(α, ω) that follows from Eq. (2.155) [together with Eq. (2.153)] is sensitive
to the sign of σ(α, ω) in just such a way that Eq. (2.154) always represents
the positive-frequency part of the noise current density, as required.
From Eq. (2.155) it is seen that there is a continuum of negative energy
eigenvalues in the case of amplification, in addition to the positive-energy
continuum associated with absorption. Thus, the vacuum state can no longer
be said to be the ground state of the system—there is in fact no ground state
as the continuum stretches down to −∞. This somewhat unpleasant feature
is due to the fact that the pump mechanism which prepares the medium to
act, in some frequency interval, as an amplifier is not dynamically included in
the theory. Clearly, the approximation to treat the effect of pumping within
the framework of linear response theory breaks down when states with large
negative energies are significantly involved.
By means of the transformation
ˆ˜f(r, ω) =
∫
dαF(α, r, ω)ˆ˜g(α, ω)
=
∫
(+)
dαF(α, r, ω)bˆ(α, ω) +
∫
(−)
dαF(α, r, ω)bˆ†(α, ω), (2.156)
vectorial field variables ˆ˜f(r, ω) can be introduced, which can be viewed as
generalizations of the variables fˆ(r, ω) introduced in Eq. (2.32) for the case
of purely absorbing media. Employing Eq. (2.44) to invert (the first equa-
tion in) Eq. (2.156) and inserting the result in Eq. (2.151), we obtain the
generalization of Eq. (2.32) [fˆ(r, ω) 7→ ˆ˜f(r, ω)], from which we can read off,
by comparison with Eq. (2.32), the generalization of the kernel K (r, r′, ω),
in the form of its eigenfunction expansion. Not surprisingly, it is given by
Eq. (2.46) with σ(α, ω) being replaced by |σ(α, ω)|. (It is of course possible
to consider equivalent kernels just as in the case of purely absorbing media.)
Unfortunately, the variables
ˆ˜
f(r, ω) do not diagonalize the Hamiltonian in
general, and are thus less useful than in the case of purely absorbing media.
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From Eqs. (2.150) and (2.156), it follows that
[
ˆ˜
f(r, ω),
ˆ˜
f †(r′, ω′)] = δ(ω − ω′)
∫
dα sgn σ(α, ω)F(α, r, ω)F∗(α, r′, ω).
(2.157)
The integral appearing on the right-hand side is the kernel of a parity-type
operator, which reduces to the unit operator in the case of purely absorbing
media, as it should be [cf. Eqs. (2.31) and (2.43)].
A noteworthy simplification occurs if the medium response is strictly
local—an assumption that is typically made in the study of amplifying media.
In this case, the
ˆ˜
f(r, ω) are related to the ˆ˜g(α, ω) [α 7→ (i, r)] in a very simple
way just as in the case of purely absorbing media that respond locally [since
the eigenfunctions F(α, r, ω) are spatially localized in this case, see Sec. 2.4.1].
Focusing, for simplicity, on isotropic media, we may then rewrite Eqs. (2.151)
and (2.148), respectively, as
jˆ
N
(r, ω) =
(
~ω
π
) 1
2
|σ(r, ω)| 12 ˆ˜f(r, ω), (2.158)
and
Hˆ =
∫ ∞
0
dω ~ω
∫
d3r sgn σ(r, ω)
ˆ˜
f †(r, ω) · ˆ˜f(r, ω), (2.159)
and (2.157) simplifies to
[ˆ˜f(r, ω), ˆ˜f †(r′, ω′)] = sgn σ(r, ω) I δ(r− r′)δ(ω − ω′). (2.160)
Now we can switch to genuine bosonic variables by renaming ˆ˜f(r, ω) as bˆ(r, ω)
and bˆ†(r, ω) for sgn σ(r, ω) = 1 and sgnσ(r, ω) = −1, respectively, so that
Eq. (2.160) changes to
[
bˆ(r, ω), bˆ†(r′, ω′)
]
= I δ(r− r′)δ(ω − ω′). (2.161)
The noise current density in Eq. (2.154) and the Hamiltonian in Eq. (2.155),
respectively, can then be expressed in terms of bˆ(r, ω) and bˆ†(r, ω) as
jˆ
N
(r, ω) =
(
~ω
π
) 1
2 {
θ[σ(r, ω)]σ
1
2 (r, ω) bˆ(r, ω)
+θ[−σ(r, ω)][−σ(r, ω)] 12 bˆ†(r, ω)
}
(2.162)
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[θ(x), unit step function] and
Hˆ =
∫ ∞
0
dω ~ω
∫
d3r sgn σ(r, ω)bˆ†(r, ω) · bˆ(r, ω). (2.163)
Taking into account that σ(r, ω) can be related to the imaginary part of the
dielectric permittivity according to Eq. (2.140) [σ(r, ω) = σ‖(r, ω)], we find
that Eq. (2.162) is nothing but the equation suggested in Ref. [44] for the
case of isotropic, locally and linearly responding dielectrics that also allow
for amplification. Note that, as already mentioned for the more general case
of Eq. (2.154), both the term associated with bˆ(r, ω) and the term associated
with bˆ†(r, ω) in Eq. (2.162) give rise to positive-frequency parts of the noise
current density.
Range of Validity
It remains to specify in more detail the conditions that must be satisfied to
apply the quantization scheme to amplifying media. Let us first consider
the question as to whether the Green tensor G(r, r′, ω) remains analytic in
the upper complex ω half-plane if linear amplification is allowed for. As re-
marked at the end of Sec.2.1, in the case of absorbing media solutions to
the source-free macroscopic Maxwell equations [i. e., solutions to the homo-
geneous version of Eq. (2.16)] for real frequency ω can be ruled out because
of their divergent spatial behavior. The same is obviously ‘even more’ true
for frequencies in the upper complex ω half-plane. Since the existence of
permissible solutions to the source-free equations is known to manifest it-
self mathematically in the form of singularities of the Green tensor, only
the lower complex ω half-plane is a possible location of such singularities in
the case of absorbing media. (In this context, values of the Green tensor in
the lower frequency half-plane are defined—if at all possible—only through
analytical continuation from the upper half-plane.) In contrast, for linearly
amplifying media it may happen that permissible solutions to the source-free
macroscopic Maxwell equations exist even if ω is chosen in the upper com-
plex ω half-plane. In this case, singularities of the Green tensor in the upper
complex ω half-plane would exist, which would invalidate the proof of the
commutation relation in Eq. (2.24).
It is not difficult to imagine that such ‘unwanted’ solutions to the source-
free macroscopic Maxwell equations could arise, e.g., if waves were allowed to
propagate through an infinitely extended region of amplification. Since such
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regions do not exist in practice, their necessary exclusion from consideration
is of no practical relevance. More importantly, the same problem of ‘infinite
amplification length’ can also occur in the case of a region of amplification of
finite extension, if waves can pass through the region repeatedly (due to mul-
tiple reflections) with a net gain per round-trip. Therefore, setups where an
amplifying medium is part of an arrangement of bodies that act as a high-Q
resonator must possibly be excluded from consideration. In such cases, the
Green tensor fails to be a causal function in the sense of linear response
theory. Of course, what breaks down is not really the principle of causality
but the very concept of linear amplification—as fields with higher and higher
energy develop, the non-linear dynamics can no longer be disregarded. In
fact, there is no need for extra criteria to exclude from consideration setups
that would mathematically support ‘unwanted’ solutions—such setups are
already excluded implicitly by the assumption that the approximate concept
of linear amplification is applicable. Hence, by this basic assumption, the
Green tensor is forced to be analytic in the upper complex ω half-plane, and
all the other important properties of the Green tensor (in particular, its high-
and low-frequency behavior and its decay behavior for large difference of the
spatial arguments) are the same as in the case of absorbing media.
Next, let us answer the question of the existence of the inverse of the
integral operator associated with σ(r, r′, ω) in the case of linear amplifica-
tion, i. e., the question of the existence of the kernel ρ(r, r′, ω) according to
Eq. (2.28). Obviously, ρ(r, r′, ω) would fail to exist if eigenvalues of the oper-
ator associated with σ(r, r′, ω) were exactly equal to zero. Since amplification
is limited to a certain frequency range, and since frequency is a continuous
variable, each eigenvalue σ(α, ω) on the negative side of the eigenvalue spec-
trum can be made to move to the positive side by tuning the frequency, so
that zero eigenvalues are possible. However, it should be emphasized that
in the case of a continuous spectrum this problem is in fact harmless. It is
generally true that zero occurring as a continuum eigenvalue does not re-
ally preclude the inversion of (Hermitian) operators. A familiar example is
provided by the free-particle Schro¨dinger equation considered in the whole
space. There, the continuum of δ-normalizable (plane-wave) eigenfunctions
includes the (spatially constant) zero-energy eigenfunction, but this does not
imply the nonexistence of the inverse of the free-particle Hamiltonian but
merely the unboundedness of the inverse operator. Although there are good
reasons to believe that in practice the eigenvalues σ(α, ω) form a continuous
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spectrum, it seems advisable to have also a method in store to handle discrete
zero eigenvalues, recalling that the calculation of physical quantities we are
dealing with generally involves space and frequency integrations. Therefore,
as long as an expression for such a quantity remains well-defined as a whole,
it does not really matter if ρ(r, r′, ω) is not literally well-defined at individual
frequencies. Thus, at least on the level of final physical results, the effect of
a discrete zero eigenvalue of the operator associated with σ(r, r′, ω) cannot
be significantly different from that of a very small but non-zero eigenvalue
so that any method of regularizing ρ(r, r′, ω) that implements this idea can
be expected to give the same final results. The problem should hence be
irrelevant in practice. One may simply perform all calculations for a class
of amplifying media for which there are no problems with ρ(r, r′, ω). Re-
sults obtained in this way, if they are physically understandable, can then be
expected to hold also without restriction.
Finally, let us address the problem of the unboundedness from below
of the energy eigenvalue spectrum attributed to the Hamiltonian (2.155) in
the case of linear amplification. Because of the lack of a lower bound, the
system could evolve into states of lower and lower energy by the creation
of quanta in a frequency range where sgnσ(α, ω) = −1, in which case the
theory would gradually become unrealistic. If the system described by the
Hamiltonian in Eq. (2.155) is coupled to a second system (e.g., an atom),
another aspect of the problem is that the second system might (but need not)
become more and more excited, which of course also becomes unrealistic
at some stage. However, such catastrophes could only occur if the theory
were used beyond its range of validity. In fact, they would indicate nothing
but the breakdown of the concept of linear amplification. As long as the
concept of linear amplification applies, the unboundedness from below of
the energy eigenvalue spectrum may be regarded as being a purely formal
drawback rather than a real one. Needless to say that this unboundedness
prevents one from constructing the canonical density operator—the system
cannot thermalize. Therefore, it should also be clear that electromagnetic-
field correlation functions and fluctuation–dissipation relations in the familiar
form known for absorbing media are not applicable to amplifying media, not
even at zero temperature, i.e., to the vacuum state (see the pertinent critical
remarks on Ref. [50] made in Ref. [R11] in this context). Nevertheless, using
the results of this section, all desired correlation functions can be calculated
straightforwardly for any well-defined quantum state (in particular, for the
vacuum state).
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Concluding our discussion of amplifying media and the whole chapter,
we may say that the general quantization scheme is universally applicable
to linearly responding absorbing media, and extends in a natural way also
to media that are (linearly) amplifying. For the latter, the basic condition
to apply the theory is the validity of the concept of linear amplification for
the respective problem under study. It has turned out that when consider-
ing amplifying media more care and prudence is needed than in the case of
robust equilibrium media, which only give rise to absorption. For a deeper
understanding of the quantization scheme when it is applied to amplifying
media, it would certainly be advantageous to have available also a more mi-
croscopic model of the quantized electromagnetic field interacting with linear
media that also allow for amplification, especially an analog of the well-known
Huttner-Barnett-type harmonic-oscillator models that are frequently used to
study the quantized field in absorbing media [51–53]. Such a model should
include a reservoir as in the case of absorbing media, but presumably also a
second, ‘inverted’ reservoir capable of being prepared in a (formal) negative-
temperature state. To our knowledge, Huttner-Barnett-type models that aim
to incorporate amplification have unfortunately not yet been developed.
Chapter 3
Lorentz-Force Approach to
Dispersion Forces
3.1 Introductory Remarks
Having developed the general quantization scheme in Chap. 2, we are now in
a position to apply it to the problem of dispersion forces, i.e., forces mediated
by the fluctuating vacuum. The remaining part of this work is devoted to this
topic, on which (by application of the quantization scheme) we are adopting
a macroscopic perspective. As mentioned already in Chap. 1, calculations
of dispersion forces have often been based on expressions for the energy or
the momentum flow (stress) attributed to the quantized electromagnetic field
in media whose validity is debatable already at the classical level. We will
see that such problems are avoided if the dispersion force is defined more
directly, on the basis of the ground-state Lorentz force (density) in media.
As a further motivation, let us first recapitulate a few facts from the theory of
CP forces acting on single ground-state atoms in the presence of macroscopic
bodies. The macroscopic bodies considered in the following are assumed to
be absorbing ones; amplifying media are not considered.
The CP force acting on a ground-state atom in the vicinity of (linearly
responding, absorbing) macroscopic bodies can be regarded as being a con-
servative force. Hence, it can be given by the negative gradient of a potential,
which in the leading order of perturbation theory reads
F(at)(r) = −~µ0
2π
∫ ∞
0
dξ ξ2α(iξ)∇TrG(S)(r, r, iξ), (3.1)
where r is the position of the atom, α(iξ) is its polarizability, and
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G(S) (r, r′, iξ) is the scattering part of the Green tensor G (r, r′, iξ) of the
macroscopic Maxwell equations that take into account the bodies (but not
the atom), evaluated at imaginary frequency ω= iξ. The potential (3.1) has
been derived in the literature by various methods (see, e.g., Refs. [54–58]).
In particular, in Ref. [58] it has been derived under the assumption that
the bodies taken into account in the Green tensor G(r, r′, ω) are magnetodi-
electric ones characterized by a local dielectric susceptibility ε(r, ω)−1 and
local (para-)magnetic susceptibility 1−κ(r, ω) [κ(r, ω)= µ−1(r, ω)]. For such
media, the Green tensor G(r, r′, ω) obeys the equation
∇× κ(r, ω)∇×G(r, r′, ω)− ω
2
c2
ε(r, ω)G(r, r′, ω) = I δ(r− r′), (3.2)
together with the boundary condition at infinity. The scattering part of the
Green tensor figuring in (3.1) contains all the necessary information about the
configuration of the locally responding magnetodielectric bodies and is well-
defined in the limit of coincident spatial arguments. The (translationally
invariant) bulk part of the Green tensor on the other hand, which would
diverge in the coincidence limit, is not needed in Eq. (3.1), because it cannot
contribute to the force. Equation (3.1) strictly applies to isolated atoms, but
not to medium atoms nor to guest atoms in a substrate medium. The atomic
ground-state polarizability α(ω) in leading-order perturbation theory,
α(ω) ∼
∑
k
Ω2k
ω2k − ω2
, (3.3)
features poles on the real frequency axis due to the neglect of level broad-
ening. If necessary, the correct response function properties [35] may be
restored by means of an appropriate limit prescription, viz.
α(ω) ∼ lim
γ→0+
∑
k
Ω2k
ω2k − ω2 − iγω
. (3.4)
In order to apply Eq. (3.1) to a (locally responding) dielectric body of
volume VM, let us consider instead of a single atom a collection of atoms that
are (strictly) contained inside a space region of volume VM, and let us add
up the individual forces as given by Eq. (3.1). Since the mutual interaction
of the atoms is completely ignored in this way, it is clear that this method
gives only the lowest-order approximation to the total force. If the number
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density of the atoms (defined on a suitably chosen macroscopic length scale)
is denoted by η(r), the total force in this approximation reads
F = −~µ0
2π
∫
VM
d3r
∫ ∞
0
dξ ξ2η(r)α(iξ)∇TrG(S)(r, r, iξ). (3.5)
Since the validity of Eq. (3.5) obviously requires sufficiently weakly polariz-
able atoms and/or a sufficiently low number density of atoms, the collection
of atoms can be viewed as dielectric matter of volume VM and small suscep-
tibility
χM(r, iξ) = η(r)α(iξ)/ε0, (3.6)
which implies that the permittivity of the overall system has slightly been
changed by δε(r, iξ) = χM(r, iξ). In particular, applying Eq. (3.5) to a di-
electric (micro-)object whose number density of atoms is constant over the
(small) volume VM, we obtain the force
F = −VMη ~µ0
2π
∫ ∞
0
dξ ξ2α(iξ)∇TrG(S)(r, r, iξ). (3.7)
Note that Eqs. (3.5) and (3.7) correspond to the result that is found by
pairwise summation of vdW interactions [10,59] and represent, with respect
to the weakly polarizable object, nothing but the leading term of the exact
sum over all the many-atom vdW forces [19–21]. Equations of the type (3.7)
have widely been used to study dispersive forces on weakly polarizable matter
(see, e.g., Refs. [5, 11, 13] and [R4]).
As known from Sec. 2.4, a locally responding (magneto-)dielectric medium
may be described by a conductivity tensor Q(r, r′, ω) of the specific quasi-
local form (2.142), and Eq. (3.2) is nothing but the specialization of Eq. (2.18)
to this case. Moreover, since from Eqs. (3.1) and (3.5) one cannot see what
class of linear media has been allowed in the construction of the Green ten-
sor G(r, r′, ω), we may ask if they will retain their validity also if general
linear media (rather than locally responding magnetodielectrics) are consid-
ered. Furthermore, it is clear that application of Eq. (3.5) to dielectric bodies
(including micro-objects) that are dense and/or consist of strongly polariz-
able atoms becomes questionable. Hence, the problem of a generalization of
Eq. (3.5) to arbitrary dielectric bodies (rather than only weakly dielectric
ones) or parts of them arises. Instead of determining the exact Casimir force
on a body by summing up, in one or another way, the (many-atom) disper-
sion forces on microscopic levels, we shall approach the problem from the
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opposite side and obtain a formulation of the Casimir force that generalizes
Eq. (3.5) and enables one to analyze the Casimir force into constituent CP
and/or vdW forces, thereby making most transparent the common charac-
ter of the dispersion forces. We begin by preparing a firm ground for the
definition of the dispersion force density in media.
3.2 Dispersion Forces as Lorentz Forces
As known, the classical Lorentz force density
f = ρE+ j×B (3.8)
may be rewritten in the equivalent form
f =∇ ·T − ε0 ∂
∂t
(E×B), (3.9)
with T being Maxwell’s stress tensor
T = ε0EE+ µ
−1
0 BB− 12(ε0E2 + µ−10 B2)I , (3.10)
which is symmetric, T = TT. If all the charges and currents of the system
under consideration have been included in ρ and j, respectively, Eqs. (3.8)
and (3.9) [with Eq. (3.10)] are universally valid, regardless if the charges and
currents are viewed as forming a medium, i.e., regardless if any constitutive
relation(s) have been assumed. Note that essentially the same position has
been taken up in Ref. [60] in the (re)analysis of classical force experiments
measuring the electromagnetic force that acts on dielectric [61–65] or magne-
todielectric [66] (see also Refs. [67,68]) disks exposed to crossed electric and
magnetic fields. The integral of the Lorentz force density f over some space
region V gives the (in general time-dependent) total electromagnetic force F
acting on the matter inside it,
F =
∫
V
d3r f , (3.11)
which, from Eq. (3.9), may be equivalently written as
F =
∫
∂V
da ·T − ε0 d
dt
∫
V
d3rE×B, (3.12)
regardless if the space region V is occupied by a macroscopic body or not. In
particular, under stationary conditions the volume integral on the right-hand
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side of Eq. (3.12) does not contribute to the (slowly varying part of the) total
force, so that the force may be found by integrating the stress tensor over
a closed surface. In so doing, a constant term in the stress tensor can be
omitted as it obviously does not contribute.
The idea to regard [according to Eqs. (3.8)–(3.11)] the Lorentz force
acting on the totality of charges and currents belonging (on the chosen
scale) to a system under consideration as the fundamental quantity is nei-
ther new [60, 69–71] nor particularly hard to agree with, but the use of
Minkowski’s stress tensor or related quantities has nevertheless been common
in the calculation of electromagnetic forces. Generally, the idea behind using
Minkowski’s stress tensor is to include further (‘mechanical’) force contribu-
tions besides the electromagnetic ones in the momentum balance. However,
as shown in Refs. [R5] and [R6], Minkowski’s stress tensor is not satisfactory
in this regard and may lead to contradictory results in general. Focusing on
genuinely electromagnetic forces, we therefore adopt the Lorentz force, and
with it Maxwell’s stress tensor (3.10), as the suitable basis for the calculation
of dispersion forces. In Ref. [R3] we have shown that this point of view is also
consistent with microscopic harmonic-oscillator models of dispersing and ab-
sorbing (locally responding dielectric) matter, which are generally accepted
and frequently used in the literature.
The above classical considerations hold similarly in quantum theory. As-
suming that all the charges and currents present in space may be attributed
to a linear medium with the conductivity tensor Q(r, r′, ω), the medium-
assisted electric field operator Eˆ(r) and the induction field operator Bˆ(r)
are given by Eqs. (2.20) and (2.21) with Eqs. (2.22) and (2.23), respectively,
where jˆ
N
(r, ω) obeys the commutation relation Eq. (2.25). The charge and
current densities that are subject to the Lorentz force are given by
ρˆ(r) =
∫ ∞
0
dω ρˆ(r, ω) + H.c., (3.13)
jˆ(r) =
∫ ∞
0
dω jˆ(r, ω) + H.c., (3.14)
with
ρˆ(r, ω) = (iω)−1∇ · jˆ(r, ω) (3.15)
and [cf. Eqs. (2.8) and (2.17)]
jˆ(r, ω) = iµ0ω
∫
d3r′
∫
d3sQ(r, r′, ω)·G(r′, s, ω)· jˆ
N
(s, ω)+ jˆ
N
(r, ω), (3.16)
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respectively. Recall that jˆ
N
(r, ω) should be thought of as being expressed,
according to Eq. (2.32), in terms of the bosonic dynamical variables fˆ(r, ω)
used to define the state space [or alternatively, according to Eq. (2.53), in
terms of the gˆ(α, ω)]. One can prove (App. A.6) that
[
ρˆ(r), Eˆ(r′)
]
= 0, (3.17)[
ρˆ(r), Bˆ(r′)
]
= 0, (3.18)[
jˆ(r), Bˆ(r′)
]
= 0, (3.19)
and [
jˆ(r), Eˆ(r′)
]
=
i~
ε0
ImQ (−1)(r, r′), (3.20)
whereQ (−1)(r, r′) is defined via the leading asymptotic behavior ofQ(r, r′, ω)
as ω approaches infinity along any direction in the upper ω half-plane, ac-
cording to
Q(r, r′, ω) ≃ Q (−1)(r, r′)/ω. (3.21)
The coefficient Q (−1)(r, r′) is purely imaginary since Q(r, r′, ω) is purely
real on the imaginary frequency axis. In the special case where Q(r, r′, ω)
corresponds to a locally responding (isotopic) magnetodielectric medium [see
Eqs.(2.142), (2.143)], Eqs. (3.15) and (3.16) may be written in the form
ρˆ(r, ω) = −ε0∇ · {[ε(r, ω)− 1]Eˆ(r, ω)}+ (iω)−1∇ · jˆN(r, ω) (3.22)
and
jˆ(r, ω) = −iωε0[ε(r, ω)− 1]Eˆ(r, ω)
+∇× {κ0[1− κ(r, ω)]Bˆ(r, ω)}+ jˆN(r, ω), (3.23)
respectively. For such a medium, one finds that
Q (−1)(r, r′) = iε0Ω
2
ε(r)I δ(r− r′), (3.24)
where the position-dependent (and real) plasma frequency Ωε(r) is defined
by the asymptotic behavior of the permittivity in the upper ω half-plane
according to ε(r, ω) ≃ 1 − Ω2ε(r)/ω2. Note that the magnetic permeability
µ(r, ω) = κ−1(r, ω) does not contribute to Eq. (3.24). Also note that the
plasma frequency Ωε(r), and more generally the quantity Q
(−1)(r, r′), can
generally be assumed to exist as a finite quantity, on the grounds that any
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medium ultimately behaves like a gas (plasma) of free charged particles [31]
at sufficiently high frequencies.
The commutation relations (3.17)–(3.20) show that ρˆ(r) and jˆ(r) really
represent matter quantities. However, Eq. (3.20) may appear surprising at
first glance as it depends on the specific medium. To understand this, we
note that in the special case of Eq. (3.24) it follows from Eq. (3.20) that
[
jˆ(r), Eˆ⊥(r′)
]
= i~Ω2ε(r)∆⊥(r− r′). (3.25)
The latter equation may be confirmed explicitly when—on the basis of a
microscopic description—the current density is explicitly specified in terms
of particle velocities. Carrying out the derivation in the minimal coupling
scheme (see App. A.6), it is seen that the particle-related microscopic current
density fails to commute with (the microscopic) Eˆ⊥(r) precisely since the
(Coulomb gauged) vector potential modifies the canonical particle momenta
as compared to the decoupled situation, which on macroscopic scales leads
to Eq. (3.25). Similarly, Eq. (3.20) reflects that the matter described by ρˆ(r)
and jˆ(r) is not decoupled from the field. In order to introduce the coupling
to the (microscopic) electromagnetic field, the pertinent microscopic matter
operators have already been modified, which on the level of the macroscopic
description eventually manifests itself in the commutator Eq. (3.20).
In order to evaluate the quantum-mechanical expectation value of the
operator Lorentz force, an appropriate density operator should be assigned
to the overall system, where in the context of dispersion forces we have to
consider the ground state (vacuum). It is also customary, on the other hand,
to to allow for the system being at finite temperature. The fluctuation-
induced forces at finite temperature may be viewed as being dispersion
forces in a wider sense, but in contrast to the ground-state forces, they
are not entirely quantum-mechanical (as thermal fluctuations—unlike vac-
uum fluctuations—have a classical counterpart). Clearly, if the field-matter
system is in a number state [defined with respect to the number (density)
operators fˆ †(r, ω) · fˆ(r, ω)] such as the ground state, or an incoherent mix-
ture of them such as a thermal state, then all one-time averages are time-
independent. Recalling the bosonic character of the fundamental fields fˆ(r, ω)
and fˆ †(r, ω) [cf. Eq. (2.31)] and assuming them to be excited thermally, i.e.,
ρˆ = e−Hˆ/(kBT )/[Tr e−Hˆ/(kBT )] (3.26)
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with Hˆ from Eq. (2.30), one can show that
〈
fˆ(r, ω)fˆ †(r′, ω′)
〉
= 1
2
[
coth
(
~ω
2kBT
)
+ 1
]
δ(ω − ω′)I δ(r− r′), (3.27)
〈
fˆ †(r, ω)fˆ(r′, ω′)
〉
= 1
2
[
coth
(
~ω
2kBT
)
− 1
]
δ(ω − ω′)I δ(r− r′), (3.28)
and 〈
fˆ(r, ω)fˆ(r′, ω′)
〉
= 0. (3.29)
Making use of Eqs.(2.32) and (2.33), the correlation functions (3.27)–(3.29)
are easily seen to imply the correlation functions [cf. Eq. (2.10)]
〈
jˆ
N
(r, ω)ˆj
†
N
(r′, ω′)
〉
=
~ω
2π
δ(ω − ω′)
[
coth
(
~ω
2kBT
)
+1
]
σ(r, r′, ω), (3.30)
〈
jˆ
†
N
(r, ω)ˆj
N
(r′, ω′)
〉
=
~ω
2π
δ(ω − ω′)
[
coth
(
~ω
2kBT
)
−1
]
σ(r, r′, ω), (3.31)
and
〈ˆj
N
(r, ω)ˆj
N
(r′, ω′)〉 = 0. (3.32)
As the zero-temperature limit of Eq. (3.26) is the ground-state projector,
the corresponding ground-state correlation functions may be obtained by
performing this limit in Eqs. (3.27), (3.28), (3.30) and (3.31), effectively
replacing the hyperbolic cotangent with unity.
In order to prove Eqs. (3.27)–(3.29), one may discretize the continuum of
Bose variables and perform the calculations, e.g., in the occupation-number
representation (see Ref. [R1]). For a more elegant derivation (without dis-
cretization) one may resort to the normal-ordering formula (normal-ordering
notation : · · · :)
exp
[∫ ∞
0
dω
∫
d3r λ(r, ω)fˆ †(r, ω) · fˆ(r, ω)
]
=: exp
{∫ ∞
0
dω
∫
d3r [eλ(r,ω) − 1]fˆ †(r, ω) · fˆ(r, ω)
}
: . (3.33)
The derivation of Eq. (3.33) can be based on the (functional) differential
equation δFˆ (N)/δλ(r, ω)= Fˆ (N)fˆ †(r, ω) · fˆ(r, ω) where Fˆ (N)= Fˆ (N)[λ(r, ω)] is
defined as the equivalent normally-ordered functional form of the operator
on the left-hand side of Eq. (3.33). Using Eq. (2.31), one can see that the dif-
ferential equation may be rewritten as δFˆ (N)/δλ(r, ω)= exp[λ(r, ω)]fˆ †(r, ω) ·
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Fˆ (N)fˆ(r, ω)=: exp[λ(r, ω)]fˆ †(r, ω)Fˆ (N)fˆ(r, ω) :, where the last step is valid be-
cause Fˆ (N) is in normal order by assumption. Since ordinary (commutative)
calculus is applicable between the normal ordering symbols, the equation
may now be solved straightforwardly; taking into account that Fˆ (N)[λ(r, ω)]
is the unit operator if λ(r, ω) is the null function, one arrives at Eq. (3.33).
Rewriting the density operator (3.26) in normal order by means of Eq. (3.33)
[λ(r, ω) 7→ −~ω/(kBT )], one may read off the phase-space function(al) ap-
propriate for the calculation of averages of anti-normally ordered operators
[Q-function(al)] (see, e.g., Refs. [42,72]), and confirm Eqs. (3.27) [and thereby
also Eq. (3.28)] and Eq. (3.29) by performing a simple phase-space integral.
From the derivation it is evident that Eqs. (3.27)–(3.29) would remain valid
in the same form even if the global temperature T were replaced with a
temperature field T (r).
3.2.1 Stress-Tensor Formulation
Now we can calculate the expectation value of the Lorentz force operator
[which is Hermitean—recall Eqs. (3.17) and (3.19)],
F =
∫
V
d3r
〈
ρˆEˆ+ jˆ× Bˆ〉, (3.34)
where Eˆ and Bˆ, respectively, are defined by Eqs. (2.20) and (2.21) to-
gether with Eqs. (2.22) and (2.23), and ρˆ and jˆ, respectively, are defined
by Eqs. (3.13) and (3.14) together with Eqs. (3.22) and (3.23). Following
the line suggested by classical electrodynamics, paying proper attention to
operator symmetrization as well as regularization, and taking into account
that the time derivative in the (quantum-mechanical version of) Eq. (3.12)
does not contribute to the force, one can show (see Ref. [R3]) that the force
may be calculated as a surface integral F =
∫
∂V
da ·T over the (symmetric,
time-independent) stress tensor, which is obtained [in agreement with the
classical Eq. (3.10)] from the quantum-mechanical expectation value
T (r, r′) = ε0〈Eˆ(r)Eˆ(r′)〉+ µ−10 〈Bˆ(r)Bˆ(r′)〉
− 1
2
I
[
ε0〈Eˆ(r) · Eˆ(r′)〉+ µ−10 〈Bˆ(r) · Bˆ(r′)〉
]
(3.35)
in the limit r′ → r, where divergent bulk contributions (corresponding to
unphysical self-forces) are to be removed before taking the limit. Note that
in the calculation of the surface integral over the stress tensor the ‘outer’
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values of the integrand should in general be used. Using Eqs. (2.20) and
(2.21) together with Eqs. (2.22) and (2.23) and (3.30)–(3.32) and employing
(2.19) and the reciprocity property of the Green tensor, one can calculate
the thermal-equilibrium correlation functions of the electric field and the
induction field as〈
Eˆ(r)Eˆ(r′)
〉
=
~µ0
π
∫ ∞
0
dω ω2 coth
(
~ω
2kBT
)
ImG(r, r′, ω), (3.36)
〈
Bˆ(r)Bˆ(r′)
〉
= −~µ0
π
∫ ∞
0
dω coth
(
~ω
2kBT
)
∇× ImG(r, r′, ω)×
←
∇
′. (3.37)
The correlation functions (3.36) and (3.37) inherit the reciprocity property
of the Green tensor. Inserting Eqs. (3.36) and (3.37) into Eq. (3.35) finally
yields the stress tensor of the dispersion force as
T (r, r) = lim
r′→r
[
θ(r, r′)− 1
2
ITr θ(r, r′)
]
, (3.38)
where
θ(r, r′) =
~
π
∫ ∞
0
dω coth
(
~ω
2kBT
)
×
[
ω2
c2
ImG(r, r′, ω)−∇× ImG(r, r′, ω)×
←
∇
′
]
. (3.39)
As expected, the conductivity tensor Q(r, r′, ω) does not appear explicitly in
Eqs. (3.38), (3.39), but only via the Green tensor G(r, r′, ω). As mentioned,
by performing the limit T→ 0 (i.e., by replacing the hyperbolic cotangent
with unity) one can find the corresponding ground-state result.
Having removed divergent bulk contributions, we may take the imagi-
nary part of the whole integral instead of the integrand in Eq. (3.39) and
rotate (in view of the analytical properties of the integrand), the integration
contour toward the imaginary frequency axis, on which the Green tensor is
real [G∗(r, r′, ω) = G(r, r′,−ω∗).] In the zero-temperature limit, the result
is simply
θ(r, r′) = −~
π
∫ ∞
0
dξ
[
ξ2
c2
G(r, r′, iξ) +∇×G(r, r′, iξ)×
←
∇
′
]
. (3.40)
For non-zero temperatures, the (first-order) poles of the hyperbolic cotan-
gent at the imaginary (Matsubara) frequencies ωm = iξm = 2imπkBT/~
(m, integer),
coth
(
~ω
2kBT
)
=
2kBT
~
∞∑
m=0
(
1− δm0
2
)(
1
ω − ωm +
1
ω + ωm
)
, (3.41)
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must be taken into account. Instead of Eq. (3.40), one then finds
θ(r, r′) = −2kBT
∞∑
m=0
(
1− δm0
2
)
×
[
ξ2
c2
G(r, r′, iξ) +∇×G(r, r′, iξ)×
←
∇
′
]
ξ=ξm
. (3.42)
[In view of Eq. (3.40), this amounts to the well-known formal recipe
∫∞
0
dξ · · ·
7→ (2πkBT )~−1
∑∞
m=0(1 −δm0/2) · · · .] The derivation of Eq. (3.42) from
Eq. (3.39) requires that the expression in the square bracket in Eq. (3.42) is
non-singular at zero frequency. This is in fact the case, provided the (model)
conductivity tensor used in the construction of G(r, r′, ω) is in line with the
consistency conditions expressed by Eqs. (A.9) and (A.10). The inclusion
of finite temperature into the theory is therefore straightforward, as (on the
level of two-point correlation functions) it merely amounts to the proper in-
corporation of the thermal factor coth[~ω/(2kBT )]. In the following, we will
thus restrict attention to the zero-temperature limit, where the system can
be assumed to be in its ground state.
Before we proceed, let us briefly comment on locally responding media
described by a Drude-type permittivity, which exhibits a (first-order) pole
at zero frequency. Such media correspond to a conductivity tensor whose
static limit is non-zero but violates the transversality condition (A.10). It is
therefore not surprising that the zero-frequency (m= 0) contribution to the
series in Eq. (3.42) can be problematic for such media. The latter problem
has attracted much attention in the literature and has given rise to contro-
versial debates [73–76], which apparently have not led to a consensus. From
App. A.2, we can conclude that the root of the problem is that Drude-type
permittivities do not give rise to reasonable electrostatics and/or magneto-
statics relations in the zero-frequency limit. The zero-frequency terms of
formulas like Eq. (3.42) are thus not to be blamed for their failure in the case
of Drude-model media—it is the Drude-model itself that fails, in the sense
that it neglects spatial dispersion in a manner that becomes invalid in the
zero-frequency limit.
3.2.2 Volume-Integral Formulation
In order to study the force (3.34) more directly, it may be useful to focus on
the force density rather than the stress tensor. Let us hence calculate the
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(zero-temperature) dispersion force acting on a linearly responding body in
some space region of volume V by direct evaluation of Eq. (3.34). We want
to study—mostly in parallel—the two cases sketched in Figs. 3.1 and 3.2,
namely (i) an isolated body (Fig. 3.1), and (ii) a body that is an inner part
of some larger body (Fig. 3.2). In both cases, arbitrary linearly responding
bodies are allowed to be present in the outer region VB in the figures. Thus,
V
MVM
VB
Figure 3.1: A body M of volume VM
inside an empty-space region of total
volume V . There may be arbitrary
bodies in the outer region VB.
V
MVM
VB
Figure 3.2: A body M of volume VM
that is an inner part of a larger body
of volume V . There may be arbitrary
bodies in the outer region VB.
we have to express the density of the dispersion force that acts (in the zero-
temperature limit) on the material in a chosen spatial region of volume VM,
i.e., the integrand of the volume integral
F =
∫
VM
d3r
∫ ∞
0
dω
∫ ∞
0
dω′ 〈ρˆ(r, ω)Eˆ†(r′, ω′) + jˆ(r, ω)× Bˆ†(r′, ω′)〉r′→r,
(3.43)
in terms of the Green tensor of the system. In performing the limit r′→ r
in Eq. (3.43), one must again omit unphysical self-force contributions. Using
Eqs. (2.22), (2.23), and (2.18), one may show that ρˆ(r, ω) and jˆ(r, ω) as
defined by Eqs. (3.15) and (3.16) can be written alternatively as
ρˆ(r, ω) =
iω
c2
∇ ·
∫
d3r′G(r, r′, ω) · jˆ
N
(r′, ω), (3.44)
jˆ(r, ω) =
(
∇×∇×−ω
2
c2
)∫
d3r′G(r, r′, ω) · jˆ
N
(r′, ω). (3.45)
Taking into account (the zero-temperature versions of) Eqs.(3.30)–(3.32) and
recalling the properties of the Green tensor, it follows from Eqs. (2.22), (2.23),
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(3.44) and (3.45) that
〈ρˆ(r, ω)Eˆ†(r′, ω′)〉 = ~
π
ω2
c2
δ(ω − ω′)∇ · ImG(r, r′, ω) (3.46)
and
〈ˆj(r, ω)Bˆ†(r′, ω′)〉
= −~
π
δ(ω − ω′)
(
∇×∇×−ω
2
c2
)
ImG(r, r′, ω)×
←
∇
′. (3.47)
In the following we denote byGV (r, r
′, ω) andG(r, r′, ω) the Green tensors of
the system in the cases where the matter inside the space region V is present
and absent, respectively, with both of them taking into account the bodies in
the space region VB in Figs. 3.1 and 3.2. Since the Green tensor GV (r, r
′, ω)
satisfies, for real ω, the relation (A.60) with G(r, r′, ω) 7→GV (r, r′, ω), i.e.,(
∇×∇×−ω
2
c2
)
ImGV (r, r
′, ω) = µ0ωRe
∫
d3sQ(r, s, ω) ·GV (s, r′, ω),
(3.48)
it follows that
∇ · ImGV (r, r′, ω) = − 1
ε0ω
Re∇ ·
∫
d3sQ(r, s, ω) ·GV (s, r′, ω). (3.49)
With the matter inside V taken into account [G(r, r′, ω) 7→GV (r, r′, ω)], the
expectation value 〈ρˆ(r, ω)Eˆ†(r′, ω′)〉 [Eq. (3.46)] may thus be written as
〈ρˆ(r, ω)Eˆ†(r′, ω′)〉 = −~µ0ω
π
δ(ω − ω′)Re∇ ·
∫
d3sQ(r, s, ω) ·GV (s, r′, ω).
(3.50)
To calculate in a similar way the quantity 〈ˆj(r, ω)× Bˆ†(r′, ω′)〉, we note
that the (tensorial) Eq. (3.47) implies [G(r, r′, ω) 7→GV (r, r′, ω)]
〈ˆj(r, ω)× Bˆ†(r′, ω′)〉 = ~
π
δ(ω − ω′)
×
{
∇
′ Tr
[(
∇×∇×−ω
2
c2
)
ImGV (r, r
′, ω)
]
−∇′ ·
(
∇×∇×−ω
2
c2
)
ImGV (r, r
′, ω)
}
,
(3.51)
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which, with Eq. (3.48), becomes
〈ˆj(r, ω)× Bˆ†(r′, ω′)〉 = ~µ0ω
π
δ(ω − ω′)
×Re
[
∇
′Tr
∫
d3sQ(r, s, ω) ·GV (s, r′, ω)
−∇′ ·
∫
d3sQ(r, s, ω) ·GV (s, r′, ω)
]
.
(3.52)
Using Eqs. (3.50) and (3.52), we can now calculate from Eq. (3.43) the dis-
persion force that acts on a body of volume VM (cf. Figs. 3.1 and 3.2) as
F =
~µ0
π
∫ ∞
0
dω ωRe
∫
VM
d3r
[
∇
′Tr
∫
d3sQ(r, s, ω) ·GV (s, r′, ω)
− (∇+∇′) ·
∫
d3sQ(r, s, ω) ·GV (s, r′, ω)
]
r′→r
. (3.53)
The second term in Eq. (3.53) is a complete tensor divergence so that for
this term the d3r-integral can be turned into an (in general non-vanishing)
surface integral over the boundary ∂VM of the volume VM,
F =
~µ0
π
∫ ∞
0
dω ωRe
{∫
VM
d3r
[
∇
′ Tr
∫
d3sQ(r, s, ω) ·GV (s, r′, ω)
]
r′→r
−
∫
∂VM
da ·
[∫
d3sQ(r, s, ω) ·GV (s, r′, ω)
]
r′→r
}
. (3.54)
Equation (3.54) is an exact and general expression for the (zero temper-
ature) dispersion force, and may be viewed as a far reaching generaliza-
tion of Eq. (3.5). Clearly, in the case where the matter in VM responds
(quasi-)locally, the d3s-integration in Eq. (3.54) can be restricted to VM as
the point r is located in VM. If furthermore the body is an isolated one
(Fig. 3.1), the surface integral contribution in Eq. (3.54) vanishes. Note
that both of these statements remain true in an approximate sense also if
the medium in VM responds non-locally, if the so-called dielectric approx-
imation is applicable (see Ref. [R10]). In this case, the d3s-integration in
Eq. (3.54) can be restricted to VM and the medium inside VM is treated as
having bulk-medium properties, i.e., the conductivity tensor Q(r, r′, ω) for
r ∈ VM is replaced in Eq. (3.54) with the bulk-medium conductivity tensor
QM(r− r′, ω) (r ∈ VM) assigned to the medium inside VM. Clearly, the char-
acteristic length of spatial dispersion should be small in comparison with the
size of VM
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3.3 Applications
In order to see that Eq. (3.54) really contains Eq. (3.5), let us specialize
Eq. (3.54) to the case where the material in VM is a (not necessarily isolated)
locally responding dielectric body with an (isotropic) dielectric susceptibil-
ity χM(r, ω), leaving unspecified (and thus general) the medium properties
outside VM. For r∈ VM, we therefore put Q(r, r′, ω) equal to −iωε0χM(r, ω)
I δ(r− r′) in Eq. (3.54) to obtain
F =
~
2πc2
∫ ∞
0
dω ω2
{
Im
∫
VM
d3r χM(r, ω)∇Tr [GV (r, r
′, ω)]r′→r
− 2 Im
∫
∂VM
da · χM(r, ω)[GV (r, r′, ω)]r′→r
}
. (3.55)
Here we have used that TrGV (r, r
′, ω) is symmetric with respect to r and
r′, due to the reciprocity property of GV (r, r
′, ω). Further, on recalling the
analytic properties of the integrands as functions of (complex) ω, we may
employ contour integral techniques to represent Eq. (3.55) in the form of
F = − ~
2πc2
∫ ∞
0
dξ ξ2
{∫
VM
d3r χM(r, iξ)∇Tr [GV (r, r
′, iξ)]r′→r
− 2
∫
∂VM
da · χM(r, iξ)[GV (r, r′, iξ)]r′→r
}
. (3.56)
[The transition to imaginary frequencies can be done equally well already in
Eq. (3.54)].
As mentioned, in Eqs. (3.53)–(3.56) the coincidence limit r′→ r has to
be performed in such a way that unphysical self-force contributions are re-
moved. The general Eq. (3.54) suggests that a general technique to define this
limit should be based on a family of approximate (regularizing) conductiv-
ity tensors Q (ǫ)(r, s, ω) that tend to the actual Q(r, s, ω) as the parameter
ǫ goes to zero (say). The approximating Q (ǫ)(r, s, ω) should obviously be
required to vanish sufficiently strongly at small values of |r− s| so as to sup-
press contributions from a small region around r′ ≃ r in the d3s-integrals
in Eq. (3.54), where the shape of the suppressed region, whose size goes to
zero in the limit, should be in line with any existing symmetry properties
of the medium described by Q(r, r′, ω). For the isotropic locally responding
body considered in Eqs. (3.55) and (3.56), a natural procedure is therefore to
compute GV (r, r
′, ω)r′→r by averaging the values of GV (r, r
′, ω) as r′ varies
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over a small spherical shell centered at r and considering the limit where
the radius of the shell vanishes. One can show that this procedure effec-
tively amounts to a replacement of the Green tensor [GV (r, r
′, ω)]r′→r with
its scattering part G
(S)
V (r, r, ω) (see, e.g., Ref. [R3]). That is to say, at each
point r in VM, the Green tensor for the corresponding bulk material must
be subtracted from GV (r, r
′, ω) in the limit r′→ r. For more general media
it may be doubtful if this simple prescription to perform the limit r′→ r in
Eq. (3.54) remains valid, in particular if the medium in VM is not an isotropic
one. It may be expected, however, that the prescription will remain correct
at least for isotropic non-locally responding media treated in the dielectric
approximation. (Note that in the dielectric approximation the notion of scat-
tering part of the Green tensor is well-defined just as for locally responding
media [R10].)
If the locally responding dielectric body considered in Eqs. (3.55) and
(3.56) is an isolated one (cf. Fig. 3.1), the surface integral can be dropped.
In this case, we have
F = − ~
2πc2
∫ ∞
0
dξ ξ2
∫
VM
d3r χM(r, iξ)∇Tr [GV (r, r
′, iξ)]r′→r. (3.57)
Clearly, the surface integral must not be dropped in the case where the body
is an inner part of a larger dielectric body (cf. Fig. 3.2). Equation (3.57)
should be compared with Eq. (3.5), which it generalizes. In contrast to
Eq. (3.5), it represents the exact force acting on a locally responding dielectric
body of given permittivity, since χM(r, iξ) is not restricted to small values
anymore. Correspondingly, the Green tensor in Eq. (3.57) is the one that
takes the presence of the dielectric body fully into account, whereas in the
Green tensor in Eq. (3.5) the presence of the dielectric body is not considered.
Hence in contrast to Eq. (3.5), Eq. (3.57) includes in the calculation of the
Casimir force that acts on a dielectric body the body’s retroaction on the
electromagnetic ground-state noise of the residual system.
To make this more explicit, one can expand the full Green tensor
GV (r, r
′, iξ) in powers of χM(r, iξ) by using the iterative solution to the
Dyson-type integral equation that may be easily derived for it. Inserting the
resulting Born series for GV (r, r
′, iξ) in Eq. (3.56), one obtains the corre-
sponding expansion of the Casimir force F in powers of χM(r, iξ). In partic-
ular, truncating this expansion at the term linear in χM(r, iξ), i.e., replacing
GV (r, r
′, iξ) with its zeroth-order approximation G(r, r′, iξ), we simply ob-
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tain
F = − ~
2πc2
∫ ∞
0
dξ ξ2
{∫
VM
d3r χM(r, iξ)∇Tr [G(r, r
′, iξ)]r′→r
− 2
∫
∂VM
da · χM(r, iξ)[G(r, r′, iξ)]r′→r
}
. (3.58)
In this case, the prescription for taking the coincidence limit of the Green
tensor simply consists in the replacement [G(r, r′, iξ)]r′→r 7→ G(S)(r, r, iξ),
where G(S)(r, r′, iξ) is the scattering part of the Green tensor G(r, r′, iξ) in
the absence of the dielectric matter in V (cf. Figs. 3.1 and 3.2). Note that
if the surface integral can be dropped (i.e., if the case sketched in Fig. 3.1
is considered), then Eq. (3.58) becomes identical with Eq. (3.5). It is worth
noting that inclusion in Eq. (3.58) of the higher-order terms of the Born series
of GV (r, r
′, iξ) generates an increasing number of many-body corrections.
Before proceeding, it may be appropriate to comment on the use of dif-
ferent stress tensors in the calculation of dispersion forces. Since Eqs. (3.56)
and (3.57) directly follow from the (ground-state) expectation value of the
Lorentz force as given by Eq. (3.43), they describe the genuine electromag-
netic vacuum force acting on bodies or parts of them, without inclusion of
any other forces which may be present in order to compensate for this force.
In Ref. [77], the Lorentz-force approach is disputed and it is argued that in
the calculation of the force the stress tensor associated with the Lorentz force
[Eq. (3.85) together with Eq. (3.86)] should be replaced by Minkowski’s stress
tensor, because it incorporates additional (mechanical) forces in order to en-
force mechanical equilibrium. Unfortunately, it cannot incorporate them in
a consistent way, however (see also Ref. [R5]). To see this more explicitly, we
first note that if Minkowski’s stress tensor were used, then Eq. (3.56) would
change to
F(Mink) =
~
2πc2
∫ ∞
0
dξ ξ2
∫
VM
d3r [∇χM(r, iξ)] Tr [GV (r, r
′, iξ)]r′→r, (3.59)
which differs from Eq. (3.56) by a surface integral, in general. Hence, the two
force formulas agree in the case of an isolated body (cf. Fig. 3.1) where the
surface integrals do not contribute to the force and both equations reduce
to Eq. (3.57). As we will see in Sec. 3.3.1, application of Eq. (3.57) to
an atom in the vicinity of a body gives the correct force that acts on the
atom due to the presence of the body and hence, application of Eq. (3.59)
also gives the correct force. In the case of a weakly polarizable body, this
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force results from the sum over the two-atom vdW interactions between the
atom under consideration and all the atoms of the body, as has been well
known for a long time (see, e.g., Ref. [10]). More generally, not only the
two-atom interactions but all the many-atom interactions must be taken
into account to get the exact force formula, as has been demonstrated on the
basis of both microscopic and macroscopic descriptions [19–21] irrespective of
whether the body is homogeneous or inhomogeneous. Vice versa, this means
that, according to Newton’s lex tertia, each atom of a homogeneous body
must be subject to a force and hence, each group of atoms that represents
an inner part of the body, must also be subject to a force. In contrast,
application of Eq. (3.59) to any inner part of the body leads to the paradoxical
result that the force identically vanishes, and the only atoms that are subject
to a force are the ones at the surface of the body. Since the use of Minkowski’s
stress tensor leads to two conflicting results, it is lacking in consistency.
Clearly, similar arguments can also be given when two or more bodies
are considered rather than a single atom near a body. It is obvious that the
inconsistency problem also appears in classical electrodynamics. In particu-
lar, from a careful analysis of the wave propagation in material media as well
as a proper interpretation of classical electromagnetic force experiments, it
is concluded in Ref. [60] that the (energy-momentum four-tensor associated
with the) Lorentz force passes the theoretical and experimental tests and
qualifies for a correct description of the energy-momentum properties of the
electromagnetic field in macroscopic electrodynamics.
The formulation of the force in terms of the stress tensor as discussed in
Sec. 3.2.1 is particularly advantageous in the case of homogeneous (locally
responding) material. From Eq. (3.56) it is easily seen that for a homoge-
neous body that is an inner part of a larger body (cf. Fig. 3.2) one may
regard as the stress tensor the expression
T (r) = − ~
πc2
∫ ∞
0
dξ ξ2χM(iξ)
{
1
2
ITr [GV (r, r
′, iξ)] − GV (r, r′, iξ)
}
r′→r
,
(3.60)
and for an isolated homogeneous body (cf. Fig. 3.1) it follows from Eq. (3.57)
that one may employ
T (r) = − ~
2πc2
∫ ∞
0
dξ ξ2χM(iξ)ITr [GV (r, r
′, iξ)]r′→r. (3.61)
Furthermore, the assumed homogeneity then implies that we may let
[GV (r, r
′, iξ)]r′→r 7→G(S)V (r, r, iξ) in Eqs. (3.60) and (3.61). Needless to say
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that replacing the full Green tensor GV (r, r
′, iξ) as appearing in Eqs.(3.60)
and (3.61) with the zeroth-order approximation G(r, r′, iξ) yields again the
Casimir force in the case of weakly polarizable material.
3.3.1 Force on Micro-Objects and Atoms
Since nothing has been said about the spatial extension of the bodies under
consideration, the applicability of Eqs. (3.56) and (3.57) ranges from (locally
responding) dielectric macro-objects to micro-objects, even including single
atoms. In particular, in the case of a dielectric body that may be thought of
as consisting of distinguishable (electrically neutral but polarizable) micro-
constituents frequently called atoms or molecules within the framework of
molecular optics, we may assume the validity of the Clausius–Mossotti rela-
tion [47, 78],
χM(r, ω) = ε
−1
0 η(r)α(ω)[1− η(r)α(ω)/(3ε0)]−1
= ε−10 η(r)α(ω) [1 + χM(r, ω)/3], (3.62)
where α(ω) is the polarizability of a single micro-constituent and η(r) the
number density of the micro-constituents (referred to as atoms in the follow-
ing). It is worth noting that there is no need here—in contrast to Eq. (3.1)—
to regard α(ω) as being calculated in the lowest (non-vanishing) order of
perturbation theory according to Eq. (3.3). One can show that Eq. (3.62)
is consistent with the requirement that both α(ω) and χM(r, ω) be Fourier
transforms of response functions iff
η(r)α(0)/(3ε0) < 1. (3.63)
Isolated Micro-Object
Let VM be the small volume of an isolated dielectric micro-object (cf. Fig. 3.1)
with a dielectric susceptibility χM(ω). Assuming that, due to the smallness
of VM, the scattering part of the Green tensor can be taken out of the space
integral at the (appropriately chosen) position r of the micro-object, from
Eq. (3.57) we derive the force acting on the micro-object to be
F = −VM ~
2πc2
∫ ∞
0
dξ ξ2 χM(iξ)∇TrG
(S)
V (r, r, iξ), (3.64)
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which, if the dielectric susceptibility is of the Clausius–Mossotti type so that
Eq. (3.62) is valid, reads
F = −VMη ~µ0
2π
∫ ∞
0
dξ ξ2 α(iξ)
[
1 + 1
3
χM(iξ)
]
∇TrG
(S)
V (r, r, iξ). (3.65)
Recall that in the case under study the replacement [GV (r, r
′, iξ)]r′→r 7→
G
(S)
V (r, r, iξ) can be made. Equation (3.65), which generalizes Eq. (3.7), dif-
fers in two respects from Eq. (3.7). Firstly, its validity is no longer restricted
to weakly polarizable matter. Secondly, it takes into account the dependence
of the force on the shape of the micro-object.
In contrast to Eq. (3.7), the force as given by Eq. (3.65) includes all-
order multi-atom vdW interactions of the micro-object, as may be seen by
expanding the Green tensor GV (r, r
′, iξ) in powers of χM(iξ) (cf. Ref. [21]).
If they are disregarded, Eq. (3.65) reduces to (see Ref. [R6])
F = −VMη ~µ0
2π
∫ ∞
0
dξ ξ2 α(iξ)∇TrG(S)(r, r, iξ), (3.66)
which, as expected, is nothing but Eq. (3.7)—only the term linear in α(iξ)
contributes to the force. The force in this limit is simply the sum of the forces
acting on the atoms due to the presence of the external bodies (region VB in
Fig. 3.1). Hence, F(at)=(VMη)
−1F is the force acting on a single ground-state
atom, that is to say, we are left exactly with the formula for the CP force as
given by Eq. (3.1), with the exception that now the atomic polarizability is
the exact one rather than the perturbative expression given in Eq. (3.4).
Micro-Object That Is an Inner Part of a Larger Body
Let now VM be the small volume of a dielectric micro-object that belongs
to a larger body of volume V of the same atoms (cf. Fig. 3.2). Under
assumptions analogous to those leading from Eq. (3.57) to Eq. (3.65), from
Eq. (3.56) [together with Eq. (3.62)] we obtain the following formula for the
(shape-dependent) force acting on the micro-object:
F = −VMη ~µ0
π
∫ ∞
0
dξ ξ2 α(iξ)
[
1 + 1
3
χM(iξ)
]
× ∇ ·
[
1
2
ITrG
(S)
V (r, r, iξ)−G(S)V (r, r, iξ)
]
. (3.67)
Equation (3.67) differs from Eq. (3.65) in the second term in the square
brackets in the second line. This difference can be regarded as reflecting the
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fact that—in contrast to Eq. (3.65)—the force acting on the micro-object is
screened by the residual part of the body.
If the multi-atom vdW interactions of the body (of volume V ) are dis-
regarded, then Eq. (3.67) can be shown to reduce to the term linear in the
atomic polarizability,
F = −VMη ~µ0
π
∫ ∞
0
dξ ξ2 α(iξ)∇ ·
[
1
2
ITrG(S)(r, r, iξ)−G(S)(r, r, iξ)
]
.
(3.68)
Recall that in this approximation G
(S)
V (r, r, iξ) can be replaced with
G(S) (r, r, iξ). From Eq. (3.68) it then follows that F(at) = (VMη)
−1F can
be regarded as the screened CP force acting on an atom of a weakly polariz-
able medium.
Let us apply Eq. (3.68) to the atoms of a weakly polarizable medium
(corresponding to the region V in Fig. 3.2) in front of a laterally infinitely
extended magnetodielectric planar wall (corresponding to the region VB in
Fig. 3.2), which is assumed to extend from some negative z value up to z=0.
Using the explicit form of the Green tensor for planar multi-layer structures
(see, e.g., Refs. [48,79]), we may write its scattering part for coincident spatial
arguments in the (empty) space region z > 0 as
G(S)(r, r, ω) =
i
8π2k2
∫
d2q
e2iβz
β
{
rp−
[
q2ezez − β2eqeq
]
+ rs−k
2eses
}
,
(3.69)
with k= k(ω) = ω/c, q= |q|, β = β(ω, q) = (k2 − q2)1/2 and orthogonal unit
vectors eq=q/q, ez=∇z, and es= eq× ez. The effect of the (multi-layered)
wall is described in terms of the generalized reflection coefficients rσ−=r
σ
−(ω, q)
(σ = s, p), which in the simplest case of an internally homogeneous, semi-
infinite wall reduce to the usual Fresnel amplitudes. From Eq. (3.69) it
follows that
TrG(S)(r, r, ω) =
i
4π
∫ ∞
0
dq q
e2iβz
β
[
(rs− − rp−) +
2q2
k2
rp−
]
. (3.70)
Substitution of Eq. (3.70) into Eq. (3.66) then leads to the well-known ex-
pression [54–58] for the CP force acting on a single ground-state atom in
front of a planar wall. The screened force acting on an atom of a weakly
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polarizable medium is obtained by substituting Eqs. (3.69) and (3.70) into
Eq. (3.68). The result is (β= iκ)
F(at)(z) = (VMη)
−1F(z) = ez
~µ0
4π2
∫ ∞
0
dξ ξ2α(iξ)
∫ ∞
0
dq qe−2κz(rs− − rp−).
(3.71)
It fully agrees with the result found by calculating the Casimir stress (3.85)
[together with Eq. (3.86)] in a dielectric layer of a planar multi-layer structure
and performing therein the limit to weakly polarizable matter (see Refs. [13]
and [R4]).
3.3.2 Van der Waals Interaction Between Two Ground-
State Atoms
Equation (3.56) can also be regarded as a basic equation for calculating the
force between two (ground-state) atoms. For this purpose, let us consider
the small change δF of F in Eq. (3.56) due to a small change δχ1(r, iξ) of
the susceptibility χM(r, iξ) and a small change δχ2(r, iξ) of the susceptibility
χB(r, iξ) (of one of the bodies) in the region VB in Fig. (3.2). In particular let
us assume that χM(r, iξ) only changes inside the region VM. It is not difficult
to calculate δF up to second order in δχk(r, iξ) (k = 1, 2) and pick out the
term δ12F that is bilinear in δχ1(r, iξ) and δχ2(r, iξ):
δ12F =
~
2πc4
∫ ∞
0
dξ ξ4
∫
VM
d3r δχ1(r, iξ)
×
∫
VB
d3s δχ2(s, iξ)∇Tr [GV (r, s, iξ) ·GV (s, r, iξ)], (3.72)
where the Green tensor GV (r1, r2, iξ) refers to the system before the sus-
ceptibilities have been changed. Note that, since we are dealing with the
interaction between two well-separated space regions, the problem of remov-
ing ‘self’-force contributions does not arise here.
Now let us suppose that the small changes δχ1(r, iξ) and δχ2(r, iξ) re-
sult from the introduction into the system of additional atoms, say impurity
atoms, of type 1 and type 2, respectively. The (body-assisted) force acting
on a type-1 atom at position r1 due to its interaction with a type-2 atom at
position r2 is then evidently obtained, in first order of their polarizabilities
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α1(iξ) and α2(iξ), from the ‘crossing term’ δ12F as
F
(at)
12 =
~µ20
2π
∫ ∞
0
dξ ξ4α1(iξ)α2(iξ)∇1Tr [GV (r1, r2, iξ) · GV (r2, r1, iξ)],
(3.73)
which is in full agreement with previous calculations of the vdW interaction
between two atoms [59,80,81]. Recall that GV (r1, r2, iξ) is the Green tensor
for the material system that has been present before the introduction of the
additional atoms.
Disregarding local-field corrections, one may insert in Eq. (3.73) the Green
tensor for the unperturbed host media. In particular, the force between two
atoms embedded in a homogeneous background medium is then obtained
by identifying GV (r1, r2, iξ) with the respective bulk-medium Green tensor.
Note that in this case the same formula for the force can be obtained by
basing the calculations on Minkowski’s stress tensor [13, 15, 82]. Choosing
in Eq. (3.73) the free-space Green tensor, we recover the vdW interaction
between two atoms in otherwise empty space. It should be pointed out that
F
(at)
12 and F
(at)
21 obey the lex tertia F
(at)
12 =−F(at)21 if the Green tensor is transla-
tionally invariant [GV (r1+v, r2+v, iξ)=GV (r1, r2, iξ)], as it is the case for
the two atoms being in bulk material or in free space. Since Eq. (3.73) de-
scribes the atom–atom force in the presence of arbitrary macroscopic bodies,
it is clear that the atomic positions r1 and r2 are not physically equivalent
in general.
3.3.3 Casimir Force in Planar Structures
Let us illustrate the theory also for a planar structure composed of locally
responding magnetodielectric material, defined according to
ε(r, ω) =


ε−(z, ω), z < 0,
εj(ω), 0 < z < dj,
ε+(z, ω), z > dj,
(3.74)
µ(r, ω) =


µ−(z, ω), z < 0,
µj(ω), 0 < z < dj,
µ+(z, ω), z > dj.
(3.75)
It is advantageous to resort to the stress tensor formulation. To determine the
Casimir stress in the interspace 0<z<dj, we need the corresponding Green
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tensor for both spatial arguments within the interspace (0<z=z′<dj). As
mentioned, the Green tensor for this geometry is known and can be taken,
e.g., from Refs. [48,79]. Since the transverse projection q of the wave vector
is conserved and the polarizations σ=s, p decouple, the scattering part of the
Green tensor within the interspace can be expressed in terms of the reflection
coefficients rσj±=r
σ
j±(ω, q) referring to reflection of waves at the right (+) and
left (−) wall, respectively, as seen from the interspace. Explicit (recurrence)
expressions for the reflection coefficients are available if the walls are multi-
slab magnetodielectrics like Bragg mirrors, see, e.g., Refs. [48,79], [R1]. (For
continuous wall profiles, Riccati-type equations have to be solved [48].) As
mentioned, in the simplest case of two homogeneous, semi-infinite walls, the
coefficients rσj± reduce to the Fresnel amplitudes. In the case first treated by
Lifshitz [10], the interspace is empty and the walls are nonmagnetic.
Casimir Stress within a Nonempty Interspace
For the sake of generality, we first leave the wall structure unspecified. By
modifying the expression for the scattering part of the Green tensor as given
in Ref. [79] to account also for magnetic properties, from Eq. (3.38) together
with Eq. (3.39) (without the bulk part of the Green tensor) it then follows
that the relevant stress tensor element Tzz(r, r) in the interspace 0< z < dj
can be given, at zero temperature, in the form of
Tzz(r, r) = − ~
8π2
∫ ∞
0
dωRe
∫ ∞
0
dq q
µj(ω)
βj(ω, q)
gj(z, ω, q) (3.76)
(q = |q|), where the function gj(z, ω, q), which in general depends on the
position z within the interspace, reads
gj(z, ω, q) = 2
[
β2j (1 + n
−2
j )− q2(1− n−2j )
]
D−1js r
s
j+r
s
j−e
2iβjdj
+ 2
[
β2j (1 + n
−2
j ) + q
2(1− n−2j )
]
D−1jp r
p
j+r
p
j−e
2iβjdj
− (β2j + q2)(1− n−2j )D−1js
[
rsj−e
2iβjz + rsj+e
2iβj(dj−z)
]
+ (β2j + q
2)(1− n−2j )D−1jp
[
rp−e
2iβjz + rpj+e
2iβj(dj−z)
]
, (3.77)
with the definitions
n2j = n
2
j(ω) = εj(ω)µj(ω), (3.78)
βj = βj(ω, q) = (ω
2n2j/c
2 − q2)1/2, (3.79)
Djσ = Djσ(ω, q) = 1− rσj+rσj−e2iβjdj . (3.80)
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Note that the equations Djσ(ω, q)= 0 determine, for real q, the frequencies
of the guided waves in the planar structure. For practical reasons, it may be
advantageous to transform the integral over real frequencies in Eq. (3.76) into
an integral along the imaginary frequency axis by means of contour integral
techniques [cf. Eqs. (3.38) and (3.40)]. Equation (3.76) is thereby turned
into
Tzz(r, r) =
~
8π2
∫ ∞
0
dξ
∫ ∞
0
dq q
µj(iξ)
iβj(iξ, q)
gj(z, iξ, q). (3.81)
From the derivation it is obvious that the stress formula (3.76) [together
with Eq. (3.77)] allows for a locally responding magnetodielectric medium
in the interspace. By contrast, Minkowski’s stress tensor leads to [23], [R1]
(µj ≡ 1)
T (M)zz (r, r) = −
~
2π2
∫ ∞
0
dωRe
∫ ∞
0
dq qβj
∑
σ=s,p
rσj+r
σ
j−e
2iβjdj
Djσ
. (3.82)
From Eq. (3.77) it is easily seen that for an empty interspace, i.e., εj =µj =1,
gj(z, ω, q) becomes independent of z and simplifies to
gj(z, ω, q)→ gj(ω, q) = 4β2j
∑
σ=s,p
rσj+r
σ
j−e
2iβjdj
Djσ
. (3.83)
In this case, and only in this case, Eq. (3.76) reduces to Eq. (3.82), from
which in the case of semi-infinite (homogeneous) dielectric walls Lifshitz’s
well-known formula [10] can be recovered. As already mentioned, formulas
of the type of Eq. (3.82) [which need not necessarily be derived within a stress
tensor formulation] have been claimed to apply also to the case where the
interspace is filled with dielectric material [11, 24], at least if the material is
nonabsorbing [23] (see also the textbooks [5, 15, 22] and references therein).
Since T
(M)
zz (r, r) does not depend on the position z within the interspace,
application of Eq. (3.82) implies the very paradoxical result that the force
acting on any slice of material selected within the interspace vanishes identi-
cally, regardless of the presence and arrangement of the remaining material
(in particular, regardless of the yet unspecified walls). This unphysical result
clearly shows that Eq. (3.82) cannot be valid if the interspace is not empty,
not even if it may be justified to regard the interspace medium as nonab-
sorbing. In contrast, the stress Tzz(r, r) obtained from Eq. (3.76) [together
with Eq. (3.77)] is not uniform within an interspace if the interspace is filled
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with a medium. Hence it gives rise, in general, to a nonvanishing force on a
slice of interspace material, and no paradox appears.
Let us return to the stress formula (3.76) [together with Eq. (3.77)]. It is
not difficult to see that, for a nonempty interspace, the q-integral in Eq. (3.76)
fails to converge at z=0 and z= dj, i.e., on the interfaces where the different
materials are in immediate contact with each other. Mathematically, the
reason for this divergence can be seen in the fact that the reflection coef-
ficients obtained under the assumption of infinite lateral extension of the
system do not approach zero as q tends to infinity. However, large values of
q correspond to waves traveling very obliquely. In any real planar setup of
finite lateral extension, such high-q waves clearly do not contribute to the
q-integral at all; they are not reflected but walk off instead. Note that a di-
vergence of exactly the same type already appears also in the standard case
of an empty interspace in the limit dj→ 0. In order to (approximately) take
into account the finite lateral extension of an actual planar setup, an appro-
priately chosen cutoff value (depending on the lateral system size) for the
reflection coefficients at high q values could be introduced, thereby rendering
the q-integral finite. Of course, a more satisfactory approach would be to
abandon the translational invariance from the outset, which, however, leads
to serious mathematical difficulties since waves with different polarizations
and transverse wave vectors are then no longer decoupled.
Since the Casimir force acting on a body is given by the integral of the
stress tensor over the surface enclosing the body, the stress tensor on its own
is of less importance. What is really important is the integral force value. To
obtain the force (per unit area) acting on a (multilayered) plate of infinite
lateral extension, the stress on the two sides of the plate must be taken into
account. As the example given below shows, it may then happen that the
parts of the stress tensor that diverge when the plate is approached from the
two sides cancel each other out. In such a case, the Casimir force (per unit
area) on a plate remains well defined even if its lateral extension is assumed
to be infinite.
Casimir Force on a Plate in a Nonempty Cavity
In order to make contact with recent work on the Casimir force on bodies
embedded in media [23], let us calculate the force acting at zero temperature
on a homogeneous plate in a nonempty planar cavity, according to the five-
region setup as sketched in Fig. 3.3. The cavity walls are labeled by l = 0
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Figure 3.3: Homogeneous plate embedded in a nonempty cavity. The cavity
medium on the right and left sides of the plate is the same.
and l= 4, the plate by l=2, and the cavity regions that are filled with the
medium the plate is embedded in are labeled by l=1 and l=3, with ε(ω)≡
ε1(ω) = ε3(ω) and µ(ω)≡ µ1(ω) = µ3(ω). The total (volume) force per unit
transverse area acting on the plate can be obtained by (vectorial) addition
of the two force contributions from the two sides of the plate. Application of
Eq. (3.81) then yields the total force per unit transverse area in the form of
F =
~
8π2
∫ ∞
0
dξ
∫ ∞
0
dq q
µ(iξ)
iβ(iξ, q)
[
g3(0, iξ, q)− g1(d1, iξ, q)
]
(3.84)
[β(iξ, q)≡β1(iξ, q)=β3(iξ, q)].
For a quantitative comparison with specific results obtained in Ref. [23]
on the basis of Minkowski’s stress tensor, we make the following simplify-
ing assumptions. We assume that (i) all the reflection coefficients can be
regarded as being almost constant, and (ii) the reflection coefficients rσ1+ and
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rσ3− can be approximated by the (same) single-interface (Fresnel) reflection
coefficient rσ1/2. Physically, these assumptions mean that (i) the distances d1
and d3 between the plate and the cavity walls must not be too small, and
(ii) the plate must be thick enough. Moreover, the approximation scheme
implies that the permittivity and the permeability of the medium the plate is
embedded in can be replaced with their static values briefly referred to as ε
and µ in the following, with n=
√
εµ being the static refractive index. From
Eq. (3.77) it then follows that the difference of the functions g3(0, iξ, q) and
g1(d1, iξ, q) appearing in Eq. (3.84) can be approximated according to
g3(0, iξ, q)− g1(d1, iξ, q) ≃
∑
σ=s,p
{
2
(
1
D3σ
− 1
D1σ
)[
β2
(
1 +
1
n2
)
+∆σq
2
(
1− 1
n2
)]
+ ∆σ(β
2 + q2)
(
1− 1
n2
)
×
[
rσ1/2 + r
σ
3+e
2iβd3
D3σ
− r
σ
1/2 + r
σ
1−e
2iβd1
D1σ
]}
(3.85)
(∆σ= δσp− δσs), where
rσ3+e
2iβd3
D3σ
− r
σ
1−e
2iβd1
D1σ
=
1−D3σ
rσ3−D3σ
− 1−D1σ
rσ1+D1σ
≃ 1
rσ1/2
(
1
D3σ
− 1
D1σ
)
. (3.86)
[One can carry out the derivations also with the exact (yet more complicated)
version of Eq. (3.85), see Ref. [R3].] Substituting Eq. (3.85) together with
Eq. (3.86) into Eq. (3.84), we (approximately) obtain
F =
~
8π2
∫ ∞
0
dξ
∫ ∞
0
dq q
µ
iβ
∑
σ=s,p
(
1
D3σ
− 1
D1σ
)
×
{
2β2
(
1 +
1
n2
)
−∆σ ξ
2
c2
(
n2 − 1)(rσ1/2 + 1rσ1/2
)
+ 2∆σq
2
(
1− 1
n2
)}
.
(3.87)
From an inspection of Eq. (3.87) it is seen that there is no divergence;
the integrals are well-defined. It is worth noting that even without applica-
tion of the approximation scheme, the integrals in the basic formula (3.84)
do not diverge. The reason is that, for a chosen value of ξ, the coefficients
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rσ3−(iξ, q) and r
σ
1+(iξ, q) tend exponentially to the same single-interface Fres-
nel coefficient rσ1/2(iξ, q) as q goes to infinity, as may be seen from relations
like
rσ1+ =
rσ1/2 + e
2iβ2d2rσ2+
1 + rσ1/2e
2iβ2d2rσ2+
→ rσ1/2 if q →∞, (3.88)
rσ3− =
rσ3/2 + e
2iβ2d2rσ2−
1 + rσ3/2e
2iβ2d2rσ2−
→ rσ3/2 if q →∞ (3.89)
together with the relation rσ3/2= r
σ
1/2 (valid for arbitrary values of ξ and q).
Note that iβ2 →−∞ if q→∞. As a consequence, the divergent contribu-
tions to the q-integral in Eq. (3.84), which would arise from g3(0, iξ, q) and
g1(d1, iξ, q) separately, combine in a convergent fashion. Thus, for the setup
under study, a q-cutoff need not be introduced.
Let us return to Eq. (3.87). If the two walls and the plate are almost
perfectly reflecting, i.e., rσ1−≃ rσ3+≃∆σ, rσ1/2≃∆σ, then standard evaluation
of the integrals leads to (n=
√
εµ)
F =
~cπ2
240
√
µ
ε
(
2
3
+
1
3εµ
)(
1
d43
− 1
d41
)
. (3.90)
In particular, if only one wall is present, say the left one, then Eq. (3.90)
reduces to (d3→∞, d1≡ d)
F = −~cπ
2
240
√
µ
ε
(
2
3
+
1
3εµ
)
1
d4
, (3.91)
which is the generalization of Casimir’s well known formula [83] for the force
between two almost perfectly reflecting plates separated by vacuum [µ= ε=1
in Eq. (3.91)] to the case where the interspace between the plates is filled
with a medium having static permeability µ and static permittivity ε.
In order to compare Eq. (3.90) with the force formula obtained on the
basis of Minkowski’s stress tensor, we note that the use of Minkowski’s stress
tensor for a nonmagnetic medium leads to [see Eqs. (3.6) and (3.7) in Ref. [23]]
F (M) = − ~
π2
∫ ∞
0
dξ
∫ ∞
0
dq q iβ
(
1
e−2iβd3 − 1 −
1
e−2iβd1 − 1
)
(3.92)
in place of Eq. (3.87) with µ = 1. For an almost perfectly reflecting plate
in a cavity with almost perfectly reflecting walls, standard evaluation of the
integrals in Eq. (3.92) then yields, in place of Eq. (3.90),
F (M) =
~cπ2
240
1√
ε
(
1
d43
− 1
d41
)
, (3.93)
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which in the limit d3→∞ reduces to (d1≡ d)
F (M) = −~cπ
2
240
1√
ε
1
d4
. (3.94)
Note that Eq. (3.94) corresponds to the result derived in Ref. [84] by means
of mode summation methods [i.e., by resorting to Eq. (1.1)]. Comparing
Eq. (3.90) with Eq. (3.93) [or Eq. (3.91) with Eq. (3.94)], we see that
|F | ≤ |F (M)|, (3.95)
i.e., the absolute value of the force is (n > 1) always smaller than that
predicted from Minkowski’s stress tensor. Introduction of a (polarizable)
medium into the interspace is obviously associated with some screening of
the plate, thereby reducing the force acting on it. Since the charges and
currents attributed to the interspace medium are not correctly treated in a
theory that is based on Minkowski’s stress tensor or an equivalent formalism,
the screening effect is underestimated and consequently the force calculated
in this way is overestimated. Although the assumptions made to derive the
results given above are rather restrictive, the comparison of Eq. (3.90) with
Eq. (3.93) clearly shows that the correct inclusion of the medium into the
theory can give rise to noticeable effects (see Fig. 3.4).
A consequence of the approximation scheme employed in this section is
the appearance of the (real) values of the static permittivity and the static
permeability of the interspace material in Eq. (3.90). However, the basic
equation (3.84) is of course valid for arbitrary locally responding magnetodi-
electric media. The influence of material dispersion and absorption comes
into play when the distances d1 and/or d3 are decreased. The behavior of
the permeability and the permittivity at nonzero frequencies becomes then
important.
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Figure 3.4: (a) The Casimir force F given by Eq. (3.90) (solid curve) is
shown as a function of the medium refractive index n=
√
ε (µ=1) for chosen
distances d1 and d3. For comparison, F
(M) given by Eq. (3.93) (dashed
curve) is shown. (b) The ratio F (M)/F is shown as a function of the medium
refractive index.
Chapter 4
Summary
In this work, we have presented a general quantization scheme for the macro-
scopic electromagnetic field in arbitrary linearly responding media (at rest),
thereby offering a unified approach to QED in such media. Describing the
medium response by a non-local conductivity tensor, any of the possible
electromagnetic features of a linear medium is covered by the scheme, in
particular, spatial dispersion. Central quantities of the scheme are the noise
current density that is intimately connected with the absorption necessarily
observed in any linear medium in equilibrium, the bosonic dynamical vari-
ables associated with the noise current density, and the Green tensor of the
macroscopic Maxwell equations, in which the medium properties enter via the
conductivity tensor. Inclusion in the theory of additional atomic sources that
interact with the medium-assisted electromagnetic field may be straightfor-
wardly performed along standard lines, where in this context the ‘free’ field
already incorporates the interaction with some background material. With
some modifications, the theory is also capable of handling (linearly) amplify-
ing media in a consistent manner, although the concept of linear amplification
strictly speaking does not really fit into the usual linear-response framework.
From a careful analysis of the dynamical variables and (quasi-)local lim-
iting forms of the non-local conductivity tensor, we have shown how quan-
tization schemes previously developed for locally responding media can be
recovered as special applications of the general quantization scheme. In par-
ticular, a locally responding magnetodielectric medium can be viewed as a
special quasi-local limiting case of an isotropic, spatially dispersive medium
without optical activity, where the (local) dielectric permittivity and mag-
netic permeability are just two contributions to one and the same quasi-local
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conductivity tensor. As a result, application of the general quantization
scheme shows that the electromagnetic field in such a medium can be quan-
tized by using a single set of bosonic variables. Generally, the use of a single
set of bosonic variables means that the noise current density that enters the
macroscopic Maxwell equations is not divided into parts (associated, e.g.,
with a polarization and a magnetization) regarded as representing indepen-
dent degrees of freedom, but is rather treated as an entity. This may be
particularly advantageous for future studies of (quantum) electrodynamics
in moving media, simplifying the discussion of transformations to different
frames of reference. However, the theory also admits, by appropriate pro-
jection, the use of several independent sets of bosonic variables, which in
fact corresponds to the neglect of certain kinds of interactions in the sense
of super-selection rules.
Applying the general quantization scheme, we have then presented a uni-
fied, macroscopic theory of dispersion forces, which we regard as the purely
electromagnetic, fluctuation-induced Lorentz forces that act on the linearly
responding current (and corresponding charges) that define a material body
within the framework of macroscopic (linear) electrodynamics. We have
shown that this viewpoint unites Casimir, Casimir–Polder and van der Waals
forces in a very natural way that makes transparent their common physical
basis. Dispersion forces acting on (ground-state) macro- and micro-objects—
including single atoms—may thus be calculated in a unified way. Other force
contributions that in practice may compensate the genuine dispersion forces
are not included in the calculation. The Lorentz-force approach may on the
other hand be viewed as just providing the necessary size of such additional
forces if force compensation is to be assumed. In contrast, approaches that
resort to Minkowski’s (rather than Maxwell’s) stress tensor or related quan-
tities have the aim to include such forces, and in some way demand force
compensation from the very beginning. Unfortunately, inconsistencies are
thereby introduced. One may expect that a consistent treatment of such
additional forces together with the genuine dispersion forces is not possible
without detailed microscopic model assumptions about the bodies involved.
On the basis of the Lorentz force, we have derived general formulas for
the dispersion force acting on bodies or a parts of them—formulas that apply
to arbitrary (linearly responding) media and whose validity is not restricted
to weakly polarizable matter. In particular, if the matter may be regarded
as consisting of atoms in the broadest sense of the word and a (local) permit-
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tivity of Clausius–Mossotti-type can be assigned to it, then all the relevant
many-atom vdW interactions of the involved matter can be included in the
force to be calculated. As already mentioned, the applicability of the theory
ranges from macro-objects to micro-objects. The force acting on a (locally
responding) dielectric micro-object is often calculated in the spirit of a simple
superposition of CP forces acting on independent atoms, at least in the case
of a weakly polarizable object. The present theory enables one to systemati-
cally include in the calculation both the dependence of the force on the shape
of the micro-object and, at the same time, the contributions to the force due
to many-atom interactions of atoms of the micro-object, without restriction
to weakly polarizable matter. If the micro-object reduces to a single atom,
the well-known formula for the CP force on a single atom is recovered. It
is worth noting that not only the force acting on an isolated atom can be
obtained, but also the force on a medium atom. For a medium atom, the CP
force is screened due to the presence of neighboring medium atoms, while
there is of course no such screening in the case of an isolated atom. More-
over, the basic formulas can also be used to study the body-assisted vdW
interaction between atoms.
Specializing to planar structures, we have generalized Lifshitz-type formu-
las for the Casimir force on planar plates (being valid for empty interspaces
between the plates) to the case where the interspaces are filled with a (locally
responding) magnetodielectric medium. The problems implied by basing the
calculation of the Casimir force on Minkowski’s stress tensor can in this case
be exhibited rather explicitly. (Interestingly, Lifshitz himself did not address
nonempty interspaces in his seminal article [10].) Studying the Casimir force
acting on a homogeneous plate embedded in a medium in a planar cavity
and applying approximations such as high reflection, we have also given the
correct extension of Casimir’s original formula for the force between two per-
fectly reflecting plates to the case where the interspace between the plates is
filled with a (locally responding magnetodielectric) medium. It shows very
clearly that if the plate is embedded in a medium, then the force can no-
ticeably differ from the result obtained on the basis of Minkowski’s stress
tensor.
Summarizing, we have in this work presented and worked out in detail (i)
a universally applicable and versatile theoretical framework for macroscopic
QED in arbitrary linearly responding media and (ii) a unified approach to
the theory of dispersion forces on ground-state objects (or thermally excited
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ones). The dispersion force acting on a macroscopic piece of matter may
basically be viewed as being ‘just’ the (quantum) Lorentz force on the consti-
tuting charges and currents, which, within the macroscopic description, are
completely specified through the linear-response constitutive relation that
has been adopted to describe the matter. We think this is a conceptually
straightforward and quite satisfactory point of view.
Appendix A
Supplementary Material
A.1 Electro- and Magnetostatics as Limiting
Cases
The solution to (the classical) Eq. (2.7) is
E(r, ω) = iµ0ω
∫
d3r′G(r, r′, ω) · j(r′, ω), (A.1)
where G(r, r′, ω) is the free-space Green tensor, which obeys Eq. (2.18) with
Q(r, r′, ω) replaced with zero (in a limiting sense; compare the remarks at the
end of Sec. 2.1). It has the property of not mixing the spaces of longitudinal
and transverse vector functions, as may be seen from its straightforward
Fourier representation [cf. Eq. (2.37)]
G(r, r′, ω) = G‖(r, r′, ω) +G⊥(r, r′, ω), (A.2)
G‖(r, r′, ω) = −
∫
d3k
(2π)3
eik·(r−r
′)kk
k2
1
ω2/c2
= − c
2
ω2
∆‖(r− r′), (A.3)
G⊥(r, r′, ω) =
∫
d3k
(2π)3
eik·(r−r
′)
(
I − kk
k2
)
1
k2 − ω2/c2 . (A.4)
Let us consider some slowly varying, nearly static charge density in free
space. In the strictly static limit, its frequency components behave like
ρ(r, ω) → ρ0(r)δ(ω). To ρ(r, ω) we may assign a polarization, ρ(r, ω) =
−∇ ·P(r, ω), where correspondingly P(r, ω)→ P0(r)δ(ω) in the static limit.
From Eq. (2.6), the total current density j(r, ω) therefore contains the po-
larization current density −iωP(r, ω), which however vanishes in the static
82
APPENDIX A. SUPPLEMENTARY MATERIAL 83
limit [ωδ(ω)=0]. In order to calculate the electric field associated with this
polarization current in the static limit, we insert j(r, ω) 7→ −iωP(r, ω) in
Eq. (A.1) and afterwards let P(r, ω)→ P0(r)δ(ω) in the limit. Introducing
the Coulomb Green function g(r) = (4πr)−1, taking Eqs. (A.2)–(A.4) into
account, and converting to the time-domain, the result is
Ees(r, t) =
∫
dω e−iωtE(r, ω) = µ0
∫
d3r′
[
ω2e−iωtG(r, r′, ω)
]
ω→0
·P0(r′)
= −ε−10 ∇
∫
d3r′ g(|r− r′|)ρ0(r′) (A.5)
[∆‖(r)= −∇∇g(r)]. From an analogous calculation, the contribution of the
polarization current to the magnetic induction field is found to be zero in the
static limit [cf. Eq. 2.2],
Bes(r, t) =
∫
dω e−iωtB(r, ω)
= −iµ0
∫
d3r′
[
ω e−iωt∇×G(r, r′, ω)]
ω→0
·P0(r′) = 0. (A.6)
Equation (A.5) is the well-known solution to the equations of electrostatics,
∇·E(r)=ρ0(r)/ε0,∇×E(r)= 0, and Eq. (A.6) states that no static magnetic
field is generated from a static polarization.
The total current density may have a further contribution that does
not vanish in the static limit but whose frequency components approach
j0(r)δ(ω) with some non-zero j0(r), which must be transverse for consistency
[cf. Eq. (2.6)], j0(r)= j
⊥
0 (r). The fields attributed to such a transverse static
current may be derived analogously, where G‖(r, r′, ω) is not needed in the
calculation. Noting that G⊥(r, r′, ω), remains well-defined at zero frequency
[see Eq. (A.4)], one finds
Ems(r, t) =
∫
dω e−iωtE(r, ω) = iµ0
∫
d3r′
[
ωe−iωtG⊥(r, r′, ω)
]
ω→0
·j0(r′) = 0
(A.7)
and
Bms(r, t) =
∫
dω e−iωtB(r, ω) = µ0∇×
∫
d3r′
[
e−iωtG(r, r′, ω)
]
ω→0
· j0(r′)
= µ0∇×
∫
d3r′ g(|r− r′|)I · j0(r′). (A.8)
Equation (A.8) is the well-known solution to the equations of magnetostatics,
∇ ·B(r)=0, ∇×B(r)= µ0j0(r), and Eq. (A.7) states that no static electric
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field is generated by a static (transverse) current. Both electrostatics and
magnetostatics have thus been fully recovered from the solution to Eq. (2.7).
[Note that the condition j0(r)= j
⊥
0 (r) is just the integrability condition with-
out which magnetostatics were not consistent.] Since ρ0(r) and j0(r) can be
specified independently, electrostatic [Eqs. (A.5), (A.6)] and magnetostatic
[Eqs. (A.7), (A.8)] fields may coexist without any interrelation, as is well-
known.
A.2 Consistency at Zero Frequency
The analysis of App. A.1, though based on properties of the free-space Green
tensor, may be used to obtain physical consistency requirements for the low-
frequency behavior of general Green tensors that obey Eq. (2.18) with some
general conductivity tensor Q(r, r′, ω). In contrast to App. A.1, it is now
necessary to distinguish between longitudinal and transverse parts of a tensor
from the left and from the right. Obviously, it is possible to regard the
quantities ρ0(r) and/or j0(r) considered in App. A.1 as arising, partly or
completely, from the linear response of a medium in the static limit, as it
is encoded in the low-frequency behavior of the corresponding conductivity
tensor. In order that [the polarization P0(r) attributed to] the static charge
density ρ0(r) and the static current density j0(r) remain well-defined also
if they are viewed as containing such medium-response contributions, the
responsible conductivity tensor has to approach a (zero or non-zero) static
limit according to [cf. Eq. (2.29)]
Q(r, r′, ω) ≃ Q0(r, r′)− iωε0χ0(r, r′) + · · · , (A.9)
with certain real tensors Q0(r, r
′) and χ0(r, r
′). The first and second terms
of Eq. (A.9) affect magnetostatics and electrostatics, respectively. Since a
non-zero static current density must be transverse (cf. App. A.1), it follows
that the static conductivity tensor Q0(r, r
′) must generally be transverse
from the right, and—due to the reciprocity of Q(r, r′, ω)—it has to be also
transverse from the left, i.e.,∫
d3sQ0(r, s) ·∆⊥(s− r′) = Q0(r, r′) =
∫
d3s∆⊥(r− s) ·Q0(s, r′).
(A.10)
The static fields attributed to ρ0(r) and j0(r), respectively, must be ex-
pressible using the free-space Green tensor (i.e., just as in App. A.1) even
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if they are regarded as containing medium-response contributions. Alterna-
tively, the same fields must be expressible using the Green tensor that has
been constructed from Eq. (2.18), with Q(r, r′, ω) being the conductivity
tensor that accounts precisely for the medium-response contributions. When
choosing the latter option, the medium-response contributions have of course
to be omitted from ρ0(r) and j0(r), i.e., only the remainders not covered by
the conductivity tensor have to be kept explicitly as source terms. Since
such a redistribution of sources is possible for an arbitrarily given conduc-
tivity tensor Q(r, r′, ω), and since the choice of ρ0(r) and j0(r) in App. A.1
is also arbitrary, conclusions that are valid for arbitrary Green tensors can
be drawn on this basis. Specifically, from (the first line of) the electrostatics
formula (A.5), we are permitted to conclude that a finite static (remainder)
polarization will properly generate a finite and purely longitudinal electro-
static field only if the leading asymptotic behavior of the Green tensor near
ω= 0 is generally given by
G(r, r′, ω) ≃ − c
2
ω2
L(r, r′). (A.11)
Here, the (non-zero) tensorial coefficient L(r, r′) must be real, longitudinal
from the left, and—due to the reciprocity of G(r, r′, ω)—also longitudinal
from the right,∫
d3sL(r, s) ·∆‖(s− r′) = L(r, r′) =
∫
d3s∆‖(r− s) · L(s, r′). (A.12)
[Note that L(r, r′) is not necessarily equal to∆‖(r− r′) in general.] Similarly,
from the (first line of the) magnetostatics formula (A.8), we can see that a
finite transverse static (remainder) current density will properly generate a
finite magnetostatic induction field only if the transverse-from-the-right part∫
d3sG(r, s, ω) · ∆⊥(s− r′) of the Green tensor is generally finite (and in
general non-vanishing) at ω = 0. Due to the reciprocity of G(r, r′, ω), the
same is true for the transverse-from-the-left part
∫
d3s∆⊥(r− s) ·G(s, r′, ω)
of the Green tensor. (In particular, the result of taking the transverse part
of the Green tensor from both sides is hence generally finite at ω= 0.) From
inspection of Eq. (A.6), we can furthermore see that the finiteness of the
transverse-from-the-left part ofG(r, r′, ω) ensures also the absence of a mag-
netic field in electrostatics, as required. Similarly, we can see from Eq. (A.7)
that the finiteness of the transverse-from-the-right part of G(r, r′, ω) prop-
erly ensures also the absence of an electric field in magnetostatics.
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From the above, it follows that idealized conductivity tensors that do
not show a behavior as required by Eqs. (A.9) and (A.10) will in general
give rise to Green tensors that exhibit objectionable properties in the static
limit. Such conductivity tensors and Green tensors are thus overly idealized
and physically inconsistent, at least with regard to the static limit. Specif-
ically, as Eq. (A.10) cannot be satisfied by any spatially local (isotropic
or anisotropic) conductivity tensor, it follows that the concept of a non-
vanishing and spatially non-dispersive static conductivity (tensor) suffers
from consistency problems. In particular, the permittivity ε(r, ω) of a locally
responding isotropic dielectric medium—to which corresponds a spatially lo-
cal conductivity tensor Q(r, r′, ω) = −iωε0 [ε(r, ω) − 1] I δ(r− r′)—should
not be permitted to display a pole at ω= 0 for consistency.
A.3 Proof of the Green-Tensor Integral Re-
lation (2.19)
The linear integro-differential equation (2.18) can be represented as∫
d3sH (r, s, ω) ·G(s, r′, ω) = I δ(r− r′), (A.13)
where the integral kernel
H (r, r′, ω) =∇×∇× I δ(r− r′)− ω
2
c2
I δ(r− r′)− iµ0ωQ(r, r′, ω) (A.14)
is reciprocal,
H (r, r′, ω) = H T(r′, r, ω), (A.15)
since Q(r, r′, ω) is reciprocal, cf. Eq.(2.9). Hence, the transposed equation
of Eq. (A.13) takes the form∫
d3sGT(s, r, ω) ·H (s, r′, ω) = I δ(r− r′). (A.16)
Multiplying from the right with G(r′, s′, ω), integrating over r′, and using
Eq. (A.13), one can see that the Green tensor is also reciprocal,
G(r, r′, ω) = GT(r′, r, ω). (A.17)
Because of Eq. (A.17), the complex conjugate of Eq. (A.16) reads∫
d3sG∗(r, s, ω) ·H ∗(s, r′, ω) = I δ(r− r′). (A.18)
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Taking the dot product of Eq. (A.13) from the left with G∗(s′, r, ω) and in-
tegrating over r, taking the dot product of Eq. (A.18) from the right with
G(r′, s′, ω) and integrating over r′, and subtracting the two resulting equa-
tions, one derives
ImG(r, r′, ω) = −
∫
d3s
∫
d3s′G(r, s, ω) · [ImH (s, s′, ω)] ·G∗(s′, r′, ω).
(A.19)
From Eq. (A.14) it is seen that
ImH (r, r′, ω) = −Imω
2
c2
I δ(r− r′)− µ0Re [ωQ(r, r′, ω)]. (A.20)
Insertion of Eq. (A.20) into Eq. (A.19) and restriction to real frequencies
leads, upon recalling Eq. (2.10), to Eq. (2.19).
A.4 Proof of the Fundamental Commutator
(2.24)
Using Eqs. (2.20)–(2.23) and recalling the reciprocity of G(r, r′, ω), we may
write
[Eˆ(r), Bˆ(r′)] = −iµ20
∫ ∞
0
dω ω
∫ ∞
0
dω′
∫
d3s
∫
d3s′
×
{
G(r, s, ω) · [ˆj
N
(s, ω), jˆ†N(s
′, ω′)
] ·G∗(s′, r′, ω′)
+G∗(r, s, ω) · [ˆj†N(s, ω), jˆN(s′, ω′)] ·G(s′, r′, ω′)
}
×
←
∇
′. (A.21)
Applying the commutation relation (2.25) and employing the reality and
reciprocity of σ(r, r′, ω) [cf. Eqs. (2.9) and (2.10)], we may carry out one of
the frequency integrals to obtain
[Eˆ(r), Bˆ(r′)] =
2~µ20
iπ
Re
∫ ∞
0
dω ω2
×
∫
d3s
∫
d3s′G(r, s, ω) · σ(s, s′, ω) ·G∗(s′, r′, ω)×
←
∇
′. (A.22)
By means of the integral relation (2.19), we can now evaluate the spatial
integrals. On recalling the relation G∗ (r, r′, ω)=G (r, r′,−ω∗), we find
[Eˆ(r), Bˆ(r′)] =
2~µ0
iπ
∫ ∞
0
dω ω ImG(r, r′, ω)×
←
∇
′
=
~µ0
iπ
[∫ ∞
−∞
dω ω ImG(r, r′, ω)
]
×
←
∇
′. (A.23)
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Recalling that G(r, r′, ω) and Q(r, r′, ω) are (Fourier transformed) response
functions, we may conclude from Eq. (2.18) that the leading asymptotic
behavior of G(r, r′, ω) is given by
G(r, r′, ω) ≃ − c
2
ω2
I δ(r− r′) (A.24)
along along any direction in the upper ω half-plane (including the real axis).
[Alternatively, since within the framework of macroscopic QED the presence
of any medium is irrelevant at sufficiently high frequencies, Eq. (A.24) may
be derived also from Eqs. (A.2)–(A.4).] Together with the fact that the most
singular (∼ ω−2) term of G(r, r′, ω) at ω = 0 is given by Eq. (A.11), and
does not contribute to ImG(r, r′, ω) for real ω, this shows that the integral
within the square brackets in Eq. (A.23) converges. It may be evaluated by
contour-integral techniques as∫ ∞
−∞
dω ω ImG(r, r′, ω) = ImP
∫ ∞
−∞
dω ωG(r, r′, ω)
= Im
∫
C
dω ωG(r, r′, ω) = πc2[I δ(r− r′)− L(r, r′)].
(A.25)
Here, the principal-value (P) integral has been changed to an integral over
a contour C that consists of an infinitely large semi-circle in the upper half-
plane (traversed clockwise), plus an infinitely small semi-circle (traversed
counter-clockwise) that avoids the origin in the upper half-plane. Taking
into account Eq. (A.24) on the large semi-circle and Eq. (A.11) on the small
one, the result given in Eq. (A.25) is obtained. Note that the sub-leading
(weaker than ω−2) singular terms of G(r, r′, ω) at ω= 0 do not contribute,
irrespective of the actual nature of the singularity. Inserting Eq. (A.25)
in Eq. (A.23), and using Eq. (A.12), we arrive at the desired Eq. (2.24)
[∇× I δ(r− r′)= −I δ(r− r′)×
←
∇
′].
A.5 Reduced State Space and Super-Selection
Rule
Let us consider the state space spanned by the Fock states associated with
fˆ(r, ω) and fˆ †(r, ω) so that an arbitrary, normalizable state |φ〉 in this space
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can be represented in the form
|φ〉 = |0〉〈0|φ〉+
3∑
k1=1
∫ ∞
0
dω1
∫
d3r1 φk1(r1, ω1) |1k1(r1, ω1)〉
+
3∑
k1,k2=1
∫ ∞
0
dω1
∫ ∞
0
dω2
∫
d3r1
∫
d3r2
× φk1k2(r1, ω1, r2, ω2) |1k1(r1, ω1), 1k2(r2, ω2)〉+ . . . , (A.26)
where
fˆk(r, ω) |0〉 = 0, (A.27)
fˆ †k(r, ω) |0〉 = |1k(r, ω)〉 , (A.28)
fˆ †kN (rN , ωN) · · · fˆ
†
k1
(r1, ω1) |0〉 = |1k1(r1, ω1), . . . , 1kN (rN , ωN)〉 . (A.29)
The normalization of |φ〉 can be obtained by using the formula (which can
be viewed as a special case of the Bloch–De Dominicis theorem [34])
〈0| fˆkM (rM , ωM) . . . fˆk1(r1, ω1)fˆ †k′1(r
′
1, ω
′
1) . . . fˆ
†
k′
N
(r′N , ω
′
N) |0〉
= δMN
∑
π∈SN
N∏
l=1
δkl,k′pi(l)δ
(
rl − r′π(l)
)
δ
(
ωl − ω′π(l)
)
(A.30)
(〈0|0〉=1; SN , group of permutations of N objects).
In order to construct a reduced state space in which the operators fˆλ(r, ω)
and fˆ †λ(r, ω) defined by Eq. (2.61) behave like bosonic operators, let us first
introduce states |0〉λ according to
fˆλi(r, ω) |0〉λ = 0, (A.31)
fˆλi(r, ω) |0〉λ′ = |0〉λ′ fˆλi(r, ω) (λ 6= λ′) (A.32)
(λ〈0|0〉λ=1), such that
|0〉 =
Λ⊗
λ=1
|0〉λ . (A.33)
Now let us introduce, for each λ, an orthogonal projector Pˆλ as the sum of
orthogonal projectors Pˆ
(N)
λ ,
Pˆλ =
∞∑
N=0
Pˆ
(N)
λ , (A.34)
Pˆ
(N)†
λ = Pˆ
(N)
λ , (A.35)
Pˆ
(N)
λ Pˆ
(N ′)
λ = δNN ′Pˆ
(N)
λ (A.36)
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and specify Pˆ
(N)
λ in such a way that, when applied to a quantum state of
the form (A.26), it picks out the (N +1)th term on the right-hand side of
Eq. (A.26) and incorporates N position-space projection kernels belonging
to the chosen value of λ,
Pˆ
(0)
λ = |0〉λ〈0|λ , (A.37)
Pˆ
(N)
λ =
1
N !
∑
k1
∫ ∞
0
dω1
∫
d3r1
∑
k2
∫ ∞
0
dω2
∫
d3r2 · · ·
∑
kN
∫ ∞
0
dωN
∫
d3rN
× fˆ †λk1(r1, ω1)fˆ †λk2(r2, ω2) · · · fˆ †λkN (rN , ωN)
× Pˆ (0)λ fˆλkN (rN , ωN)fˆλkN−1(rN−1, ωN−1) · · · fˆλk1(r1, ω1) (A.38)
(N = 1, 2, . . .). It is not difficult to prove that Eqs. (A.35) and (A.36) are
fulfilled, where the latter equation fixes the normalization factor 1/N ! in
Eq. (A.38), and that, in view of Eqs. (A.33) and (A.36), the commutation
relation [
Pˆ
(N)
λ , Pˆ
(N ′)
λ′
]
= 0 (A.39)
holds.
We may now define a reduced state space that contains only those (nor-
malizable) vectors that have the separable form
|φ〉(red) =
Λ⊗
λ=1
|φ〉λ , (A.40)
Pˆλ |φ〉λ = |φ〉λ , (A.41)
with each vector |φ〉λ being, by construction, a superposition of vectors
|N〉λ =
∑
k1
∫ ∞
0
dω1
∫
d3r1 . . .
∑
kN
∫ ∞
0
dωN
∫
d3rN
× Cλk1...λkN (r1, ω1, · · · , rN , ωN) |1λk1(r1, ω1), . . . , 1λkN (rN , ωN)〉 , (A.42)
where, in analogy to Eq. (A.29),
|1λk1(r1, ω1), . . . , 1λkN (rN , ωN)〉 = fˆ †λkN (rN , ωN) · · · fˆ
†
λk1
(r1, ω1) |0〉λ . (A.43)
The important feature of these states is that the result of performing
the integrations in Eq. (A.42) is not changed if the wave function
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Cλk1...λkN (r1, ω1, · · · , rN , ωN) is replaced according to
Cλk1...λkN (r1, ω1, · · · , rN , ωN) 7→
∫
d3r′1 · · ·
∫
d3r′N (Pλ)k1k′1(r1, r
′
1, ω1) · · ·
× (Pλ)kNk′N (rN , r′N , ωN)Cλk′1...λk′N (r′1, ω1, · · ·, r′N , ωN). (A.44)
It is also not changed if Cλk1...λkN (r1, ω1, · · · , rN , ωN) is symmetrized with
repect to the labels 1, . . . , N . Wave functions that can be reduced to the
same standardized wave function by these operations are thus fully equivalent
representatives of the same vector. Without loss of generality, one can thus
adopt the convention to employ only such standardized wave functions.
The commutation relation (2.62) implies that
eǫfˆλk(r,ω)fˆ †λ′k′(r
′, ω′)e−ǫfˆλk(r,ω) = fˆ †λ′k′(r
′, ω′)+ǫδλλ′(Pλ)kk′(r, r
′, ω)δ(ω−ω′)
(A.45)
with ǫ being a parameter. As Eq. (A.45) is a similarity transformation, it
generalizes to
eǫfˆλk(r,ω)F [fˆ †λ′k′(r
′, ω′)]e−ǫfˆλk(r,ω)
= F [fˆ †λ′k′(r
′, ω′) + ǫδλλ′(Pλ)kk′(r, r
′, ω)δ(ω − ω′)] (A.46)
where F = F [fˆ †λ′k′(r
′, ω′)] is any well-behaved functional of fˆ †λ′k′(r
′, ω′). Com-
parison of the terms of first order in ǫ on both sides yields[
fˆλk(r, ω), F [fˆ
†
λ′k′(r
′, ω′)]
]
=
{
∂
∂ǫ
F [fˆ †λ′k′(r
′, ω′) + ǫδλλ′(Pλ)kk′(r, r
′, ω)δ(ω − ω′)]
}
ǫ=0
. (A.47)
Let us consider the particular functional FN [fˆ
†
λ′k′(r
′, ω′)] appearing in Eqs.
(A.42) and (A.43),
FN [fˆ
†
λ′k′(r
′, ω′)] =
∑
k1
∫ ∞
0
dω1
∫
d3r1 . . .
∑
kN
∫ ∞
0
dωN
∫
d3rN
× Cλk1...λkN (r1, ω1, · · · , rN , ωN)fˆ †λkN (rN , ωN) · · · fˆ
†
λk1
(r1, ω1). (A.48)
If the convention to use only standardized wave functions is adopted, one
may write
FN [fˆ
†
λ′k′(r
′, ω′) + ǫδλλ′(Pλ)kk′(r, r
′, ω′)δ(ω − ω′)]
= FN [fˆ
†
λ′k′(r
′, ω′) + ǫδλλ′δkk′δ(r− r′)δ(ω − ω′)], (A.49)
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which means that the right-hand side of Eq. (A.47) may be evaluated, for
this functional, just as an ordinary functional derivative, i.e.,[
fˆλk(r, ω), FN [fˆ
†
λ′k′(r
′, ω′)]
]
=
δFN [fˆ
†
λ′k′(r
′, ω′)]
δfˆ †λk(r, ω)
. (A.50)
But since, due to the definition of the reduced state space, only commutators
of the type (A.50) (for all N) are required, and since Eq. (A.50) can be
obtained from Eq. (2.69) in the same way that Eq. (A.47) has been obtained
from Eq. (2.62), Eq. (2.69) is generally valid for the reduced state space.
A.6 Proof of Eqs. (3.17)–(3.25)
From Eqs. (2.22), (2.23), (3.44), and (3.45) together with the commutation
relation (2.25) we derive, on recalling the reciprocity of the Green tensor and
the relation (2.19),
[
ρˆ(r, ω), Eˆ
†
(r′, ω′)
]
=
~
π
ω2
c2
δ(ω − ω′)∇ · ImG(r, r′, ω)
= −[ρˆ†(r, ω), Eˆ(r′, ω′)], (A.51)
[
jˆ(r, ω), Bˆ
†
(r′, ω′)
]
= −~
π
δ(ω−ω′)
[(
∇×∇×−ω
2
c2
)
ImG(r, r′, ω)×
←
∇
′
]
= −[ jˆ†(r, ω), Bˆ(r′, ω′)], (A.52)
[
ρˆ(r, ω), Bˆ
†
(r′, ω′)
]
= −~
π
iω
c2
δ(ω − ω′)∇ · ImG(r, r′, ω)×
←
∇
′
=
[
ρˆ†(r, ω), Bˆ(r′, ω′)
]
, (A.53)
and[
jˆ(r, ω), Eˆ(r′, ω′)†
]
= −~
π
iω δ(ω − ω′)
[(
∇×∇×−ω
2
c2
)
ImG(r, r′, ω)
]
=
[
jˆ
†
(r, ω), Eˆ(r′, ω′)
]
. (A.54)
Equations (A.51) and (A.52) obviously imply the commutation relations
[
ρˆ(r), Eˆ(r′)
]
=
∫ ∞
0
dω
∫ ∞
0
dω′
{[
ρˆ(r, ω), Eˆ
†
(r′, ω′)
]
+
[
ρˆ†(r, ω), Eˆ(r′, ω′)
]}
= 0 (A.55)
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and[
jˆ(r), Bˆ(r′)
]
=
∫ ∞
0
dω
∫ ∞
0
dω′
{[
jˆ(r, ω), Bˆ
†
(r′, ω′)
]
+
[
jˆ
†
(r, ω), Bˆ(r′, ω′)
]}
= 0, (A.56)
and hence Eqs. (3.17) and (3.19) are seen to hold. Note in particular that
the commutation relation
[
ρˆ(r), Eˆ⊥(r′)
]
=0 is valid. From Eqs. (A.53) and
(A.54), respectively, it follows that[
ρˆ(r), Bˆ(r′)
]
= −2i~
πc2
∫ ∞
0
dω ω∇ · ImG(r, r′, ω)×
←
∇
′ (A.57)
and[
jˆ(r), Eˆ(r′)
]
= −2i~
π
∫ ∞
0
dω ω
[(
∇×∇×−ω
2
c2
)
ImG(r, r′, ω)
]
. (A.58)
To further evaluate the integrals in Eqs. (A.57) and (A.58), we recall that
both the conductivity tensor Q(r, r′, ω) and the Green tensor G(r, r′, ω) are
(Fourier-transformed) response functions and have an asymptotic behavior
for large ω in the upper half-plane as specified by Eqs. (3.21) and (A.24),
respectively. Recalling that G∗(r, r′, ω) = G(r, r′,−ω∗), and making use
of Eq. (A.25), we may easily evaluate the integral in Eq. (A.57) to prove
Eq. (3.18),[
ρˆ(r), Bˆ(r′)
]
= − i~
πc2
∇ ·
[∫ ∞
−∞
dω ω ImG(r, r′, ω)
]
×
←
∇
′ = 0. (A.59)
To evaluate Eq. (A.58), we take into account that according to Eq. (2.18)
the relation(
∇×∇×−ω
2
c2
)
ImG(r, r′, ω) = µ0Re
[
ω
∫
d3sQ(r, s, ω) ·G(s, r′, ω)
]
(A.60)
may be used on the real ω axis. Inserting this relation into Eq. (A.58), we
see that the evaluation of Eq. (A.58) can be done in very much the same way
as the evaluation of Eq. (A.57). Noting that there is no problem at ω = 0
due to Eqs.(A.9) and (A.11) and making use of Eq. (A.24) and (3.21), we
derive[
jˆ(r), Eˆ(r′)
]
= −i~µ0
π
Re
∫ ∞
−∞
dω ω2
∫
d3sQ(r, s, ω) ·G(s, r′, ω)
=
i~
ε0
ImQ (−1)(r, r′), (A.61)
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which is just Eq. (3.25).
For a consistency check of the commutation relation (A.61), let us con-
sider a set of atoms, with each of them having one valence electron (e, charge;
m, mass). Let rA be the (fixed) positions and sˆA the relative coordinates of
the electrons. The microscopic (electron) current density is then given by
jˆ(r) = e
∑
A
˙ˆsAδ(r− rA − sˆA). (A.62)
By assuming minimal coupling and Coulomb gauge, the canonical momenta
of the electrons commute with the vector potential Aˆ(r), whose conjugate
momentum field is −ε0Eˆ⊥(r). Hence, we derive
[
jˆ(r), Eˆ⊥(r′)
]
= −e
2
m
∑
A
δ(r− rA − sˆA)
[
Aˆ(rA + sˆA), Eˆ
⊥(r′)
]
=
i~
ε0
e2
m
∑
A
δ(r− rA − sˆA)∆⊥(rA + sˆA − r′)
=
i~
ε0
e2
m
∑
A
δ(r− rA − sˆA)∆⊥(r− r′). (A.63)
In the macroscopic theory, the sum of the δ-functions in Eq. (A.63) is ex-
pected to be replaced according to∑
A
δ(r− rA − sˆA) 7→
∑
A
d(r− rA − sˆA), (A.64)
where d(r) is a well-behaved function with unit integral,
∫
d3r d(r)=1. Fur-
ther, in order to produce reasonable coarse-graining, d(r) must be sufficiently
flat in the sense that the change of d(r) on atomic length scales can be re-
garded as being negligibly small. With the sˆA acting on well localized elec-
tronic bound states, we may hence write d(r− rA − sˆA)≃ d(r− rA). Thus,∑
A
d(r− rA − sˆA) ≃
∑
A
d(r− rA) = η(r), (A.65)
where η(r) is the number density η(r) of the atoms, and the macroscopic
version of Eq. (A.63) reads
[
jˆ(r), Eˆ⊥(r′)
]
=
i~
ε0
e2
m
η(r)∆⊥(r− r′). (A.66)
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Recalling that for a locally responding (magneto-)dielectric medium the
macroscopically derived Eq. (A.61) leads, in particular, to Eq. (3.25), we
observe that from a comparison of Eq. (A.66) with Eq. (3.25) the relation
Ω2ε(r) =
e2η(r)
ε0m
(A.67)
is suggested to be valid. In Ref. [R3], Eq. (A.67) has in fact been shown to
follow from a harmonic-oscillator model of a locally responding dielectric.
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Zusammenfassung
In dieser Arbeit wird ein sehr allgemein gu¨ltiges Quantisierungsschema
fu¨r das makroskopische elektromagnetische Feld in beliebigen linear
reagierenden (ruhenden) Medien dargestellt. Es bietet einen einheitlichen
Zugang zur QED in solchen Medien. Durch die Charakterisierung der
Medien mittels eines im allgemeinen nichtlokalen Leitfa¨higkeitstensors
ko¨nnen alle denkbaren (makroskopischen) Medieneigenschaften erfaßt wer-
den, speziell auch ra¨umliche Dispersion. Zentrale Gro¨ßen der Theorie sind
die Rauschstromdichte, die mit der im Gleichgewicht unweigerlich auftre-
tenden Absorption einhergeht, die der Rauschstromdichte zugeordneten
bosonischen dynamischen Variablen und der Greentensor der makroskopi-
schen Maxwellgleichungen, in den die Medieneigenschaften indirekt u¨ber
den Leitfa¨higkeitstensor einfließen. Eventuell zusa¨tzlich zu einem Medium
vorhandene geladene Teilchen ko¨nnen ohne Schwierigkeiten anhand der
u¨blichen Verfahrensweisen angekoppelt werden, wobei in diesem Zusammen-
hang das mediengestu¨tzte (bereits mit dem Hintergrundmedium wechselwir-
kende) Feld die Rolle des freien Feldes spielt. Obwohl linear versta¨rkende Me-
dien strenggenommen den u¨blichen Rahmen der linearen Response-Theorie
sprengen, kann das Quantisierungsschema auch auf sie angewandt werden,
wobei aber einige A¨nderungen no¨tig werden.
Eine sorgfa¨ltige Analyse der dynamischen Variablen und mo¨glicher
quasilokaler Na¨herungsausdru¨cke fu¨r den Leitfa¨higkeitstensor zeigt, dass
schon fru¨her angegebene Quantisierungsschemata fu¨r lokal reagierende Me-
dien Spezialfa¨lle des allgemeinen Schemas sind. Speziell kann ein lokal
reagierendes Magnetodielektrikum als quasilokaler Grenzfall eines isotropen,
ra¨umlich dispersiven Mediums ohne optische Aktivita¨t aufgefaßt wer-
den, wobei die lokale dielektrische Funktion und die lokale magneti-
sche Permeabilita¨t lediglich zwei Anteile ein und desselben quasi-lokalen
Leitfa¨higkeitstensors bilden. Die Anwendung der allgemeinen Theorie zeigt
dann, dass zur Quantisierung des Feldes in einem solchen Medium nur
ein einziger Satz fundamentaler Bose-Variablen erforderlich ist. Die Be-
nutzung nur dieses einen Satzes besagt allgemein gesprochen, dass die in
die Maxwellgleichungen einfließende Rauschstromdichte nicht in verschiedene
(etwa Polarisations- und Magnetisierungs-)Anteile zerlegt wird, die als un-
abha¨ngig und verschiedenen Freiheitsgraden zugeho¨rig betrachtet werden,
sondern sie im Gegenteil als eine Einheit behandelt wird. Dieser Standpunkt
ko¨nnte sich beispielsweise im Hinblick auf die Behandlung bewegter Me-
dien als vorteilhaft erweisen, da er gewiß die Transformation in verschiedene
Bezugssysteme vereinfacht. Alternativ ist aber auch die Einfu¨hrung zweier
(bzw. mehrerer) unabha¨ngiger Sa¨tze fundamentaler Bose-Variablen mo¨glich,
wodurch aber gewisse Wechselwirkungen (durch Superauswahlregeln) aus der
Theorie von vornherein ausgeschlossen werden.
Das allgemeine Quantisierungsschema wurde dann angewendet, um das Pro-
blem der Dispersionskra¨fte zu behandeln. Indem selbige als rein elektro-
magnetische Kra¨fte aufgefaßt werden – na¨mlich als die Lorentzkra¨fte, die
das fluktuierende elektromagnetische Vakuumfeld auf diejenigen Ladungen
und Stro¨me ausu¨bt, die aus Sicht der makroskopischen linearen Elektrody-
namik einen materiellen Ko¨rper ausmachen – gelingt auch hier eine konzep-
tionelle Vereinfachung. Casimir-, Casimir–Polder- und van der Waals-Kra¨fte
werden so auf eine einheitliche theoretische Grundlage gestellt, die ihrer
gemeinsamen physikalischen Ursache gerecht wird. Die Dispersionskra¨fte
auf Makroobjekte, Mikroobjekte und sogar einzelne Atome (im Grundzu-
stand) ko¨nnen somit in einheitlicher Weise berechnet werden. Aufgrund der
Auffassung als rein elektromagnetische Kra¨fte sind sonstige Kra¨fte, die in
der Praxis eine Kompensation der eigentlichen Dispersionskra¨fte bewirken
ko¨nnen, in den Rechnungen freilich nicht enthalten. Umgekehrt liefert aber
die Theorie so natu¨rlich genau die zur Kompensation erforderliche Gro¨ße
solcher Zusatzkra¨fte. Im Gegensatz zu dieser Betrachtungsweise versuchen
Theorien, die (anstelle des Maxwell’schen) mit dem Minkowski’schen Span-
nungstensor oder verwandten Gro¨ßen operieren, zusa¨tzliche kompensierende
Kraftanteile, die zu den eigentlichen Dispersionskra¨ften hinzutreten ko¨nnen,
den letzteren von vornherein hinzuzuschlagen, wobei aber Widerspru¨che in
Erscheinung treten. Es ist wahrscheinlich, dass sich ein solcher Ansatz ohne
detaillierte Modellannahmen u¨ber die konkret vorliegenden mikroskopischen
Eigenschaften der Ko¨rper prinzipiell nicht konsistent umsetzen la¨ßt.
Im Rahmen der genannten Auffassung als Lorentzkra¨fte wurden allgemein-
gu¨ltige Formeln fu¨r die Dispersionskra¨fte, die auf Ko¨rper oder Teile von ih-
nen wirken, hergeleitet. Sie sind auf beliebige ra¨umliche Konfigurationen
und beliebige linear reagierende Medien (und nicht etwa nur auf schwach
polarisierbare) anwendbar. Wenn speziell ein Ko¨rper als aus einzelnen
Atomen (im weitesten Sinne des Wortes) zusammengesetzt aufgefaßt wer-
den kann und ihm eine (lokale) Clausius–Mossotti-artige dielektrische Funk-
tion zugeschrieben wird, ko¨nnen alle relevanten Vielteilchen-van der Waals-
Wechselwirkungen der beteiligten Materie in die Kraftberechnung einbezo-
gen werden. Wie bereits bemerkt ist die Theorie sowohl auf Makro- als
auch auf Mikroobjekte anwendbar. Die Kraft auf ein (lokal reagierendes)
dielektrisches Mikroobjekt wird oftmals im Sinne einer Superposition von
CP-Kra¨ften auf einzelne, voneinander unabha¨ngige Atome berechnet, zumin-
dest im Falle schwach polarisierbarer Mikroobjekte. Durch den in dieser Ar-
beit vorgestellten Zugang kann der Einfluß sowohl der Gestalt des Mikroob-
jekts als auch der Vielteilchen-Wechselwirkungen auf die Kraft beru¨cksichtigt
werden, ohne dass eine Beschra¨nkung auf schwach polarisierbares Material
no¨tig ist. Wenn das Mikroobjekt auf nur ein Atom reduziert wird, erha¨lt
man genau die bekannte Formel fu¨r die CP-Kraft auf ein einzelnes Atom.
Tatsa¨chlich kann man aber nicht nur die Kraft auf ein isoliertes Atom be-
stimmen, sondern auch die Kraft auf ein Atom eines Mediums. Fu¨r ein
solches ist die Kraft durch die Anwesenheit umliegender Atome des Mediums
abgeschirmt, bei einem isolierten Atom tritt natu¨rlich keine Abschirmung
auf. Die grundlegenden Formeln gestatten es auch, die vdW-Wechselwirkung
zwischen Atomen in der Anwesenheit von Ko¨rpern zu studieren.
Durch Spezialisierung auf den Fall planarer Strukturen konnten Formeln vom
Lifschitz-Typ, die die Casimirkraft auf ebene Platten im Falle leerer Zwi-
schenra¨ume zwischen den Platten korrekt beschreiben, auch auf den Fall mit
(lokal reagierendem) magnetodielektrischen Material gefu¨llter Zwischenra¨u-
me verallgemeinert werden. Die mit dem Minkowski’schen Spannungsten-
sor zusammenha¨ngenden Probleme treten in diesem Fall sehr klar in Er-
scheinung. (Interessanterweise hatte sich Lifshitz in seinem grundlegenden
Artikel [10] auf leere Zwischenra¨ume beschra¨nkt.) Fu¨r eine ebene, in ein
Medium eingebettete Platte in einer Resonatoranordnung aus ebenen Plat-
ten erha¨lt man im Grenzfall hoher Reflektivita¨t auch die Verallgemeinerung
von Casimirs bekannter Formel fu¨r zwei perfekt reflektierende Platten auf
den Fall eines mit einem Medium gefu¨llten (anstelle eines leeren) Zwischen-
raumes zwischen den Platten. Wenn die Platte in ein Medium eingebettet
ist, kann sich die Kraft deutlich von der mittels des Minkowski’schen Span-
nungstensors berechneten unterscheiden.
Zusammenfassend kann gesagt werden, dass in dieser Arbeit ein allgemeingu¨l-
tiges theoretisches Fundament fu¨r die QED in beliebigen linear reagierenden
Medien entworfen und im Detail ausgearbeitet wurde. Auf dieser Grund-
lage konnte eine einheitliche Theorie der Dispersionskra¨fte auf Objekte im
Grundzustand (oder auch thermisch angeregte Objekte) entwickelt werden.
Im Prinzip ist die Dispersionskraft auf ein makroskopisches Stu¨ck Materie
,,bloß” die (quantenmechanische) Lorentzkraft, die auf die konstituierenden
Ladungen und Stro¨me wirkt, wobei selbige im Rahmen der makroskopischen
Beschreibungsweise vollsta¨ndig durch die zugrundegelegte lineare Material-
gleichung spezifiziert sind. Wir sind der Meinung, dass dies ein praktisch von
selbst einleuchtender und zufriedenstellender Standpunkt ist.
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