This article gives a theoretical treatment of the asymptotics of the L 1 error of a model-based estimate of a density f (x|θ) on a finite dimensional Euclidean space R k .
Introduction
The purpose of this paper is to study estimation of a density in high or ultra high dimensions, and to pin down exactly when maximum likelihood fails and how suitable regularization, coupled with just the right amount of sparsity, can save the situation. See Bickel and Li (2006) for a modern overview of the current state of the area and Liu, Lafferty, and Wasserman (2007) for a specific proposal for density estimation in such high dimensional cases. Here, the word dimension will generally refer to the affine dimension of the parameter space. Such problems with far too many parameters and relatively less samples have become important in several areas of application of statistics, and are also theoretically important due to their demonstrated connections to various nonparametric problems, as in Ibragimov and Has'minskii (1977) , Nussbaum (1996) , Brown and Low (1996) , Donoho and Johnstone (1998) , Johnstone (2003) , and Cai and Low (2005) , among numerous others. Precise additional theoretical development is clearly needed to catch up with the procession of methodologies.
As our criterion, we use the L 1 error
We chose the L 1 error for several reasons, the primary being that it allows us to make statements simultaneously about estimating probabilities of arbitrary measurable sets, and its well known invariance properties with respect to transformations and the dominating measure. A standard reference is Devroye and Györfi (1984) . Of course, we may also use L p errors for other values of p; a standard reference is Hall (1984) .
Fully nonparametric density estimation is problematic in as few as five dimensions. Against this background, perhaps it is not surprising that parametrics, and especially Gaussian parametrics, have made a dramatic come back in these modern high dimensional problems. We follow that tradition while dealing with density estimation in high dimensions. Thus, the true underlying density f is taken to be a Radon-Nikodym derivative with respect to a suitable σ-finite measure on some R k , 1 ≤ k < ∞, and is assumed to be indexed by a p-dimensional parameter. As is usual, we assume that we have n iid observations X 1 , X 2 , · · · , X n to estimate the true f . All results in the paper are in an asymptotic paradigm, i.e., as n → ∞.
As regards p, the dimension of the parameter space, the results are clearly divided into two different setups. Section 2 details our results on consistency and weak limits of the L 1 error when p is arbitrary but fixed. In other words, p does not grow with n in Section 2. The densities are general smooth densities, and the assumptions required are fairly minor. In Section 3, the theorems of Section 2 are applied to four concrete examples. One example uses a theorem in Section 2 to propose a new confidence interval for a Poisson mean. Le Cam (1990) had previously suggested construction of confidence sets by using metrics on probability measures. Two other examples lay out the general location-scale parameter problem as a special example of the general theorem. A fourth example applies a general theorem in Section 2 to robust estimation of a p-dimensional location parameter and demonstrates a striking robustness property of the L 1 median. Section 2 also gives a theorem for the two-sample case, for which we use as our criterion the
wheref 1,n (x),f 2,m (x) are two different estimate sequences of a common true underlying f (x). Usually, this common f will come from some sort of a null hypothesis that two populations have an underlying common distribution.
In Section 4, we make our transition to the high and ultra high dimensions. In other words, now p grows with n. We make the restriction to a Gaussian density in this section. Clearly, the Gaussian case should be the first case to try, although some of the results in Section 4 should admit easy generalizations. We show that p ∼ n is when maximum likelihood starts to fail. If p ∼ n, maximum likelihood fails to deliver even consistent density estimates. If p = o(n), then maximum likelihood works and it converges at the n − 1 2 rate.
If p grows faster than n, then we show that maximum likelihood not only fails, but fails miserably.
We then show that regularization can save us when p grows at the rate of n, or even if it grows faster than n. However, the faster it grows, the more sparse will have to be the underlying Gaussian mean vector.
As a sample of one such result, we show that at whatever rate p grows, if
, the regularized density estimate will still succeed in not only delivering on consistency, but in also producing the best possible n − 1 2 rate.
Asymptotics for Fixed Dimensions
The basic problem of this section is the following: f (x|θ) is a density with respect to some dominating measure µ on a finite dimensional Euclidean space R k . The parameter θ is a p-dimensional Euclidean vector for some fixed but arbitrary p < ∞. Based on an iid sample X 1 , X 2 , · · · , X n from f (x|θ), we first estimate θ by using some fairly general estimator sequenceθ =θ(X 1 , X 2 , · · · , X n ). We then look at the implied model-based density estimate f (x|θ), and study consistency and weak convergence of the L 1 error
The results are then used in four concrete applications. The two sample case is also supplied.
The Theorems
Let Z + = {0, 1, . . . } denote the set of all nonnegative integers and for a matrix Γ, let Γ denote its transpose.
We define the derivative
Letθ n be an estimator of θ and let r be a given positive integer such that at the true value θ = θ 0 , the following conditions hold: (A.1) There exist a nondegenerate random vector Z and a sequence of constants c n → ∞ such that
Conditions (A.1) and (A.2) r are satisfied in many applications. In this section, we shall use condition (A.2) r with r = 1 only. We verify these conditions in some examples in the next Section.
Under the above conditions, the first theorem below gives the limiting distribution of the L 1 error for the plug-in parametric density estimator. 
where the random integral on the right is defined in a pointwise sense and f Proof: In (A.2) 1 , for notational simplicity, set A c = ∅. Then,
where R n (x) denotes the remainder term. By (A.1) and (A.2) 1 ,
Next, note that the mapping
is continuous on R p . This follows from the DCT:
Hence, by (7) and (8), (5) 
where Z 1 , Z 2 are independent, being as in assumption (A.1) . 
where Z 1 , Z 2 are independent, and as in assumption (A.1).
Proof: We only outline the proof of part (b). First note that
. Since n m+n → 1 − τ and c(.) is of regular variation at ∞ with exponent γ, by the local uniformity of the regular variation property (see pp 17, Resnick(1987) 
, and by using the Taylor series argument exactly as in Theorem 2.1.
Examples
Next we consider a number of examples that illustrate Theorem 2.1.
The standard estimate of θ is indeed the MLE X n . If we estimate P θ by the Poisson distribution with mean X, then the total variation distance between P θ and P X is related to the L 1 error by the expression
We work out the limiting distribution of this total variation distance in this example. Possible practical applications of this limiting distribution are indicated at the end of this example.
By the central limit theorem,
for all θ and hence, (A.1) holds. Next note that (writing D for
Hence, it follows that
which, in turn, implies that
Thus, (2.2) of (A.2) 1 holds.
Also,
which implies (2.1) of (A.2) 1 . Hence,
Interestingly, there is an exact expression for τ 1 (θ). Indeed, τ 1 (θ) =
[θ]! ; see Diaconis and Zabell (1991) . Here, [θ] denotes the integer part of θ. Thus, √ nd T V (P OI(X), P OI(θ)) converges to the absolute value of a normal random variable with mean 0 and variance
The function v(θ) has an interesting shape and is plotted below. We notice from the plot that as distributions, P OI(X) and P OI(θ) are the closest together when θ is an integer, and the farthest apart when θ is a halfinteger. It would be interesting to give an intuitive explanation for this finding. Discussion What is a possible application of this result? As mentioned in the introduction, the result can be used to construct an asymptotically correct confidence set for a Poisson mean θ. There are a few possibilities here. The most obvious one is to construct the confidence set as
where v(.) is the function described above and χ 2 α is the (1 − α)th percentile of a χ 2 (1) distribution. Another possibility is to exploit the connection of v(θ) to the mean absolute deviation function E(|X 1 −θ|) and directly estimate the mean absolute deviation by the sample mean absolute deviation, namely
This will also result in an asymptotically correct confidence set. The textbook confidence set in the Poisson case is the Wald confidence interval X ± z α/2 X n , which has been shown to have poor coverage properties in Brown, Cai, and DasGupta (2003) . It would be interesting to further pursue these two confidence intervals for θ and study their coverage properties.
Example 2 (The General Location-Scale Family). Let
Suppose that θ n is some sequence of estimates such that
, and (A.2) 1 for some δ > 0 and for i = 0, 1, 2,
where t = (t 1 , t 2 ) and where f A word of notational caution is that the location parameter and the dominating measure have both been denoted as µ, to preserve the consistency of notation for the dominating measure. Now,
Thus, (2.3) of (A.2) 1 holds. Hence, by Theorem 2.1,
where Z = (Z 1 , Z 2 ) ∼ N (0, Σ 0 ). Notice that the limiting random variable is the L 1 -norm (wrt µ) of a Gaussian process. In general, writing the distribution of the L 1 -norm of a Gaussian process is hard. For special choices of the density f 0 , we can pin it down. We do so in a number of further examples below.
Example 3 (The Gaussian Case in Explicit Form
). This example is a natural illustration of our general result in Example 2. Let X 1 , X 2 , . . . , X n be iid from N (µ, σ 2 ), and as estimates of µ, σ, consider the usual estimates X, s. The limiting distribution of √ nd T V (P θ , P θn ) will be worked out in this example. Note that this distribution is independent of the true values of µ, σ due to the equivariant nature of the estimates X, s. We thus set µ = 0, σ = 1 in applying the general result enunciated in Example 2.
By a direct calculation, the integrand in the result of Example 2 works out to :
This can be integrated in closed form, resulting in the fact that in this example,
, Z 1 , Z 2 being as in Example 2 (i.e., Z 1 , Z 2 are independent normals with means zero and variances 1 and 2 respectively. Fortunately, we can make further analytical progress. The reason is that the function H(C) = 2CΦ(C) + 2φ(C) − C is an even function of C and monotone increasing for C > 0. As a consequence, the CDF of our limiting distribution, namely,
on using the fact that the conditional CDF of |C| given
) − 1, which can be established by a simple calculation. On differentiation, the density function of our limiting CDF equals the
where H denotes the derivative of H. Thus, the density of our limiting CDF can in fact be written as a one dimensional integral, which is easy to compute and plot. We computed this density at a finite grid of arguments and then smoothed it by using a default smoother on Mathematica. We provide a (smoothed) plot of this limiting density below. It is not certain that the bumps in the plot are real, because the plot is a smoothed version of a discrete set of values. Let X 1 , X 2 , . . . , X n be iid observations from a location parameter density f (x − θ) in R p . We consider the spherically symmetric case for illustration. Thus, the null density f (x) = h(r), for some function h(r),
where r = ||x||. It is assumed that h is once differe ntiable in order that Theorem 2.1 can be applied. We will compare the limiting distributions of √ nd T V (P θ , Pθ n ) for two choices ofθ n , namelyθ n = X, andθ n = M n , the L 1 median. The L 1 median is chosen as a specific illustration . See Brown (1983) , and Small (1990) for various properties of the L 1 median.
It is well known that for a general location parameter distribution in p-dimensions,
||X|| , where X denotes a single observation from the null distribution, here denoted as F . See Brown (1983) , Hettmansperger and McKean(1998) . Specialized to the spherically symmetric case, the expressions for A, B simplify to A = 
We now make use of a general multidimensional integral formula in order to evaluate |Z x|f
The formula we use is the following :
For any two functions p, q such that the integrals below exist,
where
is the surface area of the unit sphere B in p − 1 dimensions. This formula results from a polar transformation of the rectangular coordinates x 1 , x 2 , . . . , x p .
Applying the formula to the function p(z x) = |z x|, and q(r) = h (r)
r , we get
On the other hand, for the case of the L 1 median, ) 2 , on some algebra one gets the general result that for iid observations X 1 , X 2 , . . . , X n from a spherically symmetric density By an analogous calculation, for general spherically symmetric densities (without requiring unimodality),
Notice that, unlike the L 1 median, even if we assume unimodality, the limit distribution is not free of h.
The densities of the two limiting distributions corresponding to M n , and X are plotted above for the underlying density h(r) = ce −r , with c denoting the normalizing constant. We can see from the plot that M n results in a stochastically smaller limit distribution. The advantage in using the L 1 median increases very significantly as the number of dimensions increases , but even for a small p = 3, the plot illustrates the huge advantage in using the L 1 median compared to the sample mean for this case. Of course, the choice of h(r) = ce −r was an artifact, and any other heavy-tailed choice would illustrate the result as well.
Increasing Dimensions
Principally due to certain problems in applications to do with astronomy, network data, and genetics, there has been a tremendous increase in the interest in inference problems in very high dimensions in the last decade or so. Typically, in the mathematical formulation of these problems, the affine dimension p of the parameter space is allowed to depend on n, the sample size, and additionally, p = p n is assumed to converge to ∞ as n → ∞. Nonparametrics in such very high dimensional problems continue to remain problematic, and there has been a reemergence of Gaussian parametrics in the context of these modern very high dimensional problems. There are other reasons that the increasing dimension or the infinite dimension Gaussian mean setup is important. Results in Ibragimov and Has'minskii (1977) , Brown and Low (1996) , Nussbaum (1996 , 2002 , among others, show that the infinite or the increasing dimension Gaussian mean problem relates in a fundamental way to various other nonparametric problems, such as nonparametric We treat estimation of the entire density itself under such high or ultra high dimensions. By considering the L 1 risk in the density estimation, we can make statements simultaneously about estimating the probability of arbitrary Borel sets. The results will clearly bring out the advantages of regularization, the necessity for sparsity when the dimensions are ultra high, and the failure of ordinary maximum likelihood to provide even consistent density estimation when the dimensions cross a threshold rate of growth. The exact threshold will be explicitly pinned down; so will be the precise extent of sparsity needed in order that regularization can succeed when maximum likelihood fails. First order asymptotic theory will be established without leaving any open cases. We believe that this is the first formal development of theory for density estimation in high and ultra high dimensions.
Here is the setup and the notation that we will follow throughout this section. We have X 1 , X 2 , · · · , X n iid p = p n -dimensional Gaussian random vectors, each with mean vector θ and a known nonsingular covariance
The dependence of p (and θ and Σ) on n will be suppressed for notational ease.
The common density function of our sample observations is f (x|θ) =
Our problem, as in the previous sections, is to estimate this density function itself, by using the sample data X 1 , X 2 , · · · , X n . Also, as in the previous sections, we continue to use the L 1 risk as our criterion. Because the covariance matrix Σ is assumed to be known, it may in fact be taken to be the just the p × p identity matrix, as can be quickly seen by making a linear transformation of the sample observations. This is a useful notational reduction, and Σ will be taken to be I p×p in the rest of the section.
Here is some more notation that will be used for the rest of this section. ρ n will denote the L 1 distance between f (x|θ) and f (x|θ) for a generic estimate sequenceθ =θ n ; that is, ρ n = R p |f (x|θ) − f (x|θ)|dx. The MLE X will be denoted asθ 1n , and for regularization we use the canonical James-Stein estimator (James and Stein (1961) )θ 2n = (1 − αn nX X )X. The original choice of James and Stein was α n = (p − 2); we use α n = p, which leads to the same asymptotic results as for α n = (p − 2), but reduces the algebraic complexity of the calculations. Of course, regularization can be done by using various other estimates, such as the positivepart James-Stein estimator (see Strawderman (2000) ), or hard thresholding regularization procedures, as in Donoho and Johnstone (1995) . However, we consider only the canonical James-Stein estimator in this article due to reasons of space. Let
Additionally, the notation W will be used to denote a generic standard normal variable. Note that for each
It would be helpful to have a preview of what the entire set of results in this section says, which we present first before giving the theorems.
Preview of the Results
(a) When p → ∞, but at a slower rate than n, i.e., p = o(n), both the MLEθ 1n and the regularized estimateθ 2n lead to consistent density estimation. Furthermore, the first order asymptotic theory for ρ n , the L 1 risk, coincides (under a condition), and ρ n goes to zero at the best possible rate, namely, n −1/2 . The interpretation is that in the slowly increasing dimensional case, regularization is not really necessary, and maximum likelihood itself does the job.
(b) If p ∼ n, then maximum likelihood starts to falter and ρ n (withθ n = MLE) does not even converge in probability to zero. We already lose consistency. If, in particular,
). (c) If p grows faster than n, i.e., p n → ∞, then maximum likelihood completely falls apart and ρ n P ⇒ 2, whatever be the parameter vector θ. Sparsity of the parameter vector is not going to save maximum likelihood in these ultra high dimensional cases. Thus, p ∼ n is the threshold where maximum likelihood breaks down, and in the ultra high dimensional case, the true density and the density estimated by using maximum likelihood will sit essentially on disjoint subsets of R p .
(d) However, these problematic cases for the maximum likelihood estimate do not create problems for the regularized estimate, as long as the parameter vector θ is just sufficiently sparse (in the sense that θ → 0 at a suitable rate). Thus, regularization and sparsity join hands together to rescue the situation that maximum likelihood cannot deal with.
(e) Precisely, here is how the rate of growth of p and sparsity of the parameter vector together determine the asymptotic fate of the regularized density estimate:
Case (i) in (e) corresponds to the case where the dimensions are ultra high, and the parameter vector is not adequately sparse. In this case, ρ n goes to zero at the slower rate of ||θ||, which is the loss in quality of estimation due solely to the lack of adequate sparsity. Note the important fact that if ||θ|| → 0, then in spite of regularization, we will lose consistency. Cases (ii) and (iii) in (e) correspond to the adequately sparse case, and here we notice that the sparser the parameter vector is, i.e., the smaller b is, the smaller is the weak limit of ρ n stochastically. In addition, when we have this sort of adequate sparsity, we can still have convergence at the best possible n −1/2 rate. This is the exact gain in regularizing the estimate when we reach the ultra high dimensions.
The Theorems
The results indicated in the preview above are proved in this section. The technique is to use an all at one time exact explicit formula for the L 1 risk ρ n and then use it to carefully write stochastic expansions for ρ n . Under the various configurations of p n and θ θ, different terms in the stochastic expansion become the stochastically dominant term, which then determine the precise asymptotics. The exact formula for ρ n is given first. The key to writing this formula is the convenient fact that a linear function of a Gaussian vector is a univariate normal, which allows one to replace a seemingly complicated p-dimensional integral by a one dimensional integral, and it then turns out that this one dimensional integral can be done in closed form.
Here is the formula. Lemma 1. Let f (x|θ) be the density of the N p (θ, I p×p ) distribution. Then, for any estimateθ, the L 1 distance ρ n admits the formula
Proof: By its definition, 
)dz
Each of these two integrals in the line above can be calculated in closed form, by completing the squares in the exponents in order to turn them into some other univariate normal density, and then write the integrals in terms of the standard normal CDF. Indeed, the two integrals are equal, and on simplification the e − 1 2 ||θ−θ|| 2 term outside the integrals cancels, resulting finally in the formula given in the statement of the lemma.
We now present the main theorems of this section. Then
. Proof: Once again, we use the notation outlined at the beginning of this section and we use the explicit formula for ρ n derived in Lemma 1. The estimate of θ in this theorem is the James-Stein estimatê
(c) (Arbitrary growth of p). (i) (Some sparsity). Suppose
This gives, on some algebra, which is omitted here,
The verifications that 2pW 2 n + np(θ θ) and p are the respective dominant terms in the numerator and the denominator are not difficult. The only term in the denominator that requires checking is 2 √ n(θ Z n ). Again, by the Cauchy-Schwarz inequality,
as was required. In the numerator, the term √ 2p(nθ θ)W n is disposable because nθ θ = O(1) by assumption and W n = O p (1). Likewise, the term 2 √ 2 √ np(θ Z n )W n is also negligible by an application of the CauchySchwarz inequality and the fact that W n = O P (1). This completes our proof of part (c)(ii) of the theorem.
