Starting from the Strassen method for rapid matrix multiplication and inversion as well as from the recursive Cholesky factorization algorithm, we introduced a completely block recursive algorithm for generalized Cholesky factorization of a given symmetric, positive semi-definite matrix A ∈ R n×n . We used the Strassen method for matrix inversion together with the recursive generalized Cholesky factorization method, and established an algorithm for computing generalized {2, 3} and {2, 4} inverses. Introduced algorithms are not harder than the matrix-matrix multiplication.
Introduction
The set of all m × n real matrices of rank r is denoted by R m×n r . By A (k 1 ,...,k l ) we denote the main diagonal minor of n × n matrix A corresponding to rows and columns indexed by the indices 1 ≤ k 1 < k 2 < · · · < k l ≤ n.
For any matrix A ∈ R m×n consider the following equations in G:
where the superscript T denotes transpose matrix.
For a sequence S of elements from the set {1, 2, 3, 4}, the set of matrices obeying the equations represented in S is denoted by A{S}. A matrix from A{S} is called an S-inverse of A and denoted by A (S) . Subsequently, the MoorePenrose inverse G = A † of A is unique and satisfies the set of the equations (1)- (4) .
The sets of {2, 3}, {2, 4} inverses of rank s, 0 < s < r = rank(A) is denoted by A{2, 3} s and A{2, 4} s , as in [4] , and defined in the following way: A{2, 3} s = {X| XAX = X, (AX) * = AX, rank(X) = s}, A{2, 4} s = {X| XAX = X, (XA) * = XA, rank(X) = s}.
Our starting motivation in the present paper is the following Theorem 28.8 from [7] : matrix inversion is no harder than matrix multiplication. Theorem is stated under the assumptions that we can multiply two n × n real matrices in time mul(n) = Ω(n 2 ), where mul(n) satisfies the following two regularity conditions: mul(n + k) = O(mul(n)) for any k in the range 0 ≤ k ≤ n and mul(n/2) ≤ c · mul(n) for some constant c < 1. Then the ordinary inverse of any real nonsingular n × n matrix can be computed in time O(mul(n) ). Definitions of Θ(f (n)), Ω(f (n)) and O(f (n)) can be found, for example, in [7] .
Let A, B be n×n real or complex matrices. The number of scalar operations required for computing the matrix product C = AB by the ordinary method is 2n 3 −n 2 = O(n 3 ) (n 3 multiplications and n 3 −n 2 additions). In the paper [15] , V. Strassen introduced an algorithm for matrix multiplication which complexity is O(n log 2 7 ) ≈ n 2.807 (less than Θ(n 3 )). There are other algorithms for computing the product C = AB in time below Θ(n 3 ). Currently the best one is due to Coppersmith and Winograd [6] and it works in time O(n 2.376 ).
Strassen in [15] introduced the algorithm for finding the inverse of given n × n matrix A with the same complexity as the matrix multiplication. This algorithm is based on the block decomposition of the matrix A and analoguous decomposition of its ordinary inverse. (1.1) and both A and A 11 are regular, then the inverse matrix X = A −1 can be represented in well known form of the block matrix inversion [3] : 7.
Let us notice that the matrix R 5 in the relations (1.3) is equal to the minus Schur complement of A 11 in the matrix A, i.e. R 5 = −(A/A 11 ).
Formulas (1.2) and (1.3) are applicable if both A 11 and the Schur complement S = (A/A 11 ) are invertible.
Our main intention in the present paper is development of an algorithm for rapid computation of {2, 3} and {2, 4} generalized inverses, with complexity which is not greater than the matrix multiplication complexity.
Representations of {2, 3} and {2, 4} inverses are established in [14] and they are based on the generalized Cholesky decomposition defined in [9] and the usual matrix inversion. Therefore, we are caused to use Strassen algorithm for matrix inversion and develop algorithm which computes the generalized Cholesky factorization in the matrix multiplication complexity.
In order to accomplish our idea, we organized the paper as in the following.
In the second section we state a recursive algorithm for rapid matrix inversion, not harder than the matrix multiplication.
A new Strassen-type full recursive algorithm for simultaneous fast computation of the Cholesky factorization matrix U satisfying A = U T U , and its inverse Y is introduced in Section 3. The algorithm is applicable to symmetric positivedefinite matrix. A generalization of this algorithm to positive semi-definite matrices gives analogous recursive algorithm for the generalized Cholesky decomposition from [9] . Then the matrix Y becomes {1, 2, 3} inverse of U .
In the fourth section we combine representations from [14] with effective generalized Cholesky decomposition, and developed algorithms for computing the Moore-Penrose and various classes of {2, 3} and {2, 4} generalized inverses. These algorithms are not harder than the matrix multiplication.
Algorithms are implemented in the package MATHEMATICA and numerical examples are presented.
Strassen matrix inversion method
Formulas (1.3) can be used for recursive computation of the matrix inverse A −1 . Relations 1. and 6. in (1.3) use matrix inverses of matrices with smaller dimensions (k × k and (n − k) × (n − k) respectively). By applying the same formulas recursively on these submatrices, it is obtained the recursive method for matrix inversion. Recursion can be continued down to the case of 1 × 1 matrices. The original Strassen matrix inversion algorithm is based on the following two principles: P1. in steps 1. and 6. recursively compute the inverses of smaller dimension matrices, and recursion is continued down to the level 1 × 1;
P2. use the Strassen's matrix-matrix multiplication method to perform all the matrix multiplications (steps 2, 3, 4, 7, 8 and 9) . Now we will state a Strassen-type algorithm for matrix inversion, based on the principle P1. Any correct method for matrix multiplication can be used. The matrix multiplication method used determines complexity of the algorithm. Step 2. Apply formulas (1.3) , where the inverses are computed fully recursively according to the principle P1.
Step 3. Return the inverse matrix
Denote by inv(n) the complexity of Algorithm 2.1. Also denote by add(n) the complexity of the matrix addition on n × n matrices and by mul(m, n, k) the complexity of multiplying m × n matrix with n × k matrix, and let mul(n) = mul(n, n, n). Moreover denote by invs(n), adds(n) and muls(m, n, k) corresponding storage complexities of Algorithm 2.1, matrix addition on n × n matrices and matrix multiplication of m × n with n × k matrix, and let muls(n) = muls(n, n, n). Proof. Note that the storage complexity of the usual matrix-matrix multiplication algorithm, as well as known methods for matrix multiplication with complexity mul(n) = O(n 2+ ) is equal to Θ(n 2 ). Therefore, the storage complexity of Algorithm 2.1 is determined by the following recurrence formula invs(n) = invs(n/2) + muls(n/2) + Θ(n 2 ) = invs(n/2) + Θ(n 2 ).
Its solution is determined by the case 3 of the Master theorem (see for example [7] ) and it is equal to invs(n) = Θ(n 2 ).
Recursive Cholesky factorization
It is well known that for a symmetric positive definite matrix A there exists an upper triangular matrix U such that holds A = U T U . This is well-known Cholesky factorization of matrix A. P. Courrieu in the paper [9] introduced the generalization of the usual Cholesky factorization. This generalization is applicable to both singular and regular matrices. The following theorem, proved in [9] , guarantees its existence:
possibly singular, positive semidefinite matrix of the order n × n. Then there is an upper triangular matrix
U = [u ij ] such that U T U = A and u ii ≥ 0 for all i = 1, . . . , n. If for an index i one has u ii = 0, then u ij = 0 for all j = 1, . . . ,
n. Moreover, the matrix U with these properties is unique.
In this section we consider a recursive algorithm for computing the Cholesky factorization of both singular and regular matrices in complete block form which complexity is Θ(mul(n)).
Consider again block representation (1.1) of the matrix A and an appropriate block decomposition of the matrix U :
T U is equivalent with the following system of matrix equations:
Regular case
Suppose first that symmetric matrix A is invertible and positive definite. Gustavson and Jonsson [11] presented a Cholesky factorization routine by combining recursion and blocking. Other results concerning recursive algorithms in linear algebra can be found for example in [10, 11, 16] . In the recursive algorithm from [11] , the Cholesky factorization of a positive definite symmetric n × n matrix A is initiated by a recursive Cholesky factorization of the upper left square matrix A 11 of the order n 1 = n/2 . Then the upper right matrix A 12 can be transformed into U 12 by the multiple solving of n 2 = n/2 triangular systems of equations (each of size n 1 = n/2 ) according to the second equation in (3.2) . Finally, the matrixÃ 22 = A 22 − U T 12 U 12 is recursively factored. The complexity of solving n × n linear triangular system by Gaussian elimination is O(n 2 ). Therefore total complexity required for solving n/2 triangular n × n systems is O(n 3 ). For this purpose we propose an alternative method to generate block U 12 . From the second equation in (3.2) we have that
The regularity of matrix U 11 (also U T 11 ) comes from the positive-definity of matrix A. It is clear that the multiple solving of n 2 = n/2 triangular systems of equations, contained in the second equation in (3.2) , is equivalent with computation of the matrix expression (U
Due to this rationale, we propose an algorithm for solving (3.2) which is based on the complete recursion and computes simultaneously both the matrix U and its inverse matrix Y . Moreover, this approach will be useful in computation of the generalized Cholesky factorization.
Consider the same block decomposition of the matrix Y = U −1 as for the matrix U . We have that the following block matrix equation is satisfied
which is equivalent to the following set of equations:
Combining relations (3.2) and (3.4), we can recursively compute both the Cholesky factorization matrix U satisfying A = U T U and its inverse Y = U −1 .
Algorithm 3.1. (Full recursive Cholesky factorization)
Input: Regular, symmetric, positive definite n × n matrix A.
Step
11 . Else decompose matrix A as in (3.1) with k = n 2 and continue.
Step 2. Compute recursively the Cholesky factorization matrix U 11 and its inverse Y 11 using the same algorithm for the input matrix A 11 .
Step 3.
Step 4. Compute recursively the Cholesky factorization matrix U 22 and its inverse Y 22 using the same algorithm for the input matrix T 2 .
Step 5. Find
Step 6.
Correctness of Algorithm 3.1 can be easily verified:
Proposition 3.1. The output matrices U and Y from Algorithm 3.1 satisfy
Let us compute the complexity of Algorithm 3.1 and its storage complexity (denoted by Chol(n) and Chols(n), respectively). The next theorem states that by using Strassen matrix multiplication method (or any matrix multiplication method with complexity O(n 2+ ) where 0 < < 1), we obtain complexity Chol(n) which is less than the complexity of the pivoting method (O(n 3 )).
Theorem 3.2. Under the assumption mul(n) = Θ(n 2+ ), where 0 < < 1, the complexity of Algorithm 3.1 is equal to
Moreover, its storage complexity Chols(n) is equal to Chols(n) = Θ(n 2 ).
Proof. If we choose k = n 2 , from relations (1.3) we have the following expression for Chol(n), where l = n 2 :
Assume now that n is an exact power of 2. Then since k = l = n/2 and add(n) = O(n 2 ) < mul(n), for n > 1 we have Chol(n) = Chol(n/2) + Chol(n/2) + 4 · mul(n/2) = 2Chol(n/2) + Θ(mul(n)). (3.6) Since mul(n) = Θ(n 2+ ), 0 < < 1, it is not difficult to verify inequality 2 · mul(n/2) < c · mul(n), for some constant 1 > c > 1/2 and sufficiently large n. Therefore, by applying case 3 of the Master theorem, we obtain the solution of the recurrence relation (3.6) in the form Chol(n) = Θ(mul(n)) and prove (3.5) .
Otherwise let n is not an exact power of 2. If U T U = A holds, for some q such that n + q is the least exact power of 2 we have
Thus we enlarge the matrix A to a size that is the closest power of 2 with respect to n and obtain the desired complexity Chol(n) = Θ(n 2+ ) from the complexity Θ(mul(n + q)) of enlarged problem. It is not difficult to verify that holds mul(n+q) = O(mul(n)) since mul(n) = Θ(n 2+ ). This relation guarantees that enlargement does not changes the running time Chol(n + q) for more than a constant factor with respect to Chol(n). Now consider the storage complexity. When n is exact power of 2, it satisfies the recurrence relation Chols(n) = Chols(n/2) + muls(n/2) + Θ(n 2 ) = Chols(n/2) + Θ(n 2 ).
Similarly to the previous case, by applying case 3 of the Master theorem we can conclude that Chols(n) = Θ(n 2 ). Otherwise, if n is not exact power of 2, we have to enlarge matrices A and U as in (3.7) and obtain Chols(n) = Chols(n + q) = Θ((n + q)
2 ) = Θ(n 2 ). This completes the proof.
Singular case
Now we will extend Algorithm 3.1 in the case when input n × n matrix A is singular or positive semi-definite. The only one point where Algorithm 3.1 might crash is Step 1 when n = 1 and a 11 = 0. We will modify this step by using U = Y = [0] in the case n = 1 and a 11 = 0. Generalization of Step 1 in Algorithm 3.1 we denote by Step 1'. Algorithm supervened after the replacement of Step 1 by
Step 1' we denote by Algorithm 3.1'. The input matrix of Algorithm 3.1' is symmetric positive definite or positive semi-definite n × n matrix A.
Algorithm 3.1' (Full recursive generalized Cholesky factorization)
Input: Symmetric positive semi-definite n × n matrix A.
Step 1'. If n = 1 then return
In the case n > 1 decompose matrix A as in (3.1) with k = n 2 and continue.
Other steps are the same as in Algorithm 3.1.
Note that complexity and storage complexity of Algorithm 3.1' are the same as for the Algorithm 3.1.
Algorithm 3.1' will compute matrix U of the generalized Cholesky decomposition defined in [9] . Also, output matrix Y is {1, 2, 3} inverse for U . This is proved by the following theorem: Proof. First observe that every main diagonal minor A (S) , S ⊂ {1, . . . , n} of the positive-semidefinite matrix A is also positive-semidefinite. Denote with S C = {1, . . . , n} \ S the complement set of indices S. Let x ∈ R |S| be arbitrary vector of length |S| which is equal to the cardinality of the set S. Then by setting x (S) = x and x (S C ) = 0 we obtain 0 ≤ x T Ax = x T A (S) x . This proves that A (S) is positive semi-definite. Now we will prove the theorem by using mathematical induction.
For matrices of type 1 × 1, it trivially holds from Step 1'.
Assuming that the statement holds for every positive semi-definite matrix with lower dimensions, we prove the inductive step.
To verify A = U T U it is sufficient to prove three equations in (3.2).
Since A is positive semi-definite, according to the Theorem 3.1 there exists a matrix U such that U T U =A . Let us partition the matrix U in the same way as matrix U in relation (3.1): U = U 11 U 12 0 U 22 . Then the matrix U satisfies equations in (3.2):
Step 2 of Algorithm 3.1 it is recursively applied to the matrix A 11 . Since it is already proven that A 11 is positive semi-definite matrix, inductive hypothesis yields that theorem holds for A 11 . Hence by uniqueness (Theorem 3.1) of the matrix U 11 (for A 11 ) we conclude that U 11 = U 11 . This confirms the first equation in (3.2) . From the second equation in (3.8) According to (3.9) and Step 3 of Algorithm 3.1', we obtain
which is the second equation in (3.2) .
To prove the last equation in (3.2) we only need to show that A 22 − U T 12 U 12 is positive semi-definite matrix. Consider arbitrary vector y ∈ R n−k×n−k . Let
. From the positive-semidefinitness of matrix A and
According to the inductive hypothesis, we have Y 11 ∈ U 11 {1, 2, 3} and (3.10) Therefore, one can verify the following: Therefore we have proven that matrix U is the generalized Cholesky decomposition from Theorem 3.1.
Rest we need to prove that Y is {1, 2, 3} inverse of the matrix U . From theorem 1 in [5] it directly holds that Y is {2} inverse of U . We can prove that Y is also {1} inverse of U by direct verification of the equation U Y U = U . It is easy to verify (3.12) From the inductive hypothesis we have U 11 Y 11 U 11 = U 11 and U 22 Y 22 U 22 = U 22 . From
Step 3 of Algorithm 3.1' and (3.10) we have that 
(3.14)
Therefore, we prove that Y ∈ U {1}.
To prove that Y ∈ U {3}, we verify that the matrix U Y is symmetric. It is not difficult to verify
Again by definition of blocks Y 12 , U 12 and Y 22 in Algorithm 3.1' we have
To prove (3.16) , once more we used the property
. Therefore, the statement Y ∈ U {1, 2, 3} is proved. From (3.15) , (3.16) and the inductive hypothesis we have that the matrix U Y is diagonal with all main diagonal entries equal to 0 or 1.
Rapid computation of generalized inverses
In this section we will show how results obtained in the previous sections can be used in computing the Moore-Penrose and various classes of {2, 3} and {2, 4} generalized inverses. The main result will be an algorithm which computes the Moore-Penrose and {2, 3} and {2, 4} inverses in time Θ(mul(n)), under the assumption that the matrix inversion is of cost no more than the matrix multiplication.
Basis for our method are the results presented in [8] and [14] . P. Courrieu in [8] used the Cholesky decomposition of the matrix A T A for computing the Moore-Penrose inverse A † .
Lemma 4.1. [8] Let A be given m×n real matrix, and S T S generalized Cholesky decomposition of the matrix A T A. If the matrix L T is obtained from S by dropping zero rows, the Moore-Penrose inverse of A satisfies the following relation
By combining the generalized Cholesky decomposition method (Algorithm 3.1') and full recursive inversion method (Algorithm 2.1) we can compute the Moore-Penrose inverse in time Θ(mul(n)) using the relation (4.1).
Algorithm 4.1. (Computing the Moore-Penrose inverse in matrix multiplication complexity, based on the generalized Cholesky factorization)
Step 1. Form the matrix A = A T A.
Step 2. Find the generalized Cholesky factorization A = U T U of matrix A using Algorithm 3.1'.
Step 3. Obtain the matrix L T by dropping zero rows from matrix
Step 4. Find the inverse M = T −1 using Algorithm 2.1.
Step 5. Return the Moore-Penrose inverse of A, defined by the formula
In order to prove correctness of Algorithm 4.1, it is necessary that all main diagonal minors of matrix T , defined in Step 3, are regular. We will prove this fact.
Step 3 of Algorithm 4.1 is regular, symmetric, positive definite and all main diagonal minors of T are regular.
Proof. We have that A = A
T A ∈ R n×n is symmetric and positive semi-definite. Using the results from [8] one can conclude that T is regular, symmetric and positive definite. To show that application of Algorithm 2.1 is possible in Step 4. of Algorithm 4.1, it is sufficient to prove that all main diagonal minors of T are regular. Let T (S) be a principial minor of T defined by the corresponding index set S ⊂ {1, . . . , n}. For arbitrary non-zero vector x ∈ R |S| the following is valid:
Since L (S) is of full column rank, we have L (S) x = 0, which implies x T T (S) x > 0. Therefore, T (S) is of full column and full row rank, i.e. invertible.
All steps of Algorithm 4.1 work in time Θ(mul(n)), so this is also the complexity of whole Algorithm 4.1.
In the paper [14] (Theorem 2.1), Courrieu's method is generalized for computing various classes of generalized inverses including {1, 2, 3}, {1, 2, 4}, {2, 3} s and {2, 4} s inverses. We use this result for constant real matrices.
Using representations of generalized inverses from [14] together with the results from the previous section, we obtain the method for computing all mentioned classes of generalized inverses in time Θ(mul(n)). Also the corresponding storage complexity is again Θ(n 2 ) if holds muls(n) = Θ(n 2 ). These are actually two analogous methods (other one is obtained by exchanging expressions in brackets) Step 1. Form the matrix P = (AT
Step 2. Find the generalized Cholesky factorization and satisfies the equations (1), (2) and (3) From the arranged results we can conclude that our implementation has better working times on almost all examples. Performances of function Ch as well as implementations of algorithms 4.1 and 4.2 are additionally degraded due to the slow recursion calls. Therefore we can conclude that the implementations of algorithms introduced in this paper possess better performances with respect to corresponding MATHEMATICA implementations of basic method in [9] and Algorithm 2.1 in [14] , even in the case when matrix multiplication runs in O(n 3 ).
For suitable implementation of matrix multiplication which runs in O(n 2+ ) Algorithm 3.1 will also run in the same time and possess better performance.
Conclusion
Our main result in the present paper can be formulated as follows: generalized inversion is no harder than matrix multiplication. Guided by the same result for inverting regular matrices (see for example [7] ), we tend to use the Strassen algorithm for fast matrix multiplication and true block recursive algorithms.
Since algorithms for computing various classes of {2, 3} and {2, 4} inverses are based on the generalized Cholesky factorization, introduced in [9] , it was necessary to develop rapid algorithms for the usual and generalized Cholesky factorization, which work in the matrix multiplication time. The starting point in the achievement of this goal were the factorization routine based on the recursion, introduced in Jonsson and Gustavson [11] . We introduce a new Strassentype recursive algorithm for the Cholesky factorization of a given symmetric, positive definite matrix A ∈ R n×n . Our algorithm is based on different approach than in [11] , and computes both the Cholesky factorization matrix U and its inverse Y . We also presented the extension of our algorithm to the set of positive semi-definite matrices (possibly singular). In the singular case we generate the matrix U from the generalized Cholesky decomposition A = U T U and generalized inverse Y ∈ U {1, 2, 3}. By combining these results with known representations from [8] and [14] , we state algorithms which compute the MoorePenrose inverse and various classes of {2, 3} and {2, 4} inverses. Using a method for matrix multiplication from [15] or from [6] and the method for matrix inversion from [15] , we prove that introduced algorithms work in time Θ(mul(n)), which is the main result of the paper.
Proposed algorithms are implemented in MATHEMATICA and tested on randomly generated test set matrices. Testing results show that our algorithms have better running times even in the case when the matrix multiplication runs with complexity O(n 3 ).
