The supplementary material contains additional simulation reports, expressions of some linear operators and details of all the proofs. Section S1 gives the expressions of some linear operators that help to simply the proofs.
Section S3 proves the null limit distribution of the proposed test statistic in Theorem 4. In Section S4, we discuss the potential challenges to the theoretical results if the functional covariate is observed with measurement errors. We provide simulation results with measurement errors to the functional process in Section S5.
S1 Linear operators
In this section, we define some linear operators and give the expressions of the linear operators. All these linear operators help to present the proofs in a more concise way. The current generalized partial functional linear model is more comprehensive and more convenient than the generalized functional linear model studied in Shang and Cheng (2015) . Such convenience comes at the price of a harder theoretical investigation. Specifically, the modified conditional expectation G(X) is supposed to be linear in X in Assumption 4. The decay rates of the coefficients of G(X) are required to be carefully verified. Further, it takes greater effort to bound the term E{I(U )Z 1 0 X(t)β(t)dt} in the proofs via the inner product in (2.5).
To represent n,λ (θ) by the inner product of the parameter θ, two linear operations R and P λ are defined as follows, R u , θ = z γ + 1 0 x(t)β(t)dt for any u ∈ U and θ ∈ H (S1.1) and P λ θ 1 , θ 2 = λJ(β 1 , β 2 ) for any θ 1 , θ 2 ∈ H. (S1.2)
Owing to the two operators, we can rewrite n,λ (θ) as
We separate the joint parameter θ from the covariates X and Z in this manner, and provide a convenient approach to obtain the Fréchet derivatives of n,λ , which are the premise of deriving the Bahadur representation.
Denote ∆θ = (∆γ, ∆β), the Fréchet derivative of n,λ (θ) with respect to θ is
Notice that S n,λ (θ n,λ ) = 0, and S n,λ (θ 0 ) = 1 n n i=1˙ a (Y i ;
is of interest. The second-and third-order Fréchet derivatives of n,λ (θ) can be derived in the same way and we omit here. Meanwhile, define S n (θ) = 1 n n i=1˙ a (Y i ; R U i , θ )R U i , S(θ) = E{S n (θ)} and S λ (θ) = E{S n,λ (θ)}.
In order to obtain the expressions of the two linear operators in (S1.1) and (S1.2), we begin with some preparatory work. Let K(s, t) be the reproducing kernel function of H m (I), and define K t (·) = K(t, ·) ∈ H m (I) for any t ∈ I. Then K t , β 1 = β(t) for any β ∈ H m (I) by definition. Also, we define an operator W λ from H m (I) to H m (I) satisfying W λ β 1 , β 2 1 = λJ(β 1 , β 2 ), for any β 1 , β 2 ∈ H m (I).
(S1.4)
Simple calculations lead to expressions of the two operators,
(S1.5) x v 1 + λρ v ϕ v (t) for t ∈ I, (S1.6) 1 0 x(t)ϕ v (t)dt. With the aforementioned eigenfunctions, the linear operators W λ and τ (x)(·), we can have explicit forms of R u and P λ defined in (S1.1) and (S1.2).
Let id be the identity operator such that idβ = β, and define A j = (id − W λ )β j forβ j defined in Assumption 4. Then for any β ∈ H m (I), we have V (β j , β) = A j , β 1 . Let A = (A 1 , . . . , A p ) andβ = (β 1 , . . . ,β p ) .
Note that A andβ are vectors of functional elements, then
We can derive the expression of A by taking β = K t , one can deduce that
Define
We are ready to obtain the expressions of R u and P λ defined in (S1.1) and (S1.2).
Notice that (Ω 1 +Ω 2 ) −1 is well defined under Assumption 4 and lim λ→0 Ω 2 = 0 according to (S1.12).
Proof of Proposition 1. Define R u = (H u , T u ), for any θ = (γ, β) ∈ H.
According to (2.6) and Assumption 2(b), we have
By definition (S1.1) of R u , it also holds
(S1.9)
Recall thatβ = (β 1 , · · · ,β p ) , andβ j s are defined in Assumption 4, we can rewrite
where the last equality follows from the definition of A in (S1.8). Similarly,
Then we can rewrite (S1.9) as
(S1.10)
Substituting T u = τ (x) − A H u into the first equation of (S1.10), we have
It is easy to see
Similar to the process above, one can get the expression of P λ θ if we let z = 0 and replace τ (x) with W λ β.
Lemma 1. Recall that B(X) = E{I(U )|X}, G(X) = E{I(U )Z|X}/B(X) and A is defined in (S1.8), as λ → 0, we have
Proof. Since the proofs of (S1.11) and (S1.12) are similar, we only show that (S1.12) holds. For any j, k ∈ {1, 2, . . . , p}, recall that G j (
For any v 1 = v 2 , we can derive that
Under Assumption 4 (b) that V (β j ,β j ) < ∞ and the dominated convergence theorem, we have that the above sum converges to zero as λ → 0.
For the proof of (S1.13), simple calculations imply that
we can easily have lim λ→0 I 3 = 0 according to (S1.11). For I 2 , rewrite it as
Recall that B(X) = E U {I(U )|X} and E U {I(U )Z|X} = G(X)B(X), we have I 2 = 0. This completes the proof of (S1.13).
S2 Proofs of the theoretical results
We need to establish inequalities with respect to the inner product of R u and its expectation, which are involved in the proofs.
Lemma 2. Suppose that Assumption 2 and Assumption 3 hold, then for
Proof of Lemma 2. The expression of R u , R u directly follows the definition of R u . Next we show that the two inequalities hold. Recall that τ (
For the second part of (S2.16), by Assumption 3 that
We conclude E U { R U 2 } ≤ C R 1 h −1 by examining the finiteness of the first part in (S2.16). According to (S1.12) and (S1.13), one can verify that
We can use the inequalities
The universal constant can be taken as C R = max(C R 1 , C R 2 ).
Denote T = (Y, Z, X(·)) ∈ T , the following lemma proves a vital con-
emphasizing that the proofs of the Bahadur representation count on (S2.19)
given in the following lemma.
Lemma 3. Suppose that Assumptions 2 to 5 hold, ψ n (T i ; 0) = 0 a.s., and there exsits a constant C ψ > 0 such that the Lipschitz continuity holds,
Then as n → ∞,
The proof of Lemma 3 is similar to the proof of Lemma 3.4 of Shang and Cheng (2015) by using Lemma 2 and modern empirical process theory, so we omit here With the preparations above, we can prove Theorem 1 and Theorem 2.
Proof of Theorem 1 . The proof of Theorem 1 follows from the proof of Proposition 3.5 of Shang and Cheng (2015) by using Lemmas 2-3, Assumptions 1-6, the conditions in Theorem 1 and the Cauchy's inequality.
Proof of Theorem 2. The proof of Theorem 2 follows directly from the proof of Theorem 3.6 of Shang and Cheng (2015) and is omitted here.
Proof of Theorem 3 . The proof of the joint distribution depends on the
and u * = (z,x 0 ), we will derive the distribution of
Then we will show that the bias converges to zero, which can be found in Lemma 4.
For the distribution of (S2.20), under the condition R u * = O(1) and by Theorem 2, we have
Then we will derive the asymptotic distribution of R u * , S n,λ (θ 0 ) .
Direct calculations lead to
where H U i , T U i are defined in Proposition S1.1, then
It follows from Assumption 2 and E( 2 |U ) = I(U ) that
Recall that B(X) = E{I(U )|X}, it is easy to verify that
Meanwhile, Lemma 1 implies that as λ → 0,
Thus, it can be derived from Lemma 4, (S2.23) and (S2.24),
where Ψ is defined in Theorem 3.
Recall that M i are defined in (S2.21). By Lemma 4 and τ (X) 1 ≤
· X i L 2 from the proof of Lemma 2, we can obtain
Denote c * as the largest element of the matrix Ω −1zz Ω −1 , then c * is finite due to the definiteness of Ω 1 . Cauchy's inequality indicates that
Next we will check the Lindeberg's condition. Since log(h −1 ) = O(log n)
holds, we can choose a large constantC > 0 such that h −(2a+1) n −C = o(1).
Then, for any ε > 0, one can obtain
Meanwhile, one can deduce that
Substituting (S2.27) and (S2.28) into (S2.26), one can verify that
Then the Lindeberg's condition holds under the condition nh 2a+1 (log n) 4
and suitable choice ofC, which implies s −1
Lemma 4. Suppose that there exists b ∈ ((2a + 1)/2k, a/k + 1], such that for j = 1, · · · , p,β j satisfies (3.10). If n 1/2 λ 1+b−a/k 2 = o(1) and h = o(1),
Proof. First we show that (S2.29) holds. By the definition of A in (S1.7), for any j = 1, · · · , p, we have
where the last equality follows from x 0 ∈ L 2 (I), condition (3.10), ρ v v 2k and 2k(b − a/k) > 1. As σ −1
x 0 = o(1), we can directly have
Next we show that (S2.30) holds. Since
it is sufficient to show that for any j = 1, · · · , p,
In the end, we show that the bias converges to zero. Rewrite
(S2.32) From (S2.29), we can directly have that
where the last inequality follows from (3.10). Therefore, n 1/2 λ 1+b−a/k 2 = o(1)
implies A, W λ β 0 l 2 = o(n −1/2 ).
S3 Proofs of the limit distributions
Proof of Theorem 4. Let θ 0 = (γ 0 , β 0 ) = 0 be the true parameter under H 0 , andθ 0 = (γ 0 ,β 0 ) be the maximizer over H. In analogy to Shang and Cheng (2015), we have
The null limit distribution depends on the term n −1 n i=1 i R U i 2 , and we can rewrite it as
It is easy to verify that for i < j,
Hence, W (n) is clean in the sense of de Jong (1987) .
Define σ(n) 2 = E{W (n) 2 } and
According to Proposition 3.2 of de Jong (1987), we can derive the limit distribution of W (n) if G I , G II , G IV are of lower orders than σ(n) 4 .
It is easy to see that
From (S2.15) and (S1.13), we can directly have
We will deal with the two terms respectively. For the first term, by (3.5) in Assumption 3.6 and the positive definiteness of Ω 1 , we can see that
For the second term, direct calculations give us
Note that in (S1.13), E{I(U )Z iZ i } → Ω 1 as λ → 0, then
For i = 1, · · · , n and v ≥ 1, define
Recall the definition of G(X) and
A in Assumption 4 and (S1.8), we have
Condition (3.10) implies that v V (β, ϕ v ) < ∞, then the last limit holds as λ → 0 by applying the dominated convergence theorem. On the other hand, one can deduce that
Similar to the calculations of S 2 , it is easy to find that S 3 = S 4 = S 5 = 0.
For S 6 , we have
The summation of S 1 to S 6 leads to G IV = O(n 4 h −1 ). Now we set out to calculate the order of σ(n) 2 . Specifically,
It is obvious that G I , G II , G IV are of lower orders than σ(n) 4 4n 4 h −2 σ 2 2 .
Then by Proposition 3.2 of de Jong (1987) , as n → ∞, we have
Therefore, it follows by (S3.33) that
This leads to the conclusion that as n → ∞,
Besides, it can be shown that n W λ β 0 1 = o(nλ) = o(u n ). Therefore σ 2 T P is asymptotically N (u n + pσ 2 , 2u n + 2pσ 2 ). This completes the proof.
The theoretical results are based on the underlying assumption that the functional covariate X(t) is observed completely. However, X(t) is usually observed intermittently and with errors in practice. Here we discuss potential challenges to achieving similar theoretical results if we plug in an empirical version of X(t).
We observe that
where e ij are independent zero-mean errors independent of X i , with V ar(e ij ) = σ 2 e . We smooth each curve to obtain an estimateX i (t) =θ 0 (t) of X i by a local linear regression, (θ 0 ,θ 1 ) = arg min
where K(·) is a kernel function and h w is the bandwidth for the smoothing step. If dense measurements are made on each curve, we can effectively eliminate effects from measurement errors and pretend that we know the true curve. We can useX i (t) to perform estimation and hypothesis testings.
The following conditions used in ensure that X i (t) − X i (t) L 2 = o p (n −1/2 ). Denote thatm = inf i=1,...,n m i . (A-2). X is twice continuously differentiable on I with probability 1, and E(X (2) (t)) 4 dt < ∞, where X (2) (t) denotes the second derivative of X(t).
(A-3). The observation points {t ij , j = 1, . . . , m i } are deterministic and ordered increasingly for i = 1, . . . , n. There exist densities g i uniformly
The t ij s are generated according to t ij =
The kernel density function is smooth and compactly supported.
Such a "smooth first, then perform estimation" procedure was widely adopted in the literature (Li et al., 2010; Zhang and Chen, 2007; Wong et al., 2019) . From the simulation results below, it can be seen that the smoothing procedure is quite useful especially when the variance of e ij is small and the curves are densely observed.
The penalized estimator usingX i (t) instead of X i (t) is obtained by θ n,λ = (γ n,λ ,β n,λ ) = arg sup θ∈H˜ n,λ (θ), wherẽ
The Fréchet derivative of˜ n,λ (θ) with respect to θ is
H n (θ) be the term when usingX i (t) in H n (θ) defined in (S2.17).
By examining the proofs of the theoretical results, roughly, it is required to quantify the asymptotic orders of several important types of expressions.
DenoteS λ (θ λ ) = 0, S λ (θ λ ) = 0, the expressions are as follows,
Denote B(ε) = {θ ∈ H : θ ≤ ε}. The following lemmas provide the conditions under which the theoretical results still hold when we plug in an empirical version of X(t).
Lemma 5. If η 1 = O(h k ), and for any θ, θ 1 , θ 2 ∈ B(2(J(β 0 , β 0 )+1) 1/2 h k ), the following conditions hold,
Lemma 6. Suppose the conditions in Lemma 5 are satisfied. Recall that a n is defined in Theorem 2. Additionally, for θ =θ n,λ − θ 0 , the following conditions hold, S n,λ (θ + θ 0 ) −S n,λ (θ 0 ) − E{S n,λ (θ + θ 0 ) −S n,λ (θ 0 )} ≤
r n (log n) 2 (log log n) 1/2 ), E{DS n,λ (θ 0 )θ − θ} = o p (a n ), and 1 0 1 0 sE{DS n,λ (θ 0 + ss θ)θθdsds } ≤ O(h −1/2 r 2 n ). Then we have θ n,λ − θ 0 −S n,λ (θ 0 ) = O p (a n ).
Lemma 7. Suppose the conditions in Lemma 6 hold. Denoteû * = (z,x 0 ) for anyz ∈ R p . If Rû * − R u * ,θ n,λ −θ n,λ = o p (n −1/2 ), Rû * − R u * ,θ n,λ − θ 0 = o p (n −1/2 ), and Rû * − R u * ,θ n,λ −θ n,λ = o p (n −1/2 ), then the joint independence result in Theorem 3 can still be achieved if we use an empirical version ofx 0 (t).
Lemma 8. For the penalized likelihood ratio test statistic
If the conditions in Lemma 6 are satisfied, further
where σ 2 and u n are defined in Theorem 4, then σ 2T P is also asymptotically
Then we can obtain an estimate of V (β 1 , β 2 ) such thatV (β 1 , β 2 ) = 1 0Ĉ (s, t)β 1 (s)β 2 (t)dsdt.
Denote (ρ v ,φ v ) as the eigen-pairs driven byĈ. The last step is to show that the limit distribution also holds if we useσ l instead of σ l in practice.
The key step is to show |σ 2 l − σ 2 l | = o p (1).
Following similar procedures in , we can have (Ĉ(s, t)− C(s, t)) 2 dsdt = O p (n −1 ) if conditions (A-1)-(A-4) hold. Then in analogy to the arguments of Shang and Cheng (2015) , we can have |σ 2 l − σ 2 l | = o p (1).
In general, the proofs of the theoretical developments rely heavily on the inner products defined in (2.5) and (2.6), which involve the fully observed trajectory. Apart from figuring out the errors to the eigen-system, we not only need to explore the impacts of measurement errors on the inner prod-ucts, but also need to clarify the effects on several expressions in relation to X(t) in complex forms. It requires greater effort to verify the conditions in Lemmas 5-8. These issues need to be addressed in future research.
S5 Simulation results with measurement errors
In this section, we conduct additional simulations to explore the im- in Case 1 in the main text except that the functional predictor X i (t) are not fully observed. We assume the actual observation X ij is the realization of X i (t) at 200 evenly spaced points {T ij , j = 1, · · · , 200} with i.i.d. error e ij ∼ N (0, σ 2 e ), and σ e ∈ {0.5, 1, 1.5}. Kong, Staicu, and Maity (2016) , and T * W denotes the test method of Su, Di, and Hsu (2017) .
It can be seen that if the errors are small, the sizes and powers behave similar to the sizes and powers when X(t)s are fully observed. Meanwhile, we also plot changes of sizes and powers with σ e ranging from 0.5 to 4 when testing H 0 : β = 0 under the PFLM setting in Figure S5 . Under the alternative hypothesis, we set ξ = 0.1 and B = 1. The proposed method still outperforms the competing methods in all scenarios.
Example 2. The data settings are similar to that in Example 1, except that X i (t) are observed with fewer observation points. We set the number of points to bem ∈ {30, 50, 100}. The variance of the measurement errors is fixed at σ e = 1. The results are summarized in Tables S5 -S8. We can see that all the methods lose power as the sparsity level becomes higher.
However, when observation points are sufficiently dense, the results are similar to knowing the entire trajectory of each X i . Table S2 : Sizes and powers in the PFLGRM setting when testing H0 : β = 0 and γ = 0 with measurement errors.
n σ e ξ = 0.1 ξ = 0.5 (γ 1 , γ 2 ) B = 0 B = 0.1 B = 0.5 B = 1 B = 0.1 B = 0.5 B = 1 100 0.5 (0.0,0.0) 5.6 5.2 6.5 13.5 5. n σ e ξ = 0.1 ξ = 0.5 B = 0 B = 0.1 B = 0.5 B = 1 B = 0.1 B = 0.5 B = 1 100 0.5 T P 5.1 20. n σ e ξ = 0.1 ξ = 0.5 (γ 1 , γ 2 ) B = 0 B = 0.1 B = 0.5 B = 1 B = 0.1 B = 0.5 B = 1 100 0.5 5.5 5.2 7.1 20.4 6.3 17.5 56.0 1.0 5.4 5.5 6.9 20.0 5.7 15.3 52.5 1.5 5. Table S8 : Sizes and powers in the PFLGRM setting when testing H0 : β = 0 with different number of observation points.
nm ξ = 0.1 ξ = 0.5 (γ 1 , γ 2 ) B = 0 B = 0.1 B = 0.5 B = 1 B = 0.1 B = 0.5 B = 1 100 30 5.7 5.4 6.8 18.9 6.0 13.1 50.0 50 5.3 5.5 6.9 19.1 6.4 14.5 51.7 100 5.5 5.7 6.4 20.3 5.9 15.4 52.7 500 30 5.2 6.0 24.1 72.5 7.3 66.5 99.5 50 5.6 5.7 25.4 72.5 7.4 67.9 99.9 100 5.3 6.2 27.2 75.5 8.0 67.9 99.9
