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Deep Neural Networks (DNN) have been popularly used to solve various problems such as image classi-
fication, speech recognition, topic modeling, and text processing. The size of DNN models models have
continuously been growing in size in order to improve the accuracy and quality of models and to deal
with complex features of data. The size of input dataset have also increased to achieve higher accuracy.
Training using a large DNN model requires a significant amount of dataset and computation. This is gen-
erally achieved through distributed parallel execution, and various traditional distributed parallelization
methods have been proposed. Distributed parallelism method should be appropriately applied according
to the characteristics of the DNN and computing resources. The goal of this dissertation is to propose a
hybrid parallelization suitable for the characteristics of DNN and the condition of computing resources.
Also, to train, a large amount of input dataset should be pre-processed, which also takes a lot of time. It
describes the parallelization approaches from dataset pre-processing to the training process.
This dissertation presents three systems for efficient DNN training. First, we present a Resource-
Aware Layer Placement (RALP) scheme to alleviate the network bottleneck and balance computation to
improve performance for CNN distributed training. Partial data parallelism can be applied through au-
tomatic layer placement of our RALP system. It shows more accelerated training performance for most
CNN models than when using traditional data parallelism. Second, we present HetPipe, a novel system
for large DNN training in heterogeneous GPU clusters. It integrates pipelined model parallelism and data
parallelism to train large DNNs by effectively utilizing the resources of heterogeneous GPUs. We also
propose a novel parameter synchronization model, referred to as Wave Synchronous Parallel (WSP), to
accommodate pipelined model parallelism and data parallelism. Finally, we present a resource-adaptive
parallelization approach for pre-processing datasets. Parallelization was made possible by analyzing the
pre-processing of the DNN-based recommendation system, which had not previously been able to apply
parallelization. Furthermore, we propose a Resource-Adaptive Pre-processing (RAP) system that moni-
tors the CPU, memory, and storage computing resources and can automatically adjust the parallel degree
for pre-processing datasets.
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I Introduction
Deep Neural Networks (DNN) have been popularly used to solve various problems such as image clas-
sification [1, 2], speech recognition [3], topic modeling [4], and text processing [5]. The size of DNN
models (i.e., the number of parameters) have continuously been increasing in order to improve the ac-
curacy and quality of models and to deal with complex features of data [6–9]. The size of input dataset
and batches used for training have also increased to achieve higher accuracy and throughput [6, 10]. To
achieve high prediction accuracy through training, large scale machine learning models such as deep
learning are used [11]. Training using a large scale model requires a significant amount of dataset and
computation. This is generally achieved through distributed execution [11–14] or by making use of
GPUs [15–17]. For such large scale executions, machine learning frameworks such as TensorFlow [18],
PyTorch [19], and Caffe [20] are openly available.
There are various parallel modes for distributed training. For training large DNN models, Data Par-
allelism (DP) [13,21–23], which employs multiple workers using parameter servers or AllReduce com-
munication, and Model Parallelism (MP) [12,24,25], which divides the network layers of a DNN model
into multiple partitions and assigns each partition to a different GPU, have commonly been leveraged.
Furthermore, to mitigate the critical issue of low GPU utilization of naive model parallelism, Pipelined
Model Parallelism (PMP), where minibatches are continuously fed to the GPUs one after the other and
processed in a pipelined manner, has recently been proposed [6, 26].
This dissertation tries to understand the problems caused by using an increasingly larger input dataset
and a larger DNN model and solve it with hybrid parallelism. Hybrid parallelism is applied from the pre-
processing of the input dataset to the DNN training stage. As there are several parallelism modes, it is
crucial to apply a parallelism method suitable for the DNN condition. The problem is solved by applying
resource-aware hybrid parallelism to appropriate parallelism according to the computing resources and
the characteristics of the DNN model.
Depending on the DNN model and resource condition, we apply appropriate hybrid parallelism.
In this dissertation, we will describe three works. 1) In the case of the Convolutional Neural Network
(CNN) model, we propose a partial DP system that applies DP to particular layers of the CNN in consid-
eration of network resources. 2) In the case of a large DNN model, we present a system that integrates
PMP and DP considering heterogeneous GPU resources. 3) Finally, resource-adaptive parallelism was
developed as a system for pre-processing a large number of datasets. It automatically adjusts the degree
of parallelism according to CPU, memory, and storage resources to maximize resource utilization. The
following sections describe the contributions to each work.
This dissertation integrates and updates upon the work previously published at [27, 28].
1.1 Contributions
This dissertation presents new systems for efficient distributed DNN training through resource-aware
hybrid parallelism. The contribution of this dissertation are as follows.
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Accelerate CNN distributed training by reducing network traffic through partial DP. In this dis-
sertation, first, Convolutional Neural Network (CNN) model analysis, we find that placement of layers
can have a considerable effect on performance. We propose RALP (Resource-Aware Layer Placement),
a scheme to reduce network traffic through layer placement that considers the resources that each layer
uses. RALP applies partial data parallelism to reduce network traffic. It provides an automatic layer
placement that allows partial DP, which shows that it is more effective in using network resources than
traditional DP. Finally, we incorporate RALP within the TensorFlow framework such that layers can be
automatically placed for more efficient training. Our evaluation with RALP shows that training time can
be significantly reduced without loss of accuracy for many CNN models.
Enabling large DNN training on heterogeneous GPU clusters through integration of PMP and DP.
In this dissertation, we investigate how to enable training of large DNN models on a heterogeneous
GPU cluster that possibly includes whimpy GPUs that, as a standalone, could not be used for training.
We present a DNN training system, HetPipe (Heterogeneous Pipeline), that integrates PMP with DP.
In HetPipe, a group of multiple GPUs, called a virtual worker, processes minibatches in a pipelined
manner, and multiple such virtual workers employ data parallelism for higher performance. We also
propose a novel parameter synchronization model, which we refer to as Wave Synchronous Parallel
(WSP) to accommodate both PMP and DP for virtual workers. Our experimental results on a given
heterogeneous setting show that with HetPipe, DNN models converge up to 49% faster compared to the
state-of-the-art DP technique.
Resource-adaptive parallelism for efficient dataset pre-processing. We analyze dataset pre-processing
of DNN-based recommendation system with three insights. Through this analysis, the existing serial
execution can be parallelized. Furthermore, we propose RAP (Resource-Adaptive Pre-processing) to
determine the degree of parallelism by considering the resource state of CPU, memory, and disk. RAP
monitors resource status in real-time and performs parallel pre-processing suitable for resource status by
adjusting the degree of parallelism. In addition, distributed pre-processing in multi-node is implemented,
and the experimental results are shown. Our experimental results show that by applying four distributed
pre-processing, the pre-processing that took 112 hours for serial execution was reduced by up to 97% to
4 hours.
1.2 Organization
This dissertation is organized as follows. In the next section, we briefly discuss background of DNN
necessary to understand this study. In Section III we discuss the detailed analysis of CNN, and present the
design of Resource-Aware Layer Placement (RALP). Section IV present a large DNN training system,
HetPipe, that integrates PMP with DP. Regarding dataset pre-processing, in Section V analyzes dataset
pre-processing of DNN-based recommendation system. Based on this analysis, we present Resource-
Adaptive Pre-processing (RAP) with resource-adaptive parallelization applied. Previous studies related




Before training the DNN model, we need to pre-process the dataset. Pre-processing is used when con-
verting datasets into binary forms to improve training speed or converting raw datasets into input forms
necessary for training specific DNN models. Training proceeds after pre-processing the raw dataset. The
goal of training of a DNN model composed of multiple layers is to find the parameters (or weights) w
of the model that minimizes the sum of a loss function for the training dataset that consists of train-
ing samples and their labels. In a popularly used training method, stochastic gradient descent (SGD),
it computes the weight updates, i.e., gradients on a subset of training samples, called a minibatch, and
updates weights w.
The training process consists of a forward pass and then a backward pass. In the forward pass, the
model first predicts the label for each of the samples in a minibatch. Each layer computes activations for
the next layer using the given input data and the current parameters. Finally, the last layer of the model
computes loss based on the predicted and actual labels. In the backward pass, the loss is backpropagated
over all the layers of the model where each layer computes gradients using the gradients computed by
the upper layer and activations previously computed in the forward pass.
2.2 Distributed Parallel Training for DNN
As DNN models become more sophisticated and are trained on larger datasets, it is becoming common
to scale training across machines in a distributed setting. This section explains a general parallelization
approach for distributed training.
Data Parallelism. Data parallelism (DP) utilizes multiple workers to speed up training of a DNN
model. It divides the training dataset into subsets and assigns each worker a different subset. Each
worker has a replica of the DNN model and processes each minibatch in the subset, thereby computing
the weight updates. Therefore, if a DNN model cannot be loaded into the memory of a single GPU, DP
cannot be used.
Among the multiple workers, the parameters are synchronized using parameter servers [13] or
AllReduce communications [22, 23]. For Bulk Synchronous Parallel (BSP) [18, 29], each worker must
wait for all other workers to finish the current minibatch p before it starts to process the next minibatch
p+1 so that it can use an updated version of the weights for minibatch p+1. For Asynchronous Parallel
(ASP) [18,30], each worker need not wait for other workers to finish minibatch p, possibly using a stale
version of the weights. With BSP, which is possible for both the parameter servers and AllReduce com-
munications, the system may suffer from high synchronization overhead, especially in a heterogeneous
GPU cluster where each worker with a different GPU provides different training performance [31]. On
the other hand, while ASP, which is possible for the parameter servers, has no synchronization overhead,
it is known that ASP does not ensure convergence [30, 32].
3
A method that takes the middle ground between BSP and ASP is Stale Synchronous Parallel (SSP) [33].
With SSP, each worker is allowed to proceed the training of minibatches using a stale version of the
weights that may not reflect the most recent updates computed by other workers. Thus, workers need
not synchronize with other workers whenever it finishes the processing of a minibatch. As such, param-
eter staleness can occur. However, this staleness is bounded as defined by the user and referred to as
the staleness threshold. As SSP is beneficial when worker performance is varied, it has been explored
especially in the context of heterogeneous systems [34].
In SSP, each worker periodically pushes the weight updates to the parameter server. This synchro-
nization interval is called a clock. Thus, each worker increases its local clock by one for every iteration,
which is the training period of a minibatch. For a given staleness threshold s where s ≥ 0, each worker
with clock c is allowed to use a stale version of the weights, which includes all the updates from iteration
0 to c− s−1 and, possibly, more recent updates past iteration c− s−1. That is, a worker can continue
training of the next minibatch with parameters whose updates may be missing from up to the s most
recent minibatches.
Model Parallelism. Model parallelism (MP) is typically exploited for large DNN models that are too
large to be loaded into memory of a single GPU. In particular, a DNN model composed of multiple
layers is divided into k partitions and each partition is assigned to a different GPU. Each GPU executes
both the forward and backward passes for the layers of the assigned partition. Note that it is important
to execute the forward and backward passes of a partition on the same GPU as the activation result
computed for the minibatch during the forward pass needs to be kept in the GPU memory until the
backward pass of the same minibatch for efficient convergence, as similarly discussed by Narayanan
and others [26]. Otherwise, considerable extra overhead will incur for managing the activation through
either recomputation or memory management.
In the basic form of MP, k GPUs, individually, act as one virtual worker to process a minibatch as
follows: For each minibatch, execution of the forward pass starts from GPU1 up to GPUk. When each
GPUi, where 1 ≤ i < k, completes the forward pass of the assigned partition, it sends the computed
activations of only the last layer in its partition to GPUi+1. Once GPUk finishes the forward pass of its
partition, the backward pass of the minibatch is executed from GPUk down to GPU1. When each GPUi′ ,
where 1 < i′ ≤ k, finishes the backward pass, it sends the computed local gradients of only the first layer
in its assigned partition to GPUi′−1. This basic form of MP results in low GPU utilization as only one
GPU is actively executing either the forward or backward pass. Nonetheless, MP allows execution of
large DNN models that are too large for a single GPU.
Pipelined Model Parallelism. To improve utilization of the GPUs in a virtual worker, minibatches can
be processed in a pipelined manner. The subsequent minibatches are fed into the first GPU in MP (i.e.,
GPU1) one by one once the GPU completes the processing of the previous minibatch. This allows for
multiple GPUs to simultaneously execute either the forward or backward pass of their assigned layers
for different minibatches. This is referred to as Pipelined Model Parallelism (PMP).
4
III RALP: Accelerated Training for CNN Distributed Deep Learning
In recent years, machine learning has been used to solve problems in many fields [35–39]. In particular,
Convolutional Neural Networks (CNN) has been popular in vision and audio recognition areas [1,2,40].
Various machine learning models go through a training phase, which makes use of training data, that
requires many iterative computations through the model. This is generally achieved through distributed
execution. Many modern distributed machine learning systems make use of the parameter server ar-
chitecture [12–14, 16, 17, 41]. With this architecture, data parallelism and model parallelism is used to
compute a significant amount of training data [12]. For data parallelism, the model itself is replicated,
while for model parallelism, the model is partitioned on multiple GPUs and run in parallel. Model par-
allelism can be useful for large models. However, it is rarely used as the performance gains have been
shown to be minimal due to heavy network traffic [42]. In this study, we focus on data parallelism in a
distributed parameter server architecture.
Training in such an architecture, however, has its own limitations. The first is network traffic. The
network can become the bottleneck as the workers must communicate and synchronize with the param-
eter server at each training step. Such network traffic tend to grow with the number of workers in case
multiple parameter servers are deployed for large parameter sizes [43]. The second limitation comes
with the issue of placement. That is, models are placed at particular nodes such as servers with GPUs
and what not. Such placement decisions affect computation time as well as network communication as
these machines may need to transfer data among themselves. Thus, ineffective placement can lead to
heavy communication, leading to degraded performance. Such placement decisions can be difficult to
make if one is not familiar with the characteristics of the model [44].
The goal of this study is to improve performance in distributed deep learning training by alleviating
the network bottleneck and balancing computation, with a focus on CNN. We propose a Resource-Aware
Layer Placement (RALP) scheme that minimizes network traffic, while considering the computation
overhead incurred by the placement. To develop this scheme, we go through a careful analysis of various
CNN models, where we characterize the computational and communication needs of the layers that
comprise CNN. We find common traits that may be exploited in placing the layers. In particular, we find
the fully connected layer is the best fit to be placed in the parameter server. We implement RALP in the
TensorFlow framework such that the nodes comprising particular layers may be placed in appropriate
servers for improved performance. Our experimental results show that, while not all models can benefit
from RALP, many models are able to reap significant performance improvements, improving by as much
as 13× compared to the baseline TensorFlow framework.
The rest of Section III is organized as follows. In the next section, we discuss CNN as well as
distributed deep learning training as background. In Section 3.2, we discuss the motivation behind our
study, focusing on detailed analysis of various components of CNN that affect performance. Based on
this analysis, we present the design of RALP in Section 3.3. In Section 3.4, we present experimental




























Figure 1: CNN model training structure
3.1 Training Convolutional Neural Networks
Convolutional Neural Networks. Convolutional Neural Networks (CNN) is a class of neural network
used in tasks ranging from image classification [1, 2, 39, 40, 45] to video recognition [46, 47] to recom-
mender systems [48]. Figure 1 shows the workflow of conventional CNN model training and the various
stages that it goes through during execution.
With the training data (e.g., images) as input, model training proceeds through a forward pass and
a backward pass in an iterative fashion. First, the feature of the input data is extracted through multiple
layers in the forward pass of model training. Using the extracted feature, a loss function calculates the
loss value, which is a similarity measure between the predicted value and the actual output value of
classification. Then, the backward pass, also referred to as back propagation, computes a model update
by going through the forward pass layers in reverse order. During the backward pass, each layer obtains
the gradient of the parameters (i.e., weights and biases) and uses optimization methods such as stochastic
gradient descent to minimize the loss value. This process is repeated until the convergence of training
loss.
Figure 1 shows that the forward-backward computation in CNN model training largely consists
of convolution layers, pooling layers, and fully connected layers. The convolution layer processes the
convolution operation that extracts high-level features of the input data. The pooling layer is where the
given space is reduced in the horizontal and vertical directions by taking the maximum or the average of
values in the target space through max or average operations. The pooling layer commonly comes after
the convolution layer. The fully connected layer connects neurons of adjacent layers and can arbitrarily
set output neurons to connect for each input neuron. As all the neurons are connected, they contain a
large number of parameters. The last layer of a CNN model is generally a fully connected layer that
outputs the predicted value.
Distributed CNN Training. As deep learning models become more sophisticated and are trained on
larger datasets, it is becoming common to scale training across machines in a distributed setting. The
most common form of such Distributed Deep Learning (DDL) training is data parallelism [49] where
multiple workers train on their own set of data in parallel. Essentially, each worker loads a complete copy
of the model (Part A in Figure 1) into its own memory of an accelerator such as a GPU that is assigned
to the worker. In each training iteration (or step), each worker performs training using a subset of the
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Figure 2: Distributed training: time breakdown (after 100 step executions) including network transfer
time, where the left bars are average step execution time for all workers while right bars are the average
step execution time for the slowest worker. Numbers in parentheses represent number of workers and
PSes.
input data that is equally divided among all workers. At the end of the iteration the workers exchange
gradients to synchronize (or aggregate) model updates.
A typical form of model aggregation is the parameter server (PS) architecture [13], which is popular
in production systems [49, 50]. In this architecture, the PS hosts the master copy of the DDL model and
is in charge of updating the model using the local results sent from all workers. The workers pull back
the updated model from the PS at the beginning of each iteration and proceeds through the next iteration.
Note that a single DDL training job can use multiple PSes [43, 49].
3.2 CNN Characterization
In this section we discuss the characteristics of training for CNN distributed deep learning (DDL) that
stands as motivation behind the design of RALP. We focus our discussion on communication between
workers and PSes during model aggregation and the computation involved at each worker. For this
study, we use the CNN model benchmarks [51] supported in TensorFlow 1.12 and the ImageNet-1K
dataset [52]. We perform experiments on a cluster of 8 machines connected over a 56 Gbps InfiniBand
network, where each machine is equipped with 4 NVIDIA TITAN Xp GPUs. This is the same experi-
mental setup used in Section 3.4.
High Communication Costs in CNN DDL Training. In CNN DDL training, the model aggregation
phase is part of the critical path, having a significant hindering effect on training progress. To illustrate,
consider a job using data parallelism where all workers must communicate with the PS to synchronize
all the parameters of the model in each training step. After each worker calculates the gradients and
updates its model, it sends gradients to the PS. Once the parameters are aggregated, these values are
sent back to the individual workers. That is, communication between workers and the PS occurs twice
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Figure 3: Network interference: S represents single model training, C represents consolidated training
with 8 models in a cluster.
at every training step, and the amount of network transfer is proportional to the number of workers.
To assess this overhead, we perform a set of experiments, whose results are shown in Figure 2,
where we break down the end-to-end time spent for each worker to finish a training step, including
the time spent for model aggregation. More specifically, the elapsed time is divided into four categories
according to the type of operation performed: (i) worker computation for model training by the worker;
(ii) PS computation for the aggregation step in the PS; (iii) memcopy for copying data between the host
machine and the GPU; and (iv) communication for transferring model parameters over the network. The
results for the first three operations are provided by the TensorFlow timeline tracer, while those of the last
operation are obtained by measuring the end-to-end time for training and then subtracting the elapsed
times of the first three operations.
We train 100 steps for each worker and report, on the left bars, the average of each step over all
workers, and, on the right bars, the average (over the 100 steps) times of the slowest worker, which
essentially determines the performance when all workers need to synchronize training progress at each
step [53]. Our measurements are based on changing the number of workers, denoted by the left number
in the parenthesis, with the number of PSes (right number) to be the same as the number of workers as
guided by prior work [43]. The workers and PSes are all spread out on different machines.
Figure 2 shows that network communication performed in model aggregation dominates for a num-
ber of scenarios across the benchmarks. This happens even when a single worker and PS is used, which
ought to produce the least amount of network traffic. In particular, we observe that the average fraction
of time used for communication is 53% across the benchmarks. As model training scales out, we see an
increase in both the absolute amount of time required for training and the dominance of communication
time. For example, when using 4 workers and 4 PSes, communication makes up, on average, 58% of the
total training time per step, and it is worse for the slowest worker (in MAX), with LeNet (4,4) taking
up as much as 92% of the total time. Our observation here is that in order to deliver high performance
distributed training, it is crucial to reduce the volume of network transfer.
8
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Figure 4: Memory usage and computation of CNN
Network Interference in Shared Servers. In a cluster of machines, consolidation of different jobs on
the same cluster could lead to interference due to contention of shared network such as RDMA [49, 50,
54]. Such sharing could further deteriorate training performance that is already hampered by network
communication overhead. To confirm that workload consolidation indeed relates to further network in-
terference and consequently, training progress, we make another set of measurements similar to Figure 2,
but this time on 3 worker, 1 PS training. Figure 3 compares the average execution time of 8 jobs that run
concurrently on our 32-GPU cluster (denoted by C) to that of a job that runs in isolation (denoted by S).
The results in Figure 3 confirm that jobs further interfere with each other in the network and that
interference among jobs on shared resources considerably slows down training time. For example, in
our experiments, LeNet slows down by over 7×. We also see that this inefficiency mostly comes from
the time prolonged during model aggregation due to increased network contention. Thus, we conclude
that optimizing model aggregation could improve performance not only when training runs in isolation,
but also when workload is consolidated to share network resources.
Disproportional Memory Usage and Computation. Another key characteristic of CNN relates to
how parameters and computation are laid out among the layers that comprise CNN. We now elaborate
on these points.
First, for a number of CNN models, a significant fraction of memory is used by a few layers exercised
in the last phase of the training’s forward pass. Figure 4(a) shows the cumulative distribution of memory
usage in terms of parameter sizes in the order of the forward pass layers for each of the models. Overall,
the figure shows that a majority of CNN models have skewness in memory usage, with the last 25% of
the layers occupying more than 86% of memory space in 5 out of 8 models. On inspecting these memory-
demand layers by layer type, we find that they correspond to the fully connected layers. Thus, there is an
opportunity to reduce network transfer during model aggregation by placing the fully connected layers
within the PS machine.
Let us now consider the computation distribution in CNN. Figure 4(b) shows the breakdown of
computation time in CNN training by layer type. We see that a large fraction of the computation time is
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occupied by the convolution layers. Specifically, the convolution layers account for around 80% of the
total GPU time used during training on average. This characteristic makes colocating the fully connected
layers with the PS a more promising approach, because those computation-demand convolution layers
mainly appear in the first phase of training’s forward pass and do not interfere with computation on the
fully connected layers. Note that it may be possible to accelerate the execution of the convolution layers
by assigning more compute resources (e.g., GPUs) to these layers separately through layer partitioning.
Challenges. In this section, we have shown that network communication is a major performance fac-
tor in CNN training no matter the model is trained in isolation or in consolidation with others. We also
showed that a large proportion of the parameters, which need to be communicated to the PS, are con-
centrated in the latter layers. This provides an opportunity to reduce network overhead by placing these
layers within the PS’s machine. Also, we showed that the convolution layers are concentrated in the front
phase of training, and thus, again, there is an opportunity to optimize computation.
However, blindly offloading the latter layers to the PS machine may not pay off for all CNN models
as some of these models do not entirely correspond to the structure shown in Figure 1. For example, for
some CNN models, the fully-convolutional network replaces the fully-connected layers with convolu-
tions to take in an arbitrary input size for efficient inference and learning [55]. Also, in the ResNet model,
the network has many filters in the convolutional layer, and hence, many parameters, which requires siz-
able memory space [1]. In these cases, either there is no significant skewness in parameter distributions
among layers or the earlier part in the CNN pipeline could consume considerable memory, thus affecting
the synchronization cost. The main goal of our work is to provide a systematic way to identify models
that could benefit from RALP and structure a pipeline of layers across distributed resources to obtain
higher training performance.
3.3 Layer Placement with RALP
We propose RALP — Resource-Aware Layer Placement — a scheme whose target is to reduce network
communication and balance computation to expedite distributed training of CNN. To achieve the goal,
RALP carefully exploits workload characteristics studied in Section 3.2. RALP places CNN layers,
which is composed of a communication and computation sequence, in particular machines in a way
that data flows efficiently and compute-bound layers are executed in parallel. Typically, a deep learning
model is composed of a number of layers, and it is feasible to place each individual layer anywhere
among compute resources such as GPUs. However, since our focus is on CNN, we actively utilize CNN-
specific properties related to the model structure (shown in Figure 1) in the optimization. Nonetheless,
we will briefly discuss how to apply RALP beyond CNN.
Since network communication is on the critical path of training in distributed mode and memory-
demand layers are the root cause, RALP takes an approach that colocates those layers with the parameter
server (PS) in the same machine. In this way, the cost associated with model aggregation can be con-
siderably reduced. Further, RALP decides for a given model if the model could benefit sufficiently from
10
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Figure 5: Workflow of resource-aware layer placement for distributed training in RALP
our resource-aware placement, and if so which “specific” layers it needs to offload to the PS machine to
have most benefit.
When deciding layer placement, RALP also factors in such layers that are computationally expen-
sive. To illustrate, consider a naive approach that places all layers with the PS. Evidently, this is not a
good solution as this will incur considerable computational overhead on the PS machine. The natural
choice for layer placement would be to place the layers with small computation, but with large memory
demands (i.e., parameters) in the PS machine. This will have the effect of reducing network communi-
cation without overloading the machine that runs both PS and the offloaded layers.
3.3.1 System Overview
Figure 5 depicts the overall architecture of RALP and its two key components, RALP Runtime and
RALP Profiler.
(i) RALP Runtime generates a distributed training plan and executes it on distributed compute re-
sources. Training in RALP differs in several significant ways from the traditional PS-based approach.
Previously, as the number of workers increases, it is common practice to use the same number of
PSes [43, 49]. This is partly because network transfer is the bottleneck and using few PSes could make
the PSes overwhelmed by the large volume of data to receive, process, and send back. In RALP, we
can initiate distributed training efficiently using a smaller number of PSes for two reasons: (i) network
transfer is no longer the bottleneck, and (ii) the PS machine that includes the memory-intensive layers
(e.g., the fully connected layers) is not compute heavy [24, 56]. In effect, RALP can save resources for
PSes while using the same number of workers, which mostly run the compute-intensive layers (e.g., the
convolution layers).
(ii) RALP Profiler profiles the input CNN to estimate network communication across layers, and
then informs where to partition between the layers to be network-cost effective. Blindly applying RALP
to every CNN model will deteriorate some models that do not result in a sizable reduction in data trans-
fer. Thus, our profiler uses a cost model that informs if there exists such gain through partitioning.
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Table 1: Parameter skewness for 8 benchmarks under our study: larger absolute values indicate higher
skewness.
Alexnet GoogLeNet Inception-v3 LeNet Overfeat ResNet-50 VGG11 VGG19
Skewness factor −2.27 −0.74 −0.96 −1.16 −2.11 −1.26 −3.62 −3.02
Essentially, the cost model exploits the parameter size for each layer and additionally the size of ac-
tivations and gradients exchanged between two neighboring layers during the forward-backward pass.
In addition, the profiler takes computation costs into account in a simple yet effective way based on
CNN’s characteristics: we avoid partitioning layers when the optimal point for splitting the model is
found between the convolution layers, which are computationally costly. This makes the profiler widely
applicable as it depends only on the model itself including training configuration (e.g., batch size), not
on dynamic factors such as clock speed of in-use GPUs.
Workflow. Figure 5 shows the stages that RALP goes through. Once a job is received, it is delivered
to RALP Profiler, which determines if partitioning is adequate or not. Jobs can bypass the profiler if
the characteristics of the jobs are already known, or has been estimated offline, to benefit from parti-
tioning. The profiler consults the cost model to determine the eligibility of applying RALP. Only if the
job is predicted eligible, the model is partitioned and placed across particular machines; otherwise, no
partitioning occurs, and the model training runs on the standard PS architecture.
In the subsequent sections, we explain distributed training performed in RALP in more detail.
3.3.2 Distributed Training
Figure 5 also shows the training procedure and communication of distributed training enabled by RALP
Runtime. For simplicity, our explanation is based on one PS and multiple workers, a default configuration
on a moderate degree of parallelism (e.g., 32 workers). We further discuss how to enable multiple PSes
in RALP in case training must scale on much higher degree. We henceforth use the term PS worker to
explicitly denote the training procedure ongoing in the PS machine.
Training Procedure. Workers run computation-demand layers and require enough compute resources
to speed up the training progress. We follow conventional data parallelism to run workers concur-
rently. Workers must communicate with the PS worker independently during ongoing forward-pass and
backward-pass computations.
In each training step, the PS worker receives activations from all workers, which arrive at the PS
worker in an arbitrary order. In order to make sure that the backward pass computes the gradients using
the same version of weights accessed in the forward pass, the processing of incoming activations is not
interleaved, i.e., one batch of activations from a worker is processed at a time. As the memory-demand
fully-connected layers in the PS machine are not computation-intensive [56], this processing is typically
fast and does not add back pressure.
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Figure 6: Distribution of parameters and output sizes across layers
Model Aggregation. We so far explained how workers communicate with the PS worker during train-
ing, and we now describe model aggregation occurring at the end of each training step. The most no-
table distinction from the original PS architecture is that aggregating the memory-demand layers is done
through intra-machine data transfer. Workers may need to synchronize with the PS over the network,
and in this case, the amount of parameters to transfer over the network is small. This synchronization is
again fast, alleviating pressure on network usage.
Enabling Massive Parallelism. In training a single job on our 32-GPU testbed, we observe no sig-
nificant performance issue with using a single PS worker while exploiting all other GPUs to run the
workers of the job. Thus, in the current evaluations, we primarily consider a single PS worker configu-
ration. Nonetheless, since the largest job reported in a production cluster runs up to 128 GPUs [49] and
we expect larger scales in the future, we support RALP training on multiple PS workers to balance the
load incoming from a large number of workers. To facilitate this, we partition computation previously
done in the single PS worker so that the PS workers run in parallel while aggregating activations from
workers.
Basically, RALP can use any form of model parallelism [6, 26, 57] to run memory-demand layers
with high parallel efficiency. Among available options, we adopt pipeline parallelism since we observe
that it leads to lower communication between the concurrent PS workers [58]. Note that in the use of
N PS workers, RALP will create N parameter servers (PSes) to colocate each PS with a PS worker
such that only intra-machine traffic is generated during model aggregation. That is, as RALP partitions
the memory-demand layers among the PS workers, we partition their model parameters correspondingly
across multiple PSes. As a result, irrespective of the number of PS workers, RALP is effective in reducing
network usage, and consequently, improves training performance considerably as we discuss in detail in
Section 3.4.
Synergy with Cluster Resource Managers. For distributed training, most deep learning frameworks
require all GPUs be available at the same time [49, 50]. In traditional resource scheduling in a shared
GPU cluster, one of the biggest concerns has been on job placement such that locality becomes as high
as possible, i.e., packing the job’s GPUs within as fewer machines as possible [49, 50]. This is because
greater locality improves training time by bringing down model synchronization overhead. However, in
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practice, such locality constraints often need to be relaxed to reduce waiting times, especially for jobs
that use many GPUs [50]. With RALP, the scheduler can facilitate relaxed locality without sacrificing
much training performance as a training job can eliminate a significant fraction of network transfer.
3.3.3 Model Profiler
We now present a model profiler that decides resource-aware layer placement at runtime on each training
job.
Inputs. Our model profiler takes three inputs to decide on the layer placement: (i) the size of param-
eters used in each layer, (ii) the network traffic each layer would invoke, that is, the output size of the
layer, and (iii) the type of each layer. The output size of the layer is proportional to the batch size, which
is the number of images used in one step of training. In CNN, the output size tends to decrease in the
order of the forward pass layers as shown in Figure 6.
Algorithm. Upon training job arrival, RALP first obtains an ordered set of layers, {L1,L2 · · · ,LN},
where Li is the i-th layer in the forward-pass layers. It then retrieves the parameter size Pi and output
size Oi of each layer Li and identifies the layer type (e.g., convolution layer) associated with Li. Using
this information, RALP goes through the following steps.
(i) Step 1: It measures the layer parameter skewness S of the CNN model to estimate what fraction
of the model parameters are concentrated in the latter layers. Formally, we measure the skewness using












where P̄ is the mean of all Pi covering all layers in the model.
The result of Equation 1 represents the skewness factor S of the parameter size distribution across
layers. As a general rule of thumb, if S < 0, the distribution is left-skewed (i.e., data concentrated on
the latter layers), and the absolute value of S decides how highly the distribution is skewed. Since CNN
models under our study all show a large fraction of data used by the latter layers, as Table 1 reports, the
S values of all 8 benchmarks used in our study are below zero.
(ii) Step 2: RALP filters out some models that violate a predefined criteria. RALP steers a prede-
fined threshold K to decide how aggressively it enables layer placement. For this, RALP compares the
threshold K with the output of Step 1, S, and leverages a general rule of thumb that −1 < S < −0.5
indicates a moderate level of skewness [60]. Thus, by setting K =−0.5, RALP Profiler decides to paral-
lelize models as long as they exhibit at least moderate skewness. In other instances, RALP Profiler could
apply model partitioning very selectively to highly skewed models by setting K to larger values.
(iii) Step 3: Next, RALP decides where to partition between the layers to be network-cost effective.
This step requires RALP to scan all layers from L1 to LN , and estimate the network cost assuming that it
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splits the model with respect to the encountered layer. RALP finds the layer that produces the smallest








where Oi is the output size of layer Li and ∑ix=0 Px is the parameter size summed up to Li including the
preceding layers, which may be transferred at model aggregation. Notice that the cost excludes constant
factors such as the number of communication occurrences for a step. RALP reports the minimum-cost
layer as a position to split as long as it is not between compute-demand layers.
3.3.4 Implementation
We implement RALP in the TensorFlow framework that organizes all the model layers and their com-
munications as a dataflow graph. TensorFlow provides the user API tf.device as a means to place each
layer of the dataflow graph to particular compute resources, e.g., particular GPUs. Ideally, this interface
should suffice to implement RALP. However, layer partitioning using tf.device requires that users not
only modify the code but also perform partitioning before the dataflow graph is actually generated. This
introduces complications in implementing RALP with just tf.device, and thus we take a lower-level
approach as explained below.
To enable RALP transparently to users, we make changes to device_function() in TensorFlow.
This is a TensorFlow internal function that allows finer control at the node level, assigning nodes of
the dataflow graph to devices for execution. Using device_function(), we place all nodes from the
memory-demand layers which we determine through the skewness normality testing along with in the
parameter server. In addition, we deal with two complementary modifications. First, we exclude some
graph nodes that become useless if RALP is applied. Recall that the loss value is calculated in between
the forward and backward passes. Some of these calculations make use of the compute-demand layer
gradient values. Thus, nodes that compute the loss value based on the compute-demand layer gradient
should not be placed on the PS worker. Second, there are extra nodes that need to be included in the
worker’s portion of the dataflow graph, though this applies only when there are multiple GPUs assigned
to a worker within the same machine. In model aggregation, the average value of the gradients from these
GPUs needs first to be calculated before transmitted to the parameter server. The nodes that perform
these calculations are generated separately after the model graph is constructed, and put on the worker
side only. Note that the PS worker does not need to include these nodes since RALP does not enable
data parallelism for the PS worker.
Finally, to make use of RALP, we simply add a statement “tf.name_scope(‘RALP’):” to the
model configuration code to specify the name_scope, then everything else is done automatically.
3.3.5 Summary
RALP improves conventional distributed training of CNN using three insights: (i) it colocates the
memory-demand layers with PS in the same machine to significantly reduce network communication,
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Figure 7: Training performance with ImageNet-1K for distributed TensorFlow (baseline), Horovod, and
two configurations of RALP. The numbers on the x-axis represent the number of GPUs in use (denoted
by N).
which used to be the main bottleneck; (ii) it assigns more resources to workers that run the compute-
intensive layers while assigning fewer GPUs to PS workers, providing an efficient way of using available
compute resources; and (iii) it profiles the CNN model using a well-defined cost model and guides par-
titioning when it turns out to be beneficial.
We believe that any machine learning framework can integrate RALP as long as it exposes the
model internal structure. Moreover, our profiler and cost model are generally applicable to other classes
of neural networks if network communication is prohibitively expensive. Our partitioning approach may
need model-specific knowledge such as the computational cost of the layers to be offloaded; e.g., for
CNN, we avoid offloading the convolution layers. Such information is easily obtainable from analyzing
the given model.
3.4 Evaluation
In this section, we evaluate RALP on a number of benchmarks to show that it achieves higher throughput
over the traditional PS architecture. We also show that RALP outperforms Horovod, which is managing
communication bandwidth usage for DDL training. We then evaluate RALP for tasks that train on the
dataset carrying out more complex classification, which we expect to be more prevalent in the future.
Lastly, we evaluate the efficacy of RALP when multiple training jobs run simultaneously in a cluster
sharing network, validating the significance of communication-aware layer placement on consolidated
workloads.
3.4.1 Experimental Setup
Testbed. Each machine has two 2.10 GHz 4-core Intel Xeon processors and 64 GB of main memory,
and 4 NVIDIA TITAN Xp GPUs each with 12 GB GPU memory. We conduct experiments on a cluster
of 8 machines, thus 32 GPUs in total. The machines are connected via 56 Gbps InfiniBand network.
Benchmarks and Datasets. Each GPU in use runs either a worker and a parameter server (or PS). We
vary the degree of data parallelism by changing the number of workers, and additionally the number of
PSes.
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Figure 8: Performance comparison between RALP-N and Horovod while scaling up to 32 GPUs
Table 2: Transfer sizes of a 32-GPU training for one step.
Model Size Horovod RALP
Alexnet 0.23 GB 3.23 GB 0.47 GB
Inception-v3 0.09 GB 1.24 GB 1.30 GB
VGG11 0.50 GB 6.93 GB 0.64 GB
For evaluation we select the following 8 CNN benchmarks provided by TensorFlow 1.12 [51]:
Alexnet [2], GoogLeNet [61], Inception-v3 [38], LeNet [62], Overfeat [63], ResNet-50 [1], VGG11 [40],
and VGG19 [40]. We omit a few benchmarks that are variants of the selected benchmarks since their
trends were very similar with the ones under the same umbrella: e.g., Inception-v3 and Inception-v4
exhibit similar performance changes with RALP. The batch size for each benchmark is set as the default
value configured in TensorFlow 1.12. Unless specified otherwise, in RALP we configure the threshold
value to compare with skewness factor as -0.5 to enable layer placement for all benchmarks (see Table 1).
By default we use the ImageNet-1K [52] dataset that classifies images into 1,000 categories. We
use the ‘ILSVRC 2017’ [64] images as input data for training, where there are 1,281,166 images in
total. For the experiments in Section 3.4.3, we use the ImageNet-22K [52] to evaluate RALP in the
scenario where classification tasks become more complicated. Due to the output size that increases with
the number of image categories, using ImageNet-22K needs to transfer more data over the network for
model aggregation.
Performance Metric. As performance metric, we use throughput (images processed per second)
across all workers at the training step. At the same time, we measure the data volume transferred be-
tween workers and PSes to measure the effect RALP has on mitigating network traffic. We collect these
metrics averaged over 100 iterations after warming up the system through the first few iterations. We do
not report convergence or accuracy of the trained model as classification accuracy remains the same.
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Figure 9: Training performance with ImageNet-22K for distributed TensorFlow (baseline), Horovod, and
two configurations of RALP. The numbers on the x-axis represent the number of GPUs in use (denoted
by N).
3.4.2 Single Model Training Performance
In this section, we look into the performance of RALP for isolated training on a variety of GPU assign-
ment scenarios among workers and PSes. We carry out experiments by assigning GPUs for a training
job on machines fully distributed across the network; we evaluated packing training job’s GPUs onto a
smaller number of machines and observed similar trends. The baseline for our comparison is distributed
training that has been optimized to scale in the PS architecture in TensorFlow 1.12 [65]. Also, to main-
tain good training speed in distributed TensorFlow, given N GPUs we assign workers and PSes an equal
number of GPUs (i.e., N/2 GPUs) as was done in previous work [43, 49].
In RALP, in comparison, the efficient handling of network cost allows us to run fewer PSes. Hence,
we evaluate RALP under two resource assignment scenarios: (i) N/2 GPUs for workers and 1 GPU for
PS (i.e., total N/2+1 GPUs), which we denote as RALP-H (for half, though not exactly, of the GPUs),
aiming at saving resources, and (ii) N − 1 GPUs for workers and 1 GPU to PS (i.e., total N GPUs),
which we denote as RALP-N (for N GPUs), aiming at maximizing performance gain. We also show
the performance of Horovod, accelerates distributed training through mitigation of network usage [22].
Horovod integrates a synchronization method called ring-reduce, which optimizes over all-reduce. As
this method operates without parameter servers, for Horovod we use all the GPUs to run the workers
only.
Figure 7 shows throughput results, normalized to the baseline, using 4, 8, and 16 GPUs for N.
A few observations can be made from these results. First, we find that RALP-H and RALP-N both
outperform the baseline for all cases, with models such as Overfeat and VGG11 showing speedup of 5
to 10 times. Thus, RALP can be used for either cost savings by using fewer GPUs (RALP-H) or more
performance gains by using all assigned GPUs (RALP-N). For a few benchmarks the performance of
RALP-H is almost identical to the baseline as the benefit of saving network through layer offloading
in RALP is largely offset by the cost for transferring intermediate output data between workers and
the PS. Nonetheless, we see that RALP-H can save resource usage up to 7 out of 16 GPUs, and the
saved resources can be used for extra capabilities, e.g., improving capacity when consolidating training
workloads.
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Second, we see that the performance of RALP-N is almost always better than Horovod. For Alexnet,
Overfeat, VGG11, and VGG19, the performance improvement is significant ranging from roughly 120%
to around 958%. On the other hand, for GoogLeNet, Inception-v3, LeNet, and ResNet-50, performance
improvements are marginal, and there are even points where Horovod performs better than RALP-N.
However, once we increase the number of GPUs even further, we find that RALP-N starts to outperform
Horovod by wider margins as shown in Figure 8. The primary factor that leads to such superior per-
formance with RALP relates to how much communication is saved. Formally, Horovod transfers data
as much as 2× S× (W − 1) for each training step, where S is the model size and W is the number of
workers. Table 2 reports the calculated numbers for three benchmarks for Horovod when using 32 GPUs
(i.e., W=32). Among the benchmarks, VGG11, which has the largest model size, has the biggest cost
with 6.93 GB of data transferred at each step, which roughly translates to 8.97 GB/s of network trans-
fer rate in our setup. In contrast, RALP’s transfer volume is independent of the model size S. Through
offloading layers to the PS machine, it avoids network transfer for large-size layers that decide most of
the model size. Consequently, RALP could transfer much less data than Horovod as shown in Table 2.
Our results are especially interesting as Horovod claims to scale well to the number of GPUs [22]. The
results show that RALP scales even better.
Our final observation from Figure 7 is that RALP provides a setting for higher parallelism. As
more GPUs are used to run more workers in RALP-N, we see a steady improvement in the relative
throughput for most cases. This leads to the conclusion that managing network communication is crucial
in distributed training as the degree of parallelism becomes higher. As a result, we can effectively steer
RALP to trade off resource savings for higher performance when idle GPUs are ample.
Can RALP decide not to partition models with either no or minimal benefits? Yes. RALP can
configure how aggressively it will perform layer placement by simply steering its threshold value to
compare with skewness factor. For example, if the threshold is−1.5, RALP will trigger layer placement
for Alexnet, Overfeat, VGG11, and VGG19 only, which have skewness factors smaller than−1.5. Notice
that these benchmarks show substantial performance improvements as shown in Figure 7.
3.4.3 Increased Complexity in Classification
We now consider performance for a larger dataset. For this, we perform experiments with the ImageNet-
22K dataset, which is a dataset with 21,841 classes using the ‘ImageNet Fall 2011 release’ image data.
Since the TensorFlow CNN benchmark program does not provide standard models for ImageNet-22K,
we modify the number of classes of ImageNet-1K to accommodate the 21,841 classes. Naturally, as the
class classification is now 21,841, the output size of the last fully connected layer increases to 21,841.
Thus, the last fully connected layer has more gradients to calculate for the increased number of weights
and biases. Note that as the use of CNN models becomes more prevalent, classification into more classes
should be expected in the future.
Figure 9 shows the results in a setup similar to Figure 7. Overall, the trend in performance is similar
to ImageNet-1K with the following two key differences. First, the improvements brought about by RALP
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VGG11 × 8 91.3 651.8 7.14×
VGG11 × 4 120.6 592.2 4.91×
ResNet-50 × 4 351.9 386.9 1.10×
























Figure 10: Performance using two PS workers normalized to using one PS worker
is substantially higher compared to both the baseline and Horovod (Note the y-axis is higher.). Second,
even RALP-H beats Horovod in all cases. This means that even with slightly over half the resources,
RALP is outperforming the Horovod.
3.4.4 Workload Consolidation
In this section, we consider the effect of RALP under workload consolidation, where we run multiple
training jobs simultaneously in our shared cluster. For this study, we revert back to the ImageNet-1K
dataset. We carry out evaluations under different sets of consolidated workloads as follows: (i) when the
workload is homogeneous and consists of jobs that all benefit from RALP the most (i.e., RALP friendly
jobs); (ii) when the workload is homogeneous and consists of jobs that do not benefit much from RALP
(i.e., RALP unfriendly jobs); and (iii) when the workload is mixed with RALP friendly and unfriendly
jobs. VGG11 and ResNet-50 are selected as the RALP friendly and unfriendly job, respectively. Each
job runs on four GPUs, where workers are assigned three GPUs and the PS runs on a single GPU. One
PS is deployed on one node to see the network’s impact in workload consolidation. Thus, in our testbed,
which has a total of 32 GPUs, we can consolidate up to 8 training jobs. Note that the TensorFlow setting
is different from those of Sections 3.4.2 and 3.4.3 where the workers and PSes are set to equal numbers.
This is to compare TensorFlow and RALP under the same configuration such that the difference between
the two can be clearly identified.
Table 3 summaries the results showing that RALP achieves overall higher performance when the
workload includes RALP friendly jobs. The most benefit comes from when the workload consists of
RALP friendly jobs only. In particular, when running eight VGG11 jobs in the cluster, the average
speedup with RALP is as much as 7.14 times, where speedup is calculated as the throughput with RALP
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VGG11 × 4 - 605.2 5.02×
ResNet-50 × 4 384.3 - 1.09×
VGG11 × 4 122.9 - 1.02×
ResNet-50 × 4 - 352.1 1.00×
divided by the throughput with TensorFlow. Moreover, we still observe the benefit when the workload is
only partially RALP friendly, as can be seen in the second row in Table 3 where VGG11 exhibits 4.91×
speedup. Note that ResNet-50, the unfriendly job, performance improves by 10% as well in the second
row of the table. This indicates that under workload consolidation where network is actively shared,
reduction in network communication results in aggregated benefits across all training jobs, both friendly
and unfriendly, which is exactly what RALP brings about. Lastly, running only ResNet-50 jobs results
in very small improvements, which is expected since RALP has limited benefit on ResNet-50 training
itself.
Now we consider consolidating models with an intermix of approaches, that is, jobs with TensorFlow
and RALP running simultaneously. Again, we make use of RALP friendly and unfriendly jobs, VGG11
and ResNet-50. Table 4 shows how the jobs are mixed as well as the results. In the first 2 rows, VGG11
and ResNet-50 are executed with RALP and TensorFlow, respectively, each of 4 jobs using 4 GPUs
per job, while in the bottom 2 rows, the jobs are flipped to use the other schemes. The results reiterate
the fact that the benefits from friendly jobs spill over even to unfriendly jobs resulting in aggregated
benefits. Specifically, in the first two rows, VGG11 throughput improves by 5.02×, where this speedup
is calculated by dividing the RALP result in Table 4 (605.2) by the VGG11×4 TensorFlow result in
Table 3 (120.6). Interestingly, similar to the mixed workload results in Table 3, performance of the
consolidated ResNet-50 improves by around 10% even when executed with TensorFlow as shown in the
second row. In contrast, when VGG11 is run with TensorFlow, we see that performance of neither the
friendly nor the unfriendly job improves since there is no network communication reduction.
3.4.5 Multiple PS Workers
In this section, we present results when using multiple PS workers implemented with pipeline paral-
lelism [6]. In our cluster scale, we observe that using more than two PS workers is not beneficial, so in
this experiment we limit RALP training to two PS workers and 30 workers (denoted by 2PS-30W). We
compare 2PS-30W to using a single PS worker that exercises the same number of workers (denoted by
1PS-30W). For comparison we select five benchmarks (LeNet, Alexnet, Overfeat, VGG11, and VGG19),
which consist of no more than three fully connected layers. In splitting the layers across two PS workers
run in a pipeline, we take a simple heuristic approach that places the first layer, which is the largest, on
the first PS worker and the remaining layers in the second PS worker.
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Table 5: Speedup of RALP-N compared to BytePS
ImageNet-1K ImageNet-22K
GPUs 4 8 16 4 8 16
Inception-v3 0.41 0.40 0.39 0.66 0.64 0.54
ResNet-50 0.91 0.91 0.95 0.88 0.79 0.89
VGG19 0.96 0.99 1.08 1.06 1.13 1.30
Figures 10 shows training performance of 2PS-30W normalized to that of 1PS-30W. We see that
there is marginal performance improvement in 2PS-30W ranging from 2.9% to 5.9% (4% on average).
Since 1PS-30W requires one GPU fewer than 2PS-30W, we also measure performance when exploiting
the same total number of GPUs in the single PS worker configuration, i.e., there are one PS worker and
31 workers. In such case, the observed performance becomes very close to 2PS-30W.
3.4.6 Comparison to BytePS
We evaluated with BytePS [66, 67], which is the state-of-the-art system for distributed DNN training.
BytePS can take advantage of the cluster’s spare CPU and network bandwidth resources to accelerate
distributed DNN training jobs running on GPUs. Table 5 shows the speedup of RALP compared with
BytePS according to the number of GPUs. Among the DNN models that can be executed in BytePS,
three CNN models that can be compared with RALP were selected and evaluated for ImageNet-1K
and 22K. RALP unfriendly jobs, Inception-v3 and ResNet-50, performed worse in RALP. However,
VGG19, a RALP friendly job, had similar or slight performance improvements. In particular, RALP
showed performance improvement in ImageNet-22K, which has a large parameter size. This is because
RALP does not communicate large parameters.
3.5 Discussion and Summary
3.5.1 Discussion
Comparison to Stanza. Our work shares some similarities with Stanza [68] in that both exploit the
fact that data transfer is mostly attributed to memory-demand layers which incur insignificant compu-
tation (e.g., the fully connected layers in CNN models). Similar to RALP, Stanza proposes to colocate
fully-connected layers with PS server to reduce network traffic. The key distinction is that RALP uses
a model profiler so that we could enable layer splitting only when it is truly beneficial. (i) RALP can
decide layer partitioning “dynamically” using a well-defined cost model, and (ii) RALP conducts layer
partitioning transparently while Stanza has to change the program to use their technique. We showed
in this paper that having such mechanism is critical since blindly applying layer splitting is not always
beneficial.
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Model Partitioning. RALP is partly inspired by OWT, which proposes to jointly use multiple par-
allelism schemes, especially for CNN using data parallelism on the convolutional layers and model
parallelism on the fully-connected layers [24]. Similar to RALP, OWT exploits the disproportionate
computation-communication characteristics that appear in the CNN model layers. Jia et al. propose
layer-wise parallelism, enabling each individual layer to use an independent parallelism policy [56]. The
scope of these studies is primarily on the use of intra-machine resources. Instead, our focus is on training
on physically distributed machines, where such cost models proposed in OWT [24] and by Jia et al. [56]
are not applicable. We thus proposed a cost model facilitated for model partitioning in a distributed setup
and presented extensive experimental results in this study.
3.5.2 Summary
In Section III, we proposed a resource-aware layer placement (RALP) scheme to alleviate the network
bottleneck and balance computation to improve performance for CNN distributed training. To achieve
our goal, we first went through a thorough analysis of CNN characteristics considering the computational
and communication needs of the layers that comprise CNN. We found that due to network communi-
cation which is on the critical path in distributed training, memory-demand layers of CNN should be
placed in the parameter server machine to maximize performance. We provided a method to easily in-
corporate such observations in the TensorFlow framework. Experimental evaluations showed that many
CNN models are able to reap significant performance improvements compared to the baseline Tensor-
Flow framework as well as Horovod, a recently proposed state-of-the-art method.
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IV HetPipe: Pipelined Model Parallelism and Data Parallelism
For training DNN models, the use of GPU clusters is now commonplace. In such an environment, the
use of heterogeneous GPUs is inevitable due to the short release cycle of new GPU architectures [34].
Moreover, several types of GPUs targeted for high-end servers, workstations, and desktops are being
released for purchase [69–72]. Due to their cost-effectiveness, less expensive GPUs targeted for desktops
and workstations, rather than high-end servers are also commonly used for machine learning training,
especially for small and medium size clusters [73–78]. Due to the same reason, spot instances with
different types of GPUs that are offered by cloud service providers are being used [34, 79, 80]. Table 6
shows the hardware specifications for four different types of GPUs, along with their market release years,
that we have purchased in our institution in the short span of the last three years. Each, at the time of
purchase, was (close to) state-of-the-art affordable with what budget we could muster. With technology
advancing in such rapid pace, these systems have become outdated. Some of the systems have become
old technologies that, individually, are unable to run large DNN models that are common today. Such
situations with clusters of heterogeneous GPUs should now be commonplace.
There are benefits to enabling DNN training with heterogeneous resources. First, it allows for large
model training with lower-class GPUs. While unable to train individually due to their limited resources,
aggregated together, they may be used for training. For example, while one GeForce RTX 2060 GPU
cannot be used to train ResNet-152 (with batch size = 32) [1] due to the memory constraint, training may
be possible using multiple of these GPUs or perhaps in combination with other types of GPUs. These
GPUs, which likely would have been retired, become usable, possibly used to create (virtual) workers
that show similar performance as high-class GPUs. Second, low-class GPUs can be used to improve
the performance of even high-class GPUs by incrementally adding on the resources of the (old) lower
class systems to the (new) high-class systems. We call a group of aggregated GPUs that could satisfy
the resource constraint and be used for training a virtual worker. Internally, such a virtual worker could
leverage pipelined model parallelism (PMP) to process a minibatch, while externally, a number of virtual
workers could leverage data parallelism (DP) for higher performance. Note that even in a homogeneous
cluster where a single GPU can train a large model, exploiting PMP with DP can be beneficial, especially
for a case that the amount of model parameters is huge and the cluster is connected via slow network.
Also note that in a heterogeneous cluster, the performance of training a DNN model may improve with
PMP and DP, compared to DP based on AllReduce communication, as the integration of PMP and DP
may mitigate the problem of stragglers.
In Section IV, we explore the integration of PMP and DP to maximize the parallelism of DNN
model training. In particular, we investigate a DNN model training system, which employs both PMP
and DP, for a heterogeneous GPU cluster that possibly includes whimpy GPUs that, as a standalone,
could not be used for training large models. Integrating DP to PMP may sound trivial, but in fact, it is
quite challenging. In this setting, each virtual worker is continuously processing multiple minibatches in
a pipelined manner and thus, all the virtual workers can be in different states. Thus, the key question here
is, what weight version should be used by each virtual worker to synchronize with other virtual workers?
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Table 6: Heterogeneous GPUs







TITAN V 2017 Volta 5120 1455 12 653
TITAN RTX 2018 Turing 4608 1770 24 672
GeForce RTX 2060 2019 Turing 1920 1680 6 336
Quadro P4000 2017 Pascal 1792 1480 8 243
Numerous questions need to be answered to answer this question: 1) How many new minibatches can
start being processed while waiting for global updates from the parameter server? 2) Can synchronization
occur at any point of processing the minibatches? 3) How can convergence be guaranteed when such
synchronization occurs? 4) What version of parameters is used for the next minibatch while previous
minibatches are still executing within each virtual worker? (This question is also considered to some
extent in a prior work [26].) Furthermore, there are also many challenges that need to be overcome
to ideally leverage a heterogeneous GPU cluster for DNN training: How are the heterogeneous GPUs
to be divided and allocated into virtual workers? How do we reduce virtual worker stragglers when we
consider DP? How do we partition the model to maximize the performance of PMP using heterogeneous
GPUs?
While DP [13, 21–23], PMP [6, 26], and heterogeneity [31, 34, 81] for training have been consid-
ered separately, to the best of our knowledge, this is the first paper that tackles these issues together in
attempting to answer some of the aforementioned questions. In this work, we design a DNN training sys-
tem, HetPipe (Heterogeneous Pipeline), that integrates PMP of a virtual worker, which is composed of
multiple (possibly whimpy) heterogeneous GPUs, with DP of virtual workers using parameter servers
to enable and also speed up training of large models. HetPipe can aggregate heterogeneous resources
from multiple GPUs to form a virtual worker such that the performance of each virtual worker is similar
to each other, reducing the straggler problem. For HetPipe, we propose a novel parameter synchroniza-
tion model, which we refer to as Wave Synchronous Parallel (WSP). WSP is adapted from the Stale
Synchronous Parallel (SSP) model [33] to accommodate both PMP and DP for multiple virtual workers
unlike existing synchronization models. We also prove the convergence of WSP. Note that while Het-
Pipe would work in a homogeneous GPU cluster in training a large model that cannot be loaded into the
memory of a single GPU, with the rapid turnaround of newer GPU architectures, it is more likely that
one will end up with a cluster of heterogeneous GPUs. This is the environment that we target.
We implement HetPipe by modifying TensorFlow, a commonly used machine learning training sys-
tem. We evaluate the performance of HetPipe for two DNN models using a heterogeneous GPU cluster
composed of four different types of GPUs. Our experimental results demonstrate that the performance
of HetPipe is better than that of the state-of-the-art DP via Horovod [22] that uses AllReduce commu-
nication [82]. This is because HetPipe mitigates the straggler problem, and also because it enables each
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Table 7: Comparison of HetPipe with GPipe and PipeDream
GPipe PipeDream HetPipe
Heterogeneous Cluster Support No No Yes
Target Large Model Training Yes No Yes
Number of (Virtual) Workers 1 1 N
Data Parallelism Extensible Partition Virtual Workers
Proof of Convergence Analytical Empirical Analytical
virtual worker and the parameter server to intra-communicate for all parameter updates, significantly
reducing communication overhead. Compared to Horovod, the convergence of VGG-19 with a large
parameter set to a desired accuracy becomes 49% faster, and that of ResNet-152 which is too big to
be loaded in four whimpy GPUs in our cluster becomes 39% faster by using all the GPUs (including
whimpy ones).
Strategies to leverage PMP have been explored in previous studies [6, 26, 83, 84]. Compared to
these, our study makes forward strides in three aspects. First, we generalize PMP of a virtual worker
to be used together with DP of virtual workers, increasing the parallelism of DNN model training.
Consequently, this results in speeding up training. Second, we consider a heterogeneous GPU cluster,
which allows the use of GPUs, which otherwise, could not be used for training. Finally, we present a
parameter synchronization model that guarantees convergence, for training models using PMP with DP.
We provide a more in-depth comparative discussion on these studies in Section 4.1.
4.1 Model Parallelism and Pipeline Execution
This PMP strategy has been investigated in previous studies [6,26]. PipeDream exploits PMP of a single
virtual worker to avoid the parameter communication overhead of DP [26]. Considering only homoge-
neous GPUs, when PipeDream partitions a model into stages to maximize pipeline performance, it does
not take into account the memory requirement of a GPU that depends on the stage of a pipeline. Thus,
PipeDream processes a limited number of minibatches, which is large enough to saturate the pipeline,
to reduce memory overhead. PipeDream also provides a form of DP, but it considers DP within a virtual
worker to speed up the execution of lagging layers. No proof of single pipeline convergence is provided
in PipeDream. Note that without a parameter synchronization model such as WSP, it is not possible to
properly run DP over multiple PipeDream virtual workers via parameter servers or AllReduce commu-
nication.
GPipe is a scheme that leverages PMP of a single virtual worker to support large DNN models,
also in a homogeneous GPU cluster [6]. In GPipe, a minibatch is divided into multiple microbatches
that are injected into the pipeline. Using the same weights, GPipe executes the forward passes for all
the microbatches, and then executes the backward passes for them. When the backward pass of the last
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Figure 11: System architecture (VW: Virtual Worker)
flushes, possibly resulting in low GPU utilization [26]. In GPipe, DP of multiple virtual workers can be
done using existing synchronization schemes like BSP as a virtual worker processes one minibatch at a
time. GPipe saves on GPU memory by recomputing the activations again in the backward pass instead
of keeping the activations computed in the forward pass in memory. We do not use this optimization
though there are no fundamental reasons forbidding it. A comparison of HetPipe with previous studies
is given in Table 7.
4.2 System Overview
The system that we propose focuses on training a large DNN model in a heterogeneous GPU cluster
composed of various types of GPUs that have different computation capability and memory capacity.
In such settings, for some types of GPUs in the cluster, the DNN model of interest may be too large
to be loaded into the memory of a single GPU. The system that we propose leverages both pipelined
model parallelism (PMP) and data parallelism (DP) to enable training of such large DNN models and,
in the process, enhance performance as well as the utilization of the heterogeneous GPU resources of
the cluster.
Figure 11 shows the architecture of the proposed cluster system composed of H nodes. Each node
comprises a homogeneous set of GPUs, but the GPUs (and memory capacity) of the nodes themselves
can be heterogeneous. Two key novelties exist in this architecture. First, DP is supported through a
notion of a virtual worker (VW), which consists of k, possibly heterogeneous, GPUs, and encapsulates
the notion of a worker in typical DNN systems. That is, a virtual worker is used to train the DNN model.
In Figure 11, note that there are N virtual workers with 4 GPUs each, that is, k = 4, and that the GPUs
comprising the virtual worker may be different for each virtual worker. While in this paper we consider
k to be constant for each virtual worker, our design does not restrain it to be so; this is simply a choice
we make for simplicity. The key aspect here is that a virtual worker allows DP by aggregating GPUs
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Figure 12: Pipeline execution of minibatches where Mp,k indicates the execution of a minibatch p in par-
tition k, which is executed in GPUk and the yellow and green colors indicate the forward and backward
passes, respectively.
The second novelty is that each virtual worker processes each minibatch based on model parallelism,
in a pipelined manner, to fully utilize the GPU resources, as shown in Figure 12, to accommodate large
DNN models. While PMP has been proposed before (which we compare in Section 4.1), to the best of
our knowledge, we are the first to present PMP in a heterogeneous setting. We refer to our system as
HetPipe as it is heterogeneous, in GPUs, across and, possibly, within virtual workers and makes use of
pipelining in virtual workers for resource efficiency.
To train DNN models based on pipelined model parallelism in virtual workers, the resource allocator
first assigns k GPUs to each virtual worker based on a resource allocation policy (which will be discussed
in Section 4.6.1). Note that for allocating the heterogeneous GPUs to the virtual workers, the resource
allocation policy must consider several factors such as the performance of individual GPUs as well as
the communication overhead caused by sending activations and gradients within a virtual worker, and
synchronizing the weights among the virtual workers and the parameter server. Then, for the given DNN
model and allocated k GPUs, the model partitioner divides the model into k partitions for the virtual
worker such that the performance of the pipeline executed in the virtual worker can be maximized.
As any typical DP, multiple virtual workers must periodically synchronize the global parameters via
parameter servers or AllReduce communication; in HetPipe, parameter servers are used to maintain the
global weights. Each virtual worker has a local copy of the global weights and periodically synchronizes
the weights with the parameter server. Evidently, when managing the weights within a virtual worker and
across virtual workers, two types of staleness, local staleness and global staleness, need to be permitted
to improve the performance of DNN training. Local staleness refers to staleness within a virtual worker.
As each virtual worker processes minibatches in a pipelined manner, there are multiple minibatches that
are being processed in parallel. Thus, staleness is inevitable as weights seen by a minibatch may not
reflect the updates of all of its previous minibatches.
Global staleness, on the other hand, is similar to the staleness notion introduced by Ho et al. [33].
That is, the system needs to reduce communication overhead between the parameter server and (virtual)
workers, and, in our case, also mitigate the synchronization overhead caused by possibly heterogeneous
virtual workers. Therefore, similarly to SSP [33], each virtual worker should be allowed to proceed
training without querying the global weights for every minibatch, unless its local copy is so old such
that there are too many missing recent updates made by other virtual workers. Note that such staleness
condition is set by the user [33].
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For our system, we propose the Wave Synchronous Parallel (WSP) model to synchronize the weights.
A wave is a sequence of minibatches that are processed concurrently in a virtual worker. Let the number
of minibatches in a wave be Nm. Within a wave, processing of the i-th minibatch is allowed to proceed
without waiting for the preceding minibatchs i′ to be completed, where 1< i≤Nm and 1≤ i′< i. That is,
there is no dependency among the weights used by minibatches in the same wave. As the virtual worker
does not enforce the updates even from the first minibatch in a wave to be reflected in the weights used
by the last minibatch, the local staleness threshold in WSP is Nm− 1. Moreover, each virtual worker
only pushes the aggregated updates from all the minibatches in a wave, instead of for every minibatch,
to the parameter server. This results in considerable reduction in communication overhead.
Note that HetPipe uses parameter servers, which may incur synchronization and communication
overhead. However, HetPipe mitigates such overhead by permitting global staleness among virtual work-
ers and executing the pipeline in each virtual worker such that it continues to process minibatches that
have already been injected while waiting for the parameter update. We believe HetPipe can be further
optimized by taking decentralized approaches, but leave this for future work.
4.3 Pipelined Model Parallelism Within a VW
Number of Minibatches in the Pipeline. In our system, each virtual worker processes up to Nm
minibatches concurrently in a pipeline manner so that the executions of the minibatches can overlap.
Given a DNN model and k GPUs, the maximum number of minibatches executed concurrently in the
virtual worker, Maxm, is basically determined by the memory requirement for training the model. For
a model that requires a huge amount of memory for output activations and weights, Maxm may be less
than k. Note that in such cases, the utilization of each GPU is unlikely to be high.
Nm, the actual number of minibatches in the pipeline will be Nm ≤Maxm and basically determined
by considering the throughput of the pipeline. Note that Nm must be the same in every virtual worker,
and thus, Nm is set to the minimum Maxm among all the virtual workers. Nm will affect the local staleness
that we discuss later in this section.
Model Partitioning. To train a DNN model, a set of k GPUs is allocated to a virtual worker by a
resource allocation policy, which we discuss in Section 4.6.1. For now, let us assume that k, the number
of possibly heterogeneous GPUs, and Nm are given. Then, a partitioning algorithm is employed to divide
multiple layers of the model into k partitions, assigning them to the k different GPUs. The goal of the
partitioning algorithm is to maximize the performance of the pipeline, while satisfying the memory
requirement of each partition to process Nm minibatches.
In particular, in this study, for memory, we consider the fact that the actual memory requirement
will vary depending on the stage of the pipeline that the GPU is used for. For example, contrast GPU4
and GPU1 in Figure 12. GPU4, the GPU that handles the last stage of the pipeline, handles only one
minibatch at a time and is immediately done with the minibatch as exemplified by the yellow (forward
pass) and green (backward pass) Mi,4 pairs for i= 1,2, ..., that are side-by-side. In contrast, for GPU1, the
yellow and green Mi,1 pairs are far apart, meaning that the forward pass Mi,1 needs to hold up memory
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until the backward pass Mi,1 is finished with its execution. Thus, with GPU1, the memory requirement is
high as it needs to hold on to the results of the forward pass for all stages of the pipeline. This variance
in memory requirement is considered in partitioning the layers.
Execution time must also be considered when partitioning the layers. To do so, we calculate the
execution time of a partition to be the sum of the computation time of all the layers in the partition and
the communication time needed for receiving the activations (in the forward pass) and local gradients
(in the backward pass). Our partitioning algorithm attempts to minimize the maximum execution time
of the partitions within the bounds of satisfying the memory requirement.
Partition Scheduling. Once the partition is set, the partitions need to be scheduled for each of the
GPUs. Each GPUq responsible for partition q may have multiple forward pass and backward pass tasks
to schedule at a time. Each GPU schedules a task by enforcing the following conditions:
1. A forward pass task for a minibatch p will be executed only after a forward pass task for every
minibatch p′ is done where 1≤ p′ < p.
2. Similarly, a backward pass task for a minibatch p will be executed only after a backward pass task
for every minibatch p′ is done where 1≤ p′ < p.
3. Among multiple forward and backward pass tasks, a FIFO scheduling policy is used.
Note that in the last partition, for a minibatch, processing a forward pass immediately followed by a
backward pass is executed as a single task.
Considering Staleness. Given the description of pipelining, the question of staleness of weights used
needs to be considered. That is, as a minibatch is scheduled, it may be that the layers are not using the
most up-to-date weights. For example, in Figure 12, when the forward pass M2,1, the second minibatch,
begins to be processed, it must use stale weights as the first minibatch has not completed and hence, the
changes in the weights due to the first minibatch have not yet been appropriately reflected, which is in
contrast with typical processing where minibatches are processed one at a time. We now discuss how
this staleness issue is considered.
Let local staleness be the maximum number of missing updates from the most recent minibatches
that is allowed for a minibatch to proceed in a virtual worker. As training with Nm minibatches can
proceed in parallel in a virtual worker, the local staleness threshold, slocal , is determined as Nm− 1,
where 1 ≤ Nm ≤Maxm. If Nm = 1, the behavior is exactly the same as naive model parallelism. Larger
Nm may improve the performance (i.e., throughput) of the pipeline as a larger number of concurrent
minibatches are executed, but local staleness increases, possibly affecting the convergence of training.
In a real setting, typically, Nm will not be large enough to affect convergence as it will be bounded by
the total amount of GPU memory of a virtual worker.
Such local staleness also exists in PipeDream [26]. As PipeDream basically employs weight stash-
ing that uses the latest version of weights available on each partition to execute the forward pass of
a minibatch, a different version of weights is used across partitions for the same minibatch. Unfortu-
nately, PipeDream only shows empirical evidence of convergence when weight stashing is used. Note
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that PipeDream also discusses vertical sync, which is similar to HetPipe, but it excludes vertical sync in
its evaluations [26].
Now let wp be the weights used by minibatch p. Then, initially, we can assume that w0, the initial
version of weights, is given to the virtual worker. Then, the first (slocal +1) minibatches are processed in
a pipelined manner with w0 = w1 = · · ·= wslocal = wslocal+1.
To accommodate staleness in our system, when processing of minibatch p completes, the virtual
worker updates the local version of the weights, wlocal as wlocal = wlocal + up, where up is the updates
computed by processing minibatch p. Therefore, in HetPipe, weights are not updated layer by layer and
wlocal is a consistent version of weights across partitions. When the virtual worker starts to process a new
minibatch, it makes use of the latest value of wlocal without waiting for the other minibatches to update
their weights. For example, once the virtual worker is done for minibatch 1 and updates wlocal with u1,
it will start to process minibatch slocal +2 by using the updated weights without waiting for minibatches
2 up to slocal + 1 to be completed. Similarly, when the virtual worker is done with minibatch slocal + 1
and updates wlocal with uslocal+1, it will start to process minibatch 2× (slocal +1) without waiting for the
previous most recent slocal minibatches to be completed. Therefore, except for the initial minibatches 1
to slocal +1, for minibatch p the virtual worker will use the version of the weights that reflects (at least)
all the local updates from minibatches 1 to p− (slocal +1). Note that for every minibatch p, wp must be
kept in GPU memory until the backward pass for p is executed.
Note that staleness in SSP is caused by the different processing speed of minibatches among multiple
workers. Thus, in SSP, staleness is used as a means to reduce the synchronization and communication
overhead. However, local staleness in HetPipe is caused inherently as minibatches are processed in a
pipelined manner within a virtual worker.
4.4 Data Parallelism with Multiple VWs
In this section, we discuss data parallelism (DP) with virtual workers. The first and foremost observation
of DP being supported with virtual workers is that the virtual workers may be composed of (whimpy)
heterogeneous GPUs. While it is well known that DP helps expedite DNN execution, DP, in typical
systems, is not possible if individual GPUs, that is, workers, do not have sufficient resources to handle
the DNN model, in particular, large DNNs. By allowing a virtual worker to be composed of multiple
GPUs that are lacking in resources, our system allows DP even with whimpy GPUs. The other key
observation in properly supporting DP with virtual workers is that each virtual worker now retains local
staleness as discussed in Section 4.3. Making sure that, despite such individual staleness, we understand
and show that the results obtained from DP among virtual workers (globally) converge is an important
issue that must be addressed. The rest of the section elaborates on this matter.
Workings of WSP. As stated in the system overview, HetPipe uses parameter servers. We assume
that such synchronization occurs in clock units, a notion taken from SSP [33]. Precisely, a clock unit is
defined as the progress of completing one wave. Recall from Section 4.2 (and Figure 12) that a wave is a
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sequence of slocal +1 minibatches concurrently executed such that a virtual worker is allowed to process
a later minibatch in a wave without updates from an earlier minibatch in the same wave.
Similarly to SSP (which, however, considers the staleness of weights only in DP), each virtual worker
maintains a local clock clocal , while the parameter server maintains a global clock cglobal , which holds
the minimum clocal value of all the virtual workers. Initially, the local clocks and the global clock are 0.
At the end of every clock c, each virtual worker completes the execution of all the minibatches in wave c.
At this point, the virtual worker computes the aggregated updates from minibatch c× (slocal +1)+1 to
minibatch (c+1)× (slocal +1) and pushes the updates ũ to the parameter server. We see that, similar to
in SSP [33], ũ is synchronized with a clock value c. For example, as shown in Figure 12 where slocal = 3,
at the end of clock 0, the virtual worker pushes the aggregated updates of wave 0, which is composed of
minibatches from 1 to 4, and at the end of clock 1, the aggregated updates of wave 1, which is composed
of minibatches from 5 to 8, and so on. It is important to note that in WSP, the virtual worker pushes ũ to
the parameter server for every wave, instead of pushing ũ for every minibatch, which will significantly
reduce the communication overhead.
When the parameter server receives the updates ũ from the virtual worker, the parameter server
updates the global version of the weights as wglobal = wglobal+ ũ. Note that the parameter server updates
its cglobal to c+1 only after every virtual worker has pushed the aggregated updates of wave c.
In WSP, each virtual worker is allowed to proceed training without retrieving the global weights
for every wave. Thus, the virtual worker may use a weight version that, from a global standpoint, may
be stale, as the most recent updates received by the parameter servers may not be reflected in its local
version of the weights. We discuss how global staleness among the virtual workers is bounded.
Global Staleness Bound. Let clock distance be the difference in clocal between the fastest and slowest
virtual workers in the system. Therefore, a virtual worker with local clock c, where c≥ D+1, must use
a version of the weights that includes all the (aggregated) updates from wave 0 up to c−D− 1. Also,
the weight version may include some recent global updates from other virtual workers and some recent
local updates within the virtual worker beyond wave c−D−1.
When a virtual worker pulls the global weights at the end of clock c to maintain this distance, it may
need to wait for other virtual workers to push their updates upon completion of wave c−D. However,
while a virtual worker waits for other virtual workers to possibly catch up at the end of clock c, local
processing is allowed to proceed with slocal minibatches of wave c+1 as the minibatches are executed in
a pipelined manner. Take, for example, the case when D = 0 and slocal = 3 in Figure 13 (and Figure 12).
As a virtual worker, VW1, completes minibatch 4, it computes the aggregated updates ũ for wave 0
(composed of minibatches 1 to 4) and pushes ũ to the parameter server. VW1 now waits for the other
virtual workers to complete wave 0 before proceeding with minibatch 8. However, note that as shown in
the figure, VW1 has already started to process minibatches 5, 6 and 7, which belong to wave 1, while
its local clock is still 0. Similarly, once it completes minibatch 8, it pushes the aggregated updates ũ for
wave 1 (composed of minibatches 5 to 8) to the parameter server; in the meantime, it has already started
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Figure 13: Local and global staleness with WSP
Note that this processing of local minibatches in the virtual worker does not violate the local staleness
bound. Note also that when D = 0, each virtual worker must wait for each other at the end of every clock
to synchronize the weights for every wave, which is BSP-like behavior with pipelined execution in each
virtual worker.
Now let us define the global staleness bound, sglobal , to be the maximum number of missing updates
from the most recent minibatches, globally computed by all the other virtual workers in the system,
that is allowed for a minibatch to proceed in a virtual worker. We want to identify sglobal based on our
discussion so far. This will allow each virtual worker to determine whether it can proceed with its current
minibatch.
Initially, all virtual workers start processing the first (D+ 1) waves without querying the global
weights from the parameter server. Furthermore, they can start to process up to slocal minibatches of
the next wave before receiving the global weights that include the recent updates as discussed above.
Therefore, for those initial minibatches, the virtual worker uses w0 or a weight version that may include
some recent local updates.
For any minibatch p thereafter, that is, where p > (D+1)× (slocal +1)+ slocal , p must use a weight
version that reflects, at the very least, all the global updates from all the other virtual workers from
minibatch 1 to minibatch p−(sglobal +1), where sglobal = (D+1)×(slocal +1)+slocal−1. The first term
of this equation is due to the fact that a virtual worker is allowed to proceed with the next (D+1) waves
(i.e., (D+1)× (slocal +1) minibatches), and the second term is due to the additional slocal minibatches
that can be started because of pipelined execution. Continuing with the example in Figure 13, where D=
0 and slocal = 3, VW1 proceeds the training of minibatch 11 without the global and/or local updates from
wave 1 (minibatches 5 to 8) or the two local updates from minibatches 9 and 10 (i.e., having sglobal = 6).
Thus, it must have a version of the weights that includes all the global updates from minibatches 1 to 4.
Actually, the weight version used for minibatch 11 includes three local updates from minibatches 5, 6,
and 7, along with all the global updates from wave 0. In case of minibatch 12, it cannot start the training
until global updates up to minibatch 8 are received.
Convergence Analysis. We provide theoretical proof of the WSP model. The full proof is omitted
due to outside the scope of this dissertation but can be found in [85]. Our theoretical results are similar
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with existing work on non pipelined version of staleness update [33, 34]. However, we reflect the new
characteristics of distributed pipeline staleness update.
4.5 Partitioning Algorithm
Recall that the goal of our partitioning algorithm is to minimize the maximum execution time of the
partitions within the bounds of satisfying the memory requirement. To obtain a performance model to
predict the execution time of each layer of a model in a heterogeneous GPU, we first profile the DNN
model on each of the different types of GPUs in a cluster, where we measure the computation time of
each layer of the model. For GPU memory usage, we measure the usage of each layer (by using the
logging feature of TensorFlow) on only one GPU type (as it is roughly the same for all GPU types). For
profiling the memory usage on a whimpy node, we measure the memory usage of each layer using a
small batch size and then multiply it for the target batch size. To compute the memory requirement for
a given partition, we take into account the total memory usage to store the data to process the layers as
well as the maximum number of minibatches concurrently assigned to the partition.
For communication time between layers in the model, we first derive the amount of input data for
each layer in the forward and backward pass from the model graph. For the given data size, we predict
intra-node communication based on the PCI-e bandwidth, then multiply it by a scaling-down constant
(which is similarly done in Paleo [86]), since in practice, it is not possible to utilize the peak bandwidth.
The scaling-down constant is derived by running a synthetic model that sends various sizes of data
from one GPU to another GPU in the same node. For inter-node communication (via InfiniBand), we
use linear regression to estimate the communication time for the given data size. To build a prediction
model, we collect 27 samples by training two DNN models, used in our experiments, with arbitrary
partitions. Note that in this work, the heterogeneity of network performance such as slow network links
is not considered (as in [31]). However, for such cases, we can extend our partitioning algorithm to
consider different network performance between two nodes when estimating the communication time.
Also, a model that estimates the memory requirement for each stage more accurately will be helpful in
partitioning a DNN model in a more balanced manner.
To find the best partitions of a DNN model, we make use of CPLEX, which is an optimizer for solv-
ing linear programming problems [87]. The memory requirement for each partition on the pipeline to
support Nm concurrent minibatches is provided as a constraint to the optimizer. The algorithm will return
partitions for a model with a certain batch size only if it finds partitions that meet the memory require-
ment for the given GPUs. Also, the optimizer checks all the different orders of the given heterogeneous
GPUs for a single virtual worker to partition and place layers of the DNN model on them.
4.6 Experimental Results
4.6.1 Methodology
Heterogeneous GPU Cluster. In our experiments, we use four nodes with two Intel Xeon Octa-core
E5-2620 v4 processors (2.10 GHz) connected via InfiniBand (56 Gbps). Each node has 64 GB memory
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and 4 homogeneous GPUs. Each node is configured with a different type of GPU as shown in Table 6.
Thus, the total number of GPUs in our cluster is 16. Each GPU is equipped with PCIe-3×16 (15.75
GB/s). Ubuntu 16.04 LTS with Linux kernel version 4.4 is used. We implement HetPipe based on the
WSP model by modifying TensorFlow 1.12 version1 with CUDA 10.0 and cuDNN 7.4.
DNN Models and Datasets. Our main performance metric is throughput (images/second) of training
a DNN model. We use ResNet-152 [1], and VGG-19 [40] with ImageNet [88]. For each DNN model,
batch size of 32 is used. For all other hyperparameters, we use the default settings as specified in the
benchmark [89] of ResNet-152 and VGG-19.
Resource Allocation for Virtual Workers. Given any heterogeneous GPU cluster, there can be many
ways of allocating the resources to the multiple virtual workers. For our experiments, we consider alloca-
tion policies within the bounds of our platform. Thus, given the 16 GPUs, HetPipe employs four virtual
workers, each of which is configured with four GPUs, along the following three allocation policies.
• Node Partition (NP): This policy assigns a node per virtual worker. Thus, each virtual worker
is composed of homogeneous GPUs. Consequently, as the nodes are heterogeneous, partitioning
of layers for a DNN model is different for each virtual worker. NP results in minimum commu-
nication overhead within each virtual worker as communication between GPUs occurs within the
same node via PCI-e, rather than across multiple nodes where communication is via InfiniBand.
On the other hand, as the performance of each virtual worker varies, a straggler may degrade
performance with DP.
• Equal Distribution (ED): This policy evenly distributes GPUs from each node to every virtual
worker. Thus, every virtual worker is assigned four different GPUs, but every virtual worker has
the exact same resources. Thus, model partitioning is the same, and thus, performance will be the
same across the virtual workers, which mitigates the straggler problem. However, ED results in
high communication overhead within each virtual worker.
• Hybrid Distribution (HD): This policy is a hybrid of NP and ED. For our cluster, a combination
of two GPU types are allocated to each virtual worker such that their performances in terms of
aggregated computation capability and amount of GPU memory are similar to each other. This
choice is made to mitigate the straggler problem while reducing the communication overhead
within each virtual worker. As, in terms of computation power, V > R > G > Q and, in terms of
the amount of the GPU memory, R> V> Q> G, two virtual workers are allocated VVQQ, while the
other two are allocated RRGG, where V, R, G and Q refers to TITAN V, TITAN RTX, GeForce RTX
2060, and Quadro P4000, respectively.
Table 8 shows the resource allocation of each virtual worker for the three resource allocation policies.
1Modified LOC is ∼1.5K in the TensorFlow framework and TensorFlow benchmark codes, where most features are added
as independent functions.
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Table 8: Resource allocation for the three policies considered
Node Partition Equal Distribution Hybrid Distribution
VW1 VVVV VRGQ VVQQ
VW2 RRRR VRGQ VVQQ
VW3 GGGG VRGQ RRGG
VW4 QQQQ VRGQ RRGG
Parameter Placement. In our experiments, for DP, we locate the parameter servers, each of which
only handles a portion of the model parameters, over all the nodes. For the default placement policy,
which can be used with all three of our resource allocation policies, we place layers of the model in
round-robin fashion over all the parameter servers as in TensorFlow [90]. For ED, however, another
policy is possible, which we refer to as ‘ED-local’. With ‘ED-local’, we place the layers of a partition on
the parameter server running on the same node, incurring no actual network traffic across the nodes for
parameter synchronization. This is possible as the same partition of the model can be assigned locally
to the GPU on the same node for every virtual worker. For all results reported hereafter, the ‘default’
policy is used, except for ‘ED-local’.
4.6.2 Performance of a Single Virtual Worker
We first investigate the performance of the 7 different individual virtual workers that are possible ac-
cording to the allocation schemes in Table 8. Figure 14 shows the throughput over various values of Nm,
which is the number of minibatches executed concurrently, in the virtual worker normalized to that of
when Nm = 1 and the maximum average GPU utilization among the four partitions for ResNet-152 and
VGG-19. The numbers shown (in the box) along with the allocation policy are the absolute throughput
(images/sec) when Nm = 1. Note that some results for larger Nm are not shown. This is because the GPU
memory cannot accommodate such situations and hence, cannot be run.
From the results, we can see that as Nm increases, normalized throughput of a virtual worker as well
as the maximum GPU utilization generally increases. Note that, though not shown, the total GPU mem-
ory utilization tends to increase as Nm increases. However, depending on the resource allocation scheme
(which results in different partitions of a model) as well as the DNN model, the effect of having larger
Nm varies. When a virtual worker is configured with homogeneous GPUs, the average GPU utilization of
each partition is similar to each other. However, when it is configured with heterogeneous GPUs, there
is a tendency that the GPU utilization of the first or last partition is higher than those of the other par-
titions. For this configuration, different computation capabilities and memory capacity of the GPUs are
considered when partitioning a model. As it is possible that only a small number of layers are assigned
to some GPUs, the overall GPU utilization may turn out to be low.
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Figure 14: Normalized throughput and the maximum average GPU utilization among partitions in a
single virtual worker for various resource allocation policies as Nm is varied. The number in parenthesis
is absolute throughput (images/sec) when Nm = 1 (which is equivalent to the naive MP) for each policy.
4.6.3 Performance of Multiple Virtual Workers
Figure 15 shows the throughput of training each model with the three resource allocation policies, where
“Horovod” indicates the state-of-the-art DP via Horovod that uses AllReduce communication2. In these
experiments, for each resource allocation policy, Nm is set such that performance is maximized while
every virtual worker uses the same value of Nm as this is the assumption behind HetPipe. For ResNet-
152, the whole model is too large to be loaded into a single GPU with G type, and thus, Horovod uses
only 12 GPUs.
The results in Figure 15 show that the performance of DNN training is strongly affected by how
heterogeneous GPUs are allocated to virtual workers. From the results, we can make the following
observations: First, for VGG-19 whose parameter size is 548MB, the performance of Horovod, which
reduces communication overhead for parameter synchronization, is better than those of NP, ED, and HD.
However, for ResNet-152 whose parameter size is 230MB, ED and HD, which utilize virtual workers
with similar performance, show a bit better or similar performance to Horovod (with 12 GPUs). Second,
with NP, training performance of ResNet-152 and VGG-19 is low as Nm is bounded by the virtual worker
with the smallest GPU memory. Third, with ED-local, intra-communication occurs between each GPU
and the parameter server, significantly reducing communication overhead across the nodes, especially
2We use the same minibatch size for all workers of Horovod as the minibatch size is one of the critical factors to the final













































Figure 15: Performance with the three allocation policies when D=0 (The number on bar represents Nm)
Table 9: Performance improvement of adding whimpy GPUs (The number in parenthesis presents the














Horovod 164 205 265 339
PipeDream ERROR3 ERROR3 ERROR3 286
HetPipe 300 (5) 530 (16) 572 (20) 606 (20)
ResNet-152 112
Horovod 233 353 415 X
PipeDream 238 382 224 225
HetPipe 256 (5) 516 (20) 538 (24) 580 (28)
for VGG-19, the model with a large parameter set. For VGG-19, the amount of data transferred across the
nodes per minibatch with ED-local (i.e., 103MB) is much smaller than that with Horovod (i.e., 515MB).
Thus, the performance of ED-local (which also mitigates the straggler problem) is 1.8× higher than
Horovod. For ResNet-152, the amount of data transferred with ED-local (i.e., 298MB) is larger than
that with Horovod (i.e., 211MB) because the sizes of output activations to be sent between partitions are
large, even though the parameter size is relatively small. However, the throughput of ED-local is still
40% higher than Horovod. This is because Hetpipe allows each virtual worker to process a large number
of minibatches concurrently. Compared to NP and HD, ED-local (or ED) usually has larger Nm in each
virtual worker, improving throughput.
Next, we investigate how the throughput is improved when whimpy GPUs are additionally used for
training. Table 9 shows the throughput of VGG-19 and ResNet-152 when DP via Horovod, PMP via
PipeDream and HetPipe with ED-local are used over different sets of heterogeneous GPUs, and also
when a single V GPU is used. For these experiments, HetPipe is configured to use four virtual workers,
except for ‘4 GPUs’ where a single virtual worker is used. In the table, the number and type of GPUs
used for each experiment are also given. From the results, we can see that the performance of both
3In the VGG-19 model, some GPU options had a communication error. It was discussed in PipeDream’s open-source issues,
and so far the error has not been resolved [92].
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Figure 16: ResNet-152 top-1 accuracy
Horovod and HetPipe increases when additional whimpy GPUs are used for training. With additional
GPUs, HetPipe can increase the total number of concurrent minibatches processed, having up to 2.3
times speedup. The pipeDream [26] of ResNet-152 was faster than Horovod and slower than HetPipe
when using 4 or 8 GPUs. Since the PipeDream’s partitioning algorithm does not consider heterogeneous
GPUs, so adding whimpy GPUs slows it down. A detailed comparison to PipeDream is described in
Section 4.7.1 Discussion. This scenario can be thought of as an answer to when new, higher end nodes
are purchased, but one does not know what to do with existing nodes. The results show that making use
of the whimpy systems allows for faster training of larger models.
4.6.4 Convergence
Our HetPipe based on the WSP model is guaranteed to converge as proven inin [85]. In this section,
we analyze the convergence performance of HetPipe with ED-local using ResNet-152 and VGG-19. For
our experiments, the desired target accuracy of ResNet-152 and VGG-19 is 74% and 67%, respectively.
Figure 16 shows the top-1 accuracy of ResNet-152 with Horovod (12 GPUs), HetPipe (12 GPUs),
and HetPipe (16 GPUs), where D is set to 0 for HetPipe. For the experiments with 12 GPUs, the 4 G
type GPUs are not used. When the same set of GPUs are used, convergence with HetPipe is 35% faster
than that of Horovod by reducing the straggler problem in a heterogeneous environment and exploiting
both PMP and DP. Furthermore, by adding four more whimpy G GPUs, HetPipe improves training
performance even more, converging faster than Horovod by 39%.
Figure 17 shows the top-1 accuracy of VGG-19 with Horovod and HetPipe as we vary D to 0, 4, and
32. For the experiments, all 16 GPUs are used. The figure shows that convergence with the BSP-like
configuration (i.e., D = 0) of HetPipe is roughly 29% faster than that with Horovod. As we increase D
to 4, the straggler effect is mitigated and the communication overhead due to parameter synchronization
is reduced. Thus, convergence is faster by 28% and 49% compared to D = 0 and Horovod, respectively.
In this experiment with ED-local (where the training speed of each virtual worker is similar), when D
becomes very large (i.e., 32), the throughput remains similar but the convergence performance degrades
by 4.7%, compared to D = 4. This is because it is unlikely that the clock distance between the fastest and
slowest virtual workers becomes as large as 32, but higher global staleness can degrade the convergence
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Figure 17: VGG-19 top-1 accuracy
performance (similarly discussed in [33]). Note that though not shown, using larger D has a greater
effect for HetPipe with NP, ED and HD resource allocation, and the different resource allocations only
affect the set of heterogeneous GPUs used for each virtual worker and do not affect the convergence
behavior.
We also analyze the synchronization overhead as D is varied. We find that as D increases, the waiting
time of a virtual worker to receive the updated global weights decreases. In our experiments, the average
waiting time with D = 4 is found to be 62% of that with D = 0. Furthermore, the actual idle time is only
18% of the waiting time as the virtual worker can continue to proceed in the pipeline while waiting.
4.7 Discussion and Summary
4.7.1 Discussion
Comparison to PipeDream. PipeDream [26], which is the closest related study, optimizes PMP of a
single virtual worker, only employing DP for lagging layers within a virtual worker in homogeneous en-
vironments. To be adapted to heterogeneous environments, its partitioning algorithm must be extended
to consider the different performance and memory sizes of heterogeneous GPUs, various orders of het-
erogeneous nodes used for a pipeline, and the memory requirement of the GPUs for partitions.
We run the training of ResNet-152 using PipeDream, which is implemented on PyTorch [93], in our
heterogeneous GPU cluster described in Section 4.6.1. Since the partitioning algorithm does not consider
heterogeneous GPUs, for each GPU type, we profile ResNet-152, then generate partitions of the model
assuming that our cluster is configured with homogeneous GPUs with that type, and finally, measure the
throughput of PipeDream with the partitions. All the computed configurations of the pipeline result in a
large number of (i.e., 12 or 14) partitions. For example, with Q, the configuration is 4-2-1-1-1-1-1-1-1-
1-1-1 indicating that the model is divided into 12 partitions where the first partition is executed by four
GPUs with DP, the second one is executed by two GPUs with DP, and so on. For these configurations, we
run experiments with various orders of the four different nodes and test using several batch sizes. (Note
that we could not run training for some configurations due to out of memory errors.) The best throughput
measured using PipeDream is 158. Recall that the throughputs of Horovod (with 12 GPUs) and HetPipe
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are 415 and 580, respectively. In this case, the performance of PipeDream for ResNet-152 is found to
be low as a large number of partitions cause high network overhead, in addition to the sub-optimal
partitions. Therefore, with PMP alone (i.e., single virtual worker), the performance benefit may become
limited when a model is divided into numerous partitions. Instead of increasing partitions, running DP
with multiple virtual workers like HetPipe can improve the parallelism of training and further improve
performance in such cases.
Effect of Imbalanced Partitions. Our partitioning algorithm attempts to balance partitions while sat-
isfying the memory requirements. However, depending on the DNN model, computed partitions may be
imbalanced. For example, for a model composed of a small number of layers, if one layer takes much
longer to execute compared to other layers, the partitions may end up having different execution times.
In this case, the performance of the pipeline will be degraded as in any other pipeline-based systems.
Note that running DP for the slow partition to have a similar processing rate across all the partitions like
PipeDream [26] will be a possible extension of HetPipe.
4.7.2 Summary
In Section IV, we presented a DNN training system, HetPipe, that integrates pipelined model parallelism
with data parallelism. Leveraging multiple virtual workers, each of which consists of multiple, possibly
whimpy, heterogeneous GPUs, HetPipe makes it possible to efficiently train large DNN models. We
proved that HetPipe converges and presented results showing the fast convergence of DNN models with
HetPipe.
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V RAP: Parallelizing Dataset Pre-Processing
For higher accuracy, DNN training requires a large amount of data. In the DNN model, a pre-processing
process is required to train a dataset. Pre-processing is used when converting datasets into binary forms
to improve training speed or converting raw datasets into input forms necessary for training specific
DNN models. For example, in TensorFlow, the dataset can be pre-processed as a sequence of binary
records type TFRecord to load data efficiently [94]. On the other hand, in the DLRM model, such as
the DNN-based recommendation, pre-processing is needed to train a raw dataset and convert it into an
appropriate input type [95]. Most of the studies have focused on DNN training efficiency, but there have
not been many studies on the pre-processing of the dataset.
We focus on parallelization of pre-processing for DNN-based recommendations to increase the ef-
ficiency of dataset pre-processing. The reasons why dataset pre-processing for the DNN-based recom-
mendation system is essential are as follows. (1) It is a fundamental transformation for training: Pre-
processing for efficient load is optional, but dataset pre-processing for DNN-based recommendation is
essential for training. (2) Pre-processing procedure is not simple: In order to make the load efficient,
processing different from pre-processing, which converts to binary format or bundles data, is required.
In the dataset of the DNN-based recommendation model, the chronological order of feature indexing
is essential. This makes it challenging to apply parallelism. This is covered in detail in Section 5.1. (3)
It takes a considerable time: For reasons (2), parallelization has not been applied so far, and it takes
longer than processing other datasets. For example, it takes 112 minutes to pre-process the 138 GB
ImageNet-1K [52] dataset, which is widely used for image classification, into TFRecord. However, it
takes 139 hours to pre-process the 1 TB Criteo Terabyte [96] dataset for DNN-based recommendation.
(Both experiments used Machine-H of Table 11 of Section 5.4) It takes longer, even considering the size
of the dataset.
We propose a Resource-Adaptive Pre-processing (RAP) scheme that improving performance while
considering the computing resources. To develop RAP, we go through an analysis of dataset pre-processing
steps, where we discuss three insights that we enlighten for parallelizing dataset pre-processing. We
found a parallelizable way to solve the existing problem. In particular, we develop resource-adaptive
parallelism that can monitor resources and adjust the degree of parallelism according to the condition
to maximize resource use. Furthermore, RAP supports pre-processing on distributed nodes. Our experi-
mental results show that, by applying resource-adaptive parallelism, the pre-processing time is reduced
by up to 93% compared to the traditional serial execution. Utilizing four distributed nodes can reduce
time by up to 98%.
The rest of Section V is organized as follows. In the next section, we discuss dataset pre-processing
for DNN-based recommendation system as background. In Section 5.2, we discuss three insights that
we enlighten for parallelizing dataset pre-processing. Based on these insights, we present the RAP in































































Figure 18: Pre-processing procedure
5.1 Dataset Pre-Processing for DNN-based Recommendation System
Recommendation systems are widely used in click-through rate (CTR) prediction models that are based
on user’s preferences. In particular, the Deep Neural Network (DNN)-based recommendation systems
have attracted much attention from social media, advertisements, e-commerce and various services.
Facebook’s DLRM [97] model is used in social media and Google’s Wide&Deep [98] model is used in
Google Play Store. Alibaba’s DIN [99] and DIEN [100] models are used in e-commerce. In addition,
there are many DNN-based recommendation systems, including NCF [101] and MT-Wide&Deep [102].
These models take the history behavior sequence of users and items’ categorical features as inputs to
train and predict CTR.
The DNN-based recommendation system has a cyclical life cycle of dataset pre-processing, model
training and inference services. The recommendation system model should be retrained daily or weekly
with new interactive data for timely personalization inference [103]. Until now, most studies have con-
centrated on development of models for training and inference performance [104–108]. However, dataset
pre-processing is required before the training (including retraining) process, and this pre-processing
time is not one to be neglected. For example, when training the DLRM model with the Criteo Terabyte
dataset [96], pre-processing took 107 hours, while training time took 3.5 hours to converge to 96.74%
accuracy on our high-end system (Machine-H of Table 11 of Section 5.4 with DLRM executed with the
default settings [109]). Pre-processing takes a significant amount of time.
To help develop new models various datasets are available for recommendation system training
and to use these datasets, a pre-processing procedure is required to filter the data and transform it into
the form required as input. The dataset consists of logs about categorical features. For example, the
MovieLens [110] dataset contains categorical features for movies such the genre, rating, user age, etc.
The Criteo Terabyte [96], which consists of 4.3 billion training data log samples for 24 days, and Alibaba
Dataset [100], which consists of two billion samples for two weeks, have click feedback information and
categorical features such as the gender of the clicker and the type of merchandise that could be used for
advertisements. Criteo Terabyte is public, while Alibaba Dataset is a private industrial dataset. YouTube
creates hundreds of billions of user logs every day [102]. While for one dataset, pre-processing only
needs to be done once, periodic data pre-processing is required for new interactive data retraining.
43
Pre-processing for DNN-based Recommendation system consists of three time-consuming steps.
Figure 18 shows the pre-processing procedure of DNN-based recommendation system. The first step is
to reinitialize the features, which basically takes the categorical features and re-inserts them appropri-
ately to the data structures for pre-processing. This requires reading the entire raw dataset, from typically
a set of files, in chronological order [ 1© in Figure 18] as the pre-processed dataset must retain the order
of the raw dataset and as recommendation systems require training according to the chronological or-
der of the dataset. Before the files with the reinitialized results are stored in storage, a feature indexing
procedure is executed creating a file that retains information on the existence of features in the dataset
that are derived from the reinitialized data. Traditionally, this is done as the data items are processed
in chronological order. Since the datasets’ chronological order is essential, it was challenging to paral-
lelize this traditional pre-processing step. For this reason, even when there were many CPU cores, serial
execution was performed making use of only a single core.
In the second step, which is the conversion step, the files that contain reinitialized categorical features
that are in unicode string format are converted into files that contain purely integer format [ 2©]. These
converted files are then compressed and stored back to storage. This step is memory and I/O intensive
as format conversion and data compression requires considerable memory and saving the intermediate
results causes writes to storage.
In the final step, all the files created in Step 2 are concatenated into a single file, and then compressed.
Note that the concatenation must be done in the chronological order of the files [ 3©]. The resulting file
is used for training the recommendation system.
Note that the three steps may all be combined to be done in a single step and need not be separated
out. However, in practice, it is done in this manner for “checkpointing” purposes just in case a failure
occurs during the pre-processing phase. This is because, as mentioned previously, the pre-processing
phase can take tens to hundreds of hours depending on the dataset size. The last step of the three steps
is not mandatory. Therefore, in this study, we will deal with Steps 1 and 2.
5.2 Three Insights to Parallelizing Dataset Pre-Processing
Traditionally, the dataset pre-processing stage was conducted in a sequential manner. For large datasets
such as Terabyte, this resulted in over a hundred hours of pre-processing time even on state-of-the-art
manycore systems. In this section, we discuss three insights that we enlighten for parallelizing dataset
pre-processing to expedite the process. We discuss them one by one.
Insight 1: The first insight in parallelizing dataset pre-processing is based on the observation that,
while it is important that the data used for training be in chronological order, the data themselves are
not chronological dependent on each other. That is, data obtained in, say day 10, has no bearing on the
data of day 11 or any thereafter, allowing the pre-processing of each data item to be done in parallel. For
example, the Criteo Terabyte [96] dataset is organized in 24 file units where each file represents a day’s
worth of data. Hereafter, we will refer to each of the units in which data is read and written to storage
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Figure 19: The number of units X , and the number of chunks Y of parallel execution
we set the parallel degree with a naive heuristic, it would be this unit. We can parallelize with this unit
if we apply parallelization with a naive heuristic. We refer to this as unit parallelism. Unit parallelism
can be employed at both Steps 1 and 2. However, in Step 1, there is the feature indexing procedure
that requires a chronologically ordered, that is, sequential processing of the entire dataset to generate a
feature indexing file.
Insight 2: The second insight for parallelism is that as each unit may be processed in parallel, re-
cursively, the data within the unit may also be processed in parallel. That is, once the unit is brought
into memory, they can be partitioned into multiple chunks of data, and the chunks can be processed in
parallel. Note that the feature indexing procedure in Step 1 can also be improved by first performing the
procedure on each unit in parallel and then merging them together into a single file. Here we can see that
the number of units and the number of chunks to be processed at one time are different depending on
the resource of the computing node. When a compute node has more CPU cores than the total number
of units, it is practical to process it by partitioning it into chunks. Also, considering the memory size
of the computing node, it may not be possible to process all units at once. As shown in Figure 19, the
number of units executed in parallel at one time can be expressed as X , and the number of chunks in
each unit can be expressed as Y . It is crucial to determine X and Y to be processed at once, depending
on the situation of the computing resource. Section 5.3 describes the Resource-Adaptive Pre-processing
(RAP) system that determining X and Y to suit the computing resource situation.
Insight 3: Another insight for possible parallelism is to make use of pipelined parallelism. Pipelined
parallelism overlaps execution among the pre-processing components. For example, recall that in Step 1,
the feature indexing procedure was performed in sequential manner. We can pipeline parallelize this
procedure by overlapping the reinitializing procedure with the feature indexing procedure. Even for
Step 2, where feature indexing is nonexistent, reinitialization and writing to storage can be pipelined.
The size of the chunk affects the efficiency of the pipeline. If the chunk size is large, the processing time
is long, and the write is short, so the pipeline overlap will not work well. On the other hand, if the chunk
size is too tiny, writes will occur more frequently, causing bottlenecks in I/O. It needs an appropriate
chunk size Y considering I/O bandwidth. We will cover this in the next section.
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5.3 Resource-Adaptive Parallelizing Dataset Pre-Processing
In this section, we discuss Resource-Adaptive Pre-processing (RAP). RAP determines the degree of
parallelism according to the situation of computing resources. We describe the resource manager, which
manages and monitors computing resources and determines the degree of parallelism. We also describe
distributed pre-processing using multiple nodes.
We need to find the number of units and the number of chunks to make the most of the resource.
Corresponds to the value of (X ,Y ) in Figure 19. We consider the number of CPU cores, the size of the
memory, and the I/O bandwidth of the computing resource. The value of (X ,Y ) affects the utilization
of each resource. (1) When the number of CPU cores is C, C = X ×Y must be satisfied to utilize the
entire cores. (2) When the size of memory used to process one unit is Musage, to process X units, the
total memory size of M must satisfy the following. M ≥ X ×Musage. (3) System I/O bandwidth (I/Obw)
must satisfy the following in order to maximize disk utilization. I/Obw ≥ X ×Y × I/Ousage. RAP has a
resource manager to monitor resources and determine the values of (X ,Y ).
Resource Manager. Musage and I/Ousage can be measured as pre-processing execute. RAP initially
sets (X ,Y ) to (1,C). This is executed by dividing the chunk by the number of CPU cores for one unit.
When pre-processing the first unit, the resource manager can check the resource utilization for one unit
and utilize the entire core. During the first (1,C) run, RAP’s resource manager measures Musage and
I/Ousage when pre-processing one unit. The resource manager monitors the resource utilization every
second and has a max value for Musage and a max value and mean value for I/Ousage. After the first unit
execution of (1,C), each time the unit ends, adjust the (X ,Y ) value to suit the resource’s state.
In order to better utilize the Insight 3 pipeline parallel, the value of I/Obw should be maximized. If
I/Ousage is low, the chunk size should be reduced by increasing the Y value. This is because the smaller
the chunk size, the more frequent I/O. Conversely, if the bottleneck due to high I/O usage, reducing the
Y value will alleviate the I/O bottleneck and enable effective pipeline execution. The resource manager
doubles Y to increase the utilization of I/Ousage when the mean value of I/Ousage when running the
previous unit is less than 90% of the max value. On the other hand, if it exceeds 90%, it is found that the
use of I/O is a bottleneck, and Y is reduced in half. Naturally, the value of X is also determined by the
number of cores constraint (C = X ×Y ). This is to utilize the entire core while controlling the running
chunk. Musage checks if M ≥ X×Musage is satisfied when the value of X increases. If there is insufficient
system memory, the resource manager will not be able to increase the value of X . If X does not increase,
the Y value does not become smaller.
Algorithm 1 expresses the conditions for determining X and Y in the resource manager as an algo-
rithm. For example, if the utility of I/Ousage is low after running the first unit with (1,C), then running
the following unit will be (1/2,2×C). On the other hand, when I/Ousage is a bottleneck, it will be
(2,C/2) if satisfied after checking M ≥ X×Musage. If there is not enough space in memory, it is kept as
(1,C).
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Algorithm 1 Algorithm for determining the number of units and chunks in resource manager.
X: Number of units to be parallelized, Y: Number of chunks to be parallelized
1: X = 1, Y = C (Number of cores)
2: if I/Ousage−max ∗0.9 > I/Ousage−mean:
3: Y = Y * 2, X = X / 2
4: else:
5: if M ≥Mmax * 2:
6: Y = Y / 2, X = X * 2
Table 10: Write size at each step
Dataset Raw Dataset Size Reinitialize Step Conversion Step
Terabyte 1.0 TB 247.0 GB 218.7 GB
Kaggle 10.4 GB 3.1 GB 2.2 GB
Parallelizing Distributed Pre-Processing. RAP is also capable of distributed processing. Each com-
puting node pre-processes the raw dataset on different units. Each node has its resource manager, and
pre-processing is performed in the same manner as when pre-processing in a single node. However, it
should be noted that, as explained in Insight 1, feature indexing in Step 1 must retain the chronological
order. After Step 1 is finished, each node transmits the feature indexing result to the master node (node
0) and waits. When the master node receives files from all nodes, it sends the entire feature indexing file
in chronological order to all nodes. Each node proceeds to Step 2 after receiving feature indexing from
the master node.
5.4 Performance Evaluation
Testbed. Table 11 presents the specifications of the two machines used in the evaluation. Machine-H is
a modern High-end server while Machine-L is a relatively old and Low-end server. For the experiments,
hyper-threading was enabled (maximum of 80 and 32 cores for Machine-H and Machine-L, respec-
tively) and turbo boost (the numbers in parentheses in the CPU specification of the table indicating the
maximum turbo frequency). We use Python 3.7.7 for pre-processing on both machines.
Dataset. For evaluation, we select the Criteo Terabyte [96] and Kaggle [111] datasets of different
sizes. The raw datasets of Terabyte and Kaggle are provided in 24 and 7 file units, respectively. This
dataset was selected because it is available for various recommendation system models (e.g., DLRM,
Wide&Deep, DIN, DIEN, NCF and MT-Wide&Deep). Table 10 shows the size of the two datasets’
initial raw dataset and write size at each step, while the size in the previous column is the amount read
in that particular step. For example, in Step 1 of the Terabyte dataset, 1TB of data is read and 247GB of
data are written out.
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Table 11: Machine specifications
Machine-H Machine-L
CPU
2 × Intel Xeon 20-core
Gold 6230 (3.90 GHz)
2 × Intel Xeon Octa-core
E5-2620 v4 (3.00 GHz)
Memory 1 TB 256 GB
Storage 4 TB SSD 4 TB SSD






Implementation. We implement the pre-processor parallelization insights in Facebook’s DLRM data
generation and loading code [109]. Each of the three parallelization insights are implemented at each of
the reinitialize and conversion steps using Python’s multiprocessing library. For Insight 3, overlapped
execution was instigated using the Event API function provided in the multiprocessing library. In Step 1,
the reinitialize step of the next unit and the feature indexing procedure of the current unit are overlapped,
while for Step 2, the conversion step, the execution of the next unit and the writing of the intermediate
results of the current unit are overlapped. Finally, parallel pre-processing can be invoked simply by
adding an execution option with the parallelization mode name to be used in each step. Distributed
pre-processing was implemented through python’s shell command embedding. The feature indexing
procedure is saved as a file and transmitted to each node for communication.
Insight 1, unit parallelism, has already been open-sourced and integrated within the DLRM data
generation and loading code [112].
5.4.1 Overall performance
Performance metric. We measure the execution times of Steps 1 and 2 that represent the reinitialize
and conversion step, respectively. There are other miscellaneous operations, such as counting the number
of lines of data and dividing the dataset into training and test data, that comprise part of the entire pre-
processing sequence, but we do not report them as they form a relatively small part of the operation.
Compare with serial execution (SE), unit parallel (UP), and resource-adaptive pre-processing (RAP).
Figure 20 shows the pre-processing time of each dataset on two machines. In the unit parallel of
the Terabyte dataset in Machine-H in Figure 20 (a), the reinitialize step finished the fastest, but the pre-
processing could not be completed because OOM occurred in the conversion step. However, in the case
of RAP, all pre-processing was completed by efficiently utilizing resources. Machine-L in Figure 20 (b)
has a smaller memory than Machine-H, so in the unit parallel, OOM occurred in the reinitialize step.
Pre-processing the Terabyte dataset, in Machine-H and Machine-L, RAP has 93% and 89% faster results
than serial execution, respectively.
In smaller Kaggle datasets in Figure 20 (c) and (d), the unit parallel is faster than serial execution,






























































Figure 20: Pre-processing time of Terabyte and Kaggle dataset on two machines. SE, UP, and RAP





























































Figure 21: Distributed pre-processing time of Terabyte and Kaggle dataset on two machines using RAP.
Machine-L. Pre-processing the Kaggle dataset, in Machine-H and Machine-L, RAP has 84% and 80%
faster results than serial execution, respectively.
5.4.2 Distributed Dataset Pre-processing Performance
Figure 21 shows the time of distributed pre-processing for each machine and dataset when using RAP.
The x-axis represents the number of machines with the same specification. When the number of nodes
is 1, it corresponds to RAP in Figure 20. In (a) and (b) of Figure 21, in the Terabyte dataset, the pre-
processing time decreases almost linearly in both machines. On the other hand, in the case of the Kaggle
dataset in Figure 21 (c) and (d), the decrease in time is not significant as more nodes are used. This is
because it is a small dataset for distributed pre-processing.
5.5 Summary
In Section V, we analyzed the pre-processing of the DNN-based recommendation system with three
insights. Based on the insights, the resource-adaptive parallelization of pre-processing was developed.
Furthermore, it has extended to distributed pre-processing. By applying four distributed pre-processing,
the pre-processing that took 112 hours for serial execution was reduced by up to 97% to 4 hours.
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VI Related Works
Numerous studies have been conducted to improve DNN performance. In this section, we discuss various
methods that have been proposed to improving performance during model training.
Efficient Distributed Training. Horovod proposes an efficient communication method, namely, ring-
reduce to improve network communication performance [22]. We compared RALP and HetPipe with
Horovod extensively and found that our two systems scale better. Other work such as Project Adam [11]
and Poseidon [17] decomposes gradients in the fully connected layer while reducing communication
traffic. RALP and HetPipe could make use of these techniques to improve efficiency of parallel execution
of the PS worker. Lastly, Das et al. propose an algorithm for hybrid data and model parallelism [113].
Some studies demonstrate the effectiveness of distributed training on other aspects. GeePS uses GPU
memory as a cache for manipulating large scale training [16]. Parameter Hub proposes a software design
that provides a streamlined gradient processing pipeline [114]. Awan et al. propose a pipelined chain
design for the MPI_Bcast collective operation [115]. Xue et al. optimize RPC performance over RDMA
network to accelerate distributed deep learning [116]. Hierarchical AllReduce performs the AllReduce
operation in two levels [117]. This technique does not solve the straggler problem in a heterogeneous
GPU cluster, as master GPUs in the second level will have different GPU types. BlueConnect is an
efficient AllReduce communication library considering heterogeneous networks [118]; unfortunately, it
also cannot handle stragglers caused by heterogeneous GPUs.
Hybrid Parallelism. There have been earlier efforts to employ DP and/or MP for model training.
Project Adam uses both DP and MP to train machine learning models on CPUs [11]. Pal et al. combine
DP and MP in a similar way as our system, but do not consider pipelining nor heterogeneous GPUs [119].
STRADS leverages MP to address the issues of uneven convergence of parameters and parameter depen-
dencies [84]. FlexFlow considers utilizing parallelism in various dimensions such as sample, operator,
attribute and parameters to maximize parallelization performance [42]. Bounded staleness has been ex-
plored where Jiang et al. present heterogeneity-aware parameter synchronization algorithms based on
the SSP model [34], while Cui et al. analyze the effects of bounded staleness [120].
Pipelining Training. Pipelining has been leveraged to improve the performance of machine learning
systems [6,23,26,83,121]. A pipelining scheme is employed to handle expensive backpropagation [83].
Pipe-SGD pipelines the processing of a minibatch to hide communication time in AllReduce based
systems [23]. A weight prediction technique is proposed to address the staleness issue in pipelined
model parallelism [121]. Detailed comparisons of HetPipe with PipeDream [26] and GPipe [6] are
provided in Section 4.1. Note that the feature of overlapping computation and communication, pre-
sented in PipeDream [26], will also improve the performance of our system. PipeDream employs the
one-forward-one-backward scheduling algorithm for pipeline execution. Sophisticated schedulers that
consider various factors such as heterogeneous configurations, the number of partitions, and the number
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of concurrent minibatches within a virtual worker, can potentially improve the performance of HetPipe.
Techniques to optimize learning rates have been studied [122], which can also be applied to HetPipe to
help converge faster. After HetPipe’s work, various studies of pipelining parallelization for DNN training
have been proposed. DAPPLE proposes a new parallelization strategy planner for solving partitioning
and placement problems [123]. PipeMare enables fine-grained asynchronous updates during pipeline
parallel execution without sacrificing memory [124].
Model Partitioning. As the model size becomes larger, model training needs to be efficiently done
in resource-constrained environments. Strads shows that well-scheduled model parallelism using pa-
rameter convergence can perform better than normal training in some common machine learning ap-
plications [84]. Strads proposes a scheme called scheduled model parallelism that schedules parameter
updates to speed up model convergence [84]. PipeDream partitions layers of model to place them on
all available GPUs while achieving its dual goal of balancing computation and minimizing communica-
tion [26]. It reduces communication for large DNNs relative to data-parallel training. Gpipe partitions
a model across different TPUs and automatically splits a mini-batch of training examples into smaller
batch sizes called micro-batches [6]. The partitioning algorithm is heuristic-based minimizing the vari-
ance of computation in the pipeline stages.
Decentralized Training. Decentralized training systems that consider heterogeneous environments
have also been studied [31, 125]. However, these techniques do not consider integration of DP with
PMP, which allows support for large models that do not fit into single GPU memory. In AD-PSGD, once
a mini-batch is processed, a worker updates the parameters by averaging them with only one neighbor
which is randomly selected [31]. This is done asynchronously, allowing faster workers to continue. In
theory, the convergence rate of AD-PSGD is the same as SGD. In principle, the contribution of AD-
PSGD is orthogonal with the contributions of HetPipe in that we can extend our HetPipe further by
adapting the idea of asynchronous decentralized update in AD-PSGD when there is a bottleneck in
the parameter server. When it comes to the experimental evaluations, the performance of AD-PSGD is
evaluated for DNN models whose sizes are 1MB, 60MB, and 100MB, which are smaller than the models
we consider in HetPipe. For a decentralized training system, Hop [125] considers the bounded staleness
and backup workers, and uses CIFAR-10 for performance evaluation on a CNN model.
Gradient Optimization. One of the reasons for poor scalability in distributed training is network
communication bottleneck. In effect, a popular approach to mitigating network communication cost is
reducing actual data to transfer without restructuring training workflow as done in RALP. There are two
methods for such data-driven optimization, namely, gradient quantization and gradient sparsification.
Gradient quantization focuses on manipulating gradients to reduce the amount of data transfers using
ternary value [126], random discrete values [127], and low bitwidth [128]. Gradient sparsification fo-




In this dissertation, we investigated how to apply parallelism according to the DNN model and comput-
ing resources. Two DNN distributed training parallelization systems RAPL and HetPipe, and one dataset
pre-processing parallelization system, RAP was covered. This is because the effective parallelization
scheme is different depending on the characteristics of the model and the condition of the computing
resources. Hybrid parallelization was constructed with partial data parallelism or integrated pipelined
model parallelism and data parallelism. Also, pre-processing of the dataset applies resource-adaptive
parallelization.
As the DNN models and datasets of DNNs grow, distributed parallelism becomes essential. This
dissertation allows us understanding whether the parallelization approach affects the DNN training per-
formance. The importance of the parallelization approach was analyzed according to the characteristics
of the DNN models and the computing resource condition. Hybrid parallelism approaches have been
shown to provide more suitable and effective parallelism.
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