In Norway, as in the rest of Fennoscandia, the process of Glacial Isostatic Adjustment causes ongoing crustal deformation. The vertical and horizontal movements of the Earth can be measured to a high degree of precision using GNSS. The Norwegian GNSS network has gradually been established since the early 1990s and today contains approximately 140 stations. The stations are established both for navigation purposes and for studies of geophysical processes. Only a few of these stations have been analyzed previously. We present new velocity estimates for the Norwegian GNSS network using the processing package GAMIT. We examine the relation between time-series length and precision. With approximately 3.5 years of data, we are able to reproduce the secular vertical rate with a precision of 0.5 mm/year. To establish a continuous crustal velocity field in areas where we have no GNSS receivers or the observation period is too short to obtain reliable results, either interpolation or modeling is required. We experiment with both approaches in this analysis by using (i) a statistical interpolation method called Kriging and (ii) a GIA forward model. In addition, we examine how our vertical velocity field solution is affected by the inclusion of data from repeated leveling. Results from our geophysical model give better estimates on the edge of the network, but inside the network the statistical interpolation method performs better. In general, we find that if we have less than 3.5 years of data for a GNSS station, the 
Introduction
The establishment of a permanent Global navigation satellite system (GNSS) network in Norway began in the early 1990s. By the end of 2000, the network contained 15 continuously operating GNSS receivers, with around a third of these contributing data to the International GNSS Service (IGS) and/or the European Permanent Network (EPN). Following 2003, the network has undergone a densification (largely for navigation purposes) and now contains approximately 140 stations on the Norway mainland with an average spacing of 60 km (Fig. 1) . This network provides a means to establish a well-constrained velocity field for Norway and a powerful tool for the study of geophysical phenomena. In this study, we examine data from the Norway mainland GNSS network as of the start of 2011. For stations where we have sufficiently long time-series, the majority of which have not been analyzed before, we present new GNSS derived velocities.
Observations of Glacial Isostatic Adjustment (GIA) from across Fennoscandia (the geographic areas of Finland, Norway and Sweden) show the ongoing relaxation of the Earth in response to past ice mass loss (e.g., Fjeldskaar 1994; Lambeck et al. 1998a,b; Milne et al. 2001; Kierulf et al. 2003; Lidberg et al. 2007 Lidberg et al. , 2010 . Data from permanent GNSS stations provide a measure of movements in both the vertical and horizontal components of motion (Nocquet et al. 2005) . The GNSS observations show two main features. Firstly, a pattern of Earth uplift with highest rates (∼10 mm/year in Gulf of Bothnia) corresponding to areas of thickest ice during the last glacial period (∼21,000 years ago). Rates with lower, but still positive values, are shown for most of Norway (e.g., Vestøl 2006) . Secondly, horizontal movements indicate a regional deformation characterized by an outward spreading from the centre of past maximum ice thickness.
Much of the previous work has been completed under the landmark Baseline Inferences for Fennoscandian Rebound, Sea-level, and Tectonics (BIFROST) project. Results from the BIFROST network have been published regularly (e.g., Milne et al. 2001; Johansson et al. 2002; Lidberg et al. 2007 Lidberg et al. , 2010 and include some Norwegian and North European stations. In a separate investigation, Vestøl (2006) presented a model of land uplift based on a collocation method. He used observations from leveling, tide gauges and GNSS data from Fennoscandia and the nearby areas of continental Europe [the GNSS velocities used in his analysis are the same as in Lidberg et al. (2007)] .
In this study, we use a scientific GNSS analysis software to derive daily results for the permanent Global Navigation Satellite System (GNSS) stations on the Norway mainland (Sect. 2). In the early years the Norwegian GNSS network went through several upgrades and equipment changes. After May 2000 the situation has been more stable. We have, therefore, opted to only include data from 2000-05-01 and later.
We have tested the precision of the time-series related to the total observation time (Sect. 3).To derive velocities in areas without GNSS or where the GNSS stations have observation periods that are to short to make reliable velocity estimates, we have developed two different interpolation routines based on the statistical concept of Kriging (Cressie 1993 ). We will also interpolate our results using geophysical model of Glacial Isostatic Adjustment (GIA) and leveling (Sect. 4).
GNSS results from the Arctic Norwegian islands Svalbard, Hopen, Bjørn Øya and Jan Mayen are not included in this paper. Results from Svalbard can be found in Kierulf et al. (2009a,b) .
GNSS analysis-strategies
We use the GNSS analysis software GPS Analysis Software of MIT (GAMIT) (Herring et al. 2011 ). This software makes use of the so-called Double Difference (DD) approach, where a network of GNSS stations is analyzed in a single adjustment. A least square adjustment is used for parameter estimation. This implies that parameters which vary with time, for example, the troposphere, have to be estimated as piecewise linear parameters. The atmospheric zenith delay was estimated with a 2 hourly piecewise linear model together with a daily troposphere gradient. Ocean-loading coefficients (Scherneck 1991) from the FES2004-model are used. To model the tropospheric delay Vienna Mapping Functions (VMF) (Boehm et al. 2006 ) was used. The (igs05_*.atx) was used to model the phase centre variations. We have used a cut-off elevation of 7 • .
To reduce the computational time, our network was divided into sub-networks analyzed individually and later on combined to daily results using GLOBK (Herring et al. 2011 ) to daily results. The daily result files were then transformed into ITRF2008 in a two step procedure. In the first step, a network of northern European IGS stations from the areas around Norway (GRAS, HERT, KIR0, MAR6, MDVO, METS, MORP, NYA1, NYAL, ONSA, POTS, RIGA, TRO1, TROM, WSRT and WTZR) were used to transform the minimally constrained daily solutions into ITRF2008. Preliminary results for all stations were extracted and velocities were computed. In the second step the procedure was repeated using the output from the first step, but this time including the vast majority of the Norwegian stations. This two step procedure using the dense-network stabilization will be more robust since we have a stronger realization of the frame on each day. This approach will remove most of the so-called common mode error, but since our connection to the ITRF is through a regional set of IGS stations, our results are partly de-coupled from the global reference frame. See Legrand et al. (2010) for a detailed analysis of the limitations of regional reference frame realizations. Appendix 7.1 also includes a more general discussion on reference frame realizations and comparisons to previous studies.
Examination of time-series
It is widely recognized that the assumption of only white noise content is unrealistic for GNSS time-series (Johnson and Agnew 1995; Zhang et al. 1997; Mao et al. 1999; Williams et al. 2004) . Williams et al. (2004) recommend a noise model combining both white noise and flicker noise for most GNSS sites. In this study the time-series analysis were performed using the CATS software (Williams 2008) , using both a white noise model and a combination of white noise and flicker noise. We opt to include annual and semi-annual signals as additional parameters in our timeseries analysis. In addition, parameters for offsets for all antenna and radome changes where included in the timeseries analysis as well as parameters for offsets where breaks in the time-series were obvious after a visual inspection.
To examine the stability of velocity estimates we have performed a convergence analysis using solutions from stations established in year 2000 or earlier (black circles in Fig. 1 ). Velocities have been computed for each time-series, first using only the last 2.5 years of data, then the last 3.0 years of data and then extending the time period by 0.5 years until the last 10 years of data have been included. The RMS of the differences between the velocities for the shorter period and the velocities for the complete time-series (back to 2000-05-01, prior to this date equipment changes were performed more frequently and, therefore, results were less reliable) are calculated for each time span and component (Eq. 1).
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where r i ( t) is the rate for station i with time-series of length t. r i is the rate for station i using the complete time-series back to 2000-05-01 and n is the number of stations. This test gives a measure of the stability of the estimated secular rates as function of time-series length. Convergence studies for single stations time-series have earlier been performed for instance in and Vespe et al. (2002) . The RMS differences are plotted in Fig. 2 . We find that a precision of 0.5 mm/year is achieved after 3.0, 2.5 and 3.5 years in the north, east and vertical components, respectively. A 0.2 mm/year precision is achieved after 4.0, 5.5 and 5.5 years in the north, east and vertical component, respectively.
In Fig. 3 , the mean uncertainties of the velocity estimates are plotted against time-series length. The uncertainty estimations are based on a noise model that includes white and flicker noise (Williams 2008) . Stations with 3.5 years of data have a mean uncertainty of 1.0 mm/year in the vertical and 0.3 mm/year in the horizontal components. To achieve a mean uncertainty of 0.5 mm/year, 3.0, 2.5 and 7.5 years of data are needed for the north, east and vertical components, respectively.
Discussion on time-series analysis and time-series length
The accuracy and precision of velocity estimates from geodetic time-series strongly depend on the length of the timeseries. According to Blewitt and Lavallée (2002) 2.5 years of data is sufficient to get precise velocity estimates if you account for periodic variations. If you only include secular rate and offset in the regression model then 4.5 years of data are required. Note that Blewitt and Lavallée (2002) implicitly assumed only white noise in the time-series. performed a similar analysis including power-law and white noise. They showed that the effect of including or not including an annual signal in the time-series analysis, is much larger when a power-law plus white noise model is used instead of a pure white noise model. Teferle et al. (2009) argue that annual and semi-annual signals can bias the velocity In King et al. (2010) theoretical vertical site velocity uncertainties for stations in the Northern Hemisphere of 1.41, 1.58 and 0.54 mm/year after 5 years of observations and 0.71, 0.79, 0.27 mm/year after 10 years of observations are derived using DD, Precise Point Positioning (PPP) and regional stacking, respectively. The uncertainties in the horizontal components are between a third and a fourth in the Double Difference (DD) solution and between half and a third in the Precise Point Positioning (PPP) solution. These theoretical uncertainties agree with the empirical values derived in the time-series analysis and summarized in Fig. 3 . See also Santamaria-Gomez et al. (2011) for a study of the time evolution in the noise characteristics of the time-series.
We have opted to include stations with more than three years of data only, and find them sufficient for the precision needed in the analysis described further in this paper. However, we recognize that increasing the time span to five years of data improves the precision considerably, especially in the vertical component.
The velocities off all stations with at least three years of data are plotted in Fig. 4 . The horizontal velocities are given relative to the stable Eurasian plate as described in Boucher and Altamimi (2011) .
The tests conducted here provide information on the precision and stability of the velocity estimates, but not their absolute accuracies. That is, systematical errors in the reference frame realization, errors in the GNSS analysis strategy or local secular motion of the antenna monument may also affect our velocity solutions (see e.g. King et al. 2010; Wu et al. 2011 ) and Appendix 7.1 for a more detailed discussion).
Establishing a continuous velocity field for Norway
To establish a continuous crustal velocity field in areas where we have (1) no GNSS receivers or (2) the observation period is too short to obtain reliable results, either interpolation or modeling is required. In the first part of this Section we show results from a statistical interpolation method called Kriging. In the second part we present results from a GIA forward model constrained by the GNSS data. In Sect. 4.3 repeated leveling is used as as an additional constraint on the vertical velocities.
The different methods are tested in Sect. 4.4. The observed velocities used here are based on the GNSS time-series of three years or longer, which leaves us with a total of 66 stations. Red is observed, black is predicted and blue is the difference. The estimated rates for the measurements (resp. predictions) are given in red (resp. black)
Statistical interpolation
We have used the linear spatial interpolation algorithm, ordinary Kriging (Cressie 1993) . The necessary theory and formulas for Kriging are described in Cressie (1993) . One of the critical conditions for a successful global interpolation routines are accurate knowledge about the covariance structure. One tool, often used in Kriging, is the variogram or semivariogram. Semivariogram is defined in Cressie (1993) . We will use the interpolation routines in two different ways. First using the daily coordinates for stations in the network to predict daily coordinates for the new point and then using these daily values to estimate the velocities. Second, we will use the velocities already established (Sect. 3) to predict velocities in new points.
Predicting time-series
Daily 3D coordinates from the complete Norwegian GNSS network are used to predict new daily coordinates for a location inside the network, where we have no observations. To find the covariance structure we have used the semi-variogram. Time-series for the predicted location are extracted from these daily predictions. The RMS of the differences between the daily predictions and observations vary from 0.8 to 1.2, 0.8 to 1.4, 2.6 to 3.3 mm in the north, east and vertical component respectively. For HFSS, the corresponding numbers are 0.9, 0.9 and 3.0 mm. Figure 5 shows the predicted time-series for the location Hønefoss (HFSS) in southern Norway as well as the observed time-series for the same location (Note: results from HFSS was excluded before performing the daily predictions). We see a very good agreement between observations and predictions both for the long-term evaluation of the coordinates, but also for shortterm fluctuations. This indicates that the method provides a good reconstruction of real observations and hence might be used both for predictions in areas where we have no observations or to extend short time-series into periods without observations. Statistical predictions based on this method are hereafter called SP-TS.
Predicting velocity field
As shown in Fig. 4 , there is clearly a case of missing observations: no velocity observations are available for latitudes between 65 • and 68 • , as well as the locations north-east of Norway.
The missing value problem is handled by a set of advanced procedures with a common purpose: producing plausible values for the missing observations. One of the stronger approaches is the Bayesian one, which simply treats the missing data as extra parameters (Sorensen and Gianola 2002) .
Our aim is to construct a continuous velocity field for the entire country by using the available observations. The imputation procedure used to accomplish this goal is an iterative and linear spatial interpolation algorithm, also known as local Kriging. This algorithm is capable of completing the data set by replacing missing observations with predictions. For an example where Kriging have been applied in a similar application see e.g. Teza et al. (2012) where a strain rate map was developed for Northern Victoria Land.
At first, the empirical covariance function is estimated using data solely from southern Norway. The result is then used to generate predictions for some locations above 65 • latitude. These are in turn used, alongside the original data-set, to re-compute the empirical covariance function and subsequently make more predictions in the border region. The observation area is expanded, and the process is repeated until the velocity field covers the entire Norwegian mainland, and the missing observations have been reconstructed. The velocity field is shown in Fig. 6 , and the accompanying variability is visualized by the variogram in Fig. 7 .
The estimation process involves alternating between (1) a step that computes the empirical covariance function using local Kriging, and (2) a step that merges the predictions with the original data, as a complete observation. Hereafter we call this statistical interpolation method for SP-VF.
Modeling velocities
The GIA model employed is composed of three components: a model of grounded past ice evolution (for Fennoscandia and other ice-covered areas), a sea level model to compute the redistribution of ocean mass for a given ice and Earth model, and an Earth model to compute the solid Earth deformation associated with the ice-ocean loading history. The GIA model used here, and the method used to calculate present-day land motion, is the same as applied by Milne et al. (2001) except that the sea level component of the model was improved as discussed in Mitrovica and Milne (2003) and Kendall et al. (2005) .
Past GIA modeling studies have used both paleo sea level data (e.g. Lambeck et al. 1998b ) and/or GNSS observations (e.g. Milne et al. 2001 Milne et al. , 2004 to help constrain Earth model parameters. These investigations have shown that it is not yet possible to uniquely constrain the Earth viscosity structure for the Fennoscandia region but provide us with a range of Earth parameter values that satisfy the various GIA observables. The main aim of the GIA modeling work performed here, however, is to test how well the model performs in areas where we have no observations (in comparison to the statistical interpolation method), rather than as an investigation of the Earth viscosity structure. This assumes that, after correcting for horizontal plate motion, crustal deformation is solely attributable to the GIA signal.
To perform the test, we constrain the model using a subset of 56 of the total 66 GNSS observations available (the stations marked as red circles in Fig. 1 ). The 10 GNSS locations not used as a constraint (black circles in Fig. 1 ) are control stations. We use these to see how well the model reproduces the observed velocities (see following Section).
Given our limited knowledge of the Earth viscosity structure for Norway, we generate predictions of present-day vertical land motion using a suite of 297 Earth viscosity models. 2). Top panels show results for the vertical component (1D), middle panels for the horizontal components (2D) and bottom panels for all 3 components (3D). As noted previously, we correct for horizontal plate motions following Boucher and Altamimi (2011) The range of values we explore is similar to those as in Milne et al. (2001 Milne et al. ( , 2004 , namely; lithospheric thickness is varied from 71 to 120 km, upper mantle viscosity from 0.05 × 10 21 to 5 × 10 21 Pas and lower mantle viscosity from 10 21 to 50 × 10 21 21 Pas. To determine an optimal Earth model (i.e. the model which gives best-fit to the GNSS data) we conduct a simple statistical test. We compute vertical and horizontal velocities at the 56 GNSS stations considered for each of the 297 Earth models introduced above and quantify the goodness of fit for each Earth model using the reduced χ 2 criterion:
The χ 2 value indicates the difference between the predictions from the GIA-model y pred i and the observed vertical velocity y obs i for a specified observational error σ i and given GNSS station i (σ i is the uncertainty of the velocity estimates found assuming a combination of white noise and flicker noise). A value of 1 or less indicates a good fit to the data. Figure 8 shows how goodness of fit to the GNSS observations varies with Earth model parameters. We find broadly similar results to Milne et al. (2001 Milne et al. ( , 2004 , namely, that the vertical velocities favor an Earth model with a relatively stiff upper mantle whereas horizontal rates suggest a weaker one. Differences between χ 2 values for the various lithospheric thicknesses are small. Results from a more comprehensive investigation, however, suggest a preference for a lithosphere of 100 km or thicker for Fennoscandia (Milne et al. 2004) . For the models with a 120 km lithospheric thickness, an upper mantle viscosity of 5 × 10 21 Pas and lower mantle viscosity of 3 × 10 21 Pas gives best-fit to the GNSS data in the vertical component (hereafter called GIA-1D model). We note that other studies have inferred Earth viscosity values differing to ours and indicate significant lateral variations of Earth structure across Fennoscandia (Steffen and Wu 2011) .
In comparison to the vertical component, the GIA model generally shows a poorer fit to the observed horizontal velocities. One reason for this is that the observational errors on the horizontal components are smaller (typically between 0.1 and 0.2 mm/year) which leads to higher χ 2 values. In addition, as the horizontal motions are dominated by a rigid rotation largely driven by plate tectonic processes, isolating the GIA signal is difficult. We correct for the rigid rotation following Boucher and Altamimi (2011) . Note that relatively small errors in this correction will affect the determination of the GIA signal and, in turn, the χ 2 values. If we consider the vertical and both horizontal components, the best χ 2 -fit is for a model with a 120 km thick lithosphere has an upper mantle viscosity of 5 × 10 20 Pas and lower mantle viscosity of 3 × 10 21 Pas (hereafter called GIA-3D model).
Isolating the different geophysical signals is unfortunately not a straightforward problem. As mentioned, the rigid rotation we apply here is from Boucher and Altamimi (2011) , which has been determined from European GNSS stations. We are aware, however, that this rigid rotation may also contain (or be contaminated by) signals attributable to GIA and already taken into account in our GIA model. Past modeling studies have shown that ongoing GIA in North America (see Mitrovica et al. 1994) and rotational effects associated with GIA (see e.g. Milne et al. 2004 ) produce a relatively uniform and not insignificant signal of solid Earth motion over Europe.
As it is difficult to distinguish these uniform GIA signals from the horizontal motion dominated by plate tectonics, we conduct a sensitivity test to see how a 1 mm/year error in the plate velocity affects our χ 2 values and RMS of our velocity predictions. The results are plotted in Fig. 9 . The grey curve shows the increase in χ 2 relative to the GIA-3D model. We see very little increase in the χ 2 for the best fit model when we add 1 mm/year to the south component of the plate velocity, but a large increase if we add 1 mm/year to the north and east velocities. The red (blue and green resp.) curve is the increase in RMS for the height (north and east resp.) component for a 1 mm/year change in the plate correction in different directions. The RMS values show similar results to the χ 2 values.
Small errors in the plate motion model will influence our χ 2 values and velocity predictions for the control points. However, results from the sensitivity test (Fig. 9) demonstrate that, as long as the χ 2 stay low also the velocity predictions stay good. The GIA predicted velocities after adding 1 mm/year to the south component of the plate velocity are still good, while 1 mm/year to the north degenerate the GIA model (large χ 2 ) and make our predictions on the control points much worse.
Our technique for isolating the GIA signal is only one of several methods that can be used. For example, Kierulf et al. (2003) subtracted the GIA signal from the GNSS observations before estimating plate motion. Lidberg et al. (2007) solved for an additional rigid rotation before comparing GNSS results with GIA models. Whereas, in Hill et al. (2010) transformation parameters were included in the observation equation between observations and GIA models to account for possible reference frame problems.
To which extent another approach for isolating the rigid plate rotation and GIA would improve our velocity predictions, are not examined. However, the sensitivity test indicate that it will not improve our ability to predict velocities significantly.
Repeated leveling as an additional constraint on the vertical velocities
As stated in Sect. 4.1.2, there is clearly a case of missing observations in the mid-and north-eastern part of Norway. Vestøl (2006) shows that repeated leveling lines can be combined with GNSS observations in a common computation of the vertical velocity field. The leveling lines are plotted in Fig. 10 . Following the same procedure as in Vestøl (2006) Global Navigation Satellite System (GNSS) stations (the 56 stations marked as red circles in Fig. 1 ) and brought higher redundancy into the system. The predictions based on this method are hereafter called LP.
Evaluation of predicted and modeled velocities
To evaluate the precision of the statistical predictions we have compared our predictions with observed velocities for a subset of the stations (the 10 stations marked with black circles in Fig. 1 ). The statistical predictions were performed using the remaining 56 stations as data base. RMS values of the differences between observations and predictions are included in Table 1 . The two statistical methods give almost identical results; SP-TS method is slightly better in the north component, while the SP-VF method is preferable in the east and vertical components. The vertical results are hampered by a few outliers. All the outliers are at the perimeter of the network (stations that geometrically can not be surrounded by any triangle of nearby stations). The stations are Trysil (TRYS) in the east, Andøya (ANDO) in north-west and Kristiansand (KRSS) in south (green triangles in Fig. 1 ). All three stations have a residual (difference between observed and predicted values) of above 1 mm/year in the height component for at least one of the methods used. The RMS after removing these stations is included in the parentheses in The values are the RMS between observations and predictions for all sites established in 2000 or earlier (black circles in Fig. 1 ). For the values in parentheses the outliers at the perimeter of the network (green triangles in Fig. 1 ) are removed Table 1 . We note large improvements for both methods, but the SP-VF method gives better agreement in the height component. Not surprisingly, we can conclude that such interpolation methods are more uncertain at the perimeter of the network.
It is also two other factors worth to remember. To perform these comparisons the stations with longest time-series are used as control sites. This implies that the stations with the presumable highest precision are not included in the base of the prediction. Furthermore are almost all the oldest stations in Norway located at the coast and therefore at the edge of the GNSS network, making the prediction of these particular sites more uncertain. The RMS values given in Table 1 This comparison indicates that Kriging based on already established velocities (SP-VF) is slightly better than Kriging based on daily coordinates (SP-TS). The method SP-TS is also by far much more time consuming; the Kriging procedure has to be repeated for the whole network for each single day. On the other hand the method SP-TS could be regarded as more robust in the way that, if a few days of interpolation fail it would easily be detected and removed in the final time-series analysis. Method SP-TS is also able to predict non-linear features for instance expected yearly fluctuations for a site.
The modeled velocities (GIA-3D) are compared with real observations in the same way as we did for the statistical interpolated velocities. The RMS values are included in Table 1 . In the horizontal components GIA-3D and SP-VF perform equally, but in the vertical component the statistical interpolated values fit better to the observations. Horizontal motions are dominated by plate tectonic processes, which make isolating the GIA signal difficult. With GIA-1D we have constrained our GIA model only using the vertical velocities. The GIA-1D model has better fit to vertical observations than the SP-VF. If we exclude the stations on the perimeter of the network (green triangles in Fig. 1) , however, the SP-VF are closer to observations. To summarize, interpolation based on geophysical models gives better estimates on the edge of the network, but inside the network the statistical interpolation method is preferable.
To evaluate the interpolation in the vertical component using leveling (LP), we use the same 10 control stations (black circles in Fig. 1 ). The LP results perform at a level between the two results using Kriging (SP-VF and SP-TS). However, the LP results are hampered by the discrepancy in Trondheim (TRDS) (misfit of 1.3 mm/year). Removing Trondheim from the solution yields a RMS of 0.55 mm/year, similar to the GIA-1D. If we remove the three perimeter stations in addition the RMS is 0.45 mm/year. This is better than achieved with GIA-1D, but not at the level of SP-VF. In the Trondheim area the leveling shows a clear increase in the land uplift from west to east, a trend not so clear if we compare the GNSS time series in Trondheim with the neighbouring stations.
The GIA model indicates that the largest gradient in the uplift values is in mid-Norway. Unfortunately, this is also the area where we lack velocity estimates from the GNSS observations (the records here are currently too short to obtain reliable velocities). Figure 6 shows broad agreement between the leveling and GIA solutions in mid-Norway. Whereas, the Kriging solution shows large differences between both the leveling and GIA solutions in this area. For areas where we not yet have reliable velocity estimates from the GNSS observations, therefore, measurements from leveling can provide a useful additional constraint on velocity field solutions based on statistical methods.
Discussion
In Sect. 3 the agreement between part of the time-series and the complete time-series was evaluated for 10 different stations (black circles in Fig. 1 ). After 3.5 years of data the RMS was 0.3, 0.3 and 0.5 mm/year for the north, east and vertical components, respectively. These RMS values are at the same level as we achieved with SP-VF and GIA-3D in the horizontal components and slightly better in the vertical component. If we remove the outliers at the edge of the network (green triangles in Fig. 1 ), the precision of SP-VF in the vertical component is similar to what we achieved with 4.5 years time-series length compared to the complete time-series. To summarize, depending on the geometry of the network, statistical predictions and geophysical models give better precision than time-series with less than approximately 3.5 years of observations. For stations with longer time-series the observed velocities are preferable.
We have made two underlying assumption of the interpolation; (1) the deformations in Norway have a spatial wavelength longer than the distance between stations and (2) GIA and rigid plate tectonics are the dominant source of crustal movement in Norway.
Other geophysical processes that might introduce secular crustal deformation in Norway are neotectonics and loading from glaciers and large water reservoirs. All large water reservoirs in Norway were established before the Norwegian GPS network and will not introduce significant secular elastic deformations for the GNSS sites.
We do not expect that present-day glacier changes in Norway will have a large affect on the GNSS velocities as their mass changes are relatively small and such elastic deformations are confined to areas close to the mass changes (e.g. Khan et al. 2007; Kierulf et al. 2009b) .
Although Norway is situated on the stable Eurasian plate and far from the plate margin, the seismological and neotectonical activities are relatively large. Geological evidence, seismological measurements as well as InSAR and GPS data indicate that the Ranafjord area (66.2 • north) is the most tectonically active area in Norway (see Olesen et al. 2012) . A GPS campaign network in the area has been occupied twice with 9 years separation. Results indicate a relative deformation of the network of 1 mm/year horizontally (Olesen et al. 2012 ). This is above the precision level found in this paper. Local deformation exceeding the 0.5 mm/year can not be excluded in other neotectonically active areas of Norway.
Comparing the Kriging and GIA-model solutions reveals an interesting pattern of differences in the horizontal components (Fig. 6 upper right panel) . This likely reflects errors in the GIA model solution and/or the presence of non-GIA related signals. Indeed, examining deviations from the GIA model solution may help identify non-GIA effects, this is something that could be explored in future investigations.
Conclusion
In this paper we have analyzed data from the permanent GNSS network in Norway using the GNSS analysis package GAMIT. The results are presented as time-series and velocity estimates are calculated. The precision and accuracy of these velocity estimates are examined with respect to time-series length.
All tests show a decline of the results if you have less than three years of data, especially in the vertical component. Results improve gradually when you extend your time-series length.
In the second part of this paper we have looked at several methods to predict velocities in areas where we do not have permanent GNSS receivers or the observation period is too short (less than three years) to calculate good K2012 is from this study, L2010 is from Lidberg et al. (2010) and L2007 is from Lidberg et al. (2007) . Numbers in parenthesis is the vertical component of the transformation parameters between the reference frames and should be added to the uplift value to transform them to ITRF2008 velocity estimates. Two different statistical interpolation methods based on Kriging theory are performed as well as an interpolation method using a geophysical GIA-model and a method using repeated leveling. The models are comparable, but the velocities based on geophysical models are more robust on the perimeter or outside the GNSS network, while the statistical method give better results inside the network. Our results indicate that velocity estimates based on the different interpolation methods are better than that estimated from a single GNSS station which has less than 3.5 years of data.
