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rpbsiract-We set up and solve, the problem of charged-particle transport in a magnetic field which 
is solely a function of time. The solution is obtained exactly, to all orders in the field, in the limit of 
large wavelengths normal to the magnetic field. We show that the usual quasilinear, Fokker-Planck 
approximation is equal to the exact solution in the limit of times large compared with the correlation 
time of the fluctuating field. This is just the regime where the approximation has been used in the 
past, and this special case thus gives some support to the standard approximation techniques. 
1. I N T R O D U C T I O N  
THE PROBLEM of the propagation of charged particles in random fields is of funda- 
mental importance to modern astrophysics, for the transport of cosmic-ray particles 
in both the interstellar and interplanetary media is controlled to a large extent by the 
interaction of these charged particles with the turbulent electric a d  zagnetic $e!& of 
space. Some aspects of this problein have been recently reviewed by JOKIPII (1971), 
who gives an extensive list of earlier contributors. 
There are very few problems of this nature to which one can effect a statistically 
exact solution and recourse is usually made to some approximate method. One such 
approximation, the quasilinear, Fokber-Planck approximation, has been used ex- 
tensively and is discussed in detail in JOKIPII (1971). I t  would be nice to compare an 
exact solution with this approximation to provide insight into the realm of validity 
of the approximation. It is the purpose of this paper to present a statistically exact 
soiution for one special case and to show that the approximation, in this case at 
least, agrees very well with the exact solution. 
2. A STATISTICALLY EXACT SOLUTION 
Consider theevolution of a distribution of charged particles of charge e, momentum 
p, and rest mass m per particle, under a given, but random, magnetic field B(t) which 
points in the z-direction and is a random function of time alone. 
Then iff(x, p, t )  is the number density of particles in the band of values x to x + 
dx, p to p + dp at time t ,  we have from Liouville’s equation that 
where the electric fields (associated with the time variation of B(t))  are ignored. One 
can, of course, object that neglect of the electric fields is not permitted in a physically 
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realizable problem and we agree with such objections. However, that in no way 
detracts from the fundamental mathematical problem which is succinctly portrayed 
by equation (1). Given equation (1) what is its statistically exact solution, and does 
the quasilinear Fokker-Planck approximation give agreement with the exact solution ? 
We shall answer this question. 
We first give the statistically exact solution. To proceed write 
f = f(k, p, t )  exp (ik x) d3k, S in equation (1) to obtain 
af af - + i[kiIul, + k,v ,  COS ( y  - e) l f  = -eB(t)(mc@ - 
at ae (3) 
where 5 = (1 + p2 /m2~z)1 /2 ,  vi = p,/(mc6), p2 = pL cos 8 ,  py = pL sin 8 ,  k, = 
k ,  cos y ,  k, = kl sin y ,  kll = k,, v I 1  = U,. 
Next cast ( 3 )  into dimensionless form. Let (B2)1/2 = E ,  and let the correlation time 
of B be T. Let B = cb, t = TT, so that both the r.m.s. value and correlation time of b 
are unity. Let K,,  = kll T, K ,  = k, T ,  L! = Tee/mc(l + p2/mc2)1‘2. Then equation 
(3) becomes 
For simplicity we consider the case K ,  - V ,  - 0 (long wavelength normal to B). 
(5 )  
Define the new function 
The2 g sztisfies 
g@, P, 7) = exp (q V,14f(K, P, 71. 
The general solution to equation (6) is 
g(r, 6)  = H ( 6  - Qb(tr) d ’) 
where H(6) = g (r = 0, 0)  is the initial value, which we wi!l take to be the samefcr all 
members of the ensemble. 
We wish to find an equation for (g). Suppose we write 
m 
H@) = z\ einehn, 
n=- CO 
where the 11, are given constants. Then 
(7) 
Now, if B has Gaussian statistics,* we have the identity (see e.g. KUBO (1963); 
ROSENBLOOM (1954); BOURRET (1965)). 
* The reader may wish to consider a situation where Gaussian statistics is not assumed. We show 
how to handle such a case in Appendix A. 
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where R(t') = (b(t)b(t + t')). Hence we have the statistically exact solution (for 
KL V ,  < 1) valid for all times t > 0, 
1 m (8)  = 2 hn exp n=-cc 
By inspection, (9)  satisfies the differential equation 
= a 2 " ~  a2(g)/ae2 
exactly, where D(7) = R(t') dt'. J: 
Clearly, for 7 > 1 (the correlation time), this is of the Fokker-Planck form, 
where D, = R(t') dt'. Obviously (f) satisfies 
[Om 
which is the exact euolutionary equationfor (f). For the special form of the two-point 
correlation function 
R(t') = exp [--It'/], 
equation (13) takes on the explicit form 
3. QUASI-LINEAR, FOKKER-PLANCK APPROXIMATION 
Having obtained the exact evoiutionary equation (13) for (f) in the limit that 
K,VL < i we now compare this with the usual Quasi-linear, Fokker-Planck (QFP) 
Approximation. Begin again with equation (1) with k ,  = 0, and in dimensionless 
form, 
where the dimensionless variables are as used above in Section 2. Letf= (f) + Sf, 
with (8f) = 0. The ensemble average of equation (15) is then 
and subtraction of equation (16) from equatioo (15) yields 
(17) 
a 
at ae 24- iK,iv,l  8f = -0- [ b ( 7 ) ( f )  f b Sf - ( b  Sf)]. 
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Note that equations (16) and (17) are exact. The next step in QFP is to neglect the 
second order terms b df - (b df), and to write the solution to equation (17) in the form 
( f ( ~ ’ ,  e ) )  exp {i(+ - T ) K ~ ~ V ~ ~ ~  
-k 8f(7,,, e )  + [terms of higher order in Q].  (18) 
Equation (18) is only a good approximation for 7 - T~ small enough that the zero- 
order trajectory (a straight line) is unperturbed in the time T - T ~ .  Alternatively one 
may show by iteration that the terms of next higher order in b are of order Q(T - T ~ )  
times those retained. Hence, we require 
Q(T - To)< 1. (19) 
The next step in QFP is to substitute the approximate expression (18) into equation 
(16). One obtains 
(20) 
One next assumes that Q is small enough that even though (19) is satisfied one can still 
choose T - T~ much greater than the coherence time of b ( . ~ ) ,  which is unity. Hence, 
we suppose 
Clearly, for (19) and (21) to  be consistent, we require L2 < 1. In this limit 
(b(7) d f ( ~ ~ ,  0)) = 0 and the limit T~ on the integral in equation (20) may be taken to 
--CO since the integral is independent of T ~ .  Finally, we note that if (f) is slowly 
varying with both t and 0 over the correlation time of b( t )  then we can approximate 
( f ( t ‘ ,  6)) exp [K,, Vl,(t  - t’)] by ( f ( 7 ,  e ) )  and equation (20) then takes on the 
standard form 
[ T  - To] > 1. (21) 
where D, is often termed a “Fokker-Planck” coefficient. 
Note that equation (22) is immediately seen to be equal to the exact equation (12) in 
the limit T > 1. The standard QFP analysis, which has been applied successfully in 
other situations passes this test as well. This special case, permitting comparison with 
an exact solution, provides support for the use of the QFP approach in situations 
where exact solutions are not available. 
We note one further, snrprising fact. The approximate equation (22) was derived 
assuming Q Q 1, but it is manifestly correct to all orders in Q since equation (12) is 
exact. The neglected terms bdf - (bdf) must cancel in this case for large times. It is 
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clearly of great importance to determine whether or not this cancellation occurs in 
other cases. 
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APPENDIX A 
Here we are interested in the evolution off knowing that at r = 0 the magnetic field takes on the 
value bo, and at any later timo the probability of finding a given strength magnetic field evolves ac- 
cording to a prescribed rule. 
To proceed write 
m 
f =  2 A M  exp (in@, ('4.1) 
n = - m  
in equation (3) to obtain 
('4.2) dA, -- - -Z[kii~p4~ -i BulkL(Ancl + A , 4  - ienBft)A,/(mcS). d t  
Now B(t )  is random with zero mean. Again let the r.m.s. value of B be E and let the correlation time 
of B be T. Then write TT = t: B(t) = sb(i)  so thzt the cme!Ztioz ? L I Z  d S ( 7 )  is ,zi*j, 2nd its i.ai.S. 
value is also unity. Then equation (A.2) becomes 
('4.3) _ -  dA,  -inQbA, - i[Ki(filA, + $ V ~ K I ( A , + ~  + A,-J,  d r  
where K!I = kliT, K I  = k l T ,  0 = Tes/(mcE). 
Let P be the probability of finding the set of values {A,,} and the value b at time T. Further let 
S ( b )  denote the probability operator field of finding the value b at time T on its own. Then from the 
general theory of stationary random processes (see e.g. UHLENBECK and ORNSTEIN (1930); 
CHANDRASEKHAR (1943)) we have 
subject to the initial conditions 
m 
P(T = 0) = 6(b - bo) HI 6 1 A  - y n l ,  (A.5) 
The immediate task before us is, evidently, to solve equation (A.4) for P and then to compute the 
n = - m  
where bo and the set {y,,} are arbitrary. 
ensemble average value o f f ,  say ( f )  where 
and 
We have so far been unable to solve equation (A.4) subject to the initial value conditions (A.5). 
However, in order to obtain an equation from which we can determine (f) a complete solution to 
equation (AA) is not necessary as we now demonstrate directly. 
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m 
Multipiy equation (A.4) by A ,  and then integrate dA, to obtain 
m = - m  
where 
m 
q, = A , P  dA,. 
nL=-co 
By inspection we see that in order to obtain (A , )  all we need to find is q. for then 
(A.lO) 
When the probability of iinding b on its own at time T is described by the ORNSTEM-UHLENBECK 
(1930) process (and we shall assume that it is for the remainder of this appendix) then 
(A.11) 
Equation (A.8) can then be solved exactly subject to the initial conditions 
qr(T = C) = J'r 6(b - bo) (A.12) 
as we shall now demonstrate. 
To proceed with the solution use equation (A.11) in equation (A.8) and then write 
b = Eexp (-T), g. =g,exp [ ~ ( l  - iqlV;1)], 
when equation (A.8) becomes 
(A.13) 
(A. 14) agr a2gr - = exp (2T) 87 - ir.QEgr exp ( -TI  - &iVlKL(grT:  -
subject to the initial condition 
g, (7 = 0) = yr 6(6 - bo). 
To effect a solution to equation (A.14) it is opportune to Foxrier transform in &space with 
gr(T, 6) =J-" Gr(T, fi) exp (ifit) d p ,  
(A.15) 
(A. 16) 
where G, satisfies the equation 
- -p2eZ7Gr - $ i V I K I ( G r L 1  + Gr-3 - rile-' aG,/ap, (A.17) aGr -- a,  
subject to the initial condition 
Now multiply equation (A.17) by exp (irlg) and sum over r to obtain 
G, (T = 0)  = yr exp (--fibo). (A. 18) 
(A.19) 
where 
m m 
s = G, exp cirg), s (7 = 0) = yT exp (-ifibo + irpl, (A.20) 
r = - m  r=-cc 
and 
G?(T, p) = ( 2 7 3  S(g, 7, p) exp (-irlg) d,6. 
S = Uexp (-3fi2 exp (2.) - i T V l K I  cos ,B), 
(A.21) 
(A.22) 
1:" 
Now write 
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when equation (A.19) gives 
where 
and 
(A.23) 
(A.24) 
(A.25) 
When KJ_ = 0 equation (A.23) is readily solved subject to the initial value (A.25) and then 
GrWL = 0) = j’r exp [-$p2exp (27) + 3@ + rR exp ( - T ) ) ~  
- (ra + i ba )b  + rR exp (-T)) + ra(ib, + &rR)]. (A.26) 
Use of equation (A.26) in equations (A.13), (A.16) and (A.10) then gives 
(Ar(KL = 0)) =yrexp {-iTKIIVll + ibarR[l - exp (-T)] 
- r2Q2t[T -k exp (-TI - )[I + exp (-2T)]]]}. (A.27) 
(f(~1 = 0)) = 2 ~ e x p  [inpp - ?>I. (A.28) 
And then we have 
m 
n = - a  
At T = 0 let the value of (f) bef,(p,pi,pi!, Kll). 
Then 
.Yr = ( 2 . ) - ’ ~ ~ S ~ ( p l ~ , p i , p ~ i .  KII) exp M p ’  - v)I dp’. (A.29) 
Use of equations (A.27) and (A.29) in equation (A.28) then gives the statistically exact solution (for 
KJ_ = 0) as 
27 
(f) = ( 2 ~ ) - ~ e x p  ( -TKII~!)  2 S, dp’f,(p’,p1jpli, Kil) 
r = - m  
x exp (ir[p‘ - a;] 4- ibon(l - e-l) - rzR2[T + e-r - )(1 + e-2r)]}. (A.30) 
Equation (A.30) is valid for all values of T 2 0. 
It is well known that 
00 3) 2 exp (ira! - rZy2) = +2y-l 2 exp [ - i y - z ( 2 m  - ct)21 (A.31) 
r = - w  ?L= -cc 
so that we can write equarion (A.30) in the form 
( f ( K 1  = 0)) = exp (-i+Kll vli)(2Q)-’{T[T + e+ - 2- .(1 + e-2r)])1/z 
x [2m + p - p’ - boR(l - exp (-T))]’[T + e-‘ - i(l + . ~ ~ ~ ) ] - l } .  (A 32) 
For T >> 1 equation (A.32) has the form of a diffusive behavior for (f) in the phase angle 7. 
We again point out that equation (A.32) is statistically exact (for K_L = 0) and describes the 
evolution in phase angle p of the average (f) for all time starting from a given, but arbitrary, initial 
average statef,. 
It is also clear by inspection of equation (A.32) that (f) satisfies the statistically exact differential 
eauation 
1 
For T > 1 this reduces to equation (14) indicating that even for evolving statistical distributions 
of fields the quasilinear Fokker-Planck approach gives the correct average equation in the long time 
limit. 
