The mechanical constitutive behavior of geomaterials is quite complex, involving pressure-sensitive yielding, differences in strength in triaxial extension vs. compression, the Bauschinger effect, dependence on porosity, and other factors. Capturing these behaviors necessitates the use of fairly complicated and expensive non-linear material models. For elastically isotropic materials, such models usually involve three-invariant plasticity formulations. Spectral decomposition has been used to increase the efficiency of numerical simulation for such models for the isotropically hardening case. We modify the spectral decomposition technique to models that include kinematic hardening. Finally, we perform some numerical simulations to demonstrate quadratic convergence.
Introduction
The mechanical behavior of rocks and concrete can involve one or several interacting micromechanical processes. In low-porosity rocks, typically the macroscopic behavior is elastic, followed by dilatancy and shear localization with loss of strength. The dilatant behavior is associated with the onset of microcrack growth [1, 2] . Porous rocks exhibit more varied behavior. At low mean stresses, they often exhibit compaction, followed by significant pre-failure dilation before shear failure. The dilation can be a result of microcrack growth as above, but also grain rotation and sliding. At higher mean stresses, the material undergoes inelastic compaction resulting from pore collapse, accompanied by strain hardening. On continued loading, the material may still fail in shear.
To capture these behaviors, we will need fairly advanced constitutive models. Such models can be computationally expensive to numerically integrate. Since yield surfaces and evolution equations are not simple, the evaluations of these functions can be computationally intensive. The ability to minimize the number of function evaluations can save significant run-time costs.
Many of these materials, though certainly not all, are elastically isotropic or approximately so. This restriction can be useful in reducing computation time. For models that also have an isotropic yield function and are isotropically hardening, spectral decomposition can reduce the number of function evaluations and the number of equations to be solved. Tamagnini et al. [3] and Borja et al. [4] have recently used this approach for three-invariant models for geomaterials. The algorithm is not new, however. Simo [5] [6] [7] used spectral directions to enable a return-mapping algorithm for finite deformation plasticity.
The spectral decomposition involves the determination of the eigenvalues and eigenvectors of the stress tensor, which we will refer to as the principal values and principal directions of the tensor. Hence, the stress tensor can be written as
where r A are the eigenvalues of the stress tensor, and n (A) are the corresponding eigenvectors. For isotropic hardening and elasticity, the elastic strain, plastic strain rate, and stress tensors are coaxial, i.e. they share the same principal directions. Hence the spectral decomposition of the elastic strain tensor can be taken as an alternative to the spectral decomposition of the stress tensor.
This decomposition can be put to use in two ways. First, for isotropically hardening models, the trial stress r tr nþ1 and converged stress r n+1 at time t n+1 have the same principal directions. If we decompose the trial stress, we automatically know the principal directions of the converged stress. Then there are only three unknowns, the principal values, needed to determine the full stress state. This number is half the six unknowns needed to determine the stress tensor using traditional algorithms. Since typically we are dealing with relatively complicated constitutive models with non-linear hardening, these can be solved for using a Newton-Raphson iteration. By reducing the number of equations by three, this algorithm is made more efficient.
Second, the spectral directions can be used to generate the consistent tangent with great efficiency. This formulation relies on the coaxiality of the stress and plastic strain increment, however, a property that is lost when we introduce kinematic hardening. This paper presents an algorithm for the implicit numerical integration of models that have kinematic hardening or combined isotropic and kinematic hardening using the spectral decomposition of the relative stress (difference between the stress and a back stress; cf. Eq. (29)). Traditionally, these models have been integrated implicitly without spectral decomposition [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , a potentially more computationally costly alternative to the algorithm presented in this paper.
Notation
The summation convention, or EinsteinÕs notation, will be used throughout the paper where not explicitly stated otherwise by the note (no sum). For example, r ii = r 11 + r 22 + r 33 . In the previous section, Eq. (1) could be written without the summation symbol and still have the same meaning. Eq. (2) does not have an implied sum only because it is explicitly indicated. Vector and tensor quantities will be written in symbolic form using boldface. Scalar quantities will not be boldface. Vector and tensor products are defined as follows: (1) The symbol ÔAEÕ implies the contraction over the inner index of two vectors or tensors. For example, for vectors a and b, a AE b = a i b i , and for tensors a and b, (a AE b) ij = a ik b kj . (2) Similarly, the symbol Ô:Õ represents the contraction of the innermost two indices of two tensor quantities. For example, a : b = a ij b ij or (C : ) ij = C ijkl kl . (3) The symbol ÔÕ denotes an outer or tensor product, with no contraction on any of the indices, such that (a b) ij = a i b j and (a b) ijkl = a ij b kl .
Infinitesimal elastoplasticity
The geomaterial model is formulated within the framework of infinitesimal elastoplasticity and hence is only valid when the displacements and rotations are small. Under these conditions, the strain can be approximated by the infinitesimal strain tensor
where u is the displacement vector, (•) t is the transpose operator, and (•) s denotes the symmetric part of the tensor. We also assume an additive decomposition of the strain tensor into elastic and plastic parts
Assuming that a Helmholtz free energy density function w( e , f) for isothermal conditions depends on the elastic strain e and the vector of strain-like internal state variables f (which will evolve with plastic flow), and following the standard thermodynamic arguments of Coleman and Noll [18, 19] , the ClausiusDuhem inequality (dissipation density D) then reads
where the stress r and vector of stress-like internal state variables q are determined by
where q is the mass density. The variables r and e , and q and f, are thermodynamically conjugate. Assuming linear elasticity and linear dependence of q on f, the isothermal free energy function is written in quadratic form as
and the resulting constitutive equations in rate form are
where c e is a constant fourth-order elasticity tensor and M a constant hardening tensor. Based on the assumptions of the mathematical theory of plasticity, the behavior is elastic at a given stress state if a given convex yield function, f(r, q), is less than zero. Plastic flow can only occur when f = 0, and values of r and q that result in f > 0 are inadmissible. For a given set of internal state variables, we refer to {r : f(r, q) = 0} as the yield surface.
We assume also the existence of a plastic potential function g that dictates the direction of plastic flow via the equation
where _ c is the consistency parameter. If g = f, the model is associative in its plasticity. We assume also that the evolution of the internal state variables is related to _ c via a set of hardening functions
Using Eq. (10) and the consistency condition
we can solve for the consistency parameter
We substitute (12) into (9) and (8) 1 to solve for the continuum tangent modulus as
Stress invariants
Since the model is isotropic in its elasticity, the yield function can be expressed in terms of invariants. Using invariants guarantees that the material will behave in the same manner regardless of loading direction. For a 3-by-3 symmetric matrix, there are three independent invariants. The ones we will use are:
where tr(r) = r ii . Notice that I 1 is simply three times the mean stress. J 2 can be thought of as a generalized measure of the shear stress acting on all planes, and J 3 reflects the behavioral feature in triaxial extension and triaxial compression. This last point will be discussed in more detail in Section 4.2.
Geomaterial model
Moduli, yield and plastic potential functions, and hardening functions are defined in this section to specify a geomaterial constitutive model. Limited physical motivation is presented since this paper focuses on implicit numerical integration of the model. The reader is referred to [2, 20] for further motivation of the model.
Constitutive equations
We assume the elastic response is isotropic, such that c e has the form
where 1 is the second order identity tensor, (1) ij = d ij , I is the fourth-order symmetric identity tensor, For the internal state variables we define
where a is the back stress associated with deviatoric plasticity and cyclic loading, j the isotropic stress-like internal state variable associated with compaction hardening, and c a and c j are hardening parameters for a and j, respectively.
Yield function
The yield surface for the model has several components to capture the various behaviors described in the introduction. At its core is an exponential shear failure function
where A, B, C, and h are all non-negative material parameters that are fit to the failure data, more exactly to experimental peak stress for various confining pressures. This function captures the pressure-dependence of the shear strength of these materials. The shear strength increases with more compressive mean stresses ( Fig. 1) , without the linear dependence associated with a simpler Mohr-Coulomb or Drucker-Prager approximation. These latter two models tend to overpredict shear strength at high pressures. The parameter h is the asymptotic slope of this surface, recognizing that the pressure may still have some effect, though lesser, at highly compressive mean stresses. The initial yield surface is offset from the failure surface by a material parameter N, hence the first approximation of the yield function can be written as
These two functions are negative, zero, and positive in the same regions. For implementation purposes, the second form will be easier and more efficient. The next step is to multiply the second term in Eq. (21) by an elliptical cap function to account for yielding in compression.
where and H(x) is the Heaviside function. The effect of this function is that at some value of the mean stress, j, the yield surface f 2 begins to deviate from the shear yield surface, and as the mean stress decreases (becomes more compressive/negative) the shear strength decreases, until a point X is reached, where there is no shear strength (Fig. 2) . Hence, a smooth cap is created for the yield surface (Fig. 3) . X is calculated such that the distance between j and X is proportional to F f (j), with the constant of proportionality being the material parameter R. j is an internal state variable and will be allowed to harden. X is also an internal state variable, but is completely dependent on j, which is the variable we will track. Geomaterials also have a noticeably weaker strength in triaxial extension compared to triaxial compression. That is, at a given mean stress, the material will fail sooner if the principal stress that is farthest from the mean stress is so in a tensile direction rather than a compressive direction. To capture this effect, we use the Lode angle
1.0 We can now introduce the third-invariant modifying function C to account for this difference.
where w is the ratio of triaxial extension strength to compression strength, a material constant. Now
This creates a smooth Mohr-Coulomb approximation in the p-plane (Fig. 4) . The final modification to the yield surface is the introduction of the back stress tensor a to capture the Bauschinger effect for cyclic loading. We use a deviatoric, translational back stress. From this we can define the relative stress
All the invariants will now be calculated from the relative stress, and we arrive at the final form of our yield function
where the superscript n indicates that all quantities are computed from the relative stress tensor, rather than the absolute stress tensor. The back stress tensor will be deviatoric, hence quantities such as I 1 , F c , and F f will remain unchanged. Similarly, we introduce a plastic potential function g of the same form, but perhaps with distinct material parameters, as
where and
where if L = B, / = h, and Q = R, plastic flow is associative. Non-associative plastic flow has been observed for low-porosity rocks [21] . The frictional strength parameters B, h, and R typically overestimate the observed volumetric plastic deformation, warranting a non-associative model with L, /, and Q determined from experimental measurements of volumetric plastic deformation.
Hardening functions
The cap hardening parameter j and deviatoric back stress a evolve with plastic deformation. As one might expect, the evolution of j is related to mean stress, and more directly to the plastic volumetric strain, p v , while the evolution of the back stress is related to the deviatoric plastic strain, e p . The evolution of the back stress takes the form [2, 20] 
where c a is a material parameter that controls the rate of hardening, and is the same as that found in Eq. (18) . G a is a function which limits the growth of the back stress tensor as it approaches the failure surface. It takes the form
As the yield surface meets the failure surface in stress space, G a (a) = 0, and further deviatoric loading leads to perfect plasticity.
To determine how the cap parameter evolves in Eq. (10), the following form for the plastic volumetric strain is used [2] :
if _ X < 0 (i.e., cap hardening). X is not allowed to increase, as this would result in softening of the cap, which appears to be unphysical behavior for these materials [22, 23] . _ j has the same sign as _ X , and hence the same restriction applies. For the case where j is decreasing (cap hardening), we can calculate the change by noting
and
Equating Eqs. (38) and (39), the evolution equation for j that results is
The evolution of the strain-like internal state variables can easily be back-figured from the equations above. We define the hardening functions h for these variables as
where K = k + 2l/3 is the bulk modulus, and c j = K in Eq. (18) . We could have chosen any quantity with units of stress for c j , but the bulk modulus seems natural given jÕs relationship to volumetric strain. The above equations describe the model used in this paper. However, it should be noted that a localized deformation model is being formulated that would handle post-localization response. Furthermore, the model has been extended to include the effects of non-linear elasticity, rate dependence, and transverse isotropy [20] .
Return mapping algorithm for implicit integration
We consider a strain-driven problem. Given a strain increment D and the values of the stress and internal state variables at time t n , the goal is to solve for the values of these variables at time t n+1 , using the evolution equations in (8) , (9) and (41). However, simultaneous integration of these evolution equations is complicated. The typical solution to this problem is to use an approximate numerical technique. Because of its simplicity and unconditional stability, we integrate our equations using an implicit Euler scheme. While this scheme has the above mentioned advantages, we should note that it has two drawbacks: it is only first-order accurate in the time increment, and it is an implicit scheme. Using the implicit Euler approximation, the discrete versions of (8), (9) , and (41) become
where Dr = r n+1 À r n , etc. Hence the solution of r n+1 , a n+1 , and j n+1 are trivial from the above equations. Eq. (43) is often conveniently rewritten as
where r tr nþ1 is the trial predictor stress based on the assumption that the increment is elastic r
It is convenient to rewrite this equation further as
where r corr is the plastic corrector for the stress increment.
In the plastic regime, the solution of these equations involves the introduction of an additional variable, the incremental consistency parameter Dc. Hence we need an additional equation to solve the system of equations, and that is the yield function evaluated at time t n+1
To solve this system of equations, functions are evaluated at time t n+1 . This system is typically solved by a Newton-Raphson type iteration. 
where subscript n + 1 is left off to simplify notation. Here a 33 = À(a 11 + a 22 ) can be eliminated since the back stress is deviatoric. Even condensing out a 33 , we are left with 13 equations and 13 unknowns. The linear system has to be solved several times as we iterate to find the solution. We could save time in this algorithm if we could reduce the number of unknowns. Not only would this reduce the size of the matrix to be inverted, but it would also reduce the number of function evaluations, which is expensive given the complexity of the yield function and evolution equations. Tamagnini et al. [3] and Borja et al. [4] have used spectral decomposition to do this in the case of the isotropic hardening models. However, these algorithms rely on the fact that the trial stress r tr nþ1 has the same spectral directions as og/or (and from this the converged stress also has the same spectral directions). This is not in general true for kinematically hardening models. In fact, recall that for the relative stress n = r À a, we can see that
Since the plastic potential function g depends only on the invariants of the relative stress, it is easy to show that n and og/on have the same spectral directions. Clearly, the spectral directions of the stress and relative stress may be different. The approach of spectrally decomposing the relative stress, however, has promise. From Eq. (48), r corr also will have the same spectral directions as the relative stress since multiplication by an isotropic tensor c e preserves spectral directions. From Eq. (44), since 1 is hydrostatic and can have any spectral decomposition, Da also will have the same spectral directions as the relative stress. Finally, the trial relative stress can be written as
such that it shares the same spectral directions as the converged relative stress n n+1 , plastic corrector stress r corr , and back stress increment Da. The trial relative stress n tr nþ1 is the critical quantity because it is known a priori.
We calculate the trial relative stress and spectrally decompose it using a Jacobi iteration. While this method is slow for larger matrices, speed of convergence was good for these 3-by-3 matrices. The algorithm is described in [24] among many other places. We have chosen to express the yield condition in terms of the principal relative stresses, so we use the trial relative stresses to check yielding.
If there is yielding, we would like to put the spectral decomposition to good use. As we have noted, however, the tensor unknowns for which we need to solve, the stress and back stress, do not share the same spectral decomposition. To avoid this difficulty, we modify the unknowns that we iterate. We can easily update the stress and back stress if we have r corr and Da. Since we already have the spectral directions for those tensors, we only need to solve for the principal values.
Hence the vector of unknowns becomes
Again, Da III is eliminated since the back stress is deviatoric. Using a change of coordinates to the principal directions, the residual vector then becomes
where subscript n + 1 is left off, and the tensor a e is the elasticity tensor projected to principal relative stress space,
Since the yield and hardening functions are expressed in terms of stress invariants, the easiest way to calculate the derivatives is
The smaller system can now be solved using a Newton-Raphson iteration
where in practice the inverse is not explicitly computed, and the equations are solved using an LU decomposition; k + 1 refers to the current iteration. Since the updates to the stress and back stress may not have the same spectral decomposition as the stress and back stress themselves, we update as follows:
a ¼ a n þ X 2
B¼1
Da B ðm ðBÞ À m ðIIIÞ Þ; ð61Þ
where the subscript n + 1 is left off to simplify notation. Here the index B runs only from 1 to 2, since only two independent principal values of the evolution of the back stress are calculated. This algorithm is summarized in Box 1.
Box 1. Summary of stress-point algorithm
Remark 1. The tolerances have to be treated carefully. Because the units of the yield function, and hence the last element of the residual vector, are those of stress squared, the value of that component may differ by several orders of magnitude from the other components. Hence, convergence of the last component can mask lack of convergence by other components, or lack of convergence of the last component may be masked by convergence of the other components. Hence, we check that each component of the residual is converging. Noting that the initial value of the first six components of the residual vector is zero, we must also ensure that the maximum values of the residual components are compared to as we iterate.
Remark 2. Note that if, in addition to the yield function, the hardening functions depend only on the relative stress, the number of variables in the local Newton-Raphson iteration can be further reduced. If we examine
Step 1. Compute r
Step 3. Check yielding: is f > 0? If no, set r nþ1 ¼ r tr nþ1 and exit.
Step 4. If yes, set X 0 = 0 and iterate:
À m ðIIIÞ Þ j n+1 = j n + Dj c n+1 = c n + Dc and exit.
then we can form a residual based on the equation
The corrections to the stress and back stress can then be calculated once the Newton-Raphson iteration has converged. Unfortunately, this strategy cannot be employed for the current model because one of the factors of h a is the function G a (a) defined in Eq. (36) whose evaluation requires the updated value of the back stress. Fortunately, however, this equation only affects the evolution of a in a scalar fashion, and hence does not affect the spectral directions of the back stress increment.
Remark 3.
There is an additional strategy that can be employed to reduce the number of equations. Notice that the last diagonal term of the matrix DR/DX, the term of/oDc, is 0. This can be used to statically condense out the last variable as described in Simo and Hughes [6] and Tamagnini et al. [3] .
Remark 4. The algorithm summarized in Box 1 is applicable to isotropic-kinematic hardening models for which elasticity is isotropic and for which the spectral directions of the back stress rate _ a in Eq. (35) are the same as those of the relative stress n. The algorithm is not applicable to integrating models that do not share these features.
Consistent tangent
The consistent tangent modulus, also referred to as the algorithmic tangent modulus [6] , is an essential part of the finite element formulation for the implicit model. For isotropic hardening, Tamagnini et al. [3] and Borja et al. [4] have used spectral directions to form the consistent tangent in a highly efficient, closedform fashion. However, this formulation relies on the fact that, for isotropic hardening, the stress and plastic strain increment have the same spectral directions. This coaxiality is lost in the kinematically hardening case.
We form the consistent tangent in a traditional manner. For an implicit Euler scheme, we start with the following system of equations:
Differentiating the equations with respect to n+1 and arranging the results, we can obtain the matrix equations 
The n + 1 subscripts have been omitted for simplicity. Clearly, then, the consistent tangent c n+1 = (or/o) n+1 is the upper left 6-by-6 submatrix of A À1 .
As with the integration point algorithm, notice that the system can be statically condensed by taking advantage of the fact that the last diagonal entry is zero. Partitioning the last row and column off the matrix A, the equations can be condensed in the same way as those for the local iteration. After some manipulation, the equations become 
This can be rewritten as or=o oq=o
which is very similar to the formulation found in [6, 25] . Finally, it should be noted that the quantities that populate the matrix A can be easily obtained from quantities that have already been calculated. 
Numerical examples
All the examples are run with the associative version of the model. Time step sizes are chosen as large as possible in order to demonstrate reasonably smooth stress-strain curves.
The first example is a one element test with fully constrained degrees of freedom designed to test the local return-mapping algorithm. The example consists of two loadings: uniaxial strain in compression (prescribed displacements in the axial direction and zero displacement in the other directions), followed by constrained shearing. A simple compression simulation would not have adequately tested the ability of the implementation to operate when the spectral directions are changing.
The material properties were fit to Salem limestone data [20] and are shown in Box 2. The stress-strain response is shown in Fig. 5 . During the first loading increment, the axial response begins as elastic and then becomes plastic, while the shear stress and strain remain zero. During the second phase, the shear response is plastic, and the axial stress drops. The stress paths for the compression and vs. I 1 plane, we expect the stress path to appear to deviate from the yield surface, whereas in fact the stress path moves out of plane because the principal directions of n are changing. We plot the stress path in the ffiffiffiffi ffi J 2 p vs. I 1 plane in order to show translation of the yield surface due to evolving a. Plotting the stress path in the ffiffiffiffi ffi J n 2 q vs. I 1 plane, however, we expect the stress path to remain on the yield surface, assuming w = 1 (i.e., no dependence on J material as it is deformed to larger strains. The results underscore the need to add a localization capability to this implementation of the model. We check the convergence of the algorithm both at the first plastic step and the first step of the shear part of the test, where the spectral directions change. The resulting norm of the residual vector for both cases is plotted in Fig. 8 and also shown in Table 1 . Quadratic convergence is observed. In this problem, quadratic convergence can be observed in each component of the residual vector. As discussed earlier, because of the nature of the residual vector, convergence of each component is checked. In some other problems not shown here, one larger component may hamper the quadratic convergence of other components, but overall quadratic convergence is still observed in all the examples we have run. For the second example, we verify that the consistent tangent is calculated correctly such that quadratic convergence is exhibited. To do this, we run the same problem we did to verify the stress point algorithm in the first example, but allow free movement in the orthogonal direction that does not have prescribed axial or shear displacements. Essentially, this is a plane stress version of the uniaxial strain and constrained shear problem run for the first example. This problem is run in a fully three-dimensional setting to give the prob- The letters indicate points on the stress path that correspond with points on the stress-strain curve in Fig. 9 . The stress path appears to deviate from the yield surface, but it is actually moving out of plane from the ffiffiffiffiffi J 2 p vs. I 1 plane as the principal directions of n change. The dashed curve shows the initial yield surface and the solid curve the translated yield surface, which at this stage is the same as the failure surface. The letters indicate points on the stress path that correspond with points on the stress-strain curve in Fig. 9 . The final yield surface is shown. As opposed to Fig. 10 , in this figure the stress path remains on the yield surface because J n 2 and I 1 are the invariants in the yield function. The relative stress n is embedded in J n 2 , and so even as its principal directions change, J n 2 is invariant to these changes. The kink at point B along the stress path is due to the backstress a increasing at a faster rate than the deviatoric stress s during the first plastic time step, hence resulting in an apparent softer response at point B.
lem unconstrained degrees of freedom, as are all numerical examples in this paper. The stress-strain response is shown in Fig. 9 . The stress paths for compression and shear phases are shown in Figs. 10 and 11 on the ffiffiffiffi ffi J 2 p vs. I 1 and ffiffiffiffi ffi J n 2 q vs. I 1 planes, respectively. Again, the test has two parts, compression and shear, and we verify that the global residual vector converges quadratically (cf. Fig. 12 and Table 2 ). The third example is a comparison between the implicit implementation and an existing explicit (forward Euler) implementation of the same model [2, 20] . The problem is a plane strain, one-element, loading/ unloading problem to 2.5% compressive strain. A 20 MPa confining pressure is applied. The explicit algorithm was run in 5000 steps to achieve stability, while the implicit needed only 80 steps to achieve a smooth stress-strain curve. As Fig. 13 shows, the results are comparable. The material properties are the same as for the first example.
Next, we continue cycling this loading, from 0% to À2.5%, to verify that the model exhibits a Bauschinger effect. The material data for this model suggests a Baushinger effect for this Limestone, which is observed in Fig. 14 Finally, to capture the difference in triaxial extension strength vs. triaxial compression strength, new material properties are required. The material properties used in the previous three examples were set for w = 1, indicating no difference in strength between triaxial extension and compression. New material properties, also fit for a limestone are given in Box 3. 
For the triaxial extension test, r is positive, while it is negative for the triaxial compression test. The results in Fig. 17 show that the material yields sooner and undergoes more plastic deformation in the triaxial extension case. Figs. 18 and 19 show how the stress paths in the p-plane meet and translate the yield surfaces for triaxial extension and compression loadings. 
Conclusions
We have reviewed a model for porous geomaterials such as limestones, sandstones, and concrete, that includes both isotropic and kinematic hardening. We have presented an algorithm for the implicit integration of models that have kinematic hardening or combined isotropic and kinematic hardening using the spectral decomposition of the relative stress. The local return mapping algorithm is an extension of algorithms used for isotropically hardening models as shown in [5, 4, 3] . The spectral decomposition technique reduces the number of function evaluations, which can be quite costly for even moderately advanced constitutive models, as well as reduces the size of the system of equations to be solved.
The consistent tangent has been implemented in a standard way [7, 25] , noting that the quantities needed to form the generalized compliance can be computed from the spectral values without any additional function evaluations. However, the efficient methods used to compute the consistent tangent in the isotropically hardening case [26, 4, 3] cannot be used for the kinematically hardening case since the stress and strain are not coaxial. Numerical examples show that both the local and global iterations exhibit quadratic convergence. Also, these examples show how the model can be used to capture some of the behaviors common to geomaterials, including strain hardening, the Bauschinger effect, and differences in triaxial extension vs. compression strength.
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