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Abstract
Natsume-Olsen noncommutative spheres are C∗-algebras which generalize C(Sk)
when k is odd. These algebras admit natural actions by finite cyclic groups, and if one
of these actions is fixed, any equivariant homomorphism between two Natsume-Olsen
spheres of the same dimension induces a nontrivial map on odd K-theory. This result is
an extended, noncommutative Borsuk-Ulam theorem in odd dimension, and just as in
the topological case, this theorem has many (almost) equivalent formulations in terms
of θ-deformed spheres of arbitrary dimension. In addition, we present theorems on
graded Banach algebras, motivated by algebraic Borsuk-Ulam results of A. Taghavi.
1 Introduction
The Borsuk-Ulam theorem in algebraic topology states that every continuous map f : Sn →
Rn must admit some point x on the sphere Sn such that f(x) = f(−x). The standard proof
(see [9]) does not use this form of the theorem, but rather uses a reformulation in terms of
maps between two spheres. First, decompose f into even and odd components.
f(x) =
f(x) + f(−x)
2
+
f(x)− f(−x)
2
:= e(x) + o(x)
(1.1)
If f(x) is never equal to f(−x), then the map g(x) = o(x)|o(x)| is defined, odd, and maps Sn
to Sn−1. The restriction of g(x) to the equator Sn−1 is then odd and homotopically trivial.
All of the arguments above are reversible, so the theorem has four equivalent forms.
Theorem 1.2. [Borsuk-Ulam] Each of the following conditions holds for n ≥ 2.
1. If f : Sn → Rn is continuous, then there is some x ∈ Sn with f(x) = f(−x).
2. If o : Sn → Rn is continuous and odd, then there is some x ∈ Sn with o(x) = 0.
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3. There is no odd, continuous map g : Sn → Sn−1.
4. If h : Sn−1 → Sn−1 is odd and continuous, then h is homotopically nontrivial.
Recall that the degree of a continuous map f : Sk → Sk is defined in terms of the
top homology Hk(S
k,Z). Since Hk(S
k,Z) ∼= Z, the induced map f∗ on top homology is
a homomorphism from Z to Z, which corresponds to multiplication by a unique integer,
called the degree. The degree may be equivalently defined in terms of cohomology, and a
homotopically trivial map will have degree zero. The standard proof of the Borsuk-Ulam
theorem, which proves version 4, uses the following stronger condition.
Any odd, continuous self-map of a sphere Sk must have odd degree. (1.3)
In the extremely interesting paper [24], A. Taghavi motivates the Borsuk-Ulam theorem
in terms of graded algebras over finite abelian groups and presents a proof (and generaliza-
tion) for the S2 case in this context. Perhaps the most distinguishing part of his proof is
that it deals explicitly with formulation 2 of the theorem, and not formulation 4, making
particular use of the identification R2 ∼= C. The role of graded algebras is quite simple: the
even/odd decomposition (1.1) is an example of a grading on C(S2) = C(S2,C) by the group
Z2.
Definition 1.4. If A is a Banach algebra and G is a finite group, then A is G-graded if
it admits a decomposition A =
⊕
g∈G
Ag into closed subspaces which satisfy Ag · Ah ⊂ Agh
for all g, h ∈ G. The elements of Ag are called homogeneous, and when g 6= e, nontrivial
homogeneous.
For convenience, we assume every algebra has scalar field C and has unit denoted by 1.
When G = Zn, there is a clear group action by Zn on A associated to the grading, where ω
is a primitive nth root of unity.
T : a = (a0, . . . , an−1) ∈ A 7→ (a0, ωa1, . . . , ωn−1an−1) (1.5)
In other words, Ai is prescribed as the eigenspace of T for eigenvalue ω
i, and as a result of the
graded structure, such a map is not only linear, but also a continuous algebra isomorphism
with T n = I. The map T then generalizes the action on C(S1) sending f(·) to f(ω·), and
the action of Zn on A is described by k · a = T k(a). Finally, the projections πj : A → Aj
take a form generalizing (1.1).
aj = πj(a) =
a+ ω−j · Ta+ ω−2j · T 2a+ . . .+ ω−(n−1)j · T n−1a
n
(1.6)
Of course, one may start with an action of Zn and recover a grading by this formula.
More generally, if G is a compact, abelian, Hausdorff group which acts strongly contin-
uously on a Banach algebra A by α : G → Aut(A), then for any τ in the Pontryagin dual
Ĝ = {f : G → S1 : f is a continuous homomorphism}, there is a corresponding homoge-
neous subspace Aτ defined as follows.
Aτ = {a ∈ A : for all g ∈ G,αg(a) = τ(g)a} (1.7)
If µ denotes the unique Haar measure on G with µ(G) = 1, then there is a homogeneous
component projection defined by πτ : A→ Aτ defined by an integral formula.
πτ (a) =
∫
G
τ(g−1)αg(a) dµ ∈ Aτ (1.8)
2
The integral above exists because its integrand is a continuous Banach-space valued
function (and also bounded becauseG is compact), and µ is a finite Borel measure. When the
group in question is Zn, we have that Ẑn is isomorphic to Zn, generated by a homomorphism
which sends 1 to a primitive nth root of unity, so the previous formula generalizes (1.6).
The map a 7→ (πτ (a))τ∈Ĝ is injective, but we should not expect a nice formula such as
a =
∫
Ĝ
πτ (a) (integrating over a suitable Haar measure) to cleanly generalize a graded
decomposition a = π0(a) + π1(a) + . . . + πn−1(a) for a Zn action, as such an overreaching
statement would imply that every continuous function on the circle has a convergent Fourier
series. In particular, Ŝ1 = Z consists of the homomorphisms z 7→ zn, n ∈ Z, and the natural
action of S1 on C(S1) by rotation produces the usual Fourier transform from (1.8) in the
sense that πn(f) is the function mapping z ∈ S1 to f̂(n)zn. As such, the reconstruction of
elements of A from homogeneous components is a process enveloping all of the subtlety of
Fourier series in the classical cases, and it is no surprise that dual groups provide a natural
setting for a generalized Fourier transform. For more information on the role of group
actions (in particular, free actions) on C∗-algebras, see [18] and [19].
Back in the world of finite groups, Taghavi’s proof in [24] of the Borsuk-Ulam theorem
for S2 uses Z2 graded structure from the antipodal map and his Main Theorem 1 to conclude
that an odd function f : S2 → C \ {0} would have no logarithm, contradicting the fact that
the exponential map qualifies C as the universal cover of C \ {0}. In section 2, we prove a
few new results in the same spirit as Taghavi’s, focusing on roots instead of logarithms, and
relaxing some conditions on the Banach algebra A and its idempotents.
Next, in section 3, we introduce the obvious Z2 action on Natsume-Olsen odd spheres
C(S2n−1ρ ), which are C
∗-algebras defined by T. Natsume and C. L. Olsen in [16], general-
izing the work of K. Matsumoto ([14]) in dimension three. These spheres are also called
θ-deformed (odd) spheres, as they may be reached through M. Rieffel’s quantization pro-
cedure in [21] from an Rn action which factors through the torus Tn. The main goal is to
prove a noncommutative Borsuk-Ulam theorem for these spheres, as M. Yamashita did for
the q-deformed spheres in [26]. We consider different versions of the Borsuk-Ulak theorem as
potential candidates for generalization, but some simple counterexamples show that viewing
odd functions Sk → Rk in terms of odd elements of the algebra C(Sk) without noncommu-
tation relations is a fruitless endeavor. However, statement 4 and (1.3) do generalize nicely
to the noncommutative setting using K-theory (which aligns well with the q-deformed case
in [26]). This is proved in section 4 as Corollary 4.2, repeated here.
Corollary 1.9. Suppose Φ : C(S2n−1ρ ) → C(S2n−1ω ) is a unital ∗-homomorphism between
two Natsume-Olsen spheres of the same dimension. If Φ is equivariant for the antipodal
action, then Φ induces a nontrivial map on K1 ∼= Z. More precisely, Φ∗ : Z → Z is
multiplication by an odd integer.
The Natsume-Olsen spheres are formed from the commutative sphere C(S2n−1) by θ-
deformation, so their K-groups have isomorphisms described in [22] to Kj(C(S
2n−1)). Nat-
sume and Olsen chose to specify K1 ∼= Z more concretely in terms of a noncommutative
Toeplitz algebra, and we adopt this identification: an invertible matrix M over C(S2n−1ρ )
is indentified with the negative index of its Toeplitz operator. Next, the θ-deformed even
spheres C(S2mρ ) may be be found in [4], and they are described via generators and relations
in [17] (among other places) with some results on projective modules. These spheres also
admit a natural antipodal action, giving us a corollary (Corollary 4.6) of the above result.
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Corollary 1.10. There is no unital ∗-homomorphism Ψ : C(Sk−1ρ ) → C(Skω) which is
equivariant for the antipodal action.
More generally, there is no equivariant map from C(Snρ ) to C(S
m
ω ) when n < m. This
is analagous to a result of M. Yamashita in [26] on q-deformed spheres; in the following
theorem, the Z2 action is a generalized antipodal map.
Theorem 1.11 (Yamashita). For any 0 < q ≤ 1 and any integers n < m, there is no
Z2-equivariant unital ∗-homomorphism from C(Snq ) to C(Smq ).
The processes of q-deformation and θ-deformation produce distinct families of spheres,
and the techniques of proof for our Borsuk-Ulam theorems are different, relying on results
about fixed point subalgebras at the end of this section. Now, any even θ-deformed sphere
C(S2nρ ) may also be realized as the unreduced suspension ΣC(S
2n−1
ρ ) = {f : [−1, 1] →
C(S2n−1ρ ) : f is continuous and f(−1), f(1) ∈ C}, which places Corollary 1.10 in the context
of a conjecture from [6].
Conjecture 1.12 (Dabrowski). If A is a unital C∗-algebra with a free Z2 action, then there
is no equivariant [unital] ∗-homomorphism from A to ΣA. [ΣA admits a Z2 action from
composing the pointwise action of Z2 on A with t 7→ −t on the domain [−1, 1].]
This conjecture is tangential to other work on generalizing sphere theorems; see [1]
for conjectures and examples on noncommutative joins by P. Baum, L. Dabrowski, and P.
Hajac. Now, a different extension of the previous corollaries can be reached within C(S2n−1ρ );
these odd spheres admit rotation maps which generalize (z1, . . . zn) 7→ (α1z1, . . . , αnzn) on
S2n−1 ⊂ Cn for any αi ∈ S1, not just for αi = −1. If R denotes the generalization of this
rotation to the Natsume-Olsen spheres when each αi is a primitive root of unity of the same
order k ≥ 2, then we have the following result from Corollary 4.12.
Corollary 1.13. Suppose Φ : C(S2n−1ρ )→ C(S2n−1ω ) is a unital ∗-homomorphism which is
equivariant for R (of order k ≥ 2). Then Φ∗ is nontrivial on K1 ∼= Z, given by multiplication
by an integer in kZ+ 1.
While the above results all concern homomorphisms on spheres, they are proved using a
theorem on fixed point subalgebras. The most general form used is as follows, from Theorem
4.11.
Theorem 1.14. Let R (as above) have order k ≥ 2, and suppose U ∈ Ud(C) is a unitary
matrix with order dividing k. If M is an invertible matrix over C(S2n−1ρ ) with UR(M)U
∗ =
M , then the equivalence class of M in K1(C(S
2n−1
ρ ))
∼= Z is an element of kZ.
The relevance of this theorem to Borsuk-Ulam type results comes from the fact that
K1(C(S
2n−1
ρ ))
∼= Z may be written with a generator that is nontrivial homogeneous for
numerous rotation-and-conjugation actions.
2 Graded Banach and C∗-algebras
Below is Main Theorem 1 of Taghavi in [24], in which k is a positive integer and G is a finite
abelian group. It is proved by reducing to the Zn case by quotient groups.
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Theorem 2.1. ([24], Main Theorem 1) Let A be a G-graded Banach algebra [G is finite and
abelian] with no nontrivial idempotents. Let a ∈ A be a nontrivial homogeneous element.
Then 0 belongs to the convex hull of the spectrum σ(ak). Further, if A is commutative and
a is invertible, then ak and 1 do not lie in the same connected component of the space of
invertible elements G(A).
Note in particular that there are no restrictions on k ∈ Z+; for example, ak might be
a trivial homogeneous element. If A is equal to C(X) for a compact Hausdorff space X ,
then X is connected if and only if A has no nontrivial idempotents. The spectrum result
in Taghavi’s theorem illustrates the following problem: if a is an invertible element that is
nontrivial homogeneous, then in some Zn = G/N grading with associated isomorphism T
and primitive nth root of unity ω, T (a) = ωa. Since σ(a) = σ(Ta) = σ(ωa) = ωσ(a), if σ(a)
is missing values in any particular ray eiθ[0,∞), rotational symmetry will disconnect σ(a)
into n pieces. The holomorphic functional calculus then provides a nontrivial idempotent in
A, which contradicts the assumptions. This is a proof of a more general spectral condition
than Taghavi claims: the connected set σ(a) will either include 0 or completely surround 0
in C, so we should not expect a logarithm of a (or of ak) using functional calculus. Taghavi’s
full result is a statement about (nonexistence of) logarithms that is not limited to functional
calculus, and we have listed below the most general result that may be clearly distilled from
the original proof; this also resolves our petty quibbles about the spectrum.
Theorem 2.2. (Restatement of [24], Main Theorem 1) Let A be a G-graded Banach algebra
with no nontrivial idempotents, where G is a finite abelian group, and suppose a ∈ A is
a nontrivial homogeneous element. If k ∈ Z+, then there is no b ∈ A with the following
properties.
1. g, h ∈ G =⇒ bgbh = bhbg
2. ab = ba
3. exp(b) = ak
If we return to the motivating example of functional calculus, the same topological ob-
struction on the spectrum occurs when trying to form nth roots of invertible elements instead
of logarithms, so one can ask if similar results hold for roots. Some simple counterexamples
show that there must be a relationship between the size of the group Zn and the order of
the root, so these results are more algebraic in motivation than analytic.
Proposition 2.3. Suppose A is a Zn-graded Banach algebra with no nontrivial idempo-
tents. If a is a nontrivial homogeneous element that is also invertible, then a cannot have
an nth root b such that all the homogeneous components bk commute.
Proof. Suppose b is such an nth root of a, so that b is also invertible and commutes with a.
Consequently, if T is the isomorphism associated to the graded algebra such that T (a) = ωja,
then the fact that the homogeneous components bk of b all commute implies that b
−1 and
Tb commute. This shows that (b−1Tb)n = b−nT (bn), which is equal to a−1Ta = ωj . Now,
b−1Tb is an nth root of a constant, so by the spectral mapping theorem, its spectrum is
finite. Also, the spectrum must be connected because A has no nontrivial idempotents, so
σ(b−1Tb) = {c} and b−1Tb = c+ ε, where ε is quasinilpotent (σ(ε) = {0}) and cn = ωj .
All elements that follow are in the closed subalgebra generated by elements of the form
T kb or T k(b−1), which is commutative. The equation b−1Tb = c + ε implies that Tb =
5
b(c+ ε), and an inductive argument shows that T kb = b ·
k∏
j=1
(c+ T j−1ε). When k = n this
says b = T nb = b·
n∏
j=1
(c+T j−1ε). Since ε is quasinilpotent, each T j−1ε is quasinilpotent, and
the commuting product
n∏
j=1
(c+T j−1ε) is equal to cn+ δ = ωj+ δ where δ is quasinilpotent.
The element δ commutes with b, so b = b ·
n∏
j=1
(c + T j−1ε) = b(ωj + δ) = bωj + γ where
γ is quasinilpotent. Finally, a was a nontrivial homogeneous element, so 1 − ωj 6= 0,
and (1 − ωj)b = γ is both invertible (as b is invertible) and quasinilpotent. This is a
contradiction.
The proof technique for the previous proposition is directly inspired by Taghavi’s meth-
ods. Invertibility of the element a and the relationship between the order of the group
Zn and the order of the root cannot be removed. These requirements can be seen in the
commutative algebra C(S1) with the standard Z2 antipodal action.
Example 2.4. If S1 is realized as the unit sphere of R2, then the coordinate functions x1
and x2 in C(S
1) are odd. Since σ(xi) = [−1, 1] and xi is a normal element of a C∗-algebra,
we may apply the continuous functional calculus for the following square root function.
g(t) =
{√
t, t ∈ [0, 1]
i
√−t, t ∈ [−1, 0]
Now, g(xi) is a square root of the (non-invertible) odd element xi.
Example 2.5. The invertible odd function f(z) = z3 in C(S1) certainly has a third root.
The previous proposition still assumes that A has no nontrivial idempotents, which can
be problematic when A is a noncommutative C∗-algebra. For Z2-graded Banach algebras
this can be resolved by modifying the original proof to construct an idempotent.
Theorem 2.6. Suppose A is a Z2-graded Banach algebra with the property that no idem-
potent P satisfies T (P ) = 1 − P . Then if f ∈ A is odd and invertible, there is no g ∈ A
such that g2 = f and g commutes with Tg.
Proof. Suppose g2 = f where g and Tg commute. Then g is invertible and
(T (g)g−1)2 = T (g2)(g2)−1 = T (f)f−1 = −1
holds. Denote the element T (g)g−1 by a and note that a2 = −1, so a−1 = −a. However,
we also have that T (a) = −a by a simple calculation.
T (a) = T (T (g)g−1) = gT (g)−1 = (T (g)g−1)−1 = a−1 = −a
This means a is odd, so a is an odd square root of −1. It follows that P = 12 + i2a is an
idempotent with T (P ) = 1− P .
The condition T (P ) 6= 1 − P is not only sufficient in the above theorem, but also
necessary. If T (P ) = 1 − P , then π0(P ) = P+T (P )2 = 1/2, so if we examine the odd
component π1(P ) = b, the idempotent equation (1/2 + b)
2 = 1/2 + b implies that b2 = 1/4.
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Consequently, σ(b) is finite (and excludes 0) by the spectral mapping theorem. We may then
form a square root c of the invertible odd element b by the holomorphic functional calculus.
Since b is odd and c is in the closed, unital subalgebra generated by b and elements of the
form (b − λ)−1, it follows that cT (c) = T (c)c.
For a Z2 action on a C
∗-algebra, if we assume T (P ) 6= 1 − P on the smaller class of
projections (instead of all idempotents), then we obtain a similar result with a slightly
weaker conclusion.
Theorem 2.7. Suppose A is a C∗-algebra with a (*-compatible) Z2 action such that no
projection P satisfies T (P ) = 1− P . Then if f ∈ A is an odd unitary element, there is no
unitary g ∈ A such that g2 = f and g commutes with Tg.
Proof. The proof is the same as the proof of the previous theorem, with the addition that
since g is unitary, a = T (g)g−1 = T (g)g∗ satisfies a∗ = a−1 = −a, and the resulting P is
self-adjoint.
Remark. As in the previous theorem, the condition T (P ) 6= 1 − P is also necessary here.
The only change to the argument is that the odd component b of a projection satisfying
T (P ) = 1−P is also self-adjoint, which with the equation b2 = 1/4 implies that 2b is unitary.
Again, this element has finite spectrum, and the square root formed by the continuous
functional calculus is guaranteed to be unitary.
Since the homogeneous subspaces A0 and A1 of a C
∗-algebra with a Z2 action are norm-
closed and closed under the adjoint operation, any even or odd element a has aa∗ and a∗a
even, and the positive square root of either aa∗ or a∗a from the continuous functional calculus
is even as well (as a limit of polynomials in an even element). Similarly, the inverse of an
even or odd element remains even or odd, as seen by examining the effect of the isomorphism
T . These observations show that if we start with a homogeneous invertible and scale it to
form a unitary, the result is still homogeneous, giving some equivalent formulations of the
projection condition.
Proposition 2.8. The following conditions are equivalent for a C∗-algebra A with a Z2
action defined by isomorphism T .
1. There is a projection P ∈ A with T (P ) = 1− P .
2. There is some a ∈ A which is odd, self-adjoint, and satisfies a2 = 1.
3. There is some b ∈ A which is odd, self-adjoint, and invertible.
Proof. Condition 2 certainly implies condition 3, and the reverse implication holds by scaling
b to a unitary a = b(b2)−1/2 = b|b|−1, which remains odd and self-adjoint. If P is a projection
with T (P ) = 1 − P , then its even component is 12 (P + T (P )) = 1/2, so P is of the form
1/2+c, where c is self-adjoint and odd. The idempotent equation (1/2+c)2 = 1/2+c implies
that c2 = 1/4, so a = 2c satisfies a2 = 1, and condition 1 implies condition 2. Similarly, if
a is as in condition 2, then P = 1/2 + a/2 is a projection with T (P ) = 1− P .
The condition T (P ) 6= 1−P allows for some projections to exist in the algebra A. As an
example, the quantum n-torus Aθ, for θ an antisymmetric n×n matrix over R, is generated
by unitaries U1, . . . , Un satisfying the following noncommutativity condition.
UkUj = e
2πiθjkUjUk (2.9)
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For most values of θ, Aθ has nontrivial projections. The algebra is also a well-established
example of a deformation quantization (see [21], Chapter 10) of C(Tn). In the language
of M. Rieffel in [21], Aθ = C(T
n)J , where J is the antisymmetric matrix θ/2 and C(T
n)
is equipped with an Rn action defined by translation in angular coordinates. Each Aθ
contains the common dense subalgebra C∞(Tn) acting under different products ·θ and
norms || · ||θ, but with the same linear structure, adjoint, and multiplicative identity. The
unitary functions up ∈ C∞(Tn) for p ∈ Zn, defined by up(w1, . . . , wn) = wp11 · · ·wpnn , are
in spectral subspaces for the Rn action, so they satisfy a relation tying ·θ to the usual
commutative product.
up ·θ uq = eπi[(θp)·q]up+q (2.10)
This is more general than the relation up ·θ uq = e2πi[(θp)·q]uq ·θ up. Moreover, the
generators U1, . . . , Un of any Aθ are of this form: U1 = u(1,0,...,0), U2 = u(0,1,0,...,0), and so
on. In general the relationship in (2.10) between the product ·θ and the usual commutative
product upuq = up+q shows that the antipodal map on C
∞(Tn) defines a Z2 structure
that is simultaneously compatible with each product ·θ. This is a result of the fact that the
antipodal map on C(Tn) commutes with the Rn action of translation in angular coordinates,
which defines the quantization. Any ∗-polynomial under ·θ in the generators Ui can then
be written as a linear combination
∑
apup by pushing to the commutative product, and
the Z2 action takes the form T (
∑
apup) =
∑
(−1)p1+p2+...+pnapup. Now, the Z2-graded
algebras Aθ+ℏφ also form a strict deformation quantization ([21], Definition 9.2, Theorem
9.3), leading to the following continuity assertions for fixed f, g ∈ C∞(Tn).
lim
ℏ→0
||f ||θ+ℏφ = ||f ||θ (2.11)
lim
ℏ→0
||f ·θ+ℏφ g − f ·θ g||θ+ℏφ = 0 (2.12)
These limits do not use the full strength of strict quantization, but even so, they will
interact with the common Z2 structure on Aθ to help show that each Aθ has T (P ) 6= 1−P
for all projections. Note that since C∞(Tn) is T -invariant and T is ∗-compatible, we can
approximate homogeneous elements in Aθ with homogeneous elements of C
∞(Tn), where
we may demand the approximations remain self-adjoint if the Aθ element is self-adjoint.
By the previous comments, these smooth elements remain (self-adjoint and) homogeneous
when viewed in different noncommutative tori.
Proposition 2.13. There is no projection P with T (P ) = 1 − P in any quantum n-torus
Aθ.
Proof. Suppose for some θ there is a projection P ∈ Aθ with T (P ) = 1 − P , which by
Proposition 2.8 means there is a self-adjoint odd element a ∈ Aθ with a·θa = 1. Approximate
a with a self-adjoint, odd element b ∈ C∞(Tn) which has ||b ·θ b − 1||θ < 1. When the
parameter of the algebra Aθ changes, b remains odd and self-adjoint. Perturb the entries
of the antisymmetric matrix θ using (2.12) and (2.11) multiple times to replace θ with an
antisymmetric ψ, where each entry of ψ is rational and has odd denominator. In particular,
b ∈ C∞(Tn) is still odd, self-adjoint, and invertible as an element of Aψ.
We may form a homomorphism from Aψ to a matrix algebra over C(T
n) in a way similar
to [12]. First, since ψ is rational and antisymmetric, an inductive argument shows there are
unitaries V1, . . . , Vn in some Uq(C) such that VkVj = e
2πiψjkVjVk for all j and k. Moreover,
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since the denominator of each ψjk is odd, we may form these matrices so that the dimension
q of the matrix algebra is an odd integer. The universal property of Aψ shows that there is
a ∗-homomorphism
E : Aψ →Mq(C(Tn))
Uj 7→ wjVj
where wj ∈ C(Tn) is the jth coordinate function. Since the generators Uj of Aφ are odd,
and their images wjVj have odd functions in every entry, the map E is equivariant for the
(entrywise) antipodal maps. The image of b ∈ Aψ is then a self-adjoint, invertible matrix of
odd dimension q, with each entry an odd function on Tn. The determinant of this matrix
is a nowhere vanishing, real-valued, odd function on Tn, which gives a contradiction since
Tn is connected.
Remark. This argument applies equally well to M2k+1(Aθ). Counterexamples can be easily
constructed for M2k(Aθ), such as P =
1
2I2 +
1
2
[
0 U1
U∗1 0
]
.
As alluded to in the above proof, when A is a graded Banach algebra, Mn(A) is graded
as well; the homogeneous subspaces consist of matrices with entries in the homogeneous
subspaces of A. However, Mn(A) will always have nontrivial idempotents for n ≥ 2, so
Taghavi’s Main Theorem 1 in [24] and the similar result Proposition 2.3 in this section do
not apply. However, the new condition T (P ) 6= 1−P allows for some idempotents, and the
matrix dimension will play a key role. For example, if A is a C∗-algebra and there exists
an n × n unitary matrix F over A which has odd entries, then P =
[
1/2 F/2
F ∗/2 1/2
]
is a
projection in the 2n× 2n matrix algebra with T (P ) = I − P .
The condition T (P ) 6= 1−P has a simple restatement when the algebra is C(X) where,
say, X is compact and has finitely many components, and T arises from a continuous Z2
action on X (written as x 7→ −x). In this case, the Z2 action pairs up the connected
components of X , where sometimes a component pairs with itself. If no component pairs
with itself, then group the finitely many components into two disjoint pieces X1 and X2
separating these pairs and define a function which is zero on X1 and one on X2. This
projection satisfies T (P ) = 1 − P . Insisting that T (P ) is never 1 − P then means at least
one component pairs with itself. In this case, the quotient algebra of functions on this
component reduces the problem to the idempotentless case, so the actual benefit of the new
condition is for noncommutative algebras (for example, Aθ above, which fundamentally has
nontrivial projections). In Mn(C(X)), a projection P assigns to each x ∈ X a projection
Px ∈ Mn(C), which as a linear map is the orthogonal projection onto a subspace of Cn,
forming a continuous vector bundle. If Mn(C(X)) inherits the Z2 action from X and
T (P ) 6= I − P , then there is some x with P−x 6= I − Px. This means the vector bundle
assigns some point to a subspace other than the orthogonal complement of the subspace
assigned to its opposite point.
A stronger version of the condition demands that if P is a projection and T (P )P = 0,
then P = 0. In C(X) as above, this means that every component of X must pair with
itself under the Z2 action. For Mn(C(X)), if P is a nonzero projection (vector bundle),
some x must have P−xPx 6= 0, meaning the subspaces assigned to pairs of opposite points
must not always be orthogonal to each other. This requirement allows for a stronger version
of Theorem 2.6, in which the odd invertible element that allegedly has no square root is
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replaced by a projection plus an odd element. This type of element occurs frequently in
K-theory, as a unitary matrix F over a C∗-algebra may have odd entries, but F ⊕ I does
not.
Projection + Odd =
[
0 0
0 I
]
+
[
F 0
0 0
]
=
[
F 0
0 I
]
Theorem 2.14. Suppose A is a C∗-algebra with Z2 action generated by T such that
every nonzero projection P has T (P )P 6= 0. If f is a nonzero odd element and α is a
projection such that α+ f is unitary and αf = fα = 0, then there is no unitary g such that
gT (g) = T (g)g and g2 = α+ f .
Proof. The conditions imply that αf∗ = f∗α = 0 and α + ff∗ = α + f∗f = 1, the last of
which shows that α is even. Suppose g is unitary with g2 = α + f and gT (g) = T (g)g, so
T (g) and g−1 also commute.
(T (g)g−1)2 = T (g2)g−2 = T (α+ f)(α+ f)∗ = (α− f)(α+ f∗) = α− ff∗ = 2α− 1
Since α is a projection, the spectrum of 2α−1 is contained in {−1, 1}. The spectral map-
ping theorem then implies that σ(T (g)g−1) ⊂ {i,−i,−1, 1}. Moreover, T (g)g−1 is unitary,
so the continuous functional calculus is applicable, giving the following decomposition.
T (g)g−1 = iP − iQ−R+ S
Here P,Q,R, and S are mutually orthogonal projections with P + Q + R + S = 1. Also,
T (g)g−1 is a unitary element b such that T (b) = b−1 = b∗, so the commutative C∗-algebra it
generates is also T -invariant, meaning all projections in the following computations commute
with each other.
Next, we rephrase the above equation as
T (g) = (iP − iQ−R+ S)g (2.15)
and apply T to both sides.
g = (iT (P )− iT (Q)− T (R) + T (S))T (g)
= (iT (P )− iT (Q)− T (R) + T (S))(iP − iQ−R + S)g
Multiplying out this expression and canceling the invertible element g give that
1 = (−1)β−1 + iβi + (−i)β−i + β1 (2.16)
where the β terms are sums of products of projections.
β−1 = T (P )P + T (Q)Q+ T (R)S + T (S)R
βi = T (P )S + T (Q)R+ T (R)Q+ T (S)P
β−i = T (P )R+ T (Q)S + T (R)P + T (S)Q
β1 = T (P )Q+ T (Q)P + T (R)R+ T (S)S
Each of the sixteen commuting products of two projections above is a projection. More-
over, any two of these sixteen projections annihilate each other: for example, T (R)P ·
T (Q)P = T (Q)P · T (R)P = 0 because RQ = QR = 0. This means that each β term is a
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projection, and the four projections are mutually orthogonal. Equation (2.16) then implies
that β−1 = 0, so T (P )P + T (Q)Q + T (R)S + T (S)R = 0. As each of the terms adding to
zero is a projection and therefore positive, T (P )P = 0 = T (Q)Q, and by the assumption on
the algebra, P = Q = 0. Finally, this gives a simpler form of (2.15).
T (g) = (iP − iQ−R+ S)g = (−R+ S)g
The projections R and S annihilate each other and commute with g, as they are in the
C∗-algebra generated by T (g)g−1, and further R+S = P +Q+R+S = 1. Last, we square
both sides of T (g) = (−R+ S)g to reach that f = 0.
T (g2) = (−R+ S)2g2
T (α+ f) = (R+ S)(α+ f)
α− f = α+ f
f = 0
3 Natsume-Olsen Spheres
The Gelfand-Naimark Theorem ([8], Theorem 4.29) states that any commutative C∗-algebra
A with unit can be written uniquely as C(X) for some compact Hausdorff space X . More-
over, this relationship forms a contravariant functor: continuous mapsX → Y correspond to
unital ∗-homomorphisms C(Y ) → C(X). So, when one discusses a noncommutative topo-
logical space, such as the noncommutative torus or a noncommutative sphere, one means
some noncommutative C∗-algebra which shares many relevant properties of C(X) for that
choice of X . A prototypical example of this is the noncommutative n-torus Aθ, where θ is
an n× n antisymmetric matrix of real numbers, as used in Proposition 2.13. When θ is an
integer matrix, U1, . . . , Un ∈ Aθ are just commuting unitaries, and Aθ is equal to C(Tn). As
in [16], the noncommutative torus may be defined slightly differently as Aρ with a coordinate
change ρjk = e
2πiθjk , so that UkUj = ρjkUjUk. From now on, we will use this convention of
ρ-coordinates when discussing tori and spheres. To avoid restating the properties of ρ, we
give the following definition.
Definition 3.1. An n × n matrix ρ is called a parameter matrix if ρ is self-adjoint, all
entries of ρ are unimodular, and ρii = 1 for all 1 ≤ i ≤ n. Such matrices may be written
(nonuniquely) as ρjk = e
2πiθjk where θ is real and antisymmetric.
Any quantum torusAρ admits a Z2 action defined from the following unital ∗-homomorphism
T , which generalizes the antipodal map.
T : Aρ → Aρ
Uj 7→ −Uj
This map satsifies T 2 = 1, and T exists because −U1, . . . ,−Un satisfy the relations defining
Aρ; they are unitary and (−Uk)(−Uj) = ρjk(−Uj)(−Uk). Note that this Z2 action is the
same as the action obtained through quantization, as in the discussion before Proposition
2.13. This is not surprising since the antipodal map on C(Tn) is seen in the Rn action
defining the quantization, namely as the action of a finite subgroup of Rn/Zn. Much of the
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same structure is present in the noncommutative spheres of Natsume and Olsen in [16], which
are also defined by generators and relations, or equivalently by deformation quantization.
Definition 3.2. If ρ is an n×n parameter matrix, the Natsume-Olsen odd sphere C(S2n−1ρ )
is the universal, unital C∗-algebra generated by elements z1, . . . , zn subject to the following
relations.
zjz
∗
j = z
∗
j zj (3.3)
zkzj = ρjkzjzk (3.4)
z1z
∗
1 + z2z
∗
2 + . . .+ znz
∗
n = 1 (3.5)
A nontrivial result in [16] gives a noncommutativity relation for zj and z
∗
k as a conse-
quence of the above definition.
z∗kzj = ρjkzjz
∗
k = ρkjzjz
∗
k (3.6)
Again, when ρ contains 1 in every entry, the commutative sphere C(S2n−1) is recov-
ered, with complex coordinates z1, . . . , zn from the embedding S
2n−1 →֒ Cn. Further, the
noncommutative sphere can be represented as a function algebra into the torus Aρ.
Theorem 3.7. ([16], Theorem 2.5) Let Sn−1+ = {~t = (t1, . . . , tn) : 0 ≤ ti ≤ 1, t21+ . . .+ t2n =
1}. Then C(S2n−1ρ ) is isomorphic to the C∗-algebra of continuous functions f : Sn−1+ → Aρ
which satisfy the condition that whenever ti = 0, f(~t ) ∈ C∗(U1, . . . , Ui−1, Ui+1, . . . Un).
This theorem is akin to writing complex coordinates in polar form zi = tiui and see-
ing a function on the unimodular coordinates ui whenever the radial coordinates ti are
fixed. Moreover, when some radial coordinate is 0, the corresponding unimodular coordi-
nate should be irrelevant. Now, the norm on the function algebra (with operations defined
pointwise) is the unique C∗-norm, ||f || = max
~t∈Sn−1
+
||f(~t )||Aρ . Also, the generators zi take a
simple form.
zi(~t ) = tiUi
An enormous advantage of this formulation is that since every element of C(S2n−1ρ )
is a function on a compact space, we see the various topological joys of compact spaces
(bump functions, partitions of unity, and so on) without having to pass to commutative
subalgebras. Moreover, unitaries in C(S2n−1ρ ) are paths of unitaries in Aρ, a well-studied
object, and any element f of C(S2n−1ρ ) has the property that f(1, 0, . . . , 0) belongs to the
commutative C∗-algebra C∗(U1) ∼= C(S1) (and similarly for other Ui)! This algebra of
functions also behaves well under a generalized antipodal map. In the commutative sphere
C(S2n−1), the coordinate functions zi are odd, so in C(S2n−1ρ ) we demand that the zi be
odd elements as well. This gives an isomorphism T on C(S2n−1ρ ) of order 2, or rather, a
nontrivial Z2 action.
T : C(S2n−1ρ )→ C(S2n−1ρ ) (3.8)
zi 7→ −zi
This Z2 action on C(S
2n−1
ρ ) is equivalent to the pointwise action on Aρ, as verified by
checking on the generators, so there is no harm in also calling this map T . When the
parameter matrix ρ is relevant we will replace T by Tρ, and we may also apply Tρ on matrix
algebras over C(S2n−1ρ ) entrywise.
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Proposition 3.9. Suppose F is a matrix in M2k−1(C(S2n−1ρ )), 2n− 1 ≥ 3. Then F cannot
be both invertible and odd (i.e., odd in every entry).
Proof. Suppose F is invertible and odd. Then for ~t = (1, 0, . . . , 0), F (~t ) is a matrix of
odd dimension over C∗(U1) ∼= C(S1) such that each entry is an odd function. Its K1
class over C(S1) is determined by det(F (~t )), which is an odd, nowhere vanishing function
S1 → C. By the Borsuk-Ulam theorem, this function has odd winding number, so F (~t )
is equivalent to Ua1 in K1(C
∗(U1)), where a is odd, and certainly F (~t ) and Ua1 are also
equivalent in K1(C
∗(U1, U2)). Similarly, if ~s = (0, 1, 0, . . . , 0), F (~s ) is equivalent to U b2 in
K1(C
∗(U1, U2)), where b is odd. However, there is also a path connecting ~s and ~t within
{~r ∈ Sn−1+ : ri = 0 for i ≥ 3}, so F (~s ) and F (~t ) are in the same component of invertibles
over C∗(U1, U2), which is isomorphic to a 2-dimensional quantum torus. This contradicts
the fact that Ua1 and U
b
2 are inequivalent in K1(C
∗(U1, U2)) when a or b is nonzero (see
[20] for when the 2-torus C∗(U1, U2) is given by an irrational rotation; the result on the
rational torus follows from a homomorphism C∗(U1, U2)→Mp(C(T2)) found, for example,
in [12]).
Proposition 3.10. There are no nontrivial projections in C(S2n−1ρ ).
Proof. Natsume-Olsen spheres each admit a faithful, continuous trace τ , developed in [16]
by integrating the usual trace on Aρ over a Borel probability measure. We may extend τ
as a linear map on Mk(C(S
2n−1)) in the usual way by summing over the diagonal, and
since this map is invariant under unitary conjugation, this allows us to view τ as a function
on K0(C(S
2n−1
ρ )). Now, K0(C(S
2n−1
ρ )) is generated by the trivial projection 1, so the
only possible values of the trace on projections in Mk(C(S
2n−1
ρ )) are integers. However,
faithfulness implies that any nontrivial projection in C(S2n−1ρ ) must have trace in (0, 1).
Moreover, even though C(S2n−1ρ ) is often a noncommutative algebra, any element with
a one-sided inverse always has a two-sided inverse. This is a property that distinguishes
Mn(C) from B(H) when H is an infinite-dimensional Hilbert space, and in general a C
∗-
algebra A is called finite if whenever x, y ∈ A have xy = 1, it follows that yx = 1. If A also
has the property that Mk(A) is finite for all k ∈ Z+, then A is called stably finite (this does
not follow from finiteness of A; see [3]).
Proposition 3.11. The Natsume-Olsen spheres C(S2n−1ρ ) are all stably finite.
Proof. This is immediate, as C(S2n−1ρ ) has a faithful trace.
Corollary 3.12. If 2n− 1 ≥ 3 and w ∈ C(S2n−1ρ ) is odd, then ww∗ is not invertible.
Proof. If w is odd and ww∗ is invertible, the previous proposition implies that w is invertible.
This contradicts Proposition 3.9 for 2k − 1 = 1.
In the commutative case, there is no odd, nowhere vanishing function F : S3 → R3.
By identifying R3 ∼= C ⊕ R, we see that if w, x ∈ C(S3) are odd and x is self-adjoint,
|x|2 + |w|2 = x2 + ww∗ cannot be invertible. The above corollary makes a somewhat
similar claim in the noncommutative sphere when 2n − 1 = 3, but it is missing the self-
adjoint odd element x. Further, when we try to rewrite the claim that there is no odd,
nowhere vanishing F : S2n−1 → R2n−1 into a conjecture on elements of C(S2n−1ρ ), there
is an abundance of ambiguity. This comes from the fact that if s and t are self-adjoint,
s2+ t2 = (s+ it)(s− it) = (s+ it)(s+ it)∗ only when s and t commute, which is the same as
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insisting s+ it is normal. The distinction means that the identifications R2n−1 ∼= R⊕
n−1⊕
i=1
C
and R2n−1 ∼=
2n−1⊕
i=1
R lead to at least two separate questions on the noncommutative sphere.
Question 3.13. If x ∈ C(S2n−1ρ ) is odd and self-adjoint, and w1, . . . , wn−1 ∈ C(S2n−1ρ ) are
odd, must x2 + w1w
∗
1 + . . .+ wn−1w
∗
n−1 fail to be invertible?
Question 3.14. If f1, . . . , f2n−1 ∈ C(S2n−1ρ ) are odd and self-adjoint, must f21 + . . .+f22n−1
fail to be invertible?
The second of these questions was posed by Taghavi in [24], as a general question about
no particular family of noncommutative spheres. There are also similar questions formed by
replacing some, but not all, of the expressions wiw
∗
i with the square sum of two self-adjoint
elements. However, regardless of formulation, the answer to each question is no.
Theorem 3.15. If C(S2n−1ρ ) is noncommutative, then Questions 3.13 and 3.14, and all
intermediate versions, have a negative answer.
Proof. Decompose the generators as zm = xm + iym where xm and ym are self-adjoint, and
pick two generators zj and zk which do not commute. Since each zm is normal, zmz
∗
m =
x2m + y
2
m, so consider the following sum.
(xj + xk)
2 + (yj + yk)
2 +
∑
m 6∈{j,k}
zmz
∗
m (3.16)
The n− 2 elements zm present in the sum are odd, and both xj + xk and yj + yk are self-
adjoint and odd. So, (3.16) is of the form in Question 3.13, where w1 is actually self-adjoint.
After replacement of every term zmz
∗
m with x
2
m + y
2
m, as zm is normal, (3.16) becomes the
square sum of 2 + 2(n− 2) = 2n− 2 odd self-adjoint elements, so it can be written in the
form of Question 3.14 where f2n−1 = 0. For intermediate versions of the two questions,
expand some (but not all) of the terms zmz
∗
m. To see that (3.16) is invertible, we first
rewrite (xj + xk)
2 + (yj + yk)
2.
(xj + xk)
2 + (yj + yk)
2 = x2j + x
2
k + xjxk + xkxj + y
2
j + y
2
k + yjyk + ykyj
= x2j + y
2
j + x
2
k + y
2
k + (xjxk + xkxj + yjyk + ykyj)
= zjz
∗
j + zkz
∗
k + (xjxk + xkxj + yjyk + ykyj)
This gives a simpler form for the original sum (3.16).
(xj + xk)
2 + (yj + yk)
2 +
∑
m 6∈{j,k}
zmz
∗
m = (xjxk + xkxj + yjyk + ykyj) +
n∑
m=1
zmz
∗
m
= (xjxk + xkxj + yjyk + ykyj) + 1
It suffices to show ||xjxk + xkxj + yjyk + ykyj || < 1. First, we rewrite the components
xj , yj , xk, yk in terms of zj and zk via xm =
zm + z
∗
m
2
and ym =
zm − z∗m
2i
. Then we rearrange
terms and apply the adjoint noncommutativity relation (3.6).
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xjxk + xkxj + yjyk + ykyj =
1
2
[zjz
∗
k + z
∗
j zk + z
∗
kzj + zkz
∗
j ]
=
1
2
[zjz
∗
k + z
∗
j zk + ρkjzjz
∗
k + ρkjz
∗
j zk]
=
1 + ρkj
2
[zjz
∗
k + z
∗
j zk]
Next, we calculate the norm of this element by viewing it as a function from Sn−1+ to the
noncommutative torus Aρ, as in Theorem 3.7, where zi(~t ) = tiUi.
∣∣∣∣∣∣∣∣1 + ρkj2 [zjz∗k + z∗j zk]
∣∣∣∣∣∣∣∣ = |1 + ρkj |2 · max~t∈Sn−1
+
{||(tjUj)(tkUk)∗ + (tjUj)∗(tkUk)||Aρ}
=
|1 + ρkj |
2
· max
~t∈Sn−1
+
{tjtk} · ||UjU∗k + U∗j Uk||Aρ
≤ |1 + ρkj |
2
· 1
2
· 2
< 1
At the last step, we have used that ρkj is unimodular, but not equal to 1, as zj and zk do
not commute. Finally, the sum (3.16) is invertible.
The answers to Questions 3.13 and 3.14 (and all questions in between) for noncom-
mutative spheres were negative, and the proof above shows that the disconnect between
commutative and noncommutative sphere is quite large. In the commutative 2n− 1 sphere,
no square sum of 2n− 1 odd self-adjoint elements is invertible, but in a sphere where just
one pair of generators fails to commute, we can form an invertible square sum using only
2n − 2 odd self-adjoint elements. Further, when 2n − 1 = 3, this invertible sum is of the
form s2 + t2, even though (s+ it)(s+ it)∗ cannot be invertible by Corollary 3.12. In other
words, s and t will definitely not commute.
Another version of the Borsuk-Ulam theorem does generalize to the noncommutative
case: if f : Sk → Sk is odd and continuous, then f has odd degree. The degree of a
self-map of the sphere is defined in terms of top (co)homology; since Hk(S
k,Z) ∼= Z, the
induced map of f on top homology can be written as f∗ : Z → Z. This homomorphism
is multiplication by some integer, called the degree. This is the same number associated
to the induced map f∗ on top cohomology Hk(Sk;Q) ∼= Q. When the sphere is of odd
dimension k = 2n − 1, information about top cohomology is present in odd K-theory,
K1(C(S
2n−1)) ∼= K1(S2n−1) ∼= Z, and the odd Chern character ([2], Theorem 1.6.6) almost
gives an isomorphism between odd K-theory and odd cohomology. More precisely, χ1 is an
isomorphism between their rationalizations.
χ1 : K1(S2n−1)⊗Z Q→
⊕
m odd
Hm(S2n−1;Q) = H2n−1(S2n−1;Q)
The domain group is Z⊗ZQ ∼= Q, and the codomain group is alsoQ. If f : S2n−1 → S2n−1
is continuous, the induced map on K1(S2n−1) ∼= Z is also multiplication by some integer
a, and the Chern character will help show this integer is the same as b = deg(f). The
Chern character is a natural transformation (see [15]), meaning for continuous f : S2n−1 →
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S2n−1 we are given the following commutative diagram, which is repeated on the right with
identification of each group with Q.
K1(S2n−1)⊗Z Q H2n−1(S2n−1;Q)
K1(S2n−1)⊗Z Q H2n−1(S2n−1;Q)
f∗ ⊗ id
χ1
χ1
f∗
Q Q
Q Q
×a
χ1
χ1
×b
On the right hand diagram, the isomorphisms χ1 on the top and bottom are the same,
and we conclude that a = b, so the degree of a map on S2n−1 is the same when defined in
terms of K1(S2n−1) ∼= K1(C(S2n−1)) instead of cohomology. This is pleasant news, as the
noncommutative algebras C(S2n−1ρ ) have very accesible K1 groups. (For discussion of how
K-theory is useful in topological Borsuk-Ulam results, see [11].) The only other ingredient in
a noncommutative Borsuk-Ulam conjecture is the precise role of the Z2 action. To say that
a function φ : Sk → Sk is odd means that φ commutes with the antipodal map α(~x) = −~x.
φ ◦ α = α ◦ φ
If T : C(Sk) → C(Sk) denotes the algebraic antipodal map g 7→ g ◦ α and Φ : C(Sk) →
C(Sk) denotes the homomorphism g 7→ g ◦ φ, then the above equation has an algebraic
reformulation.
T ◦ Φ = Φ ◦ T
In other words, odd maps correspond to homomorphisms which commute with T . There
is no reason that the domain or codomain of φ must be Sk, or that the domain and codomain
must be the same. In general, if X and Y have Z2 actions denoted as x 7→ −x, then
φ : X → Y is odd if and only if Φ : C(Y ) → C(X) satisfies TX ◦ Φ = Φ ◦ TY , where TX
and TY are the algebraic antipodal maps. If TX ◦ Φ = Φ ◦ TY and g ∈ C(Y ) is even or
odd, then TX(Φ(g)) = Φ(TY (g)) = Φ(±g) = ±Φ(g), so Φ(g) is also even or odd, and Φ
preserves homogeneity. Conversely, if Φ preserves homogeneity, the same calculation shows
TX(Φ(g)) = Φ(TY (g)) when g is even or odd, and since the homogeneous subspaces span
C(Y ), TX ◦ Φ = Φ ◦ TY .
Now that we have the seen the algebraic translations of all terminology surrounding the
Borsuk-Ulam theorem, we are ready to formulate a question, which is closely related to
Question 4 of [24] for the grading given by the antipodal map.
Question 3.17. Suppose Φ : C(S2n−1ρ ) → C(S2n−1ω ) is a unital ∗-homomorphism between
two Natsume-Olsen spheres of the same dimension. If Φ ◦Tρ = Tω ◦Φ, where Tω and Tρ are
as in (3.8), must Φ induce a nontrivial map on K1?
As in the commutative case, K1(C(S
2n−1
ρ ))
∼= Z. In [16], Natsume and Olsen recursively
define a 2n−1 × 2n−1 matrix Z(n) that generates K1(C(S2n−1ρ )), which they use to show
K1(C(S
2n−1
ρ )) is completely described by a generalized Toeplitz operator structure. We will
denote this K1 generator by Zρ(n), which is defined by the ambiguous recurrence relation
Zρ(1) = z1
Zρ(k + 1) :=
[
Zρ(k) zk+1D1
−z∗k+1D2 Zρ(k)∗
]
(3.18)
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where D1 and D2 are any diagonal matrices over C which make the resulting matrix satisfy
Zρ(k + 1)Zρ(k + 1)
∗ = Zρ(k + 1)∗Zρ(k + 1) = (z1z∗1 + . . . zk+1z
∗
k+1)I. Such a choice always
exists, and no matter what choices are made, Zρ(n) will generate K1(C(S
2n−1
ρ )).
It is not difficult to give a single, continuous choice of coefficients in the recursive step
by using a different argument than in [16], and we may even choose coefficients so that if
z1, . . . , zm generate a (2m− 1)-sphere C(S2n−1ρ ) with the same noncommutativity relations
as the first m generators z1, . . . , zm of C(S
2n−1
ω ), n > m, then Zρ(k) = Zω(k) (as formal
∗-monomial matrices) for all k between 1 and m. First, we demand that any 3-sphere given
by z2z1 = ρ12z1z2 must have the following K1 generator.
Zρ(2) =
[
z1 z2
−ρ21z∗2 z∗1
]
=
[
z1 z2
−ρ12z∗2 z∗1
]
Together with the convention Zρ(1) = z1, this makes a consistent, continuous choice
for all 1 and 3-dimensional spheres, and that choice is compatible with extending a list of
generators (z1 alone) to form a larger sphere (in z1 and z2). Now, for induction we suppose
we have achieved the same for all spheres of dimension up to 2(n − 1) − 1 = 2n − 3. If ρ
is an n× n parameter matrix, then let ω denote the minor from removing row and column
n− 1, and form γ by removing row and column n from ρ. As formal ∗-monomial matrices,
Zω(n− 2) = Zγ(n− 2) by the inductive assumption, since C(S2n−3ω ) and C(S2n−3γ ) have the
same noncommutativity relations on the first n−2 generators. By the inductive assumption
again, there is a well-defined choice of D1 and D2 to form Zω(n− 1).
Zω(n− 1) =
[
Zω(n− 2) znD1
−z∗nD2 Zω(n− 2)∗
]
=
[
Zγ(n− 2) znD1
−z∗nD2 Zγ(n− 2)∗
]
If we define Zρ(k) = Zγ(k), 1 ≤ k ≤ n− 1, and then choose
Zρ(n) =
[
Zρ(n− 1) zn(D1 ⊕ ρn−1,nD∗2)
−z∗n(D2 ⊕ ρn,n−1D∗1) Zρ(n− 1)∗
]
=
[
Zρ(n− 1) zn(D1 ⊕ ρn−1,nD∗2)
−z∗n(D2 ⊕ ρn−1,nD∗1) Zρ(n− 1)∗
]
we reach a continuous choice of Zρ(n). The verification of this fact is tedious and not at all
illuminating, so it is omitted. Regardless, we now specify Zρ(n) as a single matrix function
of ρ and summarize the result in the following proposition.
Proposition 3.19. If ρ is an n×n parameter matrix and 1 ≤ k ≤ n, then there is a formal
∗-monomial matrix Zρ(k) (given recursively as above) of dimension 2k−1 × 2k−1 whose
coefficients vary continuously in ρ. This matrix satisfies Zρ(k)Zρ(k)
∗ = Zρ(k)∗Zρ(k) =
(z1z
∗
1 + . . . zkz
∗
k)I. If ω is another parameter matrix (perhaps of different dimension) whose
upper left k×k submatrix agrees with that of ρ, then Zω(k) = Zρ(k) as a formal ∗-monomial
matrix. Moreover, Zρ(n) gives a generator of K1(C(S
2n−1
ρ ))
∼= Z.
From now on, any mention of Zρ(k) will refer to this single, continuous choice of coeffi-
cients, as in the previous proposition.
Example 3.20. Consider a 5-sphere with parameter matrix ρ such that z2z1 = αz1z2,
z3z1 = βz1z3, and z3z2 = γz2z3. We know that the 3-sphere with generators z1 and z2 will
have the matrix
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Zρ(2) =
[
z1 z2
−αz∗2 z∗1
]
as a K1 generator, so this will be a building block for Zρ(3). Now consider the 3-sphere
whose generators follow the same relations as z1 and z3. Its K1 generator[
z1 z3
−βz∗3 z∗1
]
is formed from Zρ(1) = z1 using diagonal matrices D1 = [1] in the upper right and D2 = [β]
in the lower left. This allows us to form F1 = D1⊕γD∗2 =
[
1 0
0 γβ
]
and F2 = D2⊕γD∗1 =[
β 0
0 γ
]
, giving
Zρ(3) =
[
Zρ(2) z3F1
−z∗3F2 Zρ(2)∗
]
=

z1 z2 z3 0
−αz∗2 z∗1 0 γβz3
−βz∗3 0 z∗1 −αz2
0 −γz∗3 z∗2 z1

as the K1 generator for C(S
5
ρ). One can verify that the noncommutativity relations above
and the adjoint versions (z∗2z1 = αz1z
∗
2 , etc.) give that Zρ(3) is, in fact, unitary.
The algebras C(S2n−1ρ ) are obtained as Rieffel deformations C(S
2n−1)J , so for any fixed
n × n antisymmetric J , (C(S2n−1)tJ )t∈[0,1] forms a continuous field of C∗-algebras ([21],
Theorem 8.13). Existence of a continuous choice of K1 generators Zρ(n) is then consistent
with the following result of A. Sangha in [23]. Here A denotes a separable C∗ algebra with
a strongly continuous Rn action, and J is an antisymmetric n× n matrix.
Theorem 3.21 ([23], Theorem 4.6). Let h ∈ [0, 1]. The evaluation map πh : Γ((AtJ )t∈[0,1])→
AhJ is a KK-equivalence.
The algebra of sections Γ((AtJ )t∈[0,1]) over the continuous field (AtJ )t∈[0,1] is a C∗-
algebra that may itself be obtained through Rieffel deformation, which is useful in the
proof from [23]. Specifically, if σ : Rn → Aut(A) denotes the original action, then equip
B = C([0, 1], A) with the following Rn action, denoted β.
β~xf ∈ C([0, 1], A) is defined by s 7→ σ√s~x(f(s)) (3.22)
One may then form the Rieffel deformation BJ , which is equipped with a C([0, 1])−structure
Φ : C([0, 1]) → Z(M(BJ)) inherited from B = C([0, 1], A). The fiber at s ∈ [0, 1] is by
definition BJ/{Φ(g)·b : b ∈ BJ , g ∈ C([0, 1]), g(s) = 0}, which is isomorphic to AsJ . Finally,
BJ is shown to be a maximal algebra of cross-sections, hence the notation Γ(AtJ )t∈[0,1], with
the quotient maps onto the fibers denoted by πs. The above result then says that each πs
induces an invertible element of KK(Γ((AtJ )t∈[0,1]), AsJ ), and consequently the K-theory
maps (πs)∗ are isomorphisms. This is of interest when considering Rn-equivariant maps.
Corollary 3.23. Suppose A and B are separable C∗-algebras equipped with strongly con-
tinuous Rn actions. If J is an antisymmetric n×n matrix and φ : A→ B is Rn-equivariant,
18
then let φJ : AJ → BJ denote the corresponding homomorphism on the Rieffel deforma-
tions. Then the following K-theory diagram commutes for i ∈ {0, 1}.
Ki(A) Ki(AJ )
Ki(B) Ki(BJ )
φ∗
(π1)∗ ◦ (π0)−1∗
(π1)∗ ◦ (π0)−1∗
(φJ )∗
Proof. The map φ induces a homomorphism Γ(φ) between the section algebras by ap-
plying φsJ : AsJ → BsJ fiberwise. This is equivalent to defining a homomorphism Φ :
C([0, 1], A) → C([0, 1], B) using φ pointwise, noting that Φ is itself Rn equivariant (for ac-
tions in the sense of (3.22)), and examining the deformed homomorphism ΦJ . We then have
the following commutative diagram of homomorphisms.
A Γ((AtJ )t∈[0,1]) AJ
B Γ((BtJ )t∈[0,1]) BJ
φ
π0
π0
Γ(φ)
π1
π1
φJ
All that remains is to push this diagram to K-theory, where each (πs)∗ is an isomorphism,
and to cut out the middle.
This corollary, which is by no means new, shows that the isomorphisms between the
K-theory of a Rieffel deformed algebra and the original algebra are natural for equivariant
homomorphisms. This is not obvious (to me, at least!) based solely on Rieffel’s construction
in [22], but as we have seen, it is much easier to prove with knowledge of KK-equivalences.
4 A Noncommutative Borsuk-Ulam Theorem
If Φ : C(S2n−1ρ ) → C(S2n−1ω ) is a unital ∗-homomorphism which respects the Z2 structure,
then in particular it sends the K1 generator Zρ(n), which has each entry a multiple of zi or
z∗i , to another matrix which is odd in each entry. This implies that Zω(n)
∗ · Φ(Zρ(n)) is a
2n−1 × 2n−1 matrix of even elements. If we assume that every invertible matrix with even
entries is an even integer in K1, then we can conclude that Φ(Zρ(n)) corresponds to an odd
integer in K1 and is therefore nontrivial. In other words, we conclude that Φ∗ is nontrivial
on K1. Note that the Z2 map T does not change the K1 class of an invertible matrix, as
verified by checking on the K1 generator Zρ(n). This matrix satisfies T (Zρ(n)) = −Zρ(n),
which is K1-equivalent to Zρ(n) by scaling −1 to 1 within the nonzero constants. In other
words, T is orientation preserving.
Lemma 4.1. If F is an invertible matrix over C(S2n−1ρ ) and each entry of F is even, then
the K1 class of F is an even multiple of the generator.
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Proof. The algebra C(S2n−1)Z2 ∼= C(RP2n−1) of even functions in the commutative sphere
C(S2n−1) gives rise to an inclusion map ι : C(S2n−1)Z2 → C(S2n−1) which is dual to the
projection π : S2n−1 → RP2n−1. Applying the Chern character shows that the image
of K1(C(RP
2n−1)) ∼= K1(RP2n−1) in K1(C(S2n−1)) ∼= K1(S2n−1) ∼= Z is 2Z from the
corresponding result in cohomology.
The antipodal action on the commutative sphere commutes with the Rn action of coor-
dinatewise rotation that defines C(S2n−1ρ ) ∼= C(S2n−1)J for a suitable antisymmetric J . As
such, the fixed point subalgebra C(S2n−1)Z2 is itself Rn-equivariant, and we may form its
Rieffel deformation (C(S2n−1)Z2)J . From the inclusion map ι : C(S2n−1)Z2 → C(S2n−1) we
reach the following commutative diagram from Corollary 3.23.
K1(C(S
2n−1)Z2) K1((C(S2n−1)Z2)J)
K1(C(S
2n−1))) K1(C(S2n−1)J )
ι∗
∼=
∼=
(ιJ )∗
All of the groups above are Z, and ι∗ has range 2Z, so (ιJ )∗ must also have range 2Z.
Unpacking the definitions shows that ιJ is simply the inclusion map of C(S
2n−1
ρ )
Z2 into
C(S2n−1ρ ), completing the proof.
We then reach a Borsuk-Ulam result as a corollary.
Corollary 4.2. Suppose Φ : C(S2n−1ρ ) → C(S2n−1ω ) is a unital ∗-homomorphism between
two Natsume-Olsen spheres of the same dimension. If Φ is equivariant for the antipodal
maps, then Φ induces a nontrivial map on K1. More precisely, Φ∗ : Z→ Z is multiplication
by an odd integer.
Proof. The K1 generators Zρ(n) and Zω(n) are 2
n−1 × 2n−1 matrices with odd entries, so
Zω(n)
∗ ·Φ(Zρ(n)) is a 2n−1×2n−1 matrix with even entries, which must be an even integer in
K1 ∼= Z. This implies that Φ(Zρ(n)) corresponds to an odd integer, so Φ∗ is nontrivial.
Remark. This gives a positive answer to Question 4 of [24] for Natsume-Olsen spheres and
the usual Z2 graded structure.
One version of the Borsuk-Ulam theorem claims there is no odd, continuous map Sk →
Sk−1. The Natsume-Olsen spheres are only defined in odd dimension, but if one generator
is required to be self-adjoint, this reduces the dimension by one. When this generator
is central, the resulting C∗-algebra is the θ-deformed even sphere C(S2mθ ); see [17], and
for earlier discussions see [5] (for dimension four) and [4]. In the definition below, we have
changed the notation of [17] to remain consistent with the choice of coordinate ρ (parameter
matrix) instead of θ (antisymmetric matrix).
Definition 4.3. ([17], Definition 2.4) Let ρ be an n×n parameter matrix. Then C(S2nρ ) is
the universal, unital C∗-algebra generated by z1, . . . , zn and x satisfying these relations.
zjz
∗
j = z
∗
j zj x = x
∗
zkzj = ρjkzjzk xzj = zjx
x2 + z1z
∗
1 + z2z
∗
2 + . . .+ znz
∗
n = 1
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In the above definition, x commutes with the other generators. This is partly because
of Lemma 2.6 in [16]; if instead one chose that xzj = ωjzjx for some ωj ∈ C, then it
would follow that xzj = ωjzjx as well, since x is self-adjoint and zj is normal. So, to avoid
triviality, one should ban relations xzj = ωjzjx when ωj 6∈ R. From the point of view of
generators and relations alone, we do not see an immediate reason why insisting x commutes
with some zj , but anticommutes with other zj , would be flawed. Regardless, we stick with
the established spheres C(S2nρ ) for this paper, in which x is a central element. These even
spheres have a Z2 action formed by negating every generator, just as in the odd case.
M. Peterka remarks in [17] thatK1(C(S
2n
ρ )) is the trivial group, as one would expect from
Rieffel deformation and consideration of the commutative case. Now, the topological sphere
Sk−1 sits inside Sk as the equator, in such a way that the antipodal maps are compatible and
Sk−1 lies inside a contractible subset of Sk. The next two definitions give algebraic versions
of this topological embedding; note that the maps are automatically K1-trivial since the
even spheres have trivial K1 groups.
Definition 4.4. Suppose ρ is an n×n parameter matrix with ρin = ρni = 1 for all i, and let
ρ˜ be the minor of ρ formed by removing row and column n. Then π : C(S2n−1ρ )→ C(S2n−2ρ˜ )
is the unique, unital ∗-homomorphism defined by zi 7→ zi for 1 ≤ i ≤ n− 1 and zn 7→ x.
Remark. We insist zn commutes with each zi in the odd sphere because x commutes with
each zi in the even sphere.
Definition 4.5. Suppose ρ is an n× n parameter matrix. Then π : C(S2nρ )→ C(S2n−1ρ ) is
the unique, unital ∗-homomorphism defined by zi 7→ zi and x 7→ 0.
In both cases, π exists due to the relations defining the algebras, π respects the Z2
structure, and π is automatically K1-trivial. This leads to the following consequence of
Corollary 4.2.
Corollary 4.6. There is no unital ∗-homomorphism Ψ : C(Sk−1ρ )→ C(Skω) which is equiv-
ariant for the antipodal maps.
Proof. If k = 2n, then consider π : C(S2nω ) → C(S2n−1ω ). Since π respects the antipodal
maps and is K1-trivial, Φ = π ◦Ψ : C(S2n−1ρ )→ C(S2n−1ω ) also respects the antipodal maps
and is K1-trivial. This contradicts Corollary 4.2.
If k = 2n−1, then ρ has dimensions (n−1)×(n−1). Let P be the n×n parameter matrix
with ρ in the upper left and all other entries equal to 1, and form π : C(S2n−1P )→ C(S2n−2ρ ).
Then Φ = Ψ ◦ π : C(S2n−1P )→ C(S2n−1ω ) contradicts Corollary 4.2.
This corollary generalizes the Borsuk-Ulam theorem in all dimensions, as desired, and it
is analogous to the q-deformed case of [26]. Now, just as the map T on the noncommutative
sphere C(S2n−1ρ ) supplies a Z2 action which generalizes the antipodal map (z1, . . . , zn) 7→
(−z1, . . . ,−zn) on S2n−1, there is nothing stopping us from defining a similar map for higher
order rotations on each coordinate zi. Let α1, . . . , αn be primitive kth roots of unity, k ≥ 2.
Then there is a unital ∗-homomorphism
R : C(S2n−1ρ )→ C(S2n−1ρ ) (4.7)
zi 7→ αizi
which generalizes coordinatewise rotation (with the same finite order on each coordinate)
on the sphere S2n−1. Again, R exists due to the fact that the elements αizi satisfy re-
lations corresponding to (3.3), (3.4), and (3.5), and this action is again just a remnant
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of the full Rd rotation which deforms C(S2n−1). The K1 generator Zρ(n) is usually not
homogeneous for R; the entries are all homogeneous, but the homogeneity class changes
by entry. This differs from the Z2 case, in which we could simply observe that each en-
try was odd. However, a quick inductive argument on the recursive definition Zρ(1) = z1,
Zρ(k+1) =
[
Zρ(k) zk+1D1
−z∗k+1D2 Zρ(k)∗
]
shows that independent of ρ, there are diagonal unitary
matrices A and B over C with Ak = Bk = I for which
R(Zρ(n)) = AZρ(n)B (4.8)
holds. These matrices encode the homogeneity classes of the different entries of Zρ(n). Fur-
ther, since A and B have scalar entries, R(Zρ(n)) and Zρ(n) are equivalent inK1(C(S
2n−1
ρ )).
It follows that R preserves the K1 class of any invertible matrix. As usual, we have extended
R to matrix algebras by entrywise application.
Because Zρ(n) does not have consistent homogeneity among its entries, it is not imme-
diately clear how to start with a unital ∗-homomorphism Φ : C(S2n−1ρ ) → C(S2n−1ω ) which
respects a rotation and form an element which is fixed by that rotation. This was the
main trick of the previous results: if Φ respects the antipodal map, then since Zρ(n) and
Zω(n) are odd, Zω(n)
∗ · Φ(Zρ(n)) is even. Equation (4.8) includes a matrix multiplication
on both sides, so R(Zω(n)
∗ · Φ(Zρ(n))) = B∗Zω(n)∗Φ(Zρ(n))B, and there is still a scalar
matrix conjugation present. Because of this complication, we should examine the fixed point
subalgebras of the various actions
RU :M 7→ U∗R(M)U
for unitaries U ∈ Ud(C) whose orders divide k (the order of R). When U is fixed, but we
wish to increase the dimension of M , we allow M ∈Mqd(C(S2n−1ρ )) and let RU act on each
d×d block, or equivalently apply a conjugation by a diagonal block matrix of q copies of U .
It is immediate that there is a qd× qd invertible matrix, fixed by RU , whose K1 class is
represented by k in the commutative sphere C(S2n−1). Indeed, take a K1 generatorG of size
qd× qd, scale G by a scalar unitary to assign the identity matrix at a pole, and then form
a continuous path of invertibles that starts with G and ends with a matrix H that assigns
the identity outside of a small neighborhood of the opposite pole. If the neighborhood is
small enough that it does not intersect any of its images under the Zk rotation R, then the
product G · RU (G) · · ·RUk−1(G) will commute and produce an RU -invariant matrix with
K1 class equal to k ∈ Z. This matches with our intuition from the antipodal map, where
even invertibles were assigned even integers.
Lemma 4.9. If U ∈ Ud(C) is a scalar unitary whose order divides k (the order of the
rotation R), and M ∈ GLd(C(S2n−1)) is an invertible matrix over the commutative sphere
with RU (M) = M , then the K1(C(S
2n−1)) class of M is in kZ. Further, the fixed point
subalgebra Md(C(S
2n−1))RU has K1 group isomorphic to Z.
Proof. Let Xn = {(z1, . . . , zn) ∈ S2n−1 : zn = 0 or Arg(zn) is a kth root of unity}, so X1 is
a finite set and Xn, n ≥ 2, is a union of k closed balls B2n−2 which intersect only on their
boundaries. In any case, Xn is an invariant set for any kth order coordinate rotation. Let
Jn denote the ideal of the fixed point subalgebra Md(C(S
2n−1))RU that consists of matrix
functions vanishing on Xn. Now, Jn is isomorphic to C0(B
2n−1), since S2n−1 \ Xn is k
disjoint copies of B2n−1 which are orbits of a single ball under R. This produces an exact
sequence from part of the six-term sequence for Jn.
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K1(C0(B
2n−1))
ψ−→ K1(Md(C(S2n−1))RU )→ K1(Md(C(Xn))RU ) (4.10)
We induct on the claim that the final groupK1(Md(C(Xn))
RU ) in the sequence is trivial.
For the base case n = 1, this is trivial for all choices ofR and U (of appropriate order) because
X1 has k points, and invariant functions on X1 are determined by values at only one point.
Now, whenever we know the final group of (4.10) is trivial, this implies the first map ψ is
surjective, and K1(Md(C(S
2n−1))RU ) is the surjective image of a cyclic group, making it
cyclic as well. Any image of ψ may always be written in the form of a commuting product
G · RU (G) · · ·RUk−1(G), where G assigns the identity matrix on all but one component of
S2n−1\Xn. All elements of the product areK1(C(S2n−1)) equivalent, meaning the product’s
class in K1(C(S
2n−1)) must lie in kZ. There is always an example of a qd × qd matrix M
which is RU -invariant, invertible, and represented by k 6= 0 in K1(C(S2n−1)), so this implies
that the induced map K1(Md(C(S
2n−1))RU )→ K1(C(S2n−1)) from inclusion is an injective
map between infinite cyclic groups, with image exactly kZ.
To complete the induction, assume for a fixed n that the final group of (4.10) is trivial
for all coordinate rotations and unitaries U of the appropriate order. Let S be a rotation on
C(S2n+1) of order k ≥ 2, with R denoting the rotation on C(S2n−1) from restricting S via
the inclusion (z1, . . . , zn) 7→ (z1, . . . , zn, 0). Note that since Xn+1 is the union of k copies of
B2n which overlap only on their boundaries, it is not hard to show that Md(C(Xn+1))
SU is
isomorphic to {F ∈ Md(C(B2n)) : F |S2n−1 is invariant under RU}. Again, examine part of
a six term sequence.
K1(C0(B
2n))→ K1(Md(C(Xn+1))SU ) φ−→ K1(Md(C(S2n−1))RU )
The inductive assumption shows that the final group is infinite cyclic and realized as an
injective image into K1(C(S
2n−1)) via the obvious map. This immediately implies that φ
is trivial, since every image of φ comes from the boundary data of a function on B2n. Since
K1(C0(B
2n)) is also trivial, it follows that K1(Md(C(Xn+1))
SU ) is trivial, and the induction
is complete.
The above lemma is what one would expect given the Z2 case, where the additional
conjugation by U is treated as merely a technical annoyance. If U is the identity matrix,
the computations include terms for the odd K-theory of lens spaces. Moreover, the role of
functions on a closed ball with boundary symmetry is somewhat reminiscent of the discussion
in section 6.2 of [13] (which proves a generalization from [7] of the Borsuk-Ulam theorem to
other free actions by groups on Sk), although the context and conclusions are different.
Theorem 4.11. If U ∈ Ud(C) is a scalar unitary whose order divides k (the order of the
rotation R), and M ∈ GLd(C(S2n−1ρ )) is an invertible matrix with RU (M) = M , then the
K1(C(S
2n−1
ρ )) class of M is in kZ.
Proof. The action RU commutes with the (entrywise) R
d action on Md(C(S
2n−1)), so we
may deform the fixed point subalgebra Md(C(S
2n−1))RU using the restricted action. With
the previous lemma establishing the commutative case, the proof is essentially identical to
that of Lemma 4.1.
The unitary conjugation present in this section’s results serves to solve the following
dilemma. For rotations of order k > 2, the K1 generator of the noncommutative sphere
is not homogeneous, so when we consider a homomorphism Φ between two spheres, it is
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difficult to construct a matrix fixed by R. We can, however, easily find a matrix fixed by a
specific action RU (M) = UR(M)U
∗, as in the following corollary.
Corollary 4.12. Suppose Φ : C(S2n−1ρ )→ C(S2n−1ω ) is a unital ∗-homomorphism satisfying
R ◦ Φ = Φ ◦ R. Here R (on either sphere) denotes a rotation map defined in (4.7) for the
same list of primitive kth roots of unity α1, . . . , αn, where k ≥ 2. Then Φ∗ is nontrivial on
K1. Specifically, it is given by multiplication by an integer congruent to 1 mod k.
Proof. Equation (4.8) gives that R(Zρ(n)) = AZρ(n)B and R(Zω(n)) = AZω(n)B, where
A and B are diagonal unitaries with scalar entries that do not change with the sphere
parameter, and further Ak = Bk = I. Since Φ is a unital ∗-homomorphism and respects
the rotation maps, this implies that
R(Zω(n)
∗ · Φ(Zρ(n))) = R(Zω(n))∗ · Φ(R(Zρ(n)))
= (AZω(n)B)
∗ · Φ(AZρ(n)B)
= B∗Zω(n)∗A∗ · AΦ(Zρ(n))B
= B∗(Zω(n)∗ · Φ(Zρ(n)))B
and Zω(n)
∗ ·Φ(Zρ(n)) is fixed by the operation M 7→ BR(M)B∗. Since B is a unitary over
C with Bk = I, by the previous theorem the K1 class of Zω(n)
∗ ·Φ(Zρ(n)) is in kZ. Finally,
the K1 class of Φ(Zρ(n)) is congruent to 1 mod k.
The above corollary is a noncommutative version of the following fact: if α1, . . . , αn are
primitive kth roots of unity (k ≥ 2), and f : S2n−1 → S2n−1 is continuous and respects
the rotation (z1, . . . , zn) 7→ (α1z1, . . . , αnzn), then f is homotopically nontrivial. Just as in
the Z2 case, there is a consequence regarding spheres of different dimensions. Specifically,
there exists no g : S2n−1 → S2n−3 which is continuous and equivariant for the rotations
(z1, . . . , zn) 7→ (α1z1, . . . , αnzn) and (z1, . . . , zn−1) 7→ (α1z1, . . . , αn−1zn−1). This result is
only necessary to state when k is an odd prime (which gives the result when k is not prime,
but has an odd prime divisor), as we have already stated the usual Borsuk-Ulam theorem
for k = 2. In [25], Z. Tang showcases a proof of this topological result using the reduced
K-theory of lens spaces; in contrast, our proofs work entirely with K1. The nonexistence of
equivariant g : S2n−1 → S2n−3 can also be shown using homology; see [10] for this type of
approach (and a generalization). For noncommutative spheres, the associated result is as
follows.
Corollary 4.13. Suppose k ≥ 2 and α1, . . . , αn are primitive kth roots of unity. If Ψ :
C(S2n−3ω )→ C(S2n−1ρ ) is a unital ∗-homomorphism, then R ◦Ψ 6= Ψ ◦R′, where R denotes
the rotation map for α1, . . . , αn and R
′ denotes the rotation map for the first n− 1 of these
scalars α1, . . . , αn−1.
Proof. Suppose Ψ satisfies R ◦ Ψ = Ψ ◦ R′. Choose an n × n parameter matrix Ω which
contains ω in the upper left, and let π : C(S2n−1Ω ) → C(S2n−3ω ) be the map defined by
zi 7→ zi for i ≤ n − 1 and zn 7→ 0. The map π is K1-trivial because π(ZΩ(n)) =[
Zω(n− 1) 0
0 Zω(n− 1)∗
]
, which is equivalent in K1(C(S
2n−3
ω )) to Zω(n−1)Zω(n−1)∗ =
I, the trivial element. Moreover, the homogeneity classes of π(zi) show that R
′ ◦ π = π ◦R,
so Φ = Ψ ◦ π : C(S2n−1Ω )→ C(S2n−1ρ ) is K1-trivial and has Φ ◦R = R ◦Φ. This contradicts
Corollary 4.12.
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If k = 2, this is not the full strength of the Borsuk-Ulam theorem, which is instead found
in Corollary 4.6. Similarly, if k is even, equivariant maps for order k rotations are also
equivariant for the antipodal map, so the antipodal results are often preferable. However, if
k is odd, the map R on C(S2n−1ρ ) relies heavily on the complex coordinates zi, so the results
cannot be stated using the even dimensional spheres. In this sense both Corollary 4.12 and
Corollary 4.13 may be viewed as full-strength noncommutative Zk Borsuk-Ulam theorems
when k is odd.
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