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Abstract
This thesis deals with the study of the cosmological signatures of certain aspects of fundamental
physics, and how cosmological observables can be used to constrain properties of fundamental
particles. Over the past decades, increasingly precise measurements in cosmology have become
powerful probes of fundamental physics - for example, the inference of dark matter and dark
energy from cosmological observations remain the most significant evidence of new physics beyond
the Standard Model of particle physics. Another example is the cosmological scalar-to-tensor ratio,
which can potentially differentiate different models of inflation and other early Universe theories.
Determining the absolute mass scale of neutrinos is an interesting problem in particle physics,
and can shed light on the mass generation mechanism for neutrinos, which, in turn, can tell us
about physics beyond the Standard Model. To fully exploit the signatures of massive neutrinos
on cosmological observables, one needs to perform accurate simulations. In this thesis, we explore
a new method for performing neutrino simulations, which overcome the shortcomings of previous
methods which were employed. From these simulations, we identify an observable which is very
sensitive to the neutrino mass - the clustering of cosmological voids on large scales. We also forecast
how well the neutrino masses and thermal “dark radiation” models can be constrained in future
cosmological surveys using their effect on various observables in these surveys, such as the clustering
of galaxies, galaxy-galaxy lensing, and cosmic shear.
Cosmological observables can also be used to constrain the properties of Dark Matter itself.
While Dark Matter has traditionally been considered a collisionless fluid, there has been recent
interest in self-interactions of dark matter. We consider a special form of self-interactions in this
thesis - where the interactions are elastic but anisotropic. We develop the formalism and methods
to simulate these interactions, and study the signatures of these interactions on the properties of
dark matter halos.
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Chapter 1
Introduction
Starting with Zwicky’s observations of the velocity dispersion of galaxies in the Coma cluster [1],
observations on cosmological scales have had profound implications for fundamental physics. It is
now well-established that roughly 27% of the energy content of the Universe is in the form of Dark
Matter - matter which does not interact through the electromagnetic force, but does participate
in the gravitational evolution of the Universe. Even in the simplest scenario that Dark Matter
is made up of a single species of fundamental particles, one needs to invoke particles which are
beyond the Standard Model of particle physics. Many models have been proposed to extend the
Standard Model of physics in a way that produces a Dark Matter candidate with the correct mass
and interaction strength to match the current observed density of Dark Matter on cosmological
scales.
Similarly, other observations, including observations of Type I supernovae in distant galaxies
[2], have now confirmed that even larger fraction of the energy of the Universe, roughly 68%, is
made of something named as “Dark Energy”. While Dark Matter behaves like ordinary matter
in the gravitational context, Dark Energy acts like a fluid with negative pressure on cosmological
scales, leading to an accelerating expansion of the Universe. Explaining the nature of Dark Energy
is another challenge that cosmological observations have thrown up to fundamental physics.
1.1 Neutrinos
Even though neutrinos are part of the Standard Model of physics, we now know that neutrinos are
massive, and that their mass eigenstates are different from their flavor eigenstates [3, 4, 5]. Though
we do not yet know the absolute mass scale of the different mass eigenstates, we know that even
the maximum allowed mass from terrestrial experiments, ∼ 1 eV, is much smaller than the mass of
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all other Standard Model particles. The next lightest Standard Model particle, the electron, has
a mass of 0.511MeV, nearly six orders of magnitude larger! Various mass mechanisms, including
the famous see-saw mechanism, have been proposed to explain the light mass of the neutrinos, see
[6, 7] for reviews. Most of these models assume extensions to the Standard Model, and so, pinning
down the exact mass scales of neutrinos could possibly provide us information about new physics
beyond the Standard Model.
Ongoing terrestrial experiments are looking to pin down the mass scale more accurately than
previous experiments. One approach is experiments like the KATRIN (KArlsruhe TRItium Neu-
trino) experiment [8], which looks to constrain the mass of the electron anti-neutrino by measuring
the energy spectrum of the emitted electron in a tritium beta decay down to a precision of roughly
0.2 eV. Other terrestrial experiments include searches for neutrinoless double beta decays (NDBD),
such as the SNO+ experiment [9]. Such beta decays can only occur if the neutrinos are Majorana
particles, that is, the neutrino and the anti-neutrino are the same particle. If neutrinos are indeed
Majorana particles, then the event rate of neutrinoless double beta decays depend on sum of the
neutrino masses. Observations of NDBD events can, therefore, be used to place constraints on the
sum of neutrino masses, and therefore the absolute mass scales of the eigenstates.
Massive neutrinos can also produce signatures on cosmological observables. Along with all
other fundamental particles, neutrinos existed in thermal equilibrium in the early Universe. Since
neutrinos are fermions, their initial distribution is given by a thermal Fermi-Dirac distribution:
fν(p) ∝ 1
exp
[
E−µ
T
]
+ 1
, (1.1)
where µ is the chemical potential. Given the low masses of neutrinos, they remained relativistic
until redshift of z ∼ 100 depending on the exact mass. As the Universe cooled, heavier particles
dropped out of equilibrium. As time evolves, the Universe also expands, and physical densities
of both radiation and matter goes down. Neutrinos interact with other species through the weak
interaction, and based on the strength of the weak interaction, and the expansion rate of the
Universe, it has been shown that neutrinos remained in equilibrium with photons, electrons and
positrons till the time the average temperature of the Universe was roughly ∼ 2MeV. Below this
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temperature the number of interactions were no longer sufficient to keep neutrinos in thermal
equilibrium. After decoupling, the neutrinos continue to evolve with the thermal Fermi-Dirac
distribution at the time of decoupling frozen in, but with redshifting momenta p ∝ a−1, where a is
the scale factor. As long as the neutrinos are relativistic, and the chemical potential is negligible,
this distribution is equivalent to a Fermi-Dirac distribution with redshifting temperature Tν ∝ a−1.
Just below the temperature at which the neutrinos decouple, the temperature of the Universe
falls below the limit at which photons have sufficient energy to produce electron-positron pairs.
All remaining positrons end up annihilating with nearby electrons, but since only the photons are
in thermal equilibrium at this point, the temperature of the photons increases with respect to the
temperature of the neutrinos. Simple arguments, coming from the conservation of entropy density
yields
Tν = Tγ
(
4
11
)1/3
. (1.2)
This means that the temperature of the Cosmic Neutrino Background is roughly 0.71 of the temper-
ature of the Cosmic Microwave Background (CMB). Since the neutrinos follow a thermal spectrum,
the temperature also determines the number density. Given the temperature, the number density
of each of the three species is nνα ∼ 113 cm−3, comparable to the CMB number density. This
means that neutrinos are the second most abundant particles in the Universe, after photons.
For massive neutrinos, we can calculate their overall contribution to the energy density of the
Universe today, given the number density calculated above. It is given by the following formula
[10], in terms of the sum of the masses of the three neutrino species:
Ων =
∑
mν
94h2 eV
. (1.3)
Except at very low redshifts, clustering of neutrinos is minimal given their large thermal velocities.
Therefore, while they contribute to the overall expansion rate of the universe by a factor pro-
portional to Ων , they do not contribute as sources for the peculiar gravitational potential, which
sources the clustering of dark matter and baryons. This manifests itself through the damping of the
matter power spectrum on scales smaller than the free streaming scales of the neutrino particles.
This is shown in Fig. 1.1, where we plot the ratio of the matter power spectra in three different
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Figure 1.1: Damping of the linear matter power spectrum on small scales due to the presence of
massive neutrinos. We plot the ratio of the power spectrum in the massive neutrino cosmology to
the power spectrum in a cosmology with only massless neutrinos. Higher neutrino masses imply
higher Ων and therefore more damping.
cosmologies with massive neutrinos to the power spectrum in a cosmology with massless neutrinos.
All power spectra here have been calculated using linear perturbation theory, and is, therefore,
more accurate on larger scales. As expected, for more massive neutrinos, Ων is higher, and the
amplitude of damping is also larger. This characteristic damping of the power spectrum is one of
the strongest signatures of neutrinos on large scale structure of the Universe. However, detecting
the amplitude of this damping in cosmological observations is complicated by the fact that it is
degenerate with some of the other parameters of the Λ-CDM paradigm, such as the tilt of the
primordial power spectrum, ns, and the optical depth to reionization, τ .
To study the effects of neutrinos on the power spectrum on smaller scales, linear perturbation
theory is no longer adequate. We know that on small scales, Cold Dark Matter and baryons
cluster very strongly. Accurate simulations of Λ-CDM cosmologies have been performed using N-
body techniques for more than three decades now. To form a fully consistent picture of the effect
of massive neutrinos, we therefore need to include neutrinos in some way in these cosmological
simulations. A number of methods have been suggested for this, but each of these methods has its
own drawbacks. For example, extending the N-body technique to include neutrino particles suffers
from shot noise issues due to poor sampling of the phase space. In §2, we present a completely
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new method for running full, non-linear simulations of cosmologies with massive neutrinos which
gets around these problems. Also in §2, we identify a new cosmological observable which is very
sensitive to the neutrino mass - the clustering of voids defined using the matter field on large scales.
We show that quantity used to quantify this clustering - called bias - becomes a scale-dependent
quantity. For standard Λ-CDM cosmologies, this bias is expected to be independent of scale at
large scales. Therefore, unlike the damping of the power spectrum on small scales, this effect of
neutrinos on large scale structures is much harder to produce within standard cosmologies, and
could provide a new method for constraining the neutrino mass.
Massive neutrinos also leave their imprints on observables which will be measured with in-
creasingly greater accuracy in surveys like LSST [11] and CMB Stage 4 experiments [12]. In the
case of LSST, which is a wide photometric galaxy and lensing survey covering nearly half the sky,
one of the major science goals is to measure various two-point correlations such as the galaxy
auto-clustering, galaxy-galaxy lensing, and cosmic shear. Galaxy autocorrelations, as the name
suggests, measures the clustering of distant galaxies on the sky in various redshift bins. As light
from distant galaxies passes through intervening matter before reaching our detectors, the shapes
of the galaxies are slightly distorted through the effect of gravitational lensing. These changes are
usually small, and falls in the weak lensing regime. Galaxy-galaxy lensing refers the measurement
of this shape distortion of distant source galaxies around a foreground lens galaxy. In other words,
this measures the two-point correlation of galaxy position and the weak-lensing shear. Similarly,
cosmic shear measures the shape distortions of source galaxies about random points on the sky.
This is therefore, the two-point correlation of the weak lensing shear with itself.
All of these correlations, along with the lensing of the CMB due to intervening matter between
the last scattering surface and us, depend on the shape and amplitude of the matter power spectrum
at different redshifts. Massive neutrinos affect both these properties of the matter power spectrum.
Neutrinos damp the power spectrum on small scales, thereby changing the shape. The energy
content of the neutrinos Ων affects the expansion rate of the Universe, as well as the growth rate of
perturbations, thereby changing the amplitude of the power spectrum at different redshifts. In §3,
we forecast how well LSST and CMB Stage 4 experiments will be able to constrain the neutrino
mass by exploiting the observables mentioned above. Even for the scenario where the sum of
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the neutrino masses is at the minimum value allowed by neutrino oscillation experiments, these
upcoming experiments can possibly detect it at a statistical significance of roughly 2σ.
In §3, we also explore whether these surveys can also constrain the properties of other light
particles that have been predicted by various extensions of particle physics beyond the Standard
Model. One example is thermal dark radiation, which is a generic prediction of a number of
different models. These extra light species have similar effects on the matter power spectrum - that
is, they affect the shape and the growth, but since they have different masses and temperatures
as compared to the Standard Model neutrinos, they produce slightly different signatures on the
various observables at LSST.
1.2 Self-Interacting Dark Matter
On scales larger than a few Megaparsecs, the standard non-interacting Cold Dark Matter scenario
is an excellent fit to all current observations, see [13, 14] for example. This scenario assumes that
the interactions of dark matter with baryons, as well as interactions of dark matter with itself
has negligible effect on the evolution and structure formation in the Universe. The effect of Dark
Matter is only mediated through gravity - the overall energy density in Dark Matter participates
in determining the time evolution of the scale factor of the Universe, while density fluctuations in
Dark Matter sources the growth of structure through the peculiar gravitational potential.
However, on small scales, predictions of Λ-CDM cosmologies, where Cold Dark Matter has
only gravitational interactions, seem to be in contradiction with a number of observations. One of
the most studied of these problems is the missing satellite problem, and the related too-big-to-fail
problem [15, 16, 17, 18]. This refers to the observation that we find far fewer satellite galaxies for
the Milky Way than is predicted for a halo with the halo mass of the Milky Way from simulations.
Another well-known problem is the core-cusp problem [19, 20]. This refers to the fact that dark
matter halos in simulations have cuspy inner profiles whereas observations find that the density
profiles near the centers of galaxies are cored - that is, much flatter than the theoretical predictions.
Motivated by these small scale problems of the non-interacting Dark Matter scenario, [21]
put forward the idea that Dark Matter with strong self interactions could potentially solve these
conflicts with observations, and this idea was further explored in [22], with the help of simulations.
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These studies specifically looked only at short-range elastic interactions of Dark Matter particles
with themselves. Since then, there has been growing interest in exploring self-interactions of Dark
Matter, as well as exploring more complex models of the dark sector with multiple species and
interactions.
While short range elastic interactions have been explored in detail with high-resolution simula-
tions (see [23, 24, 25, 26, 27], for example), recent observations have spurred interest in a slightly
different form of self-interactions for Dark Matter. The first of these observations is that the
“splashback radius” of halos, defined as the boundary of the multi-streaming, virialized region,
detected in observations [28, 29] is significantly different from theoretical predictions [30, 31]. The
splashback radius in these studies was defined by looking at the stacked density profiles of satellite
galaxies around clusters. Since satellite galaxies resides inside subhalos, these observation could be
explained if Dark Matter subhalos feel an extra drag force as they fall into the dark matter halo of
the host.
The second set of observations is the separation of the light profile from the lensing mass
profiles for galaxies falling into cluster [32, 33]. These offsets are difficult to explain if both stars
and Dark Matter are essentially collisionless - in that scenario, both would follow essentially the
same trajectory during their infall phase. Once again, if Dark Matter has extra interactions, this
is no longer true, and it is possible for the stars and Dark Matter to have somewhat different
trajectories.
Analytical studies and toy model implementations [34, 28] suggest if Dark Matter has inter-
actions which are elastic, but frequent, and with an anisotropic differential cross-section, it would
produce observational signatures consistent with the above. In this picture, Dark Matter parti-
cles suffer frequent collisions, but most collisions have a small scattering angle, which corresponds
to a small momentum transfer per collision. Averaged over the full trajectory, this form of self-
interaction produces a drag effect on subhalos as they travel through the density profile of the host
halo. These interactions can also lead to subhalo evaporation, similar to what happens in the case
of isotropic interactions. However, the evaporation rate is much slower than in the isotropic case.
It is therefore, very interesting to study the full signatures of such interactions with the help of
cosmological simulations.
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In §4, we study the effects of anisotropic self-interactions of Dark Matter on the profiles of
halos. We set down the formalism for describing this sort of self-interactions, and then implement
them in full cosmological simulations. We present the results from these simulations, and discuss
future extensions and improvements to the presented work.
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Chapter 2
Simulating nonlinear cosmological
structure formation with massive
neutrinos
We present a new method for simulating cosmologies that contain massive particles with thermal
free streaming motion, such as massive neutrinos or warm/hot dark matter. This method combines
particle and fluid descriptions of the thermal species to eliminate the shot noise known to plague
conventional N-body simulations. We describe this method in detail, along with results for a number
of test cases to validate our method, and check its range of applicability. Using this method, we
demonstrate that massive neutrinos can produce a significant scale-dependence in the large-scale
biasing of deep voids in the matter field. We show that this scale-dependence may be quantitatively
understood using an extremely simple spherical expansion model which reproduces the behavior of
the void bias for different neutrino parameters. 1
2.1 Introduction
One of the central tenets of the standard cosmological model is that structure observed in the
present universe formed via gravitational evolution of initially linear density perturbations which
arose in the primordial universe [35, 10]. The intially linear perturbations responsible for producing
anisotropies in the cosmic microwave background [36] are expected to eventually develop into
nonlinear cosmological structures like halos and filaments at low redshift [37]. Predicting the
nonlinear evolution of cosmic structure has been a numerically challenging problem for many years.
The method of choice for computing structure formation has been N-body simulation. The accuracy
and efficiency of this method have been well established for standard ΛCDM cosmologies [38, 39].
These simulations have been used to study many aspects of structure formation, including the mass
1This chapter was previously published in the Journal of Cosmology and Astroparticle Physics as A. Banerjee
and N. Dalal, Simulating nonlinear cosmological structure formation with massive neutrinos, Journal of Cosmology
and Astroparticle Physics 11 (Nov., 2016) 015, [1606.06167].This chapter matches the published version.
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functions [40, 41, 42] and profiles [43, 44, 45, 17, 46, 18, 47] of halos and voids, and their large scale
clustering [e.g. 48, 49, 41, 50].
Although N-body simulations have been enormously successful in describing the evolution of
ΛCDM cosmologies, they have not fared as well for studying certain other cosmologies, especially
universes containing massive particles with large thermal velocities in the initial phase space dis-
tribution of the species. The large thermal velocities of these particles generate spurious structures
in the density field due to discreteness effects inherent in N-body methods, as the particles stream
large distances in random directions. At scales below this streaming scale, the density distribution
of the simulation particles follows a Poisson shot noise distribution, instead of the correct, physical
density. The power spectrum at large wavenumber would then be given by P (k) ∼ n¯−1, where n¯
is the mean density of particles in the simulation. For typical values of n¯, the shot noise power
spectrum can completely dominate the physical power spectrum (which is damped on these scales
by the streaming motions), leading to spurious structures forming everywhere in the simulation
volume. Therefore, improvements in numerical methods are essential to develop a reliable and
consistent method for studying structure formation in such cosmologies.
An example of a cosmology with fast moving massive particles is our own universe, which is
known to contain massive neutrinos. Neutrinos are among the most abundant particles in the
universe, comparable to photons in terms of their number density [10]. Oscillation experiments
have clearly established that at least two neutrino states are massive, and these experiments have
also placed tight bounds on the mass differences between the three mass eigenstates of neutrinos
[3, 4, 5, 51, 52]. Even though the absolute masses are not yet known, the mass splittings imply that
at least one of the species is as heavy as ∼ 0.06 eV. Given the current cosmic neutrino background
temperature Tν ∼ 1.68× 10−4 eV [10], this means that this species is highly non-relativistic today,
and can therefore gravitationally cluster. The effects of massive neutrinos on large-scale structure
are well-understood on large scales and at early times, when fluctuations are in the linear regime
[53, 54, 55]. However, at late times and smaller scales, density fluctuations become non-linear,
rendering linear perturbation theory calculations invalid.
Different groups have put forward different approaches to attacking this problem. [56] and [57]
have proposed treating the neutrinos as a linear fluid on a grid coupled to the fully non-linear,
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N-body evolution of the cold dark matter (CDM) particles. Similarly, [58] suggested solving the
linearized Boltzmann equations for neutrinos coupled to the the N-body evolution of CDM particles.
By their very nature, these quasi-linear methods break down when the overdensities in the neutrino
fluid approach O(1). At late times, massive neutrinos can become cold enough to be captured into
the deepest potential wells in the simulations - the largest halos. The overdensities of neutrinos in
these halos can be significantly larger than O(1), limiting the validity of linearized methods at late
times.
Another method which has been proposed is to treat the neutrinos as a different species of
particles with different mass than CDM particles in a normal N-body simulation at all redshifts
[59]. A related method is to use the linear treatment for neutrinos at early redshifts, but then to
switch to N-body treatment once perturbations in the neutrino fluid become non-linear [60]. While
traditional N-body methods suffer from the shot noise issue mentioned above, these authors argue
that since the neutrinos constitute a small part of the energy budget (Ων ≪ 1), their effects are
always subdominant to CDM, and the shot noise effect is not strong enough to significantly alter
structure formation. On the other hand, since shot noise can be significant compared to the real
physical clustering of neutrinos in the simulation, this means that calculations of neutrino effects
on the power spectrum can suffer from large fractional errors, even if the absolute errors on the
power spectrum are small thanks to the small mass fraction in neutrinos. Given that the point of
performing such simulations is the precise calculation of neutrino effects, the fractional error on
neutrino effects may be a more relevant metric than the absolute error on the total power spectrum.
A number of interesting results have been found using these methods [61, 62, 63, 64, 65, 66, 67, 68].
However, with future cosmological surveys expected to reduce error bars on multiple observables
significantly, an improvement in the accuracy of neutrino simulations may now be warranted.
Similarly, besides neutrinos, dark matter particles can also have significant random thermal
velocities, depending on the DM temperature at freezeout. It has been suggested that Warm Dark
Matter [69] can alleviate certain small-scale problems present for CDM universes, like the core-cusp
problem of halo profiles [19, 20] and the missing satellite problem [15, 16, 17, 18]. If DM particles
have a finite thermal velocity dispersion, then those particles will randomly stream a finite distance,
and this random streaming acts to suppress structure on scales below the free-streaming length.
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The streaming length of WDM particles is much smaller than the streaming length of neutrinos
[69, 70], and if the simulations are initialized in a way that the particles have random thermal
velocities, the scales affected by shot noise would be smaller than in neutrino simulations. We refer
to these sort of simulations as “hot start” simulations. However, since the WDM is the dominant
component in these simulations, any amount of shot noise coming from the thermal velocities is
sufficient to seed the formation of spurious structures. “Hot start” N-body simulations are therefore
not an accurate method for studying such WDM cosmologies.
To get around this problem, the “cold start” method has typically been used in the literature
[71, 72]. In this method, the random thermal velocities of particles are not included in the simulation
initial conditions. To account for the damping of the power spectrum, this method initializes using
the linear power spectrum for the WDM species at redshift z = 0, scaled back to the starting
redshift of the simulation using CDM growth factors. This method therefore necessarily does
not capture the spatial dependence and time dependence of the growth of structure, but it does
eliminate artifacts arising from random thermal velocities. Nonetheless, the cold start method
suffers from its own artifacts, like the “beads on a string” phenomenon [72]. [73] have proposed an
interesting method to eliminate these “beads on a string” artifacts and other spurious structures
from WDM simulations. Their method employs a tetrahedral tessellation of the 6-dimensional
phase space of simulation particles to follow the evolution of the WDM densities. However, it is
not yet clear if this method is accurate inside collapsed and virialized regions such as halos or
subhalos, whose abundance will likely provide stringent constraints on WDM models in upcoming
years [e.g. 74, 75]. Alternatively, [76] have proposed that adaptive softening of the gravitational
force can help to suppress spurious structure found in cold start simulations of WDM cosmologies.
In this chapter, we present a novel method to simulate cosmologies with hot particles which is
valid at all redshifts, in both linear and non-linear regimes. This method makes use of both particle
techniques from N-body simulations as well as hydrodynamic techniques from fluid simulations.
This chapter is arranged as follows. In §2.2, we derive the relevant equations of motion for hot
species in an expanding universe. We describe the implementation of our method at early and
late redshifts in §2.3. In §2.4 we discuss the time integration techniques for the particles in our
simulations, as well the hydrodynamic scheme we implement. In §2.5, we discuss a number of tests,
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in both the linear as well as the non-linear regime to validate our code. We use this method to
show a novel effect in void biasing with neutrinos in §2.6. Finally, we list our main conclusions and
directions for future work in §2.7.
2.2 Equations of motion
In this section, we review the equations of motion governing hot species in an expanding universe.
We take moments of the Boltzmann equation to derive effective fluid equations that allow us to
evolve the hot species using hydrodynamic methods.
2.2.1 Collisionless Boltzmann equation
For the applications we are interested in, we consider the WDM and neutrinos to be essentially
collisionless, and our starting point will be the collisionless Boltzmann equation
df
dt
=
∂f
∂t
+
∂f
∂xi
dxi
dt
+
∂f
∂pi
dpi
dt
= 0 (2.1)
where f(x,p) is the phase space distribution function of the dynamical species in the simulation
volume. Working in Newtonian gauge with the Newtonian potentials Φ and Ψ, which are typically
of order 10−5 in units where c = 1, we have up to first order in the potentials [10]
dxi
dt
=
pi
aE
(1− Φ+Ψ) . (2.2)
In equation 2.2, E =
√
pipi +m2 and a is the scale factor. Similarly,
dpi
dt
= −pi∂Φ
∂t
− pi a˙
a
− E
a
∂Ψ
∂xi
(2.3)
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to first order in the potentials. Here a˙ means a derivative with respect to time, and not a conformal
time derivative. Substituting 2.2 and 2.3 into 2.1 we have
∂f
∂t
+
∂f
∂xi
[
pi
aE
(1− Φ+Ψ)
]
+
∂f
∂pi
[
−pi∂Φ
∂t
− pi a˙
a
− E
a
∂Ψ
∂xi
]
= 0 . (2.4)
2.2.2 Poisson equation
The metric potentials Φ and Ψ are related to the matter content via the Poisson equation. Since
we are interested in epochs during matter domination (z . 300) when the overall anisotropic stress
is small, we can assume Ψ = −Φ. In Newtonian gauge, we have
∇2Ψ = 4πGa2
[
ρ¯δ − 3 a˙
a
(1 + w)∂iv
i
]
(2.5)
where vi is the local peculiar velocity, δ = δρ/ρ¯ is the local overdensity, and w = P¯ /ρ¯ is the
background equation of state. All of these fluid quantities will be defined formally in terms of
moments of the distribution function below. For simulation boxes where the volume is much
smaller than the Hubble volume, the second term in the brackets on the right hand side of eqn. 2.5
can be neglected.
2.2.3 Obtaining the Boltzmann moment equations
We can use the Boltzmann equation 2.1 to derive fluid equations for collisionless particles by
integrating over various moments. First, we derive the continuity equation in the usual way, by
multiplying 2.4 by E and integrating over momentum. We define the real-space density in terms
of the phase space density in the following manner,
ρ(x) =
∫
Ef(x,p)d3p (2.6)
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Since we are interested in the relative density contrast δ = (ρ − ρ¯)/ρ¯, we can cast the continuity
equation into an equation for the time evolution of δ:
δ˙ = −1
a
∂
[
(1 + 2Ψ)Πi
]
∂xi
− 3Φ˙(1 + δ)(1 +W )
− 3 a˙
a
(1 + δ) (W − w) . (2.7)
where w = P¯ /ρ¯ is the background equation of state and we have defined
Πi(x) =
∫
pif(x,p)d3p
ρ¯
(2.8)
and
W (x) =
∫
pipi
3E
f(x,p)d3p
ρ(x)
. (2.9)
If the species is non-relativistic, the bulk velocity can be simply defined as
vi(x) =
Πi(x)
1 + δ(x)
(2.10)
In eqn. 2.7, the last two terms on the right hand side are typically small compared to the first
term. Since we are interested in matter domination regimes, Φ˙ is small compared to the spatial
derivatives of Φ, and we can neglect the second term on the RHS without a loss of accuracy. If
the particles are relativistic, the last term is small or zero because the local sound speed and the
background sound speeds are the same, and (W −w) vanishes. When particles are non-relativistic,
W and w are individually small (∼ 10−6) and even in non-linear regimes the last term remains
much smaller than the first term.
Next we multiply eqn. 2.4 by pi and integrate to get the Euler equation for the fluid
Π˙i = − (1− 3w) a˙
a
Πi − 1
a
∂
[
(1 + δ)W ij
]
∂xj
− 1 + δ
a
∂Ψ
∂xi
(2.11)
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with
W ij(x) =
∫
pipj
E
f(x,p)d3p
ρ(x)
(2.12)
Note that, in principle, we can continue this procedure of generating equations using higher and
higher moments of the Boltzmann equation. Each equation will be coupled to the next - this is
apparent by looking at the structure of the two equations we have derived, 2.7 and 2.11. In the
next section, we comment on how we close this infinite hierarchy of equations.
2.2.4 SPH equations
As we will show in §2.5, there are some situations in which it is advantageous to use a Lagrangian
description of the fluid rather than an Eulerian description. We use a Smoothed Particle Hydro-
dynamics (SPH) approach for these problems, following the procedures in [77]. For non-relativistic
collisionless particles, the equations of motion can be written as
dxi
dt
=
vi
a
(1− Φ+Ψ) (2.13)
and
dvi
dt
= − vi ∂Φ
∂t
− vi a˙
a
− 1
a
∂Ψ
∂xi
− 1
(1 + δ) a
∂
(
(1 + δ)W ij
)
∂xj
. (2.14)
2.3 Closing the hierarchy
To study the evolution of the collisionless fluid with the above equations, we need some way to
close the Boltzmann hierarchy. For collisional fluids, one can use an equation of state to relate the
energy density and the pressure to close the system of equations. However, in the collisionless cases
that we will be interested in (neutrinos and WDM) there is no simple equation of state, and so an
alternative closure method is required.
To motivate our method to close the Boltzmann hierarchy, it will be useful to consider the
approach used in particle-mesh (PM) N-body simulations [78]. In N-body simulations, Lagrangian
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particles are evolved under the influence of their collective gravitational field. Those particles
represent a Monte Carlo sampling of the distribution function, and in PM simulations, those
particles are used to estimate the density field δ(x) that enters Eqn. 2.5. In effect, PM simulations
use particles to close the Boltzmann hierarchy at its zeroth moment. In principle, however, we
could use those particles to estimate other quantities that enter the fluid equations. For example,
we could use particles to estimate a bulk fluid velocity, and then use that estimated velocity to
evolve the density field using the continuity equation 2.7. Alternatively, we could use particles
to estimate a stress tensor entering the Euler equation 2.11 that would truncate the hierarchy at
its 2nd moment. Indeed we can estimate an arbitrary moment of the distribution function from
particles, and truncate the Boltzmann hierarchy accordingly.
Therefore, the method we use is the following. We represent the collisionless fluid (e.g. neutrinos
or WDM) simultaneously using fluid quantities on a grid and using test particles as well. We evolve
the grid fluid using fluid equations like 2.7 and 2.11, and we truncate the Boltzmann hierarchy of
fluid equations using moments of the distribution function estimated from the test particles, e.g.
Eqn. 2.8 or 2.12. The test particles evolve under the gravitational field estimated from the fluid, i.e.
Eqns. 2.2 and 2.3. Compared to traditional PM simulations, our approach involves solving more
equations than the Poisson equation (i.e. fluid equations), and involves estimating higher moments
of the particle distribution function (i.e. 3 components of the bulk velocity, or 6 components of the
stress tensor, rather than a single scalar density field). This would appear to be considerably more
expensive than traditional PM codes, but as we argue below, the benefits of using this approach in
certain situations can outweigh the added costs.
2.3.1 Early evolution
We initialize our simulations using perturbation theory. We use Eulerian PT to initialize fluid
quantities on the grid, and Lagrangian PT to initialize the test particles. In addition to the LPT
velocities, the test particles are also given random thermal velocities drawn from the distribution
function of the species we are interested in.
At early times, the particles can have large thermal velocities. These random thermal velocities
can produce shot noise in any quantity we try to estimate from the particles, in the same way that
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the shot noise in particle positions generates noise in the density field computed from the particles,
as discussed in the introduction. One difference between the shot noise in particle velocities,
compared to the noise in particle positions, is that the velocity noise diminishes over time as the
universe expands. This means that shot noise in fluid quantities like the bulk velocity or velocity
dispersion becomes small at low redshift, in contrast to the shot noise in the estimated density
field. This illustrates one reason why it can be advantageous to estimate quantities other than the
density from the particles.
Nevertheless, at early times the shot noise in velocities is large. In principle, this can be
suppressed by increasing the number of particles in the simulation, but in many cases of interest,
the required number of particles is orders of magnitude too large to be feasible. Therefore, using
more particles in the simulation is not a practical solution in most situations of interest.
Another way to effectively increase the number of particles used in estimating fluid quantities
is to spatially smooth those quantities. Spatially smoothing the fluid quantities is equivalent to
estimating those quantities at a point using a larger volume, and hence more particles. The obvious
reason why simulations normally do not spatially smooth over large volumes to suppress shot noise
is that smoothing erases any small-scale structure in the estimated quantities. For species like cold
dark matter, there is structure on all spatial scales, and so spatially smoothing would incorrectly
eliminate real physical structure in the DM distribution. However, for the hot species of interest
to us, the high temperature implies that there is a Jeans scale kJ ∼ aH/cs below which small-scale
structure is actively suppressed. Arguably, therefore, spatially smoothing is not necessarily invalid
as long as the smoothing length is always safely below the Jeans scale.
On the other hand, the power spectrum does not vanish at k > kJ . Since we would like to
accurately evolve the power spectrum on all scales in the simulation, including scales below the
Jeans scale, this restricts what fluid quantities we can spatially smooth. For example, we cannot
use the smoothing technique to estimate the velocity field, because this will extinguish the growth
of structure on all scales below the smoothing scale. This becomes apparent if one looks at the
linear continuity equation in Fourier space:
δ˙k = − ik.vk
a
(2.15)
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Smoothing sets vk to 0 for k > ksmoothing, which gives the unphysical result δ˙k = 0.
However, from our tests, we find that we can spatially smooth the velocity dispersion W ij at
early times without sacrificing accuracy. To see this, note that when the thermal velocities are
large enough to require spatial smoothing to suppress shot noise, then the Jeans scale is large,
and so structure in the hot species remains linear. Under the fluid approximation, fluctuations
in the velocity dispersion are second order, however, since they involve two perturbed velocities.
Therefore, spatially smoothing the velocity dispersion only drops second order fluctuations in the
fluid approximation, and does not affect the linear evolution of the velocity field in the Euler
equation 2.11. This breaks down when structure in the hot species becomes nonlinear, but in
order for structure to become nonlinear, the thermal velocities must be small, eliminating the need
for spatial smoothing to suppress shot noise. Therefore, at all redshifts, we can estimate fluid
quantities without significant thermal shot noise.
In order for this method to work, we must pick a sensible smoothing length. If the smoothing
length is too small, shot noise will corrupt the evolution of fluid quantities, whereas if the smoothing
length is too large (exceeding the Jeans scale), then spatial smoothing artificially removes real
physical structure in the simulation. We set the smoothing length using the following argument.
The quantity we are estimating from the particles is the velocity dispersion, and we require that
the error in our estimate of the dispersion to be small compared to velocities generated by gravity.
We estimate the dispersion at every point on the grid by evaluating
W ij(x) =
∑
x
pipj
E∑
x
E
−
∑
x
pi∑
x
E
∑
x
pj∑
x
E
(2.16)
where
∑
x
stands for the sum over all particles at position x. Note that for non-relativistic particles,
E for every particle is approximately the mass, and so the denominators in the above expression
count the total mass of particles at a given point. We use a cloud in cell (CIC) scheme to evaluate
the different sums. The average thermal velocity dispersion is given by the equation of state w.
Therefore, ifN particles have been used to estimate the velocity dispersion, the error in the estimate
will be ∆ = w/
√
N . The error is going to be small if ∆ is small compared to the average velocity
dispersion sourced by gravity 〈v2esc〉. The latter can be estimated by evaluating the average of the
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magnitude of the gravitational potential in the box, |Φrms|. If we set ∆ = ǫ|Φrms| for some error
tolerance ǫ≪ 1, then the number of particles that are needed to achieve the error tolerance is
N =
w2
ǫ2|Φrms|2 . (2.17)
When structure is linear, we know that n, the average number of particles per pixel, is a good
estimate of the actual number of particles per pixel (modulo shot noise). This means that we have
N = nVs ≈ nL3s (2.18)
where Vs ∝ L3s is the smoothing volume required. This gives us an expression for the smoothing
length
Ls =
(
w2
ǫ2|Φrms|2n
)1/3
. (2.19)
We can adjust ǫ and n to ensure that our smoothing length never exceeds the local Jeans
scale calculated in linear theory. We also need to adjust our parameters so that we are no longer
smoothing when non-linear structures like halos start forming in the simulation volume. At early
times, the particles are hot (large w) and the smoothing length is large. As time progresses, the
particles become colder, which means w decreases. At the same time, structure starts forming in
the box and |Φrms| increases with time. These effects together mean that the smoothing length is
a rapidly decreasing function of time.
2.3.2 Late evolution
As the simulation proceeds, the smoothing length reduces below a pixel at some redshift. The
random motions of particles at redshifts after this time do not produce levels of shot noise which
will affect the evolution of the power spectrum. Once the shot noise becomes negligible, we do not
need to spatially smooth the fluid quantities. At subsequent times, our fluid approach may appear
unnecessary, given the computational costs associated with our method compared to traditional
N-body methods. Unfortunately, we cannot switch from fluid evolution to N-body even when the
smoothing length is less than 1 pixel. The reason is that the particle density field has shot noise
in it even at late time, arising from the motion of the particles at higher redshifts. Using the
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density field for further evolution would mean that structure induced by this shot noise would grow
gravitationally, and would start forming spurious halos at lower redshifts. This means that even
at later times, the density field of the particles should not be used directly to source gravity.
However, we can safely switch from estimating the velocity dispersion and evolving the fluid
density and bulk velocity fields, to estimating the bulk velocity field and only evolving the density
field using the continuity equation 2.7. This is safe at late times because we are not spatially
smoothing the estimated velocity field. Switching from estimating dispersion to estimating velocity
produces a considerable speed-up in the simulation, since fewer quantities are being estimated (3
velocities vs. 6 dispersions) and fewer fluid equations need to be evolved (only continuity, not
Euler). To estimate bulk velocities on the grid from the positions and velocities of the particles,
we once again use a CIC interpolation scheme,
ui(x) =
∑
x
pi∑
x
E
. (2.20)
As noted above, switching to velocity estimation speeds up the code significantly. We have verified
that we obtain consistent simulation results using the faster velocity estimation and the slower
dispersion estimation at late times. Therefore, in all of our Eulerian simulations below, we will
switch to velocity estimation once the smoothing length shrinks to below one pixel.
2.3.3 Smoothing in SPH simulations
We will show below in §2.5 that in certain cases, it can be advantageous to use a Lagrangian
formulation of the fluid equations rather than an Eulerian description. The Lagrangian description
we will use in those cases is smoothed particle hydrodynamics (SPH). In those simulations, we
use the following technique. We use two sets of particles - the first set evolves following the SPH
equations of motion Eqs. 2.13, 2.14, and a second set of test particles which are evolved using
Eqs. 2.2, 2.3. Like in the Eulerian case, the test particles are given thermal velocities drawn from
their Fermi-Dirac distributions. Once again, these particles are not used in any of the density
estimates, but only used to measure the velocity dispersion on a grid, as defined in Eqn. 2.16. Such
an estimate of the velocity dispersion will be plagued by shot noise at early times, and needs to
be smoothed, and this is done following the same prescription for the smoothing length discussed
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in §2.3.1. Given the smoothed velocity dispersions on a grid, we interpolate from the grid to the
positions of individual SPH particles to assign velocity dispersions to them. Once the thermal
dispersions have been assigned, we use standard cubic spline interpolations from [77] to measure
the density and the velocity dispersion gradient required in Eq. 2.14. For example, the density the
position of the a-th particle is given by [77]
ρ(ra) = ΣbmbW (ra − rb, h) (2.21)
where the sum runs over all other particles, W is the interpolation kernel, and h is the spline
smoothing length, which we choose to be one grid cell. Notice that this spline smoothing length is
different from the smoothing length we defined in Eq. 2.19.
Once the smoothing length from Eq. 2.19 falls below our force resolution on the grid, we start
treating the SPH particles as standard N-body particles for the rest of the evolution, as the effects
of their thermal velocities beyond that point is below the resolution of the simulation. In practice,
this means that we use Eqs. 2.2, 2.3 for time evolution.
Our technique does not make full use of the capabilities of SPH, as we use an intermediate grid
to find and smooth the velocity dispersions from the test particles. This automatically limits the
resolution of the SPH technique, but since our objective was only to suppress the shot noise from
thermal velocities and given that our gravitational force resolution is also limited by the same grid,
the above method is sufficient for the purposes of our simulations.
2.4 Integration techniques
2.4.1 Particle time integration
For the test particles we use in the simulations, as well as for CDM particles in neutrino simulations,
we use the standard Kick-Drift-Kick leapfrog time integration [79]:
vn+
1
2 = vn +
∆t
2
fn (2.22)
xn+1 = xn +∆tvn+
1
2 (2.23)
vn+1 = vn+
1
2 +
∆t
2
fn+1 (2.24)
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where xi, vi are the particle positions and velocities at time step i, and f i are the forces at those
timesteps. For the Kick-Drift-Kick method, the Poisson equation is solved after the particle or
Drift update - with the updated positions of the particles. This method is formally second order
accurate, apart from being symplectic in nature [79].
The Drift-Kick-Drift method [79]
xn+
1
2 = xn +
∆t
2
vn (2.25)
vn+1 = vn +∆t fn+
1
2 (2.26)
xn+1 = xn+
1
2 +
∆t
2
vn+1 (2.27)
is also second order accurate and symplectic, but we use the Kick-Drift-Kick method because the
latter uses the forces (and hence the potential) at full time steps, whereas the former uses the
potential at half time steps. The test particles are going to be coupled to a fluid, whose own time
integration scheme gives the potential at full time steps, and so using Kick-Drift-Kick is essential
for the fluid and the particles to remain coupled to each other.
2.4.2 Hydrodynamics
As we saw earlier, we will be solving the continuity and Euler equations at early times when the
smoothing length defined by Eq. 2.19 is larger than a grid cell, and most structure in the box
is linear. At late times, when the smoothing length falls below a grid cell and highly non-linear
structures start forming in the box, we will be solving only the continuity equation. Both equations
are hyperbolic partial differential equations with source terms.
We use an operator splitting method to split any source term present in the equations from
the hyperbolic advection part. We also use directional splitting [80] so that the advection in 3
dimensions is reduced to 3 1-dimensional advections. To solve the 1-dimensional advection problem
on the grid, we employ a finite-volume scheme which is piecewise linear, and hence second order
accurate in space.
The advection equation
∂q
∂t
= −∂(q u)
∂x
(2.28)
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is discretized so that the update equation for qni , the value of q at cell center i at timestep n can
be written as
qn+1i − qni
∆t
= −
f
n+ 1
2
i+ 1
2
− fn+
1
2
i− 1
2
∆x
(2.29)
where f
n+ 1
2
i± 1
2
are the fluxes at the cell edges at timestep n+ 12 constructed from the data at timestep
n. The fluxes are constructed in the following manner:
f
n+ 1
2
i+ 1
2
= 0.5un
i+ 1
2
((
1 + θi+ 1
2
)
qni +
(
1− θi+ 1
2
)
qni+1)
)
+ 0.5
∣∣∣uni+ 1
2
∣∣∣ (1− |ci+ 1
2
|
)
φ(rn
i+ 1
2
)(qni+1 − qni ) (2.30)
f
n+ 1
2
i− 1
2
= 0.5un
i− 1
2
((
1 + θi− 1
2
)
qni−1 +
(
1− θi− 1
2
)
qni )
)
+ 0.5
∣∣∣uni− 1
2
∣∣∣ (1− |ci− 1
2
|
)
φ(rn
i− 1
2
)(qni − qni−1) (2.31)
where ci = ui∆t/∆x. We define θi± 1
2
= 1 for ui± 1
2
> 0 and θi± 1
2
= −1 for ui± 1
2
< 0. We further
define
rn
i− 1
2
=


qni−1−q
n
i−2
qni −q
n
i−1
ifui− 1
2
> 0
qni+1−q
n
i
qni −q
n
i−1
ifui− 1
2
< 0
(2.32)
and similarly for rn
i+ 1
2
. φ(r) is the flux limiter function which is required so that the method is
Total Variation Diminishing [81], by converting to a first order method near extrema in the profile
of q. Even though there are no real shocks in the collisionless fluids that we will be dealing with,
once non-linear structures start forming in the box, there are sharp density gradients, which lead to
spurious oscillations if the hydro scheme we use is not TVD in nature. Though the TVD property
is essential for the stability of the code, it also means that there will be artificial diffusion near the
extrema - sharper the change in gradient,larger the diffusion. In our code tests and cosmological
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simulations we use the Superbee flux limiter [82], defined as
φ(r) =


0 if r < 0
min(2r, 1) if 0 < r < 1
min(2, r) if 1 < r
(2.33)
This turns out to be the least diffusive flux limiter among the ones we tested.
While the piecewise linear method is formally correct to second order in time in smooth regions,
it switches to first order time accuracy near saddle points and extrema. In cosmological simulations,
especially the ones involving WDM, saddle points appear throughout the box as structures form
and move under the influence of gravity. This means that, typically, the solution will only be first
order accurate in large parts of the box. To make the scheme at least second order accurate in time
throughout the box, we use a second order explicit Runge-Kutta time integration scheme. We use
data at timestep n for the predictor step to get the predicted data at time n + 1, and then use
this information in the corrector step to get the final solution at time n + 1. As we mentioned in
the previous subsection, we calculate fluid quantities like the density at every full timestep, and
therefore, to keep the particles and the fluid coupled, we use the Kick-Drift-Kick method which
requires forces and potentials at every full time step, rather than the Drift-Kick-Drift method.
2.4.3 Gravity
We use Fast Fourier Transforms (FFT) to determine the potential on the grid from the densities
of the neutrino fluid and WDM or CDM particles, just as in PM simulations [78]. For CDM, we
use cloud-in-cell (CIC) interpolation to obtain the grid density from the positions of the particles.
In Fourier space, the Poisson equation is given by
φ˜(k) = G(k)δ˜(k) (2.34)
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where G(k) is the Green function for the Poisson equation. On the grid, the discrete version of
G(k) becomes
G(kx, ky, kz) = − C
[
sin2
(
kx
2
)
+ sin2
(
ky
2
)
+ sin2
(
kz
2
)]−1
(2.35)
where C is a constant independent of scale and {kx, ky, kz} are the wavenumbers on the cubic grid.
Once we solve the Poisson equation using the FFT method, we calculate forces on the grid using
a four point stencil
fx(i, j, k) = −
∂φ(i,j,k)
∂x
= − 1
12∆x
[
8φ(i+1,j,k) − 8φ(i−1,j,k)
−φ(i+2,j,k) + φ(i−2,j,k)
]
(2.36)
where i, j and k label the coordinates of the grid points. These forces are then used to update the
fluid when we solve the Euler equation. For updating the velocities of the particles, we again use
a CIC interpolation to interpolate the forces from the grid to the positions of individual particles.
2.5 Code tests
In this section, we present various tests of the new method described above. The first two tests
are designed to check the accuracy of this method for the dynamics of virialized objects. The third
test is devised to check accuracy at early times, when traditional N-body simulations can produce
large errors. We then compare the results of this method to N-body results for a ΛCDM universe,
where the we know the latter yields accurate results. In our final test, we run simulations of Warm
Dark Matter (WDM) cosmologies to check whether this method is able to eliminate the spurious
halos that are known to plague both “hot start” and “cold start” N-body simulations of WDM
cosmologies.
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2.5.1 Plummer sphere advection
The Plummer sphere has an isotropic mass distribution with a radial density profile given by
ρ(r) =
(
3M
4πb3
)(
1 +
r2
b2
)−5/2
(2.37)
where b is the Plummer radius, which sets the size of the virialized region. The potential for the
Plummer sphere is
Φ(r) = − GM
(r2 + b2)1/2
(2.38)
For this density profile, the phase space distribution function f(r,v) is [83]
f(r,v)dr dv ∝ (−E(r, v))7/2 r2 v2 dr dv (2.39)
where E = Φ(r) + 12mv
2. At a given radius r, the probability of finding a particle with absolute
velocity v is given by
f˜(v)dv ∝ (−E(r, v))7/2 v2 dv =
(
−Φ(r)− 1
2
mv2
)
v2 dv (2.40)
Since the potential is known analytically at all values of r, the velocity distribution is known
everywhere.
In our tests, we generate particles with density profile following 2.37 for b = 5 in grid units.
For every particle we generate a random velocity whose magnitude is drawn from the probability
distribution 2.40, and whose direction is drawn isotropically. To test advection, we give each
particle an additional constant velocity. This constant velocity will have the effect of shifting the
Plummer sphere in space maintaining the shape of the density profile. We also initialize the fluid
on the grid with the same density profile.
We evolve the particles and the fluid using the methods mentioned in §2.4. In our tests, we
compare two different types of runs. In the first case, gravity is sourced by the particles, and so the
fluid density acts as a tracer, evolving passively due to the motion of the particles. This provides a
good check for our method - by comparing the particle and fluid density profiles at different times,
we can see if the two descriptions of the same underlying dynamics do remain closely coupled to
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Figure 2.1: Density profile of an isolated advecting Plummer sphere with b = 5. The solid black
lines indicate the initial density profile of particles (top panel) and fluid (bottom panel). The dotted
lines in the top panel shows the final density profile of particles from 4 runs - a run where particles
source gravity (black), a run where the fluid sources gravity and the particles are evolved using the
Kick-Drift-Kick method (red), a fluid-sourced gravity run where the particles are evolved using the
Drift-Kick-Drift method (blue), and a fluid-sourced gravity run where we estimated the velocity
dispersion instead of the bulk velocity (green) - after 20 dynamical times. The dotted lines in the
bottom panel shows the fluid profile from the same four runs after 20 dynamical times. While the
other methods all agree well with the run in which particles source gravity, the Drift-Kick-Drift
method is not suitable for coupling with our hydro scheme.
each other.
In the second type of runs, we use the fluid itself to source the gravity, which is the method
we will use in our actual cosmological simulations. In this case, the particles act as tracer particles
which are used only to estimate either the bulk velocity or the velocity dispersion on the grid.
Again we check if the two density profiles - one from the particles and the other from the fluid -
match each other at different times.
We compare these runs in Fig 2.1. We represent the particle-based gravity run by the black
dotted lines. A fluid gravity run based on estimating bulk velocity from particles, and using Kick-
Drift-Kick to update the particles is shown with the red dotted line. A similar run, but using
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Drift-Kick-Drift for the particles is plotted with the blue dotted line. Finally a fluid gravity run
which the test particles (KDK evolution) to estimate the velocity dispersion is shown with the
green dotted line. We see that the Kick-Drift-Kick method provides a better coupling to our hydro
method than the Drift-Kick-Drift method. We also find that the run which used velocity dispersion
estimation and the run which used bulk velocity estimation agree very well. Therefore, whenever
we do not need to smooth quantities to suppress shot noise, we will use the faster bulk velocity
estimation method.
We next investigate how the results from these tests are affected by the resolution of the
advecting Plummer sphere. In the previous example with b = 5, the Plummer sphere was resolved
by roughly ten grid elements in each dimension, meaning it was well resolved. In cosmological
simulations, depending upon the shape of the power spectrum, small virialized objects which are
not well resolved may form. Therefore, we redo our test for b = 4, b = 3, and b = 2. We see
from Fig. 2.2 that as we reduce the value of b, and therefore the resolution, the density profiles
from the particle gravity runs after 20 dynamical times start to diverge from the fluid gravity runs.
For the case where b = 2, the difference in the density profile of particles between the two types
of runs (where particles source gravity and where fluid soures gravity) is as much as 15%. These
differences grow over time, and will cause artificial damping of small scale structures.
We also test how the number of particles we use to estimate the bulk velocity or velocity
dispersion on the grid affects the advection. We find that for b = 5, the results do not change much
as long as we use more than ∼ 105 particles as seen in Fig. 2.3.
2.5.2 Collision of Plummer spheres
To further test our code for dynamics of virialized objects, we next consider what happens when two
individual Plummer spheres are made to advect through each other. If the two Plummer spheres
form an isolated system, the mutual gravitational attraction would mean that the Plummer spheres
would slosh through each other before finally merging into one bound object. The dynamics of
this system is analogous to the ubiquitous merger of structures one finds in typical cosmological
simulations.
In our test, we have two Plummer spheres with the same Plummer radius (b = 5 in grid units)
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Figure 2.2: Density profiles for advecting Plummer spheres after 20 dynamical times for b = 5
(black), b = 4 (red), b = 3 (blue) and b = 2 (green). The solid lines represent the profiles from
runs where gravity is sourced by particles. The dotted lines are from runs where the fluid sources
gravity. The top panel plots the particle density profile, normalized by the maximum value of
particle density for a given value of b from the particle based runs. The bottom panel plots the
fluid density profiles with the same normalization. The profiles have been staggered for clarity.
but different masses. We use the same initialization technique as in the previous test - modified to
take into account the different masses of the two spheres. We also give bulk velocities to the two
Plummer spheres so that they move toward each other head on.
Once again, we compare what happens when gravity is sourced by the particles and when it is
sourced by the fluid. For the latter case, we also compare how the results of this test is affected
by our choice of the flux limiter for our hydro scheme. We show the comparison in Fig.2.4. We
see that the particle profiles (top panels) and fluid profiles (bottom panels) of the run with the
Superbee (SB) flux limiter (red curve) remain closer to the particle based run (black curve), than
the run in which we used the Monotonized Central (MC) flux limiter [84] (blue curves), especially
at late times. This is understandable because the MC flux limiter is known to be more diffusive
than the Superbee.
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Figure 2.3: Particle (top panel) and fluid (bottom panel) density profiles for an advecting Plummer
sphere with b = 5, with different number of test particles (Np) used to sample the initial velocity
distribution and estimate bulk velocity. We find that for this size, Np ∼ 105 is sufficient to follow
the dynamics correctly.
2.5.3 Linear growth rate
In cosmology, the high-redshift growth of the power spectrum of all species, including light particles
like neutrinos and heavy particles like WDM, can be calculated in linear theory. We use the linear
Boltzmann code CLASS [85, 86, 87] to do these calculations. The power spectrum and transfer
functions from CLASS at the starting redshift, zstart, are used to initialize our simulations. The
evolution of the power spectrum from the simulation boxes can then be compared at later redshifts
to the outputs from CLASS at those redshifts.
In simulations involving light neutrinos, linear perturbation theory can be used to describe the
evolution of the neutrino power spectrum for most of the evolution, except maybe at very late times.
This means that for most of the simulation, the smoothing length defined in Eqn. 2.19 is larger
than a pixel, and we need to estimate the velocity dispersion from the test particles. Comparing
the growth of the power spectrum at these times against CLASS provides a test for the code when
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Figure 2.4: Evolution of the density profiles of two colliding Plummer spheres. The solid curves
represent the particle density (upper panels) and fluid density (lower panels) for three different runs
- gravity from particles (black), gravity from fluid Superbee (SB) flux limiter (red), and another
fluid gravity run with Monotonized Central (MC) flux limiter (blue). The dotted curve in each
panel shows the initial configuration. The left panels represent the densities when the Plummer
spheres have passed through each other once. The right panels represent densities when the two
spheres have merged.
it is solving both Eqns. 2.7 and 2.11. Note that at these early times, the growth of the neutrino
power spectrum is scale dependent. On scales larger than the free streaming scale of the neutrinos,
the neutrino power spectrum grows at the same rate as the CDM power spectrum. Below the
free streaming scale, however, different scales can grow at different rates. To compute the growth
factor accurately on all scales, it is essential to determine the correct “effective sound speed” for
the neutrinos. This is exactly what we estimate from the velocity dispersion. The effective sound
speed depends on redshift, meaning that a comparison of the power spectrum at different times
provides a test for the accuracy of our estimates of the velocity dispersion.
We check for the linear growth rate for neutrinos with a neutrino species with mass mν =
0.1 eV. The starting redshift for these simulations was z = 199. We compare the results from our
simulations to the growth predicted by CLASS for the same cosmology at redshifts z = 22.53 and
z = 0 in Fig. 2.5. We see that the power spectra from our simulations match the linear theory
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predictions quite well at all scales in the simulation box at z = 22.53. Leaving aside the large
scales, which are affected by sample variance, there are, however, differences of about 10% even
on the smaller scales. This arises from the fact we use the particles directly to get the velocity
dispersion, while in CLASS, an approximation is used to evaluate the sound speed when the fluid
approximation is turned on [87]. We have checked that if we use the same approximation in our
code, instead of the velocity dispersion tensor measured from the particles, we match the CLASS
results to within a few percent. However, this small difference in the neutrino power spectrum will
have minimal effect on the observable matter power spectrum. We note that all our comparisons
with CLASS were with the fluid approximation turned on, which means that the effective sound
speed of the neutrinos is treated to be scale independent. While this is done explicitly in CLASS
when the fluid approximation is turned on, in our simulations, the large smoothing length at early
times for light neutrino species means that the velocity dispersion is scale independent over much
of the simulation box - effectively using the fluid approximation.
To illustrate the effect of shot noise in neutrino simulations, we also plot in Fig. 2.5 the neutrino
power spectrum at the later redshifts. These spectra were obtained from a simulation which
treats the neutrinos as N-body particles. The power spectrum of neutrinos from this simulation is
dominated by shot noise for most scales in the box - this is true even at z = 0.
While using a high redshift zstart helps eliminate transient effects coming from the initial con-
ditions, one concern about starting the above simulations at zstart = 199 is that the size of the
simulation box is comparable to the horizon size at that redshift. However, as shown in [88], by
modifying the positions of particles, one can still use N-body simulations to accurately evolve the
large scale modes. For the neutrino component, we could similarly account for super-horizon scales
by including all the terms in Eqs. 2.7 and 2.11. While we have not incorporated these into our
simulations, we have checked with lower resolution simulations that using a lower zstart - which
ensures that the simulation box is always smaller than the horizon - does not appreciably change
the results shown in Fig. 2.5. In the simulations shown in §2.6, we always start at z = 49, which
for the box sizes considered, always lie within the horizon.
In Fig. 2.6, we show an example of a WDM simulation. In this case, while the power spectrum
is initially damped on small scales, non-linear structure does develop at high k as time progresses.
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Figure 2.5: Comparison of the growth of the power spectrum of neutrinos (mν = 0.1 eV). The
top panel plots the comparison of the power spectra from the hybrid simulations (solid lines) to
the outputs from CLASS (dot-dashed lines) . We plot the initial power spectra at z = 199, as
well as at redshifts of z = 22.53 and z = 0. We also plot the power spectra (dashed lines) at the
later redshifts from an N-body treatment of neutrinos, which are dominated by shot noise at small
scales. In the bottom panel we plot the ratio of the power spectra from the hybrid simulations to
the linear theory results at z = 199 (teal), z = 23.53 (black) and z = 0 (red).
The power spectrum on these scales will then disagree with the linear CLASS power spectrum.
However, if the simulation volume is large enough, then the largest scales in the box will still
be well described by linear theory, and can be matched to the outputs from CLASS. Unlike the
neutrino simulations, where the energy density and gravitational potential are dominated by CDM
particles, the growth of the matter power spectrum in the WDM simulations is governed by the
fluid, and testing the growth rate in these simulations provides a stronger test of the coupling
between the fluid equations and the gravitational potential. Fig. 2.6 shows the growth of the power
spectrum from a 200eV WDM particle compared to the outputs of CLASS at two different redshifts,
z = 60.54 and z = 27.57. At these early times, our method is able to reproduce the linear results
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Figure 2.6: Linear growth of the power spectrum for a WDM particle of mass 200 eV. The top
panel plots the power spectrum at initial redshift z = 99 and at z = 60.54 and z = 27.57 from the
hybrid simulations and from linear theory. The bottom panel plots the ratio of the power spectra
from the simulations and from linear theory at z = 99 (teal), z = 60.54 (black) and z = 27.57
(red). At large scales in the box, the ratio is different from 1 due to sample variance.
down to almost the smallest scales in the box.
2.5.4 CDM comparison run
Even though our method is meant to be used in cosmologies which include particles whose thermal
velocities cannot be ignored, we can test the validity of our method by using it for a standard
CDM cosmology run, and comparing the results to those of an N-body simulation. Since N-body
simulations are known to be accurate for CDM-only cosmologies, this comparison allows us to test
our method starting at high redshifts when linear theory is valid to late times and low redshifts
where we can test the non-linear evolution of our method.
For this comparison, we do not need to smooth quantities, since there are no random particle
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velocities which will lead to thermal shot noise. We use the test particles to measure the bulk
velocities on a grid at all redshifts, and use these velocities to solve the continuity equation 2.7 to
evolve the densities forward. Both simulations are done on a 140h−1Mpc box with ΩΛ = 0.7 and
ΩCDM = 0.3. The Hubble constant H0 is taken to be 70 km/s/Mpc. Both sets of simulations used
5123 particles with a 5123 grid to calculate the gravitational potential. Our method also uses a
5123 grid to store densities and bulk velocities. Initial conditions are generated at redshift z = 99
using CLASS.
We begin by comparing the growth of the power spectrum on scales which remain linear - the
largest scales in the simulation box. At early times, the growth at these scales matches the growth
from standard N-body simulations. This agreement persists even to times when halos start forming
in the box. However, at very late times, the agreement breaks down, and the largest scales grow
at a rate slower than in N-body simulations. This can be seen clearly from the lower panel in Fig.
2.7, where the ratio of the power spectrum from our hybrid simulation to the power spectrum from
the N body calculation (both at z = 0) is less than 1 at even the largest scales in the box.
At late times in these CDM simulations, structures form at all scales and at all locations.
Even deep inside voids, there are small fluctuations in the density field. Because of these small
variations, the density field is not smooth over most of box, and there are large numbers of local
extrema and saddle points along any of the axes of the simulation box. As mentioned in §2.4.2, our
hydrodynamic scheme needs to switch over to a spatially first order scheme whenever it encounters
a saddle point - unphysical oscillations set in when this condition is not satisfied. Due to the
numerous saddle points which develop late in these CDM simulations, our method is forced to
solve the governing equations of motion in a spatially first order manner over most of the pixels
in the box. First order methods are known to be highly diffusive - even up to scales comparable
to the entire simulation box. Because of this, the power at large scales is damped, and the growth
rate of these scales becomes unphysically slow. We found that most of the pixels at which the
hydrodynamic method is forced to go first order lie inside voids and regions where |δ| ∼ 1, rather
than inside halos or regions where |δ| ≫ 1. Note that this problem is not as severe for WDM
cosmologies in which the streaming scale is resolved. However, there is still numerical diffusion on
small scales compared to an N-body treatment, and we will discuss below in §2.5.5 how this can
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Figure 2.7: Final power spectrum at z = 0 for CDM runs. In the top panel, we plot the results
a normal N-body run (black) as well as from the particles (red) and fluid (blue) in our hybrid
simulations. In the bottom panel we plot the ratio of the particle power spectrum from the hybrid
simulations to the power spectrum from the N-body run.
be remedied using an SPH-like approach at early times.
To further illustrate the effects of artificial diffusion, we next compare the mass functions of
halos from our simulations to N-body halo mass functions. To find halos in our simulations, we use
the Rockstar halo finder [89] as well as a spherical overdensity halo finder. For the latter method,
we define a halo as spherical regions of radius Rhalo around overdensity peaks within which the
average enclosed matter overdensity is greater than 200. The associated halo mass is then defined
as
Mhalo =
4
3
πR3halo × (200Ωmρcrit) (2.41)
where ρcrit is the critical density of the universe.
In our simulations we can use either the fluid density or the test particle density to define halos.
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Figure 2.8: Mass function from the N-body run (black) and the hybrid Eulerian method (red) for a
ΛCDM cosmology. The red curve shows a deficit of halos at all mass scales, including near the high
end of the mass function. In contrast, the hybrid Lagrangian (SPH) method is formally identical
to N-body for CDM cosmologies.
Since there is no thermal shot noise in the test particle density field in these CDM simulations,
there is no problem using the test particle densities in our halo finder. However, we can also do the
same even in WDM simulations where there is shot noise from the thermal velocities of particles.
This is because throughout the simulation, we never use the test particle density to source gravity,
hence the shot noise in the density field is not allowed to grow gravitationally. Therefore the shot
noise fluctuations in the density field of the test particles arise at an early time and become frozen
once the particles cool down. These initial fluctuations are much smaller than overdensities of
δ ∼ 200 that are needed for a halo to be detected. Therefore, the halos that we detect at late times
in the density field of test particles are real halos and not shot noise artifacts. This would not
have been true if we had used the test particle density instead of the fluid density in the Poisson
equation - in that case, the small shot noise fluctuations would have grown gravitationally over
time and produced spurious halos.
Comparing mass functions, we find that if the halos defined using the test particle densities
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rather than fluid densities, the results match those from the N-body simulations more closely. This
is expected from the tests we performed in §2.5.1 and §2.5.2 - the fluid profile near the center is
flattened by artificial diffusion. The particle profile is not as affected on scales which are well-
resolved on the grid. However, there are still differences between the mass functions from our
simulations compared to the N-body mass functions. Also, there are differences on small scales
between the N-body power spectrum and the power spectrum from our simulations. This is once
again due to artificial diffusion on small scales. For small halos with steep profiles, the flattening
of the fluid profile means a large fraction of the mass is moved away from the peak. This also ends
up affecting the test particles which respond to the gravitational field of the fluid.
This loss of smaller scale power due to diffusion leads to fewer smaller halos found in our
simulation box than in the corresponding N-body boxes. However, at a given redshift, this can also
cause differences in the masses of large, fast-accreting halos. This is because the lack of small scale
power alters the dynamics of the halos and also the time at which mergers happen - the mergers in
our simulations lag behind the corresponding merger in the N-body simulation, as can be seen in
Fig.2.9. The fast accreting halos at a given redshift have a rapid change in their mass because of
successive mergers. Because these mergers have not yet happened in the our simulations, the halos
are at a lower mass. This shows up in the mass function as a lack of halos at the largest masses,
as can be seen in Fig. 2.8.
Our findings show that in the CDM case, numerical diffusion in our grid-based fluid method
affects all useful quantities measured from the simulation boxes - even at the largest scales. This
motivates us to use a more Lagrangian approach for simulations in which there is structure on all
scales in the box. Specifically, we adopt the SPH-like approach that we outlined in §2.3.3 for WDM
simulations where the fluid that we are simulating is the main source of the gravitational potential.
As the results in this section have shown, for such simulations any numerical diffusion becomes
important. In contrast, for neutrino simulations, where the gravitational potentials are highly
dominated by the CDM, we will continue to use grid-based Eulerian methods, as our implementation
of SPH is computationally more expensive than our implementation of grid-based hydrodynamics.
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N-body Hybrid
Figure 2.9: A zoom-in of a halo at z = 0 from the CDM comparison simulations - the left panel
shows the density field from a standard N-body simulation, while the right panel shows the density
field from our hybrid method. In the N-body case, the central object has already merged, whereas
in the hybrid method, the two objects are still distinct.
2.5.5 Simulating Warm Dark Matter cosmologies
In our final test, we simulate WDM cosmologies to see if our fluid methods can eliminate the
artifacts generated for these cosmologies when simulated using N-body techniques. For N-body
simulations which include the random thermal velocities of the WDM particles - or a hot start -
these artifacts are spurious halos seeded by shot noise in the density field. For cold start simulations
which do not include the thermal velocities, the artifacts are “beads on a string” halos studied
extensively by [72].
For WDM, there is a characteristic free streaming scale below which the linear power spectrum
is damped. Above this scale, the behavior of WDM is the same as CDM, so we will concentrate on
simulations in which the free streaming scale is resolved. To estimate the scale of this damping, we
take the linear power spetrum at z = 0 for CDM and the WDM particle we are interested in. We
find the Rdamp such that the CDM power spectrum convolved with |W (kRdamp)|2 gives the WDM
power spectrum [70], where W (kR) is the Fourier transform of the top-hat window function with
radius R. We also define a damping mass scale
Mdamp =
4
3
πR3dampΩmρcrit (2.42)
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where ρcrit is the critical density of the universe.
For these WDM simulations, we use the hybrid SPH method laid out in Sec. 2.3.3 to suppress
the effects of numerical diffusion. It is important to do so, because we are interested in determining
the halo mass function below the damping scale down to the smallest scales in the box, and these
scales are most affected by diffusion.
To validate our hybrid SPH method, we first run a simulation for a WDM particle with mass
m = 200 eV, for which the damping scale is 3.3h−1Mpc. We do three runs for this cosmology, a hot
start N-body run, a cold start N-body run, and a run using our hybrid SPH method. The initial
thermal velocities are included in both the hot start run and our SPH method. These simulations
were done on 5123 grids with 10243 particles, and for the background cosmology we used ΩΛ = 0.7,
Ωm = 0.3 and H0 = 70km/s/Mpc. The size of the simulation volume was
(
140h−1Mpc
)3
.
We first compare the final power spectra from all three simulations at z = 0, as illustrated in
Fig. 2.10. We see that at large scales, the power spectra from all three runs agree with each other.
However, at small scales, while the cold start N-body run and our hybrid SPH run give the same
results, the power spectrum from the hot run starts to deviate from the others. This is expected
in the hot run as the shot noise due to random streaming of the simulation particles leads to
the presence of extra power at small scales, and this noise grows over the course of the simulation.
However, we note that even though we included these thermal velocities in our hybrid SPH method,
the final result agrees very well with that from the cold start run, down to the smallest scales that
we resolve in this simulation box. This can be seen clearly from the bottom panel of Fig. 2.10,
where we plot the ratio of the two power spectra, and find that the ratio is very close to 1 at all
scales.
We also compare the halo mass functions from the three runs in Fig. 2.11. We expect the effect
of the streaming length of the WDM particle to show up at masses below Mdamp represented in the
plot by the dashed brown line. Since the power spectrum was initially damped on these scales, we
expect very few halos with these low masses to form in the box. That seems to agree with what we
see from both the cold start run and the hybrid SPH run - the cumulative mass function flattens
off at mass scales smaller than Mdamp. However, the hot run does show the presence of many small
halos. These are the spurious halos which were seeded by the shot noise arising from the thermal
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Figure 2.10: Final power spectrum at z = 0 for WDM species with mass 200 eV. In the top panel,
we plot the results from a hot N-body run (black), a cold N-body run (green), as well as our hybrid
SPH simulation (red). The results from the SPH run and the cold start N-body run are virtually
indistinguishable. On large scales in the box, the hot start N-body run agrees with the other two,
but there are differences on small scales. In the bottom panel we plot the ratio of the particle
power spectrum from the hybrid SPH run to the cold N-body power spectrum (red) to show that
these methods match each other down to the smallest scales resolved by this simulation box, even
though the initial conditions for the SPH run was the same as that for the hot start N-body run.
We also plot the ratio of the power spectra from the hot run to the cold run (black) to show their
difference on scales affected by the streaming of particles.
motions at early times.
These results suggest that our hybrid SPH method is effective in eliminating the effects of shot
noise. Even though we started off by taking into account the thermal velocities of the particles
from the Fermi-Dirac distribution, our final results agree very well with simulations which do not
include these thermal velocities, and are therefore immune to this form of shot noise.
However, as discussed earlier, the cold start simulations for WDM show “beads on a string”
artifacts [72], produced when structures collapse along grid lines in the simulations. We check if our
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Figure 2.11: Mass function for WDM species with m = 200 eV. We plot results from a hot N-body
run (black), a cold N-body run (blue), and our hybrid SPH method (red). The brown dashed
line represents Mdamp defined in Eqn. 2.42. The hot run shows the presence of many halos below
Mdamp, while the other runs do not show these smaller halos.
method can be used to get rid of these artifacts, which once again shows up in the mass functions
at scales much smaller than the damping scale. For this, we simulate a lighter WDM particle,
M = 60 eV, for which Rdamp ∼ 10.2h−1Mpc. This allows us to resolve scales much smaller than
the streaming scale in our simulation box. We choose our backgorund cosmology similar to that
used in [72]: Ωm = 1, H0 = 70km/s/Mpc and As = 4.6 × 109, where As is the amplitude of the
primordial power spectrum. The size of the simulation volume was
(
70h−1Mpc
)3
. As before, we
run both hot start and cold start N-body runs to compare to our simulations.
We compare the mass function from the three runs in Fig. 2.12. Once again we see that the
hot run produces many spurious halos below Mdamp. In the cold run and the hybrid SPH run, we
see that the cumulative mass function flattens just below the damping scale, meaning that very
few halos are produced in this mass range. At scales much smaller than the damping scale, the
cold start run shows an up-turn in the mass function. This upturn is due to the halos collapsing
along grid lines in simulations because of very low power on small scales. The black dash-dotted
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Figure 2.12: Mass function for WDM species with m = 60 eV. We plot results from a hot N-body
run (black), a cold N-body run (blue), and our hybrid SPH method (red). The brown dashed line
represents Mdamp. Below Mdamp the hot run shows a number of spurious halos. At even smaller
scales, both the cold start and the hybrid SPH run start showing “beads on a string” artifacts.
The black dash-dotted line is an extrapolation from the flat part of the halo mass function.
line is an extrapolation of the flat part of the mass function to show how these “beads on a string”
halos affect the mass function. We see the same feature even in the hybrid SPH run, where the
mass function follows that from the cold start N-body closely down to the scales where the artificial
halos start showing up.
From this test we conclude that while our hybrid method is highly effective in eliminating shot
noise in WDM simulations where the initial thermal velocities of particles are taken into account,
they cannot get rid of the “beads on a string” artifacts seen in cold start N-body simulations of
WDM cosmologies. Since this hybrid method is computationally much more expensive than N-
body methods, and since applying our method to WDM simulations yields no advantage over the
traditional cold-start N-body simulations, we do not find a persuasive reason to use this in further
studies of WDM cosmologies.
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2.6 Neutrino Simulations
In this section, we discuss examples where our simulations are applied to cosmologies containing
massive neutrino species. We will mostly focus on relatively low-resolution simulations of large
volumes that contain a large fraction of the neutrino free streaming scale; in future work we
will study nonlinear structure formation with neutrinos at higher resolution. Because of the low
spatial resolution, most halos will be unresolved. However, cosmic voids can be studied using
these simulations, and as we show below, massive neutrinos can have interesting effects on the
large-scale clustering of highly empty voids. Indeed, from simple physical arguments we can expect
that neutrinos will have a more significant impact on voids than on halos. While some neutrinos,
mostly coming from the low momentum tail of the initial distribution function, do get captured by
massive halos at late times, the average enclosed overdensity ∆ν of neutrinos is still much smaller
than the average enclosed overdensity of CDM, ∆CDM ∼ 200. Any effects from neutrinos would
be expectd to be of the order of fν∆ν/
(
fCDM∆CDM
)
. 1%. This effect has been verified already
[59, 90, 91]. Inside deep voids, on the other hand, the CDM overdensities are ∼ −1, while the
neutrino overdensities are not as negative due to their thermal dispersion. This means that the
overall mass of the neutrinos in the void can be comparable to the total mass of CDM. Therefore we
might expect any effects due to neutrinos to be magnified for voids, compared to halos. Note that
throughout this section, we define voids using a threshold on the total matter density, including
both CDM and neutrinos. This is in contrast to voids defined using only the CDM densities, as
used by [92] to study the profiles of voids in the presence of neutrinos.
In our simulations, we mostly concentrate on a single massive neutrino species with mass
mν = 0.1 eV. Neutrinos of this mass would give energy density Ων < 10
−3, producing relatively
subtle effects on nonlinear structure formation. To illustrate this, we plot the ratio of the matter
power spectrum at z = 0 from two simulations run with the above choice of parameters compared
a CDM-only simulation in Fig. 2.14. In one of the simulations, we use our hybrid method to evolve
the neutrinos, whereas in the other we treat the neutrinos as an extra set of N-body particles. Even
though the neutrino power spectra are very different due to the presence of shot noise in the N-body
treatment, the matter power spectrum obtained from the two simulations are very similar. Since
our purpose here is to demonstrate and highlight certain effects, for the void studies, we will use
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Figure 2.13: A slice through the density field in the simulation boxes at z = 0 for two neutrino
masses - 0.5 eV and 3 eV. The simulation box side length is 175h−1 Mpc. The left panel shows
the CDM density field, the middle panel shows the density field for the 0.5 eV neutrino, while the
right panel shows the density field for the 3 eV neutrino. For the lighter neutrino, on large scales,
the density traces the underlying cosmic web structure laid down by the CDM component, but is
much more diffuse on small scales. For the heavier neutrino, the density field is less diffuse and
follows the CDM density more closely down to smaller scales.
parameters which help best illustrate these. We run our simulations for a box size of 700h−1Mpc
with ΩΛ = 0.7 and ΩCDM = 0.27, along with mν = 0.1 eV. To amplify neutrino effects in our
simulations, we use an unphysically large neutrino number density, to give Ων = mνnν/ρcrit = 0.03.
The shape of the neutrino power spectrum depends on the mass of the neutrino and the free
streaming scale, while the amplitude of the effect of massive neutrinos on observables is, in general,
proportional to Ων . By increasing the number density of neutrinos, our goal is to amplify the
effect of massive neutrinos on various observables while keeping the actual mass within the allowed
parameter range. Holding the mass fixed also ensures a realistic free streaming length, which in
turn ensures that the scales over which we see the effects of neutrinos in the simulations roughly
match those expected in observations. If we had instead increased the mass to increase fν , we
would push the free streaming scale down, and neutrino effects would only show up at very small
scales. We stress that our choice described above is only for illustrative purposes; later on we will
show results for realistic energy and number densities. For this Ων, we have
fν =
Ων
ΩCDM +Ων
= 0.1. (2.43)
The Hubble constant H0 is taken to be 70 km/sec/Mpc. We use 512
3 CDM particles and 10243
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Figure 2.14: Relative damping of the matter power spectrum in the presence of a massive neutrino
withm = 0.1 eV with realistic energy density (Ων ≈ 0.0022), compared to the CDM-only prediction.
The linear theory prediction is plotted with the dashed red while the dotted blue curve represents
the HALOFIT predcition. The solid black curve is the result of our hybrid simulation, while the
solid green curve is from a simulation treating neutrinos as another set of N-body particles.
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neutrino test particles with a 5123 grid for hydrodynamic quantities. Initial conditions for both
species are generated using CLASS at redshift z = 49.
Non-linear structures like voids are known to be biased tracers of the underlying matter field.
The overdensity in the void field is denoted by δvoid. If the universe contains only one species, say
CDM, we can write
δvoid(k) = b(k)δCDM(k) (2.44)
where b(k) is the scale-dependent bias factor. On large linear scales, b(k) is independent of k for
these CDM only simulations [93]. Using Eqn. 2.44, this linear (large-scale) bias factor is given by
b =
Pvoid,CDM(k)
PCDM(k)
(2.45)
where Pvoid,CDM(k) = 〈δ∗void(k)δCDM(k)〉 is the cross spectrum between the void overdensity field
and the underlying CDM overdensity field and PCDM(k) is the CDM auto-power spectrum.
If a new species is added to the matter content of the universe, biasing is no longer as simple.
In this case, the void overdensity depends on both the CDM and neutrino overdensities, δCDM and
δν . Eqn. 2.44 should then be replaced by
δvoid(k) = bCDM(k)δCDM(k) + bν(k)δν(k) (2.46)
In terms of the total underlying matter field
δtot = fCDMδCDM + fνδν (2.47)
we can write
δvoid(k) = btot(k)δtot(k) (2.48)
Even on large scales where the perturbations are linear, the neutrino power spectrum and the
CDM power spectrum can be different from one another, implying that btot(k) will not be scale
independent. This scale dependent bias in large-scale structure can be an extremely powerful
signature because it does not arise in standard cosmologies. Producing scale dependent bias on
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Figure 2.15: Absolute value of the bias as a function of scale, averaged from 8 runs for mν = 0.1 eV
and fν = 0.1. The voids were defined using the underdensity in the total matter field. The threshold
for void definition was set at −0.7. We compare the results from our simulations (black) to the
other existing methods of treating the neutrinos as a linear fluid (green) and treating neutrinos as
a set of particles with a different mass in N-body simulations (red). Our method and the N-body
method yield results which match to within error bars, but show a strong scale dependence. The
linear method shows an even stronger scale dependence. We also plot (in blue) the bias for voids
defined in exactly the same manner from 8 CDM-only runs in for which the final power spectrum
matches the final CDM power spectrum for the runs including neutrinos.
linear scales generally requires violating locality of the formation of biased tracers, for example due
to non-gaussianity [94] or large scale modifications to gravity [95].
In the case of massive neutrinos, the scale dependence of btot(k) depends on the difference of the
two power spectra as a function of scale, and hence the mass of the neutrino species. For heavier
neutrinos, the free streaming scale may lie well inside the simulation box. We know that on scales
well above the free streaming scale, perturbations to both neutrinos and CDM evolve similarly,
and so their power spectra on large scales will be identical at late times. In this case btot(k) will
indeed be scale independent. However for lighter neutrinos with very long free streaming lengths,
the power spetcra at linear scales will be very different for the neutrinos, compared to CDM. In
this case, btot(k) can be strongly scale dependent.
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In our simulations we define the total matter overdensity as in Eqn. 2.47 and then use a spherical
overdensity void finder. In our void finder, we first smooth the total density field on various scales on
a grid, and then identify the points corresponding to the deepest underdensities in the smoothed
density field. We use a 3-dimensional real space top hat smoothing function. If the smoothed
underdensities at these points are below a given cutoff, usually −0.7 in our case, and do not fall
within already identified voids, we use these points to define void centers. The smoothing scale is
used to derive the size of the void. In this method, void centers cannot exist inside the volumes
of other voids, but the volumes of two voids can overlap. Once the voids have been identified, we
select the largest voids in the box, so that we are not affected by exclusion effects. Also, using
large voids which are well-resolved in terms of the grid size we use to smooth the density field and
identify void centers, ensures that the error we make in identifying the void center has minimal
effect on our results. This error comes from the fact that in our method, the void centers can only
lie on grid points. For small objects like halos in our simulations, which are comparable to the grid
size, mis-identifying the center would lead to large errors on calculated quantities like clustering.
We run a total 8 sets of simulations with different realizations of the initial conditions sampled
from the initial power spectrum. We calculate the linear bias in each of these 8 realizations, and
then average over them to reduce the sample variance.
Plotting the bias defined in Eqn. 2.48 in Fig. 2.15, we find that it is indeed strongly scale
dependent. To make sure that this scale dependent linear bias is not an artifact of our simulation
method, we perform simulations of the same cosmology using two other methods. In one, we treat
the neutrinos as an additional species with a different mass in an N-body code. In the other, we
treat the neutrino fluid in a linear approximation scheme. We then use the same criterion we have
defined above to find voids and calculate the large scale bias. We find that the scale dependent bias
we see in our method matches the result from the N-body method to within our error bars, which
denote the scatter in the bias from different realizations. As can be seen, treating the neutrinos in
a linear approximation leads to an even stronger scale dependence in the bias.
To illustrate how strong this effect is, we also run a set of 8 simulations with CDM only such that
the final power spectra closely matches the final power spectra in the simulations with neutrinos.
We then use the same void finder on the CDM-only runs to find voids and calculate the linear bias.
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Figure 2.16: Comparison of the ratio of Eulerian biases bν and bCDM at fν = 0.1, measured in
simulations (black circles) vs. predictions from the spherical expansion model (red triangles), as a
function of the threshold floor used in the void definition. The bias ratio diminishes for decreasing
void thresholds, a trend quantitatively predicted by the spherical expansion model. The error bars
represent the errors on the best fit values from the simulations.
This is then plotted on the same figure, and shows that it is extremely flat on linear scales.
To study the nature of the scale dependence, we perform a χ2 fit of the large scale bias from
our simulations using Eqn. 2.46 with bCDM(k) and bν(k) assumed to be scale independent. For the
simulation parameters described above, we find a best-fit value of bCDM = −1.91 and bν = −3.69
with χ2/d.o.f. value of 0.488. We do a similar fit for the large scale bias obtained from simulations
which assumed the neutrinos to be a linear fluid, which showed a stronger scale dependence. In
this case we get best-fit values of bCDM = −1.94 and bν = −3.95 with χ2/d.o.f value of 0.587.
We see bν shows a larger difference in the two cases than bCDM. Also, the absolute value of bν is
larger in the linear approximation, meaning that the voids we have selected are rarer in the linear
approximation simulations. In the linear approximation, we truncate the evolution equations at
the first order in perturbed quantities like the overdensities and peculiar velocities, and so creating
deep voids becomes more difficult.
To obtain an analytic understanding of these results, we use the spherical expansion model [e.g.
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Figure 2.17: Behavior of the void bias from the hybrid simulations when the voids are selected
using the CDM field only, and then split on the basis of the enclosed total matter overerdensity
for mν = 0.1 eV and fν = 0.1. The black curve represents btot(k) for voids selected using the CDM
field only with overdensity threshold of −0.7. The red curve represents btot(k) for the subsample
of voids whose enclosed total matter overdesnity was lower than the median enclosed total matter
overdensity in the above sample. Similarly, the green curve shows btot(k) for the subsample whose
enclosed total matter overdensity is higher than the median.
96, 97], modified to include the effects of massive neutrinos. In our treatment so far, specifically
in Eqs. 2.44 and 2.46, we have used the Eulerian definition for bias. Eulerian bias relates the
abundance of tracers at a point in space and at a given redshift to the smoothed density filed at
the same point and the same redshift. Eulerian bias, therefore takes into account the motion of
objects like voids in a fixed coordinate system, making it a natural and easy quantity to measure
in simulations and observations. In simulations, for example, the simulation box provides the
fixed coordinate system in which halos and voids form and advect. Lagrangian bias, on the other
hand, relates the abundance of tracers like halos and voids to the over and under-densities in the
initial density field. This is the natural quantity to measure when using a Lagrangian system of
coordinates, where the object of interest does not move as the system evolves. This is exactly the
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Figure 2.18: Effect of fν on the scale-dependent bias using our method for a fixed neutrino mass
of mν = 0.1 eV. We compare the case where fν = 0.1 (black) to the case where fν = 0.05 (red).
The dashed lines show the predictions from the spherical expansion model.
case in the spherical expansion model, where the void center sits at the origin at all times. We
therefore use the spherical expansion model to derive ratios between the Lagrangian bias factors
bLν and b
L
CDM, and then convert to the Eulerian biases bν and bCDM to compare with the simulation
results.
As a starting point, we assume that the ratio of the Lagrangian void biases bLν and b
L
CDM is
given by
bLν
bLCDM
=
fν
d∆nl
dδlin
∣∣
ν
fCDM
d∆nl
dδlin
∣∣
CDM
(2.49)
where ∆nl is the actual average nonlinear density of each species enclosed in the voids, while δlin
is the prediction for the average enclosed overdensity from linear theory only. Since the neutrino
perturbations are still expected to be small (and therefore close to expectations from linear per-
turbation theory) in the voids that we studied, we assume that d∆nldδlin
∣∣
ν
= 1.
In the spherical expansion model, we assume that neutrinos form a smooth component, and
therefore expand with the background. The CDM component can be thought of as an underdense
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Figure 2.19: Effect of neutrino mass on the scale dependent bias. We compare the bias when the
mass of the neutrino is 0.1 eV (black) to the case when the mass is 0.8 eV (red) with fν = 0.1 in
both cases. The red dot-dashed line gives the free streaming length for the 0.8eV neutrino. The free
streaming length of the lighter neutrino lies outside (to the left of) this plot. The scale dependent
bias is evident below the streaming length of each species. The dashed lines show predictions from
the spherical expansion model.
universe, whose evolution is governed by the Friedmann equation. The time evolution of the scale
factor a in the unperturbed background universe follows
(
da
dt
)
= H0
[
1
a
]1/2
(2.50)
where H0 is the present Hubble parameter and we have assumed Ωm = 1. The perturbed universe,
whose scale factor we denote as χ evolves as
(
dχ
dt
)
= H0
[
fCDM
χ
+
5
3
fCDM|δ|+ χ
2(1− fCDM)
a3
]1/2
(2.51)
where we have used the fact fν = 1 − fCDM is a non-clustering component of the total matter
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density. The nonlinear overdensity of the CDM component at a time t is
∆nl(t) =
(
a(t)
χ(t)
)3
− 1 (2.52)
Eqns. 2.51 and 2.50 can be solved to find the average enclosed nonlinear overdesnity ∆nl in
Eqn. 2.52 as a function of the linear overdensity δ. This can then be substituted back into the
denominator of the right-hand side of Eqn. 2.49. Once we obtain the Lagrangian biases, we need
a prescription to convert to Eulerian biases to compare with the simulation results. This mapping
is not straightforward in the presence of a free streaming species, i.e. the neutrinos [90]. As an
approximation we assume that the advection of the voids is dominated by the advection of the CDM
component, neglecting the effect of the advection of neutrinos. This approximation is equivalent to
setting bν = b
L
ν and bCDM = b
L
CDM + 1, where the value of bCDM is calculated using the best fit to
the simulation results. We then compare the ratio of the Eulerian biases from this calculation to
the ratio we find in simulations for different void threshold definitions. This comparison is shown
in Fig. 2.16, which demonstrates that this simple model seems to quantitatively explain the trend
seen in the simulations, for void definitions using overdensity thresholds in the range −0.5 to −0.8.
Below threshold of −0.8, there are too few objects in the simulations box to get reliable statistics
on the behavior of the bias. We also do not go above −0.5 in the void definition so that the voids
we select always have a Lagrangian bias of . −2.
Since most galaxy surveys define voids using galaxy counts, which depend on the underlying
CDM field, rather than the total matter field, we investigate the behavior of the bias when we select
voids in the simulation using the CDM field only. Once again, we used an enclosed overdensity
threshold of −0.7. We plot btot(k) for this sample of voids with the black curve in Fig. 2.17 and
find that it shows very little scale dependence. From this sample of voids selected using the CDM
densities only, we split into two subsamples based on the enclosed total matter overdensity - above
and below the median value in the sample. When we plot the behavior of btot(k) for the two
subsamples, (green and red curves in Fig. 2.17) we find a very strong scale dependence in the
biasing. This strategy of identifying voids using the CDM field and then splitting the sample using
the total matter field could be used in surveys like DES where both galaxy counts and lensing data
is available to search for this scale dependent bias. Here we have not taken into account the noise
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in the lensing signal, which will, of course, be present in the lensing data from actual surveys. This
noise will serve to weaken the differences in the behavior of the biases of the two samples, and in
future work we will investigate the effect of lensing noise in washing out the signal shown in Fig.
2.17.
We also investigated how this scale-dependent linear bias changes as we vary fν defined in Eqn.
2.43. Once again we ran 8 realizations with the same cosmological parameters as above, except
for ΩCDM and Ων , for which we used the values 0.285 and 0.015 respectively. This is equivalent
to fν = 0.05. As seen in Fig.2.18, this leads to two effects - the voids defined similarly in both
sets of simulations have a lower overall amplitude of the bias for the fν = 0.05 case, and secondly,
the scale dependence also decreases. This lower bias is a consequence of the lower mass fraction in
neutrinos: with smaller fν , it is easier to make more voids of the size we consider, and therefore
the magnitude of the bias of such objects decreases.
Next, we investigated how the neutrino free streaming scale affects the scale dependence that
we observe in the void bias. To do this, we ran a set of 8 simulations for a m = 0.8 eV neutrino
with fν = 0.1. We keep the other cosmological parameters to be the same as earlier. We use such
a heavy neutrino species to illustrate how the shape of the void bias is different above and below
the free streaming length of the neutrino. For the m = 0.8 eV, the free streaming scale is about
250h−1Mpc - this scale is represented by the dotted red line in Fig. 2.19. At scales larger than the
free streaming scale (smaller k), the CDM power spectrum and the neutrino power spectrum are the
same, and there is very little scale dependence in the void bias. On the other hand, at scales below
the free streaming scale where the CDM and the neutrino power spectra are significantly different,
the bias starts showing a clear scale dependence. This is in contrast to the m = 0.1 eV neutrino,
for which the free streaming scale is larger than our simulation box and therefore shows a scale
dependent void bias at all the scales that we investigate. We also see that the scale dependence is
steeper for the lighter neutrino particle - this is because the power spectrum for the lighter neutrino
is more damped (and therefore more different from the CDM power spectrum) at any given scale.
While we plan to do a comprehensive study of this scale dependent void bias for realistic
ranges of neutrino masses, we can use the spherical expansion model calculation to predict the
approximate size of the bias effect for realistic neutrino number densities and minimal masses in
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Figure 2.20: Scale dependent bias from the spherical expansion model for inverted hierarchy (black
curve) and normal hierarchy (red curve). In the inverted hierarchy,
∑
mν = 0.12 eV, fν ∼ 0.0087
and fCDM ∼ 0.9913. In the inverted hierarchy,
∑
mν = 0.06 eV, fν ∼ 0.0043 and fCDM ∼ 0.9957.
Voids are defined as regions enclosing an underdensity −0.7 in both cases. We assume that bCDM =
−2 for reference.
the normal hierarchy and the inverted hierarchy. For the inverted hierarchy case, we assume the
minimal sum of the neutrino masses,
∑
mν ≈ 0.12 eV, so that Ων ≈ 0.0026. With the choice of
ΩΛ = 0.7, we have fCDM ≈ 0.9913 and fν ≈ 0.0087. In the normal hierarchy, the minimal sum
of the neutrino masses is
∑
mν ≈ 0.06 eV, which gives Ων ≈ 0.0013. In this case, fCDM ≈ 0.9957
and fν ≈ 0.0043. We use the spherical expansion model to compute the ratio of the biases bν and
bCDM, defining voids to be enclosing a total underdensity of −0.7. We then used linear transfer
functions and power spectra at z = 0, generated using CLASS, to see how strongly btot varies as a
function of scale on these large scales. We plot the result in Fig. 2.20 assuming that the voids have
bCDM = −2 for reference. From our fν = 0.1 simulations, we found that voids with radius about
6h−1Mpc to 8h−1Mpc with an enclosed overdensity threshold of −0.7 had Eulerian biases close to
−2.
To quickly evaluate the ratio of the biases bLν /b
L
CDM predicted by the spherical expansion model
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over the range of realistic values of the neutrino masses as a function of fν and the threshold
underdensity for void definition, ∆v, we provide below a fitting function in these variables. We find
that
bLν
bLCDM
≈ Af bν |∆|c exp (d|∆|) (2.53)
with the best fit parameters A = 5.37 × 10−6, b = 1.07, c = −7.57 and d = 16.77. This fitting
formula is accurate to a few percent over the range of 0.001 < fν < 0.025 and 0.5 < |∆| < 0.8.
2.7 Conclusions
In this chapter we have presented a novel, hybrid method for performing cosmological simulations
in which particles have finite thermal velocities, using hydrodynamics along with standard N-body
techniques used in CDM simulations. We have tested our method extensively in both the linear
regime, as well as on non-linear problems.
For cosmologies with massive neutrinos, our novel method appears to accurately evolve cosmic
structures at all redshifts and all scales, including both linear and nonlinear regimes. This is
in contrast to traditional N-body methods, which are known to produce significant errors in the
clustering of neutrinos even at low redshift (e.g. Fig. 2.5). However, for warm dark matter (WDM)
cosmologies, we find that the Eulerian version of our method produces too much numerical diffusion
to be useful. Instead, we find that using Lagrangian approaches to solving the fluid equations, like
smoothed particle hydrodynamics, allows us to circumvent the problem of diffusion on small scales.
We have also presented a novel effect in cosmologies with massive neutrinos - the strong scale
dependence in the bias of voids, even on linear scales. These voids were defined using the overall
matter fields (CDM and neutrinos), rather than just the CDM fields. We note that even for voids
defined using CDM field only, there is scale dependence in the large scale bias, but that effect is
very weak, similar to the dependence seen in the halo bias in [62, 90]. For mass-defined halos, the
scale dependence of the bias found from our hybrid method matches the results from simulations in
which neutrinos were treated as N-body particles to within the error bars. However, linear theory
simulations over-predict the strength of the scale dependence. For an inverted mass hierarchy of
neutrinos, with fν ∼ 0.01, we find about 5% scale dependence of the void bias. For the normal
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hierarchy, the effect is about 2%. A detailed study scanning all of the allowed parameter space in
neutrino mass is required to predict how strongly this effect might show up in actual observations.
Observationally, voids are normally identified using galaxy counts in surveys [e.g. 98, 99], rather
than identification from the lensing shear field. Our results indicate that it may be worthwhile to
attempt to detect voids in the mass field directly from lensing, rather than from galaxies, since
mass-selected voids should exhibit the neutrino-dependent bias effect discussed above. The other
strategy could be to first identify voids using the galaxy counts, and then subdividing the sample
based on the mass field, which can be inferred through the gravitational lensing signal. As we have
shown, the two subsamples of voids should exhibit scale dependence in their bias.
The simulations presented here used a fixed grid and therefore had low spatial resolution. In
the future, we plan to combine our fluid method with adaptive mesh refinement simulation codes,
which will allow us to study dark matter halos and galaxies. A particularly interesting area to
study is redshift space distortions. The scale dependent growth factor in cosmologies with massive
neutrinos is in principle observable in surveys measuring these redshift space distortions. While
this effect has been studied using methods like perturbation theory [100] or N-body techniques
[101], it will be interesting to see how the results from our hybrid simulations compare with these
other approaches.
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Chapter 3
Tests of Neutrino and Dark Radiation
Models from Galaxy and CMB
surveys
We analyze the ability of galaxy and CMB lensing surveys to constrain massive neutrinos and
new models of dark radiation. We present a Fisher forecast analysis for neutrino mass constraints
with the LSST galaxy survey and the CMB S4 survey. A joint analysis of the three galaxy and
shear 2-point functions from LSST, along with key systematics parameters and Planck priors, can
constrain the neutrino masses to
∑
mν = 0.041 eV at 1-σ level, comparable to constraints expected
from Stage 4 CMB lensing. If low redshift information from upcoming spectroscopic surveys like
DESI is included, the constraint becomes
∑
mν = 0.032 eV. These constraints are derived having
marginalized over the number of relativistic species (Neff ), which is somewhat degenerate with
the neutrino mass. We also explore the gain by combining LSST and CMB S4, that is, using
the five relevant auto- and cross-correlations of the two datasets. We conclude that advances in
modeling the nonlinear regime and the measurements of other parameters are required to ensure
a neutrino mass detection. Using the same datasets, we explore the ability of LSST-era surveys to
test “nonstandard” models with dark radiation. We find that if evidence for dark radiation is found
from Neff measurements, the mass of the dark radiation candidate can be measured at a 1-σ level
of 0.162 eV for fermionic dark radiation, and 0.137 eV for bosonic dark radiation, for ∆Neff = 0.15.
We also find that the NNaturalness model of Arkani-Hamed et al [102], with extra light degrees
of freedom, has a sub-percent effect on the power spectrum: even more ambitious surveys than the
ones considered here will be needed to test such models. 1
1This chapter has been submitted to the Journal of Cosmology and Astroparticle Physics as A. Banerjee, B. Jain,
N. Dalal and J. Shelton, Tests of Neutrino and Dark Radiation Models from Galaxy and CMB surveys. It is available
online as [arXiv:1612.07126]
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3.1 Introduction
Over the last few decades, flavor oscillation experiments e.g. [3, 4, 5] have established that neu-
trinos in the Standard Model are massive, and have three mass eigenstates. These experiments
have accurately measured two of the mass splittings as well as the mixing angle between the var-
ious eigenstates. However, these experiments do not directly measure the absolute masses of the
neutrinos, or the mass hierarchy of the three species.
The presence of massive neutrinos has non-trivial consequences for cosmology. The fraction of
the total energy density of the universe that is contributed by neutrinos is proportional to the sum
of the masses of the three neutrino species [10]. For most realistic neutrino masses, all three mass
eigenstates were relativistic prior to last scattering of the Cosmic Microwave Background (CMB),
but at least two mass eigenstates are non-relativistic today. These neutrinos contribute to the
overall matter density at late times, but with little clustering below their free streaming scale. For
light neutrinos, the free streaming scale can be comparable to the Hubble radius. This is unlike
the Cold Dark Matter (CDM) component which clusters strongly on all scales at low redshifts to
form halos and filaments. The clustering of neutrinos has the effect of damping the growth of the
matter power spectrum on small scales when compared to a CDM-only case [103].
Since the damping of the power spectrum depends on the neutrino energy density, and therefore
on the sum of the neutrino masses, an accurate measurement of the matter power spectrum can
provide a strong constraint on the sum of the neutrino masses. Combined with the two mass
splittings that have been measured from terrestrial experiments, this would allow for an accurate
determination of the masses of individual eigenstates and the hierarchy.
Apart from neutrinos in the Standard Model, many theories of physics beyond the Standard
Model include light, weakly interacting degrees of freedom in their particle content. While the
details of these particles’ interactions may be very different, as long as the interaction rates are
small on cosmological time scales, the effect of these light particles on the observable matter power
spectrum will be similar to that of the Standard Model neutrinos. These extra light species will
damp the power spectrum on scales below their free streaming scale by an amount proportional to
the energy density in that species.
Recently many models of dark sectors with varied particle content and interactions have been
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proposed, [21, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118] for example.
Many of these models predict the existence of some form of thermal dark radiation, both bosonic
and fermionic. Pseudo-Goldstone bosons are the most common example of the former, and are
realized in many extensions of the Standard Model. Among fermionic dark radiation candidates,
sterile neutrinos are perhaps the best-motivated and extensively studied. In all these cases, the
presence of extra dark radiation in the universe would lead to a non-zero ∆Neff in measurements
of the CMB, i.e. a change to the effective number of relativistic degrees of freedom at CMB last
scattering. However, since these particles are expected to be relativistic at the epoch of CMB,
a measurement of ∆Neff alone does not measure the masses of these particles. As long as the
masses of these particles are light enough that they are fully non-relativistic today, the damping
of the matter power spectrum is directly proportional to the mass of the dark radiation particle,
and measurements of this damping on small scales can potentially constrain the mass, both for
fermions and for bosons [119].
One specific example of such a model with extra light particles is the “NNaturalness” mechanism
[102] proposed to solve the hierarchy problem. This model introduces N non-interacting copies of
the Standard Model field content, with the Standard Model being identified as the copy with the
lowest non-zero Higgs vacuum expectation value. One of the predictions of this model is that
massive neutrinos from sectors close to our Standard Model could have energy densities not too
much smaller than the energy density of the Standard Model neutrinos. Apart from a signature on
Neff at CMB, there will also be extra damping of the low redshift matter power spectrum compared
to the Standard Model, which is potentially observable.
Accurate measurement of the late time matter power spectrum, therefore, will be extremely
important for constraining the neutrino mass in the Standard Model, as well as for constraining light
degrees of freedom from more exotic models. One probe of late-time clustering of mass is lensing
of the CMB by intervening matter. The Planck experiment along with ground based experiments
such as SPT [120] and ACT [121], have already produced lensing maps of the CMB, and future
planned experiments such as the Simons Observatory and CMB Stage 4 will be able to this more
accurately and down to smaller scales [12, 122].
Another powerful method for determining the late time matter power spectrum is weak lensing
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measurements in large galaxy photometric surveys, like the ongoing Dark Energy Survey [123],
Subaru HSC survey [124] and KiDS [125], and the upcoming surveys by the LSST [11], Euclid
[126] and WFIRST [127] missions.. While measurements of galaxy-galaxy lensing and galaxy
autocorrelations from these surveys do not individually measure matter auto-correlations, due to
degeneracy with the unknown galaxy bias, the combination of the two on linear scales (where the
bias is expected to be deterministic) eliminates the bias uncertainty [128]. Inclusion of cosmic shear
measurements from these surveys further enhances the ability to pin down the underlying matter
power spectrum. Using weak lensing from current and upcoming CMB and photometric galaxy
surveys, as well as information about low redshifts from ongoing and future spectroscopic surveys,
numerous authors have investigated the bounds placed by these measurements on the neutrino
mass e.g. [129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146, 12,
147, 148, 149, 150, 151, 152, 153, 154, 57, 155, 156, 157, 158, 159]. With the inclusion of smaller
scales in successive generations of cosmological experiments, as well as lower experimental noise,
these bounds have gotten progressively tighter, to the point that current data from the Planck
experiment offers stronger bounds on the sum of neutrino masses than any terrestrial experiment,
albeit with assumptions about the background cosmology.
Here, we present a Fisher forecast analysis of the ability of a survey like LSST to constrain
the sum of the neutrino masses, as well as its ability to constrain other beyond Standard Model
light degrees of freedom using weak lensing measurements. In §3.2, we present our method for
calculating constraints on cosmological parameters, as well for differentiating between different
models producing changes in the angular power spectrum Cl. In §3.3, we overview the survey
parameters for LSST and CMB Stage 4 lensing experiment, as well as parameterize the systematic
uncertainties in these surveys. In §3.4, we present the constraints on the sum of neutrino masses
from LSST and compare it to those that will be obtained from CMB Stage 4 lensing. We also
present constraints from the joint analysis of the two. In §3.5, we discuss how observables at LSST
can provide constraints on dark radiation. In §3.6, we discuss the prospects of detecting models
of NNaturalness using galaxy clustering and lensing at LSST. Finally, in §3.7, we summarize our
findings, and discuss future avenues of study.
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3.2 Method
3.2.1 Weak lensing in galaxy surveys
Galaxy surveys like LSST provide maps of galaxy distributions and shear on the sky, which can be
used to construct the different 2-point correlation functions that will be used in our analysis: the
galaxy-galaxy autocorrelation function Cggl , the galaxy-convergence cross spectrum C
gκ
l and the
convergence autospectrum Cκκl . Here we make use of the simple relation between shear spectra
and convergence spectra. Using the Limber approximation these spectra are constructed from the
underlying 3-dimensional power spectra [160]:
C
xixj
l =
∫
dz
H
D2A
Wi(z)Wj(z)P
sisj(k = l/DA; z) , (3.1)
where xi stand for g or κ, while si stand for the underlying 3 dimensional source fields. DA is the
angular diameter distance, and Wi are the weighting functions in redshift space. For the galaxy
number fluctuations, the three dimensional source field is the fluctuations in the 3-dimensional
number density:
s(r; z) =
δnV
n¯V
. (3.2)
The weighting function for galaxy fluctuations is given by
Wg(z) =
D2A
H
n¯V
n¯A
, (3.3)
where the normalization factor n¯A is chosen so that
∫
Wg(z)dz = 1. For the shear field the 3-
dimensional source field is the fluctuation of the matter density:
s(r; z) =
δρm
ρm
, (3.4)
and the weighting function is
Wκ(z) =
3
2
Ωm
H0
H
H0DOL
a
∫ ∞
z
dz′
DLS
DOS
Wg(z
′) , (3.5)
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where DOL stands for the angular diameter distance to the lens, DOS is the angular diameter
distance to the source, and DLS is the distance between the lens and the source. We use the
publicly available CAMB code [161] to generate the various power spectra that go into our analysis.
To construct the covariance matrix for the Cl, we assume that the different l are uncorrelated
and so the covariance matrix is diagonal in l. We also assume that up to lmax, we are roughly
in the linear regime, where Gaussian statistics are valid, and all n-point functions can be broken
down into products of various two point functions given by the Cl. To take into account the shape
noise in the shear spectra and the shot noise in the galaxy spectra we define
C˜
xixj
l = C
xixj
l +N
xixj
l , (3.6)
where x stands for g or κ and i is used to label different redshift bins. The noise terms are given
by
N
gigj
l =
δij
n¯i
, (3.7)
N
κiκj
l =
δijγ
2
rms
n¯i
, (3.8)
N
giκj
l = 0 . (3.9)
Here n¯i represent the number counts of lens and source galaxies in each redshift bin in units of
sr−1. For the shape noise contribution, we use a value of
√
γ2rms = 0.22.
In the linear regime all covariances of the power spectra can be written as products of the power
spectra themselves. Therefore the different elements of the covariance matrix Cl can be written as:
[Cl]ij,kl ≡ C˜xixkl C˜
xjxl
l + C˜
xixl
l C˜
xjxk
l . (3.10)
Using this covariance matrix, we construct different components of the LSST Fisher matrix
FLSSTαβ = fsky
∑
l
(2l + 1)
∑
ijkl
∂C
xixj
l
∂pα
[Cl]−1ij,kl
∂Cxkxll
∂pβ
, (3.11)
where pα represent the model parameters, and fsky is the fraction of the sky covered in the survey,
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which we take to be 0.5 for LSST.
To use information on the parameters from Planck, we use the covariance matrices available
in the Planck Legacy Archive for the baseline model. We ensure that we do not include Planck
constraints coming from CMB lensing within the Planck experiment. The total Fisher matrix is
obtained by adding together the resultant Planck Fisher matrix to the Fisher matrix we derive for
the LSST experiment
F = FLSST + FP lanck . (3.12)
The constraint on parameter α is then given by
σ(pα) =
√
(F−1)αα . (3.13)
3.2.2 CMB lensing
For the CMB lensing analysis, we consider the lensing power spectrum Cddl where d, the deflection
field, is the gradient of the lensing potential d = ∇φ. The noise level Nddl for a given set of
experimental sensitivities can be estimated following [162], and was calculated using QUICKLENS
[163]. The covariance matrix for the CMB lensing power spectrum is then
Cl = 2
(
Cddl +N
dd
l
)2
, (3.14)
and the elements of the Fisher matrix are given by
FCMBαβ = fsky
∑
(2l + 1)
∂Cddl
∂pα
C−1l
∂Cddl
∂pβ
. (3.15)
Once again, we use Planck priors, where lensing information from Planck is not used. This is done
by adding together the two Fisher matrices, as in §3.2.1.
3.2.3 Model differentiation
To calculate the statistical significance of distinguishing between two models which are not con-
nected by a parameter which can be varied smoothly, we use the following procedure [74]. Let the
difference in the various predicted power spectra from the two models be denoted by δC
xixj
l . The
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χ2 difference between the two models is then given by
χ2 = fsky
∑
l
(2l + 1)δC
xixj
l [C]−1ij,kl δCxkxll . (3.16)
A part of this χ2 difference can be taken into account by varying the continuous parameters in the
fiducial model. The change of the observable power spectra given a change in the parameters of
the fiducial model is δC
xixj
l =
(
∂C
xixj
l /∂pα
)
δpβ . Taking this variation into account, the new χ
2 is
given by
χ2 = fsky
∑
l
(2l + 1)
[
δC
xixj
l + δpα
∂C
xixj
l
∂pα
]
[C]−1ij,kl
[
δCxkxll + δpβ
∂Cxkxll
∂pβ
]
. (3.17)
By setting ∂χ2/∂pα = 0 in the above equation, we calculate the δpα which needs to made about
the fiducial set of parameters pα to obtain the minimum χ
2:
δpα = − (F )−1αβ
∂C
xixj
l
∂pβ
[C]−1ij,kl δCxkxll , (3.18)
where F is the Fisher matrix of the fiducial model. The final χ2 is then calculated using (3.17).
3.3 Survey parameters and systematics
3.3.1 LSST
To get the number counts of sources in an LSST like survey, we use a redshift distribution of source
galaxies given by the following form:
dn
dz
∝ z1.2 exp
(
− z
0.5
)
, (3.19)
with a total number density nsource = 30arcmin
−2. For lens galaxies, we will use redMaGiC type
of galaxies [164] which have a redshift distribution dn/dz ∝ χ(z)2/H(z), and total number density
of lenses nlens = 0.25 arcmin
−2.
In our calculations, we consider different redshift binnings - we start from 1 lens redshift bin
and 1 source redshift bin, and go up to 6 lens redshift bins and 6 source redshift bins. We show the
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Figure 3.1: Expected source galaxy counts (per square arcmin) as a function of redshift in the
LSST survey is plotted with the black curve. The solid red lines indicate the photometric redshifts
zmin and zmax of the 6 lens bins used in our analysis. The dashed blue lines represent the zmin and
zmax for the 6 source bins. The blue lines have been slightly displaced for clarity.
zcenter lmax
Lenses
0.40 210
0.55 240
0.70 330
0.85 440
1.00 570
1.15 720
zcenter lmax
Sources
0.85 200
1.00 220
1.15 250
1.30 280
1.45 320
1.60 370
Table 3.1: List of redshift bin centers and lmax used for each redshift bin for the LSST survey.
bin centers and widths for this last case in Fig. 3.1. For each lens redshift bin center, we calculate
kmax such that
k3P (k)
2π2
∣∣
kmax
≈ 0.2. Using this, we obtain the highest multipole lmax = kmaxχ, which
we use in our analysis. This is done to ensure that that even for the highest multiploles in each
bin, we are in the regime where perturbations can still be treated as being roughly linear, and
assumptions of the independence of different l modes and linear biasing are valid. As expected,
lmax increases with redshift, so we can go out to smaller scales at higher redshifts. This allows for
tighter constraints on the different cosmological parameters, which affect the shape of the power
spectrum, along with the overall amplitude. We tabulate the lmax for each of our bins in Table 3.1.
We also note that we use the linear matter power spectrum for all our calculations. Since
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Figure 3.2: Comparison of the Cggl and C
κκ
l power spectra at different redshifts to the shot noise
and shape noise levels at those redshifts. The solid lines plot the power spectrum, while the dashed
line of the same color plots the shot noise or shape noise for that power spectrum at that redshift
expected at LSST. The dot-dashed lines represent the value of lmax for each redshift bin. The
spectra are sample variance dominated out to l ∼ 400.
we restrict ourselves to the scales for which k
3P (k)
2π2
∣∣
kmax
= 0.2, using the linear power spectrum, as
opposed to the full nonlinear power spectrum is a valid choice, except for some scales near kmax and
consequently lmax. The differences are expected to be small, and using the linear power spectrum
will always yield a conservative estimate on the constraints.
In Fig. 3.2, we plot the power spectra and the associated noise levels for the assumed number
counts of lenses and sources in some of the redshift bins that we use in our calculations. In the
left panel of Fig. 3.2, we plot the galaxy-galaxy autospectra Cggl for four of the lens redshift bins,
with the solid lines. We represent the shot noise level in each bin using the dashed lines of the
same color. Similarly, in the right panel, we plot the shear autospectra Cκκl for four of the source
redshift using solid lines. We also indicate the shape noise for these bins using dashed lines of the
same color.
As mentioned, the lens galaxy counts we use throughout our analysis are chosen to approximate
the distribution of redMaGiC galaxies [164]. The galaxy-galaxy autorcorrelations for the lens bins
are also calculated using the same subsample of galaxies. Since these galaxies form only a fraction
of all the galaxies in those redshift bins, the level of shot noise in our measurements, as expressed
in Eq. 3.7, will be higher than the case where all galaxies are used. However, as Fig. 3.2 shows,
shot noise is sub-dominant compared to the signal covariance over the range of scales we consider,
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meaning that the increased shot noise from the redMaGiC subset should not degrade the errors
significantly. The advantage of using this subset is that the redshifts of redMaGiC galaxies may
be determined to a very high level of accuracy using photometry alone, allowing us to effectively
ignore lens redshift errors as a source of systematics. For the lens redshift bins, therefore, we only
consider the galaxy bias of each bin bi as sources of systematics, and include these as nuisance
parameters in our Fisher matrix analysis.
For the source galaxies, however, we use the entire galaxy population from those redshift bins.
While using these high number densities helps reduce the shape noise, we need to consider multiple
sources of systematics [165]. Amongst these, the most significant systematic that we need to account
for is the photometric redshift uncertainties of the source galaxies, as these are not as well measured
as those in the redMaGiC sample. Another important systematic that we need to consider is the
shear calibration. Here we allow for a multiplicative error arising from calibration errors in the
shear and photo-z. We do not attempt to model additive, scale dependent uncertainties in the
shear or clustering as a reasonable analytical model or even level of uncertainty is not available.
To account for these sources of systematic errors, we introduce the nuisance parameters, mi, one
for each source bin. We assume that these effects can be parameterized by allowing for an overall
rescaling of the shear measurements: κi → κi(1 +mi). We will consider this parameterization for
the source uncertainties throughout the study. Note that the relation between our mi and photo-z
bias is not linear, and is redshift dependent. But it is a reasonably good approximation to capture
both shear and photo-z bias into a multiplicative parameter for our forecasting purposes.
Since we are using a single nuisance parameter mi, per bin, to account for both shear calibration
and redshift uncertainties, as the calibration of the shear in LSST gets better, the mi will mostly
encode our uncertainty on the photometric redshifts of the source galaxies.
We note that our analysis assumes that other sources of systematic errors are subdominant to
statistical errors and the systematic uncertainty due to calibration errors that we have modeled.
These include intrinsic alignments of galaxies [166, 167], and additive errors in the shear mea-
surements due to residuals from the Point Spread Function (PSF) correction [168]. For intrinsic
alignments (in particular the GI alignments), a recent study [169] has shown that the systematic un-
certainty is well below statistical errors for an analysis similar to ours (see also [170, 171, 167, 172]).
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Figure 3.3: Noise level Nddl in the deflection power spectrum C
dd
l from CMB Stage 4 lensing for
the assumed survey parameters. The lensing signal is sample variance dominated out to l ∼ 1000.
Additive errors in the shear are not generally modeled in forecast studies as they are exceedingly
difficult to anticipate and various mitigation strategies are employed to deal with them in the
measurement and analysis.
3.3.2 CMB lensing
While n number of specifications have been proposed for the survey parameters of CMB Stage 4
experiments, here, we will use the following specifications. We consider fractional sky coverages
fsky = 0.75, fsky = 0.5 and fsky = 0.25. The beam size is assumed to be 1
′ in all cases and we
assume an overall experimental sensitivity of 0.58 µK-arcmin. In Fig. 3.3, we plot the deflection
power spectrum Cddl , and the noise level N
dd
l on this observable for the survey parameters that we
assume.
For CMB lensing we include information from multipoles up to lmax = 3000, while using a lower
cutoff lmin = 30. Since the lensing kernel for CMB peaks at around z = 2, it is justified for us to
go up to this high lmax while still using assumptions of linearity for the power spectra and their
covariances.
71
3.4 Neutrino mass constraints
We assume a fiducial model with
(
τ, ns, ln[10
10As],
∑
mν , Neff ,Ωm,Ωb,ΩΛ, h, w, bi,mi
)
=
(0.066, 0.967, 3.15, 0.06, 3.046, 0.3, 0.05, 0.7, 0.7,−1, 1.5, 0) where bi stands for the bias in different
redshift bins - with one bias parameter per redshift bin. While there may be additional signatures
in the galaxy bias [90, 91], we do not attempt to model them or use the additional information they
may provide - our forecasts are therefore conservative. The bias parameters will be marginalized
over when deriving constraints on various cosmological parameters like the sum of the neutrino
masses
∑
mν and the dark energy equation of state w. In our analysis, we do not assume any
priors on the bias parameters - the constraints on these parameters come from data only. Apart
from the bias parameters, we also marginalize over the shear uncertainties mi defined in § 3.3,
and whose fiducial value we assume to be 0. Our fiducial constraints on
∑
mν and w are derived
without assuming priors on the nuisance parameters mi. We discuss the effect of placing priors
on these parameters later in this section. We note that in all our calculations, we have assumed
Ωk = 0, that is, curvature is neglected. Further, we have assumed that the equation of state of
dark energy w is time invariant.
3.4.1 LSST constraints on neutrino mass
We use the formalism described in § 3.2.1 to obtain constraints on cosmological parameters for
different number of lens and source bins at LSST. We find that for bins of fixed width, increasing
the number of bins improves the constraints on the neutrino mass. This happens for two reasons
- by increasing the number of bins, we increase the redshift coverage of the sources and lenses.
Secondly, using more bins allows for the measurement of higher number of cross-correlations. This
improvement in the constraints is summarized in Table 3.2, and is illustrated in Fig. 3.4, where we
plot the marginalized probability distributions for
∑
mν and w for different number of bins used
in the analysis. In Fig 3.5 we plot the 1-σ and 2-σ confidence intervals for pair of the parameters
(
∑
mν , w) for two choices of source and lens bin numbers - 4 and 6. While the gain in going
from one source and one lens bin to 4 of each gives a large improvement in the constraints, the
constraints start to saturate as we add more bins. This is because the finer binning leads to smaller
galaxy counts in each bin, raising the shot noise level. Using 6 lens and 6 source bins yields a
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σ (
∑
mν) (eV) σ(w)
NS = 1, NL = 1 0.093 0.069
NS = 4, NL = 4 0.052 0.028
NS = 6, NL = 6 0.041 0.020
NS = 6, NL = 6 (+ DESI[146]) 0.032 0.017
NS = 6, NL = 6 (+ DESI[146] + Neff prior)) 0.028 0.016
Table 3.2: Forecasts of 1-σ constraints on the neutrino mass, and the dark energy equation of state
w at LSST for different number of lens and source bins, and different priors. The Neff prior used
was 0.03.
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Figure 3.4: Marginalized probability distributions for the sum of neutrino masses (left), and dark
energy equation of state w (right), from LSST. The blue, red and black curves correspond to
NL = NS = 1, 4, 6 respectively. Increasing the number of redshift helps extract more tomographic
information, but this gain saturates as the individual bins become too thin.
constraint on the sum of the neutrino masses σ(
∑
mν) = 0.041 eV. From the same analysis, we
obtain a constraint of 0.020 on the dark energy equation of state w.
Since we do not assume any priors on the biases of the lens galaxies, we check how well the biases
are constrained by data. We find that the bias parameters in each lens redshift bin is constrained at
about 2%, with the bias parameters for the low redshift lens bins being slightly better constrained
than the bias parameters for the higher redshift bins. This happens because of two opposing effects.
The lower redshift bins have a higher signal to noise ratios in their galaxy clustering power spectra.
On the other hand, we go out to a higher lmax for the higher redshift, increasing the sensitivity
of those redshift bins to the bias parameters. These two effects roughly cancel each other out to
provide similar constraints on the bias parameters for all redshift bins we consider.
Apart from LSST, other future cosmological surveys will also be sensitive to the effects of
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Figure 3.5: 1-σ (solid lines) and 2-σ (dashed lines) confidence intervals on 2-d subspace of the
parameters
∑
mν and w from LSST. The red curves are the results from 4 source bin and 4 lens
bin analysis. The black curves represent the results when 6 source bins and 6 lens bins are used.
neutrino mass on galaxy clustering and weak lensing observables. It is, therefore, useful to check
how the constraints on the cosmological parameters depend on survey specifications, such as the
sky coverage, redshift depth, and number densities of galaxies. Apart from the LSST survey
specifications, we consider two other surveys - one with specifications similar to EUCLID [126],
and the other with survey parameters similar to the WFIRST survey [127]. For the EUCLID-
like survey we assume fsky = 0.375, an average source redshift z = 0.7, and number density
nsource = 20arcmin
−2. The 1-σ constraint on
∑
mν for this survey is 0.060 eV. For the WFIRST-
like mission, we assume fsky = 0.0675, an average source redshift z = 1.4, and number density
nsource = 40arcmin
−2, and we find a 1-σ constraint of 0.067 eV on
∑
mν . Note that the constraints
for WFIRST are not very different from the other surveys even though it has small fsky due to
the greater survey depth. Therefore, if WFIRST continues beyond its nominal three year mission,
the sky coverage fsky could become larger, and the constraints will improve accordingly. We find
that our constraint forecasts are weaker compared to a similar forecast for the EUCLID mission in
[145] in the case where the authors assume that the linear galaxy bias is known exactly for the lens
galaxies. When this assumption is relaxed, the authors find a similar constraint on the neutrino
mass as the ones presented here. For the gain by combining all three surveys, see also [173].
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To account for systematic errors in our constraint forecasts at LSST coming from the shear
bias of the source redshift bins, along with the photometric redshift uncertainties, we introduce
the nuisance parameters mi for each source redshift bin, as mentioned in § 3.3. As with the bias
parameters, these are marginalized over to yield constraints on the cosmological parameters of
interest. Note that photometric redshift uncertainty leads to biased estimates of the distances to
galaxies, which are not exactly degenerate with shear calibration. But it is sufficiently accurate for
the purposes of this study to fold the two biases into a single bias parameter per redshift bin.
Unlike with the galaxy bias parameters, which must be measured from the same dataset used
for cosmology, we test the effect of priors on these shear bias parameters as they can be estimated
with image simulations or high resolution imaging. We then study how the constraints on the
sum of neutrino masses and the equation of state for dark energy vary with the imposed prior.
We find that when flat priors are imposed on the mi, as is the case for our fiducial results, the
constraint on the neutrino mass from LSST weak lensing obtained above degrades by ∼ 17%,
whereas the constraint on w degrades by only ∼ 5%, compared to the case where these parameters
are completely ignored.
We illustrate how the constraints on the cosmological parameters change as we impose stronger
priors in Fig. 3.6. For an imposed prior of 0.02, which may be achievable in LSST, we find that
the neutrino mass constraint degraded by only about 3% compared to the case where the effect of
these parameters is ignored. The degradation on the constraint on w is once again, even smaller
- roughly 1%. Obtaining percent-level priors on shear bias would require extensive and realistic
image simulations, as planned by LSST, and/or deep, high resolution imaging of a large enough
subset of the source galaxies – e.g. with space based imaging by WFIRST. An alternative is to
actually use CMB lensing to calibrate the shear – this approach was investigated by [174] and more
recently in some detail for a joint analysis of LSST and CMB Stage 4 lensing by [169]. They find
a calibration of shear bias in LSST at the percent level is indeed feasible. Note however that this
still leaves redshift bias as a systematic, so for our fiducial results we use flat priors on the mi
parameters.
The behavior of the constraints as seen in Fig. 3.6 suggests that significant self-calibration is
possible even with no external priors. This is due to several factors: the combination of auto- and
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Figure 3.6: Degradation of the 1-σ constraints on the parameters as a function of the prior assumed
on mi, the shear calibration of the source bins at LSST. The constraints change very weakly with
the value of the prior, especially for w.
cross-spectra across redshift bins gives N(N+1)/2 shear spectra for N redshift bins, while there are
only N shear bias parameters. Additional self-calibration comes from galaxy-shear cross-spectra
which have a different scaling with redshift, and some information from galaxy-galaxy autospectra
alone, which are not affected by the shear bias and photometric redshift errors of the source redshift
bins. Even though the galaxy-galaxy autospectra depend on the a priori unknown galaxy bias of
the lenses, the comparatively small error bars that will be achievable in LSST, coming mainly from
the large sky coverage fsky, means that these autospectra are also sensitive to parameters which
modify the shape of the various Cl. Massive neutrinos change both the amplitude and the shape
of the 3 dimensional matter power spectrum, along with the different Cl. Changes in the dark
energy equation of state changes the cosmological growth factor, thereby changing the amplitude
of the various Cggl . In addition, the dark energy equation of state also affects the distance-redshift
relation, which in turn, affects the positions of the BAO peaks in Cggl . Since this second effect
is not degenerate with a change in the different bias parameters, the shapes of Cggl from different
redshift bins provides strong constraints on w.
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3.4.2 Comparison to CMB Stage 4 lensing
Next, we compare the constraints on the parameters obtained from weak lensing in galaxy surveys
to the constraints derived from CMB Stage 4 lensing, with the inclusion of Planck priors. This
comparison is illustrated in Fig. 3.7. The black solid line represents the results from LSST, while
the red lines represent the results from CMB Stage 4 experiments, for different sky coverages. We
find that the constraints on the sum of neutrino masses from the two experiments are very similar,
when we consider the most optimistic scenario for CMB Stage 4 lensing (fsky = 0.75), where the
latter gives a constraint of σ
(∑
mν
)
= 0.046 eV.
It is interesting to compare the sensitivity of a CMB lensing survey and a weak lensing photo-
metric to the sum of neutrino masses under the assumption that they cover the same fraction of
the sky, and that they are sample variance dominated out to a similar range in multipole l. As can
be seen from Fig. 3.2 and Fig. 3.3, CMB lensing is sample variance dominated out to l ∼ 1000,
whereas with the number densities of lenses and sources assumed for LSST, the signal is sample
variance dominated out to l ∼ 400. For this comparison, therefore, we tune the number densities
of lenses and sources in LSST to 4 times their fiducial value, and then compare the constraints
on
∑
mν from the photometric galaxy survey and CMB lensing using lmax = 1000 and fsky = 0.5
in both cases. Under these assumptions, we find σ(
∑
mν) = 0.018 eV for the photometric survey
and σ(
∑
mν) = 0.055 eV for CMB lensing. This shows that the tomographic information in a
photometric survey allows us to sample more modes, and therefore have a higher Signal to Noise
Ratio (SNR) compared to a CMB lensing survey where the source redshift and the lensing kernel is
fixed by the CMB last scattering surface. Quantitative comparisons of the SNR for a photometric
survey like LSST and CMB lensing has been performed in [169].
For CMB Stage 4 lensing, we find that our constraint on
∑
mν is weaker by about a factor of 2
compared to those in [12]. There are two main reasons behind this difference. First, [12] assumes
priors on other cosmological parameters coming from DESI BAO measurements, which will be
much tighter than the Planck priors that we use in this work. Secondly, Neff , which has large
degeneracies with the neutrino mass is included in our analysis, while the constraints quoted in [12]
assume that extremely accurate measurements of the CMB primaries from the Stage 4 experiments
will constrain Neff independently. Refs. [147, 135, 148] also find very similar constraints on the
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neutrino mass when using DESI BAO priors in addition to CMB S4 lensing.
To check how our estimates improve with the inclusion of low redshift information coming from
DESI, we use the parameter forecasts provided in [146] in our analysis. This extra information is
especially helpful in tightening the constraint on the parameters Ωm and w, coming from precise
measurements of the BAO feature at low redshifts. We find that the 1-σ constraint on the sum the
of the neutrino masses from LSST clustering and lensing is 0.032 eV when information from DESI
is included, compared to our fiducial result of 0.041 eV. For CMB Stage 4 lensing, the improvement
is even more marked. With the extra constraints from DESI, Stage 4 CMB lensing can constrain
the sum of neutrino masses to 0.029 eV at the 1-σ level. The larger improvement in the CMB
S4 bound is understandable since the CMB lensing kernel is peaked near z ∼ 2, and therefore
the information from low redshift provided by DESI is mostly complementary to the information
contained in CMB lensing. On the other hand, for LSST, some of the information about low
redshifts is already included as the lens bins in our analysis extend down to z = 0.4. So adding in
the DESI priors to LSST analysis do not improve the existing bounds on the neutrino mass by a
lot.
Next, we add additional priors on the parameter Neff based on the forecasts for CMB Stage
4 experiments. We assume that ∆Neff will be measured using the CMB primaries at a 1-σ error
level of 0.03. When this prior is included in our calculation for the LSST clustering and lensing,
the 1-σ constraint on the sum of neutrino masses tightens further to 0.028 eV. Similarly, when this
prior on Neff is included in the CMB Stage 4 lensing estimates, the constraint on the neutrino mass
becomes 0.023 eV. These numbers are then comparable to the constraints on the neutrino mass
forecast in Ref. [12].
When compared to the current constraints on the neutrino mass coming from CMB lensing in
the Planck experiment [13], we find that both LSST weak lensing and CMB Stage 4 lensing will
improve the bounds on the neutrino mass by almost an order of magnitude. This is especially
true once low redshift information from a DESI-like experiment is included for the CMB lensing
analysis. For the Planck value, we have used the constraint obtained from the CMB lensing from
Planck itself combined with Planck primaries only, with no additional external datasets. The 1-σ
constraint on the neutrino mass from this dataset only is ∼ 0.29 eV.
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Figure 3.7: Marginalized probability distributions for the sum of neutrino masses, and dark energy
equation of state w from CMB Stage 4 lensing (red curves) compared to LSST (black curve). The
solid red curve corresponds to fsky = 0.75, the dashed red curve corresponds to fsky = 0.5 and the
dot-dashed curve corresponds to fsky = 0.25 for CMB Stage 4 experiments. While neutrino mass
constraints from the two experiments are similar, w can be constrained more tightly by the LSST
survey.
Since LSST weak lensing and CMB Stage 4 lensing are sensitive to very different systematics,
the fact that they are expected to provide very similar constraints on the sum of neutrino masses
is an important result. Since the errors from the two experiments do not correlate, the statistical
significance of a detection from one of experiments will be greatly enhanced when combined with
the data from the other.
While LSST weak lensing and CMB stage 4 lensing provide similar constraints on the sum of
the neutrino mass, the constraint on w from LSST is much stronger than the constraint from CMB
Stage 4, even when we consider the most optimistic case for the latter. The CMB lensing kernel
peaks at around z ∼ 2, when dark energy forms a negligible fraction of the energy budget. On
the other hand, LSST weak lensing is sensitive to much lower redshifts when dark energy starts
to dominate. Further, the equation of state for dark energy affects the growth rate of the power
spectrum. Since we use spectra from multiple redshift bins in LSST, the growth rate, and in turn,
w, are better constrained than in CMB lensing.
3.4.3 Combination of LSST and CMB S4
It is also possible to combine measurements from LSST and CMB Stage 4 lensing assuming that
the survey windows of the two overlap each other. We use data from these overlapping surveys
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to measure the cross-spectra CgκCMBl , along with the galaxy autospcetra C
gg
l from LSST and the
shear-shear autospectrum CκCMBκCMBl from CMB lensing. Using CMB lensing κCMB measurements
reduces some of the systematic uncertainties, since the multiplicative shear bias and source redshifts
uncertainties present in the LSST lensing measurements no longer affect the results.
For this analysis, we use the same lens redshift bins for LSST, as well as the same experimental
sensitivity for as mentioned in §3.3. We assume fsky = 0.5 for both experiments with complete
overlap of survey windows. We find that this combination provides 1-σ constraints of σ
(∑
mν
)
=
0.031 eV and σ(w) = 0.016. Both these constraints are slightly stronger than the ones obtained
from LSST only and the most optimistic case for CMB Stage 4 lensing, as shown in Fig. 3.8.
One can also check how this joint constraint on the neutrino mass coming from LSST and CMB
lensing improves when priors from the DESI experiment is included. Once again, we account for
the extra information from DESI by adding stronger priors, especially on Ωm and w, whose values
are given in [146]. We find that including these stronger priors improves the 1-σ constraint on the
sum of neutrino masses to 0.020 eV. This bound is competitive with the bounds presented in [12],
even though in our analysis, we marginalize over one extra cosmological parameter in Neff . On the
other hand, this estimate may be a little optimistic given that we have assumed complete overlap
of the survey volume between the LSST and CMB Stage 4 experiment.
While the constraints on the cosmological parameters do improve when shear measurements
from CMB stage 4 are used, the improvement in the constraints is not dramatic unless extra
information from a survey like DESI is included. On the other hand, adding CMB lensing to LSST
helps with systematics of the LSST lensing measurements, especially in terms of constraining the
multiplicative shear biases mi of the different redshift bins. This has been studied in detail in Ref.
[169]. Therefore, even for cases where the overlap of survey volumes of the experiments is not
perfect, useful information can be obtained by looking at the cross-correlations of observables from
the two.
3.5 Dark radiation
Thermal dark radiation is a natural and generic prediction of many theories beyond the standard
model. For instance, pseudo-Nambu-Goldstone bosons (pNGBs) are naturally light and are realized
80
0.00 0.05 0.10 0.15 0.20∑
mν
0.2
0.4
0.6
0.8
1.0
P
/P
m
a
x
−1.2 −1.1 −1.0 −0.9 −0.8
w
0.2
0.4
0.6
0.8
1.0
P
/P
m
a
x
Figure 3.8: Marginalized probability distributions for the sum of neutrino masses
∑
mν , and dark
energy equation of state w for joint LSST and CMB lensing analysis (green curve) compared to
those coming from LSST only (black curve) and CMB lensing only (red curve). The constraints
improve somewhat marginally compared to the LSST only results.
in many extensions of the SM, arising from the spontaneous breaking of a Peccei-Quinn symmetry
(axions) [175, 176], lepton number symmetry (majorons) [177, 178], family symmetry (familons)
[179], or dark number symmetry [180]. Given suitably large reheating temperatures and low sym-
metry breaking scales, these pGNBs can be thermally populated in the early universe. Beyond
these minimal models, string compactifications often yield a proliferation of axion-like particles
with a much expanded range of masses and interaction strengths, making pNGBs a natural and
generic source of thermal bosonic dark radiation [181, 182, 183]. Such stringy constructions can
also yield dark U(1) gauge bosons [184, 185] with sub-eV masses, and possibly also fermionic dark
radiation in the form of photini [186].
Perhaps the leading candidate for thermal fermionic dark radiation is a sterile neutrino. One
way to thermalize sterile neutrinos is to add new interactions in the neutrino sector that are
motivated by unification and by measurements of neutrino mixing [187, 188, 189, 190]. Similar to
NNaturalness, thermal relic populations of both sterile neutrinos and dark photons can also arise
in mirror sectors, where the matter content of the SM is replicated, wholly or in part, in a hidden
sector. This long-standing idea, reviewed in [191], has been motivated by parity restoration as well
as asymmetric dark matter and solutions to the hierarchy problem [102, 192].
More generally, hidden sectors constitute a generic possibility for physics beyond the standard
model. Cosmologically, thermal dark sectors are very well motivated as a source of DM. Such
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Figure 3.9: Damping in the power spectrum caused by a Standard Model neutrino (black curve)
with mass mν = 0.06 eV compared to the damping due a fermionic dark radiation (red curve)
particle producing ∆Neff = 0.15 at CMB and having the same mass, mDR = 0.06 eV. The shapes
and the amplitudes of the damping are different for the two particles, implying that dark radiation
and Standard Model neutrino masses can be measured simultaneously in surveys like LSST.
hidden sector models may be thermal, e.g. [193, 194], or nonthermal, e.g. [195]. In either case,
the entropy of the hidden sector must generically be either deposited into the SM thermal plasma
or carried by dark radiation. Dark radiation is thus a generic component of dark sector model-
building. The ratio of the dark radiation temperature to the temperature of the SM will generally
depend on the physics of reheating [196] as well as on the degrees of freedom in both sectors and
the strength of the leading coupling(s) between them, and for our purposes can be treated as a
free parameter. Models where a dark radiation species is directly involved in the freezeout of DM
are frequently motivated by structure formation, and in such models the radiation does not always
free-stream. However, in the general case, the lightest stable state(s) in the dark sector may be
well-described by a thermal free-streaming state, as in the SM; e.g. [197].
An extra light degree of freedom should in principle show up in measurements of Neff from
the primary CMB, and the size of the signal is proportional to T 4DR,CMB, where TDR,CMB is the
temperature of the dark radiation species at the epoch of CMB last scattering. Planck has already
constrained ∆Neff < 0.33, and future CMB Stage 4 experiments should be able to improve the
constraints to ∆Neff . 0.03 [12]. However, it should also be noted that if the particles are relativistic
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at CMB last scattering, ∆Neff is insensitive to the mass of the dark radiation particle. Apart from
a signature on Neff , these light degrees of freedom can also damp the matter power spectrum at
late times. The amount of damping is proportional to the energy density of the species today, ΩDR.
Assuming that these particles are non-relativistic at late times, the energy density is proportional
to the mass of these dark radiation particles mDR, and to the late time number density nDR, i.e
ΩDR ∝ mDRnDR.
Since the damping of the matter power spectrum on small scales depends on ΩDR, surveys like
LSST will be sensitive to this parameter. We illustrate this with the following example, in which
we suppose that ∆Neff = 0.15 is observed in future CMB experiments. We then repeat our Fisher
matrix analysis, adding the mass of the dark radiation particle as an extra free parameter. The
relevant power spectra and transfer functions were produced using the publicly available Boltzmann
code CLASS [198, 199], which allows for easy implementation of bosons as an extra light species. We
find that for fermionic dark radiation, the constraint forecast is σ(mDR) = 0.162 eV, and for bosonic
dark radiation, σ(mDR) = 0.137 eV. Note that the mass bound is somewhat different for fermions
than for bosons, simply due to the difference in density arising from Fermi-Dirac or Bose-Einstein
statistics [119]. We further note that these results have been obtained after marginalizing over all
other cosmological parameters including the neutrino mass. This means that LSST is potentially
sensitive to multiple light species with different temperatures and masses, as the damping signatures
will have different amplitudes and shapes, as illustrated in Fig. 3.9. The uncertainty on the inferred
mass scales inversely with the magnitude of ∆Neff observed in the CMB.
3.6 NNaturalness
NNaturalness [102] is a new approach to solving the Higgs hierarchy problem. NNaturalness posits
that there are N copies of the Standard Model with differing Higgs masses. The Higgs mass
squared parameters are distributed between −Λ2 and Λ2, where Λ is the scale which cuts off
quadratic divergences. If N is large enough, one of the copies will naturally have a Higgs mass
parametrically smaller than the cutoff. The sector with the smallest negative Higgs mass squared
is identified with the Standard Model.
Given current constraints on ∆Neff , the question of why the Higgs mass is small has been
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transformed into the question of why the sector with the lightest Higgs dominates the energy
density of the universe. Crucially the lightest sector need to be dominantly reheated without
making it otherwise special in any way. Not abiding by this rule would reintroduce the hierarchy
problem.
To solve the problem, a new scalar field, the reheaton, was introduced. If the reheaton couples
with equal strength to the various copies of the Standard Model through the interaction φH†iHi
and is light (with a mass comparable to the lightest Higgs), then it predominantly reheats the
sector with the lightest negative Higgs mass. A light reheaton can only decay through off-shell
Higgs bosons, which favors the lighter Higgs masses.
The cosmological signals of this scenario come from the fact that the reheaton inevitably pop-
ulates some of the other copies of the Standard Model. Since the sector with a light Higgs boson
can not be singled out in any way, the new sectors are very similar to us. For the sake of calcula-
bility we assume that they are identical copies, except for slightly heavier Higgs bosons (with and
without a vev). Relaxing this assumption does not appreciably change the phenomenology. The
new copies are reheated to temperatures slightly smaller than our own and like our sector have
many light particles (including neutrinos) and a massless photon. The presence of these new light
particles, with slightly lower temperatures than our own, makes this model an ideal candidate to
be constrained and/or discovered by the techniques described before.
The cosmology of this realization of the NNaturalness paradigm is determined by two variables.
The first is the mass of the reheaton, mφ, and the second is the distribution of Higgs masses. The
coupling of the reheaton to the Higgs cancels out once the temperature of our sector has been
fixed. In principle, the differing Higgs masses can be drawn from any distribution. However any
feature in the distribution would imply some assumptions on the dynamics related to the hierarchy
problem at the scale Λ. So we take a uniform distribution with Higgs masses varying as
(
m2H
)
i
= −Λ
2
H
N
(2i+ r), −N
2
≤ i ≤ N
2
. (3.20)
r is a real and positive parameter that accounts for the possible probabilistic nature of the Higgs
mass distribution or alternatively can be seen as a proxy for fine-tuning. If r = 1 the Higgs masses
are equally spaced around zero. For r < 1 the lightest sector is closer to mh = 0. Thus the
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Figure 3.10: Ratio of the power spectrum at z = 0 for different NNaturalness scenarios (labeled
by mφ) compared to the Standard Model normal hierarchy scenario. The presence of extra free
streaming species damps the power spectrum on the free streaming scale of the lightest of the extra
species. On linear scales (k > 0.1 h/Mpc), the damping is below a percent level.
cosmology of this simple model of NNaturalness is determined by mφ and r.
In order to test the visibility of this model, we consider a set of different reheaton masses. For
each reheaton mass, we take the largest value of r such that ∆Neff is small enough to satisfy current
constraints. This leads to different combinations of masses and temperatures for the extra neutrino
species. We implement these extra neutrinos using the CLASS code [198, 199]. The CLASS code
allows for extra non-CDM species with different masses, temperatures and number densities, and
therefore it is straightforward to check the ratio of the 3-dimensional linear matter power spectrum
for different extra neutrino masses and temperatures. The results are plotted in Fig. 3.10. The
fiducial cosmology was taken to be ΛCDM plus one massive neutrino species with mν = 0.06 eV.
For each reheaton mass, we see the generic feature of extra damping on small scales, where the
amplitude of the damping is proportional to the energy density in the extra copies of the neutrinos.
The scale at which these damping effects start showing up is given by the free streaming scale of
the extra neutrinos. Since the extra copies have a higher mass and a lower temperature than the
Standard Model neutrino, in each case we find that the free streaming scale of the extra neutrinos
is smaller than that of the Standard Model neutrino.
We then proceed to use the formalism from § 3.2.3 to check the statistical significance of
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the detection for these cosmologies with different reheaton masses. For the reheaton mass which
produces the largest damping in the matter power spectrum, the calculated ∆χ2 difference with
the fiducial cosmology is 0.151.
This small ∆χ2 suggests that these models will be hard to detect at LSST using information
from linear scales only, along with the priors from Planck. To obtain more optimistic estimates,
we modify some of our assumptions and survey parameters. First we set lmax for our various lens
and source bins to 1000. This obviously violates our assumptions of linear theory, but if nonlinear
scales can be modeled correctly, information from these small scales could, in principle, enhance
the detectability of the NNaturalness models. We clarify that in this analysis, we continue to use
linear power spectra. This is likely a somewhat conservative estimate of the signal at small scales
since nonlinear terms raise the amplitude of the power spectrum on these scales. It is worth noting
that pushing to lmax ∼ 1000 at low redshifts also means that baryonic physics needs to be taken
into account, which we can safely neglect at larger scales. This introduces a new systematic, and
needs to be modeled accurately, either through simulations, or semi-analytics models to extract
information about cosmological parameters from small scales, e.g. [200, 201]. The next assumption
we make is to double the source and lens galaxy counts in the different bins. For the lens bins,
the redMaGiC galaxies are only a fraction of all galaxies in the survey at that redshift, therefore
doubling the number of galaxies for which the redshifts are known accurately seems an achievable
target. Trying to double the number of sources seems a more optimistic assumption. Finally, we
also add tighter priors on Ωm and w from BAO measurements in DESI. We repeat our analysis
to calculate ∆χ2 for the NNaturalness models with respect to the fiducial cosmology, and we find
that even under these assumptions, the largest ∆χ2 for the NNaturalness realizations considered
here is 0.53.
Since the combinations of mφ and r that were considered here produced the highest ∆Neff
consistent with current bounds, measurements of Neff from Stage 4 CMB experiments will easily
detect the contribution from such models. But the detection will not be able to distinguish them
from other scenarios e.g. [189, 180]. We have explored the detection of its signature in in large-
scale structure. We find that even the lensing surveys of the next decade will be hard pressed to
make a detection. The signal is below a percent-level suppression of the power spectrum, which
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is challenging to achieve statistically and, even if we pushed survey parameter to achieve that, it
would be daunting to control systematics at the desired level. One might hope that a completely
different observable that goes to smaller scales or otherwise samples many more modes – like the
Lyman-α forest or 21cm probes of structure - while achieving sub-percent control of systematics,
will be sensitive to these cosmologies.
3.7 Summary and Discussion
We have obtained forecasts for the constraints on the neutrino mass from measurements of galaxy
clustering and weak lensing in the LSST experiment, using information from only linear scales.
The constraints on cosmological parameters, including the sum of the neutrino mass, improve with
the number of redshift bins used in the analysis. We find that using 6 lens redshift bins and 6
source redshift bins, the sum of neutrino masses can be constrained to σ
(∑
mν
)
= 0.041 eV and
the dark energy equation of state can be constrained to σ(w) = 0.020. While the constraint on
the neutrino mass is very similar to that coming from Stage 4 CMB lensing experiments, LSST
provides much stronger constraints on w than CMB lensing. These constraints were obtained by
including priors on cosmological parameters coming from the Planck experiment. Further, the
number of relativistic degrees of freedom Neff was included as a parameter in our analysis. In
principle, Neff could be constrained independently from measurements of the CMB primaries in
the CMB Stage 4 experiments. However, to provide a conservative estimate of the constraints,
we initially include it as a parameter that is to marginalized over when obtaining constraints on
other cosmological parameters of interest. Our constraints are in agreement with similar forecasts
in literature e.g. [133, 134].
When we include the expected tighter priors on other cosmological parameters from the up-
coming survey DESI, the forecasted 1-σ constraint on the sum of neutrino masses from LSST goes
down to 0.032 eV. A similar analysis for CMB Stage 4 lensing yields a constraint of 0.029 eV. These
improvements come mainly from the tighter constraints on Ωm and w, arising from accurate BAO
measurements at low redshifts.
When we further included strong priors onNeff , assuming that it will be measured independently
in upcoming surveys, the forecasted constraint on the sum of neutrino masses at LSST tightens to
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0.028 eV. For CMB Stage 4 lensing, this additional prior on Neff yields a constraint of σ(
∑
mν) =
0.023 eV. These constraints on the sum of neutrino masses from CMB lensing are consistent to
those presented in [135] when marginalizing over the same set of cosmological parameters.
We have also obtained constraints on
∑
mν and w using a combination of galaxy clustering
measurements from LSST and CMB stage 4 lensing. Once again, if low redshift information from
DESI is included in the analysis, the constraints on the sum of neutrino masses becomes tighter.
In fact, this combination can constrain σ(
∑
mν) = 0.020 eV, which is comparable to the bounds
obtained from CMB lensing only in [12, 135, 147, 148], even though we marginalize over an extra
parameter in Neff for this comparison. Note that this combination of LSST, CMB Stage 4 lensing
and DESI would be able to detect the minimal mass normal hierarchy of neutrinos at ∼ 3σ.
However, this is an relatively optimistic estimate. Firstly, this estimate assumed perfect overlap
between the survey volumes of LSST and CMB Stage 4 experiment, and that the cross-correlations
of data from the two surveys does not throw up unforeseen issues. This also assumes that all the
major sources of systematics have been accounted for and behave as expected, and that all the
surveys are able meet their target statistical error levels. On the other hand, it might be possible
to extract even stronger constraints using this technique if smaller scales at LSST can be modeled
more accurately.
One of the main sources of systematics in the LSST measurements will be shear bias and un-
certainties in the photometric redshift of the source galaxies. We use redMaGiC galaxies, for which
the photometric redshifts are measured to a very high accuracy, for lens galaxies, and therefore
neglect lens redshift errors as a source of systematic errors. However, we account for redshift un-
certainties of source galaxies and uncertainties in the shear bias using the parameterization in §
3.3. Our constraints were obtained without placing any priors on the nuisance parameters mi. We
have also investigated how the constraints improve when priors are placed on these parameters.
The improvement is quite weak in
∑
mν , and even weaker for w. Placing a realistic prior of 0.02
on each of the mi produces an improvement of ∼ 15% on the neutrino mass constraint, and ∼ 5%
improvement on the error on w.
We note that we have made some simplifying assumptions in this study. We have assumed
a flat cosmology in our analysis, and so Ωk is fixed to 0 for all our calculations. We have also
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assumed that the equation of state for dark energy is time invariant, setting wa = 0. The effect
of marginalizing over Ωk and wa as extra parameters on the neutrino mass constraint has been
studied in e.g. [135] for Stage 4 CMB lensing. It should also be pointed out we do not consider the
effects of extended theories of gravity on the power spectrum, which can be degenerate with the
effect of massive neutrinos [202]. In this analysis, we have obtained the constraints on the sum of
neutrino masses with the minimal mass normal hierarchy as the fiducial model. Various authors
have looked into distinguishing the normal hierarchy of neutrino masses from the inverted hierarchy
using cosmological observables, [145, 143, 203, 204, 205] for example. Moving on to systematics,
we have neglected the effect of intrinsic alignments of galaxies and other effects which as discussed
above are expected to be subdominant to the uncertainties considered in our analysis.
Beyond Standard Model neutrinos, thermal dark radiation can also lead to observable signatures
on both Neff at CMB, as well as on the late time matter power spectrum. Dark radiation candidates
which were relativistic at CMB, but non-relativistic today damp the power spectrum on scales
below their free streaming scale with an amplitude that is proportional to the mass of the particle.
Here, we have studied the bounds that can be placed on the mass of dark radiation particles if
they produce a detection of ∆Neff = 0.15 in the CMB primaries. The constraint on the mass
depends on whether this new thermal species follows a Bose-Einstein distribution or a Fermi-Dirac
distribution. For the former, we find a constraint on the mass σ(mDR) = 0.137 eV at a 1-σ level.
For the latter, the mass constraint is σ(mDR) = 0.162 eV at the 1-σ level. We find that the mass
constraints scale inversely as ∆Neff . Since the neutrino mass was one of the parameters that was
marginalized over to obtain this estimate, it suggests that LSST will be potentially sensitive to
multiple light species with different temperatures and masses.
A specific model that posits the presence of extra light degrees of freedom is the NNaturalness
model outlined in [102]. This model predicts the presence of multiple copies of neutrinos with
different temperatures and number densities, all of which can contribute to Neff . We have analyzed
how effective LSST will be at detecting these extra neutrino species. We find that even when the
∆Neff produced by these extra neutrinos is near the current bounds, LSST measurements will only
be able to detect the effects of these at a statistical significance of 0.151σ. Even a more optimistic
estimate yields a maximum ∆χ2 = 0.53 between the fiducial cosmology and a cosmology including
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extra neutrinos from the NNaturalness models. Since CMB Stage 4 will improve current constraints
on Neff by almost an order of magnitude, the contribution to Neff from the NNaturalness model
will be detectable. However, even for an unambiguous detection of Neff from measurements of the
CMB primaries, it will be difficult to distinguish NNaturalness from other exotic models which also
predict extra light degrees of freedom during the CMB epoch e.g. [189, 180].
Through most of our analysis, we have only used modes for which linear perturbation theory
is still valid. This allowed us to use a linear matter power spectrum instead of the full nonlinear
matter power spectrum, as well to use the simplifying assumption that the covariance of various l
modes are independent of each other. Moreover, at these linear scales, we could make the added
simplifying assumption that galaxy bias is scale-independent. However, smaller scales which are
mildly nonlinear, potentially have a lot of useful information due to the fact that there are many
such independent patches on the sky. Extracting this information could lead to stronger constraints
on the neutrino mass, and statistically significant detection of extra light degrees of freedom. To
do this, we first need to accurately model the matter power spectrum in the presence of massive
neutrinos and other light degrees of freedom. Secondly, we need to take into account off-diagonal
covariances between different l modes in the nonlinear regime. And finally, to use the galaxy-galaxy
autocorrelation and the galaxy-galaxy lensing spectra on small scales, we need an accurate model of
galaxy bias on these scales, where it can be strongly scale dependent. Using this extra information
will allow for even stronger constraints on the neutrino mass, as well a more statistically significant
detections of other light degrees of freedom in the future.
Our study of dark radiation models makes clear that surveys planned for the next decade have
interesting new discovery space. Indeed, for models such as NNaturalness, even more ambitious
surveys will be required. One possibility is 3-dimensional surveys that can access more modes of
mass fluctuations than any of the surveys discussed in this study. Surveys discussed in the Cosmic
Visions whitepaper [206], typically for the 2030’s, would achieve fractional errors on the power
spectrum of well below a percent. Another option for an ambitious future survey would be an
imaging survey, possibly from space, that has the sky coverage of LSST but with shear and photo-z
information out to higher redshifts. We perform a naive mode-counting exercise to compare the
number of linear modes that will be available in these futuristic surveys compared to LSST. To
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do this, we assume that that the redshift coverage in such a survey would extend out to z ∼ 3,
and that we can have 12 lens bins and 12 source bins extending from z = 0.4 to z = 2, and from
z = 1 and z = 2.8 respectively. For each redshift bin, we determine lmax following the procedure in
§3.3. Then, we calculate the total number of modes in each bin as N = fskyl2max, and sum over all
the tomographic bins to get the total number of modes in the survey [207]. Comparing a survey
with these specifications to LSST, we find that these future surveys will increase the total number
of modes in a survey by a factor of ∼ 10, and so the signal-to-noise ratio is expected to improve
by more than a factor of 3. Therefore, such surveys would enable high significance detections of
standard model neutrino properties and also test a variety of models for new particle species.
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Chapter 4
Structure formation in Anistropic
Self-Interacting Dark Matter
cosmologies
We study the impact of anisotropic self-interactions of Dark Matter on the structure and formation
of dark matter halos through full cosmological simulations. We study the impact of these self-
interactions on the position of the splashback radius of dark matter halos, as well as on the statistics
of subhalos inside host halos.
4.1 Introduction
In the standard Λ-CDM paradigm, the Cold Dark Matter (CDM) component is generally considered
to be collisionless and non-interacting. However, in recent years, there has been considerable
interest in scenarios where self-interactions in the dark sector are important [21, 104, 105, 106, 107,
108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118], for example. Self-interacting Dark Matter
has been invoked as a solution to some of the small scale problems of the Λ-CDM cosmology.
The simplest case of elastic self-interactions with an isotropic differential cross-section has been
implemented in full cosmological simulations [23, 24, 27, 25, 26]. The slightly more complex case
of elastic self-interactions with an anisotropic differential cross-section, where forward scattering
is favored over large-angle scattering, has been studied in a number of papers [34, 208], but full
cosmological simulations with this form of self-interactions is yet to be carried out.
The reason these anisotropic self-interaction models is interesting to study is because they
can possibly explain two recent observational results, which are potentially in conflict with the
predictions of the collisionless Cold Dark Matter scenario. The first observation relates to the
structure of the outer profiles of dark matter halos. It has been pointed out in [30, 31] that there
should be a sharp feature in the stacked density profile of halos which corresponds to the boundary
of the multi-streaming region of halo. This feature occurs at the “splashback” radius, and the
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position of the feature depends on various properties of the halo such as its accretion rate and the
redshift at which the halo forms. The splashback feature has recently been detected in observations
[28, 29]. However, both studies find that the location of the observed splashback feature is offset
from that expected from simulations by ∼ 20%, and that the observed splashback radius is always
smaller than in the simulations. In (cite More), the authors consider self-interactions of Dark
Matter as one of the possible resolutions for this discrepancy.
The second observation has to do with the offsets of the light profiles and mass profiles of
galaxies in large clusters. Assuming that the galaxies reside at the center of subhalos inside the
host halo, the center of the light profile and the the center of the mass profile are expected to remain
locked to each other, as long as both the stars and the dark matter are collisionless. However, if
dark mater has extra self-interactions, the stars and the dark matter will start developing offsets,
proportional to the size of the extra interactions. Recent studies have detected such offsets in
multiple systems [32, 33].
It was shown in [34], that for anisotropic self-interactions of dark matter, where the two particle
interactions are elastic and energy conserving, the main effect can be described by an effective drag
in the direction of the relative velocity on the subhalos as they travel through the host halo. This
drag force, then, can explain both the shortening of the splashback radius, as well as the offset
between stars and dark matter. This effective drag is in sharp contrast to what is seen in models of
isotropic scattering for dark matter, where the main effect is subhalo evaporation. This is because
for isotropic scattering, large angle scatterings, corresponding to large momentum transfers are
more likely. These large momentum transfers kick the subhalo particles out of the subhalo, leading
to mass loss. Therefore, anisotropic SIDM can exhibit very different signatures on the structures
of dark matter halos compared to isotropic self-interactions, and it is therefore interesting to study
these effects through full cosmological simulations.
This chapter is organized as follows. In §4.2, we set down the formalism to describe anisotropic
self-interactions. In §4.3 we set up a toy problem with a known analytic solution, and describe
the two methods to simulate this toy model. In §4.4, we describe how we apply implement the
self-interactions in the cosmological code L-Gadget, and provide the results of full cosmological
simulations run with both our methods. We draw the main conclusions of our work in §4.5, and
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Figure 4.1: Elastic collision of two dark matter particles in the center of mass frame. For anisotropic
SIDM, the scattering angle θ is drawn from a distribution where small values of θ are favored over
large values of θ.
discuss future avenues extensions and refinements.
4.2 Formalism for anisotropic SIDM
In this section, we lay down the basic formalism for describing anisotropic SIDM following the the
conventions in [34]. Similar to that paper, we will consider a differential cross section such that
dσ
dΩ
= K1 + cos
2 θ
1− cos2 θ , (4.1)
where K represents the normalization constant. We point out that for this choice, the total cross
section,
σ =
∫
dσ
dΩ
dΩ , (4.2)
actually diverges, which means that for the short range interactions considered here, two particles
at the same point will always interact with each other. However, as we will show later, physical
quantities like the momentum transfer in the direction parallel to the relative velocity of the colliding
particles, as well as the energy transfer in the perpendicular direction are finite and well-behaved,
even for this dσ/dΩ.
We begin by considering the elastic collision of two dark matter particles in the center of mass
frame. The particles have initial velocities ~v and −~v. The final velocities are ~v′ and −~v′, and the
scattering angle is given by θ, where θ is drawn from a distribution described by Eq. 4.1. In terms
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of θ, we can write down the changes in various quantities before and after the collision:
δ(v2) = 0 (4.3)
δ(v||) = −v(1− cos θ) (4.4)
δ(v2||) = −v2 sin2 θ (4.5)
δ(v2⊥) = v
2 sin2 θ (4.6)
δ(~v⊥) = v sin θ θˆ (4.7)
where v|| is the measured in direction parallel to the relative velocity direction, and v⊥ is measured
in the direction perpendicular to the relative velocity. Since θ is small for most collisions, the
change in both v|| and v⊥ will be small compared to the initial velocity of the particles.
We now consider what happens when two cold, localized streams of dark matter pass through
each other. We point out that since the interactions considered here are elastic in nature, a single
cold, isolated stream will not be affected by these interactions. We focus on the changes in the
parallel and perpendicular velocities of one of the streams, and assume that the other stream has
a local density given by ρ. For a particle in the first stream, the number of collisions it suffers in a
time interval dt is given by
dC =
ρvreldt
m
dσ
dΩ
dΩ , (4.8)
wherem is the mass of the dark matter particle, and vrel is the relative velocity of the two particles.
For two identical particles, |vrel| = 2|v|.
If we want to compute the average change in the parallel velocity of the particles in the first
stream, using Eq. 4.4 and Eq. 4.8 we can write it as
d
〈
v||
〉
= −ρvrelv
m
dt
∫
dσ
dΩ
(1− cos θ)dΩ . (4.9)
Since the integral has no dependence on φ, it can rewritten as
d
〈
v||
〉
= −ρvrelv
m
dt (4πK)
∫ π/2
0
1 + cos2 θ
1− cos2 θ (1− cos θ) sin θ dθ , (4.10)
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where the trivial integral over φ has been carried out, and the θ integral has been split into two
parts from 0 to π/2, and π/2 to π. Assuming that the particles are indistinguishable, the two
integrals are symmetric, and introduces a factor of 2 in the above equation.
We now define the momentum transfer cross-section in the following manner:
σT = (4πK)
∫ π/2
0
1 + cos2 θ
1− cos2 θ (1− cos θ) sin θ dθ . (4.11)
While the total cross section diverged for the differential cross section in Eq. 4.1, the momentum
transfer cross section can be easily evaluated, and is finite. This is because even as the total number
of interactions get large, most interactions produce a small change in the velocity because of the
peaked distribution in θ, and therefore the integrated effect is finite.
With the definition of the momentum transfer cross section, we can rewrite Eq. 4.10 as
d
〈
v||
〉
= −ρvrelv σT
m
dt (4.12)
Since the two streams of dark matter that we considered are symmetric, one can derive a similar
expression for the change in the parallel velocity of the second stream. Anisotropic self-interactions,
therefore, produce an effective drag on each stream in the direction of the relative velocity of the
two streams, reducing the velocity along that direction. Further, since this drag is expected to
be primarily responsible for the observable effects that we are looking for, we will calibrate the
strength of the anisotropic self-interactions using this momentum transfer cross section σT , rather
than the total cross section σ, as is usually the practice when considering isotropic self-interactions.
Next we consider the amount of energy transferred in the perpendicular direction. For a single
collision, this was given by
δ(v2⊥) = v
2 sin2 θ . (4.13)
If we once again integrate over all collisions, we get the following expression for each stream:
d
〈
v2⊥
〉
=
ρvrelv
2
m
dt
∫
dσ
dΩ
sin2 θdΩ . (4.14)
As earlier, we can split up the dΩ integral into the θ and φ components, and define the viscosity
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cross section as
σV = (4πK)
∫ π/2
0
1 + cos2 θ
1− cos2 θ sin
2 θ sin θ dθ . (4.15)
Once again, this is a finite quantity in spite of the total cross section being divergent. Therefore
physical quantities such as the momentum transfer and energy transfer as result of such interactions
are well defined quantities. the definition of σV , Eq. 4.13 becomes
d
〈
v2⊥
〉
=
ρvrelv
2 σV
m
dt (4.16)
Note that while d
〈
v2⊥
〉
is non-zero, d 〈 ~v⊥〉 = 0, since the direction in which the particles will scatter
will be random. Also note that since δ(v2) = 0 in the center of mass frame, there is also an equal
effect in the energy in the direction parallel to the relative velocity. The overall effect of the self-
interactions, therefore, is to reduce the average velocity in the parallel direction, and introduce a
velocity dispersion in both the parallel and perpendicular directions.
4.3 Toy Problem
In this section, we describe a toy problem to calibrate our simulations methods. We then describe
in detail our two methods for simulating the self interactions, and compare the results of the two
approaches when applied to our toy problem.
4.3.1 Setup
In our toy problem, we consider two localized sets of particles - one set made up of Nhalo particles
which are initially at rest, and another set of Nsubhalo particles which are moving toward the first
set of particles with velocity v. This is to imitate a situation where an actual subhalo in the
full cosmological simulations falls into a host halo. For concreteness, we consider cases where
Nhalo = 10Nsubhalo. All particles are taken to have the same mass, and so, the density of the “halo”
is 10 times the density of the “subhalo”. We assume that the two sets of particles interact with each
other over some time interval ∆t. We ignore gravity, so that we can use the expressions derived in
§4.2 to calculate the analytical expectations for this toy model. Note, characterize the strength of
the self-interactions using the momentum transfer cross section σT , as opposed to the value of the
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total cross section, which is divergent in this case. We implement the self-interactions using two
methods and then compare the results from these simulations with the analytic expectations for
the average parallel and perpendicular velocities of the subhalo particles after all interactions have
taken place.
4.3.2 Deterministic Drag Method
In the first method, for each particle, we find all neighbors within some search radius at any given
timestep. For each neighbor, we find the direction of the relative velocity between the original
particle and the neighbor. Then, in the center of mass frame of the two particles, we use Eq. 4.12
to compute the change in the velocity of the first particle in the direction of the relative velocity,
so that
∆v|| = −
ρvrelv σT
m
∆t . (4.17)
ρ represents the density of the neighbor at the position of the first particle. If all simulation particles
have the same mass, ρ can be calculated using the mass and the search volume over which we search
for neighbors. We compute the energy lost by the particle in the parallel direction using Eq. 4.17,
and kick the particle in the plane perpendicular to the parallel velocity, where the magnitude of
the kick is adjusted so that there is no overall change in the energy of the particle in the center of
mass frame. The exact direction of the kick in the perpendicular plane is determined by drawing
a random angle φ between 0 and 2π.
In order to ensure overall momentum conservation, we need to ensure that the neighboring
particle is also kicked in exactly the opposite direction in the perpendicular plane. To ensure this,
we assign a unique particle ID to each particle. If the ID of the first particle is larger than the ID of
the neighboring particle, we change the velocity of both particles in the perpendicular plane, using
the randomly generated φ for the first particle, and φ′ = φ+ π for the neighboring particle. If the
ID of the first particle is smaller than the ID of the neighbor, then we only change the velocity of
the first particle in the parallel direction. We loop over all neighbors using this prescription, and
then loop over all particles to make sure we account for all self-interactions.
When the two sets of particles have no overlap with each other, our method ensures that the
self-interactions produce no effect on the individual bunches. This is because Eq. 4.17 depends
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explicitly on vrel, which is 0 for all particles belonging to the same bunch. Only when the two
bunches overlap, and our neighbor search algorithm finds particles from the other bunch, vrel 6= 0,
and the self-interactions start affecting the evolution of the particles.
4.3.3 Random Angle Method
In this method, we treat the “halo” and “subhalo” particles as we would treat microscopic inter-
actions - that is, we assume that for each two-body interaction, we can draw a scattering angle θ
from the underlying distribution of the differential cross section, and calculate the post-collision
velocities using this angle θ. Most studies of isotropic self-interactions implement this method in
their simulations. However, since the total interaction cross section diverges for the specific type of
anisotropic self-interactions that we consider here, care needs to be taken to ensure that the imple-
mentation is self-consistent, while not being exorbitantly expensive in terms of the computational
time.
From Eq. 4.1 we see that there is a divergence at cos θ = 1. In our implementation, therefore,
we choose a cutoff ǫ so that for the differential cross section, we use
dσ
dΩ
=


K 1+cos2 θ1−cos2 θ , if cos θ < 1− ǫ
K 1+(1−ǫ)2
1−(1−ǫ)2
, otherwise
This gets rid of the divergence, and we can then easily compute the cumulative distribution function
(CDF) that is required to generate the angle θ in the simulations. We choose ǫ = 0.005 throughout.
We illustrate the analytic PDF and the cut-off PDF in Fig. 4.2 for this choice of ǫ. We also plot the
CDF using the cut-off distribution. For a given ǫ, we can compute the physically relevant quantities
such as the momentum transfer cross section, and the viscosity cross section. We find that both σT
and σV computed with the cut-off distribution are within 0.5% of the analytic value. Therefore, by
truncating the distribution function, we are almost exclusively ignoring those interactions which
contribute very little to the parallel and perpendicular changes in the velocities of the interacting
particles. Further, we are not biasing the distribution of the angles drawn from dσ/dΩ in a way
which affects physical quantities in any significant manner.
To implement this method in the simulations, we proceed in the following way - once again, for
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Figure 4.2: Comparison of the analytic PDF (black dashed line) and the cut-off PDF (red solid
line) for the choice of ǫ = 0.005. The normalization is adjusted to fit within the plot range. We
also plot the CDF (blue dot-dashed line) for cut-off PDF. We find that the momentum transfer
cross section σT computed with the cut-off PDF is within 0.5% of the analytic value for this choice
of ǫ.
a given particle, we search for all neighbors within a given search volume. For each neighbor, we
calculate the probability for the interaction of the two particles, given by
Pint =
ρvrel∆t
2m
σ , (4.18)
where σ is the total interaction cross section computed using the cut-off distribution. The extra
factor of 2 in the denominator of the right hand side accounts for the fact that if particle j is the
neighbor of particle i, then we also find particle i when looping over the neighbors of particle j.
The factor of 2 ensures that we do not double count the interactions for each pair. Once again
ρ can be computed given the search volume for neighbors. We then generate a random number
between 0 and 1, and if the value of the random number is smaller than Pint for the given pair of
particles, we assume that the two particles interact with each other.
Once we have determined that two particles interact with each other, we draw a uniform random
number between 0 and 1. We then use the CDF of the distribution function to convert the random
number into a random angle θ. We change the velocity in the direction parallel to the relative
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velocity using
∆(v||) = −v(1− cos θ) . (4.19)
In the plane perpendicular to the relative velocity, we need to pick another uniform random number
between 0 and 2π to define the angle φ, and therefore a specific direction in the plane. We change
the magnitude of the perpendicular velocity using
∆(v⊥) = v sin θ . (4.20)
We perform these operations for all neighbors of a given particle, and then loop over all particles
in the simulation. Once again, for two isolated cold blobs of dark matter, this method ensures that
self-interactions do not affect the dynamics. This is because the probability of interaction itself
depends on vrel, and for all particles moving together, vrel = 0, implying Pint = 0 for each pair. In
the presence of particles from the other blob, however, the self-interactions start taking effect.
Notice that in this random angle method, the momentum transfer cross section σT or the
viscosity cross section σV do not appear explicitly in any of the steps that are required to compute
the change in the velocities of the particles. What appears instead is the total cross section evaluated
using the cut-off PDF distribution. However, as discussed is §4.3.1, we will use σT to calibrate the
strength of the cross section, and so we will match the results from this method with that from the
other method by making sure that σT computed using the cutoff distribution matches for the two
methods.
4.3.4 Results
We implement both methods described above to the toy problem laid out in §4.3.1. We look at
three different cases, that is, Nsubhalo = 50, Nsubhalo = 100, and Nsubhalo = 200. We start with the
same initial conditions for all simulations, but we change the particle mass in three cases above so
that the total mass of the “halo” and the “subhalo” is the same across the three cases. This is
equivalent to changing the mass resolution of a full cosmological simulation. We also run each of the
three cases 10 times so that we can compare the distributions of the final results. In particular we
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Figure 4.3: Results of our toy model for anisotropic SIDM interactions. We plot the average parallel
velocity of all subhalo particles in the left panel, and the average of the square of the perpendicular
velocity in the right panel. We look at three different cases, Nsubhalo = 50, Nsubhalo = 100, and
Nsubhalo = 200, and 10 realizations of each case. The 10 realizations are slightly displaced along
the x-axis to help with the visualization. The analytic expectations are plotted using the blue
lines. The results from the deterministic drag method are represented using black points, and the
random angle method using the green dots.
will be interested in the average parallel velocity, and the average of the square of the perpendicular
velocity of all subhalo particles after they have finished interacting with the halo particles.
We present our results in Fig. 4.3. We compare the results from the two methods, represented
by the black dots for the deterministic drag method, and by green dots for the random angle
method to the analytic expectations plotted using the blue lines. We find that for the deterministic
drag method, we always get the parallel velocity to match the analytic expectation, irrespective
of the number of particles present in our simulations. This is expected, since all subhalo particles
experience the same drag due to the presence of the halo particles, and therefore there is no
dispersion about the mean result. On the other hand, for the perpendicular direction, the black
dots do not coincide with each other. This is because there are random kicks in the perpendicular
direction. As expected, when we increase the number of particles in our simulation, and therefore
the number of interactions faced by each particle, the results converge, as can be seen by comparing
the results on the right panel of Fig. 4.3 for higher values of Nsubhalo. It is, however, important
to note that the results do not converge to the analytic value. This happens because in our
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implementation, we compute the energy lost due to the drag in the parallel direction in the center
of mass frame, and convert it completely into a kick in the perpendicular direction only, thereby
injecting more energy than expected in the perpendicular direction. As it turns out, there is no
way in which we can use the expression for the deterministic drag in Eq. 4.17, and ensure the
correct transfer of energy in the perpendicular direction, while at the same time making sure of the
global energy conservation in a particle based simulation. Even though this method suffers from
this drawback, it has the advantage that it gets the parallel drag correct, and since this is the effect
that we will be interested in for the cosmological simulations, we implement it in next section for
full cosmological runs.
Next, we look at the results from the random angle method. We can see from the left panel
of Fig. 4.3 that even for the parallel velocity of the subhalo particles, and for a fixed Nsubhalo,
there is a scatter about the analytic result. This is expected, since the number of interactions, as
well as the value of θ which determines the change in velocity in a given interaction is different
in each different realization. Even though the scatter is large compared to the deterministic drag
method, the mean of all 10 realizations is close to the analytic expectation. We find similar results
in terms of the scatter about the mean for the perpendicular direction, as shown in the right panel.
However, unlike the deterministic drag method, in this case, the mean of the 10 realizations is very
close to the analytic expectation. This is basically a check that we are performing the Monte-Carlo
integration over the distribution function correctly - that is - we are effectively calculating the
expected value for the momentum transfer cross section σT and the viscosity cross section σV .
However, it is interesting to note that for this method, increasing the number of particles, while
holding the total mass the same, has no effect on the convergence of the results to the analytic value.
This is true for both the parallel and perpendicular directions. This result can be understood by
examining Eq. 4.18. If the mass of an individual particle goes down by a factor of 2, for example,
then the density deposited by that particle at the location of another particle also goes down by a
factor of 2. This means a lower probability of interaction. However, since the number of particles
has to be increased by the same factor of 2 to ensure that the total mass remains constant, the
overall results do not change. Similarly, taking smaller time steps will not change the overall results
too much, because even though the probability of interaction becomes smaller when individual time
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steps decrease, adding up the probabilities from individual time steps leads to the same result.
This has the following implication when implemented in full cosmological simulations - we
do not expect the random angle method to converge faster to analytic expectation as the mass
resolution of the cosmological simulation is increased, or if the individual time steps are reduced.
This is contrast to the gravitational interactions in these simulations, which converge with both
the mass resolution and the time resolution. However, when averaged over may realizations, this
method does yield the correct result in both the parallel and perpendicular directions.
As we have illustrated in this section, both the deterministic drag method, as well as the the
random angle method, have their own advantages and drawbacks, which will be present when
applied to cosmological simulations. Therefore, we it is interesting to implement both methods,
and compare their results in terms of the observables that we are interested in - how the splashback
radius changes in the presence of these self-interactions, and how stars and dark matter subhalos
behave in terms of offsets between the two as they fall into a large host halo.
4.4 Cosmological simulations with anisotropic SIDM
In this section, we describe the implementation of anisotropic self-interactions in full cosmological
simulations by modifying the L-Gadget code. L-Gadget is a modified version of the GADGET-
2 code, optimized for cosmological N-body simulations. We then present the results from these
simulations, and discuss the implications of these results.
4.4.1 Implementation in L-Gadget
L-Gadget is a modified version of the GADGET-2 cosmological code [79]. This is an N-body PPM
code, where long range gravitational forces are calculated by solving the Poisson equation on a grid,
while the short range gravitational force is calculated using a tree-walk method. Since the tree-
walk that L-Gadget employs for the gravitational interaction is already set up to find the nearest
neighbors of a given particle, we incorporate the steps for implementing the methods discussed in
the previous section into the same tree walk. With this, there no significant change in the efficiency
of the code even when self-interactions are included.
To implement the self-interactions, we define a fixed search radius, and assume that only par-
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ticles within this search radius can possibly interact with each other. We set this search radius to
be 1.5 times the gravitational softening length h in L-Gadget. For most simulations, h is between
1/60 to 1/30 of the mean inter-particle separation. We check that for both implementations, our
final results do not depend strongly on the exact value of our search radius.
We could also have defined a density-dependent search radius, or use the N nearest neighbors,
in keeping with what is usually done in SPH simulations, but we do not do so for the following
reason. Consider what happens to a single subhalo lying near the subhalo center, as the entire
subhalo travels through the host halo. If we use a density dependent search radius, then near the
center, the search radius would be small, and most particles within this search radius would belong
to subhalo itself, rather than from the host halo. The same thing obviously happens if we choose
the N nearest neighbors of the subhalo particle. For these particles, the relative velocities will
be small compared to the true relative velocity of the subhalo relative to the host halo, and since
the effect of the self interactions scale with the relative velocity, we will underestimate the overall
effect. On the other hand, using a fixed search radius, and ensuring that this size is large compared
to the size of subhalo centers, we get around this problem.
We also assume a particular profile for each particle ∝ (1 − r/rsearch) to calculate the density
of that particle as seen at the position of a second particle. Here r is the radial separation between
the two particles, rsearch is the search radius, and r < rsearch for the two particles to interact. Once
again, we check that our results are not sensitive to the profile we choose - the results are similar
even if we choose a top-hat profile for the particles .
4.4.2 Results
We run cosmological simulations for a box with side 150h−1Mpc using 5123 particles. We compare
the case of σT = 1cm
2/g (for both the deterministic drag method, as well as the random angle
method) to σT = 0, or the non-interacting case. For each simulation, we run the Rockstar Halo
Finder [89] to identify halos at z = 0.
First, we look at the density profile and position of the splashback radius defined by Dark
Matter particles for clusters in the mass range of 1 − 4 × 1014h−1M⊙. For this, we use particles
from all the clusters identified in the simulation box within this mass range to compute the stacked
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Figure 4.4: Stacked density profiles for halos of mass 1 − 4 × 1014h−1M⊙ for different implemen-
tations of self-interactions. The random angle method changes the density profile more than the
deterministic drag method.
density profiles, and then compute the slope of the density profile. The splashback radius is defined
as the point where the slope of the density profile is at a minimum.
We plot the stacked density profiles in Fig. 4.4. Comparing to σT = 0, we find that the random
angle method produces a larger effect on the density profile than the deterministic drag method,
for the same interaction cross section. However, the effect is not very large, except in the central
region of the halo. We also show the slopes of the stacked density profiles in Fig. 4.5. Once again, it
clear that the random angle method shows a larger effect of the slope. However, it is interesting to
note that the position of the splashback, defined by the point where the slope goes to its minimum
value, hardly changes in the presence of the self interactions. Since the interactions are elastic
in nature, a single dark matter particle being dragged during its orbit through the halo, implies
that another particle has gained energy in its orbit, through energy conservation. It is therefore,
possible that the effects balance each other to keep the splashback radius defined by dark matter
particles to be the same.
However, in observations, one measures the density profile and splashback radius using visible
galaxies, which live inside subhalos of the host halo. Therefore, to obtain a fairer representation of
what might be seen in actual observations, we identify the subhalos of the host halos in the mass
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Figure 4.5: Slope calculated from the stacked density profiles of halos with mass 1−4×1014h−1M⊙
for different implementations of self-interactions. It is clear that the random angle method changes
the slope of the density profile more than the deterministic drag method, but there is no effect on
the splashback radius of dark matter particles.
bin we use. These are also identified from the Rockstar Halo Catalog. Given the force resolution of
our simulations, we only use subhalos with mass greater than 1012h−1M⊙. Once we have identified
the subhalos, we can compute the stacked number density profiles of these subhalos as a function
of distance to the host halo center.
These profiles are plotted in Fig. 4.6. Compared to σT = 0, the subhalo number profile is
very different in the deterministic drag case. The number densities are lower throughout the whole
profile, especially near the center. For the random angle method, there are differences near the
center, but very small differences on the outskirts. Since the overall profile does not change much as
shown in Fig. 4.4, this means that there is much greater subhalo evaporation in the deterministic
drag method. We had seen in the toy model experiments in §4.3.4 that the deterministic drag
method led to too much energy being transferred in the direction perpendicular to the direction
of relative velocity. This could explain why we find a higher rate of subhalo evaporation for this
method, compared to the random angle method, which gave the correct result on average for the
energy transfer in the perpendicular direction.
It would have been very interesting to calculate the splashback radius using the subhalo number
profiles. This is a much noisier measurement since it involves taking derivatives of noisy data, and
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Figure 4.6: Stacked subhalo density profiles for halos of mass 1 − 4× 1014h−1M⊙. Only subhalos
with mass greater than 1012h−1M⊙ were used to obtain this profile. In this case, we find that the
deterministic drag method shows a larger effect for the same cross section. This implies a higher
subhalo evaporation rate for this method compared to the random angle method.
then determining where the derivative has a minimum. Given the overall small number of clusters
in our simulation volume, and the resolution of our simulations, the measurement is too noisy to
make a meaningful detection of the shift of the splashback radius. We plan to check for the shift
using simulations with larger physical volumes, as well as larger numbers of particles - which will
allow us to resolve even smaller subhalos.
4.5 Summary and Discussion
We have studied the effects of elastic but anisotropic self-interactions of Dark Matter on the profiles
of dark matter halos, in particular, looking at the stacked density profile and splashback radius for
Dark Matter particles, and stacked number profiles for subhalos. These interactions are frequent,
but with low momentum transfer per collision, which led to the prediction of an effective drag on
subhalos as they fall into the host halo [34].
Here, we have developed the formalism to describe these self-interactions. We find that for this
form of self-interactions, the physical quantities are the momentum transfer cross section σT , in
the direction parallel to the relative velocity of two particles, and the viscosity cross section σV ,
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which is a measure of the energy transferred in the direction perpendicular to the relative velocity.
Even though we have considered the case where the total cross section σ diverges, these quantities
remain finite.
We have developed two different methods to implement this form of self interactions, and test
it on a toy model. We find that one of the methods, deterministic drag method in §4.3.2, always
gives the correct answer for the drag in the parallel direction, and also converges quickly with the
number of interactions. However, in the perpendicular direction, it transfers more energy than
expected in the perpendicular direction, effectively yielding an incorrect value for σV for the toy
model. The other method, the random angle method outlined in §4.3.3, we find that the scatter
about the correct result is much larger. However, on average, this method yields the correct value
for both the parallel drag and the transfer of energy in the perpendicular direction.
We implemented both these methods in the cosmological code L-Gadget2, and ran simulations
with σT = 1cm
2/g. Using Dark Matter particles, we looked at the stacked density profile and its
slope for halos in the mass range 1 − 4 × 1014h−1M⊙. We found that both methods show some
deviation from the non-interacting case, especially toward the center of the host halo. The effect is
larger when the interactions are implemented using the random angle method. However, we find
that for both methods, we seem to find no movement in the splashback radius of Dark Matter
particles. This would seem odd, given the expected drag force between particles. However, for
single dark matter particles, every time one particle is dragged, or loses energy in the rest frame
of the halo, another particle is kicked, or gains energy in the same frame. It is, therefore possible
that the overall splashback radius for particles does not move under the influence of this form of
self-interactions.
Since observations use galaxies to define the splashback radius of clusters, we also looked at the
number density profiles for the halos by stacking all their subhalos above a certain mass threshold.
In this case, we found that the deterministic drag method produces a large change in the subhalo
number profiles, implying a much larger subhalo evaporation rate than in random angle case.
We saw that the former method transfers too much energy in the perpendicular direction in the
toy model, and this is likely the reason behind the enhanced evaporation rate. It would have
been interesting to see if the splashback radius of the subhalos shifts in the presence of the self-
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interactions, but our current statistics of subhalos does not allow for a significant detection of the
splashback radius.
As an extension to this work, we plan to run simulations on larger cosmological volumes, and
larger numbers of particles, get better statistics for the subhalo number counts, and therefore be
able to actually measure the splashback radius. We also plan to run simulations for a range of values
of σT , and see if there are any qualitative differences in the results for stronger self-interactions.
Finally, we plan to implement this form of self interactions in simulations which include baryonic
physics, to calculate the effect of self-interactions on the displacements of the light profiles of stars
and the mass profile from the dark matter subhalo. Given our current results, it seems that the
random angle method yields more reasonable results than the deterministic drag method, and this
is the method that should be implemented in future simulations. However, further tests are needed
to make sure that this is still true for higher resolution simulations, and is not an artifact of our
choice of simulation and self-interaction parameters.
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