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Abstract
The finite volume methods are frequently employed in the discretization of diffusion problems with
interface. In this paper, we firstly present a vertex-centered MACH-like finite volume method for
solving stationary diffusion problems with strong discontinuity and multiple material cells on the
Eulerian grids. This method is motivated by Frese [No. AMRC-R-874, Mission Research Corp.,
Albuquerque, NM, 1987]. Then, the local truncation error and global error estimates of the de-
generate five-point MACH-like scheme are derived by introducing some new techniques. Especially
under some assumptions, we prove that this scheme can reach the asymptotic optimal error estimate
O(h2| lnh|) in the maximum norm. Finally, numerical experiments verify theoretical results.
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1. Introduction
Diffusion problems with interface are widely applied in multi-fluid hydrodynamic, fluid-solid
coupling mechanics and many other scientific and engineering computation fields. The finite volume
method (FVM), which presents local conservation and obvious advantage to handle physical models
with complex characteristics very well, becomes an important discretization method for solving
partial differential equations.
The finite volume methods (FVMs) based on Lagrangian and Eulerian grids are two commonly
used methods for solving diffusion problems. The moving interface can be accurately described as
we use the former, but the calculation is hard to execute on highly distorted grids. There are a lot of
researches interested in these FVMs, e.g. [1, 2, 3, 4, 5, 6]. An advantage of the FVMs in the Eulerian
frame is the reasonable shape of the computational grids, such as the uniform grids. But for the
diffusion problems with strong discontinuity on the internal interface, the difficulty lies in dealing
with the cells involving multiple material properties ([7]). Many researchers investigated this kind of
FVMs, e.g. [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. Ewing constructed an immersed finite volume
element method (FVEM) on a uniform triangle grid, and presented the optimal error estimate in the
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energy norm ([8, 9]). Shu established the superconvergence theory of a bilinear FVEM for diffusion
problems with smooth coefficients on the rectangular grids ([10, 11]). Ma presented a recovery-based
posterior error estimator for FVMs to solve elliptic interface problems in [12]. There also have a lot of
works on the quadrilateral grids. For example, Oevermann focused on the two-dimensional (2D) and
three-dimensional (3D) problems with discontinuous fluxes across the interface, and constructed a
linear immersed FVEM in [13] and [14]. Ewing constructed a series of FVMs with different average
methods for diffusion problems under homogeneous jump conditions, and numerical experiments
were carried on to confirm the approximation order of these methods in [15]. Luce derived a kind of
FVM by using a decomposition technique in [16]. Wang constructed a fourth-order compact FVM
and derived some high accuracy post-processing formulas in [17]. Li proved the optimal L2 error
estimate for bilinear and biquadratic FVMs with smooth coefficients under a mesh restriction of h2-
parallelogram, respectively ([18, 19]). In addition, there are many works for the error estimates of
finite element method to solve diffusion problems with smooth coefficients, for example, Nie derived
the optimal L2 error estimate of linear finite element scheme for the diffusion problem with nonlocal
boundary in [20]. However, there have been few strict theoretical analyses of the global error
estimation for Eulerian FVMs to solve diffusion problems with strong discontinuity and multiple
material cells.
In the late 1980’s, M.H. Frese presented a finite volume method for diffusion equations in 2D mag-
netohydrodynamic problems on the quadrilateral grids ([21]). The corresponding software packages
named MACH2 and MACH3 for 2D and 3D problems have been successfully developed, respec-
tively, by Philips Lab/WSP, Kirtland Air Force Base ([21, 22]), and widely used in the numerical
simulations of liner implosion system, plasma thrusters and so on (see, e.g. [23, 24, 25, 26, 27]).
For simplicity of presentation, we denote this finite volume method as MACH FVM. However, to
our knowledge, we have not found the strict error theories of it for diffusion problems with strong
discontinuity and multiple material cells on the Eulerian grids, which urges us to study it.
In this paper, we present a vertex-centered MACH-like FVM on the quadrilateral grids for
stationary diffusion problems with interface. In particular, for the square grids, this kind of nine-
point scheme is degenerated into a five-point scheme. It is worth pointing out that many classical
nine-point FVMs (see, for example, [28]) are always degenerated into a five-point stencil which
looks like “+”, while the stencil of the five-point MACH-like scheme looks like “×”. Therefore,
this adds an extra difficulty for error estimates. The other important work of this paper is that
we present the strict theoretical analysis for the five-point MACH-like scheme. It is divided into
two parts. On the one hand, we discuss the local truncation error. The main difficulty results
from the discontinuous coefficients of the interface. By the homogeneous jump conditions on the
interface and Taylor expansions, we derive that the local truncation error of the interior nodes
adjacent to the interface is O(h). Furthermore, we get the local truncation error O(h2) under the
Assumption I (i.e., we use harmonic average method for the diffusion coefficients and the second
derivative function with respect to the tangent direction of the exact solution is equal to zero on the
interface). On the other hand, we focus on the global error estimates. Firstly, the error difference
equations are decomposed into two relatively simple ones. Then, by using the discrete sine transform
([29, 30]) and combining with some analytical techniques, we convert these 2D difference equations
into two kinds of one-dimensional (1D) difference equations, and the estimates of these difference
equations are deduced. Hence, we demonstrate that the global error estimation of the five-point
scheme is O(h| lnh|) in the maximum norm. Furthermore, under the Assumption I, we obtain the
asymptotic optimal error estimate O(h2| lnh|). In addition, we investigate the approximation of the
five-point MACH-like scheme by several typical numerical examples. Numerical results are carried
on to confirm the theoretical ones.
The paper is organized as follows. In Section 2, we describe the construction of the MACH-like
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finite volume method on an arbitrary quadrilateral grid, and present a five-point MACH-like scheme
for special. Section 3 presents the local truncation error for the five-point scheme. Then the global
error estimation in the maximum norm is derived in Section 4. After that, the accuracy of the
five-point MACH-like scheme is verified numerically. In Section 6 we draw some conclusions on our
works.
2. Model problem and finite volume scheme
We consider the following interface problem{ −∇ · (κ∇u) + u = f, in Ω,
u = 0, on ∂Ω,
(2.1)
where Ω ∈ R2 is a bounded polygonal domain with boundary ∂Ω, f is a given function and the
diffusion coefficient κ is positive and piecewice constant on polygonal subdomains of Ω with possible
large discontinuities across subdomain boundaries which is simply interface for short. Let κ = κi >
0 in Di, for i = 1, 2, · · · , J . Here {Di}Ji=1 is a partition of Ω, where Di is an open polygonal
subdomain.
Denote Γi,j = D¯i ∩ D¯j(i 6= j) and Γ = ∪Ji,j=1Γi,j . We assume that
[u] = [κ
∂u
∂~n
] = 0, on Γ, (2.2)
where ~n is the unit outward normal vector on Γ and [ζ](ζ = u, κ ∂u
∂~n
) denotes the difference of the
right and left limits of ζ at any point of Γ.
LetQh be a structured quadrilateral partition of Ω, andX = {Xi,j = (xi, yj), i = 0, 1, · · · , Nx, j =
0, 1, · · · , Ny}, where Nx, Ny are given positive integers.
Next, We derive a kind of FVM with vertex unknowns for solving (2.1) and (2.2), which is based
on the method of Michael H. Frese in [21]. We denote it as MACH-like FVM for convenience.
For any given interior node Xi,j , i = 1, 2, · · · , Nx−1, j = 1, 2, · · · , Ny−1 (see Fig. 1). We denote
open area Ql(l = 1, 2, 3, 4) as the l-th quadrilateral element adjacent to Xi,j , where Ol, l = 1, 2, 3, 4
are the midpoints of the grid sides Xi,j−1Xi,j , Xi+1,jXi,j , Xi,j+1Xi,j and Xi−1,jXi,j, respectively.
The quadrangle Xi,jOl−1AlOl is a parallelogram, where Al ∈ Ql. Thus, the control volume of Xi,j
is defined as the octagon area which is surrounded by Al, Ol(l = 1, 2, 3, 4). We denote it briefly by
Vi,j .
Fig. 1 (a) and (b) show the typical cases which have an interface in Ql(l = 1, 2, 3, 4) or not.
Integrating (2.1) over Vi,j , the equation (2.1) leads to∫
Vi,j
(−∇ · (κ∇u) + u)dX =
∫
Vi,j
fdX.
By the divergence theorem and the continuity condition of the flux κ ∂u
∂~n
, we get
−
∫
∂Vi,j
κ
∂u
∂~n
dS +
∫
Vi,j
udX =
∫
Vi,j
fdX, (2.3)
where ∂Vi,j is the boundary of Vi,j and ~n is the unit outward normal vector of ∂Vi,j .
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Figure 1: (a) No interface in Ql(l = 1, 2, 3, 4). (b) Only one interface in Q2 and Q3.
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Figure 2: Illustration for Ql.
Denote ~nl as the unit outward normal vector on the side Ol−1Ol for l = 1, 2, 3, 4 (see Fig. 1).
Combining (2.3) and the rectangular integral formula, we can obtain
−κ∗1(∇u)|Q1 · ~n1|O4O1| − κ∗2(∇u)|Q2 · ~n2|O1O2|
−κ∗3(∇u)|Q3 · ~n3|O2O3| − κ∗4(∇u)|Q4 · ~n4|O3O4|+ |Vi,j |ui,j ≈
∫
Vi,j
fdX, (2.4)
where κ∗l is the averaging of κ over Ql and (∇u)|Ql is the integral average value over Ql.
Hence, from (2.4), we know that it is an urgent task to get the approximate calculation formula
of (∇u)|Ql for l = 1, 2, 3, 4.
Any open area Ql is shown in Fig. 2, where X
l
m(m = 1, 2, 3, 4) is the vertex of Ql, ~n
c
m(m =
1, 2, 3, 4) is the unit outward normal vector on the side X lmX
l
m+1(m = 1, 2, 3, 4, X
l
5 = X
l
1).
Motivated by the finite volume method in M. H. Frese [21], we can obtain
(∇u)|Ql ≈
1
|Ql| [
1
2
(u(X l1) + u(X
l
2))|X l1X l2|~nc1 +
1
2
(u(X l2) + u(X
l
3))|X l2X l3|~nc2
+
1
2
(u(X l3) + u(X
l
4))|X l3X l4|~nc3 +
1
2
(u(X l4) + u(X
l
1))|X l4X l1|~nc4], (2.5)
where |ζ| is the length or area of ζ.
The option of κ∗l (l = 1, 2, 3, 4) is another critical element to construct the MACH-like FVM.
For any given Ql(l = 1, 2, 3, 4), if Ql is a single material area (see Fig. 1(a) Qk(k = 1, 2, 3, 4) as
an example), without loss of generality, assuming that Ql ⊂ Dm(1 ≤ m ≤ J), then it follows that
κ∗l = κm. If Ql is a multiple material area (see, for example, Q2, Q3 in Fig. 1(b)), then κ
∗
l must
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be obtained from an appropriate average method, such as arithmetic average method, harmonic
average method and so on.
Substituting (2.5) into (2.4), and combining with the proper κ∗l (l = 1, 2, 3, 4), we get the MACH-
like FVM of (2.1) and (2.2) at Xi,j(i = 1, 2, · · · , Nx − 1, j = 1, 2, · · · , Ny − 1).
Remark 2.1. The MACH-like FVM is always a compact nine-point stencil.
In particular, we consider a uniform quadrilateral grid in Ω = (a, b)× (c, d), where
hx = (b− a)/Nx, hy = (d− c)/Ny,
(xi, yj) = (a+ ihx, c+ jhy), i = 0, 1, · · · , Nx, j = 0, 1, · · · , Ny.
The MACH-like FVM at any interior node Xi,j express as follows
ai,j1 ui−1,j−1 + a
i,j
2 ui,j−1 + a
i,j
3 ui+1,j−1 + a
i,j
4 ui−1,j + a
i,j
5 ui,j
+ai,j6 ui+1,j + a
i,j
7 ui−1,j+1 + a
i,j
8 ui,j+1 + a
i,j
9 ui+1,j+1 = hxhyfi,j , (2.6)
where 

ai,j1 = − 14 (
hy
hx
+ hx
hy
)κ∗1,
ai,j2 = − 14 (−hyhx + hxhy )(κ∗1 + κ∗2),
ai,j3 = − 14 (
hy
hx
+ hx
hy
)κ∗2,
ai,j4 = − 14 (hyhx − hxhy )(κ∗1 + κ∗4),
ai,j5 =
1
4 (
hy
hx
+ hx
hy
)(κ∗1 + κ
∗
2 + κ
∗
3 + κ
∗
4) + hxhy,
ai,j6 = − 14 (hyhx − hxhy )(κ∗2 + κ∗3),
ai,j7 = − 14 (
hy
hx
+ hx
hy
)κ∗4,
ai,j8 = − 14 (−
hy
hx
+ hx
hy
)(κ∗3 + κ
∗
4),
ai,j9 = − 14 (
hy
hx
+ hx
hy
)κ∗3,
fi,j =
1
hxhy
∫
Vi,j
fdX.
(2.7)
Currently, MACH scheme is successfully applied in the numerical simulation of liner implosion
system, plasma thrusters and so on (see, e.g. [23, 25, 26]). However, there is few error theories about
this scheme, and it is always for the local truncation error. Especially, the strict error theories for
the stationary diffusion problems with multiple material cells on Eulerian grids haven’t been seen
yet. In the following sections, we will establish a rigorous theoretical analysis of the MACH-like
scheme, which is constructed for a simplified model of (2.1) and (2.2).
This simplified model only considers two subdomains. Suppose that Ω = (0, 1)× (0, 1) = D1 ∪
D2 ∪ Γ and the diffusion coefficient
κ =
{
κ− ≥ 1, in D1,
1, in D2,
(2.8)
where D1 = (0,
1
2 )× (0, 1), D2 = (12 , 1)× (0, 1) and κ− is a positive constant.
In addition, we assume that Qh is a square mesh of Ω, where Nx = Ny = N = 2M+1(M ∈ Z+),
hx = hy = h, introduce the grid nodes and the interior nodes indicated set S = {(i, j), i, j =
0, 1, · · · , N} and S0 = {(i, j), i, j = 1, 2, · · · , N − 1}. Let the indicated set of the interior nodes
which are adjacent to the interface or not be
SB = S
B
1 ∪ SB2 and SI = SI1 ∪ S22 , (2.9)
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Figure 3: (a) “×” type five-point stencil. (b) “+” type five-point stencil.
respectively, where
SI1 = {(i, j), i = 1, 2, · · · ,M − 1, j = 1, 2, · · · , N − 1},
SI2 = {(i, j), i =M + 2,M + 3, · · · , N − 1, j = 1, 2, · · · , N − 1},
SB1 = {(i, j), i =M, j = 1, 2, · · · , N − 1},
SB2 = {(i, j), i =M + 1, j = 1, 2, · · · , N − 1}.
Denote κ∗ as the average value of the diffusion coefficient in the multiple material cells. From
(2.6) and (2.7), we can obtain the five-point MACH-like scheme of the simplified model as follows{
Lhui,j = h
2fi,j , (i, j) ∈ S0,
u0,j = uN,j = ui,0 = ui,N = 0, (i, j) ∈ S, (2.10)
where
Lhui,j = a
i,j
1 ui−1,j−1 + a
i,j
2 ui+1,j−1 + a
i,j
3 ui,j + a
i,j
4 ui−1,j+1 + a
i,j
5 ui+1,j+1, fi,j = f(xi, yj), (2.11)
and 

ai,j1 = a
i,j
2 = a
i,j
4 = a
i,j
5 = − 12κ−, ai,j3 = 2κ− + h2, (i, j) ∈ SI1 ,
ai,j1 = a
i,j
4 = − 12κ−, ai,j2 = ai,j5 = − 12κ∗, ai,j3 = κ− + κ∗ + h2, (i, j) ∈ SB1 ,
ai,j1 = a
i,j
4 = − 12κ∗, ai,j2 = ai,j5 = − 12 , ai,j3 = κ∗ + 1 + h2, (i, j) ∈ SB2 ,
ai,j1 = a
i,j
2 = a
i,j
4 = a
i,j
5 = − 12 , ai,j3 = 2 + h2, (i, j) ∈ SI2 .
The stencil of this five-point scheme which looks like “×” is shown in Fig. 3 (a). It is worth
pointing out that many frequently-used nine-point FVMs, such as [28], are degenerated into a five-
point stencil which looks like “+” (see Fig. 3(b)). Hence, this difference will bring some new
difficulties to the following error analysis.
In the rest of this paper, we will present the rigorous error analysis and corresponding numerical
experiments for the five-point MACH-like scheme (2.10).
3. Local truncation error estimation
Let
Ri,j = Lhu(xi, yj)− Lhui,j = Lhu(xi, yj)− h2fi,j , (i, j) ∈ S0 (3.1)
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be the local truncation error of (2.10) at Xi,j , and denote xi+ 1
2
= xi +
h
2 (i = 0, 1, · · · , N − 1), δl,m
as the Kronecker delta.
Define a function space via
W = {w| w|D¯i ∈ C6(D¯i), i = 1, 2}.
In this section, we will present the local truncation error of (2.10).
Theorem 3.1. If u ∈ W , then the following holds.
1) For any interior node which is non adjacent to the interface, we have
Ri,j = (κ
−)δ1,kC(4)(xi, yj)h
4 + O(h6), (i, j) ∈ SIk, k = 1, 2, (3.2)
where
C(4)(x, y) = − 1
12
(
∂4u
∂y4
+
∂4u
∂x4
+ 6
∂4u
∂y2∂x2
)(x, y). (3.3)
2) For any interior node which is adjacent to the interface, we have
Ri,j = C
(1)
i (yj)h+ C
(2)
i (yj)h
2 + C
(3)
i (yj)h
3 +O(h4), (i, j) ∈ SB, (3.4)
where
C
(1)
M (y) = (κ
− − κ
∗
2
− κ
∗κ−
2
)(
∂u
∂x
)−(y), C
(1)
M+1(y) = −C(1)M (y), (3.5)
C
(2)
M (y) =
κ∗
8
[
∂2u
∂x2
](y) +
1
2
(κ−(
∂2u
∂y2
)− − κ∗(∂
2u
∂y2
)+)(y), (3.6)
C
(2)
M+1(y) = −
κ∗
8
[
∂2u
∂x2
](y) +
1
2
((
∂2u
∂y2
)+ − κ∗(∂
2u
∂y2
)−)(y), (3.7)
C
(3)
M (y) = (
κ−
24
(
∂3u
∂x3
)− − κ
∗
24
{∂
3u
∂x3
}+ 1
4
(κ−(
∂3u
∂y2∂x
)− − κ∗( ∂
3u
∂y2∂x
)+))(y), (3.8)
C
(3)
M+1(y) = (−
1
24
(
∂3u
∂x3
)+ +
κ∗
24
{∂
3u
∂x3
}+ 1
4
(−( ∂
3u
∂y2∂x
)+ + κ∗(
∂3u
∂y2∂x
)−))(y), (3.9)
and (ζ)±(y) := lim
x→x
M+1
2
±
ζ(x, y), [ζ] := (ζ)− − (ζ)+, {ζ} := 12 ((ζ)− + (ζ)+).
Proof. We only prove for i =M and j = 1, 2, · · · , N−1, the remainder of the argument is analogous
to it.
By (2.11) and (3.1), we have
RM,j = −1
2
κ−[u(xM−1, yj−1) + u(xM−1, yj+1)]− 1
2
κ∗[u(xM+1, yj−1) + u(xM+1, yj+1)]
+(κ− + κ∗ + h2)u(xM , yj)− h2f(xM , yj). (3.10)
Substituting the Taylor series expansions of u(xM±1, yj−1) and u(xM±1, yj+1) at (xM±1, yj) into
(3.10), we have
RM,j = κ
−[u(xM , yj)− u(xM−1, yj)] + κ∗[u(xM , yj)− u(xM+1, yj)]
−1
2
h2[κ−
∂2u
∂y2
(xM−1, yj) + κ
∗ ∂
2u
∂y2
(xM+1, yj)]
+h2u(xM , yj)− h2f(xM , yj) +O(h4). (3.11)
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Further, substituting the Taylor series expansions of u(xM , yj), u(xM±1, yj), f(xM , yj) and
∂2u
∂y2
(xM±1, yj) at (xM+ 1
2
, yj) into (3.11), and using [u]|Γ = 0, equation (2.1) and [κ ∂u∂~n ]|Γ = 0,
RM,j is rewritten as
RM,j = h(κ
− − κ
∗
2
− κ
∗κ−
2
)(
∂u
∂x
)−(yj)
+h2(
κ∗
8
[
∂2u
∂x2
] +
1
2
(κ−(
∂2u
∂y2
)− − κ∗(∂
2u
∂y2
)+))(yj)
+h3(
κ−
24
(
∂3u
∂x3
)− − κ
∗
24
{∂
3u
∂x3
}+ 1
4
(κ−(
∂3u
∂y2∂x
)− − κ∗( ∂
3u
∂y2∂x
)+))(yj) +O(h
4)
=: C
(1)
M (yj)h+ C
(2)
M (yj)h
2 + C
(3)
M (yj)h
3 +O(h4), (3.12)
where C
(1)
M (y), C
(2)
M (y) and C
(3)
M (y) are defined by (3.5), (3.6) and (3.8), respectively.
This finishes the proof.
For a lot of diffusion problems with interface (such as [31]), the changing of the solution along the
normal direction (here for the x direction) of the interfaces is far more quickly than the tangential
direction (here for the y direction). As a result, we suppose that
lim
x→x
M+1
2
−
∂2u
∂y2
= lim
x→x
M+1
2
+
∂2u
∂y2
= 0. (3.13)
Under the above assumption, we can obtain a corollary from (3.4) as follows.
Corollary 3.1. Let u ∈W and suppose that κ∗ = 2κ−
κ−+1 and (3.13) are hold, then
Ri,j = C˜
(2)
i (yj)h
2 + C
(3)
i (yj)h
3 +O(h4), (i, j) ∈ SB, (3.14)
where
C˜
(2)
M (y) =
κ∗
8
[
∂2u
∂x2
](y) and C˜
(2)
M+1(y) = −C˜(2)M (y). (3.15)
For simplicity, we denote the assumptions κ∗ = 2κ
−
κ−+1 and (3.13) as Assumption I.
4. Global error estimation
In this section, we will investigate the global error estimates for the five-point MACH-like scheme.
Defined
~e = (e0,0, · · · , e0,N , · · · , eN,0, · · · , eN,N) (4.1)
as the error vector, where
ei,j = u(xi, yj)− ui,j . (4.2)
Using (4.1), (4.2) and (2.10), we can obtain that ~e satisfies the following 2D difference equations{
Lhei,j = Ri,j , (i, j) ∈ S0,
ei,0 = ei,N = e0,j = eN,j = 0, (i, j) ∈ S, (4.3)
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where Ri,j for (i, j) ∈ S0 are given by (3.2) and (3.4).
Let SB be the indicated set of the interior nodes adjacent to the interface(given by (2.9)), denote
ei,j = 0(∀(i, j) ∈ SB) in (4.3), and we have


− 1
2
κ−(e
(1)
i−1,j−1 + e
(1)
i−1,j+1) + (2κ
− + h2)e
(1)
i,j − 12κ
−(e
(1)
i+1,j−1 + e
(1)
i+1,j+1) = Ri,j , (i, j) ∈ SI1 ,
− 1
2
(e
(1)
i−1,j−1 + e
(1)
i−1,j+1) + (2 + h
2)e
(1)
i,j − 12 (e
(1)
i+1,j−1 + e
(1)
i+1,j+1) = Ri,j , (i, j) ∈ SI2 ,
e
(1)
i,j = 0, (i, j) ∈ SB ,
e
(1)
0,j = e
(1)
N,j = e
(1)
i,0 = e
(1)
i,N = 0, (i, j) ∈ S.
(4.4)
Let ~e(1) = (e
(1)
0,0, · · · , e(1)0,N , · · · , e(1)N,0, · · · , e(1)N,N) be the solution vector of (4.4) and the error vector
~e can be decomposed as
~e = ~e(1) + ~e(2). (4.5)
By (4.3), (4.4) and (4.5), it is easy to check that ~e(2) := (e
(2)
0,0, · · · , e(2)0,N , · · · , e(2)N,0, · · · , e(2)N,N) satisfies
the following difference equations


− 1
2
κ−(e
(2)
i−1,j−1 + e
(2)
i−1,j+1) + (2κ
− + h2)e
(2)
i,j − 12κ
−(e
(2)
i+1,j−1 + e
(2)
i+1,j+1) = 0, (i, j) ∈ SI1 ,
− 1
2
κ−(e
(2)
i−1,j−1 + e
(2)
i−1,j+1) + (κ
− + κ∗ + h2)e
(2)
i,j − 12κ
∗(e
(2)
i+1,j−1 + e
(2)
i+1,j+1) = γM,j , (i, j) ∈ SB1 ,
− 1
2
κ∗(e
(2)
i−1,j−1 + e
(2)
i−1,j+1) + (κ
∗ + 1 + h2)e
(2)
i,j − 12 (e
(2)
i+1,j−1 + e
(2)
i+1,j+1) = γM+1,j , (i, j) ∈ SB2 ,
− 1
2
(e
(2)
i−1,j−1 + e
(2)
i−1,j+1) + (2 + h
2)e
(2)
i,j − 12 (e
(2)
i+1,j−1 + e
(2)
i+1,j+1) = 0, (i, j) ∈ SI2 ,
e
(2)
0,j = e
(2)
N,j = e
(2)
i,0 = e
(2)
i,N = 0, (i, j) ∈ S,
(4.6)
where
γM,j = RM,j +
1
2
κ−(e
(1)
M−1,j−1 + e
(1)
M−1,j+1), γM+1,j = RM+1,j +
1
2
(e
(1)
M+2,j−1 + e
(1)
M+2,j+1).
Then, we will employ the dimension reduction techniques (convert the 2D problems into the 1D
problems) to estimate ~e(l)(l = 1, 2). Therefore, for any given i = 1, 2, · · · , N − 1, l = 1, 2, introduce
the discrete sine transform (see, e.g. [29]) for sequence {e(l)i,j}N−1j=1 and {Ri,j}N−1j=1 as
e¯
(l)
i,k =
√
2h
N−1∑
j=1
e
(l)
i,j sin(jπyk), R¯i,k =
√
2h
N−1∑
j=1
Ri,j sin(jπyk), k = 1, 2, · · · , N − 1. (4.7)
Using
sin(kπyj) = sin(jπyk), (k, j) ∈ S0,
and
N−1∑
k=1
sin(kπyl) sin(kπym) =
1
2h
δl,m,
one can easily confirm
e
(l)
i,j =
√
2h
N−1∑
k=1
e¯
(l)
i,k sin(kπyj), Ri,j =
√
2h
N−1∑
k=1
R¯i,k sin(kπyj), j = 1, 2, · · · , N − 1, (4.8)
and where the sequences {e(l)i,j}N−1j=1 and {Ri,j}N−1j=1 are called as the inverse discrete sine transform
of {e¯(l)i,k}N−1k=1 and {R¯i,k}N−1k=1 , respectively.
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Let
~¯e
(l)
k = (e¯
(l)
0,k, · · · , e¯(l)N,k), k = 1, 2, · · · , N − 1, l = 1, 2, (4.9)
where e¯
(l)
i,k(i = 1, 2, · · · , N − 1) is defined by (4.7), and
e¯
(l)
0,k = e¯
(l)
N,k = 0. (4.10)
Using (4.7) and (4.8), we can convert the estimate problems of ~e(l)(l = 1, 2) into ~¯e
(l)
k (k = 1, 2, · · · , N−
1).
Denote the maximum norm of any vector ~ζ = (ζ1, · · · , ζn) as ‖~ζ‖∞, and it is calculated as
max
i
|ζi|. We will present the estimation of ‖~¯e(1)k ‖∞(k = 1, 2, · · · , N − 1) firstly. It is easy to verify
that ~¯e
(1)
k (k = 1, 2, · · · , N − 1) satisfies the following 1D difference equations

−κ−e¯(1)i−1,k cos(kπh) + (2κ− + h2)e¯(1)i,k − κ−e¯(1)i+1,k cos(kπh) = R¯i,k, i = 1, 2, · · · ,M − 1,
−e¯(1)i−1,k cos(kπh) + (2 + h2)e¯(1)i,k − e¯(1)i+1,k cos(kπh) = R¯i,k, i =M + 2,M + 3, · · · , N − 1,
e¯
(1)
M,k = e¯
(1)
M+1,k = 0, e¯
(1)
0,k = e¯
(1)
N,k = 0.
(4.11)
As a matter of fact, using (4.7) and noting that e
(1)
i,j = 0(∀(i, j) ∈ SB), we can get e¯(1)M,k =
e¯
(1)
M+1,k = 0. Hence, from (4.10), it follows that we only need to demonstrate the former N − 3
equations of (4.11) are established.
Substituting (4.8) into the part of (4.4) where (i, j) ∈ SI1 , we get
−1
2
κ
−
√
2h
N−1∑
k=1
e¯
(1)
i−1,k[sin(kpiyj−1) + sin(kpiyj+1)] + (2κ
− + h2)
√
2h
N−1∑
k=1
e¯
(1)
i,k sin(kpiyj)
−1
2
κ
−
√
2h
N−1∑
k=1
e¯
(1)
i+1,k[sin(kpiyj−1) + sin(kpiyj+1)] =
√
2h
N−1∑
k=1
R¯i,k sin(kpiyj), j = 1, 2, · · · , N − 1.(4.12)
Owing to the characterization property of the discrete sine function sin(kπyj)(k, j = 1, 2, · · · , N)
that
sin(kπyj−1) + sin(kπyj+1) = 2 sin(kπyj) cos(kπh),
equation (4.12) can be further represented as
√
2h
N−1∑
k=1
[−κ−e¯(1)i−1,k cos(kπh) + (2κ− + h2)e¯(1)i,k − κ−e¯(1)i+1,k cos(kπh)− R¯i,k] sin(kπyj) = 0,
j = 1, 2, · · · , N − 1.
Therefore, we have
−κ−e¯(1)i−1,k cos(kπh) + (2κ− + h2)e¯(1)i,k − κ−e¯(1)i+1,k cos(kπh)− R¯i,k = 0, k = 1, 2, · · · , N − 1.
Namely, the former M − 1 equations of (4.11) are established.
The rest of the proof is similar to before. The proof is completed.
In order to estimate ‖~¯e(1)k ‖∞(k = 1, 2, · · · , N − 1) by using the difference equations (4.11), we
need to introduce several lemmas as follows.
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Lemma 4.1. Let ϕj := ϕ(yj)(j = 1, 2, · · · , N − 1), and assume that ϕ(y) ∈ C2([0, 1]), then
|
N−1∑
j=1
ϕj sin(jπyk)| . ‖ϕ‖2,∞
sin kπh2
. (4.13)
Proof. Since
N−2∑
j=2
(ϕj−1 + ϕj+1) sin(jπyk) =
N−3∑
j=1
ϕj sin((j + 1)πyk) +
N−1∑
j=3
ϕj sin((j − 1)πyk)
= 2 cos(πyk)
N−1∑
j=1
ϕj sin(jπyk)− sin(πyk)((−1)k−1ϕN−2 − ϕ2),
we have
(cos(πyk)− 1)
N−1∑
j=1
ϕj sin(jπyk) =
N−2∑
j=2
(
ϕj−1 + ϕj+1
2
− ϕj) sin(jπyk)
+ sin(πyk)((−1)k−1(1
2
ϕN−2 − ϕN−1) + (1
2
ϕ2 − ϕ1)).
As this result, and noting that cos(πyk) − 1 = −2 sin2 kπh2 6= 0(k = 1, 2, · · · , N − 1), one we can
obtain
N−1∑
j=1
ϕj sin(jπyk) = − 1
2 sin2 kπh2
N−2∑
j=2
(
ϕj−1 + ϕj+1
2
− ϕj) sin(jπyk)
+
cos kπh2
sin kπh2
(−(1
2
ϕ2 − ϕ1) + (−1)k(1
2
ϕN−2 − ϕN−1)). (4.14)
Using
sinx ≥ 2
π
x, ∀x ∈ (0, π
2
), (4.15)
we get
sin
kπh
2
≥ kh > 0. (4.16)
From (4.14) and (4.16), it follows
|
N−1∑
j=1
ϕj sin(jπyk)| . h
−1
k sin kπh2
N−2∑
j=2
|ϕj−1 + ϕj+1
2
− ϕj |
+
1
sin kπh2
(|ϕ2|+ |ϕ1|+ |ϕN−2|+ |ϕN−1|)
.
h−1
k sin kπh2
N−2∑
j=2
|ϕj−1 + ϕj+1
2
− ϕj |+ ‖ϕ‖∞
sin kπh2
. (4.17)
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Noting that ϕ(y) ∈ C2([0, 1]) and by the Taylor series expansions of ϕj±1 at y = yj , we have
|ϕj−1 + ϕj+1
2
− ϕj | . h2‖ϕ′′‖∞, j = 2, 3, · · · , N − 2. (4.18)
Using (4.17), (4.18) and paying attention to N = h−1, (4.13) holds.
Set the integer K > 3, β ∈ R, a K ×K square matrix is defined by
T =


β −1
−1 β −1
. . .
. . .
. . .
−1 β

 . (4.19)
For any given real number λ, let
Zj(λ) = λ
j − λ−j , j = 0, 1, 2, · · · . (4.20)
If |λ| > 1, paying attention to Z0(λ) = 0 and |Zj(λ)| = |λ|j − |λ|−j , we have
|Zj(λ)|
|Zi(λ)| < 1, 1 ≤ j < i. (4.21)
The following lemma presents the estimation of the elements of T−1, where T−1 is the inverse of
T .
Lemma 4.2. If |β| > 2, T is defined by (4.19) and T−1 := (t˜i,j)K×K , then
|t˜i,i| = max
j
|t˜i,j |, i = 1, 2, · · · ,K, (4.22)
and
t˜K,K < 1. (4.23)
Proof. Since TT−1 = I, for any given i = 1, 2, · · · ,K, it follows

βt˜i,1 − t˜i,2 = δi,1,
−t˜i,j−1 + βt˜i,j − t˜i,j+1 = δi,j , j = 2, 3, · · · ,K − 1,
−t˜i,K−1 + βt˜i,K = δi,K .
(4.24)
Noticing that the characteristic equation of (4.24) is
λ2 − βλ+ 1 = 0. (4.25)
Using |β| > 2, we get the characteristic root of equation (4.25) with its absolute value greater than
1 as follows
λβ = sgn(β)
(
|β|
2
+
√
(
β
2
)2 − 1
)
, (4.26)
where sgn(·) is the sign function.
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By (4.26), we can easily confirm that the component solution of difference equations (4.24) is
t˜i,j =
{
ZK−i+1(λβ)Zj(λβ)
ZK+1(λβ)Z1(λβ)
, if j = 1, 2, · · · , i,
Zi(λβ)ZK−j+1(λβ)
ZK+1(λβ)Z1(λβ)
, if j = i+ 1, i+ 2, · · · ,K. (4.27)
Hence, using (4.27), we get
|t˜i,j |
|t˜i,i|
=
{
|Zj(λβ)|
|Zi(λβ)|
, if j = 1, 2, · · · , i,
|ZK−j+1(λβ)|
|ZK−i+1(λβ)|
, if j = i+ 1, i+ 2, · · · ,K. (4.28)
Noticing that |λβ | > 1, from (4.21) and (4.28), we have (4.22).
By using (4.20), (4.27) and (4.26), we have
βt˜i,i = βsgn(λβ)
|ZK−i+1(λβ)||Zi(λβ)|
|ZK+1(λβ)||Z1(λβ)| > 0. (4.29)
From (4.24), (4.22), (4.29) and |β| > 2, then we have
1 = −t˜K,K−1 + βt˜K,K ≥ −|t˜K,K |+ βt˜K,K ≥ (|β| − 1)|t˜K,K | > |t˜K,K |.
That is to say (4.23) holds.
For any given vector ~α = (α1, · · · , αK)T ∈ RK , we consider
T~s = ~α, (4.30)
where T is defined by (4.19) and ~s = (s1, · · · , sK)T .
Corollary 4.1. Under the assumptions as Lemma 4.2, we have the last component of the solution
vector of (4.30) satisfies
|sK | < K‖~α‖∞. (4.31)
Proof. Using ~s = T−1~α, (4.22) and (4.23), we have
|sK | = |
K∑
j=1
t˜K,jαj | ≤ ‖~α‖∞
K∑
j=1
|t˜K,j | ≤ ‖~α‖∞K|t˜K,K | < ‖~α‖∞K,
which completes the proof of (4.31).
Using the above lemmas and corollary, we can get the estimation of ‖~¯e(1)k ‖∞(k = 1, 2, · · · , N−1).
Theorem 4.1. If u ∈ W , then
‖~¯e(1)k ‖∞ .
h
3
2
k
, k = 1, 2, · · · , N − 1, (4.32)
and
|e¯(1)M−1,k| .
h
7
2
sin kπh2 | cos(kπh)|
, |e¯(1)M+2,k| .
h
7
2
sin kπh2 | cos(kπh)|
. (4.33)
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Proof. Noticing that the inequation of (4.32) holds if and only if
max
0≤i≤M
|e¯(1)i,k | .
h
3
2
k
and max
M+1≤i≤N
|e¯(1)i,k | .
h
3
2
k
. (4.34)
Now we turn to prove the first inequation of (4.33) and (4.34), respectively, the second inequation
of (4.33) and (4.34) can be proved similarly.
For any given k = 1, 2, · · · , N − 1 and using (4.11), one can obtain that {e¯(1)i,k}Mi=0 satisfies the
following difference equations{
L¯he¯
(1)
i,k = R¯i,k, i = 1, 2, · · · ,M − 1,
e¯
(1)
0,k = e¯
(1)
M,k = 0,
(4.35)
where L¯he¯
(1)
i,k := −κ−e¯(1)i−1,k cos(kπh) + (2κ− + h2)e¯(1)i,k − κ−e¯(1)i+1,k cos(kπh).
Comparing (4.35) with (4.30), and using Corollary 4.1, where si := κ
−e¯
(1)
i,k cos(kπh), |β| :=
| 2κ−+h2
κ− cos(kπh) | > 2, αi := R¯i,k and K :=M − 1, we get
|κ−e¯M−1,k cos(kπh)| = |sK | < K‖~α‖∞ < M max
1≤i≤M−1
|R¯i,k|.
Hence, by using κ− ≥ 1 (see (2.8)), we have
|e¯M−1,k| <
M max
1≤i≤M−1
|R¯i,k|
κ−| cos(kπh)| . (4.36)
Noticing that u ∈ W , from (4.7) and (3.2), we have
|R¯i,k| . h 92 |
N−1∑
j=1
C(4)(xi, yj) sin(jπyk)|+ h 112 , i = 1, 2, · · · ,M − 1. (4.37)
Using (3.3) and Lemma 4.1, we get
|
N−1∑
j=1
C(4)(xi, yj) sin(jπyk)| . 1
sin kπh2
, i = 1, 2, · · · ,M − 1.
Substituting this into (4.37), we can obtain
|R¯i,k| . h
9
2
sin kπh2
, i = 1, 2, · · · ,M − 1. (4.38)
Using (4.36) and (4.38), we have the first inequation of (4.33) is established.
Let
Ej = (1 + xj)h
−2 max
1≤i≤M−1
|R¯i,k|, j = 0, 1, · · · ,M. (4.39)
Noticing that L¯h(1 + xj) > h
2, together with (4.39) and (4.35), we obtain
L¯hEj > max
1≤i≤M−1
|R¯i,k| ≥ |L¯he¯(1)j,k|, j = 1, 2, · · · ,M − 1. (4.40)
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Thus, using (4.40), and paying attention to E0 > |e¯(1)0,k|, EM > |e¯(1)M,k|, by comparison theorem,
we have
|e¯(1)j,k| < Ej . h−2 max1≤i≤M−1 |R¯i,k|, j = 1, 2, · · · ,M − 1. (4.41)
Hence, from (4.41), (4.38) and (4.16), the first inequation of (4.34) holds.
The proof is completed.
Then, we will estimate ‖~¯e(2)k ‖∞(k = 1, 2, · · · , N − 1).
Using (4.6), (4.7) and (4.8), similar to the derivation process of (4.11), we can obtain the 1D
difference equations that ~¯e
(2)
k (k = 1, 2, · · · , N − 1) satisfies as follows


−κ−e¯(2)i−1,k cos(kpih) + (2κ− + h2)e¯
(2)
i,k − κ−e¯
(2)
i+1,k cos(kpih) = 0, i = 1, 2, · · · ,M − 1,
−e¯(2)i−1,k cos(kpih) + (2 + h2)e¯
(2)
i,k − e¯
(2)
i+1,k cos(kpih) = 0, i = M + 2,M + 3, · · · , N − 1,
−κ−e¯(2)M−1,k cos(kpih) + (κ− + κ∗ + h2)e¯
(2)
M,k − κ∗e¯
(2)
M+1,k cos(kpih) = γ¯M,k,
−κ∗e¯(2)M,k cos(kpih) + (κ∗ + 1 + h2)e¯
(2)
M+1,k − e¯
(2)
M+2,k cos(kpih) = γ¯M+1,k,
e¯
(2)
0,k = e¯
(2)
N,k = 0,
(4.42)
where
γ¯M,k = R¯M,k + κ
−e¯
(1)
M−1,k cos(kπh), γ¯M+1,k = R¯M+1,k + e¯
(1)
M+2,k cos(kπh). (4.43)
Lemma 4.3. If function Zj is defined by (4.20), then, for any given k = 1, 2, · · · , N−1, ~¯e(2)k satisfies
e¯
(2)
M,k =
γ¯M,kδk(1) + γ¯M+1,kκ
∗
(δk(κ−)δk(1)− (κ∗)2) cos(kπh) , e¯
(2)
M+1,k =
γ¯M+1,k + κ
∗ cos(kπh)e¯
(2)
M,k
δk(1) cos(kπh)
, (4.44)
and
e¯
(2)
i,k =
{
Zi(λk(κ
−))
ZM (λk(κ−))
e¯
(2)
M,k, if i = 0, 1, · · · ,M − 1,
ZN−i(λk(1))
ZM (λk(1))
e¯
(2)
M+1,k, if i =M + 2,M + 3, · · · , N,
(4.45)
where (ω = κ−, 1)
λk(ω) = sgn(cos(kπh))
(
1
| cos(kπh)| (1 +
h2
2ω
) +
√
1
cos2(kπh)
(1 +
h2
2ω
)2 − 1
)
, (4.46)
δk(ω) = Θk(ω) +
κ∗ + h2
cos(kπh)
, Θk(ω) = ω(
1
cos(kπh)
− ZM−1(λk(ω))
ZM (λk(ω))
). (4.47)
Proof. Using the former 2M − 2 equations of (4.42), and e¯(2)0,k = e¯(2)N,k = 0, we have

(2κ− + h2)e¯
(2)
1,k − κ−e¯(2)2,k cos(kπh) = 0,
−κ−e¯(2)i−1,k cos(kπh) + (2κ− + h2)e¯(2)i,k − κ−e¯(2)i+1,k cos(kπh) = 0, i = 2, 3, · · · ,M − 2,
−κ−e¯(2)M−2,k cos(kπh) + (2κ− + h2)e¯(2)M−1,k = κ−e¯(2)M,k cos(kπh),
(4.48)
and

(2 + h2)e¯
(2)
M+2,k − e¯(2)M+3,k cos(kπh) = e¯(2)M+1,k cos(kπh),
−e¯(2)i−1,k cos(kπh) + (2 + h2)e¯(2)i,k − e¯(2)i+1,k cos(kπh) = 0, i =M + 3,M + 4, · · · , N − 2,
−e¯(2)N−2,k cos(kπh) + (2 + h2)e¯(2)N−1,k = 0.
(4.49)
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By using (4.48), similar to the derivation process of (4.27)(β := 2κ
−+h2
κ− cos(kπh) , λβ := λk(κ
−)), we
have
e¯
(2)
i,k =
Zi(λk(κ
−))
ZM (λk(κ−))
e¯
(2)
M,k, i = 0, 1, · · · ,M − 1.
Similarly, by (4.49), we have
e¯
(2)
i,k =
ZN−i(λk(1))
ZM (λk(1))
e¯
(2)
M+1,k, i =M + 2,M + 3, · · · , N,
which completes the proof of (4.45).
Then using the 2M − 1-th and 2M -th equation of (4.45), one can obtain{
δk(κ
−) cos(kπh)e¯
(2)
M,k − κ∗ cos(kπh)e¯(2)M+1,k = γ¯M,k,
−κ∗ cos(kπh)e¯(2)M,k + δk(1) cos(kπh)e¯(2)M+1,k = γ¯M+1,k,
where δk(ω) is defined by (4.47).
Solving the above equations, we deduce that e¯
(2)
M,k and e¯
(2)
M+1,k satisfy (4.44).
In order to estimate ~¯e
(2)
k by (4.44) and (4.45), we introduce the following two lemmas.
Lemma 4.4.
δk(κ
−) ≥ δk(1) > κ∗ + kh, if k = 1, 2, · · · ,M, (4.50)
−δk(κ−) ≥ −δk(1) > κ∗ + (N − k)h, if k =M + 1,M + 2, · · · , N − 1. (4.51)
Proof. We only give the proof of (4.50), and (4.51) can be proved similarly.
First of all, we have to prove
δk(κ
−) ≥ δk(1), k = 1, 2, · · · ,M. (4.52)
In fact, from (4.47), we know that if we can prove
Θk(κ
−) ≥ Θk(1), k = 1, 2, · · · ,M, (4.53)
then (4.52) follows immediately.
Using (4.46) and
0 < cos(kπh) < 1, k = 1, 2, · · · ,M, (4.54)
we have
ω
cos(kπh)
= ωλk(ω)− h
2
2 cos(kπh)
− η(ω), (4.55)
where η(ω) =
√
( 2ω+h
2
2 cos(kπh) )
2 − ω2.
Hence, from (4.47) and (4.55), we have
Θk(ω) = ω(λk(ω)− ZM−1(λk(ω))
ZM (λk(ω))
)− h
2
2 cos(kπh)
− η(ω). (4.56)
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By (4.20) and (4.46), it follows that
w(λk(ω)− ZM−1(λk(ω))
ZM (λk(ω))
) = w
λk(ω)− (λk(ω))−1
1− (λk(ω))−2M =
2η(ω)
1− (λk(ω))−2M . (4.57)
Thus, substituting (4.57) into (4.56), we have
Θk(ω) = (
2
1− (λk(ω))−2M − 1)η(ω)−
h2
2 cos(kπh)
. (4.58)
From (4.46) and κ− ≥ 1, one can obtain
λk(1) ≥ λk(κ−) > 1, k = 1, 2, · · · ,M. (4.59)
Therefore, by using (4.58), (4.59), the characteristic that η(ω) is increasing monotone with w > 0
and κ− ≥ 1, we have (4.53) established.
Then, we want to illustrate
δk(1)− κ∗ > kh, k = 1, 2, · · · ,M. (4.60)
Using (4.47) and (4.54), we get
δk(1)− κ∗ > Θk(1). (4.61)
From (4.58) and λk(1) > 1, we have
Θk(1) > η(1)− h
2
2 cos(kπh)
. (4.62)
For k = 1, 2, · · · ,M and using (4.15), it follows
1
cos2(kπh)
> 1 + 4k2h2 and
1
cos(kπh)
≤ h−1, k = 1, 2, · · · ,M.
From this, one can obtain
η(1) ≥
√
(1 +
h2
2
)2(1 + 4k2h2)− 1 > 2kh and h
2
2 cos(kπh)
≤ h
2
. (4.63)
Combining (4.61), (4.62) and (4.63), we get (4.60).
In conclusion, using (4.52) and (4.60), we finish the proof of (4.50).
By using Lemma 4.4, it is obvious that
|δk(κ−)| ≥ |δk(1)| > κ∗. (4.64)
Lemma 4.5. For any given k = 1, 2, · · · , N − 1, if u ∈W , then
|γ¯M+1,k| . h
3
2
sin kπh2
, (4.65)
|γ¯M,kδk(1) + γ¯M+1,kκ∗| . h
3
2
sin kπh2
(|δk(1)− κ∗|+ h|δk(1)|). (4.66)
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Further, if the Assumption I is established, then
|γ¯M+1,k| . h
5
2
sin kπh2
, (4.67)
|γ¯M,kδk(1) + γ¯M+1,kκ∗| . h
5
2
sin kπh2
(|δk(1)− κ∗|+ h|δk(1)|). (4.68)
Proof. Using (4.7), (3.4), (3.5) and Lemma 4.1, similar to the proof of (4.38) shows that
|R¯M+1,k| . h
3
2
sin kπh2
, k = 1, 2, · · · , N − 1. (4.69)
Similarly, if the Assumption I is established, by using (4.7), (3.14), (3.15) and Lemma 4.1, we
have
|R¯M+1,k| . h
5
2
sin kπh2
, k = 1, 2, · · · , N − 1. (4.70)
Therefore, from (4.43), (4.33) and (4.69), we get (4.65). Similarly, using (4.70), we get (4.67).
The rest is to show that (4.66) and (4.68) are established.
Using (4.43) and (4.7), it follows
|γ¯M,kδk(1) + γ¯M+1,kκ∗|
≤ |R¯M,kδk(1) + R¯M+1,kκ∗|+ κ−|e¯(1)M−1,k cos(kπh)||δk(1)|+ |e¯(1)M+2,k cos(kπh)|κ∗
= β1 + κ
−|e¯(1)M−1,k cos(kπh)||δk(1)|+ |e¯(1)M+2,k cos(kπh)|κ∗, (4.71)
where
β1 =
√
2h|
N−1∑
j=1
(RM,jδk(1) +RM+1,jκ
∗) sin(jπyk)|. (4.72)
By (4.33) and Lemma 4.4, we have
κ−|e¯(1)M−1,k cos(kπh)||δk(1)|+ |e¯(1)M+2,k cos(kπh)|κ∗ . |δk(1)|
h
7
2
sin kπh2
. (4.73)
Hence, substituting (4.73) into (4.71), we can obtain
|γ¯M,kδk(1) + γ¯M+1,kκ∗| . β1 + |δk(1)| h
7
2
sin kπh2
. (4.74)
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Using (4.72), (3.4) and (3.5), and noticing that (4.64), we can obtain
β1 . h
3
2 |δk(1)− κ∗||
N−1∑
j=1
C
(1)
M (yj) sin(jπyk)|
+h
5
2 |
N−1∑
j=1
(C
(2)
M (yj)δk(1) + C
(2)
M+1(yj)κ
∗) sin(jπyk)|+ h 52 |δk(1)|
≤ h 32 |δk(1)− κ∗||
N−1∑
j=1
C
(1)
M (yj) sin(jπyk)|
+h
5
2 |δk(1)|(|
N−1∑
j=1
C
(2)
M (yj) sin(jπyk)|+ |
N−1∑
j=1
C
(2)
M+1(yj) sin(jπyk)|+ h
5
2 |δk(1)|. (4.75)
Further, if Assumption I holds, by similar derivation of (4.75), using (4.72), (3.14), (3.15), and
noticing that (4.64) holds, we have
β1 . h
5
2 |δk(1)− κ∗||
N−1∑
j=1
C˜
(2)
M (yj) sin(jπyk)|
+h
7
2 |δk(1)|(|
N−1∑
j=1
C
(3)
M (yj) sin(jπyk)|+ |
N−1∑
j=1
C
(3)
M+1(yj) sin(jπyk)|) + h
7
2 |δk(1)|. (4.76)
Therefore, using (4.75), (3.5), (3.6), (3.7) and Lemma 4.1 we have
β1 . |δk(1)− κ∗| h
3
2
sin kπh2
+ |δk(1)| h
5
2
sin kπh2
. (4.77)
Similarly, if Assumption I is established, from (4.76), (3.15), (3.8), (3.9) and Lemma 4.1, we have
β1 . |δk(1)− κ∗| h
5
2
sin kπh2
+ |δk(1)| h
7
2
sin kπh2
. (4.78)
Consequently, substituting (4.77) and (4.78) into (4.74), respectively, we have (4.66) and (4.68)
established.
Using the above lemmas, we can get the estimation of ‖~¯e(2)k ‖∞(k = 1, 2, · · · , N − 1).
Theorem 4.2. If u ∈ W , then
‖~¯e(2)k ‖∞ . h
1
2 g(k), k = 1, 2, · · · , N − 1. (4.79)
Further, if the Assumption I holds, then
‖~¯e(2)k ‖∞ . h
3
2 g(k), k = 1, 2, · · · , N − 1, (4.80)
where
g(k) = g(N − k) = g1(k), k = 1, 2, · · · ,M, (4.81)
g1(k) =
{
1
k
, if k = 1, 2, · · · , ⌊N4 ⌋,
1
N−2k , if k = ⌈N4 ⌉, ⌈N4 ⌉+ 1, · · · ,M.
(4.82)
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Proof. We only present the proof of (4.79), and (4.80) can be proved similarly.
Note that |λk(ω)| > 1(ω = κ−, 1), by (4.45) and (4.21), we have
|e¯(2)i,k | . max{|e¯(2)M,k|, |e¯(2)M+1,k|}, i = 0, 1, · · · ,M − 1,M + 2,M + 3, · · · , N. (4.83)
Then, we will present the estimation of |e¯(2)M,k| firstly.
Using (4.44) and (4.66), we have
|e¯(2)M,k| .
h
3
2
sin kπh2 | cos(kπh)|
(
|δk(1)− κ∗|
|δk(κ−)δk(1)− (κ∗)2| +
h|δk(1)|
|δk(κ−)δk(1)− (κ∗)2| ). (4.84)
By the first inequation of (4.50) and (4.51), we have
1
|δk(κ−)δk(1)− (κ∗)2| ≤
1
|(δk(1))2 − (κ∗)2| =
1
|δk(1) + κ∗||δk(1)− κ∗| .
From this, and using the second inequation of (4.50) and (4.51), we can obtain
|δk(1)− κ∗|
|δk(κ−)δk(1)− (κ∗)2| ≤
1
|δk(1) + κ∗| .
{
1, if k = 1, 2, · · · ,M,
1
(N−k)h , if k =M + 1,M + 2, · · · , N − 1,
(4.85)
and
|δk(1)|
|δk(κ−)δk(1)− (κ∗)2| <
1
|δk(1)| − κ∗ .
{ 1
kh
, if k = 1, 2, · · · ,M,
1
(N−k)h , if k =M + 1,M + 2, · · · , N − 1.
(4.86)
Substituting (4.85) and (4.86) into (4.84), we have
|e¯(2)M,k| . h
1
2 g˜(k), (4.87)
where
g˜(k) =
{
h
sin kpih
2
| cos(kπh)|
, if k = 1, 2, · · · ,M,
1
(N−k) sin kpih
2
| cos(kπh)|
, if k =M + 1,M + 2, · · · , N − 1.
Using the basic characteristics of trigonometric function, it is easy to verify
g˜(k) . g(k), (4.88)
where g(k) is defined by (4.81).
Hence, substituting (4.88) into (4.87), we have
|e¯(2)M,k| . h
1
2 g(k). (4.89)
Secondly, by (4.44), Lemma 4.4, (4.65), h
sin kpih
2
| cos(kπh)|
. g(k) and (4.89), we have
|e¯(2)M+1,k| ≤
|γ¯M+1,k|+ κ∗| cos(kπh)||e¯(2)M,k|
|δk(1)|| cos(kπh)| .
1
sin kπh2 | cos(kπh)|
h
3
2 + |e¯(2)M,k| . h
1
2 g(k). (4.90)
In conclusion, combining (4.83), (4.89) and (4.90), we finish the proof of (4.79).
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The following theorem gives the estimation of ‖~e(l)‖∞(l = 1, 2).
Theorem 4.3. If u ∈ W , then
‖~e(1)‖∞ . h2| lnh|, ‖~e(2)‖∞ . h| lnh|. (4.91)
Further, if the Assumption I holds, then
‖~e(2)‖∞ . h2| lnh|. (4.92)
Proof. From (4.8), we have
|e(l)i,j| ≤
√
2h
N−1∑
k=1
|e¯(l)i,k|, l = 1, 2. (4.93)
Using (4.81), we have
N−1∑
k=1
g(k) = 2(
⌊N
4
⌋∑
k=1
1
k
+
M∑
k=⌈N
4
⌉
1
N − 2k ) .
N−1∑
k=1
1
k
. | lnh|. (4.94)
Therefore, substituting (4.32), (4.79) and (4.80) into (4.93), respectively, and using (4.94), we
have (4.91) and (4.92) established.
Using Theorem 4.3 and (4.5), we can obtain the main result of this paper.
Theorem 4.4. If u ∈ W , then
‖~e‖∞ . h| lnh|. (4.95)
Further, if the Assumption I holds, then
‖~e‖∞ . h2| lnh|. (4.96)
Remark 4.1. Although the above theoretical estimations just prove that the Assumption I is the
sufficient condition for scheme (2.10) to reach the optimal asymptotic order, the numerical experi-
ments (see Table 1 and Table 2 in the following section) show that the assumptions also seems to be
necessary.
5. Numerical experiments
In this section, some typical numerical experiments are carried out to experimentally study the
accuracy of the five-point MACH-like scheme (2.10).
Example 5.1. Consider the simplified model of (2.1) and (2.2), where the diffusion coefficient
κ− = 104, the exact solution u(x, y) = sin(πx) sin(πy)((x − 12 )/κ+ 1) does not satisfy (3.13).
The experiment results for solving Example 5.1 are given in Table 1, where κ˜1 =
κ−+1
2 and
κ˜2 =
2κ−
κ−+1 . It can be observed that if the exact solution does not satisfy the assumption condition
(3.13), no matter whether the diffusion coefficients in the multiple material cells use harmonic
averaging or not, this scheme can not reach the asymptotic optimal error estimate O(h2| lnh|) in
the maximum norm.
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Table 1: Results for u(x, y) = sin(πx) sin(πy)((x − 1
2
)/κ+ 1) and κ− = 104.
N
κ∗ = κ˜1 κ∗ = κ˜2
‖~e‖∞ ratio ‖~e‖∞ ratio
33 1.65E-02 – 4.64E-02 –
67 7.81E-03 2.12 2.21E-02 2.09
135 3.79E-03 2.06 1.08E-02 2.05
271 1.87E-03 2.03 5.35E-03 2.02
Table 2: Results for u(x, y) = 1
κ
sin(πx) sin(πy)(x− 1
2
)(y − 1)y(1 + x2 + y2) and κ− = 106.
N
κ∗ = κ˜1 κ∗ = κ˜2
‖~e‖∞ ratio ‖~e‖∞ ratio
33 5.80E-03 – 4.70E-04 –
67 2.85E-03 2.04 1.14E-04 4.12
135 1.41E-03 2.02 2.81E-05 4.06
271 7.02E-04 2.01 6.98E-06 4.03
Example 5.2. Consider the simplified model of (2.1) and (2.2), where the diffusion coefficient
κ− = 106, the exact solution u(x, y) = 1
κ
sin(πx) sin(πy)(x− 12 )(y− 1)y(1+ x2+ y2) satisfies (3.13).
The correponding experiment results given in Table 2 show that only when the exact solution
satisfies the assumption condition (3.13) and κ∗ = κ˜2, the scheme can reach the asymptotic optimal
error estimate O(h2| lnh|), otherwise, the scheme can only reach O(h| lnh|).
All the results above-mentioned verify the correctness of the error theories.
In addition, a series of numerical experiments have carried out for the more general nine-point
scheme (2.6). The experimental results are similar to those of the five-point scheme, but it is omitted
on account of space limitation.
6. Conclusions
In this paper, a kind of vertex-centered MACH-like FVM for stationary diffusion problems with
interface is constructed, and the estimates of the local truncation error and global error have been
established, then the theoretical results are verified by numerical experiments. It’s worth pointing
out that, if the exact solution does not satisfy the assumption condition (3.13), the five-point MACH-
like scheme with harmonic averaging can not reach the asymptotic optimal error estimate O(h2| lnh|)
in the maximum norm. In the future, we hope to generalize this work to more complex diffusion
problems and schemes, such as 3D diffusion problems and other schemes.
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