Random probability vectors are of great interest especially in view of their application to statistical inference. Indeed, they can be used for determining the de Finetti mixing measure in the representation of the law of a partially exchangeable array of random elements taking values in a separable and complete metric space. In this paper we describe a construction of a vector of Dirichlet processes based on the normalization of completely random measures that are jointly infinitely divisible. After deducing the form of the Laplace exponent of the vector of the gamma completely random measures, we study some of their distributional properties. Our attention particularly focuses on the dependence structure and the specific partition probability function induced by the proposed vector.
Introduction
Random probability measures represent a key ingredient for the actual implementation of Bayesian nonparametric procedures and the Dirichlet process is the first example that has appeared in the literature. See [7] . The distribution of a random probability measure is typically used as the de Finetti measure of an infinite exchangeable sequence of random elements (X n ) n≥1 taking values in some complete and separable metric space X endowed with the Borel σ-algebra X . In other terms, if P X stands for the set of all probability measures on (X, X ) and P X is the σ-algebra induced by the topology of weak convergence on P X , one has
n (A) Q(dp) ∀A ∈ X n , ∀n ≥ 1 (1) where p n = ∏ n 1 p and Q is a probability measure on (P X , P X ). One of the most popular applications concerns nonparametric hierarchical mixture models for density estimation where the X n 's are latent variables and Q is the law of a Dirichlet process. See [18] . The dramatic advances in the implementation of Markov Chain Monte Carlo simulation algorithms in the last two decades have, then, made Bayesian nonparametric methods directly applicable to a wide range of real world problems. Moreover, a considerable body of work has been devoted to the proposal of alternatives to the Dirichlet process, i.e. different Q's in (1), for modelling exchangeable data. See [17] for a recent review.
Motivated by applications to regression problems, there has recently been great interest in the definition of nonparametric priors that accommodate for forms of dependence more general than exchangeability. In this case, instead of a single random probability measureP , one has a collection {P z : z ∈ Z} of possibly dependent random probabilities indexed by a set of covariates z. Moreover, instead of a sequence of exchangeable random elements (X i ) i≥1 , one has an array {(X i (z)) i≥1 : z ∈ Z} such that for any q ≥ 1, positive integers n 1 , . . . , n q and A ∈ X |n| P[(X n 1 (z 1 ), . . . ,
zq )(A) Q Z (dp z 1 , . . . , dp zq ) (2) where
. . , n q ) and |n| = n 1 + · · · + n q . The mixture representation in (2) characterizes a partially exchangeable collection of random elements {(X n (z)) n≥1 : z ∈ Z}. A widely used approach for defining a distribution Q Z in (2) consists in fixing the (marginal) distribution of eachP z and, then, suitably defining some form of dependence among differentP z 's. For example, when eachP z can be seen as the normalization of a completely random measure (CRM)μ z , then depen-dence between any two random probabilities can be induced by dependence between the corresponding CRM's. This is pursued, for example, in [6] , [14] and in [16] . This very same approach is undertaken henceforth and will lead to the definition of a new vector of dependent Dirichlet processes.
Under this approach it is usually hard to provide an analytical description for the dependence structure of the model, especially for vectors with more than two coordinates and with a non-Markovian type of dependence. The aim of this paper is to introduce a class of vectors of dependent gamma random measures, of arbitrary dimension, whose coordinates are exchangeable (thus non-Markovian) and whose dependence structure is analytically tractable. Moreover, vectors in our class have joint independent increments governed by a Levy copula with an Archimedean type of symmetry.
Another convenient (and popular) strategy for defining Q Z applies wheñ P z , for any z in Z, admits a stick-breaking representation. This means that, for any z in Z,
where the π j,z are determined via a stick-breaking construction and the Y j,z are iid from some distribution P 0 . Hence, dependence between any twoP z andP z ′ , for any z ̸ = z ′ , is induced by specifying some dependence between π j,z and π j,z ′ or between Y j,z and Y j,z ′ . This is the main idea inspiring the work of [19] . Recent contribution to this area are very well summarized in the review papers by [5] and [27] . Such a constructive approach has usually the advantage of making it possible to describe the dependence relationship in a context where it is hard or impossible to gain an analytical insight on the joint distribution of the vector. The class of dependent random measures treated in this paper may serve as a viable, complementary alternative to the constructive approach to defining dependent non-parametric prior models. The outline of the paper is as follows. In Section 2 we shall introduce some basic elements on CRMs whereas Section 3 a new vector of dependent gamma CRMs will be introduced. We will point out some characteristic aspects of the dependence it induces. This vector of dependent CRMs is then normalized to yield a collection of dependent Dirichlet processes which correspond to a covariate space Z = {1, . . . , M }, for some positive integer M . In Section 4 we finally discuss some distributional results featured by the new process: in particular we shall point out a hint on the partition structure it gives rise to.
Some preliminaries
Among the different possibilities emerged in the literature for defining a probability distribution Q on (P X , P X ), we shall focus on a strategy that makes use of completely random measures. Indeed, denote by M X that space of boundedly finite measures on (X, X ) endowed with the so-called weak ♯ topology (see [3] for details) and let M X stand for the corresponding Borel σ-algebra. A random elementμ defined on a probability space (Ω, F, P) taking values in (M X , M X ) and such that, for any pair of disjoint sets A and B in X , the random variablesμ(A) andμ(B) are independent. is a completely random measure (CRM). If it is assumed, as we shall do henceforth thatμ does not have random masses at fixed locations, theñ
where δ c is the unit mass at point c and {(J i , X i ) : i = 1, 2, . . .} are the points of a Poisson process on R + × X with intensity measure ν such that ∫
The measure ν is also referred to as the intensity ofμ itself. If it is further assumed that ν(R × X) = ∞, one can show thatμ(X) ∈ (0, ∞), a.s., and it is possible to set Q in (1) as the probability distribution ofp =μ/μ(X). See [24] . This possible approach is already pointed out in [7] where it is shown that the Dirichlet process can be defined as the normalization of a gamma CRM, namely a CRM with intensity ν(ds, dx) = s −1 e −s ds H(dx) for some measure H on X. Analogously, in [12] the normalized σ-stable CRM is introduced and it coincides with the normalization of a CRM with intensity ν(ds, dx) = σs
, where σ ∈ (0, 1). Also recall that for any measurable function f : X → R such thatμ(|f |) < ∞ (a.s.), one has the following representation of the Laplace functional transform
is also termed the Laplace exponent ofμ. The main goal we will pursuse in the next sections consists in defining a vector of dependent CRMs (μ 1 , . . . ,μ n ) such that marginally eachμ i is a gamma CRM. A vector of dependent random probabilities will, then, be obtained by normalizingμ i , for i = 1, . . . , n. The resulting dependent Dirichlet processes will represent a candidate for modelling partial exchangeable data as in (2) when the cardinality of Z is n.
A multivariate Gamma CRM
The definition outlined in Section 2 can be extended to the case of vectors of CRMs, namely vectors (μ 1 , . . . ,μ n ) of random elements defined on (Ω, F, P) and taking values in (M n X , M n X ) such that for any pair of disjoint sets A 1 and A 2 in X the vectors (μ 1 (A i ), . . . ,μ n (A i )) are, for i = 1, 2, independent. In a similar fashion as for the one-dimensional case, a Poisson process type representation holds true in the sense that
In the previous representation, {(J r,1 , . . . , J r,n , X r ) : r = 1, 2, . . .} are points from a Poisson process on ((R + ) n , X) with intensity measure ν such that ∫
, where ν i is the intensity ofμ i and
ν(dy, dx).
. Our main goal is the proposal of a vector (μ 1 , . . . ,μ n ) whose marginals are gamma CRMs. This is accomplished by setting
with |y| = ∑ n =1 y i . It is easy to check that
for any A ∈ B(R + ) and this clearly implies thatμ 1 , . . . ,μ n marginally are identically distributed gamma CRMs. It is worth noting that (5) corresponds to the superposition of n vector of CRMs
with the intensity of the ith summand (µ *
. . , n and for any B ∈ X . Hence, for any i ≥ 2 the vector (µ * i,n , . . . , µ * n,n ) has a finite number of jumps and acts as a multivariate Poisson 4 compound process.
The proposal in (5) can also be obtained by applying a specific Lévy copula to the marginal gamma intensities ofμ 1 , . . . ,μ n . Lévy copulas have been recently introduced in [2] as an extension, to Lévy processes, of the familiar notion of copulas for probability distributions. See also [6] and [14] for applications to Bayesian nonparametric inference. The claimed connection is best seen by confining to the case where n = 2. We shall use the notation Γ(a, x) = ∫ ∞ x s a e −s ds for the incomplete gamma function, whereas Γ −1 (a, x) is the inverse function of x → Γ(a, x), for any a ∈ R. Proposition 1. The measure ν defined in (5) with n = 2 can be recovered by applying the Lévy Copula
to a pair of gamma CRMs.
Proof. The tail integral of each marginal gamma CRM is
On the other hand, the tail integral associated to (5) with n = 2 is
After the change of variable s = y 1 + y 2 and t = y 1 we obtain Cont and Tankov (2004) , the copula C for this process is characterized by
which in this case reduces to Γ(0, x 1 + x 2 ) = C(Γ(0, x 1 ), Γ(0, x 2 )) Setting y i = Γ(0, x i ), for i = 1, 2, completes the proof.
The Lévy Exponent
As pointed out in [17] , an important tool for possible applications of CRMs to Bayesian nonparametric inference is the Laplace functional transform. This remark is still relevant when working in a multivariate framework and explains why we focus on determining the Lévy exponent induced by (5) . We first show in detail how to deal with the case n = 2 and, then, deduce an expression for the case for an arbitrary n by induction. Before proceeding it is worth noting that, since (μ 1 , . . . ,μ n ) has independent increments its distribution is characterized by a choice of f 1 , . . . , f n in (4) such that
We first deal with the case n = 2 since it identifies a structure we can, then, extend to consider any n > 2.
Proposition 2. Let ν be the Lévy intensity introduced in (5) with n = 2.
The corresponding Lévy exponent has the following form:
The change of variable y 1 + y 2 = w and y 1 /(y 1 + y 2 ) = z leads to
and combining these two expression one obtains ψ ν . Proceeding in a similar fashion, and with some useful simplifications, one also obtains ψ ν,2 (λ 1 , λ 1 )
The statement of Proposition 2 points out that one needs to take into account possible ties in the vector λ when determining an expression, in closed form, of ψ * ν . Hence, when dealing with the case n > 2 we shall first assume that λ has no ties and, then, move on to the case where any two λ i and λ j , with i ̸ = j, may coincide. To this end we need to introduce some further notation. In particular we set E n = {x ∈ (R + ) n :
A preliminary Lemma provides a useful recursive relationship for ψ ν,n
Lemma 1. Suppose that λ ∈ E n+1 , for any n ≥ 1, and denote as λ −i the original λ vector with the i-th component removed. Then the following recursive equation holds true
where
|y| i+1 dy 1 · · · dy n A simple change of variable, namely z i = y i /s for i = 1, . . . , n−1 and s = |y|, yields
This in turn leads to
Hence, if one resorts to (9)
Afer some algebra, the last sum above can be rewritten as
which shows the validity of (8).
We are now in a position to state and prove the following result Proposition 3. For any λ ∈ E n and n ≥ 1 one has ψ ν,n (λ) = ϕ n (λ)
Proof. Suppose (11) holds true for n and we shall show that this implies the validity of (11) for n + 1. By virtue of Proposition 2 the proof is thus completed by induction. Since (11) holds true for n, for any λ ∈ (R + ) n+1 one has
If these two expressions are plugged in the recursive relation (8) one has
After some algebra, one shows that ψ ν,n+1 satisfies (11) and the proof is completed.
Reasoning in a similar fashion one can get to the following extension of Proposition 3 that takes into account possible ties in λ ∈ (R + ) n .
Proposition 4. Let
Proof. If B j = {i : λ i =λ j }, for any j = 1, . . . , l, and
for any y ∈ (R + ) n , one has, similarly to (9),
where the last equality follows from (10) . Now note that
and from this deduce
which, from (9) and by virtue of the definition of the function ϕ l in (11), completes the proof of (12).
Distributional properties of a bivariate Dirichlet process
We now focus on the case where n = 2 and consider
where (μ 1 ,μ 2 ) is a vector of dependent gamma CRMs whose Lévy intensity is as in (5) . It, then, follows that eachp i , for i = 1, 2, is a Dirichlet process with baseline measure θP 0 and dependence betweenp 1 andp 2 is induced by the dependence betweenμ 1 andμ 2 . We shall now point out a few distributional properties of (p 1 ,p 2 ) that are of interest for applications to Bayesian nonparametric inference. To this end, let
and note that this has been a relevant quantity considered in [14] for characterizing the partition probability function associated to a two-parameter Poisson-Dirichlet process vector. Here we shall make a similar use of g ν . Before proceeding, however, we provide a closed form expression of (14) when ν is as in (5) 
In a similar fashion one determines I 2 (q 1 , q 2 ; s, t) thus yielding
The availability of the g ν function allows us to determine an expression of the mixed moments of the un-normalized vector (μ 1 (A),μ 2 (A)), with A ∈ X . In the sequel, for any two vectors x = (x 1 , . . . , (18) for i = 0, 1.
Proposition 7.
For any positive integers n 1 , n 2 and k such that k ≤ n 1 + n 2 and for any (n 1 , n 2 ) ∈ ∆ k (n 1 , n 2 ) one has where the function g ν is as in (15) , A − := {(s, t) ∈ (R + ) 2 : s < t} and A + := {(s, t) ∈ (R + ) 2 : s ≥ t}. We shall explicitly deal with I 1 , which is associated to A − , since an expression for I 2 can be similarly obtained. Resort to the change of variable z = (t − s)/(1 + t) and w = 1/(1 + t) and note that (z, w) is in the simplex S 1 = {(z, w) ∈ [0, 1] 2 : z + w ≤ 1} since (s, t) ∈ A − .
