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 7 
ПЕРЕДМОВА 
 
 
У посібнику викладені теоретичні відомості з відповідних розділів, 
систематизовані методи розв’язання практичних задач, що дає змогу 
студентам досягти навиків в розв’язанні задач з основних розділів вищої 
математики. 
Особливу увагу приділено темам, які важче засвоюються студентами: 
диференціальні рівняння, кратні та криволінійні інтеграли, числові і 
функціональні ряди. 
Посібник може бути також  використаний студентами інших 
спеціальностей і викладачами для контролю засвоєння матеріалу за 
основними розділами вищої математики. 
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РОЗДІЛ 1 
МАТРИЧНА АЛГЕБРА, ВИЗНАЧНИКИ, СИСТЕМИ ЛІНІЙНИХ 
РІВНЯНЬ 
 
 
1.1. Матриці й дії над ними 
 
1.1.1. Матриці та їх класифікація 
 
Систему m чисел, записаних у вигляді прямокутної таблиці, що містить 
m рядків й n стовпців, називають матрицею розмірності (розміру) m на n. 
Числа, з яких складена матриця, називаються її елементами. Матриці 
звичайно позначаються великими буквами A, B, C,…, а їхні елементи – 
малими: ,....,, ijijij cba  Перший індекс елемента матриці вказує номер рядка, у 
якому знаходиться даний елемент, другий індекс – номер стовпця. Так, 
елемент ija  розташований на перетині i-й рядка й j-го стовпця матриці А. 
Матриця А розмірності m на n записується так: 














==
mnmm
n
n
mn
aaa
aaa
aaa
AA
...
............
...
...
21
22221
11211
 
Такий запис матриці А називається розгорненим. 
Скорочені форми запису: 
 
( ) ( ); ; ; .ij ij mn ij mn ij mnmnA a A a A a A a   = = = =     
Якщо в матриці 
mnA  число рядків не дорівнює числу стовпців, тобто nm ≠ , 
то матрицю А називають прямокутною; якщо ж nm =  – квадратною 
матрицею n-го порядку. 
Матриця, що складається з одного рядка (стовпця) називається матрицею-
рядком (матрицею-стовпцем) або вектором-рядком (вектором-стовпцем). 
Якщо всі елементи матриці А дорівнюють нулю, тобто 0=ija  для всіх 
,,1,,1 njmi ==
 то матриця називається нульовою. 
Елементи nnaaa ,...,, 2211  квадратної матриці n-го порядку називаються 
діагональними, а вся їхня сукупність – головною діагоналлю або просто 
діагоналлю матриці А. 
Квадратна матриця, всі недіагональні елементи якої дорівнюють нулю, 
тобто 0=ija  для всіх ji ≠ , називається діагональною. 
11
22
0 ... 0
0 ... 0
... ... ... ...
0 0 ... nn
a
a
A
a
 
 
 
=
 
 
 
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Діагональна матриця, у якої ( )niaii ,1,1 =∀= , називається одиничною 
матрицею порядку n. Одиничні матриці позначаються через E або I. 
Якщо всі елементи матриці, розташовані вище (нижче) головної діагоналі 
дорівнюють нулю, то матриця називається трикутною (нижньотрикутною або 
верхньотрикутною). Наприклад, 














=
44
3433
242322
14131211
000
00
0
a
aa
aaa
aaaa
A
 – верхньотрикутна матриця. 
Матриця, отримана з матриці А, заміною рядків стовпцями зі збереженням 
їхнього порядку, називається транспонованою стосовно матриці А матрицею 
й позначається AилиAT ′ . 














=
mnnn
m
m
T
aaa
aaa
aaa
A
...
............
...
...
21
22212
12111
 
Наприклад, 










−
=
371
804
132
A ,  









 −
=
381
703
142
TA  
 
1.1.2.  Дії над матрицями 
 
1) Матриці А и В називають рівними й пишуть BA = , якщо: 
а) ці матриці однієї розмірності: ,
mn mn
A A B B= = ; 
б) ijij ba =  для всіх .,1,,1 njmi ==  
2) Для матриць однакової розмірності визначена операція (дія) 
алгебраїчного додавання: ( ) ( ) ;,
mnijmnmnijmn bBBaAA ====  
( ) njmibaBABA
mnijijmnmn ,1,,1, ==±=±=±  – сума або різниця матриць. 
3) Добутком матриці А на число а або числа а на матрицю А називають 
матрицю, елементи якої одержують множенням всіх елементів матриці А на 
число а: 
( ) .,1,,1, njmiaaAaaA ij ==⋅=⋅=⋅  
4) Якщо число стовпців матриці mkAA =  дорівнює числу рядків матриці 
knBB = , то тоді (і тільки тоді!) визначається добуток матриці mkA  на матрицю 
knB : ( ) .
mnijmnknmk cCBA ==⋅  
Елемент ijc  матриці ABC =  обчислюється як скалярний добуток i-й рядка 
матриці А на j-й стовпець матриці В: 
.,1,,1,...
1
2211 ∑
=
==⋅=⋅++⋅+⋅=
k
s
sjiskjikjijiij njmibabababac  
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Якщо А і В – квадратні матриці одного порядку, то в цьому випадку мають 
сенс добутки АВ і ВА. Необхідно пам'ятати, що в загальному випадку .BAAB ≠  
Якщо ж ,BAAB =  то такі квадратні матриці називають переставними або 
комутативними. 
Для операцій додавання, множення матриць на число й множення матриць 
справедливі наступні властивості: 
1. ABBA +=+ ;    6. ( ) ( )BCACAB = ; 
2. ( ) ( )CBACBA ++=++ ;   7. ( ) ( )BAAB αα = ; 
3. ( ) BABA ααα +=+ ;   8. ( ) BCACCBA +=+ ; 
4. ( ) AAA βαβα +=+ ;   9. ( ) CBCABAC +=+  
5. ( ) ( )AA βααβ = ;    10. AEAAE == ; 
Приклад 1. Обчислити матрицю ,43 BAD −=  
якщо 




 −
=
407
312
A , 





−
−
=
842
091
B
 





 −
=
12021
936
3A , 





−
−
=
32168
0364
4B
 






−
−−
=−=
441613
93310
43 BAD
 
Приклад 2.  
2,3
3,2 11
02
21
243
210










−
=





−
−
= BA  
Число стовпців матриці А дорівнює числу рядків матриці В. ( )
.2,2ijdABD ==  
( ) ( ) ( ) ( )
( ) ( ) ( )
1 2
0 1 1 2 2 1 0 2 1 0 2 10 1 2 4 2
2 0 .
3 1 4 2 2 1 3 2 4 0 2 13 4 2 13 4
1 1
D
 
 ⋅ + − ⋅ + ⋅ − ⋅ + − ⋅ + ⋅− −    
= = =     
⋅ + ⋅ + − ⋅ − ⋅ + ⋅ + − ⋅−     
− 
 
 
1.2. Визначники і їх властивості 
 
Визначником n-го порядку називається число 
 
( )[ ]∑ −= ,...1
...
............
...
...
21
...,,,
21
22221
11211
21
21
niii
iii
nnnn
n
n
n
n aaa
aaa
aaa
aaa
 
де підсумовування поширюється на всілякі перестановки niii ...,,, 21  із n  
чисел  ;...,,2,1 n [ ]niii ...,,, 21  – число інверсій у перестановці перших індексів 
niii ...,,, 21 .  
З означення визначника виходить, що визначник другого порядку 
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дорівнює числу:  .12212211
2221
1211
aaaa
aa
aa
−=
 
Визначник третього порядку дорівнює: 
11 12 13
21 22 23 11 22 33 21 32 13 12 23 31 31 22 13 32 23 11 21 12 33
31 32 33
a a a
a a a a a a a a a a a a a a a a a a a a a
a a a
= + + − − − . 
Наприклад, ( )( ) ( ) ( ) 33123137152232173151
172
353
121
=−⋅⋅−⋅⋅−⋅−⋅−⋅⋅+⋅⋅+−−=
−
− . 
Означення. Мінором ( ijM  ) елемента ija називається визначник порядку n-1, 
отриманий з визначника n-го порядку викреслюванням рядка й стовпця, на 
перетині яких знаходиться  елемент ija . 
Означення. Алгебраїчним доповненням елемента ija  визначника 
називається число ( ) ijjiij MA +−= 1 , де ijM  – мінор елемента ija . 
 
Основні властивості визначників: 
1. Визначник не зміниться при транспонуванні, тобто якщо його рядки й 
стовпці поміняти місцями. 
2. При перестановці місцями будь-яких двох рядків (стовпців) визначник 
змінить знак на протилежний. 
3. Загальний множник всіх елементів рядка (стовпця) виноситься за знак 
визначника. 
4. Визначник, у якого два рядки (стовпця) пропорційні, дорівнює нулю. 
Наслідки властивості 4:  
a) визначник, у якого 2 рядка (2 стовпці) однакові, дорівнює нулю; 
b) визначник дорівнює нулю, якщо рядок ( стовпець) дорівнює нулю.   
5. Якщо до елементів рядка (стовпця) визначника додати відповідні 
елементи іншого рядка (стовпця), помноженого на будь-яке число,  то 
визначник не зміниться. 
6. Визначник дорівнює сумі добутків елементів рядка (стовпця) на їхні 
алгебраїчні доповнення. При обчисленні визначників порядку вище 
третього користуються властивістю 5, попередньо одержуючи нулі в 
рядку або стовпці. 
Наприклад, обчислити визначник: 
( )
( )
2 1 2
3 1 3
4 1 1
2 3 3 4 2 3 3 4
1 2 2 2
2 1 1 2 0 2 2 2
3 2 7 10 12
6 2 1 0 0 7 10 12
1 0 3 9
2 3 0 5 0 0 3 9
a a a
a a a
a a a
− −
− ⋅ → − −
− − −
= + ⋅ − → = = − − =
− −
+ ⋅ − → −
− −
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( )
1 1 1
2 2 3 7 10 12 12 30 7 12 21 12 4 48.
0 1 3
− −
= ⋅ ⋅ − − = ⋅ + − − = ⋅ =
−
 
 
1.3. Обернена матриця. Ранг матриці 
 
Квадратна матриця називається невиродженою, якщо її визначник не 
дорівнює нулю, інакше вона називається виродженою. 
Означення. Матриця 1−A  називається оберненою стосовно матриці А, 
якщо 
,
11 EAAAA =⋅=⋅ −−  де Е – одинична матриця; 












=
1...00
............
0...10
0...01
E . 
Квадратна матриця має обернену. 
Обернена матриця знаходиться  за формулою: ,
...
............
...
...
det
1
211
22212
12111
1














=
−
nnn
n
n
AAA
AAA
AAA
A
A
 
де ijA  – алгебраїчні доповнення елементів ija  матриці А; 
det A – визначник матриці А. 
Приклад 5. Знайти матрицю, обернену матриці:  А=










−
−
172
353
121
 . 
Розв’язання. Знайдемо визначник даної матриці: ,033
172
353
121
det ≠=
−
−=A  
виходить, обернена матриця існує. 
Алгебраїчні доповнення елементів матриці А: 
( ) ( )
( )
.11
53
21
;0
33
11
;11
35
12
3
72
21
;3
12
11
9
17
12
;31
72
53
1
9
12
33
1;16
17
35
1
333231
2322
21
31
13
21
12
11
11
−=
−
==−==
−
=
−=−=−=
−
=
=
−
−==
−
−=
=
−
−=−=
−
−
−=
+
++
AAA
AA
AA
AA
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Одержимо:  1
16 3 1
33 11 316 9 11
1 3 19 3 0 0
33 11 11
31 3 11 31 1 1
33 11 3
A−
 
− 
−   
   
= − = −   
 
− −   
 
− − 
 
. 
Перевірка:  1
16 3 1
33 11 31 2 1 1 0 0
3 13 5 3 0 0 1 0 .
11 11
2 7 1 0 0 131 1 1
33 11 3
AA−
 
− 
    
    
= − ⋅ − =    
   
−     
 
− − 
 
 
Аналогічно, .1 EAA =−
 
 
1.3.1. Елементарні перетворення матриць 
 
 Елементарними  перетвореннями матриць називаються:  
1. перестановка місцями рядків (стовпців) матриці;  
2. множення всіх елементів рядка (стовпця) на те саме число; 
3. додавання до елементів рядка (стовпця) відповідних елементів іншого 
рядка (стовпця), помножених на те саме число; 
4. відкидання рядків (стовпців), всі елементи яких дорівнюють нулю; 
Матриці, отримані одна з іншої при елементарних перетвореннях, 
називаються еквівалентними. 
 
1.3.2. Ранг матриці 
 
Рангом (r або rang) матриці називають найвищий порядок її мінору, 
відмінного від нуля; під мінором k-го порядку матриці   ( )
nmijaA ;=  розуміють 
визначник, елементи якого стоять на перетині k рядків й k стовпців матриці.  
Для ненульової матриці ( ).;min1 nmr ≤≤   
Можна показати, що елементарні перетворення не змінюють ранг матриці. 
За допомогою елементарних перетворень можна привести матрицю до 
канонічного виду, тобто до матриці, у якої на головній діагоналі стоять 
одиниці, а інші елементи матриці дорівнюють нулю. 
Приклад 1. Обчислити ранг матриці: 












−
−
−
−
=
12781
7532
9934
8852
A  
Розв’язання. 
Поміняємо місцями перший й четвертий рядки: 
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( )
( )
( )
1 2 2
1 3 3
1 4 4
1 8 7 12 1 8 7 12
4
4 3 9 9 0 29 19 39
~ ~ 2 ~ ~
2 3 5 7 0 13 9 17
2
2 5 8 8 0 11 6 16
a a a
A a a a
a a a
− −   
⋅ − + →   
− − −   
⋅ − + →
   
− − −
⋅ − + →   
− − −   
 
( )
( )
( )
( )
1 2 2
1 3 3 2 3 2
1 4 4
1 0 0 0 1 0 0 0
8
0 29 19 39 0 3 1 5
~ 7 ~ ~ 2 ~ ~
0 13 9 17 0 13 9 17
12
0 11 6 16 0 11 6 16
b b b
b b b a a a
b b b
   
⋅ − + →    
− − − −   
⋅ + → + ⋅ − →
   
− − − −
⋅ − + →    
− − − −   
 
( ) ( )( )
2 4 4
4 3 3
2 3 2
1 0 0 0 1 0 0 0
30 3 1 5 0 1 2 4
~ 1 ~ ~ ~ ~
10 2 3 1 0 2 3 1
0 11 6 16 0 2 3 1
a a a
a a a
a a a
   
   
⋅ − + →− − − − −   
⋅ − + →
   + ⋅ − →− − − −
   
− − − −   
 
( )
( )
2 2
2 3 3
4 3 4
1 0 0 0
1 0 0 0 1 0 0 0
1 0 1 2 4
~ ~ ~ 0 1 2 4 ~ 2 ~ 0 1 2 4 ~
1 0 2 3 1
0 2 3 1 0 0 7 7
0 0 0 0
a a
a a a
a a a
 
    
⋅ − →     
⋅ + →    + ⋅ − → − −    
− −     
 
 
( )
( )
( )
3 3
2 3 3 3 4 4
2 4 4
7 1 0 0 0 1 0 0 0
~ 2 ~ 0 1 0 0 ~ 1 ~ 0 1 0 0 .
4 0 0 1 1 0 0 1 0
a a
b b b b b b
b b b
÷ →    
   
⋅ − + → ⋅ − + →   
   
⋅ − + →    
 
Тому що визначник 01
100
010
001
≠= , звідси випливає, що rang(A)=3, тобто 
число одиниць на головній діагоналі дорівнює рангу матриці. 
 
1.4. Розв’язування систем лінійних рівнянь 
 
1.4.1. Загальні поняття 
 
Система n лінійних рівнянь із n невідомими має вигляд: 







=+++
=+++
=+++
nnnnnn
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
...
..........................................
...
...
2211
22222121
11212111
                                                               (1.4.) 
2) 
де ( ) iij bnjnia ,,1,,1 ==  – коефіцієнти, ix  – невідомі. 
Системи рівнянь називаються еквівалентними, якщо будь-який розв’язок 
однієї з них є розв’язком іншої. 
Ввівши в розгляд матриці-стовпці 
1 1
2 2
,
... ...
n n
x b
x b
X B
x b
   
   
   
= =
   
   
   
 
 15 
систему рівнянь можна переписати в матричному виді BAX = . 
Якщо ( )njb j ,1=  дорівнюють нулю, система називається однорідною, 
інакше система називається неоднорідною. 
 
1.4.2. Правило Крамера 
 
Нехай ,0det ≠∆=A тоді розв’язок системи рівнянь (1.4) має вигляд 
( ),,1 njx jj =∆
∆
=  де j∆  – визначник, отриманий із визначника ∆  системи 
заміною j-го стовпця при невідомому jx  стовпцем правих частин В. 
Якщо 0=∆ , а хоча б один з ,0≠∆ j  то система несумісна, тобто 
розв’язків не має. 
Якщо ,0...21 =∆==∆=∆=∆ n  то система рівнянь або несумісна, або 
невизначена, тобто має нескінченну множину розв’язків. 
Приклад 1. Розв’язати систему рівнянь за формулами Крамера. 
2 4,
3 5 3 1,
2 7 8.
x y z
x y z
x y z
+ + =

− + =
 + − =
 
 
Розв’язання. 
Визначник системи ;33
172
353
121
=
−
−=∆  
знаходимо ;33
872
153
421
;33
182
313
141
;33
178
351
124
321 =−=∆=
−
=∆=
−
−=∆  
тоді .1
33
33
,1
33
33
,1
33
33 3
3
2
2
1
1 ==∆
∆
===
∆
∆
===
∆
∆
= xxx  
 
1.4.3. Розв’язування систем рівнянь матричним способом (за 
допомогою оберненої матриці) 
 
Лінійна система рівнянь у матричному виді BAX = . Домножимо  на 1−A  
матричне рівняння, одержимо розв’язок .1BAX −=  
Приклад 1. Розв’язати систему рівнянь матричним способом (за 
допомогою оберненої матриці):  
2 4,
3 5 3 1,
2 7 8.
x y z
x y z
x y z
+ + =

− + =
 + − =
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Розв’язання. 
Нехай ,,
8
1
4
,
172
353
121










=










=










−
−=
z
y
x
XBA  
тоді система рівнянь прийме вид BAX =  й її розв’язок .1BAX −=  
Обернена матриця, обчислена раніше, дорівнює 
















−−
−
−
=
−
3
1
11
1
33
31
0
11
1
11
3
3
1
11
3
33
16
1A , звідси:  
,
1
1
1
8
1
4
3
1
11
1
33
31
0
11
1
11
3
3
1
11
3
33
16










=










=


























−−
−
−
=
z
y
x
X
 
де 
16 3 14 1 8 1,
33 11 3
3 14 1 0 8 1,
11 11
31 1 14 1 8 1.
33 11 3
x
y
z
−
= ⋅ + ⋅ + ⋅ =
= ⋅ − ⋅ + ⋅ =
= ⋅ − ⋅ − ⋅ =
 
 
1.4.4. Системи m лінійних рівнянь із n невідомими  
 
Теорема Кронекера - Капеллі. 
Теорема 1. Для того щоб система лінійних рівнянь 







=+++
=+++
=+++
mnmnmm
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
...
.............................................
...
...
2211
22222121
11212111
 
була сумісною, необхідно й достатньо, щоб ранг розширеної матриці системи 
був рівний рангу її основної матриці, тобто ( ) ( ).розшr A r A= Тут 
11 12 1 1 11 12 1
21 22 2 2 21 22 2
.
1 2 1 2
... ...
... ...
,
... ... ... ... ... ... ... ... ...
... ...
n n
n n
ðî çø
m m mn m m m mn
a a a b a a a
a a a b a a a
A A
a a a b a a a
   
   
   
= =
   
   
   
. 
Системи лінійних однорідних рівнянь ( )mibi ,1;0 == . 
Система лінійних однорідних рівнянь завжди сумісна, має очевидний 
нульовий (тривіальний) розв’язок ( )0 1i розшx ; i ,n; r( A ) r A= = = , оскільки 
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додавання нульового стовпця не збільшує рангу матриці. 
Теорема 2.  Для того, щоб однорідна система лінійних рівнянь мала 
ненульовий розв’язок, необхідно й достатньо, щоб ранг r матриці її 
коефіцієнтів був менше числа невідомих n.  
Наслідок. Будь-яка система m лінійних однорідних рівнянь, число рівнянь 
у якій менше числа невідомих, має нетривіальний розв’язок. 
 Теорема 3. Для того, щоб однорідна система n рівнянь із n невідомими 
мала ненульовий розв’язок, необхідно й достатньо, щоб її визначник був 
рівний нулю. 
Означення. Рядки e1, e2,…,em називаються лінійно залежними, якщо 
знайдуться такі числа mααα ...,,, 21 ,  з яких хоча б одне не дорівнює нулю, що 
0...2211 =+++ mmeee ααα , інакше рядки називаються лінійно незалежними. 
Теорема 4(про базисний мінор). Якщо ранг матриці дорівнює r, то в цій 
матриці можна знайти r лінійно незалежних рядків, через які лінійно 
виражаються  всі інші рядки. Зазначені r рядків називаються базисними. 
 
1.4.5.  Правило розв’язування довільної системи  m лінійних рівнянь 
із n невідомими 
 
Загальним розв’язком системи лінійних рівнянь називається такий 
розв’язок, у якому базисні невідомі виражені через інші невідомі, які 
називаються  вільними. 
Частинним розв’язком називається розв’язок, отриманий із загального 
розв’язку при деяких числових значеннях вільних невідомих. 
Базисним розв’язком називається частинний розв’язок, вільні невідомі 
якого дорівнюють нулю. 
1. Обчислюючи ранги основної й розширеної матриці системи, з'ясовують 
питання про її сумісність. Якщо система сумісна, то знаходять який-
небудь базисний мінор порядку r. 
2.  Береться r рівнянь, з коефіцієнтів яких складений базисний мінор; інші 
рівняння відкидають. Невідомі, коефіцієнти яких входять у базисний 
мінор, називають головними й залишають ліворуч, а інші n-r невідомих 
називають вільними й переносять у праві частини рівнянь. 
3.  За правилом Крамера знаходять вирази головних невідомих через вільні. 
Отримані рівності будуть загальним розв’язком системи. 
4. Надаючи вільним невідомим будь-які числові значення, знаходять 
відповідні значення головних невідомих. Тим самим знаходять 
частинний розв’язок вихідної системи рівнянь. 
Приклад 1. Знайти загальний розв’язок системи рівнянь. 
1 2 3 4
1 2 3 4
1 2 3 4
2 3 5 7 1,
4 6 2 3 2,
2 3 11 15 1.
x x x x
x x x x
x x x x
− + + =

− + + =

− − − =
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Розв’язання. 
Досліджуємо систему на  сумісність. 
( )
( )
2 1 2
.
3 1 3
2 3 5 7 1 2 3 5 7 1
2
4 6 2 3 2 ~ ~ 0 0 8 11 0 ~
1
2 3 11 15 1 0 0 16 22 0
розш
a a a
A
a a a
   − −
+ ⋅ − →   
= − − −   + ⋅ − →   
− − − − −   
 
( )
( )
3 2 3
2 2
2 3 5 7 1
2
~ ~ 0 0 8 11 0 ~
1
0 0 0 0 0
a a a
a a
 −
+ ⋅ − →  
 
⋅ − →  
 
2 3 5 7 1
0 0 8 11 0
 −
 
 
 
 
. 
Відкидання нульового рядка не міняє рангу матриці. Оскільки мінор 
2
5 7
55 56 1 0,
8 11
∆ = = − = − ≠ тобто ( ) ( )
.розшr A r A= , система сумісна. 
Оскільки перетворення відносилися тільки до рядків, система рівнянь 
рівносильна наступній системі: 



=+
=++−
0118
17532
43
4321
xx
xxxx
 
Це базисна система рівнянь. Знайдемо головні невідомі 3x  й 4x , виразивши їх 
через вільні невідомі 1x  й 2x . 



=+
+−=+
0118
32175
43
2143
xx
xxxx
 
Застосуємо формули Крамера, що дає загальний розв’язок системи 
1 2
3 1 2
1 2
4 1 2
3 4
3 1 2 4 1 2
5 7 1 2x 3x 7
1; 22x 33x 11;
8 11 0 11
5 1 2x 3x
16x 24x 8 ;
8 0
x 22x 33x 11; x 16x 24x 8,
− +
∆ = = − ∆ = = − + +
− +
∆ = = − −
∆ ∆
= = − − = = − + +
∆ ∆
 
де базисні 3x  й 4x  невідомі виражені через вільні змінні 1x  й 2x . 
Отримано загальний розв’язок системи 














++−
−−
=
82416
113322
21
21
2
1
xx
xx
x
x
X
 
Візьмемо частинний розв’язок, вважаючи 11 =x , 12 =x , тоді 223 −=x ; 164 =x , 
тобто ( )16;22;1;1 −=TrX . 
Перевіримо розв’язок, підставивши частинний розв’язок у вихідну систему 
рівнянь: 
( )



=⋅−−⋅−−
=⋅+⋅−−
=⋅+⋅−−
11615221132
216322264
116752232
 
Всі рівняння системи перетворюються в тотожності. Розв’язок знайдено.  
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Контрольні завдання до розділу 1 
 
Завдання 1. Обчислити визначники 
1.1.1.
3242
4123
2343
2134
 1.1.2.
5317
3175
1753
7531
 1.1.3. 
2423
4321
4213
4132 −
 
1.1.4.
2434
3245
4523
5342
−
−
−
 1.1.5.
1012
2101
3210
4321
−−
−
 1.1.6.
2104
3321
1123
3011
−
−
−
 
1.1.7.
1403
3234
1013
2421
−
−
−−
 1.1.8. 
3242
4123
2343
1334
 1.1.9. 
3111
1311
1131
1113
 
1.1.10.
201041
10631
4321
1111
 1.1.11.
3214
2143
1432
4321
 1.1.12.
642781
16941
4321
1111
 
1.1.13.
5432
4213
7364
4215
 
1.1.14.
1234
2143
3412
4321
−−
−−
−−
 
1.1.15. 
2121
1124
1113
1112
−
−
−
 
1.1.16.
4322
2131
3641
1254
−
 1.1.17.
1321
2112
1213
2131
−
−−
−
−−
 1.1.18.
1234
2113
3212
4321
 
1.1.19.
1334
2343
4123
3242
 1.1.20.
3121
3101
0123
2012
−
−
 1.1.21.
3471
5121
1121
1121
−
−
−−
−
 
1.1.22.
3242
4721
4563
2321
−
−
−
−
 1.1.23.
6210
2213
2121
4311
−
−−
−−
−
 
1.1.24.
15532
13011
8301
4321
−−
−−−
 
1.1.25.
3204
1523
0412
0101
−
 1.1.26.
1321
3021
4301
4321
−−−
−−
−
 1.1.27.
1201
4152
2363
4512
−
 
1.1.28.
5321
0400
2120
0471
−
 1.1.29.
4121
0321
0928
7651
−
 1.1.30.
5210
3002
1130
1212
−
−
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РОЗДІЛ 2 
ВЕКТОРНА АЛГЕБРА 
 
 
2.1. Основні поняття 
 
Багато фізичних величин (сила, швидкість, прискорення й ін.) 
характеризуються не тільки числовим значенням, але й напрямом. Такі 
величини називаються векторними. 
Векторну величину геометрично зображують за допомогою відрізка 
певної довжини й певного напряму. 
Вектором будемо називати напрямлений відрізок (рис. 2.1). Напрям 
вектора вказується стрілкою. Точка А називається початком, а точка В – 
кінцем. Вектори позначаються буквами , , ,...,a b c
r r r
 a також AB
uuur
, CD
uuur
,... (на 
першому місці ставиться початок вектора). 
  
   
Відстань між початком і кінцем вектора називається довжиною або 
модулем вектора. Довжина вектора a
r
 позначається | ar  |. 
Вектори, розташовані на одній прямій або на паралельних прямих, 
називаються колінеарними. 
Два вектори називаються рівними, якщо вони збігаються при 
паралельному переносі. Паралельний перенос переводить початок і кінець 
одного вектора відповідно в початок і кінець іншого вектора, тобто 1 1AB A B=
uuur uuuur
 
(рис. 2.2). 
Два вектори називаються однаково напрямленими (протилежно 
напрямленими), якщо вони колінеарні й у рівних їм векторів, що мають 
загальний початок, кінці розташовуються по одну сторону від початку 
(відповідно по різні сторони від початку). 
Рівні вектори однаково напрямлені й мають рівні довжини. І обернено, 
якщо вектори однаково напрямлені  й мають рівні довжини, то вони рівні. Від 
будь-якої точки можна відкласти вектор, рівний даному, і притому тільки 
один. 
До векторів будемо відносити й нульовий вектор, початок і кінець якого 
збігаються.  
A B a
r
 
A 
B 
A1 
B1 
Рис. 2.1                           Рис. 2.2 
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Нульовий вектор позначається 0
r
. Його довжина дорівнює нулю. 
Нульовий вектор вважається колінеарним будь-якому вектору, тому що він 
не має певного напряму. Всі нульові вектори рівні. 
 
2.2. Лінійні операції над векторами  
 
Означення. Сумою вектора AB
uuur
 й вектора BC
uuur
називається вектор AC
uuur
:  
AC
uuur
 = AB
uuur
 + BC
uuur
. Сумою вектора AB
uuur
 й довільного вектора PQ
uuur
 називається 
сума вектора AB
uuur
 й вектора BC
uuur
, рівного PQ
uuur
  (рис. 2.3) (правило трикутника).  
 
За означенням для будь-якого вектора a
r
  й нульового вектора 0
r
 
a
r
 + 0
r
  = 0
r
 + a
r
 = a
r
. 
Якщо a
r
  = 1a
r
, b
r
  = 1b
r
 то a
r
+b
r
  = 1a
r
  + 1b
r
. Це випливає з означення суми 
векторів і рівності векторів. 
Властивості додавання векторів. 
1)  Сполучна властивість:  ( ar   +br  ) + cr   = ar   +(br   + cr ).    
2) Переставна властивість: ar   + br    = br   + ar .    
Додавання двох неколінеарних векторів a
r
і b
r
 можна виконувати за 
правилом паралелограма: вектори a
r
й b
r
відкладаються від однієї точки А 
(рис. 2.4) і будується паралелограм зі сторонами ABuuur  й ACuuur .Тоді ADuuur = ar   +br . . 
Правило для побудови вектора суми: «з початку одного вектора в кінець 
іншого». 
Вектором, протилежним вектору AB
uuur
, називається вектор BA
uuur
: BA
uuur
 = -
AB
uuur
. За означенням вектор, протилежний нульовому вектору, є нульовий 
вектор. Очевидно, a
r
 + (- ar  ) = 0r . 
Різницею векторів a
r
 й b
r
 (позначається ar - br  ) називається сума вектора  
a
r
  й   вектора    - b
r
 ,    протилежного b
r
: a
r
 - b
r
 = a
r
+( - br  ).  
  Кутом між ненульовими векторами AB
uuur
 й AC
uuur
 називається кут ВАС. 
Кутом між будь-якими двома векторами a
r
 й b
r
 називається кут між 
рівними їм  векторами із загальним початком. Кут між однаково 
напрямленими векторами вважається рівним нулю. 
Таким чином, якщо φ – градусна міра кута між векторами a
r
 й b
r
, 00 ≤ φ 
 
A 
B 
C
 
D
 
b
r
 
a
r
 
c a b= +
r r r
 
c
r
 
Рис. 2.4 
A B 
C 
P 
Q 
Рис. 2.3 
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≤ ≤ 1800. Означення. Добутком ненульового вектора a
r
 на дійсне число λ ≠ 0 
називається вектор, довжина якого дорівнює добутку довжини вектора a
r
 
на модуль числа λ, а напрям збігається з напрямом вектора a
r
 при λ > 0 і 
протилежно напряму a
r
 при λ < 0. 
Добуток вектора a
r
на число λ  позначається  λ a
r
 (числовий множник 
пишеться ліворуч). За означенням 
| aλr  | =| λ  |.| ar  |. 
Якщо вектор a
r
– нульовий або число λ дорівнює нулю, то покладають 
 λ· 0
r
  =   0
r
 для будь-якого числа λ, 
 0· a
r
 = 0
r
 для будь-якого вектора a
r
.  
Властивості множення вектора на число. 
1)  Сполучна властивість: (λµ) ar = λ( µ ar  ). 
2) Перша розподільна властивість: λ ar  + µ ar = (λ+µ) ar . 
3)  Друга розподільна властивість:  λ ar +λbr = λ( ar  + br ).  
Теорема. Ненульові вектори a
r
 й b
r
колінеарні тоді й тільки тоді, коли 
існує таке число λ, що b
r
 =λ a
r
. 
                   
2.3. Координати вектора 
 
Вектор, довжина якого прийнята за одиницю виміру довжини, називають 
одиничним. Позначимо через i
r
, j
r
, k
r
 одиничні вектори, відкладені від точки 
О в додатних напрямах на осях Ох, Оу,Oz  прямокутної системи координат. 
        
                                       
Одиничні вектори  i
r
, j
r
 , k
r
, де  i j k⊥ ⊥
r r r
   й   ( ir  = jr  = kr  = 1), що мають 
напрями додатних координатних півосей, називаються координатними 
векторами або ортами. 
 Теорема 1 (про розкладання вектора по осях координат). 
 Кожен вектор a
r
 можна представити у вигляді:  
 
               (2.3.1) 
і притім єдиним чином. 
Z 
Y 
X 
O i
r
M 
B 
M1 
A 
i
r
k
r
r
C 
j
r
Рис. 2.5 
x y za a i a j a k= + +
r r r r
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Якщо вектор a
r
 представлений у вигляді (2.3. 1), то говорять, що вектор 
a
r
 розкладений по векторах i
r
, j
r
 , k
r
. Вектори ax i
r
 , ay j
r
 і za k
r
 називають 
складовими вектора a
r
 по осях Ох , Оу й  Oz . Коефіцієнти ax , ay, az – 
розкладання вектора a
r
по одиничних векторах i
r
, j
r
 і  k
r
 називають 
координатами вектора a
r
 в даній системі координат Оху й записують a
r (ax; 
ay; az ) . Тоді  2 2 2x y za a a a= + +
r
. 
З єдності розкладання випливає, що рівні вектори мають рівні відповідні 
координати, і, обернено, якщо у векторів відповідні координати рівні, то 
вектори рівні. 
Нехай дана точка М(х; y;z). (рис. 2.5)   Тоді   
,r OM xi y j zk= = + +
r uuuur r r r
   – це радіус-вектор точки М                    (2.3.2) 
де х, у, z – координати точки М, тобто 
2 2 2( , , ), , (1,0,0), (0,1,0), (0,0,1)r r x y z r x y z i j k= = + + = = =
r r r r r r
. 
Формула (2.3.2) представляє собою розкладання вектора OMuuuur  по векторах 
i
r
, j
r
 , k
r
. Числа  x, y, z , що є проекціями вектора OM
uuuur
, називаються 
координатами вектора  r
r
: 
,охx пр r=
r
  
,оyy пр r=
r
  ,оzz пр r=
r
 
 Теорема 2. Кожна координата суми векторів 1 2 3a a i a j a k= + +
r r r r
 і 
1 2 3b b i b j b k= + +
r r r r
 дорівнює сумі відповідних координат цих векторів; кожна 
координата добутку вектора a
r
 на число λ дорівнює добутку відповідної 
координати цього вектора на число λ. 
c
r
=λ a
r
+µ b
r
↔ 1 1 2 2 3 3( ) ( ) ( )c a b i a b j a b kλ µ λ µ λ µ= + + + + +
r r r r
 
Теорема 3. У колінеарних векторів відповідні координати пропорційні. І 
обернено, якщо у двох векторів відповідні координати пропорційні, то 
вектори колінеарні. 
a
r
׀׀ b
r
↔ b
r
 =λ a
r
↔ 31 2
1 2 3
bb b
a a a
λ= = =  . 
Якщо λ>0, a
r
↑↑b
r
 – вектори однаково напрямлені;  якщо λ<0, a
r
↑↓b
r
 – 
вектори протилежно напрямлені. 
З означення колінеарних векторів випливає, що два вектори колінеарні в 
тім і тільки тім випадку, якщо один з них може бути отриманий множенням 
іншого на деяке число λ, тобто 
a bλ=
rr
.     (2.3.3) 
Нехай вектори ar  й b
r
 задані своїми координатами, тобто ( )1 1 1, ,a x y z=r , 
( )2 2 2, ,b x y z=r , тоді векторна рівність (2.3. 3) еквівалентна трьом числовим: 
1 2 1 2 1 2, ,x x y y z zλ λ λ= = = , з яких випливає 
1 1 1
2 2 2
x y z
x y z
= = .     (2.3.4) 
Таким чином, вектори колінеарні, якщо їхні координати пропорційні. 
2.4. Ділення відрізка в даному відношенні 
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Якщо M1(x1, y1, z1)  і  M2(x2, y2, z2)– кінці відрізка M1M2, а точка M(x,y,z)  
ділить цей відрізок у відношенні 1
2
M M
MM
λ=  , то координати цієї точки  
1 2
1
x x
x
λ
λ
+
=
+
, 
1 2
1
y yy λλ
+
=
+
, 
1 2
1
z z
z
λ
λ
+
=
+
 (λ≠-1).                          (2.4.1)                 
Зокрема, якщо  M(x, y,z)  – середина  відрізка M1M2, то λ=1   й    
1 2
2
x x
x
+
= , 
1 2
2
y yy += , 1 2
2
z z
z
+
= . 
Приклад 1. Задано точки А(2;-3;1) і В(12;7;11). Знайти точку M(x,y,z) , 
що ділить відрізок ВА у відношенні 1
3
BM
MA
= . 
Розв’язання. Вважаючи  точку В початковою точкою відрізка, 
знаходимо: 
   
112 2 193
4 2
3
x
+ ⋅
= =
 ,  
37 93
4 2
3
y
−
= = ,  
111 1 173
4 2
3
z
+ ⋅
= = . 
 
Відповідь: 19 9 17; ;
2 2 2
M   
 
. 
Приклад 2. Задано точки A(x1; y1; z1) і  B(x2; y2; z2). За допомогою 
векторів виразити координати точки М, що ділить відрізок АВ навпіл           
(рис. 2.6). 
Розв’язання. Радіуси-вектори точок  А і В:  1 1 1( ; ; )OA x y z=
uuur
, 2 2 2( ; ; )OB x y z=
uuur
. 
За правилом додавання векторів 1 2 1 2 1 2( ; ; )OC OA OB OC x x y y z z= + ⇔ = + + +
uuur uuur uuur uuur
. 
Тому що  1 2 1 2 1 2; ;
2 2 2 2
x x y y z zOCOM OM + + + = ⇔ =  
 
uuur
uuuur uuuur
 тобто  
1 2 1 2 1 2; ;
2 2 2
x x y y z zM + + +  
 
. 
 
             
 
2.5.  Напрямні косинуси. Орт вектора 
Y 
B 
Z  
A 
C 
O 
X
M 
Рис. 2.6. 
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Модуль вектора, заданого своїми координатами (x,y,z), обчислюється за 
формулою: 2 2 2 ;a x y z= + +r  напрямні косинуси (тобто косинуси кутів, які 
вектор a
r
 становить із додатними напрямами відповідних осей координат): 
cos , cos , cos ,
x y z
a a a
α β γ= = =r r r   причому   2 2 2cos cos cos 1α β γ+ + = . 
Орт вектора визначається як 0
a
a
a
=
r
r
r . Очевидно, що напрямні косинуси 
вектора ar  є координатами орта цього вектора 0a
r
. 
Приклад. Нехай A(1; 2; 0), B(3; 1; -2). Знайти напрямні косинуси вектора 
AB. 
  Розв’язання. Координати вектора AB визначаються так:  x=3-1=2; y=1-
2=-1; z=-2-0=-2,  
Тобто  вектор (2; 1; 2)AB = − −
uuur
, його довжина 2 2 22 ( 1) ( 2) 3;AB = + − + − =
uuur
 напрямні 
косинуси: 2cos ,
3
α =  
1
cos ,
3
β = −  2cos .
3
γ = −  
                 
2.6. Скалярний добуток векторів 
 
Скалярним добутком  двох векторів називається число рівне добутку 
довжин цих векторів на косинус кута між ними. 
( ) cosa b ab a b ϕ= =
r r r r r r
,  де 0 ϕ pi≤ ≤ . 
Проекція вектора b
r
на на вісь, визначену вектором a
r
, дорівнює 
cos
a
пр b b ϕ=r
r r
. Звідси випливає, що скалярний добуток ( )
a
ab a пр b= r
rr r r
  або  
( ) bab b пр a= r
rr r r
. 
Властивості скалярного добутку: 
1. Скалярний добуток ненульових векторів дорівнює нулю тоді й 
тільки тоді, коли множники перпендикулярні. 
2.  Скалярний добуток двох ненульових векторів додатний, якщо 
вектори становлять гострий кут, від’ємний,  якщо вектори 
становлять тупий кут. 
3. Скалярний добуток не змінюється від перестановки 
співмножників. 
4. 2( )aa a=
r r r
.   →   ( )a aa=
r r r
. 
Отже, модуль вектора дорівнює кореню квадратному зі скалярного добутку 
вектора на себе. 
5. Скалярний множник можна виносити за знак скалярного добутку: 
( , ) ( , ).a b a bα α=
r r urr
 
6. Дистрибутивність додавання векторів стосовно скалярного 
множення на вектор: 
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(( ), ) ( , ) ( , )a b c a c b c+ = +
r r r r r r r
 
Вираз скалярного добутку в декартових прямокутних координатах через 
компоненти співмножників. 
Нехай 1 1 1 2 2 2,a x i y j z k b x i y j z k= + + = + +
r r r r r r r r
 , тоді 1 2 1 2 1 2a b x x y y z z⋅ = + +
r r
. 
Косинус кута між  векторами через їхні компоненти знаходиться за 
формулою: 
1 2 1 2 1 2
2 2 2 2 2 2
1 1 1 2 2 2
( , )
.
x x y y z za b
cos
a b x y z x y z
ϕ + += =
+ + + +
r r
r r  
Умова перпендикулярності векторів: ( , ) 0a b =
r uur
або 1 2 1 2 1 2 0x x y y z z+ + = . 
Зокрема, на площині X0Y : 
 
 
1 1 2 2
2 2 2 2 1 2 1 2
1 1 2 2 2 2 2 2
1 1 2 2
( , ), ( , ),
, , .
a x y b x y
x x y y
a x y b x y cos
x y x y
ϕ
= =
+
= + = + =
+ +
r r
r r
 
 
Приклад 1.   Задано три точки на площині  
А(1;2), В(2;2), C(1,5;2,5). Знайти кут між векторами .АВ і АСuuur uuur    
Розв’язання.   Знаходимо  
   Тоді:               
2 2 2 2
(2 1;2 2) (1;0), (1,5 1;2,5 2) (0,5;0,5),
0,5 1
, .
40,5 21 0 0,5 0,5
АВ АС
АВ АС
сos
piϕ ϕ
= − − = = − − =
⋅
= = = =
+ ⋅ +
uuur uuur
uuur uuur
      
 
Приклад 2. Обчислити скалярний добуток. 
(2 3 ) (4 6 ),m n m n+ ⋅ −
ur r ur r
де    m
ur
 й  n
r
 − одиничні взаємно перпендикулярні вектори.  
Розв’язання. 
Знаходимо, використовуючи властивості скалярного добутку.  
(2 3 ) (4 6 )
2 4( ) 3 4( ) 2 6( ) 3 6( ) 8 1 12 0 12 0 18 1 10,
m n m n
mm nm mn nn
+ ⋅ − =
⋅ + ⋅ − ⋅ − ⋅ = ⋅ + ⋅ − ⋅ − ⋅ = −
ur r ur r
urur rur urr r r  
де  ( , ) ( , ) 1, ( , ) ( , ) 0m m n n m n n m= = = =
ur ur r r ur r r ur
. 
  Приклад 3. При якому значенні α вектори (2; 3;4), ( ; 6;8)a b α= − = −
r r
 
паралельні? 
Розв’язання. Вектори паралельні, якщо їхні координати пропорційні, тобто: 
6 8
2 3 4
α −
= =
−
. Звідси знаходимо:   α=4. 
Приклад 4. 
Дано:  22, 5, ( , )
3
a b a b pi= = =
r r r r
. Знайти, при якому значенні  α вектори 
17p a bα= +
ur r r
 і  3q a b= −
r r r
  перпендикулярні. 
Розв’язання. 
Умова перпендикулярності векторів:   0pq =
urr
. Звідси   
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2 2
( 17 )(3 ) 3 ( , ) 17 3( , )
2 2( , ) 17( ) 3 51 cos cos 17
3 3
13 4 (51 ) 10 17 25 0 40.
2
pq a b a b a a b a
a b b b a b a a b b
α α
pi pi
α α α
α α α
= + − = + ⋅ −
− ⋅ = + − − =
 
⋅ + − ⋅ ⋅ − − ⋅ = ⇒ = 
 
urr r r r r r r r r
r r r r r r r r r r
 
Приклад 5. Вектори a
r
 й b
r
 утворюють кут 1200, 3, 5a b= =
r r
. Знайти  .a b−
r r
  
Розв’язання. 
2 2( )( ) 2( , )a b a b a b a a b b− = − − = − + =
r r r r r r r r r r
 
2 20 12 cos120 9 2 3 5 25 9 15 25 49 7
2
a a b b  − + = − ⋅ ⋅ ⋅ − + = + + = = 
 
r r r r
. 
Приклад 6. При якому значенні α вектори (1; ; 2)a α= −
r
й  ( ; 3; 4)b α= −
r
  
перпендикулярні? 
Розв’язання. 
Обчислимо скалярний добуток векторів і прирівняємо його до нуля. 
1 3 ( 2) ( 4) 4 8 0a b α α α⋅ = ⋅ + ⋅ + − ⋅ − = + =
r r
, 
 звідси знаходимо α=-2. 
 
Приклад 7. Задано три вектори , ,a b c
r r r
. Довести, що вектор ( , ) ( , )d b c a a c b= −
ur r r r r r r
  
перпендикулярний  вектору c
r
. 
Розв’язання. 
Умова перпендикулярності векторів − рівність нулю їхнього скалярного 
добутку. Помножимо скалярно вектор d
ur
на c
r
й, у силу властивостей 
скалярного добутку,  одержимо: 
(( , ) ( , ) ) ( , )( , ) ( , )( , ) 0d c b c a a c b c b c a c a c b c⋅ = − = − =
ur r r r r r r r r r r r r r r r r
. 
Приклад 8. Знайти вектор a
r
, колінеарний вектору  (2; 1;0)b = −
r
,  якщо 
10a b⋅ =
r r
. 
Розв’язання. 
Вектор (2; 1;0)a bλ λ= = −
r r
 ( оскільки колінеарні), тоді їхній скалярний 
добуток (2 2 1 ( 1) 0 0) 5 10a b λ λ⋅ = ⋅ − ⋅ − + ⋅ = =
r r
.  
Звідси знаходимо: λ=2, a
r
=2(2; -1; 0) =(4; -2; 0). 
 
Приклад 9. Вектор b
r || ar  , де ar =(8; -10; 13) і утворює з віссю OZ гострий 
кут. Знаючи, що 37b =
r
, знайти його координати. 
Розв’язання. 
З умови колінеарності вектор , (8 ; 10 ;13 ),b a bλ λ λ λ= = −
r r r
при цьому повинна 
виконуватися умова 13λ>0,   тобто,  λ>0  (вектор  br утворює з віссю OZ 
гострий кут). Модуль вектора br  дорівнює 
2 2 2 2(8 ( 10) 13 ) 64 100 169 333 9 37 37b λ λ λ λ= + − + = + + = = ⋅ =
uur
, звідси: 
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1 1
, .
3 3
λ λ= = ±   Беремо 
1
3
λ =   (за умовою λ>0). Виходить, 8 10 13; ; .
3 3 3
b  = − 
 
r
 
Приклад 10. Задано три вектори (3; 1), (1; 2), ( 1;7).a b c= − = − = −
r r r
 Знайти  
розкладання вектора p a b c= + +
ur r r r
 по векторах   a
r
 й b
r
. 
Розв’язання. За правилом додавання векторів маємо: p
ur
= (3+1-1; -1-
2+7)=(3; 4) 
Розкласти вектор p
ur
 по векторах a
r
 й b
r
 означає: знайти α
 
і β такі, що буде 
виконуватися рівність   p a bα β= +ur r r . 
Два вектори рівні, якщо рівні їхні відповідні компоненти: 
3 3
2; 3
2 4
α β
α β
α β
+ =
⇒ = = −
− − =
. 
Отже,         2 3p bα= −
ur ur r
. 
 
  Приклад 11. Задано:  04, 3, 2, , , ( , ) 120a b c a b a c b c= = = ⊥ ⊥ =
r r r r r r r r r
. 
Знайти (2 3 )( 2 3 )a b c a b c+ − − +
r r r r r r
 
Розв’язання. 
Використовуючи означення й властивості скалярного добутку, одержимо: 
2 2 2
2 2 2
2 0 0 0 2 2
(2 3 )( 2 3 )
2 3 4 6 2 6 9 3
2 5 11 6 3
2 4 4 3 cos90 5 4 2 cos90 11 3 2 cos120 6 3 3 2 67
a b c a b c
a ba ca ab b cb ac bc c
a ab ac bc b c
+ − − + =
= + − − − + + + − =
= − + + − − =
= ⋅ − ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ − ⋅ − ⋅ = −
r r r r r r
r rr rr rr r rr rr rr r
r rr rr rr r r
 
  
 Приклад 12. Задано:  04, 3, ( , ) 60m n m n= = =
ur r ur r
. 
Знайти величину кута між векторами m n−
ur r
  й m n+
ur r
. 
Розв’язання. 
Використовуючи скалярний добуток, знаходимо 
( )( )
cos .
m n m n
m n m n
ϕ − +=
− +
ur r ur r
ur r ur r  
 
Обчислюємо  
2 2 2 2( )( ) 4 3 7m n m n m n− + = − = − =
ur r ur r ur r
; 
2 2 0( )( ) 2 16 2 3 4 cos 60 9 13;m n m n m n m nm n− = − − = − + = − ⋅ ⋅ ⋅ + =
ur r ur r ur r ur rur r
 
2 2 0( )( ) 2 16 2 3 4 cos60 9 37;m n m n m n m nm n+ = + + = + + = + ⋅ ⋅ ⋅ + =
ur r ur r ur r ur rur r
 
7 7
cos
13 37 481
ϕ = =
⋅
, звідки  7arccos
481
ϕ = . 
 
2.7. Векторний добуток 
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Векторним добутком векторів ar  і b
r
 називається вектор cr , що 
задовольняє умовам: 
1)  перпендикулярний обом векторам-співмножникам ar  й br , 
2) якщо дивитися з його кінця, то найкоротший поворот на кут φ  від ar  до 
b
r
 відбувається проти годинникової стрілки, тобто трійка векторів ar , b
r
, 
c
r
 є правою. 
3)  модуль векторного добутку дорівнює sinc a b ϕ= ⋅ rr r . 
Векторний добуток позначається c a b= ×
r r r
 або ,c a b =  
r r r
. 
Модуль векторного добутку чисельно дорівнює площі паралелограма, 
побудованого на векторах ar  й b
r
: 
S a b= ×
r r
          або        S= sina b ϕ⋅
rr
 . 
Площа трикутника, побудованого на векторах ar  й b
r
: S∆= 1 a b2 ⋅ ×
r r
 
Основні властивості векторного добутку: 
1.2. ;a b b a× = − ×
r rr r
  ( ) ( ) ( );a b a b a bα α α× = × = ×r r rr r r  3. ( ) .a b c a b a c× + = × + ×r rr r r r r  
Векторний добуток через координати векторів-співмножників 
виражається як 
1 1 1
2 2 2
i j k
a b x y z
x y z
× =
rr r
rr
. 
Необхідною й достатньою умовою колінеарності векторів є рівність нулю 
їхнього векторного добутку. 
Приклад 1. Обчислити векторний добуток векторів a 2m 3n= +
r ur r
 й 
b 5m n= −
r ur r
 . 
Розв’язання. Використовуючи властивості векторного добутку, 
одержимо:  
 , , , , , ,a b 2m 3n 5m n 2m 5m 3n 5m 2m n 3n n           = + − = + − −           
r r ur r ur r ur ur r ur ur r r r
.  
Оскільки  , , , , , ,2m 5m 0 3n n 0 m n n m       = = = −       
ur ur r ur r r ur
, одержимо 
 , , , ,a b 15 n m 2 n m 17 n m       = + =       
r r r ur r ur r ur
. 
Приклад 2. Задані 3 вершини паралелограма A(1;-1;2); B(5;-6;2); 
C(1;3;-1). Знайти його площу. 
Розв’язання. 
Площа  S= ,AB AC×
uuur uuur
 ( )4; 5;0 ,AB = −uuur   ( )0;4; 3 .AC = −uuur  
4 5 0 15 12 16 ;
0 4 3
i j k
AB AC i j k× = − = + −
−
rr r
uuur uuur rr r
 
2 2 215 12 ( 16) 625 25( . .)S кв од= + + − = = . 
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Приклад 3. Знайти площу трикутника, побудованого на векторах  
a m n= +
r ur r
 й b 2m n= −
r ur r
,  
якщо , ,m 2 n 1 mn
6
pi
= = =
ur r urr
. 
Розв’язання. S∆= ,1 a b2
 
⋅  
r r
 , 
, , , , , ,a b m n 2m n m 2m n 2m m n n n           = + − = + − −           
r r ur r ur r ur ur r ur ur r r r
. Оскільки   
, , , , , ,m 2m 0 n n 0 m n n m       = = = −       
ur ur r ur r r ur
, то , , , ,a b 2 n m n m 3 n m       = + =       
r r r ur r ur r ur
 
S∆= , sin1 1 3 1 33 n m 3 n m 1 22 2 6 2 2 2
pi 
⋅ = ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅ = 
r ur r ur
 (кв. од.). 
 
2.8. Мішаний добуток векторів 
 
Мішаним добутком векторів , ,a b c
rr r
 називається число, отримане в 
результаті скалярного множення одного з даних векторів на векторний 
добуток двох інших: 
( ) ( ) ( ), , .a b c a b c a b c= × ⋅ = ⋅ ×r r rr r r r r r  
                                                                                 
Властивості:   
1.   ( ) ( ) ( ) ( ) ( ) ( ), , , , , , , , , , , , .a b c b c a c a b b a c c b a a c b= = = − = − = −r r r r r rr r r r r r r r r r r r  
2. ( ) ( ) ( ), , , , , ,21 1 2 1 1 2 2a a b c a b c a b cα α α α+ = +r r r rr rr r r r – властивість лінійності. 
3.  Модуль мішаного добутку дорівнює об'єму паралелепіпеда, 
побудованого на векторах ,a b і c
rr r
,  тобто ( ), , .V a b c= rr r  
Об'єм трикутної піраміди дорівнює ( )1 , , .6V a b c=
rr r
 
4. Якщо вектори задані своїми координатами в ортогональній 
системі координат:  
( ); ; ;1 1 1a x y z=r  ( ); ; ;2 2 2b x y z=
r
 ( ); ;3 3 3c x y z=r , то мішаний добуток можна 
знайти за формулою: 
( ) 1 1 12 2 2
3 3 3
, ,
x y z
a b c x y z
x y z
=
rr r
. 
З означення мішаного добутку випливає, що необхідною й достатньою 
умовою компланарності векторів є рівність нулю їхнього мішаного добутку: 
                          ( ), , 0a b c =rr r  або 1 1 12 2 2
3 3 3
x y z
x y z 0
x y z
= . 
Приклад 1. Обчислити мішаний добуток векторів: 
( ; ; ), ( ; ; ), ( ; ; )a 2 1 3 b 1 4 2 c 3 2 5= − = − = −
r r r
. 
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Розв’язання.  ( ), ,
2 1 3
a b c 1 4 2
3 2 5
−
= −
−
rr r
=40+6-6+36+8+5=89. 
 
Приклад 2. Задано вершини піраміди A(2;3;1), B(4;1;-2), C(6;3;7), D(-5;-
4;2). Знайти її об'єм і довжину висоти, опущеної з вершини D.  
Розв’язання.  
Об'єм піраміди дорівнює 
( ), , ;1V AB AC AD6= або .
.
1 3
3 .осн осн
VV S H H
S
= ⇒ =  
.
2
1
.
ACABSосн ×=   Знаходимо ( ) ( )2; 2; 3 , 4;0;6 ,AB AC= − − =  ( )7; 7;1 ,AD = − −  
( )
2 2 3 0 2 3
, , 4 0 6 4 0 6 260.
7 7 1 14 7 1
AB AC AD
− − − −
= = =
− − − −
 Тоді 1 260( . .)
6
V куб од= . 
2 2 3 12 24 8
4 0 6
i j k
AB AC i j k× = − − = − − +
rr r
rr r
; 
.
2 9 36 4 2 7 14( . .);оснS кв од= + + = ⋅ =  
3 260 65
6 14 7
H ⋅= =
⋅
 (од. довж.) 
Приклад 3.  Чи лежать точки A(3;-1;2), B(-2;2;5), C(1;4;2), D(0;1;-2)  в 
одній площині? 
Розв’язання. Якщо вектори  AB
uuur
, AC
uuur
 і AD
uuur
     компланарні, то 
точки A, B, C, D лежать в одній площині.  
У цьому випадку мішаний добуток векторів AB
uuur
=(-5; 3; 3), ACuuur =(-2; 5; 0) і 
AD
uuur
=(-3; 2; -4) повинен рівнятися нулю. Знаходимо мішаний добуток 
( )
5 3 3
, , 2 5 0
3 2 4
AB AC AD
−
= −
− −
uuur uuur uuur
=100-12+0+45-24=109≠0. 
Виходить, вектори AB
uuur
, AC
uuur
 і AD
uuur
   некомпланарні й, отже, точки A, B, C, D не 
лежать в одній площині. 
  
2.9. Лінійний n-мірний простір 
 
Множина R елементів x,y,...,z,... називається лінійним простором, 
якщо для будь-яких двох його елементів x й y визначена сума x+y R і для 
кожного елемента Rx ∈  й дійсних чисел іα β  визначений добуток Rx ∈⋅α  
так, що виконані наступні умови( аксіоми лінійного простору ). 
1.   Ryxxyyx ∈∀+=+ ,; ; 
2.  Rzyxzyxzyx ∈∀++=++ ,,);()( ; 
3.  Існує такий (нульовий) елемент  ,О R∈  що RxxOx ∈∀=+ , ; 
4.  Для кожного елемента Rx ∈  існує такий елемент -x (називаний 
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протилежним до x), що x+(-x)=0; 
5.  1 x x⋅ = ,  Rx ∈∀ ; 
6.  ( ) yxyx α+α=+α , Ryx ∈∀ ,  ; 
7.  ( ) x x xα β α β+ = + , Rx ∈∀  ; 
8.   ( ) ( )x xα β αβ= , Rx ∈∀  .  
 
Приклад 1. Множина всіх функцій однієї незалежної змінної x, 
визначених і неперервних на відрізку [ ],a b  є лінійним простором. Це 
випливає з того, що будь-яким двом функціям ( )xf1  і ( )xf2  із цієї множини 
можна зіставити їхню суму ( )xf1 + ( )xf2  , що також визначена й неперервна 
на [ ]ba,  й, отже, буде належати цій множині. Добуток ( )xf1⋅α  – теж 
неперервна функція на [ ],a b . Всі інші аксіоми лінійного простору також 
виконуються. Роль нуля грає функція, тотожно рівна нулю. 
 
Приклад 2. Упорядкована сукупність n чисел представляє n-мірний вектор 
a
r
: ( ), , ,1 2 na x x x= …r . 
• Два n-мірних вектори рівні тоді й тільки тоді, коли рівні їхні 
відповідні компоненти, тобтоa b=
rr
 , якщо ii yx = ;  i = n,1 . 
• Під сумою двох векторів однакової розмірності n розуміють такий 
третій вектор, координати якого дорівнюють сумам відповідних 
координат векторів-доданків: ( )nn yxyxyxbac +++=+= ,,, 2211 K
rrr
. 
• Під добутком вектора на число α  розуміють вектор 
( )nxxxa ααα=α ,,, 21 Kr . 
Множину n-мірних векторів, над якими встановлені операції додавання й 
множення на число, що задовольняють наведеним вище аксіомам лінійного 
простору, називають n-мірним векторним лінійним простором nR . 
Зокрема, 1R  є сукупність дійсних чисел; 2R  – сукупність векторів на 
площині; 3R  – сукупність векторів у просторі. 
 
2.10. Лінійна залежність векторів 
 
Лінійною комбінацією векторів , , , ,1 2 n 1 na a a a−…
r r r r
 векторного простору R  
називається сума добутків цих векторів на довільні дійсні числа ; 1,i i nα = : 
 
n 1 1 2 2 n 1 n 1 n na a a a aα α α α− −= + +…+ +
r r r r r
. 
Вектори naaa
r
K
rr
,,, 21  називаються лінійно незалежними, якщо їхня лінійна 
комбінація дорівнює нулю: 1 1 2 2 n na a a 0α α α+ +…+ =
rr r r
 тільки при всіх ( )0 1,i i nα = = . 
Вектори лінійно залежні, якщо їхня лінійна комбінація дорівнює нулю при 
хоча б одному із чисел 0≠αi . Якщо вектори , , ,1 2 na a a…
r r r
 лінійно залежні, то, 
принаймні, один з них можна представити у вигляді лінійної комбінації 
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інших. Наприклад, нехай 01 ≠α , тоді n21 2 n
1 1
a a a
αα
α α
= − −…−
r r r
, тобто вектор 1a
r
 є 
лінійною комбінацією інших (n-1) векторів. На площині будь-які три вектори 
лінійно залежні; у просторі чотири вектори лінійно залежні. Максимальне 
число незалежних векторів на площині дорівнює двом, у просторі − трьом. 
Прикладом лінійно незалежних векторів на площині є два неколінеарних 
вектори; у просторі − три некомпланарних вектори. 
Лінійний простір R називається n-мірним, якщо в ньому існує n лінійно 
незалежних векторів, а будь-які (n+1) векторів є лінійно залежними. Інакше 
кажучи, розмірність простору – це максимальне число лінійно незалежних 
векторів, що містяться в ньому. Розмірність простору R позначається:  
dim( )n R= . 
Будь-які  n лінійно незалежних векторів утворюють базис n-мірного 
простору. 
Розглянемо рівність ,1 1 2 2 n na a a 0α α α+ +…+ =
r r r
 де  
, , ,
11 12 1n
21 22 2n
1 2 n
n1 n2 nn
a a a
a a a
a a a
a a a
     
     
     
= = … =
     … … …
     
     
r r r
. 
У координатній формі наведена рівність запишеться у вигляді однорідної 
системи лінійних алгебраїчних рівнянь відносно , , , .1 2 nα α α…  
1 11 2 12 1
1 21 2 22 2
1 1 2 2
0
0
0
n n
n n
n n n nn
a a a
a a a
a a a
α α α
α α α
α α α
+ +…+ =
 + +…+ =

………………………………
 + +…+ =
 
Якщо ранг матриці r=n, то 1 2 n 0α α α= = … = =  й вектори , ,1 na a…
r r
 лінійно 
незалежні. Якщо ,r n<  то хоча б один з векторів ia
r
 є лінійна комбінація 
інших (оскільки система має нескінченну множину розв’язків), вектори 
лінійно залежні. 
Приклад 3. Задано вектори  ( ) ( ) ( )1 2 31;2;3 ; 2;1; 1 ; 3;2; 1 .a a a= = − − = −r r r  Показати, 
що вектори лінійно незалежні. 
Запишемо 1 1 2 2 3 3 0,a a aα α α+ + =
r r r
 або 1 2 3
1 2 3 0
2 1 2 0
3 1 1 0
α α α
−       
       
⋅ + ⋅ + ⋅ =       
       
− −       
. 
Одержимо систему рівнянь 
1 2 3
1 2 3
1 2 3
2 3 0,
2 2 0,
3 0.
α α α
α α α
α α α
− + =

+ + =

− − =
 
Матриця системи 
1 2 3 1 2 3 1 2 3
2 1 2 ~ 0 5 4 ~ 0 5 4
3 1 1 0 5 10 0 0 6
A
− − −     
     
= − −     
     
− − − −     
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( ) 3,r A =  бо 
1 2 3
0 5 4 30 0
0 0 6
−
− = − ≠
−
, значить, 1 2 3 0α α α= = = . Система векторів 
лінійно незалежна. 
Приклад. Нехай ( ) ( ) ( )1 2 31;2; 3 ; 1;2;4 ; 1;6; 2 ,a a a= − = − = −r r r  розглянемо матрицю 
1 1 1 1 1 1
1 1 1
2 2 6 ~ 0 4 4 ~ .
0 1 1
3 4 2 0 1 1
A
− −   
−    
=     
    
− −   
; ( ) 2,r A = де 1 1 1 0
0 1
−
= ≠ . 
Система має нескінченну множину розв’язків, оскільки r<n. Вектори лінійно 
залежні. 
 
2.11. Розкладання вектора по заданому базису 
 
Нехай вектори , , ,1 2 na a a…
r r r
 лінійно незалежні, тобто утворюють базис n-
мірного простору. 
Теорема. Кожен вектор X
r
 лінійного простору R можна представити, і 
притім єдиним способом, у вигляді лінійної комбінації векторів базису: 
.1 1 2 2 n nX a a aα α α= + +…+
uur r r r
 Таке представлення називається розкладанням 
вектора по базису , , ,1 2 na a a…
r r r
, а коефіцієнти , , ,1 2 nα α α…  − координатами 
вектора X
uur
 в цьому базисі. 
Для визначення коефіцієнтів розкладання дана рівність записується в 
координатній формі. Одержимо систему лінійних неоднорідних рівнянь 
щодо невідомих , , , .1 2 nα α α… Розв’язуючи її, знайдемо коефіцієнти 
розкладання вектора X
uur
 по базису. 
Приклад. Показати, що вектори , ,1 2 3a a a
r r r
 утворять базис і знайти 
розкладання b
r
 по даному базису: 
( ) ( ) ( ) ( )1 2 31; 1;2 , 2;2; 1 , 2;1;0 , 3;7; 7a a a b= − = − = = −rr r r . 
Розкладемо вектор b
r
 по векторах 321 ,, aaa
rrr
: .1 1 2 2 3 3b a a aα α α= + +
r r r r
 
Розв’яжемо систему відносно методом повного виключення. 
1a
r
 2a
r
 3a
r
 b
r
 
 
1 2 2 3  
-1 2 1 7 212 eee →+  
2 -1 0 -7 3 1 3( 2)e e e+ − →  
1 2 2 3  
0 4 3 10 232 eee →+  
0 -5 -4 -13  
1 2 2 3 2 1 12e e e⋅ + →  
0 -1 -1 -3  
0 4 3 10 2 3 34e e e⋅ + →  
1 0 0 -3  
 35 
1a
r
 2a
r
 3a
r
 b
r
 
 
0 1 1 3 223 eee →+  
0 0 -1 -2  
1 0 0 -3  
0 1 0 1  
0 0 1 2  
 
Як видно з розв’язку, ранг матриці системи дорівнює 3, отже, вектори 
лінійно незалежні й утворюють базис. Розв’язок системи ; ;1 2 33 1 2α α α= − = = . 
Виходить, 1 2 3b 3a a 2a= − + +
r r r r
 – розкладання вектора b
r
 по базису , , .1 2 3a a a
r r r
 
 
Контрольні завдання до розділу 2 
 
Завдання 1 
2.1.1. Обчислити скалярний добуток векторів a
r
 і b
r
: 
a) ar =(-2;3;1),  br =(5;7;-4);  
b) ar =2 ir +3 jr -4 kr ,   br = ir -2 jr + kr . 
2.1.2. При якому α  вектори  l
r
=(6; α ;-8) і  mur =(-3;-1;4) паралельні? 
2.1.3. Знайти кут між векторами a
r
=(-1;2;-2)  і   br =(6;3;-6). 
2. 1.4. Знайти косинус кута між векторами  a
r
-b
r
  і a
r
+b
r
,якщо  a
r
=(1;2;1)  
і  b
r
=(2;-1;0). 
2.1.5. При якому значенні x  вектори  a
r
=(x;3;4) і br =(5;6;3) 
перпендикулярні? 
2.1.6. Задані вектори a
r
=(2;3;-5), br =(3;0;1) і cr =(4;-3;2). Знайти координати і 
довжину вектора d
ur
=3 a
r
+b
r
- c
r
. 
2.1.7. Знайти (у градусах) кут між векторами ar =2 ir +5 jr - kr  і  br = ir - jr -3 kr . 
2.1.8. Знайти кут між векторами 2 a
r
 і  b
r
 /2, якщо a
r
=(-4;2;4), br = ( 2; 2;0)− . 
2.1.9. Вектори a
r
 і  b
r
 утворюють кут ϕ = 2
3
pi
. Знаючи, що 3, 4,a b= =
r r
  
обчислити (3-2br )( ar +2br ). 
2.1.10. Задані чотири точки:  А(-2;-3;8), В(2;1;7), С(1;4;5), D(-7;-4;7).  Чи 
будуть колінеарні вектори AB
uuur
 іCD
uuur
? 
2.1.11. Знайти  вектор   b
r
=(x,y, z),   колінеарний  вектору ar =(2 2 ;-1; 4), 
якщо 10b =
r
. 
2.1.12. Знайти косинус кута між векторами p
ur
 і  qr ,   що задовольняють 
системі рівнянь    p
ur
+2 q
r
=b
r
,   2 p q a+ =r r r ,   якщо відомо, що  в прямокутній 
системі координат  (1;1)a =r  (1;1)b =
r
. 
2.1.13. Вектор x
r
 задовольняє наступним умовам : a) xr  колінеарний 
6 8 7,5a i j k= − −
rr rr ; b) xr  утворює гострий кут з віссю OZ; с) xr =50. 
Знайти координати вектора x
r
. 
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2.1.14. Задані два вектори  ar  =(-1;1;1) і  br  =(2;0;1). 
Знайти  вектор, якщо відомо, що він лежить в площині векторів a
r
  і  b
r
, 
перпендикулярний вектору a
r
 і a x⋅
r r
=7. 
2.1.15. Задані вершини трикутника  А(3;2;-3),В(5;1;-1),С(1;-2;1). Знайти 
його внутрішній кут при вершині А. 
2.1.16.  Довести, що точки А (-2;-3),В(-3;1),С(7;7),D(3;0) служать вершинами 
трапеції. Знайти довжину середньої лінії трапеції. 
2.1.17  Трикутник заданий координатами своїх вершин А(3;2;-3), В(5;1;-1) і 
С(1;-2;1) .Знайти величину зовнішнього кута трикутника при вершині А і 
координати вектора a
r
, що має напрям  вектора AB
uuur
, а довжину вектора AC
uuur
. 
2.1.18. Задані три послідовні вершини паралелограма ABCD:  A(-3;-2;0), 
В(3;-3;1), С(5;0;2) .Знайти четверту вершину D і кут між векторами ACuuur  і BDuuur . 
2.1.19. Трикутник заданий координатами своїх вершин  А(2;1;2), В(1;0;0), 
С(1+ 3 ; 3 ;- 6 ). Обчислити величини кутів трикутника і довжину медіани, 
проведеної до сторони ВС. 
2.1.20. Який кут утворюють одиничні  вектори a
r
 і b
r
, якщо відомо, що 
вектори c a b= +
r r r
 і 5 4d a b= −
ur r r
 взаємно перпендикулярні? 
2.1.21.  Довести, що точки А (3; 0),  В (0; 1), С (2; 7),  D (5; 6)  є вершинами 
прямокутника АВСD.  Обчислити його площу. 
2.1.22.  Обчислити довжину вектора  b3  a2
rr
+ ,  якщо ar  = (1; 1; -1), br  = (2; 0; 
0). 
2.1.23. При якому значенні α  кут між векторами  k  j  i  x
rrrr
++=
  і  
kj
rrrr
+   + = ια y
  дорівнює  arccos 
32
1 ? 
2.1.24. Задані  вектори  )3;1;1( −=ar ,  )6;5;3( −=b
r
. Обчислити ( )2ànp a b−r rr . 
2.1.25. Вектор ( )kyibx rrrrr 522 −−=⊥   і  утворює з  віссю OY тупий кут. Знайти 
його координати,  знаючи, що довжина вектора  xr  рівна  14. 
2.1.26. Довести, що сума  векторів,  що сполучають центр  трикутника з 
його вершинами, рівна нулю. 
2.1.27. Задані три точки  А (2;1),  В (3; -2),  С (0;  λ). При якому значенні λ 
дані точки лежать на одній прямій? 
2.1.28. Точки А і В  мають координати  А (1; 2),  В (7; 10). Знайти 
координати (x; у) точки,  яка ділить відрізок  АВ  в  відношенні  1:3,  рахуючи 
від точки А. 
2.1.29. Трикутник заданий координатами вершин  А (2; 2 3 ),  В (0; 0),  С(3; 
3 ).  Знайти кути  трикутника  АВС. 
2.1.30. Заданий трикутник  АВС :  А (1; 2),  В (-2; 3),  С (2; 4).  Точки M, N і 
P – середини сторін  ВС,  СА  і  АВ трикутника.  Знайти координати векторів 
NP
uuur
 і  PM
uuur
. 
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РОЗДІЛ 3 
АНАЛІТИЧНА ГЕОМЕТРІЯ 
 
 
3.1. Поняття про рівняння ліній і поверхонь 
 
3.1.1. Геометричні місця точок 
 
Метод аналітичної геометрії полягає в тому, що геометричним об'єктам 
ставляться у відповідність рівняння (або системи рівнянь), що дозволяє 
геометричні об'єкти досліджувати алгебраїчними методами. 
Для визначення положення точки на площині (у просторі) вводиться 
система координат. 
У цей час відомі біля двадцяти різних систем координат, з яких 
найбільш уживаними є система прямокутних декартових координат, полярна, 
циліндрична і сферична системи координат. 
Положення точки на площині визначається парою чисел х і y: M(x,y); у 
просторі – трійкою чисел x,y і z: M(x,y,z). 
Означення 1: Рівнянням лінії L у заданій системі координат на площині 
називається рівняння F(x,y)=0, якщо йому задовольняють координати точок 
лінії L і тільки вони. 
Приклад 1. Скласти рівняння кола в декартовій прямокутній системі 
координат радіуса R c центром у точці O(a;b). 
Розв’язання: 
Коло є геометричне місце точок, що задовольняють умові OM R=
uuuur
, де 
M(x,y) – довільна точка кола, тоді 2 2( ) ( )OM x a y b= − + −uuuur , звідси одержимо (x-
a)2+(y-b)2=R2 –  шукане рівняння кола. Зокрема, якщо центр перебуває на 
початку координат, рівняння має вигляд:  x2+y2=R2. 
Аналогічно, рівняння сфери із центром у точці O(a,b,с) радіуса R має 
вигляд (x-a)2+(y-b)2+(z-c)2=R2 або x2+y2+z2=R2 
Означення 2: Рівняння F(x,y,z)=0 називається рівнянням поверхні S у 
даній системі координат, якщо йому задовольняють координати точок 
поверхні S і тільки вони. 
Геометричне місце точок - це множина точок, що володіють деякою 
загальною ознакою. 
Приклад 2. Скласти рівняння геометричного місця точок, 
рівновіддалених від точок M1(3;2) і M2(2;3). 
Розв’язання: 
Нехай M(x,y) – довільна точка шуканого геометричного місця точок. 
За умовою 1M M
uuuuur
= 2M M
uuuuuur
 , де 
2 2
1 ( 3) ( 2)M M x y= − + −
uuuuur
,   
2 2
2 ( 2) ( 3)M M x y= − + −
uuuuuur
, 
тоді 2 2( 3) ( 2)x y− + − =  2 2( 2) ( 3)x y− + −  
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0 
R X 
Y 3x-4y+20=0 
або після спрощень 
x
2
-6x+9+y2-4y+4=x2-4x+4+y2-6y+9⇒ y-x=0. 
Це рівняння прямої. 
Приклад 3. Точка M рухається так, що в довільний момент часу її 
відстань від точки M1(6;0)  утроє більше відстані до точки M2(2/3; 0). Знайти 
траєкторію руху точки M. 
Розв’язання: 
За умовою 1M M
uuuuur
=3 2M M
uuuuuur
 . Виразимо відстані 1M M
uuuuur
 й 2M M
uuuuuur
 через 
координати точок, тоді 
2 2
1 ( 6) ( 0)M M x y= − + −
uuuuur
,   
2
2
2
2 ( 0)
3
M M x y = − + − 
 
uuuuuur
 
або 2 2( 6) ( 0)x y− + − =3
2
22 ( 0)
3
x y − + − 
 
 , 
що після спрощень дає: x2+y2=4. 
Одержали рівняння кола радіуса R=2 із центром на початку координат. 
Приклад 4. Скласти рівняння кола, якщо її центр знаходиться на 
початку координат і пряма 3x-4y+20=0 є дотичною до кола. 
Розв’язання. Точка O(0;0)– центр кола, отже, рівняння кола має вигляд    
x
2 +y2 =R2.      
 
  Оскільки радіус кола в точці дотику 
перпендикулярний дотичній, його 
довжина дорівнює відстані від точки  
O(0;0) (Рис. 3.1) до прямої  3x-4y+20=0, 
тобто  
2 2
3 0 4 0 20 20 4
53 4
R
⋅ − ⋅ +
= = =
+
. Таким чином, 
рівняння кола  x2 +y2 =16.     
 
Рис. 3.1 
  
         
3.1.2.  Полярна система координат 
 
Полярна система на площині задана, якщо задано точку O, що 
називається полюсом і вихідний з полюса промінь ρ(або r), що  називається 
полярною віссю. 
Положення точки на площині  в полярній системі координат 
визначається двома числами: радіусом ρ= OM
uuuur
 , що називається полярним 
радіусом точки M і виражає в даному масштабі відстань її від полюса, тобто 
довжину відрізка OM,  і числом φ– полярним кутом між напрямом полярної 
осі й вектором OM
uuuur
, відлічуваним у напрямі проти годинникової стрілки від 
полярної осі. 
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 Якщо вмовитися величину 
полярного радіуса вважати додатною, 
а полярний кут брати в межах 
0≤φ<2π, то кожній точці буде 
відповідати одна пара чисел ρ,φ. 
Можна обмежити зміну полярного  
кута умовами –π<φ≤π. Числа ρ і φ 
називають полярними координатами 
точки М (Рис. 3.2). 
 
 
 
Полюсу O  відповідає ρ=0; значення полярного кута для полюса 
невизначено. В інших точок ρ>0, а φ визначено з точністю до доданку 
кратного 2π. Це означає, що пари чисел  (ρ,φ) і (ρ,φ+2kπ), де k – ціле число, є 
полярні координати однієї й тієї ж точки. 
Зв'язок між декартовими й полярними координатами 
Виберемо на площині декартову прямокутну систему координат, 
помістивши її початок у полюс O і прийнявши за вектори i
r
 й j
r
 вектори, 
напрямлені відповідно уздовж ρ і під кутом π/2  до  ρ. Як видно з рис. 3.2 
декартові координати x й y через полярні виразяться в такий 
спосіб:
cos ,
sin .
x
y
ρ ϕ
ρ ϕ
=

=
 
Вирази полярних координат через декартові: 
2 2x yρ = + , y tg
x
ϕ= ; ( для знаходження кута φ потрібно враховувати 
знаки x   і y і визначити квадрант, у якому знаходиться точка). 
Приклад 1. Дані декартові координати точки M(-2; 2). 
Знайти її полярні координати. (Рис. 3.3) 
Розв’язання. 2 2( 2) 2 8 2 2ρ = − + = = , 2 31
2 4
tg piϕ ϕ= = − ⇒ =
−
 (0≤ϕ <2pi ). 
 
 
 
       
 Приклад 2. Скласти рівняння прямої в полярній системі координат.  
y 
O 
ρ,x 
-2 
M 
2 
Рис. 3.3  
ρ 
M(ρ,φ) 
y 
o 
φ ρ,x 
y 
x 
Рис. 3.2  
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         Розв’язання. 
   Положення прямої на площині 
визначено, якщо задані її відстань p 
від  полюса O і кут α між полярною 
віссю й променем l, що виходить із 
полюса перпендикулярно прямій 
(Рис. 3.4).  
Очевидно, проекція OM
uuuur
 на 
напрям l дорівнює p, тобто  
lnp OM p=
uuuur
. 
 
Позначаючи через ρ і φ координати    довільної точки M прямої, 
запишемо: p=ρcos(φ-α), де кут NOM=φ-α або   
cos( )
pρ
ϕ α
=
−
– це рівняння прямої в полярних координатах. 
   Зокрема, пряма  x=a  у полярних координатах має рівняння  ρcosφ=a 
або 
cos
aρ
ϕ
= ,  а пряма  y=b має рівняння  ρsinφ=b,  звідки 
sin
bρ
ϕ
= полярне 
рівняння цієї прямої. 
Рівняння кола в полярних координатах 
Приклад 3.  
Записати рівняння кола x2 +y2 =R2 (Рис. 3.5) у полярних координатах. 
Розв’язання. 
Оскільки ρ2= x2 +y2, то одержимо ρ2= R2 ⇒ ρ=R – шукане рівняння кола 
в полярних координатах (Рис. 3.6). 
 
 
Приклад 4. Скласти полярне рівняння кола, зображеного на рис.3.7. 
 
 Розв’язання. Нехай M(ρ, φ) – довільна 
точка кола. З'єднаємо точку M з полюсом і з 
кінцевою точкою D діаметра, що проходить 
через полюс. ОМ=ρ, <MOD=φ, OD=2a . 
Коло − це геометричне місце вершин 
прямих кутів, що опираються на його діаметр.  
 
x 
y 
0 R 0 
φ 
ρ 
R 
Рис. 3.5    Рис. 3.6    
ρ 
O 
M(ρ,φ) 
p 
N 
l 
ρ 
α 
Рис. 3.4 
X,ρ 
Y 
0 
ρ 
M 
D 2a 
φ 
Рис. 3.7 
• 
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Отже, трикутник OMD – прямокутний. Звідси одержуємо OM=OD· cos φ⇒ 
ρ=2acosφ – шукане рівняння кола. 
 
3.2.  Поверхні й лінії першого порядку. Площина й пряма 
 
3.2.1. Площина 
 
Поверхнею першого порядку називається множина точок, 
координати яких у деякій декартовій системі координат задовольняють 
рівнянню 
,Ax By Cz D 0+ + + =  де 2 2 2A B C 0+ + ≠     (3.2.1) 
Можна показати, що поверхня першого порядку є площина й, обернено: 
площина описується рівнянням виду (3.2.1), що називається загальним 
рівнянням площини. 
Вектор nr =(А,В,С) 0≠ , перпендикулярний площині, називається 
нормаллю цієї площини. 
 
 
              Рис. 3.8 
Нехай  задані нормальний вектор площини ( ), ,n A B C=r і точка 
( ), ,0 0 0 0M x y z , що належить площини. Довільну точку площини  позначимо 
M(x, y, z), тоді вектор 0M M
uuuuuur
= ( ), ,0 0 0x x y y z z− − −  – довільний вектор, що 
належить цієї площини й ортогональний нормальному вектору nr . З умови 
ортогональності векторів (рівність нулю скалярного добутку), одержимо 
рівняння площини: 
( ) ( ) ( )0 0 0A x x B y y C z z 0− + − + − = .   (3.2.2) 
 Рівняння (3.2.2) може бути приведене до виду:  
,Ax By Cz D 0+ + + =  (де 0 0 0D Ax By Cz= − − − ),                (3.2.3) 
який називається загальним рівнянням площини. 
Взаємне розташування площин 
Взаємне розташування площин визначається взаємним розташуванням їх 
нормальних векторів. 
1) Кут між площинами – це кут між їхніми нормальними векторами: 
( ),
cos ;1 2 1 2 1 2 1 2
2 2 2 2 2 2
1 2 1 1 1 2 2 2
n n A A B B C C
n n A B C A B C
ϕ + += =
+ + ⋅ + +
r r
uur uur . 
2) Дві площини ,1 1 1 1A x B y C z D 0+ + + =  2 2 2 2A x B y C z D 0+ + + =  паралельні, якщо 
колінеарні їх нормалі, тобто виконуються умови: 
 M0(x0,y0,z0,)• 
( , , )n A B C
r
 
M(x,y,z) 
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1 1 1
2 2 2
A B C
A B C
= = ; зокрема, якщо площини збігаються, то:  1 1 1 1
2 2 2 2
A B C D
A B C D
= = = .  
3) Умова перпендикулярності площин: 1 2 1 2 1 2 1 2n n A A B B C C 0⋅ = + + =
uur uur
. 
Рівняння площини у відрізках на осях. 
Рівняння (3.2. 1) у випадку, коли , , ,A 0 B 0 C 0 D 0≠ ≠ ≠ ≠  можна записати у 
вигляді  
  
x y z 1
a b c
+ + = ,                                       (3.2.4) 
де , ,A B Ca b c
D D D
= − = − = − .– відрізки, що відтинаються площиною від осей 
координат. Отримане рівняння називається рівнянням площини у відрізках на 
осях. 
Нормальне рівняння площини 
Якщо як нормальний вектор узятий орт, тобто вектор одиничної 
довжини, то таке рівняння площини називається нормальним. З означення 
орта вектора випливає, що для переходу до нормального рівняння площини 
треба загальне рівняння площини розділити на ± 2 2 2A B C+ +  , де 
2 2 2A B C n+ + =
r
.  
Маємо нормальне рівняння площини:  
2 2 2
Ax By Cz D 0
A B C
+ + +
=
± + +
                                  (3.2.5) 
Нормальним рівнянням площини зручно користуватися при обчисленні 
відстані від точки до площини. 
Можна показати, що відстань від т. ( )0000 ,, zyxM  до площини дорівнює 
 
222
000
CBA
DCzByAx
d
++
+++
= .                          (3.2.6) 
Приклад 1. Скласти рівняння площини, що проходить через три точки. 
( )1111 ,, zyxA , ( )2222 ,, zyxA , ( )3333 ,, zyxA . 
Нехай M(x,y,z) довільна точка, що належить шуканій площині.  
 
 Тоді вектори ,1A M
uuuur
 ,1 2A A
uuuur
1 3A A
uuuur
 є компланарними,  
отже, їхній мішаний добуток дорівнює нулю, 
тобто ( , ,1 1 2 1 3A M A A A A
uuuur uuuur uuuur
 ) = 0 або в координатній 
формі: 
1 1 1
2 1 2 1 2 1
3 1 3 1 3 1
x x y y z z
x x y y z z 0
x x y y z z
− − −
− − − =
− − −
  (3.2.7) 
            
Приклад 2. Знайти відстань між паралельними 
площинами  
x-2y+3z+7=0  й   x-2y+3z-1=0. 
A1 
n
r
 
M(x,y,z) 
A3 A2 
Рис. 3.9  
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Для цього досить взяти будь-яку точку на одній із площин й обчислити 
її відстань до іншої площини. Візьмемо в другій площині точку з 
координатами (1;0;0) і підставимо їх у формулу для обчислення відстані від 
точки до площини 
 
0 0 0
2 2 2
Ax By Cz D
d
A B C
+ + +
=
+ +
=
1 1 2 0 3 0 7 8
14 14
⋅ − ⋅ + ⋅ +
=
 . 
 
3.2.2. Пряма лінія на площині 
 
Лінією першого порядку на площині називається множина точок, 
координати яких у деякій декартовій системі координат задовольняють 
рівнянню ,Ax By C 0+ + =  де 2 2A B 0+ ≠ . 
Можна показати, що всяка лінія першого порядку на площині є пряма й 
навпаки. 
Загальне рівняння прямої на площині має вигляд: 
 Ax By C 0+ + = .                                         (3.2.8) 
 Рівняння прямої, що проходить через т. ( ),0 0 0M x y  із заданим 
нормальним вектором ( ),n A B=r  до цієї прямої: 
( ) ( )0 0A x x B y y 0− + − =    
Рівняння прямої в «відрізках на осях».  
Запишемо рівняння прямої в загальному виді Ах+Ву+С=0. Будемо 
вважати, що , ,A 0 B 0 C 0≠ ≠ ≠ . Перетворимо вихідне рівняння: Ах+Ву=-С  
x y 1C C
A B
+ =
− −
. Позначимо ,C Ca b
A B
= − = − , тоді рівняння прямої в «відрізках на 
осях» має вигляд:  
                  
x y 1
a b
+ = .                                      (3.2.9) 
Рівняння прямої на площині можна розглядати, як окремий випадок 
рівняння площини. 
 Взаємне розташування прямих визначається взаємним 
розташуванням їхніх нормальних векторів. 
1) Кут між прямими – це кут між їхніми нормальними векторами: 
( ),
cos
1 2 1 2 1 2
2 2 2 2
1 2 1 1 2 2
n n A A B B
n n A B A B
ϕ += =
+ ⋅ +
r r
uur uur ; 
2) Дві прямі ,1 1 1A x B y C 0+ + =  2 2 2A x B y C 0+ + =  паралельні, якщо колінеарні їх 
нормалі, тобто виконуються рівності: 
1 1
2 2
A B
A B
= ; зокрема, якщо збігаються, то:  1 1 1
2 2 2
A B C
A B C
= = ; 
3) Умова перпендикулярності прямих: 1 2 1 2 1 2n n A A B B 0⋅ = + =
uur uur
. 
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3.2.3.  Пряма в просторі й на площині 
 
Пряма в просторі може бути задана як лінія перетину двох площин: 
                                 
,
.
1 1 1 1
2 2 2 2
A x B y C z D 0
A x B y C z D 0
+ + + =

+ + + =
                                             (3.2.10) 
Це загальні рівняння прямої лінії в просторі. 
Пряма лінія на площині й пряма в просторі визначаються точкою 
( ), ,0 0 0 0M x y z  й вектором  ( ), ,a m n pr , колінеарним прямій, що називається  
напрямним вектором прямої (рис. 3.10).  
 
Нехай ( ), ,M x y z  – довільна точка, що 
належить даній прямій. Напрямний вектор 
прямої ( ), ,a m n p=r  й вектор 0M M
uuuuuur
 є 
колінеарними, тобто для них виконуються 
співвідношення: 
                                                         
0 0 0x x y y z z
m n p
− − −
= = ,                       (3.2.11) 
які називаються канонічними рівняннями прямої в просторі. 
       Зокрема, на площині маємо:  
0 0x x y y
m n
− −
=  .                                     (3.2.11*) 
Якщо покласти , ,0 0 0x x y y z zt t t
m n p
− − −
= = = , то одержимо параметричні 
рівняння прямої в просторі: 
0
0
0
x mt x
y nt y
z pt z
= +

= +

= +
                            (3.2.12) 
і відповідно на площині: 
          



+=
+=
0
0
ynty
xmtx
                                (3.2.12*) 
Рівняння прямої, що проходить через дві задані точки 
Якщо пряма проходить через дві точки ( ), ,1 1 1 1M x y z й ( ), ,2 2 2 2M x y z , то як 
напрямний вектор можна взяти вектор 1 2M M
uuuuuur
, тоді одержимо  рівняння прямої 
в просторі, що проходить через 2 точки.  
 
                                               
1 1 1
2 1 2 1 2 1
x x y y z z
x x y y z z
− − −
= =
− − −
                     (3.2.13) 
                                                             
Аналогічно, 
12
1
12
1
yy
yy
xx
xx
−
−
=
−
−
       (3.2.13*) 
•Mo(x0, y0, z0) 
•M(x,y,z) ar =(m,n,p) 
Рис. 3.10 
•M1(x1,y1,z1) 
•M2(x2,y2,z2) 
Рис. 3.11 
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–  рівняння прямої, що проходить через 2 точки на площині (рис. 3.11)                                            
   Звідси, маємо ( )1
12
12
1 xx
xx
yy
yy −
−
−
=− ,  
де   k
xx
yy
=
−
−
12
12
 – кутовий коефіцієнт прямої, що проходить через 2 точки на 
площині. 
Рівняння               ( )0 0y y k x x− = −                                      (3.2.14)                       
 називається рівнянням прямої, що проходить через задану точку 0M  із 
заданим кутовим коефіцієнтом k. 
 Кутовий коефіцієнт: k tgα= , де α – кут нахилу даної прямої до осі ОХ. 
Перетворимо дане рівняння  00 kxkxyy −+=  => 0 0y kx y kx= + −   => 
,y kx b= + де ,0 0b y kx= − тоді одержимо рівняння прямої з кутовим коефіцієнтом 
k. 
При х=0  y=b, тобто b – ордината точки перетину прямої з віссю 
ординат. 
      Кут між прямими на площині  
Кутом φ між прямими (1) і (2) на площині називають кут, на який треба 
повернути першу пряму проти годинникової стрілки до збігу із другою 
прямою, причому 0 ϕ pi≤ ≤ . 
З рисунка видно, що ( )2 1tg tgϕ α α= −  
2 1 2 1
2 1 2 1
tg tg k k
1 tg tg 1 k k
α α
α α
− −
⇒ =
+ +
;  −=
+
2 1
2 1
k k
tg
1 k k
ϕ  -
тангенс кута між двома прямими 
1 1y k x b= +  й 22 bxky +=  на площині. 
Формула 2 1
2 1
k k
arctg
1 k k
ϕ −=
+
 визначає 
гострий кут між прямими.  
      
Рис. 3.12                                          
Умова паралельності прямих на площині:    12 kk = . 
Умова перпендикулярності: 2 1 2
1
11 k k 0 k
k
+ = ⇒ = − . 
Можна показати, що відстань від т. ( ),0 0 0M x y  до прямої Ах+Ву+С=0 
дорівнює: 0 0
2 2
Ax By C
d
A B
+ +
=
+
. 
Приклад 3. Знайти проекцію т. 
Р(4;4) на пряму, що проходить через т. 
А(5;-1) і В(-2;6). 
Розв’язання. Рівняння прямої, що 
проходить через точки А і В:    
 (2) 
 
 (1) 
  x 
   y ϕ  
α2 
α1  
 O 
M0 
•A(5;-1) 
•B(-2;6) •P(4;4) 
Рис. 3.13 
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x 5 y 1
2 5 6 1
− +
=
− − +
  ,x y 4 0⇒ + − =  k1=-1.  
Тоді кутовий коефіцієнт прямої М0Р 2k 1= . 
Рівняння прямої М0Р: y-4=1(х-4) або y= х. Розв’язуючи  систему: ,y xy x 4
=

= − +
, 
знаходимо координати т. М0(2;2). 
Проекцією точки Р на пряму АВ є точка  М0(2,2) (Рис. 3.13). 
 
Рівняння пучка прямих на площині 
 
Сукупність розміщених на даній площині 
прямих, що проходять через деяку точку А 
цієї площини, називається пучком прямих із 
центром у точці А (Рис. 3.14). 
Центр пучка визначається системою 
рівнянь двох прямих: 
1 1 1 1
2 2 2 2
0 ( ),
0 ( ).
A x B y C l
A x B y C l
+ + =

+ + =
  
Теорема. Будь-яка пряма, що проходить через точку перетину прямих 
(l1) і  (l2), визначається рівнянням: 
A1x+B1y+C1+λ(A2x+B2y+C2)=0. 
Змінюючи параметр λ можна одержати рівняння всіх прямих, що 
проходять через точку А, крім прямої (l2). 
Приклад. Через точку перетину прямих 2x+y-3=0  й x-y+8=0 провести 
пряму,  паралельну прямій  x+y+3=0. 
Розв’язання. Запишемо рівняння пучка прямих:   
2x+y-3+λ(x-y+8)=0, кутові коефіцієнти яких залежно від λ 
визначаються виразом 1
2
1
k λλ
+
=
−
. 
Кутовий коефіцієнт прямої  x+y+3=0  дорівнює k2=-1. 
З умови паралельності маємо:  k1=k2 або 2+λ=-λ+1, звідки 12λ = − .  
Таким чином, шукане рівняння прямої має вигляд 2(2x+y-3)-(x-y+8)=0 або 
3x+3y-14=0. 
Зауваження. Задачу можна розв’язати іншим способом, знайшовши точку 
перетину прямих (l1) і (l2).   
 
Перехід від загальних рівнянь прямої в просторі до канонічних 
Якщо пряма в просторі задана як лінія перетину двох площин  
,
,
1 1 1 1
2 2 2 2
A x B y C z D 0
A x B y C z D 0
+ + + =

+ + + =
            (3.2.15) 
то очевидно, що напрямний вектор ar  лінії перетину цих площин буде 
одночасно перпендикулярний до векторів ( ), ,1 1 1 1n A B C=r  й ( ), ,2 2 2 2n A B C=r , а, 
 • A 
A 
l2 
l1 
Рис. 3.14 
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отже, він буде колінеарний  їхньому векторному добутку: 
1 1 1 1 1 1
1 1 1
2 2 2 2 2 2
2 2 2
i j k
B C A C A B
a A B C i j k
B C A C A B
A B C
= = − +
rr r
rr rr
. 
Для визначення якої-небудь точки ( ), ,0 0 0 0M x y z , що належить прямій потрібно 
розв’язати систему рівнянь (3.2.15), фіксуючи значення однієї зі змінних. 
Тоді канонічні рівняння прямої запишуться у вигляді 
0 0 0
1 1 1 1 1 1
2 2 2 2 2 2
x x y y z z
B C A C A B
B C A C A B
− − −
= = . 
Взаємне розташування двох прямих у просторі 
Взаємне розташування двох прямих у просторі визначається взаємним 
розташуванням їхніх напрямних векторів. Нехай дані дві прямі: 
1 1 1
1 1 1
x x y y z z
m n p
− − −
= = , 
2 2 2
2 2 2
x x y y z z
m n p
− − −
= = , тоді кут між ними знаходиться  за 
формулою 
1 2
1 2
a a
cos
a a
ϕ ⋅= ⇒
⋅
uur uur
uur uur 1 2 1 2 1 2
2 2 2 2 2 2
1 1 1 2 2 2
m m n n p p
cos
m n p m n p
ϕ ⋅ + +=
+ + ⋅ + +
 
Умова паралельності: 1 1 1
2 2 2
m n p
m n p
= = . 
Умова перпендикулярності: 1 2 1 2 1 2m m n n p p 0+ + = . 
Умова перетину прямих у просторі 
2 1 2 1 2 1
1 1 1
2 2 2
x x y y z z
m n p 0
m n p
− − −
= , 
це умова компланарності напрямних векторів прямих і вектора 1 2M M
uuuuuur
, де 
М1( , ,1 1 1x y z  ) і М2( , ,2 2 2x y z  ) – точки, що належать першій і другій прямій 
відповідно. 
Кут між прямою 1 1 1x x y y z z
m n p
− − −
= =  й площиною Аx+By+Cz+D=0 
дорівнює гострому куту між прямою і її проекцією на площину й 
знаходиться за  формулою: 
sin
2 2 2 2 2 2
Am Bn Cp
A B C m n p
ϕ + +=
+ + + +
. 
Умови належності прямої площині. 
,
,0 0 0
mA nB pC 0
Ax By Cz D 0
+ + =

+ + + =
 
де перша умова виражає перпендикулярність векторів (m, n, p) і  (A, B, C), а 
друга –належність площині т. ( ), ,0 0 0 0M x y z  прямої. 
Приклад 5. Дані координати вершин піраміди А1(2;-1;1), А2(5;5;4), А3(3;2;-1), 
А4(4;1;3). Знайти: 
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1) Довжину ребра 1 2A A : 
1 2A A
uuuur
=(5-2; 5-(-1); 4-1)=(3; 6; 3); 
Довжина ребра 21AA  дорівнює 2 2 21 2A A 3 6 3 54= + + = . 
2) Кут між ребрами 21AA  й 43AA : 
43AA =(1; -1; 4) 
1 2 3 4
2 2 2
1 2 3 4
3 1 6( 1) 3 4 9
cos .
9 2 354 1 1 4
A A A A
A A A A
α
⋅ ⋅ + − + ⋅
= = =
⋅+ +
; arccos .1
2 3
α =  
3)  Проекцію вектора 31AA  на  напрям  вектора  41AA : 
Пр 3141
AAAA = ; ( ; ; )1 3 1 4 1 3
1 4
A A A A A A 1 3 2
A A
⋅
= −  ; 1 4A A =(2;2;2) 
2 2 2
1 4A A 2 2 2 12 2 3= + + = = ; 
⋅ + ⋅ − ⋅
= =
1 4 1 3A A
1 2 3 2 2 2 2
пр A A
2 3 3
 
4) Площа грані 1 2 3A A A :  
,
1 2 3A A A 1 2 1 3
1S A A A A
2
 =  
uuuur uuuur
, ,1 2 1 3
i j k
A A A A 3 6 3 21i 9 j 3k
1 3 2
  = = − + + 
−
r r r
uuuur uuuur r r r
; 
1 2 3
2 2 2
A A A
1 1S 21 9 3 531
2 2
= + + =  (кв. од.). 
5) Об'єм піраміди: 
( )
( )
1 2 1 3 1 4
1 2 1 3 1 4
1
, , ,
6
3 6 3 3 0 0
, , 1 3 2 1 1 3 18
2 2 2 2 2 0
V A A A A A A
A A A A A A
=
= − = − = −
−
 
18 3
6
V = =  (куб. од). 
6) Рівняння прямої 21AA : 
2 1 1
3 6 3
x y z− + −
= =  або 2 1 1
1 2 1
x y z− + −
= = . 
7) Рівняння площини 321 AAA : 
2 1 1
3 6 3 0
1 3 2
x y z− + −
=
−
 або -21(х-2) +9(y+1) +3(z-1)=0, 
-7(x-2)+3(y+1) +z-1=0,  -7x +3y +z +16=0. 
8) Рівняння висоти, опущеної з вершини A4 на грань 1 2 3A A A : 
Нормальний вектор площини 1 2 3A A A :  ( )7;3;1n = −r , тоді рівняння шуканої 
висоти мають вигляд  4 1 3
7 3 1
x y z− − −
= =
−
 
9)  Кут між ребром 1 4A A  і гранню 1 2 3A A A . 
Маємо 1 4A A
uuuur
=(2;2;2), ( ); ;n 7 3 1= −r , тоді 
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( )
sin
2 2 2 2 2 2
2 7 2 3 2 1 6 3
592 3 592 2 2 7 3 1
ϕ
⋅ − + ⋅ + ⋅
= = =
+ + + +
; arcsin .3
59
ϕ =
 
 
Рівняння пучка площин 
Теорема. Будь-яка площина, що проходить через лінію перетину 
площин (α1) і (α2), де: 
(α1):  A1x+B1y+C1 z+D1=0, 
(α2):  A2x+B2y+C2 z+D2=0, визначається рівнянням: 
A1x+B1y+C1 z+D1+λ(A2x+B2y+C2 z+D2)=0. 
Приклад 6.  Скласти рівняння площини, що проходить через пряму (l1), 
що є лінією перетину площин паралельно прямій  (l2). 
 (l1): 3 5 0,2 2 0.
x y z
x y z
− + − =

+ − + =
      (l2):   1 2 11 2 2
x y z− + −
= =
−
. 
Розв’язання. Рівняння пучка площин, що проходять через пряму  (l1), 
має вигляд  
3x-y+z-5+λ(x+2y-z+2)=0 або  (3+λ)x+ (2λ-1)y+(1-?)z-5+2?=0; 
Із цього пучка вибираємо площину, паралельну прямій (l2). 
З умови паралельності площини й прямої одержимо: 
(3+λ)(-1)+(2λ-1) 2+(1-λ)2=0, звідки λ=3.  
Підставляючи це значення λ у рівняння пучка площин, одержимо: 
6x+5y-2z+1=0 – рівняння шуканої площини. 
 
3.3. Лінії другого порядку 
 
3.3.1. Класифікація ліній другого порядку 
 
Лінією (кривою) другого порядку на площині називається множина 
точок, координати яких у деякій системі декартових координат 
задовольняють рівнянню 
 
                                
2 2Ax 2Bxy Cy 2Dx 2Ey F 0+ + + + + = ,                          (3.3.1)     
де 2 2 2A B C 0+ + ≠  . 
 
Класифікація кривих другого порядку: 
1. AC-B2>0 – крива еліптичного типу (еліпс, уявний еліпс); 
2. AC-B2<0 – крива гіперболічного типу (гіпербола, пара прямих, що 
перетинаються); 
3. AC-B2=0 – крива параболічного типу (парабола, пара паралельних 
прямих); 
Застосовуючи перетворення повороту системи координат, можна 
одержати рівняння, що не містить добутку xy. Методом виділення  повних 
квадратів і паралельним переносом системи координат можна привести 
рівняння кривої другого порядку до, так називаного, канонічному виду. 
Розглянемо найпростіші (канонічні) рівняння ліній другого порядку. 
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 3.3.2. Еліпс 
 
 Еліпсом називається геометричне 
місце точок, сума відстаней яких до двох 
даних точок, називаних фокусами, є величина 
постійна (звичайно позначувана 2а). 
Введемо декартову систему координат, так 
щоб вісь Ох проходила через фокуси F1 й F2, 
а вісь Oy ділила відрізок F1F2  навпіл (Рис. 
3.15),              
 
                  Рис. 3.15 
тоді:     
2 2
2 2
x y 1
a b
+ =                                                    (3.3.2)                                                  
 – канонічне рівняння еліпса,              
де    a й b півосі еліпса. Якщо a>b, то фокуси  розташовані на осі ОХ, як 
показано на даному малюнку.   
Має місце наступне співвідношення: 2 2 2c a b= −  , де 2с – відстань між 
фокусами.  
Якщо b>a, то фокуси розташовані на осі OY й 2 2 2c b a= − . 
Точки (a,0),(0,b),(-a,0),(0,-b) – вершини еліпса. 
Відношення половини відстані між фокусами  до більшої півосі еліпса, 
називається ексцентриситетом еліпса  c
a
ε =  (або c
b
ε = ). 
Ексцентриситет еліпса характеризує ступінь витягнутості еліпса, 
причому для еліпса 1ε < . Зокрема, для кола 0ε = , тобто a=b  і рівняння кола 
із центром на початку координат має вигляд:  
2 2
2 2 2
2 2
x y 1 x y a
a a
+ = ⇒ + = . 
Приклад 1.  Скласти рівняння еліпса, фокуси якого лежать на осі абсцис 
симетрично відносно початку координат, якщо його більша вісь дорівнює 20, 
а ексцентриситет 3/5. 
 Розв’язання. За умовою 2a=20,  ε=3/5. Тоді a=10, а відповідно до 
формули 310 6
5
c
c a
a
ε ε= ⇒ = ⋅ = ⋅ = . Зі співвідношення b2=a2-c2  знаходимо 
b2=100-36=64.  
Підставляючи a2=100, b2=64 у рівняння еліпса 
2 2
2 2 1,
x y
a b
+ =  одержимо 
2 2
1
100 64
x y
+ = – шукане рівняння еліпса. 
 
3.3.3. Гіпербола 
 
Гіперболою називається геометричне місце точок, абсолютна величина 
різниці відстаней яких до двох даних точок, називаних фокусами, є величина 
постійна (звичайно позначувана 2а).  
-b
b
-a aF c1(- ;0) F c2(- ;0)
M x y( , )
y
x
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Якщо декартову систему координат розташуємо так само, як у випадку 
еліпса, то одержимо канонічне рівняння 
гіперболи  
2 2
2 2
x y 1
a b
− = (рис. 3.16).  
Гіпербола, у якої фокуси   розташовані 
на осі ОУ, називається спряженою і її 
рівняння:   
2 2
2 2
x y 1
a b
− = − .       Числа a й b є 
величини дійсної й уявної півосей 
гіперболи. Вони зв'язані між собою 
рівністю:  c2=a2+b2 
 Рис. 3.16   
                
 
Точки (а,0) і  (-а,0)     називаються вершинами гіперболи. 
Відношення половини фокусної відстані до довжини дійсної півосі 
називається ексцентриситетом гіперболи c
a
ε =  ( c
b
ε =  – для спряженої 
гіперболи). Очевидно, що для гіперболи 1ε > . 
Прямі by x
a
= ±  називаються асимптотами гіперболи. Якщо a=b, то 
гіпербола називається  рівнобічною. 
Приклад 2. Скласти рівняння гіперболи, фокуси якої розташовані на осі 
ординат симетрично відносно початку координат, якщо відстань між 
фокусами 2с=10, а ексцетриситет 5
3
ε = . 
Розв’язання. За умовою задачі фокуси розташовані на осі ординат, тому 
напишемо  канонічне рівняння спряженої гіперболи у вигляді: 
2 2
2 2
y x 1
b a
− = . 
Параметри a й b знаходимо із системи: 
,
.
2 2 2a b c
c
b
ε
 + =


=

 
Підставляючи с=5 й 5
3
ε = , одержимо:  
,
.
2 2a b 25
5 5
b 3
 + =


=

 Із другого рівняння системи знаходимо b=3,  
                 тоді a2=25-9=16; 
Отже, рівняння гіперболи:  
2 2
2 2
y x 1
3 4
− = . 
 
3.3.4. Парабола 
 
 Параболою називається геометричне місце точок, рівновіддалених від 
даної точки, називаної фокусом, і даною прямою, називаною директрисою. 
y
x0
F c1(- ;0) F c2(- ;0)
M x y( ; )
b
-a a
-b
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       Виберемо систему координат так, як 
зображено на рисунку 3.17. Тоді канонічне 
рівняння параболи запишеться як pxy 22 = , 
де р – параметр параболи, чисельно рівний 
відстані від фокуса до директриси. 
      Канонічне рівняння параболи, фокус якої 
знаходиться на осі OY  має вигляд: 2x 2 py= . 
Рис. 3.17 
 
p
x
2
= −  ( py
2
= −  ) – рівняння директриси. 
Відзначимо, що поняття директриси визначене також для еліпса й 
гіперболи, тільки ці криві мають по дві директриси, рівняння яких: ax
ε
= ±  
( ay
ε
= ±  ). Це прямі, перпендикулярні фокальній осі й розташовані поза 
вершинами у випадку еліпса ( )1 x aε < ⇒ > й між вершинами у випадку 
гіперболи ( )1 x aε > ⇒ < . При цьому праву директрису вважають відповідною 
правому фокусу кривої, а ліву - лівому фокусу. 
 
3.3.5. Фокально-директоріальна властивість  
 
Має місце так називана фокально-директоріальна властивість кривих 
другого порядку: відношення відстані будь-якої точки ( ),M x y  кривої до 
фокуса (r) до відстані тієї ж точки до відповідної  цьому фокусу 
директриси ( Md  ) є величина стала, рівна ексцентриситету: M
M
r
d
ε= .  
Ексцентриситет параболи, як випливає з її означення, дорівнює 1.  
 
3.3.6. Рівняння еліпса, гіперболи, параболи, паралельно зміщених 
щодо осей координат 
 
 
( ) ( )2 20 0
2 2
x x y y 1
a b
− −
+ = – еліпс,     ( ) ( )
2 2
0 0
2 2
x x y y 1
a b
− −
− =  – гіпербола,  
( ) ( )2 20 0
2 2
y y x x 1
b a
− −
− =  – спряжена гіпербола, ( ) ( )20 0y y 2 p x x− = −  або 
( ) ( )20 0x x 2 p y y− = − – парабола.  
У всіх випадках паралельним переносом осей координат: 
;0 0X x x Y y y= − = −  рівняння приводяться до канонічного виду. 
 Приклад 2. Привести рівняння до канонічного виду й побудувати криву. 
2 24x 9 y 40x 36 y 100 0+ − + + =  
Розв’язання. Згрупуємо доданки й виділимо повні квадрати 
( ) ( ) ( ) ( ), ,2 2 2 24x 40x 9 y 36 y 100 0 4 x 10x 9 y 4 y 100 0− + + + = − + + + =  
                     y 
                          M 
 
 
          -p/2         0      F(p/2;0)               x 
 
           l 
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( ) ( ) ( ) ( ), ,2 22 24 x 10x 25 100 9 y 4y 4 36 100 0 4 x 5 9 y 2 36− + − + + + − + = − + + =  
( ) ( )
.
2 2
x 5 y 2
1
9 4
− +
+ =
 
 Виконуючи перетворення 
паралельного переносу осей з новим 
початком координат ( );1O 5 2− : х-5=Х, 
y+2=В, одержимо рівняння виду 
2 2X Y 1
9 4
+ = . Це рівняння еліпса з 
півосями a=3, b=2. Будуємо криву в 
системі координат 1XO Y .  
 
Рис. 3.18 
 
    3.4. Поверхні другого порядку 
 
Поверхнею другого порядку називається множина точок простору, що 
у декартовой системі координат задається рівнянням 
Ax2+By2+Cz2+Dxy+Eyz+Fxz+Kx+Ly+Mz+N=0, причому хоча б один з 
коефіцієнтів A, B, C, D, E, F відмінний від нуля. 
Невироджені поверхні 2-го порядку: циліндри, конуси, еліпсоїди, 
гіперболоїди, параболоїди. 
Вироджені поверхні 2-го порядку: порожня множина, точка, площина, 
пара паралельних площин або площин, що перетинаються. Такі поверхні 
нижче не розглядаються. 
Далі приводяться канонічні рівняння й малюнки невироджених 
поверхонь другого порядку в деякій фіксованій декартовій системі 
координат. 
Циліндричні поверхні 
Нехай на площині  XOY лежить деяка крива L, що має рівняння   F(x,y)=0       
(3.4.1) 
 Проведемо через точку  N(x,y,0) пряму, 
паралельну осі OZ. Множина цих прямих утворить 
поверхню S (Рис.3.19), що називається циліндричною 
поверхнею. Лінія  L називається напрямною, а прямі, 
що утворять циліндричну поверхню, рухаючись по 
напрямній L, називаються утворюючими. 
На рисунку зображена циліндрична поверхня з 
твірними,  паралельними осі OZ і  напрямною L у 
площині XOY.   
Візьмемо на поверхні S довільну точку  M(x,y,z). Ця 
точка лежить на якій-небудь твірній. Якщо N – точка 
перетину цієї твірної із площиною XOY, то точка N належить кривій L. Звідси 
витікає, що координати точки M задовольняють рівнянню (3.4. 1) і рівняння 
X 
Z 
Y 
S 
F(x,y)=0
 ▪M 
 ▪N 
Рис. 3.19 
x 
y 
X 
Y 
0 
O1 
5 
-2 
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поверхні S збігається з рівнянням напрямної:  S: F(x,y)=0. 
     Зокрема, якщо напрямною    є еліпс 
2 2
2 2 1
x y
a b
+ = , то 
циліндрична поверхня називається еліптичним циліндром.                                                                         
Прямий еліптичний циліндр 
2 2
2 2 1
x y
a b
+ =  (Рис. 3.20). Зокрема,  
при a=b одержимо рівняння прямого кругового циліндра:  
x
2+y2=a2. 
    Якщо напрямною є парабола, то маємо параболічний 
циліндр  y2=2px (x2=2py)(рис 3.21).  
Якщо напрямна лінія – гіпербола, то циліндрична 
поверхня – гіперболічний циліндр  
2 2
2 2 1
x y
a b
− =  (Рис. 3.22). 
                                        
         Рис. 3.21                                                   Рис. 3.22 
 
Далі приведемо малюнки поверхонь другого порядку і їхнього рівняння в 
декартовій системі координат без аналітичного обґрунтування. Однак, 
розглядаючи перетин даних поверхонь координатними площинами й 
площинами паралельними координатним площинам, можна переконатися у 
відповідності геометричного зображення поверхонь й їхніх рівнянь. 
Еліптичний конус: 
2 2 2
2 2 2
x y z
a b c
+ =  (Рис.3.23).      
      Зокрема, при a=b одержимо рівняння прямого     
кругового конуса. 
Рівняння тривісного еліпсоїда: 
2 2 2
2 2 2 1
x y z
a b c
+ + =  (Рис. 3.24). 
При a=b=c одержимо сферу:  x2+y2+z2=a2 (Рис. 3.25). 
 
 
Рис. 3.23                        
                    
 
          Рис. 3.24                                         Рис. 3.25 
Z 
Y 
X 
0 
Рис. 3.20 
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Еліптичний параболоїд:   
2 2
2 2 2 ;
x y
z
a b
+ =                    
         (Рис. 3.26) 
        Параболоїд обертання (a=b):  
2 2
2 2 2 .
x y
z
a a
+ =   
           
           Однопорожнинний гіперболоїд: 
2 2 2
2 2 2 1
x y z
a b c
+ − =  (Рис. 3.27). 
Двопорожнинний гіперболоїд:  
2 2 2
2 2 2 1
x y z
a b c
+ − = −  
(Рис. 3.28). 
                           
       Рис. 3.27                                               Рис. 3.28 
 
Гіперболічний параболоїд:  
2 2
2 2 2 ;
x y
z
a b
− =  (Рис. 3.29(а), 3.29(б)). 
                           
 
            Рис. 3.29(а)                                                      Рис.  3.29(б) 
 
 
Контрольні завдання до розділу 3 
 
Завдання 1. Задано координати вершин трикутника АВС. Способами 
аналітичної геометрії : 
1) скласти рівняння сторони AB; 2) скласти рівняння висоти, проведеної з 
вершини C;   3) обчислити довжину висоти, проведеної з вершини B;             
Рис. 3.26 
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4) скласти рівняння прямої, що проходить через центр ваги трикутника 
паралельно стороні AC; 5) знайти площу трикутника; 6) знайти внутрішній 
кут трикутника при вершині A. 
 
Номер 
варіанта 
A B C Номер 
варіанта 
A B C 
 3.1.1  (-6;-3)  (-4;3)  (9;2)  3.1.16  (2;-1)  (8;7)  (-10;4) 
 3.1.2  (-3;1)  (-1;7)  (12;6)  3.1.17  (5;-3)  (1;0)  (7;2) 
 3.1.3  (-1;3)  (1;9)  (4;7)  3.1.18  (4;-6)  (2;2)  (-2;-1) 
 3.1.4  (0;0)  (2;6)  (7;2)  3.1.19  (3;4)  (-1;7)  (-4;0) 
 3.1.5  (-2;-6)  (0;0)  (3;-2)  3.1.20  (1;-2)  (7;6)  (0;2) 
 3.1.6  (-2;-5)  (6;2)  (0;0)  3.1.21  (2;-1)  (-2;-3)  (-6;4) 
 3.1.7  (-2;0)  (-4;-7)  (5;5)  3.1.22  (5;-8)  (3;-2)  (-3;-6) 
 3.1.8  (1;2)  (3;8)  (-4;-1)  3.1.23  (8;-2)  (-6;-5)  (0;4) 
 3.1.9  (4;4)  (1;-3)  (9;0)  3.1.24  (7;5)  (3;2)  (4;0) 
 3.1.10  (5;6)  (7;2)  (-6;0)  3.1.25  (3;-7)  (6;0)  (1;1) 
 3.1.11  (-6;-4)  (-1;2)  (6;1)  3.1.26  (5;3)  (-1;-2)  (-3;7) 
 3.1.12  (2;0)  (7;2)  (0;5)  3.1.27  (3;1)  (-2;8)  (-5;3) 
 3.1.13  (-2;-6)  (-6;-3)  (10;-1)  3.1.28  (9;2)  (-5;7)  (0;-3) 
 3.1.14  (8;2)  (-2;1)  (-4;7)  3.1.29  (-3;3)  (3;1)  (-1;4) 
 3.1.15  (2;-4)  (-2;-1)  (4;1)  3.1.30  (7;9)  (-2;0)  (-3;2) 
 
 Завдання 2. Привести рівняння лінії до канонічного вигляду, 
побудувати цю лінію і знайти в залежності від отриманого результату: 
а) координати центру кола і його радіус; б) координати фокусів, довжини 
осей і ексцентриситет еліпса; в) координати фокусів, довжини осей, 
ексцентриситет гіперболи і записати рівняння її асимптот; г) координати 
вершини і фокуса параболи, параметр, а також записати рівняння її 
директриси. 
 
Номер 
варіанта Рівняння 
Номер 
варіанта Рівняння 
3.2.1 02381849 22 =−−−+ yxyx  3.2.16 064622 =++−− yxyx  
3.2.2 013653 2 =+++ yxy  3.2.17 0122 =−++ yxx  
3.2.3 0342 =++ yxx  3.2.18 01622 =++− xyx  
3.2.4 0542 2 =+− xyy  3.2.19 01623 2 =++− xyx  
3.2.5 0524 22 =−−− yyx  3.2.20 063 2 =++ xyx  
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Номер 
варіанта Рівняння 
Номер 
варіанта Рівняння 
3.2.6 082 2 =−− yxx  3.2.21 0233 2 =++ xyy  
3.2.7 06y4y2x
22
=−++
084 2 =+− xyy  
3.2.22 02233 2 =+++ xyy  
3.2.8 02422 =++− yxy  3.2.23 011284 22 =−−++ yxyx  
3.2.9 022 =++ xxy  3.2.24 01262 =+−+ yxx  
3.2.10 02824164 22 =−++ xyx  3.2.25 01052 2 =+− xxy  
3.2.11 01824 2 =+++ yxy  3.2.26 0262 =++ yxx  
3.2.12 01216123 2 =−++ yxx  3.2.27 0105 2 =++ xyy  
3.2.13 0122 =+−+− yxyx  3.2.28 084 2 =−+ yxx  
3.2.14 0116123 2 =+−− yxy  3.2.29 528 2 −−= xxy  
3.2.15 032510 2 =+−− yxx  3.2.30 0111664 22 =−++− yxyx  
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РОЗДІЛ 4 
ГРАНИЦЯ Й НЕПЕРЕРВНІСТЬ ФУНКЦІЇ ОДНІЄЇ ЗМІННОЇ 
 
 
4.1. Основні означення й поняття математичного аналізу 
 
4.1.1. Елементи теорії множин 
 
Поняття множини в математиці є первинним. Під множиною 
розуміють сукупність об'єктів, об'єднаних деякою спільною ознакою. 
Множини позначають заголовними буквами: А, В, C, X, Y,… 
Загальноприйняті позначення деяких множин:  
Множина натуральних чисел позначається  – N; 
Множина цілих чисел позначається  – Z; 
Множина раціональних чисел позначається  – Q; 
Множина дійсних чисел позначається – R. 
Елементи множин – малими буквами: a, b, c, x, y,…... 
Для позначення належності елемента а множині А вживається 
символічний запис Aa ∈ . Якщо а не належить множині А, то пишуть Aa ∉ . 
Множини А и В рівні, якщо вони складаються з тих самих елементів. 
Запис A={a, b, c} означає, що множина А складається з елементів a, b, c. 
Якщо множина складається з елементів, що мають певну властивість, 
наприклад, множина дійсних чисел х, що задовольняють нерівностям a≤x≤b, 
то означення цієї множини записують у такий спосіб: [a, b]={x:a≤x≤b}. 
Множина, що не містить елементів (порожня множина), позначається 
символом Ø. 
Якщо кожен елемент множини А належить множині В, то говорять, що 
множина А є підмножиною В и позначають BA ⊆ . 
Для стислості запису основних понять використовуються квантори: 
1. ∈ – символ належності. 
2. x∀ , що означає “ для всіх х”, “для кожного х”, “для будь-якого х” або 
“яке б не було х”. 
3. 
x
∃  або x∃  означає “існує таке х, що ” або “можна знайти таке х, що” або 
“принаймні для одного х ”. 
4. !x∃  означає “існує  єдиний х ”. 
Дії над множинами: 
1. Сума. Множина, елементи якої належать хоча б одній із множин А або 
В, називається їхнім об'єднанням (сумою): BAC ∪= . 
2. Різниця. Різницею множин А и В називається множина С, що 
складається з елементів А, що не належать В: . 
3. Добуток. Множина, елементи якої належать А і В одночасно, 
називається їх перетином: BAC ∩= . 
Множина, елементами якої є дійсні числа, називається числовою. 
Розрізняють наступні числові множини: відрізок, сегмент або замкнутий 
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проміжок :[ ] { }, ;a b x R a x b= ∈ ≤ ≤  відкритий проміжок або інтервал: 
( ) { },a b x R a x b= ∈ < < ; півінтервали [ ) { },a b x R a x b= ∈ ≤ <  або 
( ] { },a b x R a x b= ∈ < ≤ ; нескінченні інтервали й півінтервали ( ), ;a +∞  ( ), ;a−∞  
( ), ;−∞ +∞  [ ), ;a +∞  ( ], .a−∞  
Будь-який інтервал ( ),α β , що містить точку х, тобто xα β< < , 
називається околом точки х.  Нехай ε – яке-небудь додатне число, тоді ε-
околом точки х називається інтервал ( ),x xε ε− + . В ε-околі кінці симетричні 
відносно х, чого може й не бути у випадку довільного околу. Точка х 
називається внутрішньою точкою множини, якщо вона належить йому разом 
з деяким своїм околом. Точка х, що належить або не належить множині, 
називається граничною точкою множини, якщо будь-який окіл містить як 
точки, що належать множині, так і точки йому не належать. 
Числова множина А називається обмеженою зверху (знизу), якщо існує 
таке дійсне число М (m ), що Ax ∈∀  виконується нерівність ( )mxMx ≥≤  .  
Числова множина А називається обмеженою, якщо вона обмежена 
зверху й знизу, тобто якщо  існує таке додатне число М, що Ax ∈∀  
справедливо ≤x М . 
 
4.1.2. Модуль дійсного числа 
 
Модуль дійсного числа визначається  таким чином 
, якщо  0,
, якщо  <0.
x x
x
x x
≥
= 
−
  
З означення випливає, що |x|≥0, |x|≥x  і  |-x|=|x|  x R∀ ∈ .  
Наприклад, |-5|=5,  |5|=5. 
Основні властивості модуля:  
1) ;x xα α=  де α =соnst, 
2) якщо ,x a≤  a 0> , та нерівність рівносильна двом нерівностям a x a− ≤ ≤ , 
3) якщо x a ε− < , тобто ( ),x a aε ε∈ − +  ( x ε∈  - околу точки а), то змінна  х 
задовольняє нерівностям a x aε ε− + < < + , 
4) x y x y+ ≤ + , 
5) x y x y− ≥ − , 
6) x y x y⋅ = ⋅ , 
7) / /x y x y= . 
 
4.1.3. Поняття функції 
 
Якщо кожному значенню змінної х, що належить деякій області її зміни 
Х ( x X∈  ), за деяким правилом або законом поставлено у відповідність одне 
певне значення Yy ∈ , то говорять, що на множині Х задана функція ( )y f x= . 
Множина Х називається областю визначення функції; множина Y - областю 
значень функції. При цьому х називається незалежною змінною або 
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аргументом, y – функцією. 
Якщо кожному значенню змінної x X∈  відповідає не одне, а кілька 
значень Yy ∈  (і навіть нескінченна множина їх), то функція називається 
багатозначною, на відміну від однозначної функції, визначеної вище.  
Функція ( )y f x=  називається обмеженою зверху (знизу), або просто 
обмеженою, якщо відповідною властивістю володіє її множина значень. 
Основні властивості функцій. 
 Парність. Функція ( )xfy =  називається:  парною, якщо ( ) ( )xfxf ≡−  
(рис. 4.1); — непарною, якщо ( ) ( )xfxf −≡−  (рис 4.2); інакше функція 
називається функцією загального вигляду. 
                                         
          Рис. 4.1         Рис. 4.2 
 
 Періодичність. Функція ( )xfy =  називається періодичною, якщо 0T∃ >  
таке, що ( ) ( ) ,f x T f x x X+ ≡ ∀ ∈ . Найменше число Т, що має зазначену 
властивість, називається періодом. 
Монотонність. Функція ( )y f x=  називається на множині Х монотонно 
зростаючою (монотонно спадаючою), якщо 1 2,x x X∀ ∈ , що задовольняють 
умові 2 1x x> , справедлива нерівність ( ) ( )2 1 ;f x f x>  ( ( ) ( )2 1f x f x<  ) (рис. 4.3 й 
4.4),  незростаючою (неспадаючою),  якщо при 2 1x x> , ( ) ( )2 1f x f x≤ , 
( ( ) ( )2 1f x f x≥  ). 
               
   
                  Рис. 4.3                                Рис. 4.4 
 
 Якщо y є функцією від u, ( )y F u= , а u у свою чергу залежить від змінної 
х , ( )u xϕ= , то функція ( )y F xϕ =    називається складною функцією або 
суперпозицією. 
Елементарною функцією називається функція, отримана з основних 
елементарних функцій за допомогою суперпозиції цих функцій і скінченного 
числа арифметичних операцій.  
 До класу елементарних належать також гіперболічні функції: 
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Гіперболічний синус 
2
x xe e
sh x
−
−
= ; (Рис. 4.5) 
Гіперболічний косинус 
2
x xe e
ch x
−+
= ; (Рис. 4.6) 
Гіперболічний тангенс 
x x
x x
sh x e e
th x
ch x e e
−
−
−
= =
+
; 
Гіперболічний котангенс 
x x
x x
ch x e e
cth x
sh x e e
−
−
+
= =
−
. 
 Гіперболічні функції зв'язані співвідношеннями, аналогічними 
тригонометричним: 2 2 1; 1.ch x sh x th x cth x− = ⋅ =
 
 
 
  
       
 
                                     Рис. 4.5                                                      Рис. 4.6 
 
 
 
4.2. Границя числової послідовності 
 
Одним з основних понять математичного аналізу є поняття границі.  
Почнемо вивчення з найпростішої  операції граничного переходу, 
заснованої на понятті границі числової послідовності. 
Означення. Нехай  кожному числу n натурального ряду чисел 1, 2…,n, … 
ставиться у відповідність  за певним законом деяке дійсне число nx , тоді 
множина занумерованих дійсних чисел 1 2, , ,nx x x… … називається числовою 
послідовністю або просто послідовністю. Скорочено послідовність 
позначається символом { }nx  або (xn). Наприклад, символ 1
n
 
 
 
 позначає 
послідовність 1 1 11, , , , ,
2 3 n
… …, а символ { (-1)n 2n} позначає послідовність: -2, 4, 
-8, 16, … . 
 Числова послідовність { }nx  називається обмеженою зверху (знизу), 
якщо існує таке дійсне число М (m ), що n∀  виконується 
нерівність ( )n nx M x m≤ ≥  . 
Числова послідовність { }nx  називається обмеженою, якщо вона 
y 
0 
x 
y=shx 
x 
y 
1
c0
y=chx 
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обмежена зверху й знизу, тобто якщо n∀  справедливо nm x M≤ ≤ , або якщо 
існує таке додатне число N, що n∀  справедливо nx N≤ . 
 Означення. Число α називається границею числової послідовності { }nx , 
якщо для кожного наперед заданого додатного числа ε  можна вказати такий 
номер ( )N ε , що всі значення nx , Nn >∀ , будуть задовольняти нерівності 
nx a ε− < . 
Якщо число α є границя числової послідовності { }nx , то говорять, що nx  
наближається до границі a і пишуть axn →  або lim nn x a→∞ = , або lim nx a= . 
Нехай кожному значенню змінної nx  поставлена у відповідність точка 
на числовій осі. Нерівність nx a ε− <  запишемо як подвійну нерівність 
nx aε ε− < − <  або na x aε ε− < < + . Нерівності nx a ε− <  задовольняє множина 
точок, що належать інтервалу ( ),a aε ε− + , який називається ε
 –
 околом  
точки  a. 
Тоді геометрична інтерпретація границі може бути такою. 
Число a є границя змінної nx , якщо для кожного наперед заданого як 
завгодно малого додатного числа ε  всі значення змінної nx , починаючи з 
деякого номера N, будуть знаходитись в ε - околі точки a. Поза цим 
інтервалом може знаходитись тільки скінченне число елементів 
послідовності. 
Числова послідовність, що має скінченну границю, називається збіжною, 
а не має скінченної границі - розбіжною. 
Кажуть, що числова послідовність { }nx  наближається до нескінченної 
границі, якщо для кожного як завгодно великого додатного числа M, можна 
знайти таке N , що n N∀ > , має місце нерівність nx M>  і пишуть: 
∞=
∞→
n
n
xlim . У цьому випадку послідовність називається нескінченно 
великою. 
 
4.3. Границя функції 
 
Нехай функція ( )f х визначена в деякому околі точки х = а,  крім, може 
бути, самої точки а. 
Число А називається границею функції y = ( )f х  при х → а, якщо для 
будь-якого як завгодно малого додатного ε знайдеться таке δ > 0, що для 
всіх х (крім,  може, точки а), що задовольняють нерівності |x – a| < δ, 
виконується нерівність | ( )f х  – A| < ε і записують ( )lim
x a
f х A
→
= . 
Це означення називається означенням границі функції в точці мовою «ε - δ». 
 
4.3.1. Геометричне означення границі функції в точці 
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Який би не був ε – окіл числа А існує такий δ – окіл числа а, що ∀ 
( ) ,x a aδ δ∈ − +  значення y∈ (А - ε, А + ε). 
Означення границі узагальнюється на випадок, коли х → ±∞ оскільки у 
означенні а й А згадуються у зв'язку з їхніми околами. 
Під «околом + ∞» розуміють множину всіх дійсних чисел, що 
перевищують будь-яке число М. Під «околом –∞» розуміють множину всіх 
дійсних чисел не більших за будь-яке задане число m. 
 
 
                         Рис. 4.7. 
 
Означення. Функція ( )y f x=  має при х → + ∞ границю А, якщо ∀ ε> 0 
R∃Μ ∈ , що | ( )f x  – A| < ε ∀ х >M. 
У цьому випадку число А називають границею функції на ∞ і 
позначають ( )lim
x
f x A
→+∞
= . 
 Аналогічно визначається границя функції при х→ – ∞: ( )lim
x
f x A
→−∞
= . 
Означення. Функція f(х) має в точці а нескінченну границю, якщо для 
будь-якого як завгодно великого додатного числа 0,δΜ ∃ >  ∀х (х≠а), що 
задовольняє умові |x – a| < δ,  виконується нерівність ( )f x > Μ  і позначають 
( )lim
x a
f x
→
= ∞ . 
 
4.3.2. Однобічні границі функції 
 
Означення. Число А1 називають границею функції ліворуч або 
лівосторонньою границею в точці х = а, якщо ( ) 10limx a f x A→ − = . 
Число А2 — границею функції праворуч або правосторонньою границею 
в точці  х = а, якщо ( ) 20limx a f x A→ + =  
Запис х → а – 0 означає, що х прямує до а, залишаючись ліворуч а, а 
запис х → а + 0 означає, що при наближенні до а, х залишається праворуч а. 
З означення границі виходить, що якщо границя існує, то вона не 
залежить від способу наближення аргументу до своєї границі. 
Позначимо 
( ) ( )
( ) ( )
10
20
lim 0 ,
lim 0 ,
x a
x a
f x f а A
f x f а A
→ −
→ +
= − =
= + =
 
тоді, якщо границя в точці х = а існує, то f (а – 0) = f (а + 0) = А, тобто 
( )lim .
x a
f x A
→
=
 
Значення f (а – 0) і f (а + 0) називають однобічними границями. 
Отже, для того щоб функція мала границю в точці необхідно й 
достатньо, щоб у цій точці функція мала однобічні границі й щоб вони були 
▪ ▪ ▪ 
m 0 M 
окіл (+ ∞) окіл( -∞) 
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рівні між собою. 
 
4.3.3. Нескінченно малі і їхні основні властивості 
 
Числова послідовність { }nα  називається нескінченно малою, якщо lim 0nα = . 
Нескінченно малі послідовності (як окремий випадок функцій) і нескінченно 
малі функції об'єднаємо під загальною назвою: нескінченно малі величини. 
Властивості нескінченно малих величин: 
1. Сума скінченного числа нескінченно малих величин - величина нескінченно 
мала. 
2. Добуток скінченного числа нескінченно малих величин є величина 
нескінченно мала. 
3. Добуток величини обмеженої й величини нескінченно малої є величина  
нескінченно мала. 
Наслідок 1. Добуток постійної величини на величину нескінченно малу є 
величина нескінченно мала. 
Наслідок 2. Добуток скінченного числа нескінченно малих величин є величина 
нескінченно мала. 
 
4.3.4. Порівняння нескінченно малих величин 
 
При порівнянні нескінченно малих величин розглядають границю їхнього 
відношення.  
Нехай:  lim αn = 0, lim βn = 0. 
1. Якщо lim 0,n
n
α
β =  то αп – нескінченно мала величина більш високого порядку, 
ніж βn, тобто αn наближається до 0 швидше, ніж βn і позначається αn = 0 
(βn). 
2. Якщо lim ,n
n
α
β = ∞  то βn, – нескінченно мала величина більш  високого 
порядку, ніж αn, тобто αn наближається до 0 повільніше, ніж βn і 
позначається βn = 0 (αп). 
3. Якщо ( )lim 0, ,n
n
А
α
β = ≠ ≠ ∞  то αп й βn називаються нескінченно малими 
величинами одного порядку: αп = Аβn. 
4. Якщо lim 1,n
n
α
β =  то αп й βn називаються еквівалентними нескінченно 
малими: αп ~ βn. 
5. Якщо ( )lim 0, ,nk
n
А A Aαβ = ≠ ≠ ∞  то αп — нескінченно мала величина k-го 
порядку малості відносно βn, тобто αп ~ Аβn
к
. 
 
 
4.3.5. Арифметичні дії з границями 
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Нехай границі змінних величини хп й уп існують, тоді: 
1. lim (хп ± уп) = lim хп ± lim уп, тобто границя алгебраїчної суми дорівнює 
алгебраїчній сумі границь. 
2. lim (хп ⋅ уп) = lim хп ⋅ lim уп, тобто границя добутку дорівнює добутку 
границь. 
3. limlim ,
lim
n n
n n
x x
y у
=  якщо lim уn ≠ 0, тобто границя дорівнює частці границь. 
4. lim C = C, тобто границя сталої дорівнює цій сталій. 
 
4.3.6. Теореми про еквівалентні нескінченно малі величини 
 
Теорема 1. Для того щоб нескінченно малі величини α і β були 
еквівалентними необхідно й достатньо, щоб їхня різниця α – β була 
нескінченно малою величиною більш високого порядку, ніж вони самі. 
Теорема 2. Границя частки нескінченно малих не зміниться, якщо 
чисельник і знаменник замінити еквівалентними їм нескінченно малими 
величинами, тобто α = α1,  β = β1, то 1
1
lim lim .= ααβ β  
Дана властивість справедлива й для нескінченно великих величин. 
Теорема 3. Якщо в сумі α + β, де α і β – нескінченно малі величини 
різного порядку, відкинути нескінченно малу більш високого порядку, 
наприклад, β, то частина, що залишилася, буде еквівалентна всій сумі, тобто 
α + β ~ α. 
I важлива границя: 
0
sin 0lim 1
0x
x
x→
= =  
II важлива границя: 1lim 1 1
x
x
e
x
∞
→∞
 
+ = = 
 
 або ( )1
0
lim 1 1x
x
x e
∞
→
+ = = , де 2,718e ≈
 
 
Таблиця еквівалентних нескінченно малих 
 
Наслідки I-ї важливої границя: Наслідки II-ї важливої границя: 
0
0
0
0
2
0
1. sin ~
2. arcsin ~
3. ~
4. ~
5.1 cos ~
2
x
x
x
x
x
x x
x x
tgx x
arctgx x
x
x
→
→
→
→
→










−
 
 
( )
( )
( )
0
0
0
0
0
0
6. 1 ~
7. 1 ~ ln
8. ln 1 ~
9. log 1 ~
ln
10. 1 1 ~
10 . 1 1 ~
x
x
x
x
x
a
x
x
n
x
e x
a x a
x x
x
x
a
x x
x
a x
n
µ µ
→
→
→
→
→
→
 −


−

 +

 +


+ −

 + −
 
 
Користуючись таблицею еквівалентних нескінченно малих величин, 
можна одержати деякі додаткові співвідношення: 
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00
~ , ~
xx
shx x thx x
→→
 
Крім того, якщо α ~ β, то 1 1 ~ 1 1, 1 ~ 1n n e eα βα β+ − + − − −  
При обчисленні меж з нескінченно великим аргументом можна 
враховувати, що якщо х → ∞, то 
1
0 1 1 0~
n n n
n na x a x a x a a x
−
−
+ +… + +
 і отже, 
1
0 1 1 0~ .
n nn n
n n
a x a x a x a a x−
−
+ + … + +
 
Відзначимо ще наступне співвідношення еквівалентності: якщо існує 
границя (скінченна або нескінченна) ( )lim 1 ,βα+  де α – нескінченно мала, а β 
– нескінченно велика величина, і якщо α ~ α1,  β ~ β1, то існує й границя  
( ) 11lim 1 βα+  й при цьому зазначені границі рівні між собою, тобто 
( )lim 1 βα+ = ( ) 11lim 1 βα+ . 
Справедливість цієї рівності перевіряється логарифмуванням обох її 
частин й врахуванням того, що якщо α ~ α1, то ln(1 + α) ~ ln(1 + α1). 
 
4.3.7. Приклади 
 
Використовуючи теореми про границю добутку й частки, варто 
застосовувати наступне правило: якщо під знаком границі множник має 
скінченну границю, відмінну від нуля, то в цьому множнику доцільно 
зробити граничний перехід, заміняючи його граничним значенням. 
Застосування цього правила дозволяє спростити вираз під знаком границі. 
При обчисленні границь функцій використовується правило граничного 
переходу під знаком неперервної функції, що формулюється так: 
( ) 




=
→→
xlimfxflim
axax
. 
Всі елементарні функції неперервні у своїх областях визначення. 
При обчисленні границь, насамперед, необхідно аргумент функції 
замінити його граничним значенням і з'ясувати чи є невизначеність. 
Приклад 1. 
Знайти  
3
2
lim( 4)
x
A x x
→
= + +
. 
Границі виразів, що не містять невизначеностей, визначаються 
безпосередньо з застосуванням теорем про границі суми, добутку, частки. 
3
2 2
lim lim 4
x x
A x x
→ →
= + + =8+2+4=14. 
До невизначених виразів відносяться: 
0
0
, ,
∞
∞
 ∞* ,0  ∞ − ∞ ∞ ∞, , ,0 00 1 . 
Якщо в результаті підстановки граничного значення аргументу 
одержимо невизначений вираз, то необхідно виконати тотожні перетворення, 
в результаті яких усувається невизначеність, а потім обчислюється границя. 
Розглянемо деякі, що найбільш часто зустрічаються випадки розкриття 
невизначених виразів. 
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1. Розкриття дрібно-раціональних невизначеностей 
 
а) ( )( )lim ,x
Pn x
Qm x→∞  де Pn(x) і Qm(x) – многочлени степенів n і m, (n,mєN).  
При х → ∞ маємо Рп(х) = а0хп + а1хп – 1 + … + ап – 1х + ап ~ а0хп,  Qm(x) = b0xm + 
b1xm – 1 +…+bm–1x+bm~b0xm, 
тоді  ( )( )
0
0
0
0
, якщо ,
lim lim 0, якщо ,
, якщо .
n
mx x
a
п т
b
Pn x a x
п тQm x b x
п т
→∞ →∞

=

= = <

∞ >


 
Приклад 2. ( )
4 3 4
4 2 4
2 8 3 7 2 2
7 2 4 7 7lim limx x
х х х х
п т
х х х→∞ →∞
− + + ∞
= = = =
+ − ∞
 
Приклад 3. ( )
3 2 3
8 3 8
17 3 8 17 0
3 2 4 3lim limx x
х х х
п т
х х х х→∞ →∞
+ − ∞
= = = <
+ + ∞
 
Приклад 4. 
( )
5 4 5
3 2 3
32 12 3 32
.
11 6 1 11lim limx x
х х х х
n m
х х х→∞ →∞
− + + ∞
= = = ∞ >
+ − ∞
 
 
( )
( )
0á) 
0limx à
Pn x
Qm x→
=  
Користуючись тим, що чисельник і знаменник при х = а дорівнюють 
нулю, виділимо множник х – а, що прямує до 0 при х → а. 
Наслідок теореми Безу: Якщо а — корінь многочлена Pn(x)=0, тобто   
Рп(а) = 0, то Рп(х) ділиться без залишку на різницю х – а, 
 тобто Рп(х) = (х – а) Рп – 1(х). 
Зокрема, квадратний тричлен ах2 + bx + c (D = b2 – 4ас ≥ 0) може бути 
представлений у вигляді добутку 
ах2 + bx + c = a (x – x1)(x – x2), де x1 й x2 — корені квадратного тричлена. 
Приклад 5. 
4 3
3
1
2 3 0
2 1 0limx
x xI
x x→
+ −
= =
− +
. 
Для того щоб позбутися невизначеності,  чисельник і знаменник 
розкладемо на множники, користуючись наслідком теореми Безу. Ділимо 
чисельник і знаменник на х – 1: 
4 3
3 24 3
3
3 2
3
3
2 3 1
3 3 3
3 3
3 3
3 3
3 3
3 3
3 3
0
х х х
х х xх х
х
х х
х
х х
х
х
+ − −
−
+ + +−
−
−
−
−
−
−
−
−
−
             
3
23 2
2
2
2 1 1
1
2
1
1
0
х х х
х xх х
х х
х х
х
х
− + −
−
+ −−
−
−
−
+
−
+
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Чисельник можна представити у вигляді: 
х4 + 2х3 – 3 = (х – 1) (х3 + х2 + 3х + 3), 
аналогічно знаменник: х3 - 2х + 1 = (х – 1) (х2 + х – 1), 
тоді 
( )( )
( )( )
3 2 3 2
22
1 1
1 3 3 3 3 3 3 10
11 1lim limx x
x x x x x x xI
x xx x x→ →
− + + + + + +
= = =
+ −
− + −
. 
(відзначимо, що при х → 1 різниця х – 1 ≠ 0, тому скорочувати х – 1 можна). 
Приклад 6. ( )
2
4
0
2 2 2 1 4 1 5
2 0 0limx
x х
x х→
+ + + +
= = = ∞
+
. 
Приклад 7. 
3
2
2
8 0 0.
3 3 13limx
х
х х→
−
= =
− +
 
У прикладах 6 й 7 не з'являються невизначені вирази, тому відповіді 
знаходимо без попередніх перетворень. 
 
Приклад 8. ( ) ( )
( )
2
2
3 3
1 32 3 0 4
103 30 0 193 3
3
lim lim
x x
х хx x
x x х х→ →
+ −
− −
= = =
+ −  
− + 
 
. 
Приклад 9 
. 
( )( )
( ) ( )
( ) ( )
2 2
2
1 1
2
1
3 1 3 1
1 2 1 1 2
3 2 1
1 2
lim lim
lim
x x
x
х х х х
х х х х x х
х х х
х х
→ →
→
  + + + +
− = ∞ − ∞ = −    
− + − − − +   
+ + − −
= =
− +
 
( ) ( )1
5 5
.
1 2limx
х
х x→
+
= = ∞
− +
 
 
2. Розкриття ірраціональних невизначеностей  виду 0, 0 , , .
0
∞
⋅∞ ∞ − ∞
∞
 
Приклад 1. Знайти границю 
3 3 3
2
27 2 1 0
16 3 17 0limx
x xI
x x→∞
− −
= =
− +
 
Оскільки при х → ∞ маємо 3 3 2 227 2 1 ~ 3 , 16 3 17 ~ 4 ,х х x x x x− − − + то 
3 3
.
4 4limx
xI
x→∞
= =
 
Приклад 2. Знайти границю 
3 2 4 2 2lim
x
A x x x x
→∞
 
= + + − = ∞ − ∞ 
 
 
Для того щоб позбутися ірраціональності, чисельник і знаменник множать на 
так називаний спряжений вираз. 
При цьому використовуються формули: 
( )( ) ,a b a b a b− + = −  
( ) 2 23 3 33 3 .a b a ab b a b − + + = − 
 
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У нашому випадку помножимо чисельник і знаменник на 2 4 2 2x x x+ + + , 
тоді 
( )3 2 4 3 4 22 4
2 4
2 2 2( 2 2)
,
2 22 2
lim lim
x x
x x x x x x xx x xA
xx x x→∞ →∞
 + + −  + −+ + + 
= =
+ + +
 де 
2 4 2 2 2 2
~
x
x x x x
→∞
+ + +
 ; 
Знову помножимо чисельник і знаменник на спряжений вираз, тоді 
( )4 42
4 2
21 1
2 2 2 22limx
x x
A x
x x→∞
+ −
= =
+ +
,  де 4 2 22 2
~
x
x x х
→∞
+ +  
 
Приклад 3. 
( )lim ( )( )
x
x a x b x
→−∞
+ + − = ∞ + ∞ = ∞  (Сума нескінченно великих величин 
 одного знака є величина нескінченно велика). 
 
Приклад 4. 
5
5 3 2 2
52 3 2
9 3 4 2 3 3 3,
4 2lim limx x
x x x x x x
x x x x→∞ →∞
+ + + + + − ∞
= = =
∞+ + +
 
де 
5 5
5 3 2 2 32 29 3 4 2 3 3 , 4 2
~ ~
x х
x x x x x x x x x x
→∞ →∞
+ + + + + − + + +  
тому, що 
12 3 35 5 12 3 2 1 ; 2
2 2 3~ ~х х
x x x x x
→∞ →∞
   
+ − ⋅ > + >   
   
. 
Чисельник еквівалентний  
5
23х , знаменник —
5
2х  . 
 
Приклад 5. 
( )( )( )
( )( )( )2 2
2 2 2 2 4 1 3 32 2 0
04 1 3 3 2 2 4 1 3 3 4 1 3 3lim limx x
x x x xx
x х x x x x x→ →
+ − + + + + ++ −
= = =
+ − + + + + − + + + +
 
( ) ( )
( )( )2
2 4 4 1 3 3 6 3
.
4 22 2 4 1 3 3limx
х x x
x x х→
+ − + + +
= = =
+ + + − −
 
Приклад 6. Обчислити границю ( )5 5 23 1lim
x
I х х x x
→∞
= − − + − = ∞ − ∞ . 
Через наявність кореня з високим показником множення й ділення на 
спряжений вираз тут недоцільно. Перетворимо вираз I  у такий спосіб: 
5
3 4 5
3 1 11 1lim
x
I х
х х х→∞
 
= − − + −  
 
 
При х → ∞ вираз 3 4 5
3 1 1 0,
х х х
− − + →  
отже 5 3 4 5 3 4 5
3 1 1 1 3 1 11 1
5~хх х х х х х→∞
 
− − + − − − + 
 
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за формулою ( )
0
1 1
~
т
x
х тх
→
+ −
 
Оскільки величина 4 5
1 1
х х
−
+  є нескінченно малою величиною більш високого 
порядку, ніж 3
3
х
−
, то її можна відкинути. Звідси нескінченно мала величина 
має вид:  3 4 5 3
1 3 1 1 3
~ .
5 5х х х x
 
− − + − 
 
    
Виходить, 3
3 1 0.
5 limxI x→∞
−
= =
 
Приклад 7. 
( )23
6
2 1
3 7limx
х x
I
х→∞
+ +
∞ 
= =  
∞ +
 
Для виділення головної частини чисельника й знаменника скористаємося 
еквівалентними нескінченно великими величинами, тобто 
( )23 3
6 6 3
2 1 ~ 4 ,
3 7 ~ 3 3 .
х x x
х x x
+ +
+ =
 
Таким чином, 
3
3
4 4
.
3 3limx
хI
х→∞
= =  
Приклад 8. ( )34 3 3 24 16 20 8 6 5lim
x
I х х х х х
→∞
= + − − + +  
Обидва радикали мають однакову головну частину 2х, віднімаючи яку від 
кожного радикала, одержимо 
( ) ( )( )34 3 3 24 16 20 2 8 6 5 2lim
x
I х х х x х х х
→∞
= + − − − + + − =
34
3 3
1 1
4 3
5 1 3 52 1 1 1 1
4 16 4 8
5 31 1 1 1
4 4
lim
2lim
x
x
х
х х x х
х
х х
→∞
→∞
    
= + − − − − + −        
    
    
       
= + − − − − =           
    
 
5 1 5 1 92 .
4 4 4 16 4 82limx х х x→∞
   
= + = + =   
⋅   
 
 
3. Знаходження границь функцій з використанням I й II важливих 
границь й їхніх наслідків 
Розглянемо приклади границь, у яких застосовується таблиця 
еквівалентних нескінченно малих; отримана як наслідки з I й II важливих 
границь, а також самі I й II важливі границі. Відзначимо, що заміняти 
еквівалентними нескінченно малими в різниці двох еквівалентних 
нескінченно малих не рекомендується, тому що це може привести до 
невірного результату. 
Приклад 1. 3
0
sin 0
0limx
tgx xA
х→
−
= =  
Замінивши tgx й sinx у різниці tgx – sinx еквівалентною нескінченно малою х, 
ми  б одержали А = 0. 
Однак, виконавши наступні перетворення, знайдемо 
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tgx – sinx = tgx(1 – cosx) ~ 
2 3
2 2
x x
x ⋅ = , тоді 
3
3
0
1
.
2 2limx
хA
х→
= =
⋅
 
Приклад 2. 
20
1 sin cos 0
0
sin
2
lim
x
x xA
x→
+ −
= =  
У чисельнику віднімемо й додамо 1, тоді, розділивши почленно, знайдемо 
( ) ( ) ( )12
2 2
20 0 0
1 sin 1 cos 1 1 sin 1 cos 1
sin
2 2 2
lim lim lim
x x x
x x x x x xA
x x x→ → →
+ − − − + −
−
= = − =
   
   
   
 
( ) ( )
21
2 22
0
2 22
0 0
0
1 sin 1
2 2 2 4.
2 2cos 1 4 42
~
lim lim
~
x
x x
x
x
x x
xx
x xx
x
→
→ →
→
+ −
−
= = − = + =
⋅ ⋅
− −
 
Приклад 3. 
2
02
0 0 0 0
0
2 1 2 ln 2
2 2 0 2 1 2 ln 2 2ln 22 1 .
3 0 2 3 3 3
3 3
~
lim lim lim lim
~
x
x
x x x
x
x
x x x x
x
x
x
tg x tg x x
tg x x
→
−
→ → → →
→
−
− −
= = = = =
⋅
 
Приклад 4. 
( ) ( ) ( )2 42 4ln 2 ln 2 ln ln ln 1
2 2 2lim lim lim limx x x x
xx
х x x х x х
x x x→∞ →∞ →∞ →∞
− ++  
+ − − = ∞ − ∞ = = = +    
− − − 
 
 
4 4 4 4ln 1 ~ 4.22 2 2 1
lim lim
x x
x
x x x
x
→∞ →∞
⋅ 
+ = = = 
− − − 
−
 
Приклад 5. ( )
2
ln 2 3 0
5 25 0lim xx
x
I
→
−
= =
−
 
Перетворимо чисельник і знаменник, замінивши еквівалентними 
нескінченно малими: 
ln(2x – 3) = ln(1 + (2x – 4)) ~ 2x – 4 = 2 (x – 2) 
5x – 25 = 5x – 52 = 52 (5x– 2 – 1) ~ 25 (x – 2) ln5. 
Тоді ( )( )2
2 2 2
25 2 ln 5 25ln 5.limx
x
I
х→
−
= =
−
 
Приклад 6. 
( ) ( ) 2
5ln2ln
2ln
x
2
5lnx
lim
2ln
x
2ln3
x3
8ln
x3
~x31log
2
5lnx~1
2
5225
0
0
x31log
25lim
0x
0x8
0x
x
xxx
8
xx
0x
==
==+








−





=−
==
+
−
→
→
→
→
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Приклад 7. ( )( ) ( )( ) 2
0 0 0
ln 1 cos 1ln 0 ln 1 cos 1
0 2lim lim ~x x x
xcosx x
x
x x→ → →
+ −
−
= = + − =
 
2
0 0
2lim lim 0
2x x
x
x
x→ →
−
 
= = − = 
 
. 
Приклад 8. 
33 2 1
3 5lim
x
x
xI
x
+
∞
→∞
+ 
= = 
− 
 
Невизначеності виду 1∞  приводяться до другої важливої границі: 
11 .lim
x
x
e
x→∞
 
+ = 
 
 
Вираз під знаком границі є сума одиниці й нескінченно малої величини 
1
,
x
 показник степеня є величина, обернена до величини 1 ,
x
 тобто х. Для того 
щоб привести до другої важливої границі, можна або перетворити чисельник 
з метою виділення одиниці, тобто записати ( )( )
3 5 73 2 71 ,
3 5 3 5 3 5
xx
х х х
− ++
= = +
− − −
 або 
застосувати універсальний підхід, додаючи й віднімаючи до дробу 3 2
3 5
x
х
+
−
 
одиницю, тобто записати 
3 2 3 2 3 2 3 5 71 1 1 1
3 5 3 5 3 5 3 5
x х х х
х х х х
+ + + − + 
= + − = + = + 
− − − − 
 
Отже, величина 7 .
3 5 0хx →∞− →  Обернена величина  дорівнює 
3 5
7
х−
. 
Перетворимо вихідний вираз, що стоїть під знаком границі.  
( )7 3
3 5 3 53
73 2 71
3 5 3 5
х
х ххх
х х
+
−
−+  
+    = +    
− −   
 
 
Основа прямує до e, тобто 
3 5
771
3 5lim
õ
x
e
õ
−
→∞
 
+ = 
− 
 (за другою важливою 
границею). 
Тоді відшукання границі зводиться до відшукання границі показника. 
( ) 37 3 7
3 5 3 5 7( 3) 5 77 33 5 3
limlim71 ,
3 5lim
x
x
x
xх x x
х x
x
I e e e
x
→∞
→∞
+ +
−
− + ∞
−
− ∞
→∞
 
  = + = = =  − 
 
 де 3 50, 0.lim lim
x xx х→∞ →∞
= =
 
Приклад 9. ∞
−
∞→
=







+−
+−
= 1
12
24 1
3
2
2
2
x
x
x xx
xxlimA
 
Виконаємо перетворення з основою й показником степеня аналогічні 
перетворенням попереднього приклада. 
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23
2 1
2
4 2lim 1 1
2 1
x
x
x
x xA
x x
−
→∞
 − +
= + − = 
− + 
 
( ) ( )
2 2 2
2 22
4 2 4 2 2 1 2 11
2 1 1 1
x x x x x x x
x x x x
− + − + − + − − +
= − = = =
− +
− −
 
( )
( ) ( )
2
3
2 2
3
3
1( 2 1) 3 2( 1)1 1 3 lim
12 1 1
6
2
2 1lim 1
1
x
x x
x
xxx x
x
x
x
x
x
e e
x
→∞
 − +
− +⋅  
−  −
−
 − +
− 
− 
→∞
 
  
− +
 = + = = 
 
−   
 
. 
Приклад 10. ( ) 1arcsin3
0
1 2lim x
x
I tg x
→
= +
 
Використаємо рівність границь 
( ) ( ) 11lim 1 lim 1 ,β βα α+ = + (А) 
де α ~ α1, β ~ β1, тобто нескінченно малі α і α1 еквівалентні й нескінченно 
великі  β і β1 теж еквівалентні. Урахуємо, що tg2x ~ 2x, 
1 1
~ ,
arcsin 3 3x x
 тоді 
( ) ( )
2
21 1 3
33 2
0 0
1 2 1 2 .lim limx x
x x
I x x e
→ →
 
= + = + =  
 
Приклад 11. ( )1
0
cos 2sin 1lim x
x
I x x ∞
→
= + = =
 
( )( )
( )
1
0
0
2
0
cos 2sin 1 cos 1 2sin 2 ,
тому що cos 1 .2
В сумі нескінченно малу більш високого
порядку можна опустити.
1 cos 2sin 1
~
~lim x
x
x
x
x x x x x
xx
x x
→
→
→
+ − = − +
− −
= + + −
 
 
За формулою (А) одержимо 
( ) ( )
21 1
22
0 0
1 2 1 2 .lim limx x
x x
I x x e
→ →
 
= + = + =  
 
При знаходженні границі при х → а зручна заміна змінної х – а = t, тоді 
t → 0. 
Приклад 12. 
( )
( ) ( )( ) ( )
4
4
4 4
4 , 4, 0
16 2 12 16 0 2 1 ~ 4 ln 2 ln 2
sin 0 sin 4
sin 4 4
lim lim
~
xx
x
x x
x t x t
x t
x x
x x t
pi pi pi
pi pi pi pi
−
−
→ →
− = → →
−
−
= − − =
− −
− − = −
= 
0
16 ln 2 16ln 2lim
t
t
tpi pi→
⋅
= = . 
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Приклад 13. ( ) 2
2
, 0
2
sin 1 ; sin sin cos
2 2
1
c
2
lim tg x
x
x t t
x x t x t t
tgx tg t tgt
tgt
pi
pi
pi pi
pi
∞
→
− = →
 
= = − = − = 
 
 
= − = = 
 
 
( ) ( )( ) 22 211 2 2
0 0 0
1 1
cos 1 cos 1 cos 1 ~ ,
2lim lim ~tg ttg tt t t
t
t t t
tg t t→ → →
= = + − − −
 
2 2
1
1 2 2
12 2
2
0 0
11 1
2 2lim lim
t t
t t
t t
e
e
−
−
−
→ →
 
    
= − = − = =         
. 
 
Приклад 14.  sin 3 0
, 0sin 2 0limx
x tx
x t txpi
pi
pi→
− =
= =
= − →
 
( )
( )
( )
( )
( )
0 0 0 0
sin 3 sin 3 3 sin 3 3 3
.
sin 2 sin 2 2 sin 2 2 2lim lim lim limt t t t
t t t t
t t t t
pi pi pi
pi pi→ → → →
− − −
= = = = = −
− − − −
 
 
Приклад 15.   
1
4
4
1
16 16 2
1 1 1
162 0 1
0 24
1 1 1
16
lim lim
x x
х
x
х х→ →
  
+ − −  
−   
= =
−   
+ − −  
  
=
0
1 1
1 14 16
.
12 41
2 16
lim
t
x
x→
 
− 
 
= =
 
− 
 
 
Приклад 16.  
6
,1 3 0 6
0
cos , 0
3 6
lim
x
x y
tgx
x x y ypi
pi
pi pi
→
− =
−
= =
 + = − → 
 
0 0
2
0
31 3 6 66
sin
cos
2
sin 3 43 .
33sin cos cos
6 6 2
lim lim
lim
y y
y
tg tg ytg y
yy
y
y y
pi pipi
pi
pi pi
→ →
→
  
− −
− −   
   
= = =
 
− 
 
⋅ = =
   
−    
 
 
Приклад 17.  
( )
( )
( )
2 14
44
1 0
1 0
2 2
0
1 , 0 1
1 0 1lim 1 1 1 ~
1 cos 0 4
1 cos 1 cos 1 cos ~
2
x z
x
z
x z z x z
x
x z z
x
z
x z z
pi
pi
pi pi pi pi
→ →
− →
→
− = → ⇒ = +
−  
= = − = + − = 
+  
+ = + + = −
2
2 20 2
1
116lim
8
2
z
z
z
pi pi→
= = . 
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Приклад 18.  
 
 
 
 
 
= 
 
 
 
 
 
 
Приклад 19. 
( )2 22
2
2sin 3sin 4 sin 6sin 2 0lim
x
tg x x x x x
pi
→
+ + − + + = ∞ ⋅  
( ) ( ) ( )
2
2
2 22
2
2
1
2 2
2
sin , 1
2 3 4 6 2sin 1 0
1 2 1 0cos
1
~
1 1 1 2 1
lim
y
x y y
y y y yx y
tg x
y yx
y y
y y y y
→
= →
+ + − + +
= = = = = =
− −
=
− − + −
 
( ) ( )
( )( )2 2 2
2 21 1 1
1 21 2 3 4 6 2 1 3 2 1 1
.
2 12 1 12 1 121 2 3 4 6 2
lim lim lim
y y y
y yy y y y y y
y yy y y y y→ → →
− −+ + − − − − +
= = = =
− −
− + + + + +
 
 
 
4.4. Приклади порівняння нескінченно малих величин 
 
При вивченні різних питань, пов'язаних з поняттям нескінченно малої 
величини, потрібно розрізняти нескінченно малі за характером їхньої зміни. 
Одні нескінченно малі наближаються до нуля «швидше», інші «повільніше». 
Приклад 1. Перевірити, чи є еквівалентними нескінченно малі величини 
( ) ( )sin( )  sin 1 sin при .
2
xf x e e і g x arc x x pi= − = − →  
Знайдемо границю відношення 
( ) ( )
( ) ( )
( )
sin sin 1
sin
2
2 2 0
2
1 sin 1
( ) 0
arcsin 1 sin 0 arcsin 1 sin 1 sin ,  arcsin
~
lim lim
~ ~
x x
x x
x x
y
x
e e e e e x
f x e e
g x x x x бо y y
pi
pi pi
pi
−
→
→ →
→→
− = − −
−
= =
−
− −
 
( )
2
sin 1
1 sinlim
x
e x
e
xpi
→
−
= = −
−
. 
Відповідь: Нескінченно малі величини ( )( )  f x і g x  є нескінченно 
( )
0
3
0
0
33 , 0, 3, sin sin
2 2 2
3
sin 0 3
2 6 6 6 2 6 6
1 1 6
6 6
6 3
2
~
lim
~
lim
y
x
y
y
x y y
x y y x y
x x x y y
tg tg tg y tg ctg
y y ytg
y
y
pi pi pi pi pi pi
pi pi pi
pi pi
→
→
→
→
−
− = → = + =
−   
= ⋅∞ = + = + = − =   
   
− −
− =
⋅
= = −
−
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малими одного порядку, але не еквівалентними. 
 
Приклад 2. Визначити при х → 0 порядок нескінченно малої 
2 cosx x xα = −  відносно х. 
При розв’язанні питання про відносний порядок малості нескінченно малих 
величин обчислюють границю відношення 
0
,lim k
x x
α
→
 де k потрібно знайти таке, 
щоб дана границя була сталою, відмінною від нуля. При цьому, нескінченно 
мала величина α буде величиною k-го порядку щодо нескінченної малої 
величини х. 
( ) ( )
3 3 32 2
2 2 20 0
3
2
30
2
2 cos 2 1 cos 1 ~
2 cos
~ ln 2 ~ ln 2,  0 ln 2
2 2
ln 2 ln 2
lim lim
lim
x x x x
x x
k k
x x
k
x k
x x
x
x xx x x x бо x
x
x
α
→ →
→
=
− = − − −
−
= =  
+ =  
 
= =
 
Відповідь: Порядок малості нескінченно малої α відносно х дорівнює 
3
.
2
 
Приклад 3. Знайти відносний порядок малості при  
3
x
pi
→  функцій 
3 3  cos
6
tg x tgx і x piα β  = − = + 
 
 
2 2
3
3 3 3 3
sin
3 3 3 3
cos cos cos cos sin
6 6 3 3
lim lim lim limk
k k k
x x x x
tgx tg x tg tgx tgx tg x
tg x tgx
x x x x
pi pi pi pi
pi pi pi
α
pi pi pi piβ
→ → → →
     
− − + −     
−      
= = = =
     + + −     
     
( 1)
3
sin
3 2 3 3 24.1
sin
4 3
lim
k k
x
x
x
pi
pi
pi
=→
 
− − 
⋅  
= −
 
− 
 
=  
Відповідь: Нескінченно малі α і β одного порядку малості (k =1). 
Приклад 4. Визначити порядок малості при 0х →  функції 7 31 1хα = + −  
відносно х. 
( )
( )
1 1
3 7 3
07 3
0 0
0
11 1
7
1 1 0
за формулою
0
1 1
~
lim lim
~
x
k k
x x
m
x
x x
x
x x
x mx
α
→
→ →
→
+ −
+ −
= = =
+ −
1
3
10
3
1
17
7lim kx k
x
x→
=
= . 
Відповідь: Функція α нескінченно мала порядку 1
3
 відносно х при 0х → . 
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4.5. Неперервність функції 
 
Якщо обмежитися інтуїтивним поясненням, то лінія неперервна, якщо її 
можна накреслити, не відриваючи олівця від паперу. 
Означення 1. Функція  називається неперервною в точці , якщо вона 
визначена в цій точці й у деякому її околі  й  
.       (4.5. 1)  
Оскільки , рівність (4.5. 1) можна переписати:  
,       (4.5. 2)  
тобто для неперервної функції в точці  символ “lim” – граничного переходу й 
символ функції “ ” можна переставляти.  
Якщо  в рівності (4.5. 1) перенести в ліву частину й внести під знак границі, 
як константу, то одержимо  
.     (4.5. 3) 
Різниця  називається приростом аргументу й позначається , а )x(f)x(f 0−  – 
приростом функції й позначається f∆ .  
У цих позначеннях  рівність (4.5. 3) перепишеться у вигляді: . 
Означення 2. Функція називається неперервною в точці , якщо 
нескінченно малому приросту аргументу в цій точці відповідає нескінченно 
малий приріст функції. 
Означення 3. ( мовою «ε-δ»). Функція називається неперервною в точці  , 
якщо 0 0ε δ∀ > ∃ >  , що для всіх x, що задовольняють нерівності 0x x δ− <  
виконується нерівність 0( ) ( )f x f x ε− < . 
Однобічна неперервність 
Означення. Функція , визначена в деякому околі точки  при , називається 
неперервною в точці  ліворуч (праворуч), якщо  
  ( ).   (4.5.4) 
Приклад 1. Функція  
2
, якщо 1
2 , 1
x x
y
x якщо x
 ≤
= 
>
в точці x=1 за означенням є 
неперервною ліворуч.(рис.4.8) 
 
 
 
                    Рис. 4.8 
Якщо функція неперервна в кожній точці інтервалу, то вона називається 
неперервною на всьому інтервалі. 
0 1 
2 
X 
Y 
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Якщо функція неперервна в кожній внутрішній точці відрізка  й, крім 
того, неперервна праворуч у точці  й ліворуч у точці , то вона називається  
неперервною на відрізку .  
 Всі елементарні функції є неперервними у своїй області 
визначення. 
 
4.5.1. Точки розриву та їхня класифікація 
 
З означення 1 неперервності функції витікає, що функція неперервна в 
точці x0 , якщо виконуються умови: 
1. Функція )x(f  визначена в точці 0xx =  й деякому її околі й  f(x)=A. 
2. Існує скінченна права границя функції 
0
00
lim ( ) ( 0)
x x
f x f x B
→ +
= + = . 
3. Існує скінченна ліва границя функції 
0
00
lim ( ) ( 0)
x x
f x f x C
→ −
= − = . 
4. Однобічні границі рівні,  тобто B=C. 
5. Однобічні границі дорівнюють  значенню функції в точці 0xx = , тобто 
A=B=C=f(x0). 
Якщо не виконується хоча б одна з перерахованих умов, то говорять, що 
функція має (терпить) розрив у точці 0xx = . Розрізняють точки розриву I й II 
роду. Якщо в точці розриву функція має скінченні однобічні границі , то це – 
точка розриву I роду. Якщо ж хоча б одна з однобічних границь 
наближається  до нескінченності або принципово не існує, то точка 0xx =  є 
точкою розриву II роду.  
 Зокрема, якщо не виконана умова 1 і відповідно 5, то точка 0xx =  
називається точкою усувного розриву (I роду), тому що довизначивши 
функцію в точці розриву, одержимо неперервну функцію. 
 Якщо існують скінченні однобічні границі, але вони не рівні між собою, 
тобто B≠C, то точка 0xx =  називається точкою розриву I роду типу 
«стрибок» ( B C−  – величина стрибка функції). 
Отже, для визначення характеру точки розриву функції  треба:  
1. Знайти точки в яких функція може мати розрив. 
2. Обчислити однобічні границі  й . 
3. З огляду на отримані значення цих границь, зробити висновок про 
характер розриву. 
Дослідити на неперервність і класифікувати точки розриву функції. 
Приклад 1.    f(x)=
x
xsin
 . 
Функції sin x і х визначені на всій числовій осі, але в точці х0=0 функція 
x
xsin
 невизначена. Однобічні границі збігаються, тобто 
0
sinlim
x
x
x→+
 = 
0
sinlim
x
x
x→−
=1, 
при цьому f(+0)=f(-0)=
0
lim ( )
x
f x
→
 .  Умова 
0
lim ( )
x
f x
→
=f(0) не виконується, тому  
в точці х0=0 функція має усувний розрив (рис. 4.9).   Довизначимо функцію 
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f(x) у точці х0=0,  визначивши  
sin
, 0;( )
1, 0.
x
x
F x x
x
 ≠
= 
 =
 
Тоді F(x) неперервна на всій числовій осі. 
 
Приклад 2.    f(x)= 
x
xsin
   х0=0 – точка розриву. 
Однобічні границі рівні: 
       
0
sin( 0) lim 1
x
xf
x→+
+ = = , 
0
sin( )( 0) lim 1
x
xf
x→+
−
− = = − , тобто f(+0) і f(-0) існують, але не 
рівні між собою (не виконується умова 4). Отже, х=0 – точка розриву I роду, 
«стрибок» (Рис. 4.10). 
 
 
          
 
 
 
Приклад 3.      4( ) 2
x
xf x −=
   
Показникова функція неперервна всюди в області визначення, але в 
точці х0=4 функція невизначена  (Рис. 4.11). 
 
 
 
 
      
 
Знаходимо  4
4 0
lim 2 0
x
x
x
−
→ +
= ,  
4
4 0
lim 2
x
x
x
−
→ −
= ∞ . Точка x=4- точка розриву 
другого роду. 
 
x 
y 
• 
-1 
• 
1 
 
1 
2 
0 
x 
y 
• 
4 
 
0 
0 
x 
y 
1  
-1 
0 
x 
y 
1 
○ 
Рис.4.9 
44.92
Рис.4.10 
4.13
Рис. 4.12 Рис. 4.11 
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Приклад 4. 
2
2    при 0,
( ) 1 при 0 1,
2        при       x 1.
x x
f x x x
− <

= + ≤ <
 >
   
Функція f(x) визначена на всій числовій осі; функції -2x, x2+1, 2 
неперервні всюди як елементарні функції. Однак у точках x1=0  й   x2=1 
змінюються її аналітичні вирази. 
Дослідимо точку x1=0. Обчислимо однобічні границі: 
0 0
lim ( ) lim ( 2 ) 0 ( 0),
x x
f x x f
→− →−
= − = = −   
2
0 0
lim ( ) lim( 1) 1 ( 0).
x x
f x x f
→+ →+
= + = = +
 
У точці x1=0 однобічні границі існують і різні, отже, маємо розрив 1-го 
роду – «стрибок».  
Дослідимо точку x2=1. Обчислимо однобічні границі: 
2
1 0 1 0
lim ( ) lim ( 1) 2 (1 0),
x x
f x x f
→ − → −
= + = = −
  
1 0 1 0
lim ( ) lim 2 2 (1 0).
x x
f x f
→ + → +
= = = +  
Значення функції f(1) =2. Оскільки  f(1-0)=f(1+0)=f(1) =2, функція f(x) 
неперервна в точці x2=1( Рис. 4.12). 
 
4.5.2. Основні теореми про неперервні функції 
 
Теореми. Нехай функції   f(x) і φ(x) неперервні в точці x0, тоді: 
1. f(x) ± φ(x)− неперервна функція, тобто сума неперервних функцій 
є функція неперервна. 
2. f(x) · φ(x) ) − неперервна функція, тобто добуток неперервних 
функцій є функція неперервна. 
3. ( )( )
f x
xϕ
(за умови φ(x0)≠0) – неперервна функція, тобто частка 
неперервних функцій є функція неперервна у всіх точках, де 
знаменник не дорівнює нулю. 
Теорема 4. Нехай функція x= φ(t)  неперервна в точці a, а функція y=f(x) 
неперервна в точці b= φ(a), тоді складна функція y=f(φ(t))  буде неперервна в 
точці a. 
Нехай функція )x(fy =  задана на відрізку [ ]b,a , причому множиною 
значень цієї функції є відрізок [ ]βα, . Нехай кожному [ ]βα∈ ,y  відповідає 
тільки одне значення [ ]b,ax ∈ , для якого y)x(f = . Тоді на відрізку [ ]βα,  
можна визначити функцію )y(fx 1−= , ставлячи у відповідність кожному 
значенню [ ]βα∈ ,y  те значення [ ]b,ax ∈ , для якого y)x(f = . Функція 
)y(fx 1−=  називається оберненою для функції )x(fy = . 
Теорема 5. Нехай на відрізку [ ]b,a  задана строго монотонна неперервна 
функція )x(fy = , і нехай ( ), ( )f a f bα β= = , )( βα < . Тоді ця функція має на 
відрізку [ ]βα,  строго монотонну й неперервну обернену функцію )y(fx 1−=  
або ( )yx ϕ= . 
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4.6. Властивості функцій, неперервних на відрізку 
 
Властивості функцій, неперервних на 
відрізку, формулюються нижче у 
вигляді теорем. 
Теорема (Больцано-Коші). Якщо 
функція )x(fy =  неперервна на 
відрізку [ ]b,a  й на кінцях цього 
відрізка приймає значення різних 
знаків, то між точками а й b 
знайдеться, принаймні, одна точка 
cx = , у якій функція обертається в 
нуль: bcacf <<= ,0)(  . Ця теорема 
має наступний геометричний зміст: графік неперервної функції )x(fy = , що 
з'єднує точки [ ])a(f,aM1  й [ ])b(f,bM2 , де 0)( <af  й 0)( >bf  (або 0)( >af  
й 0)( <bf ), перетинає вісь Ох, 
принаймні, в одній точці (рис. 4.13). 
         Теорема. Нехай  функція )x(fy =  
неперервна на сегменті [ ]b,a  
причому B)b(f,A)a(f ==  , і нехай C 
– будь-яке число між А и В, тобто 
BCA << , тоді на відрізку [ ]b,a  
знайдеться така точка cx = , у якій 
C)c(f =  (рис. 4.14). 
 Теорема (перша теорема 
Вейерштрасса). Якщо функція )x(fy =  неперервна на відрізку [ ]b,a , то 
вона обмежена на цьому відрізку. 
 Теорема (друга теорема Вейерштрасса). Якщо функція )x(fy =  
неперервна на сегменті [ ]b,a , то вона досягає на цьому відрізку  своїх точних 
верхньої й нижньої граней (тобто знайдуться такі точки 1x  і 2x , що 
( )1 2( ) ,f x M f x m= = ). 
 
Контрольні завдання до розділу 4 
 
Завдання 1. Знайти границі, не користуючись правилом Лопіталя. 
4.1.1. ( )433lim) 2
2
+−
→
xxа
x
    
342
43lim) 23
3
+−
+−
∞→ xx
xx
б
x
 
 
в
x x x x
x x x xx
) lim
→∞
+ − + + +
+ + − + −
3 5 3 2 5 4
7 4 3 2 7 5
4 3 23
3 24 5 4
 г
x x
x xx
) lim
→
− −
+ −3
2
2
3 7 6
2 21
 
     y 
 
                                       M2[b;f(b)] 
                                       f(b) 
 
              а       с               b 
       0    f(a)                                     x 
                  M1[a;f(a)] 
Рис. 4.13 
      y 
 
      B 
      С 
                                          f(b) 
      А     f(c) 
           f(a) 
       0       a   c                 b            x 
Рис. 4.14 
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 д
x x
xx
) lim
→
+ − +
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е
x
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3
2
 
ж
x
xx
x
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−
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
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2 1
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и
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0 






−
→
 
4.1.29. ( )а x x
x
) lim
→
+





 −
2
1
2
5 3     б x x
x xx
) lim
→∞
+ −
+ +
12 7 2
6 5 100
3 2
3  
 
в
x x x x
x x x xx
) lim
→∞
+ − + + −
+ + − + +
5 3 43
104 26
4 5 3 5 3
7 10 2
  г
x x
x xx
) lim
→
+ −
− +14
2
2
4 3 1
4 17 4
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д
x
xx
) lim
→
− −
−3
2 1 5
3
 
е
x
xx
) lim
cos
→
−
1
2
1
pi
 
13
5
15lim)
+
∞→





 +
x
x x
x
ж
 
 )1ln(
))21((lim)
0 +
+pi
→ x
xtg
з
x
 
x
x
и
x pi
−−
→ 3sin
103lim)
1
 2
2
0
lim)
xtgx
eek
xx
x +
−
→
 
 
xtg
x
xл
21
0
)cosln1(lim) −
→
 
1
1
0
2
112
81lim) +
→






+
+ x
x x
x
м  
4.1.30.
( )( )
а
x x
xx
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→
+ −
−1
2 3 4 3
5
 б
x x
x xx
) lim
→∞
− +
+ −
7 14 12
13 7 3
2
4  д
x
xx
) lim
→
+ −
0
3 1 3 1
 
 ( )в x x x x
x
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→∞
+ − − −2 5 3 2 32 2
   
г
x x
x xx
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→
− +
− +






2
7
2
2
49 28 4
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е
x x
tgxx
) lim sin sin
→
−
0
3
   [ ]ж x x x
x
) lim( ) ln ln( )2 1 5
→∞
− − +  
 
x
e
з
x
x 3sin
)1(2lim)
0
−
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xtg
x
и
x 3
5sinlim)
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 3
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32lim)
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−
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2
sin1lim)
xtg
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
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
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


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
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РОЗДІЛ 5 
ДИФЕРЕНЦІАЛЬНЕ ЧИСЛЕННЯ ФУНКЦІЇ ОДНІЄЇ ЗМІННОЇ 
 
 
5.1. Похідна 
 
Похідною функції y=f(x) у точці х називається границя відношення 
приросту функції до приросту аргументу, коли приріст аргументу 
наближається до нуля. 
 
( ) ( ) ( )lim
x 0
f x x f xf x
x∆ →
+ ∆ −
′ =
∆
. 
 
5.1.1. Правила обчислення похідних 
 
Нехай функції ( )xu ϕ=  й ( )xv ψ=  мають у певній точці похідні ,u v′ ′ . 
Тоді функції 
1. y=cu, (c=const); 2. y=u ±  v; 3. y=uv; 4. ,uy v 0
v
= ≠  
також мають похідні в цій точці, які обчислюються за формулами: 
( ) ( ) ( )) ; ) ; ) ; ) , .2u u v uv1 cu cu 2 u v u v 3 u v u v uv 4 v 0v v
′
′ ′
−′ ′ ′  
′ ′ ′ ′ ′= ± = ± ⋅ = + = ≠ 
 
 
Нехай функція ( )u xϕ=  має в деякій точці x0 похідну ( )x 0u xϕ′ ′= , а 
функція ( )y f u=  має у відповідній точці ( )0 0u xϕ=  похідну ( )0y f u′ ′= . Тоді 
складна функція ( )( )y f xϕ=  в згаданій точці x0 також буде мати похідну, 
рівну 
( ) ( ) ( )' ' '0 0 0y x f u u x= ⋅  або xux uyy ′⋅′=′ . 
 
 
Похідна оберненої функції 
Якщо функція ( )y f x=  задовольняє умовам теореми про існування 
оберненої функції, і в точці 0x  має скінченну похідну ( )0f x′ 0≠ , то для 
оберненої функції x=g(y) у відповідній точці x0=g(y0) також існує похідна 
рівна  
( ) ( )0 0
1
x y
y x
′ =
′
 або y
x
1
x
y
′ =
′
. 
 
 
Нижче представлена таблиця 5.1 похідних елементарних функцій у 
припущенні, що аргумент u є деяка функція від x: 0c′ = . 
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Таблиця 5.1. 
1. ( )cu cu′= ; 
2. ( ) 1n nu nu u−′ ′= ⋅ ; 
3. ( ) 2uu u
′ ′
= ; 
4. 2
1 u
u u
′
′ 
= − 
 
; 
5. ( )log
lna
u
u
u a
′′
= ; 
6. ( )ln uu
u
′′
= ; 
7. ( ) lnu ua a a u′ ′= ⋅ ; 
8. ( )u ue e u′ ′= ; 
9. ( )sin cosu u u′ ′= ⋅ ; 
10. ( )cos sinu u u′ ′= − ⋅ ; 
 
 
11. ( ) 21costgu uu
′
′= ⋅ ; 
12. ( ) 21sinctgu uu
′
′= − ; 
13. ( )
2
arcsin
1
u
u
u
′′
=
−
; 
14. ( )
2
arccos
1
u
u
u
′′
= −
−
; 
15. ( ) 21
u
arctgu
u
′′
=
+
; 
16. ( ) 21
u
arcctgu
u
′′
= −
+
; 
17. ( )shu chu u′ ′= ⋅ ; 
18. ( )chu shu u′ ′= ⋅ ; 
19. ( ) 2uthu ch u
′
′
= ; 
20. ( ) 2ucthu sh u
′
′
= −  
Приклади. Знайти похідні наступних функцій  
1)  y=ln sinx 
Оскільки ( ) ( )ln , sin cos1u u u x x
u
′ ′
′ ′= ⋅ = = , то cos
sin
1y x
x
′ = ⋅ . 
 
2)  cos12 3y tg x 4x= +  
Дана функція є степеневою функцією, основа якої є складна функція, тому 
обчислення похідної будемо виконувати послідовно, використовуючи 
правила диференціювання складної функції. 
( ) ( )cos cos sin .
cos cos
211 3 3
2 3
1 1y 12tg x 4x x 4x x 4
3x 4x
−
′ = + ⋅ ⋅ + − +
+
 
 
3) ( ) ( )
sin
lg
2
5
8
2 x xy arctg 3x 5 3
1 tgx
= + ⋅ +
+
. 
Дана функція є сумою, перший доданок якої у свою чергу є добуток, а другий 
- частка. Тому послідовно використаємо правила диференціювання суми, 
добутку, частки, а також складної функції. 
( ) ( )
sin
sin ln sin cos
2
2
2 x
2 x
2
3 3y arctg 3x 5 3 3 2 2x 2x 2
1 3x 5
⋅
′ = + + ⋅ ⋅ ⋅ ⋅ +
+ +
( )
( )
lg
cos ln
lg
3 5
8 8
2
2
5 1 1 1
x 1 tgx x
8 1 tgx x 10
1 tgx
−
+ − ⋅ ⋅
+
+
+
. 
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5.1.2. Диференціювання неявних функцій 
 
 Якщо рівняння  
F(x,y)=0      (5.1.1) 
перетворюється в тотожність, коли в ньому y заміняється функцією f(x), то 
говорять, що y=f(x) є неявна функція, визначена даним рівнянням (5.1.1). Для 
того щоб знайти похідну y′ функції y=f(x), заданої неявно рівнянням (5.1.1.), 
треба продиференціювати обидві частини тотожності F(x,y(х))≡0 по змінній 
x, користуючись правилом диференціювання складної функції. Потім 
отримане рівняння розв’язати відносно y′ . 
Приклад. Знайти похідну функції, заданої рівнянням 
sinx y x tgy 0⋅ + ⋅ = . 
Диференціюванням по x знаходимо 
sin
cos sin , cos ,
cos cos2 2
1 y x yy x y xtgy x 0 x y xtgy
y y2 x 2 x
′  
′ ′+ + + = + = − − 
 
 
( )
( )
cos cos
.
cos sin
2
2
y 2 x xtgy y
y
2 x x y x
+
′ = −
+
 
 
5.1.3. Логарифмічне диференціювання. Нехай функція y=f(x) має 
похідну ( )y f x′ ′= , яку важко обчислити за допомогою раніше наведених 
правил і формул, але натуральний логарифм даної функції ln f(x) є функція, 
що диференціюється без особливих утруднень. Тоді для знаходження 
похідної застосовується метод логарифмічного диференціювання, який 
полягає в послідовному логарифмуванні вихідної функції ln y=ln f(x), а потім 
диференціюванні її, як функції, заданої неявно. Тоді якщо ( )ln y xϕ= , то 
( )y x
y
ϕ′ ′= , звідки знаходимо ( )y y xϕ′ ′= ⋅  або ( ) ( )y f x xϕ′ ′= ⋅  
Приклади. Знайти похідні функцій: 
1. ( ) .13 2 xy x 5x= +  
Формули для диференціювання даної функції в таблиці немає. 
Скористаємося методом логарифмічного диференціювання. 
Прологарифмуємо цю функцію: ( )ln ln 3 21y x 5x
x
= +  
Диференціюючи обидві частини рівності, знаходимо 
( )ln 23 22 3 2y 1 1 3x 10xx 5xy x x x 5x
′ +
= − + + ⋅
+
, звідки ( ) ( )ln13 2 3 2x 2 3 21 3x 10y x 5x x 5xx x 5x
+ 
′ = + − + + + 
  
2. ( )( )
2
3 22
x x 1
y
x 1
+
=
−
. 
Безпосереднє обчислення похідної даної функції є громіздким, у той час, як 
натуральний логарифм y легко диференціюється. Прологарифмуємо цю 
функцію: 
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( ) ( )( )ln ln ln ln2 21y x x 1 2 x 13= + + − − . 
Диференціюємо обидві частини тотожності, розглядаючи y як функцію від х, 
тоді: 
2 2
y 1 1 2x 2x2
y 3 x x 1 x 1
′  
= + − + − 
 , звідки 
( )
( )
2
3 2 2 22
x x 1 1 1 2x 2xy 2
3 x x 1 x 1x 1
+  
′ = ⋅ + − + − 
−
. 
 
5.1.4. Геометричний зміст похідної. Рівняння дотичної і нормалі 
 
 Похідна функції в даній точці чисельно дорівнює кутовому 
коефіцієнту дотичної до кривої в цій точці. Звідси випливає, що рівняння 
невертикальної дотичної до кривій y=f(x) у точці ( ),0 0 0M x y  має вигляд  
( )( )0 0 0y y y x x x′− = −  
 Рівняння вертикальної дотичної 0x x= . 
Нормаллю до кривої в точці ( ),0 0 0M x y  називається пряма, 
перпендикулярна до дотичної, проведеної до цієї кривої в заданій точці. 
Рівняння негоризонтальної нормалі має вигляд ( ) ( )0 00
1y y x x
y x
− = − −
′
. 
Рівняння горизонтальної нормалі 0y y= . 
 
Приклад. Написати рівняння дотичної і нормалі до кривої 3 2y x 3x 2= − −  в 
точці з абсцисою 0x 1= . 
Ордината точки дотику 3 20y 1 3 1 2 4= − ⋅ − = − . Кутовий коефіцієнт дотичної  
( ) .2x 1 x 1k y 3x 6 x 3 6 3= =′= = − = − = − .  
Рівняння дотичної y+4=-3(х-1),  або 3х+y+1=0. 
Кутовий коефіцієнт нормалі 
.
норм
дотичи
1 1k
k 3
= − = . Рівняння нормалі 
( )1y 4 x 1
3
+ = − ,  або  х-3y-13=0.  
 
5.2. Диференціал функції 
 
Функція y=f(x) називається диференційовною у даній точці x, якщо 
приріст ∆ y цієї функції в точці x, що відповідає приросту аргументу ∆ x, 
може бути представлений у вигляді 
y A x xα∆ = ⋅∆ + ⋅∆ ,      (5.2.1) 
де A – деяке число, що не залежить від ∆ x, а α – функція аргументу ∆ x, що є 
нескінченно малою при ∆ x 0→ . Головна частина приросту функції A x⋅∆ , 
лінійна відносно x∆ , називається диференціалом функції й позначається 
dy A x= ⋅ ∆ . 
 Теорема. Для того щоб функція y=f(x) була диференційовною в даній 
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   y 
                             P 
                                   K 
                   M           N 
                          dx 
               ϕ  
    0                x      x+dx                x 
 
dy 
Рис. 5.2 
точці x, необхідно й достатньо, щоб вона мала в цій точці скінченну похідну. 
У процесі доказу цієї теореми з'ясовується зміст А, а саме,  установлюється, 
що ( )A y x′= . 
З огляду на цю рівність, диференціал функції можна записати так:  
dy y x′= ⋅∆ .      (5.2.2) 
На підставі цієї теореми можна ототожнити поняття дифференційовності 
функції в даній точці з поняттям існування похідної функції в тій же точці. 
Тому операція знаходження похідної називається диференціюванням. 
Теорема. Якщо функція y=f(x) диференційовна в точці x, то вона й 
неперервна в цій точці. Обернене твердження не завжди вірно. Наприклад, 
функції y =|x| (рис. 5.1.а), 3y x=  (рис. 5.1.б) є неперервними в точці х=0, 
однак вони не диференцційовні в цій точці. 
Диференціал незалежної змінної х дорівнює її приросту, dх=∆x, тому  
dy y dx′= .      (5.2.3.) 
 
Із цієї формули маємо dyy
dx
′ = , тобто похідну від функції y по x можна 
розглядати як частку від ділення диференціала функції y на диференціал 
(приріст) незалежної змінної dx. 
 
Приклад. Знайти диференціал функції ln ,y tg x=  
Розв’язання. .
cos sin2
dx dxdy
tg x x 2 x x 2 x
= =
⋅ ⋅ ⋅
 
 
5.2.1. Геометричний зміст диференціала функції 
 
З формули (5.2.2) випливає, що диференціал функції y=f(x) дорівнює 
( )dy f x dx′= . З огляду на те, що ( )f x tgϕ′ =  (рис.5.2.), одержуємо dy=tgφ·dx.  
 
            Звідси: геометричний зміст диференціала 
полягає в   тому, що він  дорівнює приросту 
ординати дотичної, проведеної до  кривої y=f(x) 
в точці  з абсцисою x при переході від точки 
дотику в точку з абсцисою x+dx  (dy=|KN|). 
 
     y 
 
     xy =  
 
 
                         0                             х 
 
                      Рис. 5.1.а 
  y 
 
 
 
                    0     x 
 
                 
3 xy =  
                   Рис. 5.1.б 
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5.2.2. Інваріантість форми диференціала 1-го порядку 
 
Нехай задана функція y=f(x), де x= ( )tϕ  , тобто y=f( ( )tϕ  ) є складною 
функцією. Припустимо, що f і ϕ  – диференційовні функції. Обчислимо dy 
( )dxxfdxfdxdtxdtxfdtydy xttxt ′=′==′=′′=′= . 
Таким чином, диференціал функції виражається однієї й тією ж 
формулою як у випадку функції від незалежної змінної, так і у випадку 
функції від функції. Цю властивість диференціала називають інваріантістю 
формули (або форми) диференціала. Варто звернути увагу на те, що 
інваріантна (незмінна) саме форма диференціала, оскільки в змісті формули 
диференціала функції від функції є істотна відмінність від змісту формули 
диференціала функції від незалежної змінної. Саме, у формулі ( )dy f x dx′=  dx 
є не тільки диференціал, але й приріст x∆  аргументу x, якщо x – незалежна 
змінна, і dx є диференціал x, але не приріст x∆ , якщо аргумент x є у свою 
чергу функція деякої змінної t. 
 
5.2.3. Застосування диференціала до наближених обчислень 
 
При достатньо малому x∆  можна замінити приріст функції її 
диференціалом, тобто ( ) ( ) ( )0 0 0f x x f x f x x′+ ∆ − ≈ ∆  
і звідси знайти наближене значення шуканої величини за формулою 
( ) ( ) ( )0 0 0f x x f x f x x′+ ∆ ≈ + ∆ . 
Приклад. Обчислити приблизно arctg 0,97. 
Розв’язання. 
( ) ( ) xxgarctarctgxxxarctg 000 ∆′+≈∆+ ; 
( ), ; ; , ; .
,
, , , .
0 0 2
2
1
x x 0 97 x 1 x 0 03 arctg x
1 x
0 03
arctg0 97 arctg1 0 015 0 7554
1 1 4
pi
′
+ ∆ = = ∆ = − =
+
≈ − = − ≈
+
 
 
5.3. Похідні й диференціали вищих порядків 
 
 Нехай функція y=f(x) диференційовна на деякому проміжку (a,b). 
Значення похідної f ′ (x), загалом кажучи, залежить від x, тобто похідна від 
f ′ (x) є теж функція від x. Якщо ця функція сама є диференційовною у деякій 
точці x інтервалу (a,b), тобто має в цій точці похідну, то зазначена похідна 
називається другою похідною (або похідною другого порядку) і позначається 
( ) ( )y y f x′′′ ′ ′′= = . 
 Аналогічно можна ввести поняття третьої похідної, потім четвертої й 
т.д. 
Похідною n-го  порядку називається похідна від похідної (n-1)-го 
порядку: ( )( ) ( 1)n ny y − ′= . 
 Для похідних n- го порядку справедливі правила 
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 1.2. ( )( ) ( ) ( )n n nu v u v+ = +   ( )( ) ( ) ,n ncu cu c const= =  
3. ( )( ) ( ) ( ) ( ) ( )( ) ...n n n 1 n 2 nn n 1uv u v nu v u v uv
1 2
− −
−
′ ′′= + + + +
⋅
=
( ) ( )
0
n
k n k k
n
k
c u v−
=
∑  . 
Формула 3 називається формулою Лейбніца. 
 
Приклад. 
2xy e x= ⋅
. Знайти y(40). 
Розв’язання.  Застосовуючи формулу Лейбніца,  приймемо  u=ex , v=x2 . 
Похідна будь-якого порядку від функції ex  дорівнює ex, отже ( )( )40x xe e= . 
( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )40 40 39 3840 2 2 240 3940 2 2 80 1560 .1 2x x x x xy e x e x e x e e x x
⋅
= ⋅ = ⋅ + ⋅ ⋅ + ⋅ = + +
⋅
  
Нехай задана функція y=f(x), де x незалежна змінна. Диференціал цієї 
функції dy y dx′=  є деяка функція від х, при цьому від х залежить тільки y′ . 
Якщо y′ , у свою чергу, диференційовна функція, то можна визначити 
диференціал другого порядку. Диференціалом другого порядку називається 
диференціал від диференціала функції:. 
d(dy)=d( y d′  x)= y ′′  dx2=d2y  
або 
2 2d y y dx′′= . 
Взагалі, диференціалом n-го порядку називається перший диференціал від 
диференціала (n-1)-го  порядку. 
( )1 ( )n n n nd y d d y y dx−= = .    (5.3.1) 
Користуючись диференціалами різних порядків, похідну будь-якого порядку 
можна представити як відношення диференціалів відповідного порядку: 
( ) ( ) ( )
2
( ) ( )
2; ;... ;
n
n n
n
dy d y d yy f x y f x y f x
dx dx dx
′ ′ ′′ ′′= = = = = =
   (5.3.2) 
Рівності (5.3.1), (5.3.2) при n>1 вірні тільки в тому випадку, коли х є 
незалежною змінною. 
 
5.3.1. Диференціювання параметрично заданих функцій 
Якщо функція задана параметрично: 
( ),
( );
x x t
y y t
=

=
, то її похідну по змінній х 
можна представити в такий спосіб: 
t t
x
t t
y dt ydyy
dx x dt x
′ ′
′ = = =
′ ′
, тобто  .
t
x
t
y
y
x
′
′ =
′
                                                      (5.3.3)                                                                       
Для знаходження другої похідної застосуємо теорему про похідну складної 
функції. З огляду на те, що 
xy′  є функцією від t, одержимо: 
x x
xx
dy dy dty
dx dt dx
′ ′
′′ = = ⋅ . 
За теоремою про похідну оберненої функції одержимо: 
1 1
t
dt
dxdx x
dt
= =
′
. 
Отже,  1x
xx
t
dyy
dt x
′
′′ = ⋅
′
;  (*) Скориставшись правилом диференціювання 
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дробу, одержимо:   
 ( )3
tt tt t
xx
t
y x x y
y
x
′′ ′ ′′ ′⋅ − ⋅
′′ =
′
.                                                  (5.3.4) 
Аналогічно можна одержати похідну y по x  будь-якого порядку. 
 
Приклад. Знайти похідну 
xxy′′  функції заданої параметрично:  
( )
( )
sin ,
cos .
x a t t
y a 1 t
 = −

= −
        
Тоді ( )cos , sin ,t tx a 1 t y a t′ ′= − =  й ( )
sin sin
1 cos 1 cosx
a t ty
a t t
′ = =
− −
.  Для знаходження  
xxy′′  
використаємо формулу (*),  що дасть: 
 
( )
( )
( ) ( ) ( )
2
3 3 2
cos 1 cos sinsin 1 cos 1 1
1 cos 1 cos 1 cos 1 cos 1 cosxx t
t t tt ty
t a t a t a t a t
′
− −
− − 
′′ = ⋅ = = = 
− −  − − −
. 
При розв’язанні цього приклада ми повторили виведення формули для 
окремого випадку. Але можна було одержати другу похідну, користуючись 
готовою формулою (5.3.4). 
 
5.4. Застосування похідних до дослідження функцій і побудови 
графіків, знаходження границь 
 
5.4.1. Теореми про середнє 
 
Теорема Ролля. Якщо функція f(x) неперервна на відрізку [a,b], має 
похідну в інтервалі (a,b) і на кінцях відрізка [a,b] приймає рівні значення, то в 
інтервалі (a,b) існує принаймні одна точка, у якій похідна даної функції 
дорівнює нулю. 
На рис. 5.3. представлена геометрична ілюстрація теореми Ролля. 
Теорема Лагранжа. Якщо функція f(x) неперервна на відрізку [a,b] і має 
похідну ( )f x′  в інтервалі (a,b), то існує 
принаймні одна така точка ξ  в інтервалі 
(a,b), що 
( ) ( ) ( )f b f a f
b a
ξ− ′=
−
. 
Теорема Коші. Якщо функції f(x) і 
ϕ (x) неперервні на відрізку [a,b], мають 
похідні ( )f x′  й ( )xϕ ′  в інтервалі (a,b), 
причому ( )x 0ϕ′ ≠ , то в інтервалі (a,b) існує принаймні одна точка ξ , така, 
що 
( ) ( )
( ) ( )
( )
( )
f b f a f
b a
ξ
ϕ ϕ ϕ ξ
′
−
=
′
−
,  де .a bξ< <  
Теорема Коші є узагальненням теореми Лагранжа.  
  y 
 
         A                                      B 
 
 
 
    0    a     ξ                            b     x 
Рис. 5.3 
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5.4.2. Розкриття невизначеностей за правилом Лопіталя 
 
Правило Лопіталя для розкриття невизначеностей виду 0
0
 й ∞
∞
 
сформульовано у вигляді теореми: 
 Теорема.  Нехай однозначні функції ( )f x  й ( )xϕ  диференційовні всюди 
в деякому околі точки a, тобто при 0 x a ε< − < , причому ( ) 0≠′ xϕ , тоді, 
якщо існує границя (скінченна або нескінченна) відношення похідних, то 
відношення функцій має ту ж границю, тобто  
1) ( )( )limx a
f x 0
x 0ϕ→

= 

 або ( )( )limx a
f x
xϕ→
′∞
=
′∞ 
 ; 
2)  ( )( )limx
f x 0
x 0ϕ→∞

= 

 або ( )( )limx
f x
xϕ→∞
′∞
=
′∞ 
. 
 Зауваження. Підкреслимо ще раз, що існування границі відношення 
похідних гарантує існування границі відношення функцій. Обернене 
твердження невірно, оскільки границя відношення функцій може існувати 
при відсутності границі відношення похідних. 
Приклад 1. Знайти границю функції 
cos
sinlimx
x x
x x→∞
+ ∞
=
+ ∞
 
Розв’язання. Правило Лопіталя в цьому випадку незастосовно, оскільки 
відношення похідних 1 sin
1 cos
x
x
−
+
 не має границі при х → ∞. 
З того, що границя відношення похідних не існує не можна зробити 
висновок , що шукана границя не існує. Дійсно, границя даної функції може 
бути обчислена безпосередньо: 
coscos lim 0,1
coslim lim 1.
sin sinsin 1 lim 0
x
x x
x
xx
x x xx
x xx x
x x
→∞
→∞ →∞
→∞
=++ ∞
= =
+ ∞ + =
 
Приклад 2. Знайти границю функції 
2
0
1
sin
sinlimx
x
x
x→
. 
Розв’язання. Обчисливши границю безпосередньо, одержимо 
2
0 0
0 0
1 1sin lim lim sin1 1lim sin 1 величина обмежена 1; lim sin 0 sin
sin
1 0 0
x x
x x
xx xx x x x
x x x
→ →
→ →
  
⋅ ⋅ =∞     
= ≤ − = ⋅ =    
∞  
⋅ =
 
Тут 
0
1lim sin 0
x
x
x→
 
⋅ = 
 
, оскільки х — нескінченно мала величина, а 1sin
x
 — 
величина обмежена. Границя функції існує, але вона не може бути обчислена 
за правилом Лопіталя, оскільки відношення похідних 
2
2
1 1 12 sin cos
cos
x x
x x x
x
− ⋅ ⋅
 не має границі при х → 0. 
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Обчислити границі функцій, користуючись правилом Лопіталя. 
Приклад 1. 
00
cos 0 sinlim
cos 0 sinlim
x x
x xx
x
e x e a x
e x e x
α α
β β
α α α
β β β β→→
− ⋅ + ⋅
= =
− ⋅ + ⋅
0 0
0 0
limsin 0; lim 1;
.
limsin 0; lim 1.
x
x x
x
x x
x e
x e
α
β
α
α
ββ
→ →
→ →
= =
= =
= =
 
Приклад 2. 
0 0
2
sin 0 1 cos 0lim lim 10 01
cos
x x
x x xA
x tgx
x
→ →
− −
= = =
−
−
. 
Відзначимо, що при знаходженні границь за правилом Лопіталя 
доцільна заміна еквівалентними нескінченно малими, заміна функцій їх 
скінченними границями, відмінними від 0, тотожні перетворення виразів із 
метою їх спрощення. 
( )
( ) ( )
2
2
20 0 0
1 cos cos 1 cos 1lim limcos 1 lim
cos 1 cos 1 cos 1 2x x x
x x xA x
x x x→ → →
−
−
= = = = −
− − +
. 
Приклад 3. ( )
1 1
0 1 0lim lim 1ln 0 01
xx
x x
xx xA
x x
x
→ →
′
− −
= = = =
−
−
. 
Для знаходження похідної функції хх застосуємо логарифмічне 
диференціювання. 
Нехай y1 = хх, тоді lny1 = xlnx, 
 ( ) ( )1 2
1
1ln ln 1, ln 1 ;x xy x x x y x x x
y x
′ ′
′= + ⋅ = + = = +  
( )
1
ln 1 1 0
1 01
lim
→
+ −
= =
−
x
x
x x
A
х
; 
Правило Лопіталя можна застосувати повторно, якщо відношення 
похідних знову приведе до невизначеності й при цьому виконуються умови 
застосовності правила Лопіталя. 
( ) ( ) ( ) 1
1 1
2 2
1ln 1 ln 1
lim lim 21 1
x x
x x
x x
x x x x x xxA
x x
−
→ →
′ + + ⋅ ′+ +
= = = −
− −
. 
Приклад 4. 
( )
( )
3
3
33 3 3
3
1
cos ln 3 0 03lim cos3lim cos3lim10 3 0ln
x
xx x xx
x
x x e ex e
xe e e
e e
−
→ → →
−
−
−
= = = = =
−
−
−
3
3
cos3lim cos3.
1
x
x
e
e−
→
= =
 
Приклад 5. 
3 2 2
20 0 0
1 10 0 1 06 2 2lim lim lim
0 sin 0 cos 1 0
cos 1
2
x x
x
x x x
x x x
e x e x
e x
x x x x
x
→ → →
− − − − − − −
− −
= = = = = =
− + − +
+ −
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0 0
1 0lim lim 1.
sin 0 cos
x x
x x
e e
x x→ →
−
= = = =
 
 
Розкриття невизначеностей виду 0 ⋅∞  й ∞ − ∞  
Розкриття невизначеностей виду 0 ⋅∞  й ∞ − ∞  проводять за 
допомогою тотожних перетворень, які приводять ці невизначеності до виду 
0
0
 або ∞
∞
, а потім застосовують таблицю еквівалентних нескінченно 
малих величин і правило Лопіталя. 
Приклад 6. 
22 2 2
0 120 1.12 0
sin
lim lim lim
x x x
x
x tgx
ctgx
x
pi pi pi
pi
pi
→ → →
−
 
− = ⋅∞ = = = = − 
 
−
 
Приклад 7. 
1
1
1 lnlimx
xA
x x→
 
= − = ∞ − ∞ 
− 
. 
Перетворимо вираз, що знаходиться під знаком границі, з метою одержання 
невизначеності 0 або .
0
∞
∞
 
( ) ( )
( )
1 1
1 1
2
11 ln 1ln 1 0
11 ln 0 1 ln 1
1
ln 0 1
.1 1 1 10 2ln 1
lim lim
lim lim
x x
x x
x x
x x x xA
x x
x x
x
x x
x
x x
x x x x
→ →
→ →
⋅ + ⋅ −
− +
= = = =
−
⋅ + −
= = = =
−
+ − + −
 
Приклад 8.  
2 2 2
2
sin 0 1 sin cos2
2cos cos 0 sin
sin cos 1.
sin
lim lim lim
lim
x x x
x
x x
x x x x
x ctgx x x
x x x
x
pi pi pi
pi
pi
pi
→ → →
→
−  − ⋅ −
− = ∞ − ∞ = = = = 
− 
+
=
 
Розкриття невизначеностей виду 1∞, ∞0, 00 
Для  розкриття невизначеностей виду 1∞, ∞0, 00 виконуються попередні 
перетворення степенево-показникової функції за основною логарифмічною 
тотожністю ln AA e= . 
У результаті даного перетворення одержуємо: 
1) ( )
ln ( ) 0
ln ( ) 0 1 0( ) ( )
limlim( ) 1lim x ax a
f x
x f x
x x
x a
f x e e
ϕ
ϕ ϕ→→
⋅ ∞⋅
∞
→
= = = ; 
2) ( )
ln ( )
ln ( ) 0 1( ) 0 ( )
limlim( )lim x ax a
f x
x f x
x x
x a
f x e e
ϕ
ϕ ϕ→→
∞
⋅ ⋅∞
∞
→
= ∞ = = ; 
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3) ( )
ln ( )
ln ( ) 0 1( ) 0 ( )
limlim( ) 0lim x ax a
f x
x f x
x x
x a
f x e e
ϕ
ϕ ϕ→→
∞
⋅ ⋅∞
∞
→
= = = . 
Приклад 1. ( ) ( )0 0
1 0 11 ln
0 2
0
lim lim
1 .lim
x
x
x
x x
e
e x
x e xx x
x
e x e e e→ →
+
+
+∞
→
+ = = = =
 
 
Приклад 2. 
( )
( ) ( )
=====∞=
∞
∞
−
∞⋅
−
−
→
−
→→
eeeetgxlim
1
2
x
2
x x2
tgxlnlim
0
tgxlnx2lim
0x2
2
x
pi
pi
pi
pi
pipi
 
( )
( )
{
( )
1eeee 0
xsin
2x22lim
2
1
xcos
0
xsin
x2lim
2
1
2x2
xcos
1
tgx
1
lim
2
x
2
2
x2
2
2
x
=====
−
⋅−
−
⋅
→
−
−
⋅−−
⋅
→
→−
→
pipi
pi pi
pi
pi
 
 
Приклад 3. ( ) ( )
( )
1
1
ln 1
1ln ln 1 0ln 0 ln
1
limlim
1 0lim
x
x
x
x x
x
x
x
A x e e
→
→
− ∞
∞
⋅ − ⋅∞
→
= − = = = =  
 
2
2
1 1
12ln lnln 0
1 0 1 0lim lim 1x x
õ x õõ õ x
x
e e e→ →
− ⋅ ⋅ −
− ⋅
−
= = = =
 
Приклад 4. ( )
( ) 1
1 2
1
1
2 2limln 2 0 1lim 20lim ln(2 ) sin
2 2 22
1
lim 2 1 .
x
x
x
x
x
x x xx tg x ctgtg
x
x e e e e
pi
pi pi pipi
pi
→
→
→
−
−
−
−
−
∞
→
− = = = = =  
1
2
1
2 2
1
sin
2 2
lim
.
x
x
x
e e
pi
pi pi
→
−
−
−
= =  
Приклад 5. ( ) ( )0 0
7 0 2ln 1 2 77
0 1 2 14
0
lim lim
1 2 1 .lim x x
x
x x
x
x
x e e e→ →
+
+∞
→
+ = = = =  
Приклад 6. ( ) ( )0 0 0
1 ln 2 1 0 2 ln 2
ln 2 1 ln 2 1 0 ln 22 ln 20 1
0
lim lim lim
0 .lim
x x
x x
xx
x x
x
x
x
x e e e e e
→
→ →
∞
−
∞
− −
⋅
→
= = = = =  
Зауваження. Існує ряд границь, у яких невизначеність може бути усунута 
тільки за допомогою правила Лопіталя. 
Приведемо деякі з них. 
Приклад 1. 
0
0 0 0 0
0
limcos 2 1;
ln sin 2 cos 2 2 sin 3 2 3lim lim limcos3 1; lim 1.
ln sin 3 sin 2 cos3 3 2 3
sin 2 ~ 2 ; sin 3 3
~
x
x x x x
x
x
x x x x
x
x x x x
x x x x
→
→ → → →
→
=
∞ ⋅ ⋅ ⋅
= = = = =
∞ ⋅ ⋅ ⋅
 
 
Приклад 2. Обчислити границю функції ,
x
n
ay n N
x
= ∈
 при x → ∞ . 
Нехай a>1, тоді 
( )
( )
( )ln lnlnlim lim lim lim ,
!
2 nx xx x
n n 1 n 2x x x x
a a a aa a a
x nx n n 1 x n− −→+∞ →+∞ →+∞ →+∞
∞
= = = = … = = +∞
∞ −
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Тут правило Лопіталя застосоване n  раз. 
 Якщо 0 a 1< < , те lim
x
nx
a 0
x→+∞
= , якщо ,0 a 1 n N< < ∈ . 
Приклад 3. 
loglim log lim lim
ln ( )
n a
a n n 1x 0 x 0 x 0
x 1 1
x x 0
x x a n x− − −→+ →+ →+
∞
= ⋅∞ = = = ⋅ =
∞ −
 
lim lim , , , .
ln ln
n
nx 0 x 0
1 1 1
x 0 a 0 a 1 n N
n a x n a−→+ →+
= − = − = > ≠ ∈  
 
5.4.3.  Умови монотонності функції. Екстремуми 
 
Теорема 1. Нехай f(x) неперервна на [a, b] і диференційовна на (а,b). Для 
того щоб функція f(x) була постійною на [a,b] необхідно й достатньо, щоб 
( ) ( ),f x 0 x a b′ = ∀ ∈ . 
Теорема 2. Нехай f(x) неперервна на [a,b] і диференційовна на (а,b), тоді 
а) якщо ( ) ( ),f x 0 x a b′ > ∀ ∈ , то f(x) зростає;  б) якщо ( ) ( ),f x 0 x a b′ < ∀ ∈ , то f(x) 
спадає. 
Теорема 3. Якщо диференційовна на інтервалі (а,b) функція f(x) зростає, 
то ( ) ( ),f x 0 x a b′ ≥ ∀ ∈ . Якщо функція f(x) спадає, то ( ) ( ),f x 0 x a b′ ≤ ∀ ∈ . 
Точка x0 називається точкою локального максимуму (мінімуму) функції 
y=f(x), якщо існує такий її окіл ( 0 0,x xδ δ− +  ), у якому f(x0) є найбільшим 
(найменшим) серед всіх інших значень цієї функції. Точки локального 
максимуму й мінімуму функції називаються точками екстремума цієї 
функції. 
Теорема 4. (Необхідна ознака існування екстремума.) 
Якщо неперервна функція f(x) має в точці 0x x=  екстремум, то похідна 
функції ( )0f x 0′ =  або не існує. Точки, у яких похідна дорівнює нулю або не 
існує, називаються критичними. 
Теорема 5. (Достатня ознака існування екстремума функції по першій 
похідній). 
Нехай 0x  – критична точка. Тоді, якщо функція f(x) має похідну ( )f x′  в 
деякому околі точки 0x  і якщо похідна ( )f x′  при переході через точку 0x  
міняє знак із плюса на мінус, то функція в цій точці має максимум, а при 
зміні знака з мінуса на плюс – мінімум. 
Теорема 6. (Достатня ознака існування екстремума функції по другій 
похідній). 
Якщо функція f(x) у деякому околі точки 0x  неперервна й двічі 
диференційовна, причому ( ) ,0f x 0′ =  ( )0f x 0′′ ≠ , то, якщо ( )0f x 0′′ > , у точці 0x  
функція має мінімум; якщо ( )0f x 0′′ < , функція в точці 0x  має максимум. 
 
5.4.4. Опуклість і ввігнутість кривої. Точки перегину 
 
Крива називається опуклою в точці 0x , якщо в деякому околі цієї точки 
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( ,0 0x xδ δ− +  ) вона розташована нижче дотичної (рис. 5.4.а), проведеної в 
точці 0x . Якщо крива розташована вище дотичної, то вона називається 
ввігнутою (рис. 5.4.б). 
 
  y 
 
                    M 
 
 
 
    0                 x1      x0-δ  x0  x0+ δ    x 
 
        
  y 
 
 
                  M 
 
 
    0     x0- δ    x0  x0+ δ              x 
 
 
Рис. 5.4.а      Рис. 5.4.б 
 
Теорема 1. Якщо функція f(x) у деякому околі точки 0x  двічі неперервно 
диференційовна й ( )0f x 0′′ ≠ , то необхідною й достатньою умовою опуклості 
кривої  у точці 0x  є умова ( )0f x 0′′ < ; увігнутості ― ( )0f x 0′′ > . 
Точка ( , ( ))1 1M x f x  називається точкою перегину даної кривої (рис. 5.4.а), 
якщо існує такий окіл точки x1 що при x<x1 у цьому околі ввігнутість кривій 
спрямована в одну сторону, а при x>x2 – в іншу сторону (рис. 5.4.а) 
Для того щоб точка 0x x=  була точкою перегину даної кривої 
необхідно,щоб друга похідна функції в цій точці або була рівна нулю 
( ( )0f x 0′′ =  ),  або не існувала. 
Теорема 2. (Достатня умова існування точки перегину). Нехай крива 
визначається рівнянням y=f(x). Якщо ( )0f x 0′′ =  або ( )0f x′′  не існує й при 
переході через 0x x=  похідна ( )f x′′  міняє знак, то точка кривої з абсцисою 0x  
є точка перегину. 
 
5.4.5. Асимптоти кривих 
 
Пряма 0x x=  називається вертикальною асимптотою, якщо 
( )lim
0x x
f x
→
= ±∞ . 
Приклад. Знайти асимптоти графіка функції 2
1y
1 x
=
−
. 
Прямі x 1= ±  – вертикальні асимптоти, оскільки lim ;2x 1 0
1
1 x→ ±
= ∞
−
m  
lim .2x 1 0
1
1 x→− ±
= ±∞
−
 
Під похилою асимптотою графіка функції y=f(x) розуміють пряму, що 
володіє тією властивістю, що відстань від прямої до змінної точки на кривій 
наближається до нуля, якщо точка, рухаючись уздовж кривої, необмежено 
віддаляється ( x → ±∞ ). 
Рівняння похилої асимптоти має вигляд y=kx+b. Зокрема, якщо k=0, 
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асимптот є горизонтальною. Якщо похила асимптот існує, то k і b 
знаходяться за формулами 
( ) ( )( )lim , lim .
x x
f x
k b f x kx
x→±∞ →±∞
= = −
 
Якщо хоча б одна з границь не існує, то похилих асимптот крива не 
має. Асимптоти можуть бути різними при x → +∞  й при x → −∞ . 
 
5.4.6.  Загальна схема дослідження функції й побудови графіка 
 
1)  Визначення області існування функції;  
2)  Дослідження функції на неперервність. Визначення точок розриву функції 
і їхнього характеру. Знаходження вертикальних асимптот. 
3)  Дослідження функції на парність і непарність. 
4)  Дослідження функції на періодичність. 
5)  Знаходження похилих і горизонтальних асимптот. 
6)  Дослідження функції на екстремум. Визначення інтервалів монотонності 
функції. 
7)  Визначення точок перегину функції, інтервалів опуклості й увігнутості. 
8)  Знаходження точок перетину з осями координат. 
9)  Дослідження поведінки функції на нескінченності. 
Приклад. Побудувати графік функції ( )
3
2
xy
2 x 1
=
+
. 
1)  ( ) , .2x 1 0 x 1+ ≠ ≠ −  
2)  х=-1 – точка розриву функції, оскільки ( )lim
3
2x 1 0
x
2 x 1→− ±
= −∞
+
 , отже, х=-1 – 
вертикальна асимптот. 
3)  ( ) ( )( ) ( ) ( ) ( ) ( ) ( ); ,
3 3
2 2
x xy x y x y x y x y x
2 x 1 2 x 1
−
− = = − − ≠ − ≠ − ⇒
− + − +
y(x) – функція 
загального виду. 
4)  Функція неперіодична, оскільки не існує такого числа Т, щоб виконувалася 
рівність ( ) ( ) ( ),f x T f x x D f+ = ∀ ∈ . 
5)  Похилі асимптоти  
( ) ( )
( )lim lim lim ,
2
2 2x x x
f x x 1 1k
x 22 x 1 12 1
x
→±∞ →±∞ →±∞
= = = =
+ +
 
 
( )( ) ( )
( )
( )
( ) ( )
lim lim lim
lim lim lim ,
233
2 2
x x x
3 3 2 2
2 2 2
x x x
x x x 1x 1b f x kx x
22 x 1 2 x 1
12
x x 2x x 2x x x 1
12 x 1 2 x 1 2 1
x
→±∞ →±∞ →±∞
→±∞ →±∞ →±∞
 
− +
 = − = − ∞ − ∞ = =
 + + 
− −
− − − − −
= = = = −
+ +  
+ 
 
 y=1/2x-1 – похила асимптота. 
6)  Для визначення інтервалів монотонності й екстремумів функції необхідно 
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знайти її першу похідну й визначити точки, у яких вона дорівнює нулю або 
не існує: 
( ) ( )
( )
( )
( )
( )
( )
2 2 2 2 2 22 3
4 4 4
x 3x 6 x 3 2x 2x x x 4x 36 x x 1 4 x 1 x
y
4 x 1 2 x 1 2 x 1
+ + − − + ++ − +
′ = = =
+ + +
 
( )( )
( )
( )
( ) ,
, , , , ,
2 2
4 3
2
x x 1 x 3 x x 3
y 0
2 x 1 2 x 1
x 0 x 0 x 3 0 x 3 x 1 0 x 1
+ + +
′ = = =
+ +
= = + = = − + ≠ ≠ −
 
При ( ) ( ) ( ); ; ;x 3 1 0 0∈ −∞ − ∪ − ∪ +∞  
функція зростає; при ( );x 3 1∈ − −  функція 
спадає  ( )max 27 27y 3 2 4 8− = − = −⋅  
 
7) Для визначення інтервалів опуклості (увігнутості) й точок перегину 
знайдемо другу похідну: 
 
( )( ) ( ) ( ) ( )
( )
3 22 2
2
2x x 3 x x 1 3 x 1 x x 31y
2 x 1
+ + + − + +
′′ = =
+ ( )
3 2 2 3 2
4
1 3x 6 x 3x 6 x 3x 9x
2 x 1
+ + + − −
=
+
 
( ) , ,4
3x 0 x 0 x 1
x 1
= = = ≠ −
+
;
 
 
y′′
       –          –                + 
                          -1              0                  x 
 
 
Рис. 5.6 
При ( ) ( ); ;x 1 1 0∈ −∞ − ∪ −  графік 
опуклий; ( );x 0∈ +∞  графік увігнутий. 
Точка 0(0;0) – точка перегину.  
 
 
8)  Точки перетину графіка з осями координат: х=0, y=0. 
 
 
Рис. 5.7. 
9)  Досліджуємо поведінку функції на нескінченності: ( ) .lim
3
2
x
x
2 x 1→±∞
= ±∞
+
 
 
 
  y′    +          –          +       +  
              -3             -1           0              х  
 
Рис. 5.5 
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Контрольні завдання до розділу 5 
 
Завдання 1. В задачах (пункти “1”, “2”,”3”,”4”) знайти похідні даних 
функцій; у пункті “5” продиференціювати неявно задану функцію; у пункті 
“6” обчислити приблизно за допомогою диференціала значення функції при 
даному значенні х; у пункті “7” розв′язати задачу. 
5.1.1
( ) ( )1 2 2 3
4
1
1
5 0 6 3 7 2 03
2 5 3 3
3 2
) ln ; ) ln ; ) ln ;
)
,
;
) sin sin ; ) , , .
siny e arctg x x
x
y tg x y x
x
t
t
y t
t
xy x a y x x x
x x
= + = =
=
+
=
−






+ + = = + − =
 
7) До кривої y=xlnx написати рівняння дотичної, паралельної прямій        
y-x-5=0. 
5.1.2.
( )1 2 3 2 5 3 3
4
1
5 2 5 6 112
2 3 1
3 2
2 3
2
) ( )
ln
; ) ; ) cos ;
) ( sin ),( cos ); ) sin cos ; ) , , .
arcsin ( )y x x e x
x
y y x
x a t t
y a t
y x a x a y e x
x x x x
x x
= − + − = =
= −
= −



+ = = =
− +
−
 
7) До кривої y=x-1/x написати рівняння нормалі, паралельної прямій 
2y+x+3=0. 
5.1.3.
( )
( )
1 3 5
7
2
1
3 3
4
1
5 2 6 1 97
2
2
2
2 2
) ; ) arccos ln ; ) sin ;
) ln ,
;
) sin( ) cos ; ) , , .
lny xtg x
x
y x
x
y x
x t
y t arctgt
y xy x y a y e x
x
x
x
= − =
+





 =
= +
= −




− + + = = =−
 
7) До кривої y x= −2  написати рівняння дотичної, перпендикулярної 
прямій y+4x-4=0. 
5.1.4.
( ) ( )
( ) ( )
1
3 3
2 3 3 3
4 1 5 6 3 2 3 011
2
3
4 4 2 2 2 2
3
) cos sin
ln
; ) sin cos ; ) sin ;
)
ln ,
sin
;
) ; ) , , .
y
e x x
x
y x y
x
x t t
y t
t
x y x y y x x x
x x
=
+
= =






=
=
−




+ = = − + =
 
7) Написати рівняння дотичної і нормалі до кривої y x
x
=
+
−
2
3
1
1
 у точці з 
абсцисою x0=-1. 
5.1.5.
( )1 2 2 3
3
2 3 3
4 5 6 3 0 05
2
3 3 3
3
3
) arccos ; ) ln ; ) sin ;
) cos ,
sin ;
) sin( ) cos( ) sin ; ) arcsin , , .
y x x x
tg x
y x y x
x a t
y b t
x y x y a y x x
tg x x
= −
+
= + =
=
=




+ + + = = =
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7)  Написати рівняння дотичної до кривої y x x
x
=
− +2
2
3 6
 у точці з 
абсцисою  x0=3. 
5.1.6.
1 3 7
2
2 3
4 5 6 0 98
2 3
1
2
) cos
arcsin
; ) ; ) ;
) cos ,
sin ;
) ; ) , , .
cos sin
ln
y x x x
x
y e y x
x a t
y b t
x y y arctgx x
x
x x
y x
= +
+
= =
=
=



= = =
−






 
7)  До кривої y
x
=
+
1
1 2
 написати рівняння дотичної, паралельної 
прямій  у=2x. 
5.1.7.
1 3 2
2
3
4
4
5 6 2 2 08
2 2 2 2
2
3
3
) ; ) ; ) ;
) ,
;
) cos( ) sin( ); ) , , .
sin ln cosy y x e
arctg x
y x
x t
y t t
xy xy y x
x
x
x
x
= = =
= −
= −




= = =
−
 
7) Написати рівняння дотичної і нормалі до кривої y x
x
=
+
+
1 3
3
2
2  у точці з 
абсцисою x0=1. 
5.1.8.
( ) ( )
( )
1 4
1 4
2 4 3 2
4
1
5 6 113
5 2 2) cos ; ) sin ; ) cos ;
) sin ,
cos ;
) ; ) ln , , .
y x x
tg x
y y x
x t t
y t t
ye tgxy e y x x
arctg x tg x
x a
=
+
= =
= −
=



− = = =
 
7) До кривої y=xcosx написати рівняння дотичної, перпендикулярної 
прямій y+x+3=0. 
5.1.9
( )1 2
1 5
2 3 3
4
1
1
1
5 6 1 3 01
3
3
3
2
2
3)
cos
; ) ; ) ;
)
,
;
) ; ) , ,
cosy x
x
y e y tg x
x
t
t
y t
t
y x arctg x
y
y x x
x
xtg x x
=
+
= =
=
+
−
=
−






− = = + =
 
7) До кривої y e x= −1 2 написати рівняння нормалі, перпендикулярної 
прямій y+2x-4=0. 
5.1.10.
( ) ( )
.02,0,
1
1)6;0)cos(sin)5
;cos
,sin)4
;5sin)3;
21
1ln)2;4cos)1
3
33 5
=
+
−
==−−




=
=
=
−
−
=++=
x
x
xyyxxy
tey
tex
xy
x
x
tgyxxxxy
t
t
x
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7) Написати рівняння нормалі до кривої y x= −13  у точці з абсцисою 
x0=1. 
5.1.11
( ) ( )1 3 2 5 3 23
4
5
5
5 2 0 6 0 01
3
3 3
3
3
) ; ) cos ; ) sin
cos
;
) cos ,
sin ;
) sin cos cos ; ) arccos , , .
lny x x tg x y y x e x
x
x t
y t
x y y x y x x
x
x
= + = =
=
=




− + = = =
 
7) До кривої y x= −arcsin 1
2
 написати рівняння дотичної, паралельної 
прямій 2y-x+5=0. 
5.1.12.
( ) ( )
.04,1,364)6;arcsinarcsin)5
;
1
3
,
1
3
)4;1)3;2lnsin)2;
6arcsin
3arccos)1
23
3
2
23
3
=++−=+=+






+
=
+
=
+===
xxxxyyxyx
t
ty
t
t
x
xyxtgy
x
xy
x
 
7) До кривої y=arctgx написати рівняння дотичної, перпендикулярної 
прямій y+2x+3=0. 
 
5.1.13. 
( )
( )
( )
1 3 5 7
3
2
5
3 2 3
4
3
3 1
5 3 3 3 6 1 6 93
3 2
2
2
3 2 5
3
) ; ) ln sin ; ) sin ;
) sin ,
cos ;
) ) , , .;
y x x
arctg x
y x
x
y x x x
x t t
y t
y x xx y x y
=
− +
=
−
= +
= −
= −



= − = + =+
 
7) До кривої y=arccos3x написати рівняння нормалі, перпендикулярної 
прямій y+3x+3=0. 
5.1.14.
( ) ( )
( )
( )
1 4 2 5 4 2 3 3 4
4
5 1
5 1
5 6 1 94
2
2
4
2
2
) cos ; ) ; ) ;
)
,
;
) ln( ) ln ; ) , , .
arccos lny x tg x y y tg x
x t
y t
y x y a y e x
x tg x x
t
t
x x
= ⋅ − = =
= +
= −




+ = = = −− −
 
7) Написати рівняння дотичної до кривої y x
x
=
+1 2
 у точці з абсцисою 
x0=2. 
5.1.15.
( )1 3 3 2 3 2
4
1
1
5 6 9 4 01
3 23 2
2
3
2 3 2 3 2 3 2
) ln arccos ; ) ln ; ) sin ;
)
,
;
) ; ) , , .
y e x x y tg x y x
x
t
t
y t
t
x y a y x x
x ctg x
= − = =
=
−
=
+






+ = = + =
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7) Написати рівняння нормалі до кривої y x= +1 2  у точці з абсцисою 
x0=0. 
5.1.16.
( )1 7 3
4
2
2
3 5
4
3
3
5 6 3 0 01
2
5
5
3
) cos
ln
; ) sin ; ) sin ;
) cos ,
sin ;
) ; ) cos , , .
cosy x
x
y x x
x
y x
x t
y t
tgy atgx y x x x
x
t
t
=
+
+
=
−
−
=
=
=




= = + =
 
7) До кривої y=xsin2x написати рівняння дотичної , паралельної прямій 
y+pix+9=0. 
5.1.17
( )
( )
1 4 1 2 1 3 5
4
1
5 6 0 97
3
2 4 33 3
5
3
2 2
) ; ) sin ; ) ;
) ln ,
;
) ( ); ) , , .
y x x x y x y x
x t t
y t t
y tg y x y arctgx x
ctg x
= + − = + = +
=
= −




= − = =
−
 
7) До кривої y x
x
=
+
+
3
2
1
4
 написати рівняння дотичної і нормалі у точці з 
абсцисою x0=-1. 
5.1.18.
( )
( )
1 2 2 5 3 2
3
3 3
4
1
5 6 2 4 97
3
5
3
2
23
) cos ; ) ln
cos
; ) cos ;
)
cos ,
sin ;
) arcsin ; ) , , .
siny x tg x y x
x
y x
x t t
y t t
e x y x x
x x
xy
= ⋅ − = =
=
= −




= = + =
 
7) Написати рівняння дотичної і нормалі до кривої y e x= −1 у точці з 
ординатою y0=e. 
5.1.19
( )1 3
1 4
2 2
2
3 5
4
3
2
1
5 6 2
1
1 07
3
3
2
3 2 3
3
2
3)
cos
; ) sin
sin
; ) ;
)
,
ln
;
) ; ) , , .
y x tg x
x
y x
x
y ctg x
x
t
t
y t
t
x ax y y a y x
x
x
x
=
⋅
+
=
−
+
=
=
−
=
+






+ + = =
−
+
=
 
7) До кривої y=cosx написати рівняння дотичної, паралельної до прямої 
y+x+3=0. 
5.1.20.
( ) ( )1 23 3 2 3 3
4 5 6 2
2
1 03
3
3
3
4
) arcsin ; ) arcsin cos ; ) arcsin ;
) cos ,
sin ;
) cos( ) ; ) sin , , .
y x x
x arctg x
y x y x
x t
y t
xy e y x x x
x
x y
=
+
+
= =
=
=




= = − =
+ pi
 
7) До лінії y=x3-3x2-5 скласти рівняння дотичної, перпендикулярної 
прямій 2x-6y+1=0.  
 112 
5.1.21.
( ) ( ) ( )
( ) ( )
1 3 6 2 3 3
4
1
5 2 6 1 2 2 03
3 2 2 3
2 3
) ; ) arccos sin ; ) ;
) sin ,
cos ;
) ln ; ) , , .
y x x x y x y arctg x
x t t
y t
y y e y x x x
x
x
= − + = =
= −
= −



= = − + =
+
 
7) Написати рівняння дотичної і нормалі до кривої y=xln(1+x2) у точці 
з абсцисою  x0=1. 
5.1.22.
( )
.93,0,
1
1)6);ln(2)5
;)1(
,)1()4
;5)3;ln)2;)5)1(()1
2
22
2
74
3
32
−=
−
+
=+=




−=
−=
==−+=
+
+
x
x
xyyx
tty
ttx
xarctgytgyxxtgxxy
yx
xx
 
7) Написати рівняння дотичної і нормалі до кривої y=sinx+cosx у точці 
з абсцисою x0=pi/4. 
5.1.23.
( ) ( )
.,x,xarcsiny);yln
y
x
arctg)
;tty
,tx)
;xsiny);xctglnxlny);
xcos
xarctgey) x
x
2490265
1
14
3332
4
31
3
5
3
2
===




+=
+=
=+==
 
7) Написати рівняння дотичної і нормалі до кривої y x x= −4 2  у точці з 
абсцисою х0=1. 
5.1.24.
( )1 3 2 3 5
4
2
1
5 3 2 0 6 1
1
1 02
34 2
2
3 7
3
2
2
) ; ) ln sin ; ) arccos ;
)
,
;
) ln ; ) , , .
y x y y x
x
t
t
y t
t
y y a x y x
x
x
x x x
= + = =
=
−
=
−






− + = =
−
+
=
−
+
 
7) До кривої 2x
11y −=  написати рівняння дотичної, паралельної до 
прямої 2y+32x+7=0. 
5.1.25. 
( ) ( ) ( )
( ) ( )1 2 2 4 3
1 1 3
1 1
4
1
5 6 5 0 98
2
2
2 53 3
2 53
5
2
)
sin
; ) ; ) ;
) ,
cos ;
) sin ln ; ) , , .
cosy xe
x
y y
x x x
x x
x t
y t
arctg x y y a y x x
x x
x
= = =
− + −
+ −
=
= −



+ = = − =
 
7) Написати рівняння дотичної і нормалі до кривої y=x-arctgx у точці з 
абсцисою х0=1. 
5.1.26.
( ) ( )1 2
3
2 5 3 5
4 5 6 2 014
3 7
2
3
2
)
sin
; ) ; ) ;
) sin ln ,
cos ln ;
) sin ln ; ) , , .
lny x
x
y y ctg x
x t t
y t t
x y tgy y e x
x
ctg x
x
x x
=
⋅
= =
= +
= +



+ = = =−
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7) До кривої y x x= −  написати рівняння нормалі, перпендикулярної до 
прямої 4y-3x+5=0. 
5.1.27.
( ) ( )
( ) ( )
1 4 2 3 2
4 5 2 6 3 1 1 1 01
2
3
3
2
)
ln
; ) ln ln ln ; ) cos ;
) ,
;
) arcsin ; ) , , .
y x arctg x
x
y x x y x
x t
y t
xy y x x x
x
x
=
⋅
= + =
=
=




= = − + =
 
7) Написати рівняння дотичної і нормалі до кривої y x
x
=
−
−
3
2
2
4
 у точці з 
абсцисою х0=3. 
5.1.28.
( ) ( )1 3 2 3 3 4
4 5 6
2
2 031
2
4 2
62
) sin ; ) ; ) ;
) cos sin ,
sin cos ;
) ln( ) ; ) , , .
lny e x
x x
y y tg x
x t t t
y t t t
x x y a y arctg x x
x
tg x
x=
⋅
+
= =
= +
= −



+ = = =
 
7) Написати рівняння дотичної і нормалі до кривої y x= −23 1  у точці з 
абсцисою х0=1. 
5.1.29.
( )
1 5 2 5 3
1 2
2
4
1
5 2 6 2 5 2 03
2
3 2 3
2
3
3
4 2
) cos ; ) ; )
sin
;
) sin ,
;
) arccos ; ) , , .
sin
y x x
e
y y
x x x
x
x t
y t
x
y
y x x x
x
x
x
a
=
⋅
= =
+
−
=
= +



= = − + =
 
7) Написати рівняння дотичної і нормалі до кривої y xe x= − 2  у точці з 
абсцисою х0=1. 
5.1.30. 
( )
( )
( )
1 1
1
2 2 2 3 5
4
1
1
5 6 1 0 02
2
2
3
3
3
2
) arcsin ; ) cos sin ; ) cos ;
)
;
;
) ln ; ) sin ; , .
y x
x
x y x y
x
x e t
y e t
tg y
x
a y x x x
x
t
t
=
−
+
= =






= +
= −




= = + + =
 
7) Написати рівняння дотичної і нормалі до кривої y x x= +3 3  у точці 
з абсцисою х0=-1. 
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РОЗДІЛ 6 
НЕВИЗНАЧЕНИЙ ІНТЕГРАЛ, МЕТОДИ ІНТЕГРУВАННЯ 
 
 
6.1. Первісна, властивості невизначеного інтеграла 
 
Функція F(x) є первісна для функції f(x) на інтервалі (a, b), якщо F(x) 
диференційовна ( )b,ax∈∀  й ( ) ( )xfxF =′ . 
1о. Якщо F(x) є первісною на інтервалі (a,b), то F(x)+С, де С – довільна 
постійна, також є первісною. 
2о. Якщо ( )xF1  й ( )xF2  – будь-які дві первісні, то ( ) ( ) CxFxF =− 21 , 
звідки ( ) ( ) CxFxF += 21 . 
Сукупність первісних F(x)+С називається невизначеним інтегралом і 
позначається 
( ) ( )∫ += CxFdxxf . 
Властивості невизначеного інтеграла  
 
( )( ) ( )
( )( ) ( )
( ) ( )
( ) ( )
( ) ∫ ∫∫
∫∫
∫
∫
∫
±=±
=
+=
=
=
′
.vdxudxdxvu.
.dxxfCdxxCf.
.CxFxdF.
.dxxfdxxfd.
.xfdxxf.
o
o
o
o
o
5
4
3
2
1
 
Таблиця основних невизначених інтегралів 
( ).nC
n
xdxx.
.Cxdx.
n
n 1
1
2
1
1
−≠+
+
=
+=
+
∫
∫
         13. 2 2
2 2
lndx x x a C
x a
= + ± +
±∫
. 
                                                           14.  tg ln cos .xdx x C= − +∫  
( )
( ).aC
aln
adxa.
.xCxln
x
dx
.
x
x 104
03
≠<+=
≠+=
∫
∫
        15. ctg ln sin .xdx x C= +∫  
                                                   16. 2 2
1 1
arctg .dx x xc arcctg c
x a a a a a
= + = − +
+∫
    
5. .x xe dx e C= +∫                           
6. cos sin .xdx x C= +∫   17. 2 2 arcsin arccos
dx x x
c c
a aa x
= + = − +
−
∫  . 
7. sin cosxdx x C= − +∫ .                        18.  ln tgsin 2
dx x C
x
= +∫ . 
8. 2 tgcos
dx
x C
x
= +∫ .                              19. ln tg .cos 2 4
dx x C
x
pi 
= + + 
 
∫  
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9. 2 ctgsin
dx
x C
x
= − +∫ .                            20. .shx dx chx C= +∫  
10. 
2
arcsin
arccos1
x Cdx
x Cx
+
= 
− +
− 
∫ .                 21. ch shxdx x C= +∫ . 
11. 2
arctg .
arcctg .1
x Cdx
x Cx
+
= 
− ++ 
∫                        22. 2 cth .sh
dx
x C
x
= − +∫  
12.  2 2
1 -ln .
2
dx x a
c
x a a x a
= +
− +∫
              23. 2 thch
dx
x C
x
= +∫ .                                   
                  
При інтегруванні функцій можливість безпосередньо використати основні 
формули буває вкрай рідкою. Як правило, підінтегральну функцію 
доводиться так чи інакше перетворювати для того, щоб інтеграл звести до 
табличного. Нижче наведені приклади таких перетворень. 
Приклади. 
( )
=++=
++
=
+
∫∫∫∫∫
−− dxxdxxdxxdx
x
xxdx
xx
x
.
212123
23
22
22111  
( )
( )
( )
( )
( )( ) ( )( ) ( )
( )
( ) ( )
2 2 2
2 22 2 2 2
2 2
2 2 2 2
2 2
2 22 2
2
3
1 2 1 12. .
11 1
1 23. 1 1 2
21 1 1 1
1 11 1 1 1 1 1ln .
2 2 1 2 1 4 1 21 1
4.
sin co
x dx x x dx dxdx arctgx C
x x xx x x x
dx dx x x
x x x x
x x dx dx xdx arctgx C
x x xx x
dx
x
+ + +
= = + = − + +
++ +
= = + − − ≡ =
− + − +
+ − −
−
= = − = − +
− + +
− +
∫ ∫ ∫ ∫
∫ ∫
∫ ∫ ∫
2 2
2 2 2 2 2
2
sin cos
.
s sin cos cos sin
1 15.
1 cos 2 2 sin 2
x x dx dxdx tgx ctgx C
x x x x x
dx dx
ctgx C
x x
+
= = + = − +
= = − +
−
∫ ∫ ∫ ∫
∫ ∫
 
 
Зауваження. При інтегруванні однієї й тієї ж функції результати 
можуть бути по своєму зовнішньому вигляду різними. У дійсності ж вони 
або тотожні, або відрізняються між собою тільки на постійну величину. 
Теорема (про інваріантість формул інтегрування). Вид формули 
інтегрування залишається незмінним незалежно від того,  чи є змінна 
інтегрування незалежною змінною чи деякою диференційовною функцією; 
тобто, якщо ( ) ( ) CxFdxxf +=∫ , то  ( )( ) ( )( ) CxF)x(dxf +=∫ ϕϕϕ . 
Наведена теорема дозволяє багато інтегралів приводити до табличних. 
Приклади. 
1.  ( ) ( ) Cexdexdxdxdxxe xxx +==== ∫∫ 222 212121 22 . 
2.  ( ) ( ) .Cxsinxsinxdsinxsindxdxcosxdxcosxsin +==== ∫∫ 6
6
55
 
( ) ( )
1 2 1 2 3 222 4 .
3
x x x C−− + + +
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3.  
( ) ( ) ( ) ( ) ( ) .Carctgxarctgxdarctgxarctgxd
x
dxdx
x
arctgx
+===
+
=
+
∫∫ 311
3
2
22
2
 
4.  
( )
( ) .C
x
arcsin
x
xd
x
xdx
+=
−
=
−
∫∫ 22
1
22
1
4
2
222
2
4
 
5.  ( ) ( ) .Cxlnln
xln
xlnd
xlnd
x
dx
xlnx
dx
+==== ∫∫  
6.  ( ) ( )( ) .C
e
arcsin
e
ed
eddxe
e
dxe x
x
x
xx
x
x
+=
−
===
−
∫∫ 224
222
 
7.  ( ) ( ) =+=−=
+
∫ xcosbxsinadxdxcosxsinba
xcosbxsina
xdxcosxsin 222222
2222
2
 
( )
( )
( ) Cba
xcosbxsina
xcosbxsina
xcosbxsinad
ba
+
−
+
=
+
+
−
= ∫ 22
2222
2222
2222
222
1
, ba ≠ . 
8.  
( )
1
2cos5 1 1cos5 sin 5 (3 sin 5 ) (3 sin 5 )
5 53 sin 5
2 3 sin 5 .
5
xdx
xdx d x x d x
x
x c
−
= = = − − −
−
= − − +
∫ ∫
 
9.  
 
2 2 53
3 3ln (1 ) 3ln (1 ) ln(1 ) ln (1 )
1 5
x dx x d x x C
x
+
= + + = + +
+∫ ∫
 
10. ∫
−++
=
1x1x
dxJ . 
Якщо позбавитися від ірраціональності в знаменнику, одержимо: 
( ) ( ) ( ) ( ) ( ) =−−−++=−−+= ∫∫ ∫ 1xd1x2
11xd1x
2
1dx1x1x
2
1J 2121
 
( ) ( )3 31 1 1
3
x x C = + − − + 
 
. 
11. ( ) ( )=+===+= ∫∫ 23 2223 23 121211 xdxxxdxdxdxxxI  
( ) ( ) ( ) ( ) ( )=++−+++=++−+= ∫∫∫ 112111121111121 23 223 2223 22 xdxxdxxxdxx  
( ) ( ) ( ) ( ) ( ) ( )4 3 1 3 7 3 4 32 2 2 2 2 21 1 3 31 1 1 1 1 12 2 14 8x d x x d x x x C= + + − + + = + − + +∫ ∫ . 
 
12.  2
 В чисельнику запишемо похідну знаменника
 і виконаємо перетворення таким чином, 3 1
 щоб одержаний вираз в чисельнику4 4 17
 був рівним початковому
xI dx
x x
−
=
− +∫
= 
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2
2 2
2
3 3(8 4) 1 3 (4 4 17) 18 2
174 4 17 8 4 4 17 8
4
x d x x dxdx
x x x x
x x
− + −
− +
= +
− + − +
− +
∫ ∫ ∫ . 
Виділимо повний квадрат: 
2
2 17 1 4
4 2
x x x
 
− + = − + 
 
;  
( )2 22
2
1
3 1 3 1 2 12ln 4 4 17 ln(4 4 17)
8 8 8 16 41 2
2
d x
xI x x x x arctg c
x
 
− 
− 
= − + + = − + + +
 
− + 
 
∫ . 
13.
1
2 22
2 2 2
2 5 (2 6) 1 ( 3)( 6 2) ( 6 2)
6 2 6 2 ( 3) 7
x x d xI dx dx x x d x x
x x x x x
−+ + − +
= = = + + + + −
+ + + + + −
∫ ∫ ∫ ∫ =
2 22 6 2 ln 3 6 2x x x x x c+ + − + + + + +
 . 
 
6.2. Методи інтегрування 
 
6.2.1. Метод заміни змінної 
 
Одним з основних методів обчислення інтегралів є метод заміни 
змінної, суть якого полягає в тому, що якщо ( )x tϕ=  – неперервно 
диференційовна монотонна функція, то 
( ) ( )( ) ( )∫∫ ′= dtttfdxxf ϕϕ . 
Нижче цей метод проілюстрований на ряді прикладів. 
Приклади. 
1. 
2
2 2
2
1 ,
( 1) 11 , ( 1)
1 1 11 1 2 2 ,
x t
xdx tdt t dtx t dt dt dt d t
t t tx xdx tdt
xdx tdt
+ =
+ −+ =
= = = − = +
+ + ++ + =
=
∫ ∫ ∫ ∫ ∫  
2 2ln(1 ) 1 ln(1 1 )t t c x x c− + + = + − + + + . 
2.  
4 3 3 2
, ( 1) 1 ( 1)( 1)
1 1 1 1 1
xx
x x
e te t t t t t dtdx dt dt dt
e t t t te dx dt
=
− + − + +
= = = +
− − − − −=
∫ ∫ ∫ ∫ ∫ = 
3 2 3 2
ln 1 ln 1
3 2 3 2
x x
x xt t e et t c e e c+ + + − + = + + + − + . 
3. 
( )
( )2 2
2
12 1 , 2 1 , 1 11 22 2 , ,
2 1 1 1
2
x t x t t
x dx dx tdt dx tdt tdt
tx
x t
− = − = + −
−
= = = =
−
= +
∫ ∫  
33 2
21 1 1 1 (2 1) 2 1
2 2 2 3 2 3
t x
t dt dt t c x c
   −
 
− = − + = − − +      
∫ ∫ = 
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1 2 1 12 1 1 2 1( 2)
2 3 3
x
x c x x c
− 
− − + = − − + 
 
. 
 
4. ( )∫ += 232 1x
dxI . 
1-й спосіб (заміна змінної). 
( )
tcos
x
tcos
dtdxtgtx
I
3
232
2
11 =+
==
= ; ∫ =+== CtsintdtcosI =
22
2
2
2
11
11
x
x
ttg
ttg
tsin
tsin
tctg
+
=
+
=
=+
 
= C
x1
x
2
+
+
 . 
2-й  спосіб (безпосереднє обчислення). 
∫ ∫ =





+





+−=






+
=
−
2
23
223
2
3
1111
2
1
11
x
d
x
x
x
dxI
 
( ) .C
x1
xC
x
112
2
1
2
2
1
2 +
+
=+





+−−=
−
 
Інтеграли виду: ,dxx,...,x,xR r
p
s
l
n
m
∫ 







 де R – раціональна функція 
своїх аргументів, обчислюються заміною ktx = (k – загальний знаменник 
дробів), що дозволяє позбутися від ірраціональностей. 
5.  ( ).xx
dxI ∫
+
=
1
 
У даному прикладі k=2, тому слід зробити заміну 2x t= . Тоді 
( ) 22
2 2 2
11
tdt dtI arctgt C
tt t
= = = +
++∫ ∫
2arctg x C= + . 
Цей інтеграл можна обчислити й безпосередньо. 
Другий спосіб. 
( ) ( )
( )
( ) Cxarctgx
xd
xd
x
dx
xx
dxI +=
+
===
+
= ∫∫ 2
1
22
1 2
. 
6. ( )
4
23 2
4
24
3
1 14 4 4
1 1
4
x t
tdx t dt t dt
x t dt
t t t tx x
dx t dt
=
− +
= = = = =
+ + ++
=
∫ ∫ ∫ ∫  
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( ) ( ) ( ) ( ) ( )
2
2 4
4
11
4 1 4 ln 1 4 ln 1
1 2 2
xtdt
t dt t C x
t
 
− 
−    = − + = + + + = + + +    +      
∫ ∫ С 
При інтегруванні виразів виду: 
 ( )2 2,R x x a+ , ( )2 2,R x a x− , ( )2 2,R x x a−    використовують заміни: 
( )
( )
( )
2 2
2
2 2
2 2
2
) , ;
cos
sin ; cos) ,
cos ; sin
cos) , ; .
sin sin
a
a R x a x dx x a tgt dx dt
t
x a t dx a tdt
b R x a x dx
x a t dx a tdt
a a t
c R x x a dt x dx dt
t t
+ = ⋅ =
= =
−
= = −
− = = −
∫
∫
∫
 
7. ∫ ∫ ∫ ∫ ===−=− tdtsintdtcostsintdtcostsintsindxxx 24
111 2222222
 
( )sin 4arcsin1 1 cos 4 1 sin 4 1
arcsin .
4 2 8 4 8 4
xt tdt t C x C
 
−  
= = − + = − +  
   
∫  
8. 
22 4
4 4 2 4 2
2
11 cos
cos cos sin cos
cos
x tgt
tg tx dt tdtI dx dt
x tg t t t t tdx
t
=
++
= = = =
⋅ ⋅=
∫ ∫ ∫  
4
4 3
cos 1
sin sin
sin 3sin
t dt t d t c
t t
−
= = − +∫ ∫ . 
Зробимо зворотну заміну, тобто виразимо sint через 
x:
3
2 2
32 2
(1 )
sin ;
31 1
tgt x x
t I c
xtg t x
+
= = = − +
+ +
 . 
9.  
2
22 2 2
2
3 3cos 3 3cos sin
, , sin
sin sin9 3
sin 9 9
sin
dx tdt t tdt
x dx t
t t xx x
t
t
⋅
= = − = = −
−  
⋅ ⋅ − 
 
∫ ∫ = 
2
2
2
1 1 1 1 9 9
sin cos 1 sin 1
9 9 9 9 9
x
tdt t c t c c c
x x
−
− = + = − + = − + = +∫ .   
10. ∫
−
=
2
5
1 x
dxxJ  
1-й  спосіб (заміна змінної): 
=
=−
==
−
= ∫
tcosx1
tdtcosdx,tsinx
x1
dxxJ
22
5 ( )∫ ∫ =−−= tcosdtcostdtsin 225 1
( ) =−+−=+−−= ∫ tcos51tcos32tcostcosdtcostcos21 5342  
( ) ( )22 2 22
sin 2 11 1 1 1
3 5cos 1
x t
x x x
t x
=  
= = − − − − + − = 
 = −
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( ) Cx3x48x1
15
1 422 +++−−= . 
2-й  спосіб: 
Якщо під знаком інтеграла міститься  змінна х у непарному степені, то 
можливо використання заміни 21 x t− = . 
( ) =+−=+−= −=−==
−
= ∫ tdtttdxx,ttx
xdxtdt,xt
x
dxxJ 425424
22
2
5
2121
221
1
 
( ) ( ) =+





+−−=+−−=
+−
−= ∫∫ Ctttdtttdtt
ttt 5342
42
5
1
3
22121
 
( ) .Cxxx +−++− 242 1348
15
1
 
 
6.2.2. Метод інтегрування частинами 
 
Нехай функції ( ) ( )xvv,xuu ==  мають неперервні похідні, тоді 
справедлива формула інтегрування частинами 
∫∫ ⋅−⋅=⋅ duvvudvu .                                      (6.2.1) 
Зауваження. Назва інтегрування частинами пояснюється тим, що 
формула не дає остаточного результату, а тільки зводить задачу знаходження 
інтеграла ∫udv  до задачі знаходження іншого інтеграла ∫ vdu , що при вдалому 
виборі u й v виявляється більше простим. Загальних правил вибору функцій u 
й v немає, однак можна дати деякі рекомендації для окремих випадків. 
Як правило, метод інтегрування частинами застосовується у випадку, 
коли підінтегральна функція містить добуток раціональних і 
трансцендентних функцій і при цьому інші методи незастосовні. 
Наприклад, ( ) ,xdxcosxPn α∫  ( ) ,xdxsinxPn α∫  ( ) dxexP xn α∫ , ∫ xdxlnx k , 
∫ dxxarctgx
k
 і т.д. 
Якщо підінтегральна функція має вигляд ( ) ,xcosxPn α  ( ) ,xsinxPn α  
( ) xn exP α , то за “u” приймають многочлен ( )xPn . 
Якщо підінтегральна функція є добуток логарифмічної або оберненої 
тригонометричної  функції й многочлена, то за “u” приймають ці функції.  
Приклади. 
1. .Cxsinxcosxxdxcosxcosx
xcosv
xdxsindv
dxdu,xu
xdxsinx ++−=+−=
−=
=
==
∫∫  
2. =
+
−⋅=
==
+
==
= ∫∫ 2
2
2
2
2
12
1
2
2
1
x
dx
x
x
arctgx
x
v;xdxdv
x
dxdu;arctgxu
xarctgxdx
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Carctgxxarctgxx
x
dxdxarctgxxdx
x
)x(
arctgxx
++−=
=
+
+−=
+
−+
−= ∫∫∫
2
1
22
12
1
2
1
21
11
2
1
2
2
2
2
2
22
 
У деяких випадках методом інтегрування частинами зводиться до 
розв’язування алгебраїчного  рівняння щодо вихідного інтеграла. 
3. 
, sin ,
1
sin cos cos1
, cos
x
x x x
x
e u xdx dv
I e xdx e x e xdx
e dx du x v
α
α α α
α
β
αβ β β
α β β ββ
= =
= = − +
= − =
∫ ∫ = 
, cos ,
1 1
cos sin sin1
, sin
x
x x x
x
e u xdx dv
e x e x e xdx
e dx du x v
α
α α α
α
β
α αβ β β
α β β β β ββ
= =
 
= − + − 
= =  
∫ = 
2
2 2
1
cos sin sinx x xe x e x e xdxα α αα αβ β ββ β β− + − ⇒∫  
2
2 2
1
cos sinx xI e x e x Iα αα αβ ββ β β= − + − – рівняння щодо вихідного інтеграла I. 
Звідси 2 2
sin cos xx xI e cαα β β β
α β
−
= +
+
. 
4. ∫ += dxxaI 22 . 
( )
( ) CaxxlnaIxax xa
dx
adxxaxax
xa
dxaax
xax
xa
dxx
xax
xv,dxdv
xa
xdxdu,xaudxxaI
I
222222
22
22222
22
222
22
22
2
2222
22
22
++++−+=
=
+
++−+=
+
−+
−+=
=
+
−+=
==
+
=+=
=+=
∫∫∫
∫∫
4434421
 
Таким чином, отримане рівняння щодо вихідного інтеграла, тобто відносно 
I . Розв’язуючи це рівняння, одержимо ( )( )( ) CaxxlnaxaxI CaxxlnaxaxI +++++= +++++= 22222
22222
2
1
22
 
5.  
dx
u=sin(lnx); du=cos(lnx) ; dx
sin(lnx)dx =x×sin(lnx)- x×cos(lnx)x
xdv=dx; v=x.
∫ ∫ = 
cos ln ; sin(ln ) ;
sin(ln ) cos(ln ) sin(ln ) cos(ln ) sin(ln )
;
dx
u x du x
x x x dx x x x x x dxx
dv dx v x
= = −
= ⋅ − − −
= =
∫ ∫  
Отримано рівняння щодо шуканого інтеграла, звідси:   
 
( )sin(ln ) sin(ln ) cos(ln )
2
x
x dx x x C= − +∫ . 
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Часто метод інтегрування частинами застосовується з методом заміни 
змінних. 
6. ( ) 22 2 1 cos 2sin 2 sin 2 22x t tI x dx t tdt t dtdx tdt= −= = = = ==∫ ∫ ∫  
2
cos 2
2
t
t tdt− ∫
2 2, sin 2 1 sin 2
sin 2sin 2 2 2 2 2 2cos 2 ,
2
u t du dt
t t t t
t tdt ttdv tdt v
= =
= − + = − −
= =
∫  
( )1 1cos 2 sin 2 cos 24 2 4xt C x x x C− + = − − +  
 
6.2.3.  Інтегрування раціональних дробів 
 
Первісна функція існує для всякої неперервної функції (за теоремою про 
існування первісної для неперервної функції). Однак, задача знаходження 
аналітичного виразу первісної функції в скінченному виді, тобто у вигляді 
скінченної комбінації елементарних функцій, має точний розв’язок тільки в 
окремих випадках. У скінченному виді інтегрується досить вузький клас 
функцій. 
Раціональні дроби належать до класу функцій, інтеграли від яких 
виражаються через елементарні функції. Під раціональним дробом 
розуміється відношення 
( ) ( )( )
mm
mm
nn
nn
m
n
bxb...xbxb
axa...xaxa
xQ
xP
xR
++++
++++
==
−
−
−
−
1
1
10
1
1
10
. 
Будь-який раціональний дріб може бути представлений як сума 
многочлена й елементарних дробів. Під елементарними дробами 
розуміють дроби  наступних чотирьох видів: 
а) 
ax
A
−
; б) ( )nax
A
−
; в) 
qpxx
BAx
++
+
2 , де ;0)q4p(
2 <−
 г) ( )nqpxx
BAx
++
+
2
. 
Знаходження інтегралів від раціональних дробів рекомендується 
виконувати за наступною схемою: 
1. Якщо n m≥  (дріб неправильний), то треба виділити цілу частину 
представивши підінтегральну функцію у вигляді суми цілої частини 
(многочлена) і правильного раціонального дробу. 
2. Знаменник правильного раціонального дробу ( )mQ x розкласти на 
множники, що відповідають дійсним і парам комплексно спряжених коренів, 
тобто множники виду ( ) ( )rk qpxx,ax ++− 2 , де 2 4 0.p q− <  
3. Розкласти правильний раціональний дріб на найпростіші, 
використовуючи теорему: 
Теорема. Якщо ( ) ( ) ( ) ( ) ( )νµβα slxx...qpxx...bxaxbxQm ++++−−= 220 , то 
правильний нескоротний раціональний дріб ( ) ( )( )xQ
xP
xR
m
n
=  може бути 
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представлений у вигляді 
( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ++−+−+−++−+−== −
−
−
...
bx
B
bx
B
ax
A
...
ax
A
ax
A
xQ
xP
xR
m
n
1
11
1
1
ββ
α
αα
 
( ) ( ) ( ) ++++
+
++
++
+
+
++
+
+
−−
−
...
qpxx
NxM
...
qpxx
NxM
qpxx
NMx
2
11
12
11
2
µµ
µµ  
( ) ( ) ( )slxx
NxP
...
slxx
NxP
slxx
QPx
++
+
++
++
+
+
++
+
+ −−
− 2
11
12
11
2
νν
νν
. 
Коефіцієнти ,...B,B,...,A,A 11  можна визначити з наступних міркувань. 
Написана рівність є тотожність, тому, привівши дроби до загального 
знаменника, одержимо тотожні многочлени в чисельниках праворуч і 
ліворуч. Прирівнюючи коефіцієнти при однакових степенях х, одержимо 
систему рівнянь для визначення невідомих коефіцієнтів ,...B,B,...,A,A 11  
 Поряд із цим, для визначення коефіцієнтів можна використати 
наступний прийом: оскільки многочлени, отримані в правій і лівій частинах            
рівності  після приведення до загального знаменника, повинні бути тотожно 
рівні, то їхні значення рівні при будь-яких значеннях х. Надаючи х конкретні 
значення, одержимо рівняння для визначення коефіцієнтів. Як такі значення 
зручно вибирати дійсні корені знаменника. На практиці для знаходження 
коефіцієнтів можна використати обидва підходи одночасно. 
4. Інтеграли від найпростіших раціональних дробів знаходяться за 
формулами 
а) CaxlnA
ax
Adx
+−=
−
∫  
б) ( ) ( ) ( ) ( )( )∫∫ +−−=−−=− −
− C
axn
A
axdaxAdx
ax
A
n
n
n 11
, 1≠n  
в) 
( ) ( )+++=
++
+−+
=
++
+
∫ ∫ qpxxln
Adx
qpxx
BpApxA
dx
qpxx
BAx 2
22 2
2
2
2
 
( )∫ +
−
+
−
−
+++=
−+





+




 +






−+ ,C
pq
p
x
arctg
pq
pAB
qpxxlnA
pqpx
p
xd
pAB
4
2
4
2
2
42
2
2 22
2
22
 де 2 4 0.p q− <  
г) Обчислення інтегралів від найпростіших дробів четвертого типу 
досить складно; при необхідності можна скористатися рекурентним 
співвідношенням, що дозволяє виразити ( )∫ ++
+
= dx
qpxx
BAxI
nn 2
 через 1−nI .  
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Приклади інтегрування раціональних дробів. 
1. 
2
2
3 2
( 1)
x xI dx
x x
− +
=
+∫ . 
Дріб 
2
2
3 2
( 1)
x x
x x
− +
+
– правильний, тому що степінь чисельника менше степеня 
знаменника. Знаменник дробу має дійсні кратні корені. Розкладемо 
підінтегральну функцію на найпростіші дроби. 
2
2 2
3 2
( 1) ( 1) 1
x x A B C
x x x x x
− +
= + +
+ + +
. 
Приведемо до загального знаменника дроби й  прирівняємо 
чисельники: 
x
2
-3x+2=A(x+1)2+Bx+Cx(x+1) 
Для знаходження коефіцієнта А покладемо х=0, тоді А=2. Покладаючи  
х=-1, знаходимо коефіцієнт В=-6. 
Для відшукання коефіцієнта С прирівнюємо коефіцієнти при х2: 
1=А+С, тоді С=-1. 
Отже, 2
62 6 2 ln ln 1( 1) 1 1
dx dx dxI x x C
x x x x
= − − = + − + +
+ + +∫ ∫ ∫
. 
2. ( )( );xxx dxx dx∫ ∫ ++−=− 111 23  
розкладемо дріб на найпростіші ( ) ( ) 22
1
;
1 11 1
A Bx C
x x xx x x
+
= +
− + +
− + +
 
тоді  ( ) ( )( )21 1 1A x x Bx Ñ x= + + + + −  
Нехай x=1, тоді 1=3А, А=1/3. 
Прирівнюючи коефіцієнти при однакових степенях х; (наприклад, перш 
ому і другому) одержимо систему рівнянь для знаходження інших 
коефіцієнтів: 
x
1     A+C-B=0;  C=-2/3 
x
2
    A+B=0 ;  B=-1/3. 
( ) ( )
=
++
+−+
−−=
++
+
−
−
−
=
−
∫∫ ∫ ∫ dx
xx
x
xlndx
xx
x
x
xd
x
dx
1
2
2
112
2
1
3
11
3
1
1
2
3
1
1
1
3
1
1 223
 
( ) ( )
( )
( )
.Cxarctg
xxlnxln
/x
/xd
xxlnxln
+
+
−
−++−−=






++
+
−++−−= ∫
3
12
3
1
1
6
11
3
1
2
321
21
2
11
6
11
3
1 2
2
2
2
 
Зауваження. При обчисленні інтегралів від раціональних функцій іноді 
можна обійтися без розкладання їх на найпростіші, застосовуючи інші 
прийоми, наприклад 
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1. ( )∫ −= dtt
tI 22
2
1
. 
Цей інтеграл можна знайти методом інтегрування частинами. Дійсно, 
покладаючи:  
( )
( )
( )
( )
( ) ( )∫ −−=−
−
==
−
−
=
−
==
12
1
1
1
2
1
1
1
2
1
1
222
2
22
2
22 tt
td
v,dtdu;
t
td
t
tdtdv,tu , 
одержимо 
( ) ( )22 2
1 1 1ln
2 1 4 12 1 2 1
t dt t tI C
t tt t
+
= − + = − − −
− −
− −
∫ . 
 
4. ( )( ) ( )
( )
( )( )∫ ∫∫ −−=+−
−−+
=≡−−+=
+− 15
1
41
14
5
1514
41 222
22
22
22 t
dtdt
tt
tt
tt
tt
dt
 
Ctarctg
t
tln
t
dt
+−
−
+
=
+
− ∫ 210
1
1
1
5
1
45
1
2 . 
5. 
5 4
3
8
4
x xI dx
x x
+ −
=
−
∫ . 
Дріб 
5 4
3
8
4
x x
x x
+ −
−
– неправильний, тому що степінь чисельника більше степеня 
знаменника. Виділимо цілу частину, розділивши чисельник на знаменник: 
–
x
5+x4-8│x3-4x 
x
5
-4x3       │ x2+x+4 
    
–
x
4+4x3-8 
    x
4
-4x2 
        
–
4x3+4x2-8 
         4x3-16x 
               4x2+16x-8 
 
Тоді вихідний інтеграл зводиться до суми наступних двох інтегралів 
dx
xxx
xx
dxxxI ∫ ∫ +−
−+
+++=
)2)(2(
8164)4(
2
2
 
Розкладемо підінтегральну функцію другого інтеграла на найпростіші дроби: 
24 16 8
( 2)( 2) 2 2
x x A B C
x x x x x x
+ −
= + +
− + − +
 
Приведемо до загального знаменника, прирівняємо чисельники 
)2()2()4(8164 22 −+++−=−+ xCxxBxxAxx  
При .248:0 =⇒−=−= AAx  
При .5840:2 =⇒== BBx  
При .3824:2 −=⇒=−−= CCx
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Виходить, 
 
2
3 2
523 2
3
( 4) 2 5 3
2 2
4 2ln 5ln 2 3ln 2
3 2
2
4 ln .
3 2 2
dx dx dxI x x dx
x x x
x x
x x x x c
x xx x
x c
x
= + + + + − =
− +
= + + + + − − + + =
−
= + + + +
+
∫ ∫ ∫ ∫
 
 
6.2.4. Інтегрування тригонометричних виразів 
 
Теорема 1. Інтеграл виду ∫ dxxxR )cos,(sin , де )cos,(sin xxR  – раціональна 
функція відносно sinx й cosx, підстановкою, 
2
x
tgt =  приводиться до інтеграла 
від раціональної функції змінної t. 
Підстановка 
2
x
tgt =  застосовна до будь-яких раціональних відносно  
sinx й cosx функцій, у зв'язку із чим вона називається універсальною. Однак, у 
силу своєї універсальності, дана підстановка звичайно приводить до 
громіздких викладень, тому вона використовується в тих випадках, коли інші 
підстановки застосувати не можна. 
При обчисленні інтегралів виду ∫ ++ xcxba
dx
sincos
 застосовується 
універсальна тригонометрична підстановка txtg =
2
, або arctgtx 2= . 
,
1
2
2
1
2
2
sin 2
2 t
t
x
tg
x
tg
x
+
=
+
=
 2
2
2
2
1
1
2
1
2
1
cos
t
t
x
tg
x
tg
x
+
−
=
+
−
= , 21
2
t
dtdx
+
=  
Приклад 1. ∫ ++= xx
dxI
sincos89
 
Враховуючи наведені вище формули, одержимо 
C
x
tg
arctgCtarctg
t
td
tt
dtI +
+
=+
+
==
++
+
=
++
= ∫∫ 4
1
2
2
1
4
1
2
1
4)1(
)1(2
172
2
222  
Теорема 2. Якщо )cos,(sin)cos,(sin xxRxxR −=− , тобто підінтегральна 
функція непарна відносно cosx, то підстановкою t= sinx  інтеграл 
∫ dxxxR )cos,(sin  приводиться до інтеграла від раціональної функції t. 
 
Приклад 2. 
 
3 2cos (1 ) 3
sin ( 2 )
2 sin 2 2
x t dtdx t x t dt
x t t
−
= = = − + − =
+ + +∫ ∫ ∫
 
    CxxxCttt ++−+−=++−+−= )sin2ln(3sin2
2
sin)2ln(32
2
22
. 
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Приклад 3. 
 =
−
=
−
=
−=+
−=
=
=
+ ∫∫∫ x
xd
x
xd
xx
xx
xdxdx
x
xdx
22
2
2
sin23
)sin2(
2
1
sin23
)(sin
sin232cos2
sin212cos
)(sincos
2cos2
cos
 
    Cx +=
3
sin2
arcsin
2
1
. 
Терема 3. Якщо )cos,(sin)cos,sin( xxRxxR −=− , тобто підінтегральна 
функція непарна відносно sinx, то підстановкою t=cosx інтеграл 
∫ dxxxR )cos,(sin  приводиться до інтеграла від раціональної функції t. 
Приклад 4. =−−=
−=
=
=−= ∫∫∫ dttxdxdt
tx
xdxxxdx 22225 )1(
sin
cos
sin)cos1(sin
 
                
3 5
2 4 3 52 2 1(1 2 ) ( ) cos cos cos
3 5 3 5
t t
t t dt t C x x x C= − − + = − − + + = − − +∫  
Приклад 5. =
=
=
=
−
−=
=−
=
=
+
= ∫∫
ududt
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tt
dt
dtxdx
tx
xx
xdxI
cos2
sin2
2sin
cos
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sin
22
 
                
=+





−=+−=−= ∫ C
t
tgCutg
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2
arcsinln
2
1
2
ln
2
1
cos2sin2
cos2
 
                
Cxtg +





−=
2
cos
arcsinln
2
1
. 
 
Теорема 4. Якщо )cos,(sin)cos,sin( xxRxxR =−− , тобто підінтегральна 
функція парна відносно sinx й cosx, то інтеграл ∫ dxxxR )cos,(sin  підстановкою 
t=tgx приводиться до інтеграла від раціональної функції t. 
Приклад 6. 
∫∫ =






−+
=
−+
16
cos
sin6
cos
sin
cos
cos16cossin6sin
2
2
2
22
x
x
x
x
x
dx
xxxx
dx
 
=+
+
−
=
−+
====
−+
= ∫∫ Ct
t
t
dt
tgxt
tgxxtg
tgxd
8
2ln
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1
25)3(166
)(
32  
C
tgx
tgx
+
+
−
=
8
2ln
10
1
. 
=
+
=
+
=
+ ∫∫∫ )1(cos)1(cos
cos
cossin
cossin
4244
2
44 xtgx
tgxdx
xtgx
xtgxdx
xx
xdxx
 
Cxtgarctg
xtg
xtgd
xtgd
x
tgxdx
+=
+
=== ∫ )(2
1
)1(
)(
2
1)(
2
1
cos
2
4
2
2
2 . 
Інтеграли виду ∫∫∫ ,sinsin;coscos;cossin bxdxaxbxdxaxbxdxax  
де ba ≠ , знаходяться за допомогою формул:  
[ ]xbaxbabxax )sin()sin(
2
1
cossin ++−= ; 
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[ ]xbaxbabxax )cos()cos(
2
1
coscos ++−= ; 
[ ]xbaxbabxax )cos()cos(
2
1
sinsin +−−= . 
Приклад. =











++





−= ∫ ∫∫ dx
xxdxxxdxxx
312
sin
312
sin
2
1
3
cos
12
sin
 
1 5 1 12 5 5
sin sin 4 sin sin
2 4 12 2 4 4 5 12 12
x x x x x xdx dx d d      = − + = − + =      
      
∫ ∫ ∫ ∫  
Cxx +





−=
12
5
cos
5
12
4
cos4
2
1
 
Інтеграли виду ∫ xdxx
nm cossin , 
де m й n – додатні парні  числа, знаходяться за допомогою формул: 
1
sin cos sin 2
2
x x x= , 2
1 cos 2
cos
2
x
x
+
= , 
2 1 cos 2sin
2
x
x
−
=                          (6.2.2)                        
Приклад 1. ∫ xdxx
42 cossin ; 
Розв’язання. 1) Застосовуючи формули (6.2.2), одержуємо  
=
+
== ∫∫ dx
x
xxdxxI
2
2cos12sin
4
1
cossin 242  
=+−=+= ∫∫∫∫ )2(sin2sin16
1)4cos1(
16
12cos2sin
8
12sin
8
1 222 xxddxxxdxxxdx  
Cxxx ++−=
48
2sin
64
4sin
16
3
. 
Приклад 2. 
2
4 21 cos 2 1cos (1 2cos 2 cos 2 )
2 4
x
xdx dx x x dx+ = = + + 
 
∫ ∫ ∫ = 
1 1 1
cos 2 (1 cos 4 )
4 2 8
dx xdx x dx= + + + =∫ ∫ ∫  
CxxxCxxxx +++=++++=
32
4sin
4
2sin
8
3
32
4sin
84
2sin
4
. 
 Інтеграли виду )3(,, ≥∈∫∫ nNnxdxctgxdxtg nn  
знаходяться за допомогою формул 1
cos
1
2
2
−=
x
xtg , 1
sin
1
2
2
−=
x
xctg , при цьому 
відокремлюємо множники xtg 2  або xctg 2 : 
xtgxtgxtg nn 22 ⋅= − . 
Приклад. 5 3 32 2
1 11 ( ) 1
cos cos
tg xdx tg x dx tg xd tgx tgx dx
x x
   
= − = − − =   
   
∫ ∫ ∫ ∫  
4 4 2
( ) ln cos
4 4 2
tg x tg x tg x
tgxd tgx tgxdx x C= − + = − − +∫ ∫ . 
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Контрольні завдання до розділу 6 
 
Завдання 1. Знайти невизначені інтеграли. 
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.10;dx
xsinxcos1817
1
.9;dx
1x1x
x
.8 2
2
2
 
6.1.29. 
∫ ∫ ∫ ∫ ⋅−
+
+
+
;dxxsinx.4;dx1x3arctg.3;dx
xsin
xcosxcos
.2;dx
1x
xx
.1 234
2
4
3
 
( ) ( ) ( )∫ ∫ ∫ +⋅−
+−+
−⋅−++
−
;dx
2x2x
52x10x6x
.7;dx
x1x1
1
.6;dx
1x6x
3x2
.5 3
23
222
 
( ) ( )∫ ∫ ∫−⋅−⋅⋅+ .dxxcos xsin.10;dx17xcos19xsin7 1.9;dxx2x x.8 25
3
22
 
6.1.30. 
( )
∫ ∫ ∫ ∫ ⋅⋅
−
−
−
;xdxsinlnxcos.4;xdxsinx.3;dx
1x
x
.2;dx
x1
1xarcsin
.1 232
2
 
( ) ( )∫ ∫ ∫ −⋅+
−+−
−++−
−
;dx
2x2x
6x13x6x
.7;dx
x4
x
.6;dx
1x10x
5x
.5 3
23
2
2
2
 
( ) ( )∫ ∫ ∫ +−⋅++−⋅+ .dxxsin1 xsin1.10;dxxcos8xsin9 1.9;dx1x4x x.8 2
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РОЗДІЛ 7 
ВИЗНАЧЕНИЙ ІНТЕГРАЛ 
 
 
7.1. Означення, властивості, геометричний зміст визначеного 
інтеграла  
 
До поняття визначеного інтеграла приводять задачі обчислення площ, 
об'ємів тіл, довжини дуги кривої, фізичні задачі. 
 Нехай на відрізку [ ]b,a  визначена функція y=f(x). Розіб'ємо відрізок на 
n частин точками 0 1 1i i na x x x x x b−= < < < < < < =L L . 
На кожному з відрізків [ ]1,i ix x−  візьмемо довільну точку iξ  й складемо 
суму ( )
1
n
n i i
i
S f xξ
=
= ∆∑ , що називається інтегральною сумою. 
Якщо існує скінченна границя інтегральної суми Sn при 
{ }
1
max 0ii n xλ ≤ ≤= ∆ → , що не залежить від способу розбивки області на елементарні 
ділянки й вибору точок ξi , то вона називається визначеним інтегралом 
функції f(x) на відрізку [ ],a b  й позначається  
( ) ( )∑∫
=
→
∆=
n
i
ii
b
a
xflimdxxf
10
ξ
λ
. 
Функція  f(x) у цьому випадку називається інтегровною  на відрізку 
[ ],a b . 
Геометричний зміст 
визначеного інтеграла: 
якщо ( ) 0f x ≥  [ , ]x a b∀ ∈ ,  то 
( )
b
a
f x dx∫  чисельно 
дорівнює площі 
криволінійної трапеції з 
основою [a,b], обмеженої 
прямими x=a, x=b і 
кривою y=f(x) (рис. 7.1). 
Властивості визначеного інтеграла. 
1. ( ) ( )
b a
a b
f x dx f x dx= −∫ ∫ .   
2. ( ) 0
a
a
f x dx =∫ .  
3. Лінійність інтеграла. Якщо ( )f x  й ( )g x  – функції, інтегровні на 
[ ],a b , то 
 
S 
y=f(x) 
a b 
y 
x 
Рис. 7.1 
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а) ( ) ( ) ( ),
b b
a a
cf x dx c f x dx c const= =∫ ∫ ; б) ( ) ( )( ) ( ) ( ) .dxxgdxxfdxxgxf
b
a
b
a
b
a
∫∫∫ ±=±  
 Поєднуючи властивості а) і б), можна записати властивість лінійності 
визначеного інтеграла:  ( ) ( )( ) ( ) ( )1 2 1 2 .
b b b
a a a
c f x c g x dx c f x dx c g x dx+ = +∫ ∫ ∫  
4. Адитивність інтеграла. Якщо ( )f x  – функція інтегровна на [ ],a c  й 
[ ],c b , де ( ),c a b∈ , то вона інтегровна на [a,b] й 
∫ ∫ ∫+=
b
a
c
a
b
c
.dx)x(fdx)x(fdx)x(f
 
 5. Якщо a b<  й ( ) 0f x ≥ , те ( ) 0
b
a
f x dx ≥∫ , причому рівність нулю можлива 
тільки в тому випадку, коли  ( ) 0f x ≡ , ( )b,ax ∈∀  . 
6. Якщо a b<  й ( ) ( )f x g x≥ , то ( ) ( )
b b
a a
f x dx g x dx≥∫ ∫ – теорема про 
інтегрування нерівностей. 
7. Якщо ( )f x  – функція, інтегровна на [a,b], то ( )f x  – інтегровна на 
[a,b] і справедлива нерівність: 
( ) ( )∫∫ ≤
b
a
b
a
dxxfdxxf – теорема про модуль визначеного  інтеграла. 
8. Теорема про оцінку визначеного інтеграла. Якщо ( )m f x M≤ ≤ , m– 
найменше, М – найбільше значення функції f(x) на відрізку [a; b],то 
( ) ( ) ( ).
в
а
m в а f x dx М в а− ≤ ≤ −∫  
9. Теорема про середнє значення. Якщо ( )f x  неперервна [ ],x a b∀ ∈ , то 
( ),a bξ∃ ∈ , що ( ) ( )( )abfdxxf
b
a
−=∫ ξ . 
Геометричний зміст теореми: 
нехай ( ) 0f x ≥  [ , ]x a b∀ ∈ , тоді існує 
принаймні одна точка ( ),a bξ ∈ , що 
площа криволінійної трапеції, 
обмеженої зверху неперервною 
кривою )x(fy =  буде рівна площі 
прямокутника з тією ж основою й 
висотою, рівною ( )f ξ  (рис. 7.2). Значення ( )f ξ  називається середнім 
значенням функції на відрізку [a, b].  
10. Якщо функції ( )xf  й ( )xϕ  – неперервні на [a, b], а ( )xϕ  зберігає 
знак на цьому відрізку, то (узагальнена теорема про середнє): 
         y 
 
 
 
 
 
               a        ξ                 b    x 
Рис. 7.2 
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( ) ( ) ( ) ( ) ,
b b
a a
f x x dx f x dx a bξ ξϕ = ϕ < <∫ ∫  
11. Якщо неперервна функція ( )xf , [ ]llx ,−∈  – парна, то 
( ) ( )∫∫ =
−
l
0
l
l
dxxf2dxxf . 
Якщо ( )xf  –  непарна, то ( ) 0=∫
−
l
l
dxxf . 
 
7.2. Методи обчислення визначеного інтеграла 
 
Фундаментальним результатом математичного аналізу й поворотним 
моментом у розвитку інтегрального числення з'явилося відкриття зв'язку між 
визначеним і невизначеним інтегралами. Це дозволило визначені інтеграли 
обчислювати не як границі інтегральних сум, а через невизначені інтеграли. 
Теорема. Похідна визначеного інтеграла від неперервної функції по 
його верхній межі існує й дорівнює значенню підінтегральної функції у 
верхній межі, тобто 
( ) ( )
x
a x
f t dt f x
′ 
= 
 
∫ .  
Наприклад, а) 2 2
0
x
t x
x
e dt e− −
′ 
= 
 
∫  ; б) 
0
3sin
x x
tdt
′ 
 
 
∫ =
3 3
0
sin sin
x
x
tdt x
′ 
− = − 
 
∫  . 
 
Формула Ньютона-Лейбніца: ( ) ( ) ( ) ( )aFbF
a
b
xFdxxf
b
a
−==∫  – основна 
формула інтегрального числення, що встановлює зв'язок між визначеним і 
невизначеним інтегралами й дозволяє знаходити значення визначеного 
інтеграла як різницю значень первісної на верхній і нижній межах 
визначеного інтеграла. 
Приклади. 
Обчислити визначені інтеграли: 
1. 
12 2
1 1
(ln )
arcsin ln arcsin ln arcsin ln1
1 ln 1 ln
arcsin1 arcsin 0 0 .
2 2
e e
edx d x x e
x x x
pi pi
= = = − =
− −
− = − =
∫ ∫
 
2.  
1 53 24 4 4 4
3 3
13
3
2 2 2 2
cos (1 sin ) (sin ) (sin ) (sin ) sin (sin )
sin (sin )
xdx x d x
x d x xd x
x
x
pi pi pi pi
pi pi pi pi
− − − −
−
− − − −
−
= = −∫ ∫ ∫ ∫ = 
2 8 2 2 8 8
3 3 3 3 3 34
2
3 3 3 3(sin ) sin sin ( ) sin ( ) sin ( ) sin ( )
2 8 2 4 2 8 4 2
x x
pi
pi
pi pi pi pi−
−
     
− = − − − − − − −     
     
= 
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2 8 2
3 3 33 2 3 2 9 21 21 1
2 2 8 2 8 16 2
   
        
− − − = − +             
        
   
. 
3. 
4 4 4 42
2 2 2 2 2
0 0 0 9
1 1 ( 2 )cos
1 sin 2sin cos 2 1 2 ( 2 ) 1
dx
dx d tgxxI dx
x x x tg x tgx
pi pi pi pi
⋅
= = = =
+ + + ⋅ +∫ ∫ ∫ ∫
= 
4
0
1 1 1 2( 2 ) ( 2 0 2 2
4 22 2 2
arctg tgx arctg tg arctg arctg arctg
pi
pi 
⋅ = ⋅ − = = 
 
. 
4. 
3 1 3 1 3 1
2 2 2 00 0
( 1) 1 3 1
arcsin arcsin arcsin
2 2 2 3 6 63 2 ( 1) 2
dx d x x
x x x
pi pi pi− − −+ +
= = = − = − =
− − − + +
∫ ∫ . 
 
5. ( ) ( ) ==−=− ∫∫∫
pi
pi
−
pi
pi
−
pi
pi
−
2
2
21
2
2
2
2
2
3 1 dxxcosxsindxxcosxcosdxxcosxcos  
Скористаємося парністю підінтегральної функції. 
( )2 1 2
0
2 sin cosx x dx
pi
= =∫ - ( )
2
1 2
0
2 cos (cos )x d x
pi
=∫
( )
23
2
0
cos 42 3 3
2
x
pi
− ⋅ =  . 
6. Обчислити середнє значення функції 
2
1( ) cos
1 (1 )f x x x
pi
= ⋅
− −
  на відрізку 10;
2
 
  
. 
Розв’язання. Середнє значення функції за теоремою про середнє 
дорівнює: 
1 1 1( ) ( ) , ãäå 0
2 2
b
a
f f x dx b a
b a
ξ = − = − =
−
∫ . 
 
 
1
2
0
1 1
2 2
2
0 0
1 1
cos cos sin sin 2 sin 0
1 (1 ) 1 1 1dx dx x x x x
pi pi pi
pi pi
 
⋅ = = = − = 
− − − − − 
∫ ∫ . 
Отже,  середнє значення функції дорівнює 
1( ) 0 01
2
f ξ = ⋅ = . 
7. Оцінити інтеграл 
2
4
sin x dx
x
pi
pi
∫ . 
Точне значення інтеграла в цьому випадку знайти не можна, тому що 
первісна не виражається через елементарні функції.  
Для дослідження поведінки підінтегральної функції ( )
x
xsin
xf =  на відрізку 
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;
4 2
pi pi 
  
 знаходимо її похідну: 
( ) ( ) 0
x
xcostgxx
3
;
4
x,tgxx
x
xsinxcosx
xf 22 <
−
=



∈<=
−
=′
pipi
 
Підінтегральна функція ( )
x
xsin
xf =  спадає на відрізку ;
4 2
pi pi 
  
, тому що її 
похідна ( ) 0.f x′ < . 
Найменше значення функції 2
2
m f pi
pi
 
= = 
 
, а найбільше значення функції 
2 2
4
M f pi
pi
 
= = 
 
.  
;
4 2
x
pi pi ∀ ∈   
 має місце нерівність: 2 sin 2 2x
xpi pi
≤ ≤ . 
Скориставшись теоремою про оцінку інтеграла, одержимо:    
2
4
1 sin 2
2 2
x dx
x
pi
pi
≤ ≤∫ . 
8. Оцінити абсолютну величину інтеграла 
19
8
10
sin
1
x dx
x+∫
. 
Оскільки 1xsin ≤ , то при 10x >  виконується нерівність 88 10x1
xsin
−≤
+
. 
Використовуючи властивість 7, одержимо: 
( ) 7819
10
8
19
10
8 10101019dxx1
xsindx
x1
xsin
−− <−<
+
<
+
∫∫ . 
 
 
Заміна змінної в визначеному інтегралі 
Нехай функція ( )f x  неперервна на [ ],a b , а функція х= ( )tϕ  – монотонна 
й має неперервну похідну на відрізку [ ],α β , де ( ) aϕ α = , ( ) bϕ β = , тоді має 
місце формула заміни змінної в визначеному інтегралі 
( ) ( )( ) ( )∫∫ ′=
β
α
ϕϕ dtttfdxxf
b
a
. 
Зауваження. Заміну  змінної інтегрування звичайно роблять за 
допомогою монотонних неперервних функцій, тому що монотонність 
гарантує однозначність як прямої, так і оберненої функції. При цьому, якщо 
змінна t змінюється в проміжку [α;β],  значення функції ( )tϕ  не повинні 
виходити за межі проміжку [a, b].  
Відзначимо, що до інтегралів виду 
2( )n
dx
x ax bx cα− + +∫
 застосовна 
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підстановка x-α=1/t (підстановка приводить до менш громіздких викладень, 
ніж тригонометричні підстановки).  
 
Приклад 1. Обчислити інтеграл.
2
2
1 1
dx
x x −
∫  
 
1-й спосіб: застосуємо підстановку x=1/t. Знайдемо межі інтегрування 
для змінної t . Маємо t=1/x, тоді при x=1 змінна t приймає значення, рівне 1 
(нижня межа інтегрування). При x=2 змінна t дорівнює 1/2 (верхня межа 
інтегрування). Таким чином, при зміні змінної х від 1 до 2 змінна t, 
монотонно спадаючи, змінюється від 1 до ½. Функція x=1/ t – монотонна й 
неперервно диференцційовна функція на відрізку [1/2;1]. Отже,  
 
12
2 2 1
2 2 1121 1
22 2
1
, ,
1 1, arcsin
11 1112 .
2
t
dt
x dx
t tdx tdt dt
x t t
x x tt
x t t
= = −
= ⇒ = = − = = =
− −
−
= ⇒ =
∫ ∫ ∫  
=
1
arcsin1 arcsin
2 2 6 3
pi pi pi
− = − =  . 
2-й спосіб:  
 
2 2 2 2
2 2 121 1 1
2
1
1 1
arcsin arcsin arcsin1
2 6 2 311 11 1
d
dx dx x
xx x
x
x x
pi pi pi
 
 
 
= = − = − = − + = − + =
−  
−
−  
 
∫ ∫ ∫ . 
3-й спосіб:  
2
2
2 6 2 2
22
1
62 6
1 cos
, ;
sin sin
cos1 ; 1
sin cossin
sin
sin cos 2 6 31 sin 1 ; 2
2
1
sin .
2 6
tdt
x dx
t t
t
x xdx t tdtt t dt t
t tx x t t x
t t
pi pi pi
pipi pi
pi pi pi
pi
pi
= = −
− = = ⇒
⋅
= − ⋅ = = = − =
⋅
−
= ⇒ = = ⇒
= ⇒ =
∫ ∫ ∫ . 
 
Приклад 2. Обчислити інтеграл  ∫ −=
a
0
22 dxxaI . 
Заміна: tsinax = . Визначимо межі інтегрування для змінної t. Нехай 
0=x , тобто беремо х рівним нижній межі інтегрування у вихідному 
інтегралі. Тоді в якості t можна взяти будь-який розв’язок  рівняння 
0=tsina , наприклад 0=t . При знаходженні верхньої межі для змінної t 
замість х підставляємо  верхню межу інтегрування, рівну а, і розв’язуємо 
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рівняння tsinaa = , звідки 1=tsin , zn,nt ∈pi+pi= 2
2
, тобто рівняння має 
нескінченну множину розв’язків. При цьому, взявши розв’язок  
2
pi
=t , (при 
0=n ), ми одержимо, що при зміні t від 0 до 
2
pi
 змінна х буде монотонно 
змінюватися від 0 до а. Таким чином, 
.
4
a
2
sin
22
a
0
2
2
t2sin
t
2
adt
2
t2cos1
a
tdtcosatdtcosatsinaa
2t,ax
0t,0x
tdtcosadx
,tsinax
I
2222
0
2
2
0
22
2
0
222
pipipipi
pi
pi
pipi
=




 +=




 +=
+
=
==−=
==
==
=
=
=
∫
∫∫
 
Приклад 3. Обчислити інтеграл ∫
−
−=
2ln
0
x2 dxe1I . 
Функція xe21− ― неперервна й монотонна на проміжку [-ln2;0]. Вважаючи 
x2e1t −= , знаходимо межі інтегрування для змінної t. При x=0  одержимо: 
t=0; при x=-ln2 знаходимо: 
2
3
e1e1t 4ln2ln2 =−=−= −− . 
Очевидно, обернена функція, рівна 
( )
2
t1ln
x
2
−
=
 – неперервно 
диференційовна на проміжку 
2
30 << t , тоді  
=
−
=
−
=
=−=−
=−= ∫
−
1t
tdt
e
tdtdx
,tdt2dxe2,te1
dxe1I
2x2
x22x22ln
0
x2
 
( )
=
+
−
+=





+
−
+=
−
+−
=
−
= ∫∫
1
2
3
1
2
3
ln
2
1
2
3
1t
1tln
2
1
tdt
1t
11t
1t
dttI
23
0
23
0
2
223
0
2
2
 
( ) ( )32ln
2
332ln
2
1
2
3 2
−+=−+= . 
3. При обчисленні інтеграла ∫
pi
+
=
2
0 2 xcos
dxI , застосовуючи підстановку 
2
x
tgt = , знаходимо нижню межу інтегрування 00 == tgt , верхня межа 
0=pi= tgt . Тоді 
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( )∫ ∫
=
+
=








+
−
++
=
0
0
0
0
2
2
2
2
0
3t
dt2
t1
t12t1
dt2I , 
що неможливо, тому що підінтегральна функція 0
2
1
>
+ xcos
. Пояснюється 
це тим, що функція 
2
x
tg
 в точці ∈pi=x [ ]pi20,  терпить розрив й, отже, не має 
неперервної похідної. Підстановка 
2
x
tgt =
 незастосовна на проміжку [ ]pi20, . 
Наведений інтеграл може бути обчислений у такий спосіб. 
∫∫∫∫ =










+
=
+
=
−
=
→
−→
=−
=
+
−
pipipi
pi
pi
pipi
pi
pi
0
2
2
0 2
2
0
1
2
t
sin2
1
2
t
sin
dt
2
t
sin21
dt2
tcos2
dt
2
0
tx
xcos2
dx
 
3
2
23
4
3
2
t
ctg
arctg
3
4
2
t
ctg
2
1
2
3
2
tdctg
2
0
0 2
pipi
pi
pi
==−=
+
−= ∫ . 
Відзначимо, що на відміну від заміни змінної в невизначеному 
інтегралі, у визначеному інтегралі не потрібно виконувати обернену 
підстановку, тобто переходити  у відповіді до старої змінної. 
 При використанні формули заміни змінної в визначеному інтегралі 
необхідно перевіряти виконання умов: 
1) Функція ( )x tϕ=  – неперервно диференційовна на відрізку [ ]βα ,  або 
[ ]αβ ,  βα ≥(  або )βα ≤  осі ot . 
2) При зміні t від α до β значення функції ( )x tϕ=  не виходять за межі 
відрізка [ ]ba, . 
3) ( ) , ( )a bϕ α ϕ β= = . 
Приклад 4. При обчисленні інтеграла ∫ +
pi
0
22 cossin xx
dx
 
формальне застосування формули заміни змінної інтегрування приводить до 
наступного результату:  
∫ +
pi
0
22 cossin xx
dx
= ∫ +
pi
0
2
2
1
cos
xtg
x
dx
 0
1
cos
0
00 0
0
2
2
=
+
=
=
=⇒=
=⇒=
=
∫ t
dt
x
dxdt
tx
tx
tgxt
pi . 
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З іншого боку, pipi
pipi
===
+ ∫∫ 000 22 cossin
xdx
xx
dx
 
У цьому випадку перераховані умови застосовності формули заміни 
змінної порушуються, тому що функція tgxt =  в точці [ ]pipi ;0
2
∈=x  терпить 
розрив й, отже, не має неперервної похідної. Підстановка tgxt =  
незастосовна на проміжку [ ]pi;0 . 
Приклад 5. Обчислити інтеграл 
9 7 5 34
2
4
3 4 2 2
cos
x x x x xI dx
x
pi
pi
−
− + − + +
= ∫  
  Розв’язання. Представимо інтеграл у вигляді суми двох інтегралів, тоді  
9 7 5 34 4
2 2
4 4
3 4 2 2
cos cos
x x x x x dxI dx
x x
pi pi
pi pi
− −
− + − +
= +∫ ∫ . 
 Скористаємося властивістю (11) визначених інтегралів, тоді, оскільки 
функція 
x
xxxxx
2
3579
cos
243 +−+−
 непарна, як частка непарної й парної функції, а 
проміжок інтегрування симетричний відносно початку координат, перший 
інтеграл дорівнює нулю. Тоді, в силу парності функції 
x2cos
1
,  
40
4
4|4
cos
22
4
0
4
0
2 =





−==⋅= ∫ tgtgtgxx
dxI pi
pipi
. 
Приклад 6. 
4 53
3
4
cossin xx
dxI ∫=
pi
pi
 
 Застосуємо підстановку tgxt = , тоді arctgtx =  – монотонна, неперервно 
диференційовна функція. 
 При 
4
pi
=x  одержимо 1=t , при 
3
pi
=x  ⇒ 3=t , тобто 31 ≤≤ t ; 
21 t
dtdx
+
= . 
 
===
+
+
= ∫∫∫
−
3
1
4
33
1 4
3
3
1
4
42
3
2
)1()1(
dtt
t
dt
t
t
t
dtI ( ) ( )1341344 8413
1
4
1 | −=





−== t
 
Приклад 7. ∫
−+
=
5,4
1
3 121 x
dxI . 
Скористаємося заміною: tx =−3 12 . Визначимо новий проміжок інтегрування. 
Якщо 1=x , то 1=t ; якщо 5,4=x ,  те 283 ==t . Отже, 2x-1=t3,  2dx=3t2dt,  
dx=3/2t2dt. 
=







+
+−=
+
−
=
+
= ∫∫∫∫
2
1
2
1
2
1
22
1
2
1
)1(
2
3
1
)1(
2
3
12
3
t
dtdttdt
t
t
t
dttI  
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2 2
1
3 ( 1) 3 1 3 1 3ln(1 ) ln 3 ln 2 ln
2 2 2 2 2 2 2
t
t
 −    
= + + = + − = +     
    
. 
 
Формула інтегрування по частинах:  ∫ ∫ ⋅−⋅=⋅
b
a
b
a
duv
a
b
vudvu . 
Приклади. 
1. 
2
2
1
logI x xdx= ∫ .  
Покладаємо 
2
2log , тоді , ,ln 2 2
dx x
u x du dv xdx v
x
= = = = . 
Отже,  
 
2 22 22 2
2
2 2 2
1 11 1
1 1 1 1log log 2 2 log 1 2
2 2 ln 2 2 2ln 2 2ln 2 2
x dx xI x x xdx
x
= ⋅ − ⋅ = ⋅ − ⋅ − = − ⋅ =∫ ∫  
1 1 32 2 2
2ln 2 4ln 2 4ln 2
− ⋅ + = − . 
 
2. 
3
0
I x arctgxdx= ⋅∫ . 
Покладаємо  
2
2,  тоді , ,1 2
dx x
u arctgx du dv xdx v
x
= = = =
+
, тоді: 
3 32 2 23 3
2 2
0 00 0
1 9 1 ( 1) 1 9 13 ( )
2 2 1 2 2 1 2 3 2
x x dx xI arctgx arctg dx x arctgx
x x arctg
+ −
= ⋅ − = − = − −
+ +∫ ∫
 
=
9 1 33 (3 3) 5 3
2 2 2
arctg arctg arctg− − = −  . 
3. Обчислити інтеграл: ∫=
2
0
n
n xdxsinI
pi
. 
Нехай xsinu 1n −= , тоді ( ) xdxcosxsin1ndu 2n−−= , dv=sinx dx, v=-cosx. 
( ) ( ) ( ) −−=−−+−= ∫∫ −− 2
0
2n
2
0
22n2
0
n
n xdxsin1ndxxsin1xsin1nxsinxcosI
pipipi
 
( ) ( ) ( ) n2nn I1nI1nI1n −−−=−− − . 
Отже, 2nn I
n
1nI
−
−
= . Отримане рекурентне співвідношення дозволяє для 
будь-якого натурального n одержати значення інтеграла 
( )( )
( )
( )
( ) 2!!k2
!!1k2I
2...2k2k2
13...3k21k2I 0k2
pi−
=
−
⋅−−
= , де 
2
dxI
2
0
0
pipi
== ∫ . 
При n=2k+1 знаходимо 
( )
( )( )
( )
( ) !!1k2
!!k2I
13...3k21k2
2...2k2k2I 11k2
+
=
⋅−−
−
=+ , де 1xdxsinI
2
0
1 == ∫
pi
. 
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Крім того, ∫∫ =
2
0
n
2
0
n xdxsinxdxcos
pipi
 (що очевидно з геометричних міркувань і 
можна перевірити заміною x
2
t −=
pi ). 
Таким чином, 
∫∫ =
2
0
n
2
0
n xdxsinxdxcos
pipi
=
( )
( )
1 !!
,
!! 2
1 !!
,
!!
n
якщо n парне
n
n
якщо n непарне
n
pi−
−

−
−

 . 
Наприклад, 
32
5
2246
135
2!!6
!!5
xdxsinI
2
0
6
6
pipipipi
=
⋅⋅
⋅⋅
=== ∫ . 
 
7.3. Геометричні застосування визначених інтегралів 
 
Обчислення площ, об'ємів, довжин дуг 
Якщо криволінійна трапеція обмежена кривою ( )xfy = , прямими:  
ax = , ,bx =  (a<b) 0=y  і ( ) 0≥xf , то її площа  
   
( )∫=
b
a
dxxfS
                                                      (7.3.1) 
Якщо ( ) ( )1 2f x f x≤ , то площа, обмежена цими кривими й прямими 
ax =
 й bx =  дорівнює ( ) ( )( )2 1
b
a
S f x f x dx= −∫ . 
Об'єм тіла обертання, отриманого при обертанні криволінійної трапеції, 
обмеженою зверху кривою ( )xfy =  і прямими ax = , bx = , 0=y  навколо 
осі ОХ, знаходиться  за формулою. 
∫=
b
a
ox dxyV 2pi , при обертанні навколо осі ОУ: ∫=
b
a
oy xydxV pi2 . 
Об'єм тіла, отриманого при обертанні фігури, обмеженої лініями 
( )xyy 2=  й ( ) ( )211 yyxyy ≤= , дорівнює  
( ) ( )∫∫ −=−= b
a
oy
b
a
ox .dxyyxV,dxyyV 122122 2pipi  
Довжина дуги кривої у декартових координатах: 
( )∫ ′+=
b
a
dxyL 21
  (a<b). 
           
Випадок параметричного завдання кривої. 
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Якщо крива задана параметричними рівняннями  



=
=
)(
)(
tyy
txx
  )( βα ≤≤ t , 
причому точці А відповідає 
значення параметра t=α, точці В – 
значення  t=β. 
Коли t змінюється від α до β, то точка 
описує криву АВ (рис. 7.3). 
При цьому )(αxa = , )(βxb = , де а й b – 
абсциси точок А и В. Виконуючи 
змінної в інтегралі (7.2.1), одержимо  
заміну ( ) ( )S y t x t dt
β
α
′= ∫  – площа у випадку параметричного задання кривої. 
 Довжина дуги АВ, заданої параметричними рівняннями:  
2 2
t tL x y dt
β
α
′ ′= +∫  )( βα < . 
Площа в полярних координатах.  
Якщо крива задана рівнянням у полярних координатах )(ϕρρ = , 
то площа криволінійного сектора АОВ (рис. 7.4 ), обмеженого 
дугою кривої і двома полярними  радіусами ОА й ОВ, відповідним значенням 
кута α і β )( βα < , виразиться інтегралом ∫=
β
α
ϕϕρ dS )(
2
1 2
. 
Довжина дуги АВ у полярних координатах:   
∫ ′+=
β
α
ϕϕρϕρ dL )()( 22
     
 
     
 
 
 
 
 
 
          Рис. 7.5 
 
Приклад 1. Знайти площі двох фігур, обмежених параболою xy 22 =  й 
колом 22 4 xxy −=  (Рис.7.5). 
Розв’язання. Знайдемо центр і радіус кола, виділивши повний квадрат:             
04 22 =+− yxx ,    222 2)2( =+− yx . 
Отже, центр кола має координати (2;0), 2=R . 
Знайдемо точки перетину  кривих розв’язуючи систему рівнянь      
a b 
Y 
X 
A 
B 
0 
Рис. 7.3 
0 
A 
B 
ρ 
ρ=ρ(ϕ) 
α 
β 
Рис. 7.4    
 147 




=
−=
.2
,4
2
22
xy
xxy
 
Тоді 0(0;0), А(2;-2), В(2;2) – точки перетину.  
Площа заштрихованої частини дорівнює  
( ) 






−−=−−= ∫∫∫
2
0
2
0
2
2
0
2 242242 dxxdxxxxxxS  
  Перший інтеграл у правій частині рівності  дорівнює 
4
1
 площі круга, тобто 
pi , виходить, 





−=







−=
3
82
3
222 |2023 pipi xS . 
Площа незаштрихованої частини дорівнює 






+=





−−=−=
3
82
3
82421 pipipipi SRS . 
Приклад 2. Обчислити площу кардіоїди )cos1( ϕρ += a . 
Тому що крива симетрична щодо полярної осі, обчислимо площу верхньої 
половини, при цьому кут ϕ  змінюється від 0 до pi  ( рис. 7.6). 
Застосуємо формулу: ∫=
β
α
ϕϕρ dS )(
2
1 2
.               
Площа дорівнює                                                          
∫ =+⋅=
pi
ϕϕ
0
22 )cos1(
2
12 daS
                                                
2 2 2
00
3 sin 2(1 2cos cos ) 2sin
2 4
a d a
pi piϕϕ ϕ ϕ ϕ ϕ = + + = + + = 
 
∫    
23 a
2
pi . 
Приклад 3. Знайти довжину астроїди: 323232 ayx =+ .  
I спосіб dxyl
b
a
x∫ ′+=
2)(1 .                                                
 
 
 
 
 
 
 
 
                
 
Рис. 7.6                                                                 Рис. 7.7 
Диференціюючи рівняння астроїди,  одержимо 
3
1
3
1
3
1
3
1
0
3
2
3
2
x
yyyyx xx
−
=′⇒=′+
−−
  
Крива симетрична щодо обох координатних осей, тому обчислюємо довжину 
дуги однієї чверті астроїди (рис. 7.7): 
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alaxadx
x
adx
x
yl
a
a a
6
2
3
2
31
4
1 |0
0
3
2
3
1
0 3
1
3
1
3
2
3
2
=⇒===+= ∫ ∫ . 
            II спосіб. Використаємо параметричні рівняння астроїди 




=
=
.sin
,cos
3
3
tay
tax
  )20( pi≤≤ y  
Для чверті довжини астроїди, параметр t змінюється від t=0 до 
2
pi
=t . 
Використаємо формулу 
dtyxl tt∫ ′+′=
β
α
22
. 
Знаходимо ( )( )22 2 2 2 23 cos sin (3 sin cos )t tx y a t t a t t′ ′+ = − + =  
2 4 2 4 2 2 2 2 2 2 2 2 29a (cos t sin t sin t cos t) 9a cos t sin t(cos t sin t) 9a cos t sin t= + = + =  
2 2
2 2
0 0
1 l 3a cos t sin tdt 3a cos t sin tdt
4
pi pi
= =∫ ∫  = =





−==∫ 0sin2
sin
2
3
2
sin3)(sinsin3 222
0
22
0
| pipi
pi
at
attda
 
ala 6
2
3
=⇒= . 
Приклад 4. Обчислити площу, обмежену віссю абсцис й однією аркою 
циклоїди 



−=
−=
)cos1(
)sin(
tay
ttax
   pi20 ≤≤ t  
Використаємо формулу: 
∫ ′=
β
α
dttxtyS )()( . 
 Знаходимо )cos1()( tatx −=′ , тоді 
=+−=−= ∫∫
pipi 2
0
22
2
0
22 )coscos21()cos1( dtttadttaS
 
=





+−=




 +
+−∫ |202
2
0
2
2
2sin
sin2
2
3
2
2cos1
cos21
pi
pi t
ttadttta
 
2 23 sin 42 2sin 2 3
2 2
a a
pi
pi pi pi
 
⋅ − + = 
 
. 
Приклад 5. Обчислити об'єм кулі радіуса R з центром на початку 
координат. 
Кулю одержимо обертанням навколо осі ОХ півкола 22 xRy −= . 
( ) =





−=





−=−=−= ∫∫
−
3
2
3
2)(2
3
3
0
0
3
22222 | RRxxRdxxRdxxRV RRR
R
ox pipipipi
3 34 ( )
3
R одpi
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Контрольні завдання до розділу 7 
 
Завдання 1. Обчислити визначені інтеграли. 
7.1.1. 
( )
( )∫ ++
+1
0
33
2
1x3x
dx1x
 7.1.2. ∫
+
2
0
2
3
dx
4x
x
 7.1.3. ( )∫ −
+4
0
3 dx
xsin2xcos3
xsin3xcos2pi
 
7.1.4. ∫
+
−
8
3
2
dx
x1
x2x
 7.1.5. ∫
+
+3
0
2 dxx1
xarctgx2
 7.1.6. ∫
+
1
0
2
3
dx
1x
x
 
7.1.7. ( )∫ +
−
3
1
dx
1xx
x1
 7.1.8. ∫
+e
1
dx
x
xln1
  7.1.9. ∫
+e
1
22
dx
x
xlnx
 
7.1.10. ( )∫ +
1
0
22
3
dx
1x
x
 7.1.11. ( )∫
+
+ −
−+1e
1e
2
dx
1x
1xln4 7.1.12. ∫
+
+1
0
2 dx1x
xarctgx3
 
7.1.13. ∫
+
+pi
pi
2
2 dxxsin2x
xcosx
 7.1.14. ∫
+
+21
0
2 dx1x4
x2arctgx8
 7.1.15. ∫
+
1
0
4 1x
xdx
 
7.1.16. ∫
+
−
8
3
2
dx
x1
x1x
 7.1.17. ( )∫
−
−
1sin
0
2
2
dx
x1
2xarcsin
 7.1.18. ∫
+
8
3
2
x1x
dx
 
7.1.19. ∫
++
1
0
42 xx1
xdx
 7.1.20. ∫
−
2
2
2 1xx
dx
 7.1.21. 
( )
( )∫ +
+4
1
2 dx
xx
1x21
 
7.1.22. ∫
+
+3
0
2
3
dx
x1
xarctgx2 7.1.23. ∫
−−
3
2
24 1xx
xdx
 7.1.24. ( )∫
+2
4
2 dx
xsinx
xcosxxsinpi
pi
 
7.1.25. ( )∫ −
−
pi
pi
2
2 dx
xsinx
xcos1
 7.1.26. ( )( )∫
−
+
+0
1
2
2
dx
1xcos
1xtg
  7.1.27. ∫
−
9
2
3 1x
xdx
 
7.1.28. 
1/ 2
2
0
2
1 4
x arctg x dx
x
−
+∫
7.1.29. ( )∫ +
−
4
0
4 dx
xsinxcos
xcosxsinpi
 7.1.30. ∫
+
+1
0
4
3
dx
1x
xx
 
 
Завдання 2. Обчислити визначені інтеграли. 
7.2.1. ∫
−
4
2
4
2
dx
x
4x
  7.2.2. ∫
−
6
3
4
2
dx
x
9x
 7.2.3. ( )∫ −
2
0
232
x16
dx
 
7.2.4. ∫
−
−
3
3
22 dxx9x
 7.2.5. ∫
−
22
2
4
2
dx
x
2x
  7.2.6. ∫ −
3
0
2 dxx9
 
7.2.7. ∫
−
29
0
2
2
dx
x81
x
 7.2.8. ( )∫ +
2
0
232
x4
dx
  7.2.9. ∫
−
2
0
2
2
dx
x16
x
 
 150 
7.2.10. ( )∫ −
3
0
232
x4
dx
 7.2.11. ∫
−
2
1
4
2
dx
x
1x
 7.2.12. ( )∫ +
3
0
232
x9
dx
 
7.2.13. ∫ −
2
0
22 dxx4x
 7.2.14. ∫ −
4
0
2 dxx16
 7.2.15. ( )∫ +
3
0
232
x9
dx
 
7.2.16. ( )∫ −
25
0
232x5
dx
 7.2.17. ( )∫ −
21
0 32
4
dx
x1
x
 7.2.18. ( )∫ −
1
0
232
4
x2
dxx
 
7.2.19. ∫ −
3
0
2 dxx3  7.2.20. ∫ −
2
0
22 dxx2x  7.2.21. ∫ −
7
0
22 dxx49x
 
7.2.22. ( )∫ −
34
0
232x64
dx
 7.2.23. ( )∫ −−
24
0
22
4
x16x16
dxx
 7.2.24. ( )∫ +
3
1
32x1
dx
 
7.2.25. ( )∫ −
2
0
32
4
dx
x8
x
 7.2.26. ∫ −
1
0
2 dxx4
  7.2.27. ∫
−
23
0
2
2
dx
x9
x
 
7.2.28. ( )∫ −−
22
0
22
x1x1
dx
 7.2.29. ∫
−
1
0
2
2
dx
x4
x
  7.2.30. ( )∫ −
2
0
232
4
x4
dxx
 
 
Завдання 3. Обчислити площі фігур, обмежених указаними лініями. 
7.3.1. 0x,1y,ey,
yln1y
1
x 3 ===
+
= ; 7.3.2. 2x,1x,0y,e
x
1y x12 ==== ; 
7.3.3. ( ) 0y,4x0,x16xy 22 =≤≤−= ; 7.3.4. 1y,0y,0x,y4x 2 ===−= ; 
7.3.5. 2x,0y,0x,xcosxy 2 pi==== ; 7.3.6. ( ) 3y4yx,1y4x 22 +−=−−= ; 
7.3.7. ( ) 0y,3x0,x9xy 2 =≤≤−= ;7.3.8. ( ) 0y,2x0,xcosxsiny 2 =≤≤= pi ; 
7.3.9. ( ) 0y,2x0,x4xy 22 =≤≤−= ; 7.3.10. 0y,2lnx,1ey x ==−= ; 
7.3.11. 0y,0x,xarccosy === ; 7.3.12. 3x4xy,3xx2y 22 +−=+−= ; 
7.3.13. 0y,0x,yarccosx === ; 7.3.14. ( ) 0y,22x0,x8xy 22 =≤≤−= ; 
7.3.15. ( ) 0y,1x0,x1xy 2 =≤≤−= ; 7.3.16. y2yx,y4x 22 −=−= ; 
7.3.17. 0y,2x,2x,
xcos1
1y ==−=
+
= pipi ; 7.3.18. x2xy,x4y 22 −=−= ; 
7.3.19. ( ) 0y,2x0,xcosx2siny 3 =≤≤= pi ; 7.3.20. ( ) 8x4y,2xy 3 −=−= ; 
7.3.21. ( ) 0y,1x0,x4y 2 =≤≤−= ; 7.3.22. ( ) 1xy,1xy 22 +=+= ; 
7.3.23. ( ) 0y,2x0,xcosxsiny 2 =≤≤= pi ; 7.3.24. 2lny,0x,1ex y ==−= ; 
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7.3.25. 3x4xy,3xx2y 22 +−=+−= ; 7.3.26. 0y,1x,
x1
xy ==
+
= ; 
7.3.27. ( ) 0y,7x0,x49xy 2 =≤≤−= ; 7.3.28. 0y,3x,xarctgxy === ; 
7.3.29. ( ) 8y4x,2yx 3 −=−= ; 7.3.30. ( ) 0y,1x,1x
xy 22
==
+
= ; 
 
Завдання 4. Обчислити довжини дуг кривих, заданих рівняннями в 
прямокутних координатах. 
7.4.1. 8x3,
x2
5lny ≤≤=   7.4.2. 15lnx8ln,6ey x ≤≤+=  
7.4.3. 
6
x0,xcosln1y pi≤≤−=  7.4.4. 
9
7
x0,xarcsinx1y 2 ≤≤+−=  
7.4.5. ( ) 3x2,1xlny 2 ≤≤−=  7.4.6. 
6
x0,xcoslny pi≤≤−=  
7.4.7. 
16
15
x0
,x1xarcsiny 2
≤≤
−−=
  7.4.8. 1x0,chx2y ≤≤+=  
7.4.9. ( )
4
1
x0,x1lny 2 ≤≤−=  7.4.10. 1x
4
1
,xxxarcsin2y 2
≤≤
−++=
 
7.4.11. ( ) 4x3,1xln1y 2 ≤≤−−=  7.4.12. ( ) 3x0,2/ee1y xx ≤≤−−= −  
7.4.13. 
2
1
x0
,xxxarccos4y 2
≤≤
−−+=
 7.4.14. 15lnx3ln,eey x ≤≤+=  
7.4.15. 8x3,xln
4
7lny ≤≤−=  7.4.16. 
6
x0,xcosln2y pi≤≤+=  
7.4.17. ( )2x0 ,4/3eey x2x2 ≤≤ ++= −  7.4.18. 1x0,chx3y ≤≤+=  
7.4.19. 
4
3
x0
,x1xarcsin1y 2
≤≤
−−+=
 7.4.20. 24lnx8ln,7ey x ≤≤+=  
7.4.21. 
2
x
3
,xsinlny pipi ≤≤=  7.4.22. 
16
9
x0
,2x1xarccosy 2
≤≤
+−+−=
 
7.4.23. 1x
9
1
,5xxxarccosy 2
≤≤
+−−−=
 7.4.24. 
2
x
3
,xsinln1y pi≤≤pi−=  
7.4.25. 8lnx3ln,2ey x ≤≤−=   7.4.26. 15x3,xlny ≤≤=  
7.4.27. 2x1,
2
xln
4
xy
2
≤≤−=  7.4.28. 15lnx8ln,e6y x ≤≤−=  
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7.4.29. ( ) 2x0,2/ee3y xx ≤≤++= −  7.4.30. 
6
x0,xcosln1y pi≤≤−=
 
 
РОЗДІЛ 8 
НЕВЛАСНІ ІНТЕГРАЛИ 
 
 
При розгляді визначених інтегралів передбачалося, що проміжок 
інтегрування скінченний і підінтегральна функція обмежена на цьому 
проміжку. Якщо ж ці умови не виконуються, то говорять про невласні 
інтеграли, які є узагальненням визначеного інтеграла для цих випадків. 
 
8.1.  Невласні   інтеграли   з  нескінченними  межами   інтегрування  
(I роду) і їх обчислення 
 
8.1.1. Основні поняття 
 
 Нехай функція f(x) визначена на нескінченному проміжку ),a +∞  й 
інтегровна в будь-якій скінченній його частині [ ] ( )aAAa ≥, , тоді, якщо 
існує ( )lim
A
A
a
f x dx
→+∞ ∫ , то цю межу називають невласним інтегралом I роду або 
інтегралом по нескінченному проміжку ),a +∞  від функції ( )f x  й позначають 
( )
a
f x dx
+∞
∫ . Таким чином, ( ) ( )lim
A
A
a a
f x dx f x dx
+∞
→+∞
=∫ ∫ . 
У тому випадку, якщо межа існує й скінченна, невласний інтеграл 
збігається. Якщо ж межа нескінченна або взагалі не існує, то невласний 
інтеграл не існує або розбігається. 
Аналогічно вводиться поняття інтеграла по нескінченному проміжку 
]( , a−∞ , тобто ( ) ( )lim
a a
B
B
f x dx f x dx
→−∞
−∞
=∫ ∫ . 
Невласний інтеграл з обома нескінченними межами визначається 
рівністю ( ) ( ) ( )
a
a
f x dx f x dx f x dx
+∞ +∞
−∞ −∞
= +∫ ∫ ∫ , де a – будь-яке число. При цьому 
передбачається існування обoих інтегралів, що стоять праворуч. 
 
8.1.2. Геометричний зміст невласного інтеграла 
 
Якщо ( ) 0f x ≥  й неперервна 
[ ],x a A∀ ∈ , то визначений інтеграл ( )
A
a
f x dx∫  
геометрично  є площа криволінійної  
      у 
 
                        у=f(x) 
 
 
       0                                          х 
                 a                      A 
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трапеції, обмеженої віссю  ОХ, кривою ( )y f x=  і прямими x=a , x=А. 
 
         Рис. 8.1 
При зростанні ( )A A → +∞  пряма x=A переміщається вправо. Якщо 
невласний інтеграл ( )
a
f x dx
+∞
∫  збігається, то його величину приймають за 
площу нескінченної   криволінійної трапеції (рис. 8.1). 
 
Приклад 1. 
( )
0 0
cos lim cos lim sin lim sin sin 0 lim sin .
0
A
A A A A
A
xdx xdx x A A
+∞
→+∞ →+∞ →+∞ →+∞

= = = − =

∫ ∫  Інтеграл 
розбігається, тому що lim sin
A
A
→+∞
 не існує. 
Приклад 2. 
Розглянемо ( )0p
a
dx
a
x
+∞
>∫ . Дослідимо, при яких значеннях p  інтеграл 
збігається. 
а) p=1. За означенням  знаходимо  
( )lim lim ln lim ln ln
A
A A A
a a
Adx dx
x A a
ax x
+∞
→+∞ →+∞ →+∞

= = = − = +∞

∫ ∫ , інтеграл розбігається. 
б) p<1 
( )1 1 11 1lim lim lim1 1
A
p p p p
p A A A
a a
Adx
x dx x A a
ax p p
+∞
− − − −
→+∞ →+∞ →+∞
 
= = = − = +∞ 
− − 
∫ ∫ , 
інтеграл розбігається. 
в) p>1 
При p>1 1lim 0p
A
A −
→+∞
=
 і тоді 
1
1
p
p
a
dx a
x p
+∞
−
=
−
∫ , тобто збігається. 
Отже, невласний інтеграл 
1
, 1, ,
1
, 1, .
p
p
a
a p збігаєтьсяdx
p
x
p розбігається
−
+∞  >
= −
+∞ ≤
∫  
Геометрично це означає, що при p>1 функція 1px  наближається до нуля 
при x → ∞  настільки швидко, що площа нескінченної криволінійної трапеції 
виявляється скінченною. 
Приклад 3. 
( )0
0 0
lim lim lim 1
0
A
x x x A
A A A
A
e dx e dx e e e
+∞
− − − −
→+∞ →+∞ →+∞

= = − = − − =

∫ ∫ , збігається. 
 
8.1.3. Узагальнення формули Ньютона-Лейбніца 
 
Нехай ( )f x  неперервна на [ ),a ∞  функція, а ( )F x  – первісна для ( )f x , тоді 
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( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )lim lim limA Aa aA A A
a a
f x dx f x dx F x F A F a F F a F x
+∞
∞
→+∞ →+∞ →+∞
= = = − = ∞ − =∫ ∫ , 
 тут ( ) ( )lim
A
F F A
→∞
∞ = ; користуємося для стислості умовним записом, 
опускаючи межу, тоді ( ) ( ) ( ) ( )a
a
f x dx F x F F a
∞
∞
= = ∞ −∫  . 
Приклад 4. 12
1 1 2 4 4
dx
arctgx
x
pi pi pi∞
∞
= = − =
+∫
. 
Для невласних інтегралів справедлива формула заміни змінної. Часто в 
результаті заміни змінної невласний інтеграл зводиться до визначеного. 
Приклад 5. 
 ( )
42 2
2
02 22
0 0 02
cos 1 cos 2 1 sin 2
.
cos 2 2 4 41
cos
x tgz
dx z z zdz dz zdz
zdxx
z
pi pi
pi pi+∞
=
+  
= = = + = 
=  +
∫ ∫ ∫  
Приклад 6. ( )3 220 1
arctgxdxI
x
∞
=
+
∫ . 
Покладаючи t=arctgx, знаходимо 21
dx dt
x
=
+
, x=tgt, 
2
1
cos
1
t
x
=
+
. Межі 
інтегрування для змінної t: при x=0 маємо t=0; при ,
2
x t
pi
→ ∞ → . Одержимо 
( )
2
2
0
0
cos
cos sin cos 1
sin 2
u t dv tdt
I t tdt t t t
du dt v t
pi
pi pi= =
= = = + = −
= =
∫ . 
Збіжні невласні інтеграли мають всі основні властивості визначених 
інтегралів. 
При розгляді невласного інтеграла, насамперед, необхідно встановити, 
чи буде він збіжним. Питання про збіжність може бути вирішено або 
безпосереднім обчисленням невласного інтеграла, або за допомогою 
спеціальних ознак збіжності. 
Приклад 7. Дослідити збіжність інтеграла 
( ) ( )
( )
3 3
2 2
1
2lnln 1 1lim lim 2 lim 21 ln lnln ln
2
A
A
A A A
e e
e
xdx d x
A ex x x
−
∞
→∞ →∞ →∞
 
= = = − − = 
 
−
∫ ∫ . 
Виходить, інтеграл збігається. 
У багатьох задачах, пов'язаних з невласними інтегралами, досить 
тільки з'ясувати питання про збіжність інтегралів і не потрібно знаходити 
його значення. У цьому випадку, як правило, використовуються наступні 
ознаки збіжності. 
 
8.1.4. Ознаки збіжності невласних інтегралів першого роду для 
невід’ємних функцій 
 
Зауваження. Збіжність невласного інтеграла першого роду залежить 
від поведінки функції на нескінченності, тобто. якщо b a> , те невласні 
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інтеграли ( )f x dx
a
+∞
∫  й ( )f x dx
b
+∞
∫  збігаються або розбігаються одночасно. 
Теорема 1. (ознака порівняння). Нехай при досить великих x  
виконується нерівність ( ) ( )0 f x g x≤ ≤ . Тоді зі збіжності інтеграла ( )g x dx
a
+∞
∫  
випливає збіжність інтеграла ( )
a
f x dx
+∞
∫ , а з розбіжності інтеграла ( )
a
f x dx
+∞
∫  
випливає  розбіжність інтеграла ( )
a
g x dx
+∞
∫ . 
Приклад 8. У теорії імовірностей важливу роль грає інтеграл Пуассона 
2
0
x
e dx
+∞
−
∫ . 
Невизначений інтеграл не береться в елементарних функціях. Порівняємо 
цей інтеграл зі збіжним інтегралом 
0
x
e dx
+∞
−
∫  (приклад 3). При 1x ≥  маємо 2x x≥ , 
тоді 
2
x xe e− −≤ . Виходить, 
2
1 1
x xe dx e dx
+∞ +∞
− −≤∫ ∫ . Зі збіжності інтеграла 
0
x
e dx
+∞
−
∫  
випливає збіжність інтеграла 
2
0
x
e dx
+∞
−
∫ . 
Теорема 2. (гранична форма ознаки порівняння). Якщо 
існує ( )( ) ( )lim 0x
f x
g x
λ λ
→+∞
= < < +∞ , то інтеграли ( )
a
f x dx
+∞
∫  й ( )
a
g x dx
+∞
∫  збігаються 
або розбігаються одночасно. 
Приклад 9. Дослідити на збіжність 
2
1 1
dx
x x
+∞
+
∫ . Підінтегральна функція 
( )
2
1
1
f x
x x
=
+
 при x → ∞  є нескінченно малою величиною порядку 2
1
x
. 
Виберемо ( ) 21g x x= . Оскільки інтеграл ( )21 2 1
dx p
x
+∞
= >∫  збігається, то за 
ознакою порівняння в граничній формі маємо 
2
2
2
1
1lim lim 11 1x x
xx x
x
x
→+∞ →+∞
+
= =
+
. 
Виходить, інтеграл 
2
1 1
dx
x x
+∞
+
∫  збігається. 
 
8.1.5. Невласні інтеграли від знакозмінних функцій 
 
Теорема (достатня ознака збіжності). Нехай функція ( )f x  визначена 
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x a∀ ≥ . Тоді, якщо ( )
a
f x dx
+∞
∫  збігається, то збігається й інтеграл ( )
a
f x dx
+∞
∫ .  
Невласний інтеграл ( )
a
f x dx
+∞
∫  називається абсолютно збіжним, якщо 
збігається ( )
a
f x dx
+∞
∫ . Невласний інтеграл ( )
a
f x dx
+∞
∫  називається умовно 
збіжним, якщо він збігається, а інтеграл ( )
a
f x dx
+∞
∫  розбігається. 
Приклад 10. Покажемо, що інтеграл 2
1
sin x dx
x
+∞
∫  збігається абсолютно. 
Дійсно, оскільки 2 2
sin 1x
x x
≤ , а інтеграл ( )2
1
2 1dx p
x
+∞
= >∫  збігається, то в силу 
ознаки порівняння вихідний інтеграл абсолютно збігається. 
Приклад 11. Дослідити збіжність інтеграла dx
x
xsin
1
∫
+∞
. Ознаку 
порівняння застосувати безпосередньо не можна. Для доказу збіжності 
інтеграла застосуємо метод інтегрування частинами.  
2
1 2 2
1 1 1
1
;sin 1 cos cos
cos cos1 .
sin ; cos
dx
u dux x xdx x dx dxx x
x x x xdv xdx v x
+∞ +∞ +∞
+∞= = −
= = − − = −
= = −
∫ ∫ ∫  
Застосовуючи тепер ознаку порівняння, одержимо 
( )2 2
1 1
cos 2x dxdx p
x x
+∞ +∞
≤ =∫ ∫ . Інтеграл збігається. 
Отже, 
sin x
x
dx
1
+∞
∫  збігається. Покажемо тепер, що інтеграл 
1
sin x dx
x
+∞
∫  
розбігається, тобто вихідний інтеграл збігається умовно. Дійсно, число 1α <  
більше свого квадрата, тобто 2α α> , тоді 
2sin sinx x
x x
≥ . 
За ознакою порівняння досить довести розбіжність інтеграла 
2
1
sin x dx
x
+∞
∫ ; 
( )2 1sin 1 cos 2
2
x x= − , а 
1 1 1
1 cos 2 1 1 cos 2
2 2 2
x dx xdx dx
x x x
+∞ +∞ +∞
−
= −∫ ∫ ∫ . Збіжність інтеграла 
1
cos 2x dx
x
+∞
∫  доводиться інтегруванням  частинами, а інтеграл ( )
1
1dx p
x
+∞
=∫  
розбігається. Тому інтеграл 
1
sin x dx
x
+∞
∫  також розбігається. 
Приклад 12. Дослідити збіжність інтеграла 
2 ln lne
dxI
x x
∞
= ∫ . 
Невласний інтеграл I роду 
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∫∫∫
∞∞∞
=
∞→∞→
===
=
==
2
22 2
22
tln
dt
t,x
elnt,ex
txln
xlnln
xlnd
xlnlnx
dx
ee
 
Оскільки ttln <  при 2≥t , звідси слідує нерівність 
ttln
11
> . Досліджуваний 
інтеграл розбігається за ознакою порівняння, тому що ∫
∞
2
t
dt
 розбігається. 
Приклад 13. Дослідити збіжність інтеграла 
 ( )∫
+∞
+
=
0
232
dx
x1
xarctgJ . 
Підінтегральна функція є нескінченно малою величиною порядку 3p =  
відносно 
x
1
: ( ) 




=
+ ∞→
3
*
x232 x
10
x1
xarctg
. Інтеграл ( )13p
x
dx
1
3 >=∫
∞
 збігається, 
звідси випливає збіжність досліджуваного інтеграла. 
 
8.2. Невласні інтеграли другого роду - інтеграли від необмежених 
функцій 
 
8.2.1. Основні поняття  
 
Нехай функція ( )f x  визначена на півінтервалі ),a b , інтегровна на відрізку 
[ ],a b ε− , де 0 b aε< < −  й ( )
0
lim
x b
f x
→ −
= ∞ . Точка b називається при цьому 
особливою точкою функції ( )f x . Тоді, якщо існує ( )
0
lim
b
a
f x dx
ε
ε
−
→ ∫ , то його 
називають невласним інтегралом другого роду, позначають ( )
b
a
f x dx∫   
і говорять, що інтеграл збігається 
( ) ( )
0
lim
b b
a a
f x dx f x dx
ε
ε
−
→
=∫ ∫ . 
Якщо ж границя дорівнює 
нескінченності або взагалі не 
існує, то інтеграл розбігається. 
Якщо особливою точкою функції 
( )f x  є точка x=a, то                                                                                                                             
( ) ( )
1
1
0
lim
b b
a a
f x dx f x dx
ε
ε
→
+
=∫ ∫ . 
                    
      y 
 
                          y=f(x) 
 
 
       0                                          x 
                  a                  b-ε   b 
 
Рис.8.2 
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Якщо ( ),C a b∈  є особливою точкою функції f(x), то за властивістю 
адитивності ( ) ( ) ( )
b C b
a a C
f x dx f x dx f x dx= +∫ ∫ ∫  й  
( ) ( )1
1 2
2
0 0
lim ( ) lim
cb b
a a c
f x dx f x dx f x dx
ε
ε ε
ε
−
→ →
+
= +∫ ∫ ∫ . 
Якщо хоча б один з інтегралів ( )
C
a
f x dx∫  або ( )
b
C
f x dx∫  розбігається, то 
невласний інтеграл ( )
b
a
f x dx∫  також розбігається. 
Приклад 1. 
 Дослідити збіжність невласного інтеграла ( )
b
a
dx
x a
α
−
∫ . 
Підінтегральна функція в точці  x=a має нескінченний розрив. 
а) 1α ≠ . За означенням невласного інтеграла маємо: 
( ) ( ) ( ) ( )
1 1 1
0 0 0
1 1lim lim lim
1 1
b b
a a
b
a
dx dx
x a b a
x a x a
α α α
α αε ε ε
ε
ε εα α
− −
−
→ → →
+
+
 = = − = − − =
 
− −
− −
∫ ∫  
 
( )11 , α<1  збігається
1
, 1 розбігається
b a α
α
α
−
− →
=
−
+∞ > →
 
б) ( )
0 0
1. lim lim ln ln
b b
a a
dx dx b a
x a x aε εε
α ε
→ →
+
 = = = − − = +∞ 
− −
∫ ∫ , тобто інтеграл розбігається. 
( )
, 1
, 1
b
a
збігається приdx
розбігається приx a
α
α
α
<
−  ≥
− 
∫ . 
Зокрема, 
1
0
dx
xα∫  при 1α <  збігається; при 1α ≥  розбігається. 
Приклад 2. Обчислити невласний інтеграл другого роду 
( )( )1 1 1
2 20 0 0
0 0
0lim lim arcsin lim arcsin 1 arcsin 0 21 1
dx dx
x
x x
ε
ε
ε ε ε
pi
ε
−
−
→ → →
= = = − − =
− −
∫ ∫  
(інтеграл збігається). 
 
8.2.2. Ознаки збіжності невласних інтегралів другого роду для 
невід’ємних функцій 
 
Теорема 1. (ознака порівняння). Якщо функції ( )f x  й ( )g x  неперервні 
[ ],x a b∀ ∈ , за винятком скінченного числа точок, причому 
( ) ( ) [ ]0 , ,f x g x x a b≤ ≤ ∀ ∈ , то а) якщо ( )
b
a
g x dx∫  збігається, то й ( )∫
b
a
dxxf
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збігається, б) якщо ( )∫
b
a
dxxf
 розбігається, то й ( )∫
b
a
dxxg
 розбігається. 
Приклад. Дослідити збіжність інтеграла ∫
1
0
2
dx
x
xcos
. 
Тут 
x
1
x
xcos0
2
≤≤ . Оскільки інтеграл 





<=∫ 12
1
x
dx1
0
α
 збігається, то 
й даний інтеграл за ознакою порівняння збігається. 
Теорема 2. (гранична форма ознаки порівняння). Якщо функції ( )f x  й 
( )g x  невід’ємні, неперервні ),x a b∀ ∈   й терплять нескінченний розрив у точці 
x b= ; 
( )
( ) ( )∞<<=−→ λλ 0xg
xflim
0bx
, то невласні інтеграли від обох функцій 
сходяться або розходяться одночасно.  
 
8.3. Приклади  
 
1. Розглянемо ∫=
2
1 xlnx
dxJ ; особлива точка 1x = . Інтеграл розбігається, тому що  
( ) ( ) ( )( )( ) +∞=+−===
→
+
+
→→
∫ ε
ε
ε
ε
εε
1lnln2lnlnlim|xlnlnlim
xln
xlndlimJ
0
2
1
2
100
. 
2. Дослідити збіжність інтеграла ∫
−
1
0
3 3
x
x1
dxe
. 
Підінтегральна функція має особливу точку x = 1. Зрівняємо зі збіжним 
інтегралом 





<=
−
∫ 13
1
x1
dx1
0
3 α , тоді:  
33 23
3x
01x
3
3 3
x
01x 3
e
xx1x1
x1elim
x1
1
x1
e
lim =
++−
−
=
−
−
−→−→
. 
Звідси випливає збіжність розглянутого інтеграла. 
3. ∫
−
1
0 xsinx
dx
. Особлива точка x=0. Знаменник підінтегральної функції 
x~xsinx
0x→
− , тому  виберемо ( ) 





<== 1
2
1
x
1
xg α ,  
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Одержимо 1
x
xlim
xsinx
xlim
x
1
xsinx
1
lim
0x0x0x
==
−
=
−
+→+→+→
. Значить, 
досліджуваний інтеграл  збігається. 
Невласні інтеграли другого роду від знакозмінних функцій 
досліджуються аналогічно невласним інтегралам першого роду. 
4. Дослідити збіжність інтеграла ∫
1
0
3 dxx
x
1
sin
. 
Розглянемо ∫
1
0
3 dxx
x
1
sin
. Тут 1
3
1
x
1
x
x
1
sin
33 <=≤ α , звідси випливає абсолютна 
збіжність невласного інтеграла. 
5. Дослідити збіжність інтеграла  ∫
−
=
1
0
2 dxx1
xlnI . 
Маємо 0xln <  при 1x0 << , тому представимо вихідний інтеграл у вигляді 
∫
−
−
−=
1
0
2 dxx1
xlnI . Особливі точки підінтегральної функції: 0x =  і 1x =  
належать проміжку [ ]1;0 . Знайдемо 
2
1
x2
x
1
lim
0
0
x1
xlnlim
01x201x
−=
−
=
−
−→−→
. 
Виходить, підінтегральна функція обмежена в околі точки 1x = . 
Обчислимо при 10 << α  
2
2 10 0 0 0 0
ln 1
1 ln1lim lim lim ln 0 lim lim1 1x x x x x
x
xx xx x
x x x
x
α
α α
α
α− − −→+ →+ →+ →+ →+
−
∞
−
= − ⋅ ⋅ ∞ ⋅ = − = = =
− ∞
 
0xlim
0x
==
+→ α
α
. 
Підінтегральна функція в околі точки 0x =  має порядок росту нижчий, ніж 
нескінченно велика в цьому околі функція 
αx
1
 ( 10 << α  ), виходить, 
досліджуваний інтеграл збігається. 
6. Обчислити невласні інтеграли або встановити їх розбіжність. 
∫
−+−
=
1
0
22 x12x1
dxI ,  1=x  - особлива точка, підінтегральна функція 
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⇒





−
=







+−+−
=
−+− → x1
10
2x1
1
x1x1
1
x12x1
1 *
1x222
 
інтеграл збігається, тому що ( )∫ α−
b
a
xb
dx
 при 1
2
1
<=α
 збігається. 
Заміна tsinx = , тоді tdtcosdx = . 
( )∫∫∫
=








+
+
−
+
=
+
=
+
−
==
+
=
+
=
1
0
2
2
2
2
0
2
2
2
2
0
2
2
z1
z1
z1
dz2
z1
dz2dt
z1
z1
tcos
2
t
tgz
2tcos
dt
tcos2tcos
tdtcosI
pipi
 
3363
2
3
z
arctg
3
2
3z
dz2
1
0
1
0
2
pipi
===
+
= ∫ . 
7. Дослідити збіжність інтеграла dx
x
xsinlnI
2
0
∫=
pi
. 
=−=
==
==
= ∫∫ dx
xsin
xcos
x2xsinlnx2
x2v
xsin
xdxcosdu
x
dxdvxsinlnu
dx
x
xsinln 2
0
2
0
2
0
pi
pi
pi
 
dx
xsin
xcosx
∫
pi
−=
2
0
2  
Тут 0
0
=
→
xsinlnxlim
x
, а 





=
→ xxsin
xcosx *
x
10
0
. Виходить, інтеграл збігається. 
8. Обчислити площу фігури  між лінією 2 2
ay
a x
=
+
 і її асимптотою.                              
  
 
 
 
 
 
 
 
 
 
                     
   
Асимптота має рівняння y=kx+b, де 2 2lim 0( )x
ak
a x x→∞
= =
+
,  2 2lim 0x
ab
a x→∞
= =
+
,  
0 
Рис. 8.3 
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тобто y=0 – горизонтальна асимптота. 
Розв’язання. 
У силу симетрії (Рис.8.3) площа  половини фігури дорівнює                                  
    
2 2 2 2
00 0
lim lim
2
A A
x A
S adx dx x
a arctg
a x a x a
∞
→+∞ →+∞
= = = =
+ +∫ ∫  
lim ( 0) ( 0)
2 2A
A
arctg arctg
a
pi pi
→+∞
⋅ − = − = , де lim
2A
A
arctg
a
pi
→+∞
= (a>0); ⇒ S=pi. 
 
Контрольні завдання до розділу 8 
 
Завдання 1. Дослідити збіжність невласних інтегралів 1-го роду і 
обчислити, якщо збігаються: 
8.1.1 2
2 1
xdx
x
∞
−
∫         8.1.2.    
2
6
1
x dx
;
1+x
∞
∫    8.1.3. 2 2
dx
x x
+∞
−∞
+ +∫
; 
8.1.4. ;xxe dx
+∞
−∞
∫   8.1.5.  3
1
dx
x x
∞
+∫
  8.1.6. ( )1 ;1
dx
x x
+∞
+∫
 
8.1.7. 4
3
;
9
xdx
x
+∞
+∫   8.1.8. ( )
3
22
;
1
x dx
x
−
−∞ +
∫  8.1.9. 2
1
;
1
dx
x x
+∞
−
+ +∫
 
8.1.10. 
2
;
1
dx
x x
+∞
−
∫     8.1.11. ( )30 ;1
xdx
x
+∞
+
∫   8.1.12. 2
2
;
1
dx
x x
+∞
−
∫  
8.1.13.
2
1
;
1
dx
x x
+∞
+
∫            8.1.14.
23
0
;xx e dx
+∞
−
∫            8.1.15.
2
0
;xxe dx
+∞
−
∫  
8.1.16.
0
sin ;x xdx
+∞
∫   8.1.17.  4
2 1
xdx
x
∞
+
∫              8.1.18. 4
0
;(1 )
dx
x
+∞
+∫  
8.1.19. 2 4 9
dx
x x
+∞
−∞
+ +∫
; 8.1.20. 2
1
;
arctgx dx
x
+∞
∫           8.1.21. ( )22 ;1
dx
x
+∞
−∞ +
∫  
8.1.22. ( )21 ;1
∞
+
∫
xdx
x
           8.1.23.  2
0 1
dx
x
∞
+∫ ;              8.1.24.  1
ln ;x xdx
∞
∫  
8.1.25 3
0 1
dx
x
∞
+∫ ;                 8.1.26.
23
0
x
x e dx
∞
−
∫ ;              8.1.27.
3
0
x
xe dx
∞
−
∫ ;    
8.1.28.
2 3 2
dx
x
∞
+∫
;               8.1.29. 2
2 2
dx
x x
∞
+ −∫
;         8.1.30.
2
4
1
1 x dx
x
∞ +
∫ ; 
 
 Завдання 2. Дослідити на збіжність невласні інтеграли 2-го роду і 
обчислити, якщо збігаються. 
1
0
8.2.1.
(1 )
dx
x x−
∫ ;              
1
8.2.2. .
ln
e dx
x x
∫                 
2
0
8.2.3. ln sin xdx
pi
∫ ; 
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2
0
8.2.4. ln cos xdx
pi
∫ ;               
2
23
2
8.2.5.
( 1)
dx
x
−
−
∫ ;            
2 3
2
0
8.2.6.
4
x dx
x−
∫ ;   
 
1
0
8.2.7. ln xdx∫ ;                    
1
0
8.2.8.
(2 ) (1 )
dx
x x− −
∫ ;      
3
2
2
8.2.9.
4 3
dx
x x− +∫
; 
 
6
2
3
8.2.10.
7 10
dx
x x− +∫ ;          
1
2
1
8.2.11.
1
dx
x
−
−
∫ ;               
3
2
0
8.2.12. ;
4 3
dx
x x− +∫  
 
2
1
8.2.13.
1
xdx
x −
∫ ;                
1/
0
8.2.14.
ln
e dx
x x∫ ;              ( ) ( )
5
3
8.2.15.
3 5
dx
x x− −
∫ ; 
 
3
2
0
8.2.16. ( 1)
dx
x −∫ ;              
1
2
1
8.2.17.
1
xdx
x
−
−
∫ ;            
1
35
1
28.2.18. x dx
x
−
+
∫ ; 
 
1
35
1
28.2.19. x dx
x
−
+
∫ ;             
1 2
23
1
3 28.2.20. x dx
x
−
+
∫ ;        
1
2
2
0
8.2.21.
ln
dx
x x∫
 
2
0
8.2.22. ctgx dx
pi
∫ ;                  
1
3 2
1
8.2.23.
5
dx
x x
−
−
∫ ;            
1
2
0
8.2.24.
2
dx
x x+ −∫ ; 
  
1 2
3
0
3 18.2.25. x dx
x
+
∫ ;               
1
3
0
8.2.26. dx
x x−∫ ;               
1
0
8.2.27. ln x xdx∫ ; 
2
2
1
8.2.28.
1
xdx
x −
∫  ;                
3
2
0 3
8.2.29.
( 1)
dx
x −
∫ ;            
1
3
0
8.2.30.
1
xdx
x−
∫ . 
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РОЗДІЛ 9 
ФУНКЦІЯ ДЕКІЛЬКОХ ЗМІННИХ 
 
 
9.1. Основні поняття 
 
Означення 1. Змінна z називається функцією двох незалежних змінних 
x і y, визначеною на множині D, якщо кожній парі (x, y) їхніх значень із D за 
певним законом ставиться у відповідність одне або кілька значень змінної z: 
позначають z = f(x, y). 
Означення 2. Множина пар чисел (x, y), для яких функція z визначена, 
називається областю визначення функції. 
Множина значень z називається областю зміни функції. 
Приклад 1. 
Знайти область визначення функції z = ln(y2 – 4x + 8). 
Розв’язання. 
Областю визначення даної функції є множина точок площини, що 
задовольняють умові 
y2 – 4x + 8 > 0  або  y2 > 4(x – 2). 
Парабола розбиває площину на дві частини, для однієї з яких 
виконується дана нерівність. 
Областю визначення є  зовнішня стосовно параболи частина площини, 
що  не включає саму параболу (Рис.9.1). 
 
             
                                                                                 
 
Приклад 2. Знайти область визначення функції 2 24 – 1–= +z x y  
 
  
                 Рис. 9.2 
y 
x1 20
Рис. 9.1 
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Розв’язання.  
Маємо 
2
2
24 – 0
 або 
11– 0
xx
yy
 ≤ ≥ 
 
≤≥  
 
Область визначення — прямокутник, обмежений прямими x = ±2, y = 
±1 (Рис.9.2). 
Функція двох змінних z = f(x, y) може бути визначена або на всій 
площині ХОУ, або на деякій множині D площини. 
Для характеристики таких множин введемо кілька понять. 
ε - околом точки M0(x0, y0) називається множина точок M(x, y), що 
задовольняють умові |MM0| < ε, тобто множина точок круга радіуса ε > 0 із 
центром у точці M0 без обмежуючого його кола. 
Точка M1 ∈ D називається внутрішньою точкою множини D, якщо 
існує  ε-окіл цієї точки, що належить даній множині. 
                      
1
 
           Рис. 9.3 
 
Точку M2, що належить або не належить множині D, будемо називати 
граничною точкою множини D, якщо будь-який її ε-окіл містить як точки 
належні D, так і не належні D. Множина всіх граничних точок називається 
границею множини D. Множина, що  містить всі свої граничні точки, 
називається замкнутою, інакше відкритою або незамкнутою. Якщо до 
відкритої множини приєднати її границю, то одержимо замкнуту множину. 
Множина називається зв'язною (однозв'язною), якщо будь-які дві її 
точки можна з'єднати лінією, що складається із точок множини. 
Множина, обмежена декількома замкнутими лініями, називається 
багатозв’язною. 
Під областю розуміють (відкриту або замкнуту) однозв'язну або 
багатозв’язну множину. 
Область називається обмеженою, якщо вона лежить усередині деякого 
кола із центром на початку координат. 
Область називається правильною, якщо будь-яка пряма, паралельна 
осям координат, перетинає її границю не більш ніж у двох точках. 
Поняття границі функції 
Нехай функція z = f(x, y  )визначена у деякому околі точки M0(x0, y0), 
крім, може, самої точки M0. 
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Означення. Число A називається границею функції z = f(x, y) при 
наближенні точки M(x, y) до точки M0(x0, y0), якщо ∀ε <  0 ∃δ > 0, що для всіх 
точок M(x, y), крім,  може, точки M0, для яких виконується нерівність ρ (M0, 
M) < δ, має місце нерівність |f(x, y) – A| < ε, 
де ( ) ( ) ( )2 20 0 0,M M x x y yρ = − + −  
Записують ( )
0
0
lim , .
x x
y y
f x y A
→
→
=
 
Із самого означення випливає, що границя не залежить від способу 
наближення точки M до точки M0. 
Приклади 
1) ( )2 20
0
lim 0
x
y
x y
→
→
+ =
 
2) 2 2 2 2 2 2000lim lim 1xxy
xy kx ky kx
x y x k x k→→→
= = =
+ + +
 
Надаючи k різні значення, тобто при наближенні точки до початку 
координат вздовж  різних прямих, одержимо різні границі. Це означає, що 
дана границя не існує. 
Неперервність.  Нехай функція z = f(x, y) визначена в деякому околі 
точки M0(x0, y0), включаючи саму точку M0. 
Означення 1. Функція z = f(x, y) називається неперервною в точці 
M0(x0, y0), якщо  
( ) ( )
0
0
0 0lim , , .x x
y y
f x y f x y
→
→
=
 
Означення 2.  Функція z = f(x, y) називається неперервною в точці 
M0(x0, y0), якщо ∀ε > 0 ∃δ > 0, що для всіх точок M(x, y), що задовольняють 
умові ρ (M0, M) < δ, має місце нерівність |f(x, y) – f(x0, y0) | < ε. 
Повний приріст функції z = f(x, y) у т. M0 дорівнює ∆z = f(x0 + ∆x, y0 + 
∆y) – f(x0, y0), де ∆x й ∆y — прирости аргументів. 
Покладемо x = xo + ∆x, y = yo + ∆y, одержимо 
( ) ( )0 0 0 00
0
lim , ,
x
y
f x x y y f x y
∆ →
∆ →
+ ∆ + ∆ =
 або ( ) ( )0 0 0 00 0
0 0
lim , , lim 0
x x
y y
f x x y y f x y z
∆ → ∆ →
∆ → ∆ →
+ ∆ + ∆ − = ∆ =    
Означення 3.  Функція z = f(x, y) називається неперервною в точці 
M0(x0, y0), якщо нескінченно малим приростам аргументів x і y відповідає 
нескінченно малий приріст z, тобто 0
0
lim 0.
x
y
z
∆ →
∆ →
∆ =
 
 
9.2. Частинні похідні 
 
Нехай функція z = f(x, y) визначена в деякій області D. 
Нехай т. M0(x0, y0)∈D; дамо приріст ∆x, залишаючи y постійним. Тоді 
функція z = f(x, y) одержить приріст 
∆z = f(x0 + ∆x, y0) – f(x0, y0), (x0 + ∆x, y0) ∈ D, що називається частинним 
приростом функції по х. 
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Означення. Границя відношення при ∆x>0 
( ) ( )0 0 0 0
0 0
, ,
lim limx
x x
f x x y f x yz z
x x x∆ → ∆ →
+ ∆ −∆ ∂
= =
∆ ∆ ∂
, 
якщо вона  існує й скінченна, називається частинною похідною функції 
z = f(x, y) по змінній x. 
Частинні похідні по х позначають одним із символів 
( ) ( ),, , , , .x xf x yz z f x y
x x
∂∂
′
∂ ∂
 
Аналогічно визначається частинна похідна по y: 
 
( ) ( )0 0 0 0
0 0
, ,
lim limy
y y
z f x y y f x yz
x y y∆ → ∆ →
∆ + ∆ −∂
= =
∂ ∆ ∆
. 
Частинна похідна є звичайною похідною, обчисленою в припущенні, 
що змінюється лише змінна, по якій виконується диференціювання, інші 
аргументи вважаються постійними. 
Приклад 1. 
z = xlgy; lg 1 lg
lnlg · ; .
ln10
y yz z xy x x
x y y
−
∂ ∂
= =
∂ ∂  
Приклад 2. 
z = x4 + 3xy2 +6y; 3 24 3 ; 6 6.z zx y xy
x y
∂ ∂
= + = +
∂ ∂
 
 
9.3. Диференційованість функції 
 
Означення. Функція z = f(x, y) називається диференційованою у точці 
(x, y), якщо її повний приріст у цій точці можна представити у вигляді 
∆z = A(x, y)∆x + B(x, y)∆y + α1∆x + α2∆y, де 0 0
0 0
1 2lim 0, lim 0.x x
y y
α α
∆ → ∆ →
∆ → ∆ →
= =  
Теорема. Якщо функція z = f(x, y) диференційована в точці (x, y), то 
вона має в цій точці похідні 
 і  
z z
x y
∂ ∂
∂ ∂
, при цьому  
( ) ( ) 1 2, , .z zz x y x x y y x y
x y
α α
∂ ∂∆ = ∆ + ∆ + ∆ + ∆
∂ ∂
 
 
9.3.1. Диференціал 
Повним диференціалом функції z = f(x, y) називається головна частина 
приросту функції 
 
z zdz x y
x y
∂ ∂
= ∆ + ∆
∂ ∂
, де 
 ,x y
z zd z x d z y
x y
∂ ∂
= ∆ = ∆
∂ ∂
— частинні 
диференціали відповідно за змінними x іy. 
Нехай z = x, тоді 1, 0.z x z x
x x y y
∂ ∂ ∂ ∂
= = = =
∂ ∂ ∂ ∂
 Звідси одержуємо dx = ∆x; 
аналогічно dy = ∆y. 
Повний диференціал можна записати у вигляді .z ydz dx dy
x y
∂ ∂
= +
∂ ∂
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Приклади. 
1). Знайти повний диференціал функції 
z=xy. 
1; ln ;y yz zyx x x
x y
−
∂ ∂
= =
∂ ∂
   
1 ln .y yz zdz dx dy yx dx x xdy
x y
−
∂ ∂
= + = +
∂ ∂
 
2) Знайти повний диференціал функції 3arctg xz
y
=  
2 2
2 2 2
1 1 13arctg · ; 3arctg ;
1 1
z x z x x
x y y y y yx x
y y
 ∂ ∂
= = − ∂ ∂     
+ +   
   
 
( )2 2 213arctg · .xdz ydx xdyy x y= −+  
 
9.3.2. Застосування повного диференціала в наближених 
обчисленнях 
 
Якщо функція z = f(x, y) диференційована в точці (x, y), то її повний 
приріст у цій точці можна представити у вигляді ∆z = dz + α∆ρ, де 
2 2
0
lim 0, .x y
ρ
α ρ
∆ →
= ∆ = ∆ + ∆  Звідси випливає, що ∆z ≈ dz або 
( ) ( ) ( ) ( )0 0 0 00 0 0 0 , ,, , .f x y f x yf x x y y f x y x y
x y
∂ ∂
+ ∆ + ∆ ≈ + ∆ + ∆
∂ ∂
 
При досить малих ∆x й ∆y похибка може бути зроблена як завгодно 
малою. 
Приклад. 
Обчислимо наближено ( ) ( )2 24, 05 2,93 .+  
Розглянемо функцію ( ) 2 2,f x y x y= + , покладемо x0 = 4, y0 = 3, тоді ∆x 
= 0.05; ∆y = –0.07 й ( )4;3 16 9 5.f = + =  
Знайдемо частинні похідні: 
( )
2 2
4
, 4;3 ;
5x x
xf f
x y
′ ′= =
+
 
( )
2 2
3
, 4;3 .
5y y
yf f
x y
′ ′= =
+
 
Одержимо 2 24,05 2,93 5 0,8·0,05 – 0,07·0,6 4,998+ ≈ + =  
 
9.4. Геометричні зображення функції двох змінних 
 
Нехай функція z = f(x, y) визначена в області D. Кожній точці M(x, y)∈D 
відповідає певне значення функції z = f(M). Приймаючи це значення z за 
аплікату деякої точки N(x, y, z), одержимо, що кожній точці M∈D відповідає 
певна точка N простору. Сукупність точок являє собою (можливі 
виключення) деяку поверхню. 
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Більше зручним є метод ліній рівня. 
Лінією рівня функції z = f(x, y) називається геометричне місце точок 
площини XOY, у яких функція z = f(x, y) приймає постійне значення, тобто z 
= f(x, y) = c.. 
По лініях рівня можна судити про поверхні. Покладаючи c рівним:   c, c 
+ h, c + 2h, …, ми одержимо множину ліній рівня, за взаємним  
розташуванням яких можна судити про характер зміни функції. Рідкіші (при 
постійному  h) лінії рівня вказують на більш повільну зміну функції. 
Приклад. 
Накреслити лінії рівня функції z=xy, надаючи значення від –3 до 3 
через 1 (рис. 9.4) 
Розв’язання. 
При z = h (h≠0) лініями рівня є гіперболи xy = h. При h = 0 — осі 
координат x = 0, y = 0. 
 
y 
h =  2 
h = 1 
h =  –1 0 1 2 
1 
2 
x 
 
                             Рис. 9.4 
 
9.5. Частинні похідні вищих порядків 
 
Частинні похідні функції декількох змінних є функціями тих же 
змінних. Ці функції, у свою чергу, можуть мати частинні похідні, які 
називаються другими частинними похідними (або частинними похідними 
другого порядку) вихідної функції. 
Так, наприклад, функція z = f(x, y) двох змінних має чотири частинних 
похідних другого порядку, які визначаються й позначаються в такий спосіб: 
( ) ( )2
2 2
2 , ; , ;xyx
z z
z zx xf x y f x y
x x y x y
∂ ∂   ∂ ∂   ∂ ∂∂ ∂   
′ ′= = = =
∂ ∂ ∂ ∂ ∂
 
( ) ( )2
2 2
2, ; , .yx y
z z
y yz zf x y f x y
x y x y y
   ∂ ∂∂ ∂   ∂ ∂∂ ∂   
′ ′= = = =
∂ ∂ ∂ ∂ ∂
 
 
Аналогічно визначаються й позначаються частинні похідні третього й 
більш високого порядку функції декількох змінних: частинною похідною n-го 
порядку функції декількох змінних називається частинна похідна першого 
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порядку від частинної похідної (n–1) -го порядку тієї ж функції. 
Наприклад, частинна похідна третього порядку 
3
2
z
x y
∂
∂ ∂
 функції z = f(x, y) 
є частинна похідна першого порядку по y від частинної похідної другого 
порядку 
2 z
x y
∂
∂ ∂
: 
2
3
2 .
z
x yz
x y y
 ∂∂  ∂ ∂∂  
=
∂ ∂ ∂
 
Частинна похідна другого або більше високого порядку, узята по 
декількох різних змінних, називається мішаною частинною похідною. 
 Наприклад, частинні похідні 
2 2 3 3
2, , ,
z z z z
z y y x z y z y x
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
 є мішаними 
частинними похідними функції двох змінних z = f(x, y). 
 
Приклад. 
Знайти мішані частинні похідні другого порядку функції z = x2y3. 
Розв’язання. 
Знаходимо частинні похідні першого порядку 
3 2 22 , 3 .z zxy x y
x y
∂ ∂
= =
∂ ∂
 
Потім знаходимо мішані частинні похідні другого порядку 
( )2 3 22 6 ,
y
z
z x
xy xy
x y y
∂ ∂  ∂ ∂ ′ 
= = =
∂ ∂ ∂
 
( )2 2 3 23 6 .
x
z
yz
x y xy
y x x
 ∂∂  ∂∂ ′ 
= = =
∂ ∂ ∂
 
Ми бачимо, що мішані частинні похідні даної функції 
2 z
x y
∂
∂ ∂
 і 
2
,
z
y x
∂
∂ ∂
що 
відрізняються між собою лише порядком диференціювання, тобто 
послідовністю, у якій виконується диференціювання по різних змінних, 
виявилися тотожно рівними. Щодо мішаних частинних похідних має місце 
наступна теорема: 
Теорема 
Дві мішані частинні похідні однієї й тієї ж функції, що відрізняються 
лише порядком диференціювання, рівні між собою за умови їх неперервності. 
 Зокрема, для функції двох змінних z = f(x, y) маємо: 
2 2
.
z z
x y y x
∂ ∂
=
∂ ∂ ∂ ∂
 
Приклад. 
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Знайти частинні похідні , , , , ,x y xx yy xyz z z z z′ ′ ′ ′′ ′′  якщо
2 22 cos .xz x y
y
= + −  
При знаходженні частинних похідних по x вважаємо, що y постійне і 
навпаки. 
14 ,xz x y
′ = +  
( )
2 2
sin 212cos sin ,
2 2y
yx x
z y y
y yy y
′ = − + = − +
 
4,
xx
z′′ =  
( )
3
1 1
cos 2 · · sin 2 ·
22
2yy
y y y
y yx
z
y y
−
′′ = + =
( )
3 3/2
2 cos 2 sin 22
.
4
y y yx
y y
−
+
 
 
9.6. Диференціювання складних функцій 
 
 Змінна z називається складною функцією від незалежних змінних x, 
y,…,t, якщо вона задана за посередництвом проміжних аргументів u, v,…w: 
 
z=F(u, v,…w), де  
u = f(x, y, …, t), v = ϕ(x, y, …, t), …, w = ψ(x, y, …, t)... 
Частинна похідна складної функції по одній з незалежних змінних 
дорівнює сумі добутків її частинних похідних по проміжних аргументах на 
частинні похідні цих аргументів по незалежній змінній: 
;
z z u z v z w
x u x v x w x
∂ ∂ ∂ ∂ ∂ ∂ ∂
= + + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
K  
;
z z u z v z w
y u y v y w y
∂ ∂ ∂ ∂ ∂ ∂ ∂
= + + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
K  
…………………………………… 
.
z z u z v z w
t u t v t w t
∂ ∂ ∂ ∂ ∂ ∂ ∂
= + + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
K   
Якщо, зокрема, всі аргументи  u, v,…w будуть функціями від однієї 
незалежної змінної x, то й z буде складною функцією від x. Похідна такої 
складної функції (від однієї незалежної змінної) називається повною 
похідною  й визначається за формулою. 
 
.
dz z du z dv z dw
dx u dx v dx w dx
∂ ∂ ∂
= + + +
∂ ∂ ∂
K   
 
9.6.1. Окремі випадки 
 
Нехай z = f(x, y) — диференційована функція своїх аргументів x та  y, а 
x та  y, у свою чергу, є функціями від деякого аргументу t. Тоді складна 
функція  z = z(t)=f(x(t), y(t)) також диференційована, а її похідна знаходиться  
за  формулою 
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.
dz z dx z dy
dt x dt y dt
∂ ∂
= +
∂ ∂
                   (9.6.1) 
Якщо x та y  залежать від декількох змінних, наприклад x(u, v), y(u, v), 
то формули частинних похідних складної функції z = z(u, v)=f(x(u, v), y(u, v)) 
мають аналогічний вигляд: 
;
z z x z y
u x u y u
∂ ∂ ∂ ∂ ∂
= +
∂ ∂ ∂ ∂ ∂
 .
∂ ∂ ∂ ∂ ∂
= +
∂ ∂ ∂ ∂ ∂
z z x z y
v x v y v
                     (9.6.2) 
Похідні складних функцій, що залежать від більшого числа аргументів, 
знаходяться за аналогічними правилами. Наприклад, якщо u = f(x, y, z), а x, y, 
z самі є функціями від якихось змінних t, s, …, то 
.
u u x u y u z
t x t y t z t
∂ ∂ ∂ ∂ ∂ ∂ ∂
= + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
                      (9.6.3) 
Якщо x, y, z залежать тільки від t, то в цій формулі частинні похідні по t 
заміняють на звичайні: 
.
du u dx u dy u dz
dt x dt y dt z dt
∂ ∂ ∂
= + +
∂ ∂ ∂
                      (9.6.4) 
 
Приклад 1. 
Знайти ,dz
dt
 якщо z = x2+xy+y2, де x = t2, y = t3. 
Розв’язання. 
За формулою (9.6.1) маємо 
( ) ( ) 22 2 2 3dz z dx z dy x y t x y t
dt x dt y dt
∂ ∂
= + = + + + =
∂ ∂
 
( ) ( )2 3 2 3 2 3 4 52 2 2 3 4 5 6 .t t t t t t t t t= + + + = + +  
Той же результат можна одержати й іншим шляхом; спочатку виразити 
z явно через t, а потім знайти похідну отриманої функції: 
z = z(t) = (t2)2 + t2· t3 + (t3)2 = t4 + t5 + t6; 
3 4 54 5 6 .dz t t t
dt
= + +  
 
Приклад 2. 
Задано складну функцію z = f(x, y), де x = x(u, v), y = y(u, v).Знайти 
частинні похідні  и .z z
u v
∂ ∂
∂ ∂
 
( )
( )2 2
4 cos
3 , .
tg
x u uv
z x y xy
y u v
= −
= − + 
= −
 
Маємо: z = z(x, y) = z(x(u,v), y(u, v)); 
,
z z x z y
u x u y u
∂ ∂ ∂ ∂ ∂
= +
∂ ∂ ∂ ∂ ∂
 
,
z z x z y
v x v y v
∂ ∂ ∂ ∂ ∂
= +
∂ ∂ ∂ ∂ ∂
тоді 
1 3
;
2 3
z y
x x y xy
∂ +
=
∂
− +
1 3
2 3
z x
y x y xy
∂ − +
=
∂
− +
 
( )4 sin · ·x u v v
v
∂
= +
∂
; 
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( )sinx uv u
u
∂
=
∂
; 
( )
( )
2
2 2
2tg
cos
u vy
u u v
−∂
=
∂
−
; 
( )
( )
2
2 2
4tg
cos
u vy
v
v u v
− −∂
=
∂
−
; 
( ) ( )( ) ( ) ( )( )
2
2 2
21 1 3 4 sin 3 1
cos2 3
tg u vz y uv v x
u u vx y xy
 
−∂
 = + + + −
 ∂
−− +  
; 
( ) ( )( ) ( ) ( )( )
2
2 2
1 1 3 in 4 3 1
cos2 3
tg u vz y s uv u x v
v u vx y xy
 
−∂
 = + − −
 ∂
−− +  
. 
 
Приклад 3. 
Задано функцію   5x yz e t−= + , де 
2
2
ln ( 1)
ln( 1)
x t
y t
 = −

= +
. 
 Знайти повну похідну dz
dt
.  
Оскільки  z = z(x, y, t) = z(x(t), y(t), t), то 
.
dz z dx z dy z
dt x dt y dt t
∂ ∂ ∂
= + +
∂ ∂ ∂
 
Тут 5 55 , ,x y x yz ze e
x y
− −
∂ ∂
= = −
∂ ∂
 
( )2ln 11
, ,
12
tz dx
t dt tt
−∂
= =
∂ −
  
2
2
.
1
dy t
dt t
=
+
 
( )5
2
10ln 1 2 1
.
1 1 2
x y tdz te
dt t t t
−
− 
= − + 
− + 
 
 
9.7. Диференціювання неявних функцій 
 
Змінна u називається неявною функцією від незалежних змінних x, y, 
…, t, якщо вона задана рівнянням f(x, y, …, t, u) = 0, яке не розв’язане відносно 
u. 
 При цьому, якщо функція f(x, y, …, t, u) і її частинні похідні 
, , ,x y t uf f f f′ ′ ′ ′K  визначені й неперервні в деякій точці M0(x0, y0, …, t0, u0) і 
поблизу неї  й,   якщо f(M0)=0, а  ( )0 0uf M′ ≠ , то рівняння f(x, y, …, t, u) = 0 
поблизу точки P(x0, y0,…, t0) і в самій цій точці визначає u як однозначну, 
неперервну й диференційовану функцію від x, y, …, t... 
Похідні неявної функції u, заданої рівнянням f(x, y, …, t, u) = 0, при 
дотриманні зазначених умов визначаються формулами 
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; ; ; .yx t
u u u
ff fu u u
x f y f t f
′′ ′∂ ∂ ∂
= − = − = −
′ ′ ′∂ ∂ ∂
K
                      (9.7.1) 
Зокрема, якщо y є неявна функція однієї змінної x, що задана рівнянням 
f(x, y) = 0, то .x
y
fdy y
dx f
′
′= = −
′
                      (9.7.2) 
Приклад 1. 
Функція y(x) задана рівнянням 1 + xy – ln(exy + e–xy) = 0; знайти dy
dx
 й 
2
2
d y
dx
. 
Розв’язання.  
У цьому випадку f(x, y) = 1 + xy – ln(exy + e–xy), тому 
( )1 2– ,xyxy xyx xy xy xy xyyef y e e ye e e e
−
−
− −
′ = − =
+ +
 
( )1 2– ;xyxy xyy xy xy xy xyxef x e e xe e e e
−
−
− −
′ = − =
+ +
 
отже, 
2
.
2
xy
xy xy
x
xy
y
xy xy
ye
fdy ye e
xedx f x
e e
−
−
−
−
−
′
− +
= = = −
′
+
 
Вважаючи в цій рівності y функцією від x і диференціюючи його, 
знайдемо другу похідну неявної функції. При цьому використаємо вже 
знайдений вираз першої похідної: 
2
2 2 2 2
·1 2
.
ydy x yx yd y yxdx
dx x x x
 
− −
−  
 
= − = − =  
 
9.7.1. Неявна функція двох змінних 
 
 Функція z називається неявною функцією від x й  y, якщо вона 
задається рівнянням  
f(x, y, z) = 0,                                                                                  (9.7.3) 
не розв’язаним відносно z. 
 Це значить, що при кожних значеннях аргументів x = x0 й  y = y0 з 
області визначення неявної  функції, вона приймає таке значення z0, для 
якого f(x0, y0, z0) = 0. Якщо  f(x, y, z)  ― диференційована функція трьох 
змінних x, y, z і ( ), , 0,zf x y z′ ≠  то задана рівнянням (9.7. 3) неявна функція z = 
z(x, y) також диференційована, і її частинні похідні визначаються за  
формулами 
( )
( )
( )
( )
, ,, ,
; .
, , , ,
yx
z z
f x y zf x y zz z
x f x y z y f x y z
′′ −∂ ∂
= − =
′ ′∂ ∂                                                       (9.7.4) 
 
Приклад 2. 
Знайти частинні похідні функції z(x, y), заданої рівнянням 
2 2 2
2 2 2 1.
x y z
a b c
+ + =  
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Розв’язання. У цьому випадку  
( )
2 2 2
2 2 2, , 1,
x y zf x y z
a b c
= + + −  
тому 2 2 2
2 2 2
, ,
x y z
x y zf f f
a b c
′ ′ ′= = = ; 
2 2
2 2, .
z xc z yc
x za y zb
∂ ∂
= − = −
∂ ∂
 
Приклад 3. 
Знайти частинні похідні  функції z(x, y), заданої рівнянням xy – yz + 
sin(yz2) + a2 = 0. 
Розв’язання. 
Маємо f(x, y, z) = yx – zy  + sin(yz2) + a2, 
тоді 1 ,yxf yx −′ =
    
1 2 2ln cos( )y zyf x x zy yz z−′ = − + ,   2ln 2 cos( ) ,zzf y y yz yz′ = − +  
( ) ( )
1 1
2 1 2ln 2cos ln 2cos
y y
x
z z
z
fz yx x
x f y y yz yz y y yz z
− −
−
′∂
= − = − =
′∂
− + −
. 
( )
1 2 2
2
ln cos( )
ln 2cos
y z
y
z
z
fz x x zy yz z
y f y y yz yz
−′∂ − +
= − = −
′∂
− +
. 
 
9.8. Екстремум функції n змінних 
 
Нехай функція n незалежних змінних u = f(x1, x2, …, xn) = f(M) 
визначена в якомусь δ-околі точки ( )0 0 00 1 2, , , nM x x xK ,  тобто при |MM0|<δ, де δ 
— як завгодно мале додатне число. 
Функція u = f(M) має в точці M0 максимум, якщо існує δ-окіл точки M0,  
для всіх точок якого виконується нерівність f(M) ≤ f(M0); функція u має 
мінімум, якщо f(M) ≥ f(M0). 
Максимум або мінімум називаються її екстремумами. 
 
9.8.1. Необхідні умови існування екстремуму 
 
Якщо функція u = f(x1, x2, …, xn) у точці M0 маємо екстремум, то в цій 
точці або всі частинні похідні 1-го порядку дорівнюють 0, або хоча б одна з 
них не існує, а інші рівні 0. 
Точки, у яких виконуються необхідні умови існування екстремуму 
функції, називаються критичними. 
Точки, у яких частинні похідні існують  і дорівнюють нулю 
( )0 1, ,
i
u i n
x
∂
= =
∂
 називаються стаціонарними точками. 
Отримані критичні точки досліджуються на екстремум за допомогою 
достатніх умов екстремуму. 
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9.8.2. Достатні умови існування екстремуму 
 
 Нехай функція u = f(x1, x2, …, xn) має частинні похідні другого порядку 
в околі стаціонарної точки M0. 
Це означає, що в даній точці M0 існує диференціал другого порядку. 
0
0
2
2
1 1
.
n n
i kM
i k i k M
ud u dx dx
x x
= =
∂
=
∂ ∂∑∑
 
Позначимо: ( )
0
2
; , 1, .ik ik ki
i k M
u
a a a i k n
x x
∂
= = =
∂ ∂
 
Таким чином, 
0
2
1 1
,
n n
ik i kM
i k
d u a dx dx
= =
= ∑∑  де aik – коефіцієнти диференціала друго-
го порядку в точці M0. Складемо матрицю з елементів aik диференціала 
0
2
M
d u : 
11 12 1
21 22 2
1 2
.
n
n
n n nn
a a a
a a a
A
a a a
 
 
 
=
 
  
 
K
K
K K K K
K
 
Запишемо головні матриці 
A1 = a11, 11 122
21 22
,
a a
A
a a
=
 
11 12 13
3 21 22 23
31 32 33
,
a a a
A a a a
a a a
=  …, 
11 1
1
.
n
n
n nn
a a
A
a a
=
K
K K K
K
 
За формулами Тейлора в околі точки M0 маємо 
( ) ( ) ( ) ( )20 0 12!f M f M df M d f M= + +  
Оскільки в стаціонарній точці M0  df(M0) = 0, знак різниці f(M) – f(M0) 
визначається знаком другого диференціала d2f(M). 
На підставі критерія Сільвестра сформулюємо достатні умови 
існування екстремуму функції u = f(x1, x2, …, xn)... 
1) якщо всі головні мінори матриці A  додатні, тобто A1 > 0, A2 > 0, …,  
An > 0, то функція u = f(M) у точці M0 має мінімум. 
2) якщо знаки головних мінорів чергуються, починаючи з A1 < 0, тобто 
A1 < 0, A2 > 0, A3 < 0, …, то функція u = f(M) у точці M0 має максимум. 
3) якщо d2u(M0) = 0, то потрібні додаткові дослідження. 
Якщо умови 1) або 2) не виконуються, то екстремуму немає. 
 
9.8.3. Екстремум функції двох змінних 
 
 Функція f(x, y) має максимум (мінімум) f(x0, y0), якщо для всіх відмінних від 
M0 точок M(x,y) у досить малому околі точки M0 виконується нерівність f(x0, 
y0) > f(x, y) (або відповідно f(x0, y0) < f(x, y)). 
 
Необхідні умови екстремуму 
Точки, у яких диференційована функція f(x, y) може досягати екстремуму 
(стаціонарні точки), є  розв’язками  системи рівнянь: 
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( )
( )
, 0
.
, 0
x
y
f x y
f x y
′ =

′ =
 
Достатні умови екстремуму 
 Нехай M0(x0, y0) — стаціонарна точка функції f(x, y). Тоді, якщо позначити 
( )0 0, ,xxA f x y′′=  ( )0 0, ,xyB f x y′′=  ( )0 0,yyC f x y′′=  й ∆ = AC – B2, то 
1) якщо ∆ > 0, функція має екстремум у точці M0(x0, y0), а саме максимум, 
якщо A < 0 й ∆ > 0, або мінімум, якщо A > 0 й ∆ > 0. 
2) якщо ∆ < 0, то екстремуму в точці M0(x0, y0) немає. 
3) якщо ∆ = 0, то потрібне подальше дослідження. 
Приклад. 
Дослідити на екстремум функцію z = x3 + 3xy2 – 15x –12y.  
Розв’язання. Маємо 
2 2
2 2 2 23 3 15 0 5 5
 или .
2 2 46 12 0
z
x y
x y x yx
z xy xy
xy
y
∂
= + − =  + = + =∂
  ∂ = =  = − =
∂
 
(x + y)2 = 9, |x + y| = 3, x + y=±3, звідки одержуємо чотири стаціонарні точки. 
M1(1; 2), M2(2;1), M3(–1;–2), M4(–2; –1). Знайдемо 
2 2 2
2 26 , 6 , 6 .
z z z
x y x
x x y y
∂ ∂ ∂
= = =
∂ ∂ ∂ ∂
 
Перевіряємо достатні умови екстремуму в кожній із точок. 
1) у точці M1: 
1
2
2 6,
M
zA
x
∂
= =
∂
 
1
2
12,
M
zB
x y
 ∂
= = ∂ ∂ 
 
1
2
2 6,
M
zC
y
 ∂
= = ∂ 
 
∆ = AC – B2 = 36 –144 < 0. Виходить, у точці M1 екстремуму немає. 
2) У точці M2: A = 12, B = 6, C = 12, ∆ = 144 – 36 > 0, і A > 0 ⇒ 
( ) ( )2 min 2;1 8 6 30 12 28;minz M z= = + − − = −  
3) У точці M3: A = –6, B = –12, C = -6, ∆ = 36 – 144 <0. Екстремуму немає. 
4) У точці M4: A = –12, B = –6, C = –12, ∆ = 144 – 36 > 0 й A < 0 ⇒ 
( ) ( )min 4 min –2; –1 –8 – 6 30 12 28.z M z= = + + =  
 
9.9. Дотична площина й нормаль до поверхні 
 
  Дотичною площиною до поверхні в точці M називається площина, що 
містить у собі всі дотичні до кривих, проведених на поверхні через точку M. 
Нормаллю  до поверхні називається пряма, що проходить через точку дотику 
M і перпендикулярна дотичній площини. Якщо поверхня задана рівнянням 
F(x, y, z ) = 0 і точка M0(x0, y0, z0) лежить на ній, то: 
дотична площина до поверхні в точці M0 визначається рівнянням 
             ( ) ( ) ( ) ( )0 0 0 0 0 0( ) ( ) 0;x y zF M x x F M y y F M z z′ ′ ′− + − + − =  (9.9.1) 
нормаль до поверхні в точці M0 (пряма, що проходить через точку M0 
перпендикулярно до дотичної площини) визначається рівняннями 
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                   ( ) ( ) ( )
0 0 0
0 0 0x y z
x x y y z z
F M F M F M
− − −
= =
′ ′ ′
 (9.9.2) 
Точки поверхні F(x, y, z ) = 0, де одночасно дорівнюють  нулю всі частинні 
похідні першого порядку , , ,x y zF F F′ ′ ′  називають особливими. У таких точках 
поверхня не має ні дотичної площини, ні нормалі. 
 Приклад. 
Скласти рівняння дотичної площини й нормалі до поверхні F(x, y, z ) = x2 + y2 
+ z2 –14 = 0 у точці M0(1; 2; 3). 
 Розв’язання. 
Рівняння дотичної площини до поверхні F(x, y, z) = 0 має вигляд (9.9. 1). 
Знайдемо частинні похідні: 0 0( ) 2 2,xF M x′ = = 0 0( ) 2 4,yF M y′ = =  
( )0 02 2·3 6,zF M z′ = = =  де x0 =1, y0 = 2, z0 = 3. 
Тоді одержимо рівняння дотичної площини  
2 (x – 1) + 4(y – 2) + 6(z – 3) = 0 або x + 2y + 3z – 14 = 0. 
Рівняння нормалі має вигляд (9.9. 2), тобто 1 2 3
2 4 6
x y z− − −
= =  
або 1 2 3.
1 2 3
x y z− − −
= =  
 
9.10. Похідна по напряму 
 
 Розглянемо функцію U = f(x, y, z) і знайдемо величину, що характеризує 
швидкість її зміни в деякій точці M0(x0, y0, z0)∈D по напряму одиничного 
вектора ( )cos ; cos , cosl α β γ=r , де cosα, cosβ, cosγ — напрямні косинуси вектора 
.l
r
  
Позначимо через M(x, y, z)∈D змінну точку на промені l (Рис.9.6.). 
                  
 Означення.  Похідною функції f(x, y, z) по напряму lr в точці M0 
називається границя 
( ) ( )
0
0
0
lim .
M M
f M f Mf
l MM→
−∂
=
∂
 
 
Якщо напрям l
r
 збігається з додатним 
напрямом однієї з осей OX, OY або OZ,  то  
f
l
∂
∂
 є частинна похідна f
x
∂
∂
,
f
y
∂
∂
або .f
z
∂
∂
 
Має місце 
  
Теорема. Якщо функція f(x, y, z)  має в точці M0 неперервні частинні 
похідні (тобто диференційована в точці M0), то в точці M0 існує похідна по 
будь-якому напряму, причому, ця похідна визначається формулою 
cos cos cos .
f f f f
l x y z
α β γ∂ ∂ ∂ ∂= + +
∂ ∂ ∂ ∂
                                                              (9.10.1) 
Рис. 9.6 
•M0 
 
•M 
l
r
 
x 
y 
z 
0 
Рис. 9.5 
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Похідна U
l
∂
∂
 характеризує швидкість зміни величини U(M) по напряму lr . 
Зокрема, якщо U = f(x, y), то 
cos cos .
f f f
l x y
α β∂ ∂ ∂= +
∂ ∂ ∂
 
  Приклад 1. 
Знайти похідну по напряму бісектриси першого координатного кута в точці 
M0(1; 1) функції U = x3y – 5xy2 + 1. 
 Розв’язання. 
Очевидно, що .
4
pi
α β= =  
Знаходимо 2 23 5 ,U x y y
x
∂
= −
∂
 
3 10 ,U x xy
y
∂
= −
∂
 отже, 
0
2,
M
U
x
∂
= −
∂
 
0
9,
M
U
y
∂
= −
∂  
112 cos 9 cos .
4 4 2
U
l
pi pi∂
= − − = −
∂
 
Приклад 2. 
Знайти похідну функції U = xy2z3 у точці A(3; 2; 1) по напряму вектора 
2 2 .a i j k= + +
rr rr
 
Розв’язання. 
Запишемо формулу (9.10. 1) для похідної від функції U по напряму ar  в 
точці A: 
cos cos cos
A
U U U U
a x y z
α β γ ∂ ∂ ∂ ∂= + + ∂ ∂ ∂ ∂    
Частинні похідні 
2 3 4,
A
A
U y z
x
∂
= =
∂
 
32 12,
A
A
U
xyz
y
∂
= =
∂
 
2 23 36.
A
A
U
xy z
z
∂
= =
∂
 
Напрямні косинуси вектора a
r
 рівні 
2 2 2
2 2
cos ;
32 2 1
α = =
+ +
 
2
cos ,
3
β =  1cos ,
3
γ =  
де 3;a =r  звідси 2 2 1 24· 12· 36· 22 .
3 3 3 3
U
a
∂
= + + =
∂
 
  
9.11. Градієнт функції 
 
Градієнт функції - міра зростання величини на одиницю довжини 
(латинськ. gradiens). 
Нехай функція f(x, y, z) визначена й диференційована в області D. 
Означення 1. Вектор, проекції якого на координатні осі рівні відповідно 
частинним похідним функції f(x, y, z), називається градієнтом функції f(x, y, z) 
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grad .f f ff i j k
x y z
∂ ∂ ∂
= + +
∂ ∂ ∂
r r r
 
Користуючись поняттям похідної по напряму, одержимо деякі властивості 
градієнта. 
 Властивості градієнта 
1. Перепишемо формулу (9.10. 1) для похідної по напряму lr  у вигляді 
скалярного добутку 
( )grad , grad cos grad cos ,f f l f l fl ϕ ϕ∂ = = =∂
r r
 де 1.l =
r
 
Отже, grad cos .f f
l
ϕ∂ =
∂
 
Із цієї формули випливає, що похідна функції по напряму l
r
 має найбільше 
значення, якщо cosϕ = 1, тобто, якщо кут ϕ між векторами grad f й lr  у точці 
M0 дорівнює 0. У цьому випадку напрям  l
r
 збігається з напрямом  grad f. 
Отже, якщо вектор l
r
 має напрям градієнта функції в даній точці, тобто 
grad ,l f↑↑r  то gradf f
l
∂
=
∂
 й приймає найбільше значення в даній точці. 
Отриманий результат дозволяє тепер замість наведеного вище формального 
означення градієнта, пов'язаного з вибором системи координат, дати інше 
означення, що не залежить від вибору системи координат. 
 Означення 2. Градієнтом функції U(M) називається вектор, 
спрямований убік найбільшого зростання функції й по модулю рівний похідній 
функції U по цьому напряму. Причому, це найбільше значення дорівнює 
22 2
grad .f f ff
x y z
 ∂ ∂ ∂   
= + +    ∂ ∂ ∂    
 
2. Напрям градієнта збігається з напрямом нормалі до поверхні рівня 
U(x, y, z) = C, що  проходить через дану точку. 
3. Похідна функції по будь-якому напряму, дотичному до поверхні рівня, 
дорівнює 0. 
4. grad(C1U1 + C2U2) = C1grad1 + C2grad2; 
5. grad(UV) = Ugrad + Vgrad
.
; 
6. 2
grad gradV Ugrad .U U V
V V
−
=  
Властивості 4-6 випливають безпосередньо з означення  градієнта. 
Приклад. 
Знайти градієнт функції z = ln(x2 + y2) у точці A(3; 4). 
Розв’язання. 
.
A A
z zgrad z i j
x y
∂ ∂
= +
∂ ∂
r r
 
Частинні похідні рівні 
2 2
2 6
,
25A A
z x
x x y
∂
= =
∂ + 2 2
2 8
.
25A A
z y
y x y
∂
= =
∂ +
 
Підставимо значення частинних похідних у вираз для grad z: 
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6 8grad .
25 25A
z i j= +r r  
 
Контрольні  завдання до розділу 9 
 
Завдання 1. 
Знайти частинні похідні  xΖ′ , yΖ′ , xxΖ′′ , yyΖ ′′ , xyΖ ′′ . 
9.1.1. yxyxz −+= .                                9.1.2. 8)4ln( 2 +−= xyz . 
 
9.1.3. yxxyxz −+−= 32 2 .                         9.1.4. 
yx
yx
z
−
+
= . 
 
9.1.5. 22 yx
x
z
+
= .                                        9.1.6. xxz sinlnln −= . 
 
9.1.7. )( 2yxarctgz −= .                                9.1.8. 
y
x
xyz += 2cos2 . 
 
9.1.9. xyyxz cos3−= .                                  9.1.10. arctgyxz ⋅= . 
      
9.1.11. x
y
ez
sin
= .                                          9.1.12. 
y
x
tgz = . 
 
9.1.13. x
ytg
z 4=                                              9.1.14. 22
1
yx
z
−
= . 
 
9.1.15. yxyz ⋅= .                                           9.1.16. yxz arccos⋅= . 
                                          
9.1.17. yxz cossin3 2 ⋅= .                             9.1.18. xyarctgz = . 
 
9.1.19. xyxz 22 sin−= .                                  9.1.20. arctgxyxz 2= . 
 
9.1.21. xyz 3⋅= .                                            9.1.22. xyxz cos+= . 
                                           
9.1.23. xyz arcsin= .                                       9.1.24. 2+= yxez . 
 
9.1.25. 
y
x
xyz −= 3 .                                      9.1.26. xyz 5= . 
 
9.1.27. 
yx
z
3
= .                                            9.1.28. )3( 22 yxctgz −= . 
                                              
9.1.29. 
22 yx
x
z
+
= .                                     9.1. 30. yxyz cossin3 2 −= . 
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РОЗДІЛ 10 
ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ 
 
 
Диференціальним рівнянням називається співвідношення, що зв'язує 
незалежну змінну, невідому функцію і її похідні. 
Якщо невідома функція, що входить у диференціальне рівняння, 
залежить тільки від однієї незалежної змінної, диференціальне рівняння 
називається звичайним.  
Порядком диференціального рівняння називається найвищий порядок 
похідної, що входить у рівняння. 
Звичайне диференціальне рівняння порядку n у загальному випадку 
містить незалежну змінну, невідому функцію і її похідні до порядку n 
включно й має вигляд: 
( )( , , , ,..., ) 0nF x y y y y′ ′′ = . 
У цьому рівнянні х – незалежна змінна, y – невідома функція, а 
)(
,...,,
nyyy ′′′  – похідні невідомої функції. 
Будь-яка функція )(xy ϕ= , що задовольняє диференціальному рівнянню, 
тобто перетворює його в тотожність, називається розв’язком цього рівняння: 
( )( , ( ), ( ),..., ( )) 0.nF x x x xϕ ϕ ϕ′ ≡  
Вираз Ф(x,y)=0, що неявно задає розв’язок рівняння, називається 
інтегралом цього рівняння. Графік розв’язку диференціального рівняння 
називається його інтегральною кривою. Процес відшукування розв’язку 
диференціального рівняння називається його інтегруванням. 
 
10.1. Диференціальні рівняння першого порядку 
 
Диференціальне рівняння першого порядку зв'язує незалежну змінну х, 
шукану функцію y й її першу похідну y′ . 
Загальний вид диференціального рівняння I порядку. 
0),,( =′yyxF                                                                             (10.1.1) 
Рівняння може не містити в явному виді х і y, але обов'язково містить y′ . 
Припустимо, що рівняння (10.1.1) можна розв’язати відносно похідної. 
Тоді воно має вигляд: 
),( yxfy =′                                                                                   (10.1.2) 
Рівняння (10.1.2) називається рівнянням I порядку, розв’язаним відносно 
похідної. Рівняння першого порядку можна записати у вигляді: 
.0),(),( =+ dyyxQdxyxP  
Задача, у якій потрібно знайти розв’язок рівняння ( , ),y f x y′ =  який 
задовольняє початковій умові 0
0
yy
xx
=
=
, називається задачею Коші. 
Розв’язок, що задовольняє початковій умові, називається частинним 
розв’язком диференціального рівняння. 
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Теорема існування й єдиності розв’язку задачі Коші: 
Якщо права частина f(x,y) рівняння ),( yxfy =′  і її частинна похідна по y 
),( yxf y′  визначені й неперервні в області D зміни х і y, то яка б не була 
внутрішня точка (х0,y0) цієї області, дане рівняння має єдиний розв’язок 
)(xy ϕ= , що приймає при х=х0 задане значення y=y0. 
Геометрично це означає, що через кожну точку області D проходить (і 
притім тільки одна) інтегральна крива. 
Загальним розв’язком диференціального рівняння I порядку називається 
функція ),( Cxy ϕ= , що залежить від однієї довільної постійної С і 
задовольняє двом умовам: 
1) функція ),( Cxy ϕ=  є розв’язком рівняння при будь-яких допустимих 
значеннях постійної C; 
2) вибором довільної постійної C можна задовольнити будь-якій початковій 
умові 00 yy xx == . 
Співвідношення Ф(x,y,C)=0, що визначає загальний розв’язок в 
неявному виді, називається загальним інтегралом рівняння. 
Частинним розв’язком диференціального рівняння (10.1. 1) називається 
розв’язок, одержуваний із загального розв’язок при якому-небудь певному 
значенні довільної С. Розв’язок задачі Коші, тобто розв’язок, що задовольняє 
початковим умовам, є частинним розв’язком. 
Розглянемо методи інтегрування диференціального рівняння (10.1. 2) для 
окремих випадків правої частини f(x,y). 
 
10.1.1. Рівняння з відокремлюваними змінними  
 
Диференціальне рівняння 0),(),( =+ dyyxQdxyxP  називається  рівнянням з 
відокремлюваними змінними, коли кожна з функцій P(x,y) і  Q(x,y) є добутком 
двох функцій, одна з яких – функція, що залежить тільки від х, а друга – 
тільки від y, тобто P(x,y)= f1(x)g1(y), а Q(x,y)=f2(x)g2(y). 
 Рівняння має вигляд 
0)()()()( 2211 =+ dyygxfdxygxf . 
Інтегрування даного рівняння виконується поділом змінних, що здійснюється 
діленням обох частин рівняння 0)()()()( 2211 =+ dyygxfdxygxf  на добуток 
)()( 21 xfyg , у якому )(1 yg  – функція тільки від y,  а )(2 xf  – функція тільки від х. 
Після ділення на цей добуток рівняння має вигляд 
.0)(
)(
)(
)(
1
2
2
1
=+ dy
yg
ygdx
xf
xf
 
Це рівняння з розділеними змінними. Його загальний інтеграл 
запишеться так 
1 2
2 1
( ) ( )
( ) ( )
f x g ydx dy Cf x g y+ =∫ ∫  
Якщо рівняння 0)(1 =yg  й )(2 xf =0 мають розв’язки, то рівняння 
0)()()()( 2211 =+ dyygxfdxygxf  може мати так називані особливі розв’язки, що не 
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входять у загальний інтеграл. Однак питання існування особливих розв’язків 
виходить за рамки нашого викладу.  
Приклад 1. Розв’язати диференціальне рівняння 0)1)(1( 22 =+−+ xydydxyx . 
Рівняння з  відокремлюваними змінними . Розділивши обидві його частини 
на xy )1( 2 − , одержимо рівняння 0
1
1
2
2
=
−
+
+ dy
y
ydx
x
x
, що після інтегрування 
дає cyxx ln1ln
2
1ln
2
2
2
=−++ . Потенціюючи, одержимо 2
2
2
1
x
cey
x−
+=  – 
загальний інтеграл. 
Диференціальне рівняння з відокремлюваними змінними можна 
представити також у вигляді 
),()( 21 yfxfy =′  
права частина якого є добуток двох множників, кожний з яких є функцією 
тільки одного аргументу. Перепишемо рівняння у вигляді )()( 21 yfxfdx
dy
= , тоді 
dxxf
yf
dy )()( 12
= . Інтегруючи його почленно, одержимо ∫∫ += cdxxfyf
dy )()( 12
 – 
загальний інтеграл рівняння. 
Приклад 2. Знайти частинний розв’язок рівняння, що задовольняє 
початковій умові: 
,
sin
ln
x
yyy =′   .1
2
=
=
pi
x
y  
Розв’язання. Рівняння запишемо у вигляді 
.
sin
ln
x
yy
dx
dy
=  
Розділяючи змінні, будемо мати: 
.
sinln x
dx
yy
dy
=  
Інтегруючи, знаходимо 
c
x
tgy ln
2
lnlnln += , 
Після потенціювання одержимо загальний розв’язок 
ln
2
xy tg c= ⋅ , 
2
x
tg c
y e
⋅
=  
Використовуючи початкову умову, одержимо 
41
tg c
e
pi
⋅
= ;  01 =⇒= cec . 
0 1y e y= ⇒ =  – частинний розв’язок. 
Диференціальні рівняння, що приводяться до рівнянь з 
відокремлюваними змінними. 
 Рівняння виду  
)( cbyaxfy ++=′  
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приводиться до рівняння з відокремлюваними змінними  
за допомогою підстановки cbyaxu ++= , тоді u a by′ ′= + , , ( )u ay u u x
b
′
−
′ = = . 
 Рівняння )( cbyaxfy ++=′  приймає вигляд 
aubfuuf
b
au
+=′=
−
′ )(),( , aubf
dx
du
+= )(  або ( )
du dx
bf u a =+ , 
Змінні розділені, інтегруючи, одержимо: 
.( )
du
x c
bf u a = ++∫  
У загальному інтегралі потрібно перейти до старої змінної, покладаючи 
cbyaxu ++= . 
Приклад. 2)128( ++=′ yxy . 
Права частина рівняння є функція від )128( ++ yx . Отже, підстановкою    
128 ++= yxu  рівняння приводиться до рівняння з відокремлюваними 
змінними 88 2 , .
2
u
u y y
′
−
′ ′ ′= + =  
Одержимо рівняння 
,
82
,82,
2
8
2
22 dx
u
du
uuu
u
=
+
+=′=
−
′
 
інтегруючи яке знаходимо загальний інтеграл 
.
2
128
4
1
,
222
1
,
22
1
22 cx
yx
arctgcxuarctgdx
u
du
+=
++
+=
⋅
=
+ ∫∫
 
 
10.1.2. Однорідні диференціальні рівняння 
 
Однорідним диференціальним рівнянням I порядку називається рівняння 
виду 
( , ) ( , ) 0,P x y dx Q x y dy+ =  
де ),( yxP  й ),( yxQ  – однорідні функції одного виміру (або порядку). 
Функція ),( yxP  називається  однорідною функцією  своїх аргументів    
m-го виміру, якщо t∀  
).,(),( yxPttytxP m=  
Якщо m = 0, ),,(),( yxPtytxP =  то функція ),( yxP  є однорідною функцією 
нульового виміру. 
Взявши в якості 
x
t
1
= , одержимо: ),(),1()1,1(),(
x
yY
x
yPy
x
x
x
PtytxP ===  
тобто однорідну функцію нульового виміру можна представити як 
функцію відношення 
x
y
. 
Рівняння ( , ) ( , ) 0P x y dx Q x y dy+ =  можна записати у вигляді 
),(
),(
yxQ
yxP
dx
dy
−= , 
де права частина рівняння є однорідною функцією нульового виміру. 
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Таким чином, однорідне рівняння можна записати у вигляді: 
0),( ≠=′ x
x
yfy . 
Приклади однорідних функцій: 
22 32),( yxyxyxP ++= , yxyxP 2),(1 −= . 
Дійсно, 2 2 2 2 2 2( , ) ( ) 2( )( ) 3( ) ( 2 3 ) ( , ) ( 2);P tx ty tx tx ty ty t x xy y t P x y m= + + = + + = =   
1
1 1( , ) 2( ) ( 2 ) ( , ) ( 1)P tx ty tx ty t x y t P x y m= − = − = = . 
За допомогою заміни змінної U
x
y
= , де )(xUU = , рівняння 0),( ≠=′ x
x
yfy  
приводиться до рівняння з відокремлюваними змінними. 
 ,y Ux y U x U′ ′= = + . 
Підставляючи ці вирази в рівняння, знайдемо )(UfUxU =+′  або 
( )U x f U U′ = − . Розділяючи змінні й інтегруючи, одержимо загальний інтеграл 
рівняння: 
∫∫ =
− x
dx
UUf
dU
)( , 
Cx
UUf
dU lnln)( +=−∫ , або xCUUf
dU ln)( =−∫  
Зауваження: при діленні на різницю UUf −)(  ми припускаємо, що 
0)( ≠−UUf . Якщо ж існують корені рівняння 0)( =−UUf , наприклад, 
nUUU ,...,, 21 , тоді ),1( nixUy ii ==  розв’язки, які можуть бути загублені при 
діленні. Графіки функцій ),1( nixUy ii ==  – прямі, що проходять через початок 
координат на площині xoy. 
Нехай загальний інтеграл рівняння 0),( ≠=′ x
x
yfy  має вигляд 
0),,( =Φ CUx . 
Повертаючись від u до  y с допомогою формули yU
x
= , одержимо: 
( , , ) 0yx C
x
Φ =  – загальний інтеграл рівняння. 
Приклад. Знайти загальний розв’язок рівняння 
x
y
y
xy 2+=′ . 
При заміні ,U
x
y
=  де ),(xUU =  маємо ,y Ux y U x U′ ′= = + . Одержимо 
диференціальне рівняння з відокремлюваними змінними, щодо функції )(xU : 
U
U
UxU 21 +=+′ , або 
x
dx
U
UdU
U
U
dx
dU
x =
+
+
= 2
2
1
,
1
, 
що після інтегрування дає 
2
2 2 2 2 2 2 2
2 2
1
, ln(1 ) ln , 1 ,1 ,1
1 2
UdU dx yU Cx U Cx U C x C x
U x x
= + = + = + = + =
+∫ ∫
. 
Виходить, 122 −±= xCxy  – загальний розв’язок рівняння. 
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Диференціальні рівняння, що приводяться до однорідних рівнянь 
 
Рівняння виду 





++
++
=′
222
111
cybxa
cybxafy  приводяться до однорідного 
диференціального рівняння за допомогою заміни змінної. Варто помітити, що 
якби 1 2c і с  були рівні  нулю, то рівняння було б однорідним. Рівняння 
a1x+b1y+c1=0  й   a2x+b2y+c2=0  визначають дві прямі. Для знищення в 
рівняннях прямих вільних членів, треба перенести початок координат у точку 
перетину цих прямих. Розв’язуючи систему рівнянь:



=++
=++
0
0
222
111
cybxa
cybxa
 , 
знайдемо точку перетину прямих (х0,y0). 
Заміна змінних 
dx
dy
d
dyyxx =−=−= ξ
ηηξ ,, 00  приводить до 
рівняння 





+
+
=
ηξ
ηξ
ξ
η
22
11
ba
baf
d
d
. Це однорідне диференціальне рівняння. 
Викладений метод не можна застосовувати, якщо прямі паралельні. Але 
в цьому випадку коефіцієнти при поточних координатах пропорційні 
k
b
b
a
a
==
1
2
1
2
 й диференціальне рівняння може бути записане у вигляді: 






++
++
=′
211
111
)( cybxak
cybxafy  
Отже, заміна змінних ybxaz 11 +=  перетворить рівняння в рівняння з 
відокремлюваними змінними. 
Приклад. 
3
1
−+
+−
=′
yx
yxy . Розв’язуючи систему рівнянь, 



=−+
=+−
03
01
yx
yx
, 
знайдемо x0=1, y0=2. 
Покладаючи 2,1 −=−= yx ηξ , будемо мати 
ηξ
ηξ
ξ
η
+
−
=
d
d
 або ξη
ξη
ξ
η
/1
/1
+
−
=
d
d
 . 
Отримане рівняння є однорідним. Заміна ξ
η
=U  або Uη ξ=  приводить до 
рівняння  з  відокремлюваними змінними  відносно U 
1
1
dU UU
d U
ξ ξ
−
+ =
+
; 
Розділяємо змінні й інтегруємо: 
2 2 2
2
1 (1 ) 1 1
; ; ln 2 1 ln ln ( 2 1) ;
1 1 2 2 2
dU U U dU dU U U c U U C
d U U U
ξξ ξ ξξ ξ
− +
= − = − + − = − ⇒ + − =
+ − −∫ ∫
 
Підставимо ξ
η
=U , тоді 2 22 Cξ ξη η− + + = . 
Повертаючись до змінних x, y, знайдемо 2 22 2 6x xy y x y C− − + + =  – 
загальний інтеграл рівняння. 
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10.1.3. Лінійні диференціальні рівняння 
 
Диференціальне рівняння називається лінійним, якщо воно лінійне щодо 
шуканої функції y  й її похідної y′ , тобто якщо воно може бути записане у 
вигляді  
( ) ( )y p x y q x′ + = , 
де p(х) і q(x) – неперервні функції. 
Якщо q(x) 0≡  , то рівняння називається однорідним; якщо q(x) ≠0, то 
рівняння називається неоднорідним, або лінійним рівнянням із правою 
частиною. 
Рівняння ( ) 0y p x y′ + = , отримане з рівняння ( ) ( )y p x y q x′ + = , заміною 
функції q(x) нулями, називається лінійним однорідним рівнянням, що 
відповідає даному неоднорідному рівнянню. 
Це рівняння  з  відокремлюваними  змінними. 
 Розділяючи змінні й інтегруючи, знаходимо: 
( ) ,ln ( ) ln ,dy p x dx y p x dx c
y
= − = − +∫ , 
( )p x dx
y ce
−∫
= , де c – довільна постійна. 
I метод розв’язування лінійного неоднорідного рівняння (ЛНР) – метод 
варіації довільної постійної. 
 Відповідно до методу варіації розв’язок неоднорідного рівняння 
шукаємо у вигляді 
( )p x dx
y ce
−∫
= , вважаючи c=c(х), тобто ( )( ) p x dxy c x e−∫= ⋅ . 
Знайдемо c(х) таким чином, щоб задовольнялося рівняння ( ) ( )y p x y q x′ + =  
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )p x dx p x dx p x dxc x e c x e p x p x c x e q x− − −∫ ∫ ∫′ − + ⋅ = . 
Функцію c(х) визначимо з рівняння ( )( ) ( )p x dxc x e q x−∫′ ⋅ = , тоді 
( )( ) ( ) p x dxc x q x e dx c∫= ⋅ +∫ . 
Виходить, загальний розв’язок диференціального рівняння 
( ) ( )y p x y q x′ + =  дорівнює ( ) ( )( )p x dx p x dxy ce q x e dx c−  ∫ ∫= ⋅ + 
 ∫
. 
Отже, загальний розв’язок лінійного неоднорідного рівняння дорівнює 
сумі загального розв’язку відповідного однорідного рівняння ∫
− dxxP
ce
)(
 й 
частинного розв’язку неоднорідного рівняння ( ) ( )( )p x dx p x dxe q x e dx−∫ ∫⋅ ∫ , 
одержаного із загального при c=0. 
Приклад. Знайти загальний розв’язок рівняння xey
dx
dy
−
=+ . 
Знаходимо загальний розв’язок відповідного однорідного рівняння 
cxydx
y
dydx
y
dyy
dx
dy lnln,,,0 +−=−=−==+ ∫∫  або cey
x lnlnln += − , 
звідси знаходимо 
xcey −=
 – загальний розв’язок однорідного рівняння. 
Покладаючи c=c(х), знаходимо загальний розв’язок неоднорідного рівняння. 
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Підставляємо ( ) xy c x e−= ⋅  у вихідне рівняння: 
( ) ( ) ( ) ( ) 1, ( ) .x x x xc x e c x e c x e e c x c x x c− − − −′ ′− + = ⇒ = = +  
Тоді xecxy −+= )(  – загальний розв’язок неоднорідного рівняння. 
II метод розв’язання ЛНР – метод Бернуллі. 
 За методом Бернуллі розв’язок шукається у вигляді добутку двох 
функцій: ( ) ( )y u x v x= ,тоді y u v uv′ ′ ′= + . Підставляючи y й y′  в рівняння 
( ) ( )y p x y q x′ + = , одержимо ( ) ( )u v uv p x uv q x′ ′+ + =  або  ( ( ) ) ( )u v u v p x v q x′ ′+ + = . 
Для відшукання двох функцій u(x) і v(x) є одне рівняння, тому одне із 
співвідношень між ними вибираємо довільно.  
Нехай v(x)= ( )p x dxe−∫  – частинний розв’язок рівняння ( ) 0v p x v′ + = , тоді 
функція u(x) може бути знайдена з рівняння з відокремлюваними змінними. 
( )q x
u
v
′ = ⇒
( )( ) p x dxu q x e∫′ = ⋅ . 
Загальний розв’язок ЛДР I порядку має вигляд, отриманий методом 
варіації. 
Приклад. )1()1( 22 +=+′+ xxxyyx  або xy
x
xy =
+
+′
12
. 
Тут 2( ) ; ( )1
xp x q x x
x
= =
+
. 
Знайдемо ( ) :v x  22 2 2
1 1
; ; ln ln( 1);
1 1 2 1
x dv xdx
v v v x v
x v x x
′ = − ⋅ = − = − + =
+ + +
. 
Тепер знайдемо ( ) :u x  32 2 2 211; 1 ; ( 1)
3
u x x du x x dx u x c′ = + = + = + + . 
Розв’язок вихідного рівняння: 
32 2
2
1 1( 1)
3 1
y x c
x
 
= + + ⋅ 
  +
 або 
2
2
1 ( 1)
3 1
cy x
x
= + +
+
. 
 
10.1.4.  Рівняння Бернуллі 
 
( ) ( ) ny p x y q x y′ + =
 )1,0( ≠≠ nn . 
Рівняння Бернуллі зводиться до лінійного рівняння за допомогою заміни 
змінної. Розділимо почленно рівняння на ny : 1( ) ( )n ny y p x y q x− −′ + =  і зробимо 
заміну змінної )(1 xzy n =− . Тоді yynz n ′−=′ −)1( . Відносно z одержимо 
неоднорідне лінійне рівняння ( )( 1) ( 1) ( )z p x n z n q x′ + − + = − + . 
Нехай 0),,( =zyxФ  – його загальний інтеграл, тоді, підставляючи 1+−= nyz , 
одержимо загальний розв’язок вихідного рівняння: 0),,( 1 =+− cyxФ n . 
Приклад 33 yxxyy =+′  )3( =n . 
Розв’язування. 
Підстановкою 2−= yz  рівняння Бернуллі зводиться до лінійного рівняння  
322 xxzz −=−′ . 
Відшукуючи розв’язок його у вигляді uvz = , одержимо 
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32 2u v uv xuv x′ ′+ − = − , тоді функцію  v визначимо з рівняння xvv 2=′ , xdx
v
dv 2= , 
2ln xv = , 
2xev = . Функцію )(xu  знайдемо з рівняння 232 xexu −−=′ , 
∫
−
−= dxexu x
232 = 
2 2
2
2
2
t t t x xx t te dt te e dt x e e c
dt xdx
− − − − −
=
= − = + = + +
=
∫ ∫ ,  
 виходить 
2 2 2 22 2 2( ) 1x x x xz y x e e c e x ce− − −= = + + = + + . 
 
10.2. Диференціальні рівняння другого порядку, що  допускають 
зниження порядку 
 
Загальний вид диференціального рівняння другого порядку  
0),,,( =′′′ yyyxF .  
Його загальний розв’язок містить дві довільні сталі й має вигляд ),,( 21 ccxyy = .  
Задача Коші для рівняння другого порядку ставиться в такий спосіб: 
знайти розв’язок рівняння, що задовольняє умовам: 00 )( yxy =  , 00 )( yxy ′=′ . 
Типи рівнянь другого порядку, що допускають зниження порядку: 
1) )(xfy =′′ , тоді 1 1 2( ) , ( ( ) )y f x dx c y f x dx c dx c′ = + = + +∫ ∫ ∫  – загальний 
розв’язок. 
Приклад: xy sin=′′ , тоді 1 1 2cos ; siny x c y x c x c′ = − + = − + + . 
2) Рівняння явно не містить 0),,(: =′′′ yyxfy . 
Покладаємо , ( ),y p p p x y p′ ′′ ′= = = , тоді відносно р одержимо рівняння 
першого порядку 0),,( =′ppxf .  
Приклад: pypyyyx ′=′′=′′=′′ ,, . Одержимо рівняння першого порядку 
ppx =′ , звідки 1 1, ln ln ,
dp dx p c x p c x
p x
= = = . Підставляємо замість p його 
значення 
dx
dy
, що дає xdxcdy 1=  або 2
2
1 2
c
x
cy += . 
3) Рівняння явно не містить х, тобто рівняння виду 0),,( =′′′ yyyF . 
Інтегрується заміною , ( ),y p p p y y p p′ ′′ ′= = = , що приводить до рівняння 
першого порядку відносно р: 0),,( =′pppyF . 
Приклад 1. ppypyyyy ′=′′=′′=′′ ,,2 ; одержимо рівняння 
2 , 2 0dp dpp yp p y
dy dy
 
= − = 
 
; 
а) р=0, y=c (не є загальним розв’язком) 
б) 2 1 2
1
2 ; 2 ; ;dp dyy dp ydy p y c dx
dy y c
= = = + =
+∫ ∫
; 
Якщо c1>0, то 2
1 1
1 y
arctg x c
c c
= + , а якщо c1<0, то  
1
2
1 1
1 ln
2
y c
x c
c y c
− −
= +
− + −
.  
Приклад 2. 22( ) 0yy y′′ ′− = . Рівняння не містить явно х. 
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Заміна 2( ) 2 0dp dpy p y y p yp p
dy dy
′ ′′= ⇒ = ⇒ − = . 
а) 0; 2dpp y p
dy
≠ = . Це рівняння з відокремлюваними змінними . 
2
12
dp dy p c y
p y
= ⇒ = . 
Заміняючи p на y′ , знову одержуємо рівняння першого порядку 21y c y′ = . 
Розділяючи змінні й інтегруючи, знаходимо загальний розв’язок рівняння: 
12
1 2
1dy
c dx y
y c x c
−
= ⇒ =
+
. 
б) p=0⇒ 0y′ = ⇒y=c – теж є розв’язком вихідного диференціального 
рівняння, що не може бути отримане зі знайденого загального розв’язку ні 
при яких значеннях довільних сталих 1 2, .c с  Таким чином, розв’язок  y=c не є 
частинний розв’язок даного рівняння.  
 
10.3. Лінійні однорідні диференціальні рівняння 
 
Диференціальні рівняння виду 
0)()(...)( 1)1(1)( =+′+++ −− yxayxayxay nnnn ,                                    (10.3.1) 
де )(xai  ),( nli =  – деякі функції, називаються однорідними лінійними 
диференціальними рівняннями n-го порядку (ЛОДР). 
Функції )(),...(),( 21 xyxyxy n  називаються лінійно, незалежними, якщо з 
рівності нулю їхньої лінійної комбінації, тобто, з рівності 
0)(...)()( 2211 =+++ xyxyxy nnααα  витікає, що 0=iα  ),1( ni = . 
 Якщо хоча б один з коефіцієнтів лінійної комбінації 0≠iα , то функції 
називаються лінійно залежними. 
 Фундаментальною системою розв’язків рівняння (10.3. 1), називають 
будь-які n лінійно незалежних розв’язків. 
 Нехай )(),...(),( 21 xyxyxy n  – розв’язки диференціального рівняння  n-го 
порядку. Визначник 
)1()1(
2
)1(
1
21
...
............
...
...
)(
−−−
′′′
=
n
n
nn
n
n
yyy
yyy
yyy
xW
 називається визначником 
Вронського. 
Якщо )(xW  розв’язків )(),...(),( 21 xyxyxy n  тотожно дорівнює нулю, то ці 
розв’язки лінійно залежні. Якщо )(xW  не дорівнює нулю у жодній точці, то 
це означає, що розв’язки лінійно незалежні й становлять фундаментальну 
систему розв’язків. Будь-яке однорідне лінійне рівняння з неперервними 
коефіцієнтами має фундаментальну систему розв’язків. 
 Якщо )(),...(),( 21 xyxyxy n  – фундаментальна система розв’язків 
однорідного лінійного рівняння, то його загальний розв’язок має вигляд 
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)(...)()( 2211 xycxycycxy nn+++= , 
де nccc ,..., 21  – довільні сталі. 
 
10.3.1. Лінійні однорідні диференціальні рівняння з постійними 
коефіцієнтами 
 
ЛОДР з постійними коефіцієнтами має вигляд  
0... 1
)1(
1
)(
=+′+++
−
− yayayay nn
nn
,                            (10.3.2) 
де ai – постійні ),1( ni = . 
Оскільки шукана функція y й її похідні ),1()( niy i =  входять у рівняння 
лінійно, розв’язок даного рівняння шукається у вигляді xey λ= , тому що 
похідні показникової функції відрізняються від неї тільки постійним 
множником: xkk ey λλ=)(  . 
Підставивши xeλ  в рівняння, одержимо 0)...( 111 =++++ −− nnnnx aaae λλλλ . 
Оскільки 0≠xeλ , а коефіцієнти constai = , то знаходження 
фундаментальної системи розв’язків рівняння (10.3. 2) зводиться до 
алгебраїчних операцій, а саме до розв’язання алгебраїчного рівняння n-го 
степеня: 
0... 1
1
1 =++++ −
−
nn
nn aaa λλλ  
Це рівняння називається характеристичним рівнянням 
диференціального рівняння. 
Характеристичне рівняння як алгебраїчне рівняння n-го степеня має n 
коренів (дійсних або комплексних) nλλλ ,...,, 21 . 
При розв’язуванні характеристичного рівняння можливі випадки: 
1. Корені характеристичного рівняння – дійсні й різні, тоді 
диференціальне рівняння (10.3. 2) має n лінійно незалежних частинних 
розв’язків: 
x
n
xx neyeyey λλλ === ,...,, 21 21 . 
Загальний розв’язок диференціального рівняння (10.3.2) має вигляд: 
x
n
xx necececxy λλλ +++= ...)( 21 21  
 
Приклад 1. 02 =−′′+′ yyy . 
Характеристичне рівняння: 2 2 0λ λ+ − =  має 1 22, 1λ λ= − = – дійсні різні 
корені. 
Лінійно незалежні частинні розв’язки мають вигляд: 
2
1 2( ) , ( )x xy x e y x e−= = . 
Тоді загальний розв’язок диференціального рівняння є їхня лінійна 
комбінація xx ececy 221 += −  . 
2. Корені характеристичного рівняння дійсні, але серед них є кратні. 
Нехай λλλλ ==== k...21 , тобтоλ  − дійсний корінь кратності k, інші корені 
характеристичного рівняння nkk λλλ ,...,, 21 ++  – дійсні й різні. Тоді дійсному 
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кореню λ  кратності k відповідає k частинних лінійно незалежних розв’язків 
диференціального рівняння (10.3. 2.): 
xk
k
xx
exyxeyey λλλ 121 ,...,,
−
=== . 
Загальний розв’язок диференціального рівняння (10.3.2.) має вигляд: 
x
n
x
k
xk
k
xx nk ececexcxececxy λλλλλ ++++++= ++
−
......)( 11121 . 
Приклад 2.  Знайти загальний розв’язок ЛОДР. 
09 =′′′− yy v . 
Характеристичне рівняння має вигляд: 
09 35 =− λλ  або 0)9( 23 =−λλ . 
Корені рівняння: 0321 === λλλ , 34 −=λ , 35 =λ . 
Корінь 01 =λ  – кратності три, корені 34 −=λ , 35 =λ  – прості. Відповідні 
лінійно незалежні частинні розв’язки:  
11 =y , xy =2 , 23 xy = , xey 34 −= , xey 35 = . 
Загальний розв’язок диференціального рівняння 
xx ececxcxccy 35
3
4
2
321 ++++=
−
, 
де )5,1( =ici  – довільні сталі. 
3. Серед коренів характеристичного рівняння,  крім дійсних,  є й 
комплексно-спряжені, але немає кратних коренів.  
Нехай βαλ i+=1 , βαλ i−=2 . 
Цим комплексно-спряженим кореням відповідають два частинні лінійно 
незалежні розв’язки диференціального рівняння: xey x βα cos1 = , xey x βα sin2 = . 
Загальний розв’язок диференціального рівняння (10.3.2.) має вигляд: 
x
n
xxx nececxecxecxy λλαα ββ ++++= ...sincos)( 3321 . 
Приклад 3. Знайти загальний розв’язок ЛОДР:  
022 =+′′−− ΙΙ yyyy vv . 
Характеристичне рівняння: 022 246 =+−− λλλ . 
Очевидно, що 11 =λ  і 12 −=λ  є коренями рівняння. Розділимо ліву частину 
рівняння на 12 −λ , тоді )2)(1(22 242246 −−−=+−− λλλλλλ . 
Знаходимо корені рівняння 
0224 =−− λλ  
24,3 ±=λ ; i±=6,5λ . 
Парі комплексно-спряжених коренів характеристичного рівняння 
відповідають два частинні лінійно незалежні розв’язки: 
5 cosy x= , xy sin6 = . 
Інші частинні розв’язки: 
xey =1 , 
xey −=2 , 
x
ey 23
+
= , 
xey 24
−
=  
відповідають дійсним кореням характеристичного рівняння. 
Загальний розв’язок: 
xcxcececececxy xxxx sincos)( 65242321 +++++= −− . 
Приклад 4. Знайти загальний розв’язок диференціального рівняння: 
0584 =+′−′′ yyy . 
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Характеристичне рівняння: 0584 2 =+− ykk , 
ik
2
112,1 ±= , 1=α , 2
1
=β . 
Два лінійно незалежні частинні  розв’язки: 
 
2
sin1
x
ey x= ; 
2
cos2
x
ey x= . 
Загальний розв’язок рівняння 
1 2( ) ( sin cos )2 2
x x xy x e c c= + . 
Приклад 5. Знайти частинний розв’язок ЛОДР: 
yy ′−=′′′ ; 2)0( =y ; 0)0(0 =y ; 1)0( −=′′y . 
Характеристичне рівняння: 
03 =+ λλ , 0)1( 2 =+λλ , 01 =λ , i=2λ , i−=3λ . 
Загальний розв’язок рівняння: xcxccxy sincos)( 321 ++= . 
Знаходимо: xcxcxy cossin)( 32 +−=′ , 
                  xcxcxy sincos)( 32 −−=′′ . 
Задовольняючи початковим умовам одержимо три рівняння для відшукання 
сталих 321 ,, ccc : 
⇒−=′′
⇒=′
⇒=
1)0(
0)0(
2)0(
y
y
y
.1;1;1
0
2
122
3
21
==⇒−=−
=
=+
ccc
c
cc
 
Підставляючи знайдені сталі в загальний розв’язок, одержимо частинний 
розв’язок 
xy cos1+= . 
Серед коренів характеристичного рівняння є кратні комплексно-
спряжені корені.  Нехай βαλ i+=1  й βαλ i−=2  – пара комплексно-спряжених 
коренів характеристичного рівняння кратності k. Тоді парі комплексно-
спряжених коренів характеристичного рівняння кратності  k відповідає 2k 
лінійно незалежних частинних розв’язків диференціального рівняння: 
xexyxexy
xxeyxxey
xeyxey
xk
k
xk
k
xx
xx
ββ
ββ
ββ
αα
αα
αα
sin,cos
...
sin,cos
sin,cos
1
2
1
12
43
21
−−
−
==
==
==
, 
іншим кореням  характеристичного рівняння відповідають n-2k частинних 
лінійно незалежних розв’язків виду: 2 11 , ...,k n
x x
k ny e y e
λ λ+
+ = = . 
Загальний розв’язок диференціального рівняння (10.3.2) має вигляд: 
x
n
x
k
x
k
x
k
k
xxxx
nk ececxecxecx
xecxecxxecxecxy
λλαα
αααα
ββ
ββββ
+++++
++++=
+
+−
−
...)sincos(
...)sincos(sincos)(
12
12212
1
4321
. 
Приклад 6. Знайти загальний розв’язок диференціального рівняння: 
64 48 12 0V V Vy y y yΙΙΙ Ι Ι ′′+ + + =  
Характеристичне рівняння 
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.0140)14(,0
0)1124864(
,04864
2322
2462
2468
=+⇒=+=
⇒=+++
=+++
λλλ
λλλλ
λλλλ
 
Корені характеристичного рівняння 021 == λλ , i2
1
543 === λλλ ,  
i
2
1
876 −=== λλλ . 
Частинні лінійно незалежні розв’язки диференціального рівняння: 
11 =y , xy =2 , xy 2
1
sin3 = , xy 2
1
cos4 = , xxy 2
1
sin5 = , xxy 2
1
cos6 = , xxy 2
1
sin27 = , 
xxy
2
1
cos28 = . 
Загальний розв’язок диференціального рівняння: 
).
2
1
cos
2
1
sin(
)
2
1
cos
2
1
sin(
2
1
cos
2
1
sin)(
87
2
654321
xcxcx
xcxcxxcxcxccxy
++
++++++=
 
Сформулюємо загальне правило розв’язку ЛОДР з постійними 
коефіцієнтами: 
1. Складемо  характеристичне рівняння й відшукаємо його корені. 
2. Знайдемо частинні розв’язки даного диференціального рівняння, при цьому: 
а) кожному простому дійсному кореню λ  характеристичного рівняння 
відповідає розв’язок xeλ , 
б) кожному k-кратному дійсному кореню λ  характеристичного рівняння 
відповідають k розв’язків: 
xkxx exxee λλλ 1,...,, − , 
в) Кожній парі простих комплексно-спряжених коренів βα i±  
характеристичного рівняння ставляться у відповідність два розв’язки 
xe x βα sin  и. xe x βα cos  
г) кожній парі k-кратних комплексно-спряжених коренів ставляться у 
відповідність 2k розв’язків  
,sin,...,sin,sin 1 xexxxexe xkxx βββ ααα −  
xexxxexe xkxx βββ ααα cos,...,cos,cos 1− . 
Можна довести, що отримана в такий спосіб множина розв’язків утворить 
фундаментальну систему розв’язків рівняння. 
 
10.4. Лінійні неоднорідні диференціальні рівняння другого порядку. 
Метод варіації довільних сталих 
 
Розглянемо лінійне неоднорідне диференціальне рівняння 2-го порядку: 
)()()( 21 xfyxayxay =+′+′′    (ЛНДР)                                (10.4.1) 
Відповідне йому лінійне однорідне диференціальне рівняння 2-го 
порядку: 
0)()( 21 =+′+′′ yxayxay        (ЛОДР)                               (10.4.2) 
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За теоремою про структуру загального розв’язку ЛНДР загальний 
розв’язок диференціального рівняння (10.4.1) має вигляд:  
)(~)()()( 2211 xyxycxycxy ++= , 
де  )(1 xy  й )(2 xy  – лінійно незалежні частинні розв’язки 
диференціального рівняння (10.4. 2), а )(~ xy  – який-небудь частинний 
розв’язок диференціального рівняння (10.4. 1); c1, c2 – довільні постійні.  
Для відшукання загального розв’язку ЛНДР (10.4.1) розглянемо метод 
варіації довільних постійних. 
1. Знаходимо загальний розв’язок ЛОДР (10.4.2.) 
)()()( 2211 xycxycxy += ,                                                              (10.4.3) 
де )(1 xy  й )(2 xy  – лінійно незалежні частинні розв’язки диференціального 
рівняння (10.4. 2), c1, c2– довільні постійні. 
2. Запишемо загальний розв’язок ЛНДР (10.4.1) у формі (10.4.3) 
)()()()()( 2211 xyxcxyxcxy += ,                                                                   (10.4.4) 
де )(1 xc  й )(2 xc – невідомі функції. Функції  )(1 xc  й )(2 xc  підберемо так, щоб 
функція )(xy  була розв’язком диференціального рівняння (10.4. 1). 
3. Для визначення  )(1 xc  й )(2 xc  необхідно розв’язати систему лінійних 
неоднорідних алгебраїчних рівнянь: 



=′′+′′
=′+′
)()()()()(
0)()()()(
2211
2211
xfxyxcxyxc
xyxcxyxc
                                                                     (10.4.5) 
Із системи рівнянь (10.4. 5) )(1 xc′  і )(2 xc′  визначаються єдиним чином, тому 
що визначник системи 
[ ] 0)()(
)()()(),(
21
21
21 ≠
′′
=
xyxy
xyxy
xyxyW , 
функції )(1 xy  й )(2 xy – лінійно незалежні. 
Нехай )()( 11 xxc ϕ=′ й )()( 22 xxc ϕ=′ . Тоді  
1 1 1 2 2 2( ) ( ) , ( ) ( )c x x dx c c x x dx cϕ ϕ= + = +∫ ∫ , де  1c  й 2c  постійні інтегрування. 
4. Знайдені )(1 xc  й )(2 xc , підставимо в співвідношення (10.4. 4) і одержимо 
загальний розв’язок ЛНДР (10.4. 1). ( ) ( ) )()()()()( 222111 xycdxxxycdxxxy ∫∫ +++= ϕϕ   
або ∫∫ +++= dxxxydxxxyxycxycxy )()()()()()()( 22112211 ϕϕ .                         (10.4.6) 
У співвідношенні (10.4. 6) )(11 xyc  + )(22 xyc
 
- загальний розв’язок ЛОДР  
(10.4.2), а функція ∫∫ += dxxxydxxxyxy )()()()()(~ 2211 ϕϕ - частинний розв’язок 
ЛНДР (10.4.1). 
Приклад 1. Знайти загальний розв’язок диференціального рівняння 
x
x
e
eyy
+
=−′′
1
.                                             (10.4.7) 
Відповідне однорідне диференціальне рівняння 0=−′′ yy  
Характеристичне рівняння 1,101 21
2
=−=⇒=− λλλ . 
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Отже, фундаментальна система розв’язків є xx eyey == − 21 , . 
Відповідно до методу варіації довільних постійних загальний розв’язок 
неоднорідного рівняння (10.4.7) шукаємо у вигляді 
xx excexcy )()( 21 += − .                                    (10.4.8) 
Для відшукання  )(1 xc′  й )(2 xc′  запишемо систему рівнянь (10.4.5) 
1 2
1 2
( ) ( ) 0,
( ) ( ) .
1
x x
x
x x
x
c x e c x e
e
c x e c x e
e
−
−
′ ′ + =


′ ′
− + =
+
 
Розв’яжемо систему рівнянь за формулами Крамера. 
Визначник системи 
∆ 2,
x x
x x
e e
e e
−
−
= =
−
. 
∆1 ;11
0 2
x
x
x
x
x
x
e
e
e
e
e
e
+
−=
+
=   ∆2
0
1
;
1
1
x
x
xx
x
e
e
ee
e
−
−
= =
+
−
+
 
( )x
x
e
e
xc
+
−=
∆
∆
=′
12
)(
2
1
1 ;   ( )xexc +=∆
∆
=′
12
1)( 22 . 
У результаті інтегрування знаходимо  
2 2
1
1 1 ( 1) 1( )
2 1 2 1
x x
x x
e e
c x dx dx
e e
− +
= − = − =
+ +∫ ∫
 
1 ( 1)( 1) 1 1 1( )
2 1 2 1 2 2 1
x x
x
x x x
e e dx dxdx e x
e e e
− +
= − − = − − −
+ + +∫ ∫ ∫
; 
Знайдемо )1ln(
1
1(
1
)1(
1
)
x
x
x
x
xx
x
ex
e
eddxdx
e
ee
e
dx
+−=
+
+
−=
+
−+
=
+ ∫∫ ∫∫
. 
Отже, 11
~))1(ln(
2
1)1ln(
2
1
2
1)(
2
1)( ceeexxexc xxxx +−+=++−−−= ,  
22
~))1ln((
2
1)( cexxc x ++−= . 
Підставляючи вирази для )(1 xc  й )(1 xc  в (10.4.8), одержимо загальний 
розв’язок неоднорідного диференціального рівняння 
2
1
2
1))(1ln(
2
1
~~)( 21 −+−+++= −− xxxxxx xeeeeececxy . 
 
10.5. Лінійні неоднорідні диференціальні рівняння n-го порядку з 
постійними коефіцієнтами  і  з правою частиною спеціального виду. 
Метод невизначених коефіцієнтів 
 
 Розглянемо лінійне неоднорідне диференціальне рівняння з постійними 
коефіцієнтами: 
)(...)1(1)( xfyayay nnn =+++ − ,                                                   (10.5.1) 
де ),1( niai =  – дійсні числа. Відповідне (10.5.1) ЛОДР: 
0...)1(1
)(
=+++ − yayay n
nn
. 
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Загальний розв’язок ЛОДР має вигляд: 
nn ycycycxy +++= ...)( 2211 , 
де ic  – довільні сталі ),1( ni = , а ),1( niyi =  – фундаментальна система 
розв’язків цього диференціального рівняння. 
 Загальний розв’язок ЛНДР (10.5.1)визначається формулою: 
)(~...)( 2211 xyycycycxy nn ++++= , 
де )(~ xy  – який-небудь частинний розв’язок (10.5. 1). 
У попередньому параграфі був розглянутий загальний метод відшукання 
загального розв’язку ЛНДР − метод варіації довільних сталих. 
 Якщо )(xf  має спеціальний вигляд, то частинний розв’язок )(~ xy  може 
бути знайдено методом невизначених коефіцієнтів. 
Метод невизначених коефіцієнтів дозволяє для так називаної спеціальної 
правої частини знайти частинний розв’язок неоднорідного диференціального 
рівняння без інтегрування.  
 Загальний вид спеціальної правої частини  
)sin)(cos)(()( xxQxxPexf mnx ββα += ,                                           (10.5.2) 
де )(xPn  й )(xQm  – многочлени степенів n і m відповідно, тобто 
nn
nn cxcxcxcxPn ++++=
−
−
1
1
10 ...)( , 
mm
mm
m DxDxDxDxQ ++++= −− 1110 ...)( , 
α і β - дійсні числа. 
 Частинний розв’язок ЛНДР, що відповідає даній правій частини )(xf  
 шукаємо у вигляді  
k
rr
x xxxNxxMey )sin)(cos)((~ ββα += ,                                         (10.5.3) 
де )(xM r  й )(xNr  – многочлени степеня r з невизначеними коефіцієнтами: 
)(xM r rrrr AxAxAxA ++++= −− 1110 ... , 
)(xNr rrrr BxBxBxB ++++= −− 1110 ... , 
),max( nmr = ; 
k  – кратність коренів βα i±  характеристичного рівняння; якщо числа βα i±  
не є коренями  характеристичного рівняння, то треба покласти k=0. 
Для ЛНДР має місце принцип накладення розв’язків: якщо 1y  – частинний 
розв’язок неоднорідного рівняння із  правою частиною )(1 xf , 2y  – частинний 
розв’язок рівняння із правою частиною )(2 xf , то сума 21 yy +  є частинний 
розв’язок рівняння із правої частиною )(1 xf )(2 xf+ . 
Таким чином, якщо ЛНДР має вигляд:  
)()(... 21)1(1)( xfxfyayay nnn +=+++ − , то частинний розв’язок )(~ xy  цього  рівняння 
можна представити у вигляді суми )(~)(~ 21 xyxy + , де )(~1 xy  й )(~2 xy  відповідні 
частинні розв’язки  рівнянь: 
)(... 1)1(1)( xfyayay nnn =+++ − ; )(... 2)1(1)( xfyayay nnn =+++ − . 
Приклад 1. Знайти частинний розв’язок рівняння 
xyy 2sin4 =+′′ , (0) 0, (0) 1y y′= =                                                             (10.5.4) 
 Розглянемо ЛОДР 04 =+′′ yy , що відповідає даному неоднорідному. 
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Характеристичне рівняння:  
042 =+λ , корені цього рівняння i22,1 ±=λ . 
Загальний розв’язок однорідного рівняння  
xcxcy 2sin2cos 21.0.0 += . 
Права частина рівняння xxf 2sin)( = . 
Виходячи із загального виду спеціальної правої частини (10.5.2) маємо:  
0 0( ) 0, ( ) 1, 0, 2, 0P x Q x rα β= = = = = . 
 Числа 0 2 2i i iα β± = ± = ±  є корені характеристичного рівняння. 
Частинний розв’язок шукаємо у вигляді: xxNxMxy )2sin2cos()(~ +=  . 
Тут числа i2±  є простими коренями характеристичного рівняння 
( 1, 0, max( , )k r r n m= = = , де 0, 0)n m= = . Підставимо функцію )(~ xy  і її похідні 
)(~ xy ′ , )(~ xy ′′  у рівняння (10.5. 4), одержимо:  
xNxMxxNxMxy 2sin2cos2cos22sin2~ +++−=′ , 
4 sin 2 4 cos 2 4 cos 2 4 sin 2y M x N x xM x xN x′′ = − + − −% . 
Невизначені коефіцієнти М и N визначаємо з тотожності: 
xxNxM 2sin2cos42sin4 =+− , 
звідки прирівнюючи коефіцієнти при x2sin  й x2cos , одержимо систему 
0
4
114
2cos
2sin
=
−=⇒=−
N
MM
x
x
. 
 Отже, частинний розв’язок:  xxxy 2cos
4
1)(~ −= .  
Загальний розв’язок диференціального рівняння: 
)(~)(
.0.0 xyyxy +=  або  xxxcxcxy 2cos4
12sin2cos)( 21 −+= . 
 Для відшукування частинного розв’язку використаємо початкові умови 
00)0( 1 =⇒= cy . 
Знаходимо 
.2sin
2
12cos
4
12cos22sin2)( 21 xxxxcxcxy +−+−=′  
З початкової умови 1)0( =′y  маємо  
8
5
,1
4
12 22 ==− cc . 
Отже, xxxy 2cos
4
12sin
8
5
−=  – шуканий  частинний розв’язок. 
Приклад 2. Знайти загальний розв’язок рівняння: 
)25(136 2 +−=+′−′′ xxeyyy x . 
Характеристичне рівняння: 
01362 =+− λλ , його корені i232,1 ±=λ . 
 Загальний розв’язок однорідного рівняння 
)2sin2cos( 213.0.0 xcxcey x += . 
Права частина 2 2( ) ( 5 2), ( ) 5 2, 0, 2x nf x e x x P x x x rβ= − + = − + = = . 
Число α=1 не є коренем характеристичного рівняння. Частинний розв’язок 
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шукаємо у вигляді 
)()(~ 2 CBxAxexy x ++= . 
Невизначені коефіцієнти А, В, C визначаємо, диференціюючи двічі )(~ xy  й 
підставляючи у вихідне рівняння: ( xe  скорочуємо) 
)2()(~ 2 BAxCBxAxexy x ++++=′ , 
)224()(~ 2 ABAxCBxAxexy x +++++=′′ , 
,25
)(13)2(6224
2
222
+−=
=+++++++−+++++
xx
CBxAxBAxCBxAxABAxCBxAx
 
або 
25)248()88(8 22 +−=+−+−+ xxABCxABAx  
Прирівняємо коефіцієнти при однакових степенях х: 
2
1
0
18 1 ,
8
18 8 5 ,
2
18 4 2 2 ,
32
x A A
B A Bx
C B A Cx
= ⇒ =
− = − ⇒ = −
− + = ⇒ = −
 
одержимо:  21 1 1( ) .
8 2 32
xy x e x x = − − 
 
%
 
 Маємо загальний розв’язок диференціального рівняння: 
3
1 2( ) ( cos 2 sin 2 )xy x e c x c x= + + 2
1 1 1
.
8 2 32
xe x x
 
− − 
 
 
Приклад 3. Знайти  розв’язок рівняння 
xxyy 22 +=′+′′   
задовольняючий початковим умовам: 2)0(,4)0( −=′= yy . 
Відповідне однорідне рівняння 
0=′+′′ yy . 
Характеристичне рівняння 
1,00 21
2
−==⇒=+ λλλλ . 
Загальний розв’язок однорідного рівняння:  
xeccy −+= 21.0.0 . 
Права частина xxxf 2)( 2 += , тоді .0== βα  
Виходить, 0iα β± =  є простий корінь характеристичного рівняння, тобто 
k=1, тому частинний розв’язок шукаємо у виді 
xCBxAxxy )()(~ 2 ++= . 
Підставивши функцію )(~ xy  у вигляді: 
CxBxAxxy ++= 23)(~  і її похідні 2( ) 3 2y x Ax Bx C′ = + +% , ( ) 6 2y x Ax B′′ = +%  
у вихідне  диференціальне рівняння,  одержимо тотожність:  
xxCBxAxBAx 22326 22 +=++++  
Прирівнюючи коефіцієнти при однакових степенях х, знайдемо А, В, C 
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.0,02
,0;226
,
3
1
,13
0
1
2
==+
==+
==
CCB
BBA
AA
x
x
x
 
Тоді 3
3
1)(~ xxy =  – частинний розв’язок рівняння. Загальний розв’язок 
диференціального рівняння 
3
21 3
1)( xeccxy x ++= −  
Приклад 4. Знайти загальний розв’язок ЛНДР: xx eeyyy 22 −+=−′−′′ , 
xx exfexf 221 )(,)( −==  
Розглянемо відповідне ЛОДР: 02 =−′−′′ yyy . 
Характеристичне рівняння 
2
2 0λ λ− − = , корені 1,2 21 −== λλ . 
Частинний розв’язок ЛНДР шукаємо у вигляді )(~)(~)(~ 21 xyxyxy += , де )(~1 xy  й 
)(~2 xy , 
відповідні частинні розв’язки диференціальних рівнянь:  
xeyyy =−′−′′ 2 , xeyyy 22 −=−′−′′ . 
Частинні розв’язки цих диференціальних рівнянь відповідно рівні: 
xexy
2
1)(~1 −= , xexy 22 4
1)(~ −= . 
Частинний розв’язок ЛНДР: xx eexy 2
4
1
2
1)(~ −+−= .  
 Загальний розв’язок ЛНДР: xxxx eeececxy 22
2
1 4
1
2
1)( −− +−+= . 
Приклад 5. Знайти загальний розв’язок рівняння  
xeyyy 2386 =+′−′′ . 
Відповідне однорідне рівняння:  
086 =+′−′′ yyy . 
    Корені його характеристичного рівняння 0862 =+− λλ  
рівні: 1 22, 4λ λ= = . 
 Загальний розв’язок однорідного рівняння: 
2 4
0.0. 1 2
x xy c e c e= +  
Знайдемо частинний розв’язок. 
Порівняємо праву частину рівняння з (10.5. 2), одержимо 0,2 == βα . Число 
2=± βα i  є простий корінь характеристичного рівняння. 
Тому частинний розв’язок неоднорідного рівняння шукаємо у вигляді 
xAexy x ⋅= 2)(~ , де 1=k . 
)(0 xP  і )(0 xQ – многочлени нульового степеня, у зв'язку із цим r=0 і 
коефіцієнт при xe2  беремо у вигляді константи. Знаходимо похідні )(~ xy ′ , 
)(~ xy ′′  і підставляємо їх у неоднорідне рівняння, що дає 
3441268 =++−− AxAAxAAx  ( xe2  скорочується). 
Звідси маємо 
2
3
−=A , xexy x ⋅−= −2
2
3)(~ . 
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 Загальний розв’язок: xeececxy xxx ⋅−+= 242
2
1 2
3)(  
Приклад 6. Записати вид частинних розв’язків неоднорідних 
диференціальних рівнянь. 
a) xyy 2sin4 =+′′  
Корені характеристичного рівняння i22,1 =λ . 
Аналізуємо праву частину: xxf 2sin)( = , тоді 0, 2α β= = ,  тобто ii 2+=+ βα  є 
простими коренями характеристичного рівняння, тому частинний розв’язок 
має вигляд 
xxBxAxy )2sin2cos()(~ += . 
б) xexyyy )46(2 2 −=+′−′′ . 
Характеристичне рівняння 2 2 1 0λ λ− + = . 
Його корені 12,1 =λ . Порівнюючи праву частину з (10.5.2) визначаємо, що 
1, 2, 2r kα = = = . Отже, частинний розв’язок запишеться 
22 )()(~ xCBxAxexy x ++= . 
в) xxeyyy x sin296 3−=+′+′′ . 
Корені характеристичного рівняння 
32,1 −=λ . По правій частині маємо: 3, 1, 1rα β= − = = . 
Вид частинного розв’язку ).sin)(cos)(()(~ 3 xDCxxBAxexy x +++= −  
г) xeyyy x 2sin8136 3=+′−′′ . 
Корені характеристичного рівняння i232,1 ±=λ . 
По правій частині знаходимо: 3, 2,α β= =   тобто ii 23 ±=± βα  – прості корені 
характеристичного рівняння: 0, 1r k= =  
Частинний розв’язок:  
xxBxAexy x )2sin2cos()(~ 3 += . 
  
 
Контрольні  завдання до розділу 10 
 
Завдання 1. a), b), c) Знайти загальний інтеграл диференціального 
рівняння. 
d), e). Знайти розв’язок  задачі Коші.  
 
10.1.1  a) dxxy2ydyx3ydy3xdx4 22 −=− ; b) 2
x
y4
x
y
y
2
2
++=′ ; c) 
2x2
3y2xy
−
−+
=′ ; 
d) ( ) .01y,xxyy 2 ==−′ ; e) ( ) ( ) .10y,yex1xyy 2x =+=+′ −  
10.1.2  a) 0x1yyy1x 22 =+′++ ; b) 
22
23
xy2
yx2y3yx
+
+
=′ ; c) 
2x2
2yxy
−
−+
=′ ; 
d) ( ) 02y,xsinx2yctgxy =pi=−′ ; e) ( ) 211y,xlny2yyx 2 ==+′ . 
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10.1.3  a) ydyxydydxy4 22 =−+ ; b) 
yx
yx
y
−
+
=′ ; c) 
3x3
4xy3y
+
−−
=′ .  
d) ( ) 00y,x2sin)21(xcosyy ==+′ ; e) ( ) ( ) 21y,xyyyx2 2 ==+′  
10.1.4  a) ydyxydydxy3 22 =−+ ; b) yyxyx 22 ++=′ ; c) 
2yx
2y2
y
−+
−
=′ ; 
d) ( ) 214y,xcosytgxy 2 =pi=+′ ; e) ( ) ( ) 10y,ye1x4yx4y 2x433 =+=+′ − . 
10.1.5  a) dxxy3ydyx2ydy6xdx6 22 −=− ; b) 3
x
y6
x
y
y2
2
2
++=′ ; c) 
2yx3
2yx
y
−−
−+
=′ ; 
d) ( ) .231y,x2x)2x(yy 2 =−+=+−′ ; e) ( ) ( ) 11y,xln2xlnyyyx 2 =+−=−′ . 
10.1.6  a) 0dyx2ydxy3x 22 =+++ ; b) 
22
23
x2y2
yx4y3yx
+
+
=′ ; c) 
1x
3yx2y
−
−+
=′ ; 
d) ( ) ( ) 10y,1xe)1x(yy x =+=+−′ ; e) ( ) ( ) ( ) 20y,yex1xyy2 2x =+=+′ − . 
10.1.7  a) ( ) 0dxyedy5e x2x2 =++ ; b) 
yx2
y2x
y
−
+
=′ ; c) 
8yx9
8y7x
y
−−
−+
=′ ; 
d) ( ) 12y,xsinxxyy =pi=−′ ; e) ( ) ( ) 31y,xlnyyyx3 2 ==+′ . 
10.1.8  a) 01
y1
x1yy
2
2
=+
−
−
′ ; b) yyx2yx 22 ++=′ ; c) 
6x3
4y3xy
−
++
=′ ; 
d) ( ) pi=pi=+′ 1y,xsinxyy ; e) ( ) ( ) 10y,xsin1xcosyxcosyy2 1 =+=+′ − . 
10.1.9  a) dxxy2ydyx3ydy6xdx6 22 −=− ; b) 4
x
y8
x
y
y3
2
2
++=′ ; c) 
1yx2
3y3
y
−+
+
=′ ; 
d) ( ) .11y,x)x2(yy 2 ==+′ ; e) ( ) ( ) .10y,x1ey4yx4y 3x423 −=−=+′  
10.1.10  a) 0dyx4ydxy5x 22 =+++ ; b) 
22
23
x3y2
yx6y3
yx
+
+
=′ ; c) 
3yx4
3y2x
y
−−
−+
=′ ;  
d) ( )
3
20y,
x1
x2y
x1
x2y
2
2
2
=
+
=
+
+′ ; e) ( ) 10y,exy2xy2y3 2x22 −==+′ −− . 
10.1.11  a) ( ) 0dxedye4y xx =−+ ; b) 
xy2x
yxyxy
2
22
−
−+
=′ ; c) 
2x2
3y2xy
−−
+−
=′ ; 
d) ( ) 42y,5y
x
5x2y
2
==
−
−
′ ; e) ( ) ( ) 211y,y3x5y3yx2 32 =+−=−′ . 
10.1.12  a) 0xxyyx4 22 =++′− ; b) yyx2yx 22 ++=′ ; c) 
9yx10
9y8x
y
−−
−+
=′ ; 
d) ( ) e1y,e
x
1x
x
yy x =+=+′ ; e) ( ) ( ) 11y,y5x4y5yx3 4 =−=+′ . 
10.1.13  a) dxxy2ydyxydy2xdx2 22 −=− ; b) 6
x
y6
x
y
y
2
2
++=′ ; c) 
5x5
5y3x2y
−
−+
=′ . 
d) ( ) 11y,
x
xln2
x
yy =−=−′ ; e) ( ) ( ) 10y;yxcos32excosy3y2 1x2 =+=+′ − . 
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10.1.14  a) 0dyx1ydxy4x 22 =+++ ; b) 
22
23
x4y2
yx8y3
yx
+
+
=′ ; c) 
7y2x3
8y4
y
−+
−
=′ ; 
d) ( ) 41y,
x
12
x
y
y 3 =−=−′ ; e) ( ) ( ) 31y,xyyyx3 2 ==+′ . 
10.1.15  a) ( ) 0dxyedy8e xx =−+ ; b) 
xy2x2
yxy2xy
2
22
−
−+
=′ ; c) 
4yx5
4y3x
y
−−
−+
=′ ; 
d) ( ) 651y,xy
x
2y 3 −==+′ ; e) ( ) 210y,xy2yy 2 ==−′ . 
10.1.16  a) 0x1yyy5 22 =−′++ ; b) yyx3yx 22 ++=′ ; c) 
1x
3x2yy
−
+−
=′ ; 
d) ( ) 11y,x3
x
y
y ==+′ . e) ( ) ( ) 2211y;y12x20y3yx2 32 =+−=−′ . 
10.1.17  a) dxxy3dyyxydyxdx6 22 −=− ; b) 8
x
y8
x
y
y2
2
2
++=′ ; c) 
1x
3y2xy
−
−+
=′ ; 
d) ( ) 31y,x1
x1
xy2
y 2
2
=+=
+
−
′ ; e) ( ) 20y,yx2yx2y 33 ==+′ . 
10.1.18  a) 0yxylny =′+ ; b) 
22
23
x5y2
yx10y3
yx
+
+
=′  c) 
1x
1y2x3y
+
−+
=′ ; 
d) ( ) 11y,1y
x
x21y
2
==
−
−
′ ; e) ( ) 11y,xlnyyyx 2 ==+′ . 
10.1.19  a) ( ) xx yeye1 =′+ ; b) 
xy2x3
yxy3xy
2
22
−
−+
=′ ; c) 
1y3x4
5y5
y
−+
+
=′ ; 
d) ( ) 11y,
x
2
x
y3
y 3 ==+′ ; e) ( ) ( ) 20y;yexcos128xcosy3y2 1x2 =+=+′ − . 
10.1.20  a) 0xxyyx1 22 =++′− ; b) yyxyx ++=′ 2223 ; c) 
5yx6
5y4x
y
−−
−+
=′ ; 
d) ( ) 13 e1y,x2xy2y −=−=+′ ; e) ( ) ( ) 10y,ye8xyxy4 2x233 =+=+′ − . 
10.1.21  a) dxxy3dyyx2ydy2xdx6 22 −=− ; b) 12
x
y8
x
y
y
2
2
++=′ ; c) 
1x
2yxy
+
++
=′ ; 
d) ( ) ( ) 3
20y,
2
x
x12
xy
y
2
==
−
+′ ; c) ( ) ( ) 21y,y3x5y12yx8 33 =+−=−′ . 
10.1.22  a) ( ) 0yxyln1y =′++ ; b) 
22
23
x6y2
yx12y3
yx
+
+
=′ ; c) 
4x4
3yx2y
−
−+
=′ ; 
d) ( ) 30y,xxyy 3 =−=+′ ; e) ( ) ( ) 20y,xyyy2 2 ==+′ . 
10.1.23  a) ( ) xx eyye3 =′+ ; b) 
xy4x
y3xyxy
2
22
−
−+
=′ ; c) 
2x2
3yx2y
−
−+
=′ ; 
d) ( ) ( ) 10y,1xey
1x
2y 2x =+=
+
−
′ ; e) ( ) ( ) 10y,ye1xxyy 2x =−=+′ . 
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10.1.24  a) 0yyx1y3 22 =′−++ ; b) yyx32yx 22 ++=′ ; c) 
2y2x2
y
y
−+
=′ ; 
d) ( ) 10y,xsinxexy2y 2x ==+′ − ; e) ( ) ( ) 10y;yxcos32excosy3y2 1x2 =+−=−′ −− . 
10.1.25  a) dxxydyyxydyxdx 22 −=− ; b) 5
x
y10
x
y
y4
2
2
++=′ ; c) 
6yx7
6y5x
y
−−
−+
=′ ; 
d) ( ) ( ) ( ) 2
10y,1x
1x
y2
y 3 =+=
+
−
′ ; e) ( ) 10y,xyyy 2 ==−′ . 
10.1.26  a) 0dy)yyx(4dxy5 22 =+++ ; b) 
22
23
x7y2
yx14y3
yx
+
+
=′ ; c) 
2x
4yx
y
−
−+
=′ ; 
d) ( ) 30y,x2sinxcosyy =−=−′ ; e) ( ) ( ) 21y,xlnyyyx2 2 ==+′ . 
10.1.27  a) ( ) xx eyye1 =′+ ; b) 
xy6x
y5xyxy
2
22
−
−+
=′ ; c) 
2x2
1yx2
y
−
−+
=′ ; 
d) ( ) 210y,x4xy4y 3 −=−=−′ ; e) ( ) 10y,xyyy 2 ==+′ . 
10.1.28  a) ( ) 0dxy2dyyyx3 22 =+++ ; b) yyx4yx 22 ++=′ ; c) 
3x3
1x2y3
y
+
+−
=′ ; 
d) ( ) 11y,
x
xln
x
y
y =−=−′ ; e) ( ) 1sh11y,chxyycthx2y 2 ==+′ . 
10.1.29  a) dxxydyyxydyxdx2 22 −=− ; b) 10
x
y10
x
y
y3
2
2
++=′ ; c) 
9y4x5
6y6
y
−+
−
=′ ; 
d) ( ) ( ) 00y,3x1xyx3y 322 =+=−′ ; e) ( ) ( ) ( ) 20y,ye1xxyy2 2x =−=+′ . 
10.1.30  a) 0yx2xy2x2 22 =′−++ ; b) yyx24yx 22 ++=′ ; c) 
7yx8
7y6x
y
−−
−+
=′ ; 
d) ( ) 10y,x2sinxcosyy −==−′ ; e) ( ) ( ) 10y,xsiny32xytgy 4 =−=−′ . 
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РОЗДІЛ 11 
ЧИСЛОВІ І ФУНКЦІОНАЛЬНІ РЯДИ 
 
 
11.1. Числові ряди. Основні поняття. Необхідна ознака збіжності 
 
Розглянемо послідовність чисел ,...,...,, 21 naaa .  
Вираз ∑
∞
=
=++++
1
21 ......
n
nn aaaa  називають числовим рядом; na  – 
загальним членом ряду. 
Сума n перших членів ряду називається n-ю частковою сумою ряду 
.....21 nn aaaS +++=  
Ряд називається збіжним, якщо існує скінченна границя послідовності його 
часткових сум: SSn
n
=
∞→
lim . Число S  називають сумою ряду. Якщо границя 
послідовності часткових сум дорівнює нескінченності або взагалі не існує, то 
ряд розбігається. При розгляді числових рядів практично розв’язується дві 
задачі: 
1)  дослідити ряд на збіжність; 
2)  визначивши, що ряд збігається, знайти його суму. 
Приклади. Користуючись визначенням, дослідити збіжність ряду та у 
випадку збіжності знайти його суму. 
Приклад. ∑
∞
=
+
1
)1(
1
n
nn
.  
Розв’язання. Загальний член ряду 
1
11
)1(
1
+
−=
+
=
nnnn
an , тоді 
.
1
11
1
111
1
1
...
3
1
2
1
2
11)1(
1
...
32
1
21
1
+
−=
+
−+−
−
++−+−=
+
++
⋅
+
⋅
=
nnnnnnn
Sn  
Очевидно, що границя послідовності часткових сум цього ряду існує і 
дорівнює 1: 
1lim,1
1
1lim1
1
11limlim ===
+
−=





+
−=
∞→∞→∞→∞→
n
nnn
n
n
SS
nn
S . 
Отже, ряд збігається і його сума дорівнює 1. 
Приклад. .
5129
24
2
2∑
∞
=
−−n nn
 
Розв’язання. Розкладемо загальний член ряду на найпростіші дроби:  
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( )
( ) ( )
.)13(
4
)53(
4
)13)(53(
53134
6)53(13)13)(53(
24
5129
24
2
+
−
−
=
+−
−−+
=
=≡−−+=
+−
=
−−
=
nnnn
nn
nn
nnnn
an
 
Таким чином, 





+
−
−
=
13
1
53
14
nn
an . 
Отже,  



+
−
−
+
−
−
−



+
−
−
−
++−+−+−=
13
1
53
1
23
1
83
1
53
1
113
1
...
13
1
7
1
10
1
4
1
7
114
nnnnnn
Sn ; 
5
4
114lim =





+==
∞→
n
n
SS . 
Приклад. Ряд ...1...11 ++++  розбігається, тому що nS n =  та 
.limlim +∞==
∞→∞→
nS
n
n
n
 
Приклад. Ряд ...1111 +−+−  розбігається. Тут ,1,0,1 321 === SSS  
...,,04 =S ,02 =nS  112 =−nS  і т.д., тому n
n
S
∞→
lim
 не існує.  
Приклад. Ряд геометричної прогресії ...... +++++ naqaqaqa 2  
)( 0≠a  при 1<q  збігається, і його сума ;
1 q
aS
−
=
 при 1≥q  ряд розбігається. 
Залишок ряду ......21 +++= ++ nnn aar  для збіжного ряду при ∞→n  
наближається до 0. 
Необхідна ознака збіжності ряду. Якщо ряд збігається, то його 
загальний член наближається до нуля, тобто 0lim =
∞→
n
n
a . Звідси випливає, 
що якщо 0lim ≠
∞→
n
n
a , то ряд розбігається. Якщо ж 0lim =
∞→
n
n
a , то ряд може 
збігатися, а може і розбігатися. 
Приклад. Розглянемо ряд ∑
∞
=
+
1
).11ln(
n
n
  
Розв’язання. Загальний член ряду );11ln(
n
an +=  
0)11ln(limlim =+=
∞→∞→ n
a
n
n
n
, тобто виконується необхідна ознака збіжності 
ряду. 
Проте ряд розбігається, оскільки nnan ln)1ln( −+= ,  то  
=−++−−++−+−=+++= nnnnaaaS nn ln)ln()ln(ln...lnlnlnln... 11231221
);1ln( += n  
отже,  
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.)1ln(limlim +∞=+=
∞→∞→
nS
n
n
n
 
Можна показати, що гармонічний ряд ∑
∞
=1
1
n
n
 також розбігається, 
незважаючи на те, що 01limlim ==
∞→∞→ n
a
n
n
n
. 
 
11.2.  Достатні ознаки збіжності рядів з знакосталими членами 
 
11.2.1. Ознаки порівняння 
Теорема 1. (ознака порівняння). Нехай члени рядів ∑
∞
=1n
na  та ∑
∞
=1n
nb  
додатні, й існує таке N , що при усіх Nn >  nn ba ≤ . Тоді зі збіжності ряду 
∑
∞
=1n
nb  випливає збіжність ряду ∑
∞
=1n
na , і навпаки, із розбіжності ряду ∑
∞
=1n
na  
випливає розбіжність ряду ∑
∞
=1n
nb . 
Теорема 2 (гранична форма ознаки порівняння). Нехай члени рядів 
∑
∞
=1n
na  та ∑
∞
=1n
nb  додатні, й існує ),0(lim ∞≠≠=
∞→
LLL
b
a
n
n
n
, тоді обидва ряди 
збігаються або розбігаються одночасно. 
 На практиці еталонами для порівняння виступають так званий 
узагальнений гармонічний ряд ∑
∞
=1
1
n
pn
, що збігається при 1>p  і розбігається 
при 1≤p , а також ряд геометричної прогресії: 




≥
<
−∑
∞
=
1якщося,розбігаєть
1якщо,збігається
1 q
q
aq
n
n
. 
Приклади. Дослідити збіжність рядів. 
Приклад. Ряд ∑
∞
=2
ln
1
n
n
 розбігається, оскільки 
nn
nn
1
ln
1
,ln >< , але ряд 
∑
∞
=1
1
n
n
 розбігається )1( =p . 
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Приклад. Ряд ∑
∞
=
++
1
)5)(3(
1
n
nn
 збігається за першою ознакою 
порівняння, тому що 2
1
)5)(3(
1
nnn
<
++
  і ряд ∑
∞
=1
2
1
n n
 збігається )12( >=p . 
Приклад. Ряд ∑
∞
=
+
+
1
4 )1(3
2
n n
n
 збігається, бо взявши 
34
1
,
)1(3
2
n
b
n
n
a nn =
+
+
= , за граничною ознакою порівняння здобудемо 
.
3
1
)1(3
)2(lim 4
3
=
+
+
∞→ n
nn
n
 
Відзначимо, що у всіх трьох прикладах виконується необхідна ознака 
збіжності ряду. 
Приклад. Дослідити збіжність ряду ∑
∞
= +
−
2
2
3 1
n nn
narctg
. 
Розв’язання.  Загальний член ряду 01
2
3
>
+
−
=
nn
narctg
an . Очевидно, що 
na  при ∞→n  є нескінченно малою того ж порядку, що і 
n
1
. Дійсно, 
2
11lim
2
3 pi
=
+
−
∞→ nnn
narctg
n
, тоді за ознакою порівняння випливає розбіжність 
даного ряду, оскільки ряд ∑
∞
=1
1
n
n
 розбігається. 
Приклад. ∑
∞
=1
4 5
ln
n n
n
. 
Розв’язання. Ряд ∑
∞
=1
4 5
1
n n
 збігається, бо 1
4
5
>=p . Оскільки при будь-
якому додатному ε  та ∞→n  справедлива нерівність ε< nnln , маємо: 
ε−
ε
=< 45454 5
1ln
nn
n
n
n
. Виберемо ε  з проміжку 
4
10 <ε< , наприклад 
5
1
=ε , 
 210 
1
4
5
>ε− , тоді ряд ∑
∞
=1
4 5
ln
n n
n
 збігається, тому що ряд ∑
∞
=
ε−
1
45
1
n n
 збігається.  
Для порівняння можна, наприклад, вибрати ряд ∑∑
∞
=
∞
=
−
=
1 20
21
1
5145
11
nn
n
n
. 
Приклад. 





−
+
∑
∞
=
1
1ln1
2
n
n
n
n
. 
Розв’язання. ( )1
2
~
1
21ln1
1
1ln1
−






−
+=





−
+
=
∞→ nnnnn
n
n
a
n
n . 
Оскільки ( ) 




=
− ∞→ 23
* 10
1
2
nnn n
 і ряд ∑
∞
=1
23
1
n n
 збігається, то первинний ряд 
теж збігається. 
 
11.2.2. Ознака Даламбера 
 
Нехай для знакосталого ряду існує границя частки  
L
a
a
n
n
n
=
+
∞→
1lim , 
тоді: при 1<L  ряд збігається; при 1>L  ряд розбігається; при 1=L  ознака 
Даламбера непридатна. 
 На практиці ознаку Даламбера доцільно застосовувати до рядів, члени 
яких містять факторіали, показникові функції. 
Зауваження. Якщо розбіжність ряду доведена за ознакою Даламбера, 
то .0lim ≠
∞→
n
n
a
 Це ж стосується і радикальної ознаки Коші. 
Приклади. Дослідити збіжність рядів. 
Приклад. ∑
∞
=
−
+
1 )1(2
3
n
n n
n
. 
Розв’язання. Обчислимо 
n
n
n a
a 1lim +
∞→
; 
n
n
a
n
n
a
nnnn 11 2
4
,
)1(2
3
++
+
=
−
+
= ;  
( ) =+
−+
=
+
−+
=
+→∞
+
→∞ 2
2
1
1
~3
~)1)(4(
)3(2
)1(2)4(limlim
nnn
nnn
nn
nn
a
a
n
n
nn
n
n
.1
2
1lim
2
1
2
2
<==
∞→
L
n
n
n
  
Оскільки 1<L , то відповідно до ознаки Даламбера ряд збігається. 
Приклад. ∑
∞
=1
!
n
n
n
n
. 
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Розв’язання. Обчислимо 
n
n
n a
a 1lim +
∞→
; )!1(
)1(
;
!
1
1
+
+
==
+
+
n
n
a
n
n
a
n
n
n
n ;  
111lim1lim
)!1(
!)1(limlim
1
1 >=





+=




 +
=
+
+
=
∞→∞→
+
∞→
+
∞→
e
nn
n
nn
nn
a
a
n
n
n
nn
n
nn
n
n
, 
ряд розбігається. 
 
11.2.3. Радикальна ознака Коші 
 
Нехай для ряду ∑
∞
=1n
na  з додатними членами існує  
Lan n
n
=
∞→
lim , 
тоді: при 1<L  ряд збігається; при 1>L  ряд розбігається; при 1=L  ознака 
непридатна. 
Приклад. Дослідити збіжність ряду ∑
∞
=








+
+
1
2
2
53
12
n
n
n
n
. 
Розв’язання. Достатня ознака:  
1
3
2
53
12lim
53
12lim
53
12lim 2
2
2
2
2
2
<=
+
+
=
+
+
=








+
+
∞→∞→∞→ n
n
n
n
n
n
nn
n
n
n
. 
За радикальною ознакою Коші ряд збігається. Перевірку необхідної 
ознаки збіжності в даному випадку можна було б і не робити. 
Приклад. Довести: ( ) 0!2lim =∞→ n
nn
n
. 
Розв’язання. Розглянемо ряд із загальним членом ( )!2n
n
a
n
n = . Довівши 
його збіжність, внаслідок необхідної ознаки збіжності ряду одержимо дану 
рівність. Дійсно, за ознакою Даламбера ряд збігається, тому що 
( )
( )( )
( ) ( ) ( )
( ) ( )( ) 102212!2
!211
lim!2
!12
1limlim
1
1 <=
++





 +
+
=
+
+
=
∞→
+
∞→
+
∞→ nnn
n
n
n
n
n
n
n
n
a
a
n
nn
n
nn
n
n
, 








=





+=




 +
∞→∞→
e
nn
n
n
n
n
n
11lim1lim . 
Приклад. Дослідити збіжність ряду 
( )
( )∑
∞
=
−⋅⋅⋅⋅
+⋅⋅⋅⋅
1
13...852
12...753
n
n
n
. 
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Розв’язання. За ознакою Даламбера  
( )( )
( )
( )
( )
( )
( ) ⇒<=+
+
=
+⋅⋅⋅⋅
−⋅⋅⋅⋅
⋅
+⋅⋅⋅⋅
++⋅⋅⋅⋅
=
∞→∞→
+
∞→
1
3
2
23
32lim
12...753
13...852
23...852
3212...753limlim 1
n
n
n
n
n
nn
a
a
nnn
n
n
ряд збігається. 
 
11.2.4. Інтегральна ознака збіжності Коші 
 
Якщо )(xf  є неперервною, монотонно спадною, невід′ємною на 
проміжку );1[ ∞+  функцією, то ряд ∑
∞
=1
)(
n
nf
 і невласний інтеграл ∫
∞+
1
)( dxxf  
збігаються або розбігаються одночасно. 
Приклад. Дослідити збіжність ряду ∑
∞
=2
2)(ln
1
n nn
. 
Розв’язання. Покладемо 2)(ln
1)(
xx
xf = . Функція )(xf  неперервна при 
2≥x , спадає зі зростанням x , ).;2[0)( ∞+∈∀> xxf   
Перевіримо існування невласного інтеграла від цієї функції. За 
визначенням 
∫ ∫ ∫
∞+
+∞→+∞→+∞→
=





−===
2 2 22
222 ln
1lim
)(ln
)(lnlim
)(ln
lim
)(ln
A AA
AAA xx
xd
xx
dx
xx
dx
 
2ln
1
2ln
1
ln
1lim =





+−=
+∞→ AA
.  
Отже, невласний інтеграл збігається, звідси випливає збіжність ряду. 
Приклад. Дослідити збіжність ряду ∑
∞
=
>
1
)0(1
n
p pn
.  
Розв’язання. З умови виходить )1(01)( ≥>= x
x
xf p  – монотонно 
спадна функція. Розглянемо невласний інтеграл )0( ≠p :  





<∞
>
−=
−
==∫ ∫
∞ +−
+∞→+∞→
.1,
1,
1
1
1
limlim
11 1
1
p
p
p
p
x
x
dx
x
dx
AA p
ApAp
 
При 1=p  маємо ∫ ∫
∞
+∞→+∞→
∞===
1 1
1lnlimlim
A
A
AA
x
x
dx
x
dx
. 
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Отже, ряд  



≤
>
−∑
∞
=
.1присярозбігаєть
1призбігається1
1
p
p
nn
p  
Приклад. Дослідити збіжність ряду ( ) ( )∑
∞
=
++2
2 32ln2
1
n nn
.  
Розв’язання. Загальний член ряду ( ) ( ) 032ln2
1
2 >++
=
nn
an . 
Розглянемо ряд ( ) ( )∑
∞
=
++2
2 32ln32
1
n nn
. За інтегральною ознакою збіжності 
Коші ряд збігається, тому що невласний інтеграл 
( ) ( )
( )
( ) ( ) =




+
−
=
+
+
=
++ ∞→
∞
∞→∫ ∫
A
A
A
A xx
xd
xx
dx
22 2
22 32ln
1lim
2
1
32ln
32lnlim
2
1
32ln32 7ln2
1
  
збігається. 
Застосовуючи граничну ознаку порівняння, знаходимо:  
( ) ( )
( ) ( ) 232ln2
32ln32lim 2
2
=
++
++
∞→ nn
nn
n
. Звідси випливає збіжність досліджуваного ряду. 
 
11.3. Знакозмінні ряди. Абсолютна й умовна збіжність 
 
Знакозмінним називається ряд, членами якого є дійсні числа довільного 
знака, наприклад, 
...
1)1(...
7
1
6
1
5
1
4
1
3
1
2
1
1
1
2
2
)1(
2222222 +−++−−++−−
−
n
nn
 
Знакозмінний ряд називається знакопереміжним, якщо будь-які два його 
сусідніх члени мають різні знаки, тобто ряд типу 
( ) .0..,)1(...1 14321
1
1 >+−++−+−=− +
∞
=
+∑ nnn
n
n
n
aaaaaaa
 
Теорема Лейбніця. Якщо елементи { }∞
=1nna  знакопереміжного ряду 
( )∑
∞
=
−
1
1
n
n
n
a
 утворюють монотонно спадну послідовність, що наближається 
до нуля, тобто якщо Nnaa nn ∈∀> + ,1  і 0lim =
∞→
n
n
a , то ряд збігається, 
причому його сума додатна і менша ніж перший член ряду: 10 aS << . 
 Висновок. Для знакопереміжного ряду, що задовольняє ознаку 
збіжності Лейбніця, залишок nr  за абсолютним значенням менше модуля 
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першого свого члена, тобто ,1+< nn ar  
де  
...)1()1( 2312 +−+−= ++++ nnnnn aar  
Теорема. Якщо ряд ∑
∞
=1n
na  збігається, то знакозмінний ряд ∑
∞
=1n
na  
збігається. 
 Знакозмінний ряд ∑
∞
=1n
na називається абсолютно збіжним, якщо ряд 
∑
∞
=1n
na  збігається, та умовно збіжним, якщо ряд ∑
∞
=1n
na  збігається, а ряд 
∑
∞
=1n
na   розбігається. 
Приклад. Дослідити збіжність ряду. ∑
∞
=
+
+
−
1
2
1
4
)1(
n
n
n
n
. 
Розв’язання. Загальний член ряду 
4)1(
1
,
4 2
12 ++
+
=
+
= +
n
n
a
n
n
a nn . За 
ознакою Лейбніця маємо:  
1) 
4)1(
1
4 22 ++
+
>
+ n
n
n
n
 (перевірити самостійно); 2) 0
4
lim 2 =+∞→ n
n
n
.  
Виходить, ряд збігається. 
Складемо ряд з модулів членів даного ряду: ∑
∞
=
+1
2 4n n
n
. Необхідна 
умова збіжності ряду виконується. Порівняємо ряд з розбіжним рядом ∑
∞
=1
1
n
n
, 
тоді за ознакою порівняння 1
4
lim
1
4lim 2
22
=
+
=
+
∞→∞→ n
n
n
n
n
nn
, тобто ряд з 
абсолютних значень розбігається. Виходить, первинний ряд збігається 
умовно.  
Приклад. Дослідити збіжність ряду ∑
∞
=
+
−
1
1
5
)1(
n
n
n n
. 
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Розв’язання. Ряд збігається абсолютно, оскільки ряд ∑
∞
=15n
n
n
 збігається, 
що можна перевірити, користуючись ознакою Даламбера. 
Приклад. Дослідити на абсолютну й умовну збіжність ряд: 
( )∑
∞
=






−−
1
1
cos11
n
n
n
. 
Розв’язання. Ряд ( ) ( )∑∑
∞
=
∞
=
−=





−−
1
2
1 2
1
sin121cos11
n
n
n
n
nn
. Оскільки 
0
2
1
sinlim 2 =
∞→ nn
, то первинний ряд збігається. Ряд, складений з абсолютних 
величин, поводиться так само, як ряд із загальним членом 
n
1
, оскільки 
nn n 2
1
~
1
cos1
∞→
− . Тому він розбігається. Таким чином, ряд 
( )∑
∞
=






−−
1
1
cos11
n
n
n
 збігається умовно. 
Приклад. Дослідити ряд ( )∑
∞
=
⋅−
1
1
sin11
n
n
nn
arctg .  
Розв’язання. Оскільки 2
1
~
1
sin1
nnn
arctg
n ∞→
⋅ , то ∑
∞
=
⋅
1
1
sin1
n
nn
arctg
 
збігається, звідки випливає абсолютна збіжність ряду ( )∑
∞
=
⋅−
1
1
sin11
n
n
nn
arctg . 
Приклад. Дослідити ряд ( )∑
∞
=
+
+
−
1
37
121
n
n
n
n
. 
Розв’язання. Ряд розбігається, тому що не виконується необхідна умова 
збіжності ряду: 0
7
2
37
12limlim ≠=
+
+
=
∞→∞→ n
n
a
n
n
n
. 
Приклад. Дослідити ряд 
( )
( )∑
∞
=
−
4
3ln
1
n
n
nn
 
Розв’язання. Досліджуємо на абсолютну збіжність, тобто розглянемо 
 216 
ряд ( )∑
∞
=4
3ln
1
n
nn
; ( ) ( )




=
∞→ nnnn n 3ln3
10
3ln
1 *
. За інтегральною ознакою Коші 
ряд ( )∑
∞
=4
3ln3
1
n
nn
 (а отже, і ряд ( )∑
∞
=4
3ln
1
n
nn
) розбігається, тому що інтеграл 
( )
( )
( ) ( ) ∞=== ∫∫
∞
∞
∞
4
4
4
3lnln
3
1
3ln
3ln
3
1
3ln3
x
x
xd
xx
dx
, тобто розбігається. Абсолютної 
збіжності немає. 
Ряд збігається умовно за теоремою Лейбніця, оскільки: 
1) ( ) ( ) ( )13ln1
1
3ln
1
++
>
nnnn
,  2) ( ) 03ln
1lim =
∞→ nnn
. 
 
11.4. Функціональні ряди 
 
Ряд, членами якого є функції змінної х, називається функціональним 
рядом  
...)(...)()( 21 ++++ xuxuxu n  
Множина значень змінної x , при яких ряд ∑
∞
=1
)(
n
n xu  збігається, називається 
областю збіжності функціонального ряду. В області збіжності ряду його 
сума є функцією x : )(xSS = . Для збіжного функціонального ряду 
0)(lim =
∞→
xrn
n
.  
Функціональний ряд називається рівномірно збіжним на відрізку ],[ ba , 
якщо для будь-якого як завгодно малого 0>ε  існує таке ( )εN , що 
],[, baxNn ∈∀>∀ справедливою є нерівність ε<−= )()()( xSxSxr nn . 
Теорема Вейєрштрасса (достатня ознака рівномірної збіжності 
функціонального ряду). Якщо члени функціонального ряду 
...)(...)()( 21 ++++ xuxuxu n  за абсолютним значенням не перевищують 
відповідних членів збіжного числового ряду з додатними членами ],[ bax ∈∀ , 
то функціональний ряд збігається абсолютно і рівномірно на відрізку ],[ ba . 
Інакше кажучи, якщо числовий ряд ∑
∞
=1n
na ,  0>na  збігається, і 
],[)( baxaxu nn ∈∀≤ , то ряд ∑
∞
=1
)(
n
n xu  збігається, причому рівномірно, на 
відрізку ],[ ba .  
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Приклад. Знайти область збіжності функціонального ряду ∑
∞
=1
2
sin
n n
nx
. 
Розв’язання. Ряд збігається рівномірно для всіх дійсних x , оскільки 
22
1sin
nn
nx ≤ , а числовий ряд ∑
∞
=
>=
1
2 )12(
1
n
p
n
 збігається. 
 
11.4.1. Степеневі ряди 
 
Степеневим рядом називається ряд типу  
∑
∞
=
−=+−++−+
0
10 )(...)(...)(
n
n
n
n
n axaaxaaxaa ,                   (11.1) 
constaconstai == , . Зокрема, якщо 0=a , то маємо ряд 
∑
∞
=
=++++
0
10 ......
n
n
n
n
n xaxaxaa .                             (11.2) 
Ряд (11.1) приводиться до ряду (11.2) заміною yax =− . 
Теорема Абеля. 1) Якщо степеневий ряд (11.2) збігається при деякому 
значенні 00 ≠= xx , то він збігається, і, причому абсолютно, при всіх 
значеннях x , що задовольняють умову 0xx < . 
2) Якщо степеневий ряд розбігається при деякому значенні 1xx = , то 
він розбігається і при всіх значеннях x  таких, що  1xx > . 
Звідси випливає існування інтервалу збіжності степеневого ряду 
);( RR− . Іншими словами, ряд збігається при Rx < , розбігається при Rx > . 
У точках Rx ±=  потрібне додаткове дослідження для кожного конкретного 
ряду. Інтервал збіжності може вироджуватися в точку 0=R  або співпадати з 
усією віссю Ох: ∞=R . Радіус збіжності степеневого ряду знаходять за 
формулою 
1
lim
+∞→
=
n
n
n a
a
R
  або  
n
n
n
a
R
∞→
=
lim
1
. 
Основні властивості степеневих рядів. 
1. Усередині інтервалу збіжності сума степеневого ряду неперервна. 
2. Степеневий ряд можна почленно інтегрувати і диференціювати будь-
яке число разів усередині інтервалу збіжності. При цьому радіус збіжності 
отриманих степеневих рядів не змінюється. 
Приклад. Знайти область збіжності ряду ∑
∞
=
+
−
1
2
3)2(
)1(
n
n
n
n
x
.  
Розв’язання. Скористаємося ознакою Даламбера:  
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3
)1(
)1(3)3(
3)2()1(lim)(
)(lim
2
21
)1(2
1 −
=
−+
+−
=
+
+
∞→
+
∞→
x
xn
nx
xu
xu
nn
nn
nn
n
n
. 
При 1
3
)1( 2
<
−x
 ряд збігається, тобто при 3113 +<<+− x  ряд збігається. 
Перевіримо збіжність ряду на кінцях інтервалу збіжності. При 
13 +±=x  маємо ряд  ∑ ∑
∞
=
∞
=
+
=
+
±
1 1
2
2
1
3)2(
)3(
n n
n
n
nn
. Розбіжність ряду 
перевіряється порівнянням з гармонічним рядом  ∑
∞
=1
1
n
n
. Таким чином, 
інтервал збіжності: )31;13( ++−∈x . 
Приклад. Знайти область збіжності ряду 
( )
∑
∞
=1
!
n
n
n
nx
. 
Розв’язання. Для цього ряду 
!n
n
a
n
n = , 
( )
( )!1
1 1
1
+
+
=
+
+
n
n
a
n
n . 
Радіус збіжності ряду  
( )
( ) e
n
n
n
n
n
a
a
R
nnn
n
nn
n
n
1
11
1lim
1
!1
!
limlim 11
=






+
=
+
+
==
∞→+∞→+∞→
, 
при 
e
x
1
<  ряд збігається. Досліджуємо збіжність ряду в точках 
e
x
1±= . 
При 
e
x
1
−=  одержимо числовий ряд 
( )
∑
∞
=
−
1 !
1
n
n
nn
en
n
. 
При великих n  за формулою Стірлінга n
e
n
n
n
pi





≈ 2! . Розглянемо ряд 
( ) ( )
∑∑
∞
=
∞
=
pi
−
=
pi





−
11 2
1
2
1
n
n
n n
n
nn
n
en
e
n
n
. За теоремою Лейбніця цей ряд збігається. 
Оскільки збіжність ряду визначається поведінкою його загального члена при 
достатньо великих n , звідси випливає, що при 
e
x
1
−=  досліджуваний ряд 
збігається. 
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При 
e
x
1
=  числовий ряд 
( )
∑
∞
=
−
1 !
1
n
n
nn
en
n
 розбігається, оскільки ряд 
∑∑
∞
=
∞
=
pi
=
pi




 11 2
1
2 nn n
n
n
n
en
e
n
n
 розбігається: 





=
pi ∞→
∞
=
∑
nn n
n
10
2
1 *
1
, 1
2
1
<=p . 
Отже, область збіжності: 




−
ee
1
;
1
. 
Приклад. Знайти область збіжності ряду ( )∑
∞
=
+
+
1
2
35
1
n
nn x
n
.  
Розв’язання. Покладемо 
3
1
+
=
x
y , одержимо степеневий ряд 
( )
∑
∞
=
+
1
2
5
1
n
n
nyn
. Його радіус збіжності 
( )
( ) 511
5
5
1lim 2
12
=
++
+
=
+
∞→ n
nR
n
nn
. Звідси 
випливає збіжність первинного ряду при 
5
13 >+x . При 
5
13 =+x  маємо 
розбіжний числовий ряд ( )∑∑ ∞
=
∞
=
+=
+
1
2
1
2
1
5
15
1
nn
n
n
n
n
, оскільки ( ) 01lim 2 ≠+
∞→
n
n
; 
при 
5
13 −=+x  ряд також розбігається. Область збіжності ряду 
∈: .;
5
14
5
16
; 





+∞−





−∞− U
 
 
11.4.2. Ряд Тейлора. Застосування рядів у наближених обчисленнях 
 
Ряд Тейлора має вигляд 
...)(
!
)(
...)(
!2
)()(
!1
)()()(
)(
2 +−++−
′′
+−
′
+= n
n
ax
n
af
ax
af
ax
af
afxf
 
Зокрема, при 0=a  маємо ряд Маклорена: 
...
!
)0(
...
!2
)0(
!1
)0()0()(
)(
2 +++
′′
+
′
+= n
n
x
n
f
x
f
x
ffxf
 
Запишемо розкладання основних елементарних функцій у ряд Маклорена: 
Rx
n
xxx
e
n
x ∈+++++= ...,
!
...
!2!1
1
2
; 
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Rx
n
xxx
x
nn
∈+
−
+−+−= ...,)!2(
)1(
...
!4!2
1cos
242
; 
Rx
n
xx
xx
nn
∈+
+
−
++−=
+
...,)!12(
)1(
...
!3
sin
123
; 
]1;1(...,)1(...
32
)1ln(
132
−∈+
−
+−+−=+
−
x
n
xxx
xx
nn
; 
1,...
12
...
53
2
1
1ln
1253
<








+
+
++++=
−
+ +
x
n
xxx
x
x
x n
; 
]1;1[...,)12(
)1(
...
3
arctg
123
−∈+
+
−
++−=
+
x
n
xx
xx
nn
; 
.1...,
!
)1)...(1(
...
!2
)1(1)1( 2 <++−−++−++=+ xx
n
nmmm
x
mm
mxx
nm
 
Обчислення інтегралів за допомогою степеневих рядів. 
Для обчислення ∫
b
a
dxxf )( , межі інтегрування якого лежать усередині 
інтервалу збіжності ряду функції )(xf , розкладаємо функцію )(xf  в 
степеневий ряд і почленно інтегруємо його. 
Приклад. Обчислити інтеграл ∫ +
5,0
0
41 x
dx
. 
Розв’язання. Розклавши функцію, що інтегрується, в степеневий ряд:  
...1
1
1 1284
4 +−+−=+
xxx
x
, 
одержимо: ( )∫ ∫ −+−=+−+−=+
5,0
0
5,0
0
95
1284
4 ...9
1
2
1
5
1
2
1
2
1
...1
1
dxxxx
x
dx
 
Отриманий ряд є знакопереміжним. Якщо обмежитися двома першими 
членами ряду (при цьому абсолютна похибка менше 3a : 0002,09
1
2
1 9
≈




 ), то  
∫ ≈+
5,0
0
4 4938,01 x
dx
. 
Застосування рядів до розкриття невизначеностей при обчисленні границь 
Приклад. Знайти границю: 
)1(
sincoslim 20
−
−
→ xx ex
xxx
.  
Розв’язання.  
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3
1
...
2
1
...
603lim
...
2
...
6
...
!4!2
1
lim
)1(
sincoslim
3
53
022
342
020
−=






++
++−
=








++








+−−








−+−
=
−
−
→→→ x
x
xx
x
xx
x
x
xx
x
ex
xxx
xxxx
 
 Наближене обчислення значень функцій. 
Приклад. Знайти наближене значення o10cos  з точністю до 410− . 
Розв’язання. Переводячи градусну міру в радіанну, одержимо:  





 pi
=≈ радіан
18
10радіан1745,010 oo . 
Розкладаючи у степеневий ряд, одержимо: ∑
∞
=





 pi−
=
0
2
18)!2(
)1(10cos
n
nn
n
o
. Цей 
ряд є знакопереміжним, тому, приймаючи за наближене значення o10cos  
суму перших двох членів розкладання, зробимо помилку, що дорівнює 
залишку 2r  та за абсолютним значенням є меншою третього члена:  
0001,0
24
)2,0(
1824
1 44
2 <<




 pi
<r . 
Виходить: 9948,0)1745,0(
2
11
182
1110cos 2
2
≈−≈




 pi
−≈
o
.  
Приклад. Обчислити 3 130  з точністю до 0,0001.  
Розв’язання. Використовуємо біноміальний ряд: ( )mx+1 , тоді  
( ) ( )3
31
2
3133
5!2
3231
53
15
5
11555130 −+
⋅
+=





+=+=
( )( )
...
5!3
2313231
5 +
−−
+
 
Отриманий ряд є знакопереміжним, починаючи з другого члена і, 
виходить, похибка за теоремою Лейбніця від відкидання членів, починаючи з 
четвертого, за абсолютним значенням менша ніж 0001,0
53
1
44 <
⋅
.  
Тому, зберігаючи тільки три члени розкладання, маємо: 
0658,50009,00667,051303 =−+≈ . 
Приклад. Обчислити 3ln  з точністю до 01,0 . 
Розв’язання. Використаємо розкладання  
1,...
12
...
53
2
1
1ln
1253
<








+
+
++++=
−
+ +
x
n
xxx
x
x
x n
. 
Знайдемо значення x  з рівності 
2
13
1
1
=⇒=
−
+
x
x
x
, що дає 
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







+
+
++++=
+
...
)12(2
1
...
52
1
32
1
2
123ln 1253 nn
. 
У цьому випадку ряд не є знакопереміжним, тому залишок ряду потрібно 
оцінити:  
<








+
+
+
+
=
++
...
)32(2
1
)12(2
12 3212
nn
r
nnn
 
=








+
+
+
+
+
+
<
+
...
)12(2
1
)12(2
1
12
1
2
2
4212 nnnn
 
=
−
⋅
+
=





+++
+
=
++
4
11
1
)12(2
2
...
2
1
2
11
)12(2
2
124212
nn
nn )12(23
2
12 +⋅ − nn
. 
Підберемо n  таке, щоб залишок ряду 01,0<nr . При 2=n  маємо: 
01,0
60
1
523
2
32 >=
⋅⋅
=r .  
При 3=n : 01,0
2116
1
723
2
53 <
⋅
=
⋅⋅
=r . 
Виходить, достатньо обмежитися значенням 3=n , що дає 
096,10125,008333,01
52
1
34
11
52
1
32
1
2
123ln 453 ≈++=
⋅
+
⋅
+=





⋅
+
⋅
+≈ .  
Розв’язання диференціальних рівнянь. 
Теорема. Якщо коефіцієнти і права частина диференціального рівняння  
)()(...)( 11)( xfyxayxay nnn =+++ −  
розкладаються в степеневі ряди за степенями ax − , що збігаються в деякому 
околі ax = , то розв′язок цього рівняння, який задовольняє початкові умови 
)1(
0
)1(
00 )(,...,)(,)( −− =′=′= nn yayyayyay , 
розкладається в степеневий ряд за степенями ax − , що збігається принаймні 
в меншому з інтервалів збіжності рядів для коефіцієнтів і правої частини 
диференціального рівняння. 
 Для наближеного розв’язання диференційного рівняння за допомогою 
степеневих рядів застосовують два способи: порівняння коефіцієнтів і 
послідовного диференціювання. 
 Спосіб порівняння коефіцієнтів полягає в наступному: розв′язок 
рівняння записують у вигляді степеневого ряду з невизначеними 
коефіцієнтами:  
...)(...)(10 +−++−+= nn axAaxAAy   
Потім з початкових умов визначають значення коефіцієнтів ,...,...,, 10 nAAA  
Отриманий розв′язок підставляють у рівняння. Порівнюючи коефіцієнти при 
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однакових степенях ax − , знаходять інші коефіцієнти ряду.  
Приклад. Знайти розв′язок диференціального рівняння 0=−′′ xyy  при 
початкових умовах 0)0(,1)0( =′= yy . 
Розв’язання. Запишемо розв′язок рівняння у вигляді  
.........
2
210 ++++++=
n
nxAxAxAAy  
З початкових умов визначимо 0A  та 1A : 01)0( Ay == , 10)0( Ay ==′ . 
Розв′язок ...1 33
2
2 +++= xAxAy  підставляємо в рівняння:  ( ) 0......43322 43322432 =+++−+⋅+⋅+ xAxAxxAxAA , 
звідки, порівнюючи коефіцієнти, одержимо:  
;0,02 22 == AA  
32
1
,132 33
⋅
==⋅ AA ;   0,043 44 ==⋅ AA ; 
0,54 525 ==⋅ AAA ;   6532
1
,65 636
⋅⋅⋅
==⋅ AAA . 
Таким чином,                  ...
653232
1
63
+
⋅⋅⋅
+
⋅
+=
xxy
 
Знайдемо розв′язок рівняння методом послідовного диференціювання. 
Запишемо розв′язок рівняння у вигляді  
...
!3
)0(
!2
)0(
!1
)0()0( 32 +′′′+′′+′+= xyxyxyyy  
За умовою 1)0( =y , 0)0( =′y . Після підстановки в рівняння 0=x  знаходимо: 
0)0( =′′y . 
Послідовно диференціюючи початкове рівняння, одержимо: 
1)0(, =′′′′+=′′′ yyxyy ;   0)0(,2 )4()4( =′′+′= yyxyy ; 
0)0(,3 )5()5( =′′′+′′= yyxyy ;   4)0(,4 )6()4()6( =+′′′= yxyyy , 
що після підстановки збігається з результатом методу невизначених 
коефіцієнтів. 
 
11.5.  Ряди Фур'є 
 
11.5.1. Розкладання періодичних функцій у ряд Фур'є 
 
Нехай ( )xf  – дійсна функція дійсного аргумента x. Припустимо, що ця 
функція є періодичною з періодом Т, тобто таким, що для усіх х справедлива 
рівність 
( ) ( )xfTxf =+ . 
Звідси виходить, що для вивчення функції ( )xf  достатньо розглянути її 
на будь-якому інтервалі довжини Т. За такий інтервал можна прийняти один 
із двох інтервалів [ ]T,0  або [ ]2,2 TT− . З геометричного змісту визначеного 
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інтеграла випливає, що для будь-якої періодичної функції ( )xf  з періодом Т 
∫ ∫
+α
α
+β
β
=
Т T
dxxfdxxf )()( ,    (11.3) 
тобто інтеграли від ( )xf  за будь-якими двома проміжками завдовжки Т є 
однаковими для будь-яких значень α  і β  (рис. 11.1). (Перевірити дане 
твердження можна аналітично). 
 
       Y
           y= f(x)
           a          a+T     b             b+T            X
 
Рис. 11.1 
 
Якщо функція ( )xf  має період Т, то ( ) ( )axfx =ϕ  має період aT . 
Справді, ( ) ( )( ) ( ) ( ) ( )xaxfTaxfaTxafaTx ϕ==+=+=+ϕ . 
Наприклад, функції xny ω= cos  або xny ω= sin  є періодичними з 
періодом 
ω
pi
=
n
T 2 . Загальний період системи тригонометричних функцій 
KK ,sin,cos,,2sin,2cos,sin,cos,1 x
l
n
x
l
n
x
l
x
l
x
l
x
l
pipipipipipi
  (11.4) 
дорівнює l2  ( lT 2= ). 
Періодичність суми тригонометричного ряду. Складемо 
тригонометричний ряд 
K+
pi
+
pi
+
pi
+
pi
+
l
xb
l
x
a
l
xb
l
x
a
a 2
sin2cossincos
2 2211
0 + 
K+
pi
+
pi
l
xnb
l
xn
a nn sincos  ∑
∞
=





 pi
+
pi
+=
1
0 sincos
2
k
kk l
xkb
l
xk
a
a
. 
Сума n перших членів ряду подає часткову суму, тобто 
.sincossincos
2
)( 110 l
xnb
l
xn
a
l
xb
l
x
a
a
xS nnn
pi
+
pi
++
pi
+
pi
+= K  
Будь-яка часткова сума даного тригонометричного ряду також є періодичною 
з періодом lT 2= , тобто )()2( xSlxS nn =+ , тоді 
)()(lim)2(lim)2( xSxSlxSlxS n
n
n
n
==+=+
∞→∞→
, 
тобто сума ряду S(x) має період 2 l . Звідси випливає доцільність застосування 
тригонометричних рядів при дослідженні періодичних функцій. 
Нехай )(1 xϕ  і )(2 xϕ  – функції, неперервні на відрізку [ ]ba, , тоді їхній 
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скалярний добуток можна визначити як 
( ) ∫ ϕϕ=ϕϕ
b
a
dxxx )()(, 2121 . 
Можна перевірити, що всі аксіоми скалярного добутку при цьому 
виконуються. 
Нормою функції )(xϕ  на відрізку [ ]ba,  називається квадратний корінь 
із ( )ϕϕ, , тобто ∫ϕ=ϕ
b
a
dxxx )()( 2 . 
Функція називається нормованою на [ ]ba, , якщо 1=ϕ . 
Функції )(1 xϕ  і )(2 xϕ  називаються ортогональними на відрізку [ ]ba, , 
якщо 0)()( 21 =ϕϕ∫
b
a
dxxx . 
Скінченна або нескінченна система функцій ,),(,),(),( 21 KK xxx nϕϕϕ  
що інтегруються на відрізку [ ]ba,  і не дорівнюють тотожно нулю, 
називається ортогональною системою на цьому відрізку, якщо виконуються 
такі умови: 
1) 0)()( =ϕϕ∫
b
a
ji dxxx ,  ),2,1;,2,1( KK ==≠ jiji ;  2) ∫ ≠ϕ
b
a
i dxx 0)(2 . 
Якщо ∫ ==ϕ
b
a
i idxx ),2,1(,1)(2 K , то система називається ортонормованою. 
Зокрема, система тригонометричних функцій (11.4) є ортогональною на будь-
якому відрізку завдовжки l2 , наприклад, на [ ]ll,− .  
На підставі сталості інтеграла від періодичної функції на будь-якому 
проміжку, довжина якого дорівнює періоду функції, можна стверджувати, що 
система функцій (11.4) ортогональна на будь-якому відрізку вигляду 
[ ]laa 2, + . Крім того, Nn ∈∀  є справедливим  
∫ ∫ ∫
− − −
==
pi
=
pi
l
l
l
l
l
l
ldxldx
l
xnldx
l
xn
.21,sin,cos 222                         (11.5) 
Отже, тригонометрична система функцій ортогональна, але не нормована, 
при цьому ll
l
xn
l
xn 21,sincos ==pi=pi . 
Нехай тригонометричний ряд збігається рівномірно до функції f(x) 
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∑
∞
=





 pi
+
pi
+=
1
0 sincos
2
)(
k
kk l
xkb
l
xk
a
a
xf
                          (11.6) 
на відрізку завдовжки l2 . Тоді, інтегруючи ряд почленно, знайдемо:  
∫
−
=
l
l
dxxf
l
a .)(10                                               (11.7) 
Через те, що множення рівномірно збіжного ряду на обмежені функції 
l
xnpi
cos , 
l
xmpi
sin  не порушує його рівномірної збіжності, то помножуючи 
(11.6) почленно на 
l
xnpi
cos  (потім на 
l
xmpi
sin ) та інтегруючи на проміжку 
[ ]1,1− , одержимо формули для коефіцієнтів kk ba , : 
).,2,1(sin)(1
);,2,1,0(cos)(1
K
K
∫
∫
−
−
=
pi
=
=
pi
=
l
l
k
l
l
k
kdx
l
xk
xf
l
b
kdx
l
xk
xf
l
a
                                (11.8) 
При обчисленні цих коефіцієнтів були використані властивості 
ортогональності системи тригонометричних функцій і формули (11.5). 
Тригонометричний ряд (11.6), коефіцієнти якого визначаються за 
формулами (11.8), називається рядом Фур'є функції ( )xf , а коефіцієнти 
),2,1(,,0 K=kbaa kk  – коефіцієнтами Фур'є функції ( )xf . 
Те, що ряд (11.6) на [ ]ll,−  є для функції ( )xf  її рядом Фур'є, ще не 
означає ні того, що цей ряд збігається до ( )xf  на цьому проміжку, ні навіть 
того, що він взагалі на ньому збігається. Є декілька ознак збіжності рядів 
Фур'є до функції ( )xf . Сформулюємо одну з них. 
Теорема Діріхле (достатня ознака розкладності функції в ряд Фур'є). 
Якщо функція ( )xf  має період 2 і на відрізку [ ]ll,−  неперервна або має 
скінченне число точок розриву 1-го роду і відрізок [ ]ll,−  можна розбити на 
скінченне число відрізків так, що усередині кожного з них ( )xf  є 
монотонною, то ряд Фур'є функції ( )xf  збігається x∀ , причому в точках 
неперервності функції ( )xf  сума ряду дорівнює ( )xf , а у точках розриву 
функції ( )xf  його сума дорівнює 
2
)0()0( ++− xfxf
, тобто середньому 
арифметичному граничних значень ліворуч і праворуч. 
Крім того, ряд Фур'є функції ( )xf  збігається рівномірно на будь-якому 
відрізку, що разом із своїми кінцями належить інтервалу неперервності 
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функції ( )xf . 
 
11.5.2. Ряди Фур'є для парних і непарних періодичних функцій 
 
1) Нехай функція ( )xf  є парною на відрізку [ ]ll,− , тоді 
l
xk
xf pi⋅ cos)(  
теж є парною; графік її симетричний щодо осі ординат, і тоді 
∫ =
pi
=
l
k kdxl
xk
xf
l
a
0
),2,1,0(cos)(2 K . 
Функція ж 
l
xk
xf pi⋅ sin)(  буде непарною і 
∫
−
=
pi
=
l
l
k dxl
xk
xf
l
b .0sin)(1  
Звідси випливає, що парна функція розкладається в ряд Фур'є, складений з 
одних косинусів, при цьому 
∑
∞
=
pi
+=
1
0 cos
2
)(
k
k l
xk
a
a
xf
 на ( )ll,− ,  ( )xf  – парна,        (11.9) 
∫ =
pi
=
l
k kdxl
xk
xf
l
a
0
),2,1,0(cos)(2 K . 
2) Аналогічно, якщо функція ( )xf  є непарною, то вона розкладається в 
ряд по синусах:  
∑
∞
=
pi
=
1
sin)(
k
k l
xkbxf
 на ( )ll,− , ( )xf  – непарна,  (11.10) 
∫ =
pi
=
l
k kdxl
xk
xf
l
b
0
),2,1(sin)(2 K . 
Приклад. Розкласти в ряд Фур'є періодичну ( pi= 2T ) функцію, задану 
на проміжку ( )pipi− , , як ( ) xxf = . 
Розв’язання. Оскільки дана функція усередині відрізка є неперервною і 
монотонною, вона задовольняє умовам теореми Діріхле. Крім того, внаслідок 
непарності коефіцієнти 0=ka  ( ,...2,1,0=k ). Складемо тригонометричний 
ряд Фур'є, для чого обчислимо kb , вважаючи pi=l :  
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∫∫
pipipi
=+





−
pi
=
−=
=
==
=
pi
=
000
)cos1cos(2
cos
sinsin2 kxdx
kk
kx
x
k
kx
v
kxdxdv
dxduxu
kxdxxbk  
( ) 1
0
2 1
2
sin1cos2 +
pi
−=








+pi
pi
−
pi
=
k
k
kx
k
k
k
, 
оскільки ( ) .0sin,1cos =pi−=pi kk k  
Отже, на інтервалі ( )pipi− ,  
( )
( )








+
−
+−+−=
+
pipi−
KK
k
kxxxx
x
k sin1
3
3sin
2
2sin
1
sin2
1
;
.  (11.11) 
Ця рівність правильна лише при pi<<pi− x . 
У точках  сума ряду за теоремою Діріхле дорівнює , тобто  
053 ==±=±=−= K)(S)(S)(S)(S pipipipi . 
У силу -періодичності суми S(x) ряду (11.5.9) графік цієї суми має 
вигляд, зображений на рис. 11.5.2. 
 
                                     Y
                                                  n = 1
                                                     n = 2
                                   0                                                   X
      -3pi             -pi                pi        2pi  3pi                 5pi
                                      -pi
 
 
Рис. 11.2 
 
Обмежившись одним членом ряду (11.11), тобто при 1=n , одержимо 
)(sin2 1);(
xSxx =≈
pipi−
; при 2=n  знаходимо: )(2sinsin2 2);(
xSxxx =−≈
pipi−
, 
що зображено на рис. 11.2. 
Зауважимо, що сума S(x) є розривною функцією, хоча всі члени ряду 
неперервні (у точках розриву S(x) порушена рівномірна збіжність ряду). 
Приклад. Розкласти в ряд Фур'є функцію xy cos= . Користуючись цим 
розкладанням, обчислити суми рядів 
( )
∑
∞
=
−
−
1
2 14
1
k
k
k
 і ∑
∞
=
−1
2 14
1
k k
. 
 229 
                          Y
                             1
                -pi /2     0      pi /2    pi                X
 
 
Рис. 11.3 
Розв’язання. Функція – парна, має період pi=T , тоді 
2
pi
=l . Функція 
неперервна на відрізку [ ]2;2 pipi−  і задовольняє умови теореми Діріхле. 
Коефіцієнти ( )K,2,10 == kbk , 
∫ ∫
pi pi
=⋅
pi
=
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⋅=
pipi
2 2
0 022
2coscos4coscos2 kxdxxdxxkxak  
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k kk
, 
( ),...2,1=k . 
Знайдемо: ∫
pi
pi
=
pi
=
2
0
0
4
cos
4
xdxa , виходить:  
[ ]
( )
∑
∞
=
+
−
−
−
pi
+
pi
=
pipi
1
2
1
;
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22 k
k
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k
x . 
Вважаючи 
2
pi
=x , знайдемо: 
( ) ( )
∑
∞
=
+
−
−−
pi
+
pi
=
1
2
1
14
11420
k
kk
k
; звідси маємо:  
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=
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k k
 
При 0=x  одержимо: ( )∑
∞
=
+
−
−
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+
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14
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k
k
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Приклад. Розкласти в ряд Фур'є періодичну ( pi= 2T ) функцію, задану 
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на відрізку [ ]pipi− ,  як 





pi≤<
pi
≤≤pi−−
=
.0при
,0при
)( 2
x
x
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xf
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                        0         pi            3 pi               X
 
Рис. 11.4 
Розв’язання. Обчислимо коефіцієнти Фур'є:  
( )∫ ∫ ∫
pi
pi− pi−
pi
pi=
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=
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Маємо: ∫∫
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Виходить: 
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Аналогічно: 
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Отже, розкладання функції в ряд Фур'є має вигляд 
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11.5.3. Періодичне продовження і розкладання в ряд Фур'є 
неперіодичної функції 
 
Нехай неперіодична функція ( )xf , графік якої наведено на рис. 11.5 
суцільною лінією, цікавить нас лише на інтервалі ( )ba, . 
 
            Y
                       y  =  f ( x )
                                                  y  =  F ( x )
           0    a         b                                     X
 
Рис. 11.5 
 
Побудуємо періодичну функцію ( )xF  із періодом abT −≥ , що 
збігається з ( )xf  на відрізку [ ]ba, . Геометрично для цього потрібно виконати 
перенесення графіка функції ( )xf  паралельно осі OX праворуч і ліворуч на 
відстані ,...,...,2, nTTT  (рис. 11.5). Цей процес називається періодичним 
продовженням функції ( )xf  за межі відрізка bTaxa =+≤≤  з періодом 
abT −= , 
2
abl −= . 
Якщо ( )xf  задовольняє умови теореми Діріхле, то і ( )xF  їх теж 
задовольняє і, отже, може бути подана у вигляді ряду Фур'є. Через збіг ( )xf  
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та ( )xF  на [ ]ba,  отриманий ряд і буде рядом Фур'є неперіодичної функції 
( )xf , [ ]bax ,∈∀ . 
У точках неперервності функції ( )xF  маємо:  
∫ ∫
−
pi
=
pi
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При цьому, якщо ( ) ( )bfaf = , на кінцях інтервалу ( )ba,  періодично 
продовжена функція ( )xF  розривів не має (рис. 11.6). 
У точках розриву ( )xf  усередині інтервалу ( )ba,  і на кінцях інтервалу 
(якщо ( ) ( )bfaf ≠ ) сума ряду дорівнює півсумі односторонніх границь 
функції ( )xf , тобто 
∑
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−++
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pi
+
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k
kk
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
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                 Y
                            у  =  F ( x )
                 0       a                  b                   X
 
Рис. 11.6 
 
Якщо ( ) ( )bfaf ≠ , на кінцях інтервалу ( )ba,  маємо розриви 1-го роду; 
оскільки функція ( )xF  – періодична, за її значення в точках розриву a  і b  
можна взяти однакові значення, які дорівнюють середньому арифметичному 
граничних значень ( ))0()0(21 −++ bfaf , що збігається з сумою ряду Фур'є 
(рис. 11.7). 
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                         у  =  F (x )
                     0    a        b                        X
 
Рис. 11.7 
 
Вважаючи також у точках розриву ( )xf  значення функції рівним 
середньому арифметичному граничних значень ( ))0()0(21 −++ xfxf , 
одержуємо, що періодична функція ( )xF  – це сума ряду Фур'є, що збігається 
з ( )xf  на [ ]ba, . Графік суми ряду Фур'є є сукупністю кривих та ізольованих 
точок. 
Приклад. Зобразити 2)( xxf =  рядом Фур'є в (1; 3) (рис. 11.8). 
               Y             y = F(x)
                9
                5
                1
    -3   -1  0   1      3      5                          X
 
Рис. 11.8 
 
Розв’язання. Період 1,2132 ==−== llT ; у точках розриву 
( ),...2,1,0,12 =+= kkx
 сума тригонометричного ряду дорівнює 
5)31(
2
1 22
=+ , що можна прийняти і як значення функції ( )xF . 
Знаходимо: ∫ =pi=
3
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2
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coscos
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Аналогічно обчислюються коефіцієнти kb :  
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Одержимо розкладання в ряд Фур'є:  
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Скориставшись значенням суми ∑
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1
k k
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що збігається з середнім арифметичним односторонніх границь: 
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11.5.4. Розкладання в ряд Фур'є функцій, заданих на відрізку [ ]l0,  
 
При практичному використанні рядів Фур'є як проміжок, на якому нас 
цікавить поводження функції, зручно взяти [ ]l,0 , тобто lba == ,0 . 
Поставимо задачу побудови ряду Фур'є для функції, заданої на[ ]l,0 . 
Поза відрізком [ ]l,0  поводження функції для нас не має значення. 
Таким чином, проміжок [ ]l,0  можна вважати періодом, проте в цьому 
випадку необхідно обчислювати коефіцієнти ka  і kb , тобто будувати повний 
ряд Фур'є. 
Задачу розкладання в ряд Фур'є можна розв’язати і так: виберемо 
довільну функцію на відрізку [ ]0,l−  і визначимо на всьому відрізку [ ]ll,−  
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деяку функцію 
[ ]
[ )

−∈
∈
=
0
0
,),(
,),()(
lxxg
lxxf
xF . 
Функція ( )xF  визначена в інтервалі завдовжки l2 ; розкладається у свій ряд 
Фур'є на відрізку [ ]ll,− , за винятком, можливо, точок 0, =±= xlx  і точок 
розриву функцій ( )xf  і ( )xg . 
Однак перевага віддається найчастіше парному або непарному 
продовженню функції на проміжок [ )0,l− , коли утворюється розкладання в 
неповний ряд Фур'є.  
а) Продовжимо функцію парним способом на проміжок [ )0,l− , вважаючи  
[ ]
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=
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 (рис. 11.9), тоді ( ),...2,10 == kbk ; 
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При 0=x  та lx =  даний ряд збігається відповідно до ( )00 +f  і до ( )0−lf . 
                            Y
 -3 l               - l                  l                 3 l     X
  
Рис. 11.9 
 
б) При непарному продовженні (рис. 11.10) вважаємо:  
[ ]
[ )
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−∈−−
∈
=
0,),(
,0),()(1 lxxf
lxxf
xf , тоді ( ),...2,1,00 == kak ; 
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=
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=
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k dxl
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l
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l
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xf
l
b
0 0
1 sin)(
2
sin)(2 , ( ),...2,1=k . 
При непарному продовженні в точках 0=x  та lx =  сума тригонометричного 
ряду дорівнює 0 і сам ряд має вигляд 
[ ]∑
∞
=
pi
=
1,0
sin)(
k
k
l l
xkbxf . 
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                           Y
          - 2 l         - l        0      l           2 l      3 l      X
 
Рис. 11.10 
 
Відзначимо, що при різних аналітичних виразах функції )(1 xf  на [ )0,l−
 і на проміжку ( )l,0 , ми одержуємо різні аналітичні вирази однієї і тієї 
ж функції ( )xf : або у вигляді ряду косинусів, або у вигляді ряду синусів, або 
у вигляді повного ряду Фур'є. 
Теорема. Функцію ( )xf , що задана і диференцюється на ( )l,0 , можна 
нескінченною множиною способів розкласти в тригонометричний ряд. 
Можливість вибору продовження функції дозволяє, наприклад, 
побудувати ряд, у якому амплітуди гармонік спадають швидше, або ряд, 
коефіцієнти якого обчислюються простіше. 
Приклад. Розкласти за косинусами функцію xxf 2)( = , задану на [0,3] 
(рис. 11.11). 
                                Y
                                6
        - 9     -6     - 3    0       3      6       9              X
 
Рис. 11.11 
 
Розв’язання. На проміжок [-3,0] функція продовжується парно, 
виходить, ( ),...2,10 == kbk , 3=l , період 6=T . Маємо: 
;3
2
;6
3
22
3
2
3
0
03
0
2
0 ∫ ====
a
xxdxa  
∫ ∫ =
pi
⋅pi
⋅
=
pi
=
3
0
3
0
)
3
(sin
3
43
3
cos2
3
2 xk
xd
k
dxxkxak  
( ) =−pi
pi
=
pi
pipi
=








pi
−
pi
pi
= ∫ 1cos
12
3
cos
34
3
sin
3
sin4 22
3
0
3
0
3
0
k
k
xk
kk
dxxkxkx
k
 
( )( )111222 −−pi= kk ; 
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Приклад. Розкласти в ряд Фур'є функцію 
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 (рис. 11.12). 
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Рис. 11.12 
Розв’язання. Маємо: 22,1 === lTl . 
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Контрольні завдання до розділу 11 
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Завдання 3. Знайти інтервал  збіжності  степеневого ряду: 
11.3.1. 
1)12(
)3()1(
++
−−
=
nn
x
u
nn
n ;  11.3.16. ;!
)1( 3/
n
xn
u
nn
n
+
=
 
11.3.2. 2)1(
!3
+
=
n
xn
u
nn
n ;   11.3.17. ;9
)1( 2
n
n
n
n
x
u
−
=  
11.3.3. 12 2)1(
)23()3(
++
−−
=
n
n
n
n
nx
u ;  11.3.18. ;
12
12 −






+
⋅
=
n
n
n
nx
u
 
11.3.4. 
)1(2
2
+
=
n
nx
u
n
n
n ;   11.3.19. ;)1)(25(
2
++
=
nn
nx
u
n
n
n  
11.3.5. )1(
)2()1( 3
+
−−
=
n
xn
u
nn
n ;  11.3.20. ;)12(
)1( 25
+
+
=
n
xn
u
n
n  
11.3.6. 
)12(3
2
−
=
n
x
u
n
nn
n ;  11.3.21. ;35
7
nn
nn
n
x
u
+
=  
11.3.7. )1ln()1(
)3( 2
++
−
=
nn
x
u
n
n ;  11.3.22. 
( )
;
3
)5(1 1
n
nn
n
n
x
u
−−
=
−
 
11.3.8. 
1
91
+
=
+
n
x
u
nn
n ;   11.3.23. ;3)2(
)1(
n
n
n
n
xn
u
++
+
=
 
11.3.9. 
nn
nn
n
n
nx
u
2
)12()2( −+
= ;  11.3.24. ;
2)12(
3
n
nn
n
n
x
u
−
=
 
11.3.10. 2
112
)34(
2
−
=
−−
n
x
u
nn
n ;  11.3.25. ;2
5
n
nn
n
n
x
u =  
11.3.11. ;
2)12(
)2(
n
n
n
n
x
u
−
−
=
  11.3.26. ;)1(
2
nn
x
u
n
n +
=  
11.3.12. ;
5)2(
4
n
n
n
n
x
u
+
=
   11.3.27. ;
4
5 4
n
nn
n
nx
u =  
11.3.13. ;
)1(ln)1(
)1(
2 ++
+
=
nn
x
u
n
n  11.3.28. ;7)1(
3
n
n
n
n
nx
u
+
=
  
 241 
11.3.14. ;
2)1(
)1(
2 n
n
n
n
xn
u
+
+
=
  11.3.29. ;
23
5
+
=
n
nx
u
n
n  
11.3.15. ;
32
)1()1( 21
n
nn
n
n
x
u
−−
=
−
  11.3.30. 
2( 1)
( 1)2
n
n n
x n
u
n
−
=
+
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
РОЗДІЛ 12 
КРАТНІ ІНТЕГРАЛИ 
 
 
12.1. Подвійні інтеграли і їх обчислення у декартовій системі 
координат 
 
Нехай у замкнутій обмеженій області D задана обмежена функція f(x,y). 
Розіб'ємо область D на n елементарних областей, площі яких позначимо 
n21 ,..., σ∆σ∆σ∆ . У кожній частині kσ∆  виберемо довільно точку ( )kk ,ηξ  й 
складемо суму 
( )
1
,
n
k k k
k
f ξ η σ
=
∆∑ , 
яку будемо називати інтегральною сумою. Під діаметром області будемо 
розуміти найбільшу відстань між двома точками цієї області. Позначимо 
через λ  найбільший з діаметрів областей kσ∆  ( 1,k n=  ). 
 Якщо існує границя інтегральної суми ( )
1
,
n
k k k
k
f ξ η σ
=
∆∑  при 0→λ , що не 
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залежить від способу розбиття області D на елементарні частини й вибору 
точок kM ( )∈ηξ kk , kσ∆ , то він називається подвійним інтегралом від 
функції f(x,y)  по області D і позначається 
( ) k
n
1k
kk0
,flim σ∆ηξ∑
=
→λ ∫∫∫∫
==
DD
d)y,x(fdxdy)y,x(f σ . 
Подвійний інтеграл обчислюється зведенням його до повторного. 
 
12.1.1. Правила знаходження меж інтегрування в повторному 
інтегралі: 
 
1. Область інтегрування D проектується, наприклад, на відрізок  [a, b] осі 
ОХ: a≤x≤ b. Числа  a й b будуть, відповідно, нижньою й верхньою межами  
інтегрування в зовнішньому інтегралі. 
2. Щоб знайти межі інтегрування у внутрішньому інтегралі, відзначимо 
на контурі L, що обмежує область D , точки  A і B з абсцисами a і b. Ці дві 
точки розділяють контур L на нижню й верхню частини, рівняння яких 
потрібно розв’язати  відносно y. Нехай ці частини визначаються, відповідно, 
рівняннями y=y1(x) і y=y2(x), причому на відрізку [a, b] функції y1(x) і y2(x)  
неперервні, однозначні й зберігають аналітичний вираз. Візьмемо на відрізку 
[a, b] осі ОХ будь-яку точку х, проведемо через неї пряму паралельну осі oy, 
що перетне контур L у точці М1 (точка входу в область D) і в точці М2(точка 
виходу з області D)   y1(x)≤y ≤ y2(x). 
Зауваження. При проектуванні області  D на вісь OY змінна y  
змінюється в межах від c до d. Точки Е і С розбивають контур на дві частини: 
праву і ліву, рівняння яких мають вигляд: x=x2(y) і  x=x1(y) відповідно, при 
цьому  x1(y)≤x ≤ x2(y).  
Тоді, 
2
1
( )
( )
( , ) ( , )
y xb
D a y x
f x y dxdy dx f x y dy=∫∫ ∫ ∫ ,                                            (12.1.1) 
 або 
2
1
( )
( )
( , ) ( , )
x yd
D c x y
f x y dxdy dy f x y dx=∫∫ ∫ ∫ .                                               (12.1.2)  
 
 
                          
 
Рис. 12.1 
 
У внутрішньому інтегралі межі інтегрування в загальному випадку є 
функції тієї змінної, по якій обчислюється зовнішній інтеграл і яка при 
обчисленні внутрішнього інтеграла залишається постійною. 
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В окремому випадку області інтегрування, у прямокутнику , 
обмеженому прямими, паралельними осям координат, межі інтегрування у 
внутрішньому й зовнішньому інтегралах формул 12.1. 1 й 12.1. 2  будуть 
постійними, тобто:  
( , ) ( , )
b d
D a c
f x y dxdy dx f x y dy=∫∫ ∫ ∫                                                     (12.1.3) 
( , ) ( , )
d b
D c a
f x y dxdy dy f x y dx=∫∫ ∫ ∫                                                      (12.1.4) 
 
Якщо функція   ),( yxf  неперервна в області  D, то значення повторного 
інтеграла не залежить від порядку інтегрування. При цьому для зменшення 
об'єму обчислювальної роботи варто вибирати, якщо це можливо, такий 
порядок інтегрування, при якому не доводиться розбивати область 
інтегрування на частини. 
Приклад 1. Привести до повторного (двома способами) подвійний 
інтеграл ( , )
D
f x y dxdy∫∫ , якщо область  D обмежена прямими: y=0, y=x, x=a. 
 
 
      Рис. 12.2 
Розв’язання. 
0 0 0
( , ) ( , ) ( , )
a x a a
D y
f x y dxdy dx f x y dy dy f x y dx= =∫∫ ∫ ∫ ∫ ∫        
Приклад 2. Обчислити інтеграл 2 3(3 4 )
d
I x y xy dxdy= +∫∫ , де D: 1≤x≤2,  
3≤y≤4.  
Розв’язання. 
За формулою (12.1.3) маємо: 
 
2 4 2 22 4
2 3 2 4 2 2
31 3 1 1
27(3 4 ) (3 ) (24 256 ) ( 81 )
2 2
y
y
ydx x y xy dy x xy dx x x x x dx
=
=
 
+ = + = + − + = 
 
∫ ∫ ∫ ∫  
2
2
1
21 175 287
2
x x dx + = 
 
∫ . 
Скористаємося тепер формулою (12.1.4), тобто інтегруємо спочатку по 
х, а потім по y. Одержимо:  
( )4 2 4 4 22 42 3 3 2 3 3 4
1 33 1 3 3
3(3 4 ) ( 2 ) (7 6 7
2 2
x
x
ydy x y xy dx x y x y dy y y dy y
=
=
+ = + = + = + =∫ ∫ ∫ ∫ 287. 
 
12.1.2. Зміна порядку інтегрування 
0 
X 
Y 
M1    a    
M2 
y=x 
 244 
 
При зміні порядку інтегрування прагнуть: а) якщо можливо, вибрати 
такий порядок інтегрування, при якому область інтегрування не розбивається 
на частини;  б) одержати  простіший для обчислення повторний інтеграл. 
По межах інтегрування визначають область D.  Так,  для інтеграла  
2
1
( )
( )
( , ) ( , )
y xb
D a y x
f x y dxdy dx f x y dy=∫∫ ∫ ∫ , покладаючи y=y1(x) і y=y2(x) одержимо 
рівняння ліній, що обмежують область D: x=a,  x=b,  y=y1(x), y=y2(x). 
Потім інтегруємо в іншому порядку. 
Приклад 3. Змінити порядок інтегрування в повторному інтегралі.
 ).0a(dy)y,x(fdxI
ax2
xax2
a2
0 2
>= ∫∫
−
 
Відновимо область інтегрування, задану нерівностями: 
20 2 , 2 2x a ax x y ax≤ ≤ − ≤ ≤ .    Маємо 
 
 
2 2 2
2
2 ;
2
2
y ax x x a a y
yy ax x
a
= − ⇒ = ± −
= ⇒ =
 .  
 
 
Область інтегрування зображена на рис.12.3. Дуга кола ОА  має рівняння:  
2 2 ;x a a y= − −  дуга кола АВ: ;yaax 22 −+=  
             
 
               Рис. 12.3                                            Рис. 12.4 
  
Проектуючи область інтегрування на вісь Оу, одержуємо три області: D1, D2, 
D3. 
 ( ) ( )
2 2
2 22 2
2 2 2
0 0/ 2 / 2
, , ( , ) .
a a ya a a a a
ay a y aa a y
I dy f x y dx dy f x y dx dy f x y dx
− −
+ −
= + +∫ ∫ ∫ ∫ ∫ ∫  
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Приклад 4. Обчислити інтеграл ydxdyxI
D
∫∫= , якщо область 
інтегрування D задається нерівностями 22 x2y,xy,0x −≤≥≥ . 
 Область D представлена на рис.12.4. Точка перетину парабол має 
координати А(1,1). Проекція області D на вісь абсцис є відрізок [0,1]. 
Вертикальна пряма при будь-якому постійному х перетинає D тільки у двох 
точках: у точці  М1 кривої y=x2 і М2 кривої y=2-x2, при цьому вид 
аналітичного виразу функцій  для всіх [0,1]x ∈  залишається незмінним. 
Тоді:  
 ( )( )2 22
2
1 2 1 12 22 2 4
0 0 0
1 2
2 2
x
x
x
x
yI dx x ydy x dx x x x dx
−
−
= = = − − =∫ ∫ ∫ ∫  
( )1 5/ 2 3/ 2 7 / 2 10
0
4 4 162 2 .
3 7 21
x x dx x x = − = − = 
 
∫  
Обчислимо інтеграл, проектуючи область D на вісь ОУ, тобто 
внутрішній інтеграл візьмемо по х, а зовнішній по y. Проекцією є відрізок 
[0,2]. При зміні [0,2]y ∈  ділянки верхньої межі визначаються різними 
рівняннями y=x2 й y=2-x2, тому інтеграл по області D потрібно  представити у 
вигляді суми інтегралів по областях D1 й D2. В зв’язку з тим, що   
внутрішні інтеграли будуть обчислюватися по змінній х, то рівняння ліній, 
що обмежують кожну з областей D1 й D2, повинні бути виражені відносно  
цієї змінної. Оскільки  x≥0, то 1 2, 2x y x y= = − . Тоді 
21 2 1 2
23/ 2 3/ 2
0 0
0 0 1 0 0 1
2 2
3 3
y y
y yI dy x ydx dy x ydx y x dy y x dy
−
−
= + = + =∫ ∫ ∫ ∫ ∫ ∫  
( )( )( )1 2 3/ 47 / 4
0 1
2 2 2 2
3
y dy y y dy
 
= − − − − = 
 
∫ ∫  
( ) ( )11/ 4 7 / 42 21 12 4 4 8 2 4 4 8 162 2 .3 11 11 7 3 11 11 7 21y y
   
= + − − − = − + =   
   
 
 
12.1.3. Заміна змінних у подвійному інтегралі 
 
Обчислення подвійних інтегралів іноді вдається спростити, зробивши 
заміну змінних. Нехай x=x(u,v), y=y(u,v) ― взаємно однозначне відображення 
деякої області  σ площини uov на область D площини X0Y. Тоді, в 
припущенні неперервності частинних похідних функцій  x(u,v) і  y(u,v) по u і 
по v , має місце формула 
( , ) ( ( , ), ( , )) ( , )
D
f x y dxdy f x u v y u v I u v dudv
σ
=∫∫ ∫∫ ,                                 (12.1.5) 
яка називається формулою заміни змінних у подвійному интегралі. 
Якобіан перетворення має вигляд: 
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x x
x y x yu vI
y y u v v u
u v
∂ ∂
∂ ∂ ∂ ∂∂ ∂
= = ⋅ − ⋅
∂ ∂ ∂ ∂ ∂ ∂
∂ ∂
. 
 
Зокрема,  у полярних координатах формула 12.1.5 має вигляд: 
 
( , ) ( cos , sin )
D
f x y dxdy f d d
σ
ρ ϕ ρ ϕ ρ ρ ϕ= ⋅ ⋅∫∫ ∫∫ ,                                       (12.1.6) 
де x=ρcosϕ, y=ρsinϕ, I(ρ,ϕ)=ρ―якобіан переходу до полярних 
координат.                                          
Розміщення меж при обчисленні подвійного 
інтеграла в полярних координатах можна робити, 
використовуючи зображення області D  на 
площині XOY. Якщо область D обмежена двома 
кривими, полярні рівняння яких ρ=ρ1(ϕ) і ρ=ρ2(ϕ) 
(ρ1(ϕ)≤ρ2(ϕ)) і променями ϕ=ϕ1, ϕ=ϕ2, то  
 
 
2 2
1 1
( )
( )
( , ) ( cos , sin ) ( cos , sin )
D
f x y dxdy f d d d f d
ϕ ρ ϕ
σ ϕ ρ ϕ
ρ ϕ ρ ϕ ρ ρ ϕ ϕ ρ ϕ ρ ϕ ρ ρ= ⋅ ⋅ =∫∫ ∫∫ ∫ ∫ . 
Якщо область містить початок координат, то  
( )2
0 0
( , ) ( cos , sin )
D
f x y dxdy d f d
ρ ϕpi
ϕ ρ ϕ ρ ϕ ρ ρ=∫∫ ∫ ∫ , де ρ=ρ(ϕ) -полярне рівняння 
кривої, що обмежує область D. 
 
Полярні координати зручно використовувати, якщо область є круг або 
його частина. 
Приклад 5.  Обчислити 
D
ydxdy∫∫ , якщо область D обмежена верхньою 
дугою кола  x2+y2=ax   і віссю OX.  
Розв’язання. Введемо полярні координати x=ρcosϕ, y=ρsinϕ, тоді 
рівняння кола прийме вид: ρ=acosϕ.  Кут  (змінюється від 0 до 2pi ) (рис. 12.6).  
При кожному  фіксованому значенні ϕ  ρ  
змінюється від 0 до ρ=acosϕ. Тоді за 
формулою ( 12.1. 6) маємо:  
cos2
2
0 0
sin
a
D
ydxdy d d
pi
ϕ
ϕ ρ ϕ ρ=∫∫ ∫ ∫  
=
cos 32 2 cos
2
00 0 0
sin sin
3
a a
d d d
pi pi
ϕ ϕρϕ ϕ ρ ρ ϕ ϕ= =∫ ∫ ∫  
X, ρ   
Y 
0 
ρ=acosϕ 
2a 
Рис. 12.6. 
ρ 
0 
ρ=ρ2(ϕ) 
ϕ1 
ϕ2 
ρ=ρ1(ϕ) 
 
Рис.12.5. 
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3 3 4 32 2
3
00
cos
sin cos .
3 3 4 12
a a ad
pi pi
ϕϕ ϕ ϕ⋅ = − ⋅ =∫  
Приклад 6. Обчислити 
2 2
2 21
D
x yI dxdy
a b
= − −∫∫ , де область обмежена  
еліпсом. 
Розв’язання. Введемо так звані узагальнені полярні координати, 
покладаючи  x=aρcosϕ, y=bρsinϕ. Якобіан перетворення  
 
cos sin
sin cos
a a
I ab
b b
ϕ ρ ϕ ρ
ϕ ρ ϕ
−
= =
 
Кут ϕ міняється від 0 до 2pi. Рівняння еліпса в узагальнених полярних 
координатах  ρ=1, тому ρ змінюється від 0 до 1; 
2 2
2 2 2 2 2
2 21 1 cos sin 1
x y
a b
ρ ϕ ρ ϕ ρ− − = − − = − . 
3
2 1 2 12
2
00 0
1 (1 ) 21 2 32 32
I ab d d ab ab
pi ρϕ ρ ρ ρ pi pi
 
− 
= − = ⋅ − ⋅ =
 
 
 
∫ ∫ . 
Приклад 7. 
У теорії ймовірностей і математичній статистиці використовується 
інтеграл  Пуассона 
2
0
xI e dx
∞
−
= ∫ . 
Первісна для підінтегральної функції 
2( ) xf x e−=  не виражається в 
елементарних функціях, однак даний невласний інтеграл може бути 
обчислений за допомогою подвійного інтеграла. 
Оскільки визначений інтеграл не залежить від позначення змінної 
інтегрування, запишемо: 
2 2 2 22 ( )
0 0 0 0
x y x yI e dx e dy e dxdy
∞ ∞ ∞ ∞
− − − +
= ⋅ =∫ ∫ ∫ ∫ . 
Областю інтегрування  є перший квадрант системи координат (рис. 12.7) 
 
 
Переходячи до полярних координат, одержимо: 
2 2 20 , 0 ,
2
x ypiϕ ρ ρ≤ ≤ < < ∞ + = . 
X 
Y 
ϕ=pi/2 
ϕ=0 
0 Рис.12.7 
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( )2 2 22 22 2
00 0 0 0
1lim lim
2 2
A a
A A
I d e d e d e d
pi pi
ρ ρ ρpiϕ ρ ρ ϕ ρ ρ ρ
∞
− − −
→+∞ →+∞
 
= = = − − 
 
∫ ∫ ∫ ∫ = 
( )2 20lim , де lim =0 4 4A AA Ae e epi pi− −→+∞ →∞− − = , 
Отже, інтеграл Пуассона дорівнює: 
2
0 2
xe dx pi
∞
−
=∫ . 
 
12.2. Застосування подвійних інтегралів  
 
Обчислення об'ємів тіл.  
Циліндричне тіло, обмежене знизу областю D площини ХОУ, зверху – 
поверхнею ),( yxfz = , збоку – циліндричною поверхнею з твірними, 
паралельними осі ОZ і з напрямною – межею області D, має об’єм         
∫∫=
D
dxdyyxfV .),(  
 
Приклад. Подвійним інтегруванням знайти об'єм тіла, обмеженого 
циліндрами xy = , xy 2=  і площинами z = 0, x + z = 6 (рис. 12.8).  
 Розв’язання. Тіло обмежене зверху площиною x + z = 6, знизу 
площиною z = 0 і двома циліндрами xy =  та xy 2= , що проектують його 
на площину xOy в область D, обмежену прямою x = 6 і параболами xy =  та 
xy 2=
 (рис. 12.9).  
 
 
 
 
 
 
 
 
 
 
 
 
 
При цьому змінна x змінюється від 0 до 6; при будь-якому значенні х із 
зазначеного проміжку xyx 2<< . Об'єм знаходимо за формулою  
( ) .,∫∫=
D
dxdyyxfV
 У даному випадку ( ) xyxfz −== 6, . Тоді  
      z 
 
 
       0 
     xy =           xy 2=   y 
          D 
 
     x 
      y 
  2y x=  
      D  
   y x=  
 
   0        6        x 
Рис. 12.8 Рис. 12.9 
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( ) =−= ∫∫
D
dxdyxV 6 ( ) ( ) ( )( ) =−−=−=− ∫∫∫∫
6
0
6
0
2
26
0
2666 dxxxxdxyxdydxx x
x
x
x
 
( )
5
6486
5
72624
2523
66
6
0
25236
0
=−=








−=−= ∫
xxdxxxx . 
Приклад. Подвійним інтегруванням знайти об'єм тіла, обмеженого 
циліндрами xyx =+ 22  та xyx 222 =+ , параболоїдом 22 yxz +=  і 
площинами x + y = 0, x – y = 0, z = 0.  
Розв’язання. Дане циліндричне тіло обмежене зверху поверхнею 
22 yxz += . Об'єм його  
( ) ( )∫∫∫∫∫∫ +===
DDD
dxdyyxzdxdydxdyyxfv 22, . 
Побудуємо область D, що зображує проекцію тіла на площину xOy 
(рис.12.10). Область D обмежена колами  
 
 
 
 
 
 
 
 
 
 
 
 
xyx =+ 22   
або 
2
2
2
2
1
2
1






=+





− yx , 
xyx 222 =+  або ( ) 11 22 =+− yx  
і прямими y = - x, y = x.  
У полярних координатах рівняння кіл мають вигляд: ϕ=ρ cos  і 
ϕ=ρ cos2 ; рівняння прямих 
4
pi
−=ϕ
 і 
4
pi
=ϕ . Знаходимо:  
=ρρϕ= ∫∫
ϕ
ϕ
pi
pi
−
cos
cos
2
3
4
4
ddv (внаслідок симетрії)  =ϕρ= ∫
pi
ϕ
ϕ
4
0
24
4
2 d
cos
cos
 
   y 
 y=x 
       ϕ = ρ cos 2 
D 
  0      0.5   1          2    x 
                        ϕ = ρ cos 
y=-x 
Рис. 12.10 
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( ) =ϕ




 ϕ+
=ϕϕ−ϕ= ∫∫
pipi
4
0
24
0
44
2
21
2
1516
2
1 dd coscoscos  
( ) =ϕ




 ϕ+
+ϕ+=ϕϕ+ϕ+= ∫∫
pipi
4
0
4
0
2
2
41221
8
152221
8
15 dd coscoscoscos  
.
sin
sin 





+
pi
=




 ϕ
+ϕ+ϕ=
pi
1
8
3
8
15
8
42
2
3
8
15 4
0
 
 
Приклад. Знайти об'єм тіла, вирізаного з кулі радіусом R, прямим 
круговим циліндром радіусом R/2, твірна якого проходить через центр кулі.  
 0 RR/2
 z
 y
 x
Рис. 12.11.  
 
Розв’язання. Помістимо початок 
координат у центр кулі, вісь OZ 
направимо уздовж твірної циліндра, а 
вісь OX – уздовж діаметра основи 
циліндра (рис. 12.11)  
 Рівняння сфери має вигляд: 
2222 Rzyx =++ , тоді в першому 
октанті 222 yxRz −−=  і внаслідок 
симетрії об’єм тіла, вирізаного 
циліндром з кулі, буде рівним:  
∫∫ −−= .4
222 dxdyyxRV  
 Проекція тіла на площину хОу збігається з кругом Rxyx ≤+ 22 . Щоб 
обчислити отриманий інтеграл, зручно перейти до полярних координат. 
Рівняння кола Rxyx =+ 22  в полярних координатах має вид ϕ=ρ cosR . Кут 
ϕ змінюється від 0 до pi/2 (враховуємо  симетрію), ρ змінюється в межах 
ϕ≤ρ≤ cosR0 . Переходячи до полярних координат, одержимо:  
∫ ∫
pi
ϕ
ρρρ−ϕ=
2
0 0
224
cosR
dRdV ; 
( ) ( ) =ϕ−ϕ−=ϕρ−−= ∫ ∫
pi
pi
ϕ dRdRV R
2
0
2
0
3
3
0
2322 1
33
2
2
1
4
/
cos/
sin  
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( )/ 23 3 3 3 3 32 / 20
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R R Rd
pi
pipi ϕ pi piϕ ϕ ϕ   = − + = − + = −  
  
∫  
Отже, .





−
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=
3
2
23
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Обчислення маси неоднорідної пластини.  
Пластина, що займає область D у площині ХОУ і має щільність ( ),x yρ , 
має масу 
 ( , ) .
D
m x y dxdyρ= ∫∫  
Обчислення статичних моментів і моментів інерції пластини. 
 Статичні моменти пластини відносно осей ОХ і ОУ відповідно 
рівні 
( , ) , ( , ) .x y
D D
М y x y dxdy М x x y dxdyρ ρ= =∫∫ ∫∫  
Момент інерції пластини відносно початку координат визначається за 
формулою 2 20 ( ) ( , ) .
D
I x y x y dxdyρ= +∫∫  
Моменти інерції пластини відносно осей ОХ і ОУ будуть відповідно 
2 2( , ) , ( , ) .x y
D D
I y x y dxdy I x x y dxdyρ ρ= =∫∫ ∫∫  
Знаходження центра ваги пластини.  
Координати центра ваги cx  та cy  неоднорідної пластини дорівнюють, 
відповідно, відношенням статичних моментів відносно осей ОУ й ОХ до маси 
пластини:  
( , )
;
( , )
y D
c
D
x x y dxdy
M
x
M x y dxdy
ρ
ρ
= =
∫∫
∫∫
 
( , )
;
( , )
x D
c
D
y x y dxdy
My
M x y dxdy
ρ
ρ
= =
∫∫
∫∫
 
Якщо пластина однорідна: 
   
;
S
xdxdy
x Dc
∫∫
= .
S
ydxdy
y Dc
∫∫
=
 
 
 
Приклад. Знайти момент інерції квадрата зі стороною а, поверхнева 
щільність якого пропорційна відстані до однієї із сторін квадрата, відносно 
вершини, що належить даній стороні.  
Розв’язання. Нехай квадрат розташований у площині xOy; одна з його 
вершин належить початку координат, а дві інші збігаються з осями 
координат. Відзначимо, що момент інерції не залежить від вибору системи 
координат. Шуканий момент інерції дорівнює моменту інерції квадрата щодо 
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початку координат з поверхневою щільністю kx, де k – коефіцієнт 
пропорційності (беремо поверхневу щільність, пропорційну відстані до осі 
Oy).  Тоді  
( ) ( ) =








+=+=+= ∫∫∫∫∫
a aaa
D
dxyyxxkdyyxxdxkkxdxdyyxI
0 0
3
2
0
22
0
22
0 3
 
=
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

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


+=
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






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






+= ∫∫
aaa
axx
akdxaxaxkdxaaxxk
0
324
0
3
3
0
3
2
6433
 
5 5 55
4 6 12
a a kak  = + = 
 
. 
.  
12.3. Потрійні інтеграли і їх обчислення в декартовій системі 
координат 
 
Нехай у правильній, замкненій обмеженій області V задана обмежена 
функція ),,( zyxf . Розіб'ємо область V на n елементарних підобластей, що не 
мають спільних внутрішніх точок, об'єми яких позначимо iV∆ . У кожній 
елементарній області iV∆  виберемо довільно точку ( )iiiiM ζηξ ,  і складемо 
суму:  
( )
1
, ,
n
i i i i
i
f Vξ η ζ
=
∆∑ , 
що називатимемо інтегральною сумою для функції ),,( zyxf  по області V. 
Найбільший з діаметрів елементарних областей iV∆  позначимо через λ .  
 Якщо існує межа інтегральної суми  при 0→λ , що не залежить від 
способу розбиття області V на елементарні частини і вибору точок 
( )iiiiM ζηξ , iV∆∈ , то вона називається потрійним інтегралом від функції 
),,( zyxf  по області V і позначається:  
( ) ( ) (∫∫∫∫∫∫∑ ==∆ζηξ
=
→λ
VV
i
n
i
iii xfdVzyxfVf ,,,,lim
10
. 
Функція ),,( zyxf  у цьому 
випадку називається інтегровною в 
області V.  
Обчислення потрійного інтеграла 
в декартовій системі координат 
зводиться до обчислення подвійного 
інтеграла по проекції D об’єму V на 
будь-яку координатну площину (у D 
 0 
D 
Рис. 12.12   
Z 
Y 
a 
b 
X 
y =y2(x) 
y =y1(x) 
z =z2 (x,y) 
z = z1(x,y) 
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даному випадку ХОУ) і внутрішнього інтеграла по третій змінній (змінна z) 
(рис.12.12). Внутрішній інтеграл береться від нижньої межі z = z1(х,у) 
області V до її верхньої межі z = z2(х,у) (передбачається, що об-ласть є 
правильною в напрямі осі Oz):  
∫∫ ∫∫∫∫ =
D
yxz
yxzV
dzzyxfdxdydxdydzzyxf
),(
),(
.),,(),,(
2
1
 
Враховуючи правила обчислення подвійного інтеграла, останню формулу 
можна переписати таким чином:  
∫∫∫ ∫ ∫ ∫=
V
b
a
xy
xy
yxz
yxz
dzzyxfdydxdxdydzzyxf
)(
)(
),(
),(
.),,(),,(
2
1
2
1
 
Якщо область V є неправильною, то її розбивають на скінченне число 
правильних областей і обчисляюють інтеграл, використовуючи властивість 
адитивності потрійного інтеграла.  
Якщо областю інтегрування є прямокутний паралелепіпед, обмежений 
площинами х = а, х = b (а < b), у = с, у = d (с < d), z = m, z = n (m < n), то межі 
інтегрування будуть сталими, тобто 
 
∫∫∫ ∫ ∫ ∫=
V
b
a
d
c
n
m
dzzyxfdydxdVzyxf .),,(),,(  
У випадку, якщо ( ) ,,, 1≡zyxf то потрійний інтеграл чисельно дорівнює 
об'єму області інтегрування.  
Приклад. Обчислити об'єм тіла, обмеженого поверхнями ( ) 22222 2 xyxyyxzyxz ==+=+= ,,, .  
Розв’язання. Тіло обмежене площиною y = x, циліндром 2xy =  і 
параболоїдами обертання ( )2222 2 yxzyxz +=+= , . Нехай D - проекція тіла 
на площину xOy; у даному випадку проектуючими поверхнями є площина 
xy =  і циліндр 2xy = (рис. 12.13).  
 
 
 
 
 
 
 
 
 
Тоді об'єм  
y 
  y = x 
          1 
               
 y = x 2 
       D 
              0        1 x 
Рис. 12.13. 
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22
22
22
222
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1
0
2
1
0
21
0
35
3
33
4
3
1
0
6
4
31
0
3
2
2
=








−−=







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x
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x
x
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Приклад. Обчислити масу тіла, обмеженого циліндром x2 = 2y і 
площинами z = 0, 2y + z = 2, якщо в кожній його точці об'ємна щільність 
чисельно дорівнює аплікаті цієї точки.  
Розв’язання. Циліндричне тіло (рис. 12.14) обмежено зверху 
площиною z = 2 - 2y, що перетинається з площиною z = 0 по прямій y = 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Маса тіла, що займає область V, обчислюється через потрійний 
інтеграл: ( , , )
V
m x y z dxdydzρ= ∫∫∫ , де ( , , , )x y zρ  - об'ємна щільність.  
В нашій задачі ( , , )x y z zρ = , тому  
∫∫∫ ∫ ∫ ∫ ∫ ∫ ∫
−
−
−
−=−===
V
y
y
y y
y
dyyydxdyyzdzdxdyzdxdydzm
1
0
2
2
22
0
1
0
2
2
1
0
22 21412 )()(
 
 
12.4. Потрійні інтеграли і їх обчислення в циліндричній і сферичній 
системах координат 
 
Заміна змінних у потрійному інтегралі: нехай функція ( )zyxf ,,  
неперервна в області V і формули.  
( ) ( ) ( ), , ; , , , , ,x x u v w y y u v w z z u v w= = =  
встановлюють взаємно однозначну відповідність між точками ( )zyxM ,,  
області V і точками ( )wvuM ,,'  деякої області 'V , тоді  
1 
 x 
 y 
 z 
Рис. 12.14. 
0 
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( ) ( ) ( )
'
( , , ) ( , , , , , , , , )
V V
f x y z dxdydz f x u v w y u v w z u v w J dudvdw=∫∫∫ ∫∫∫ , 
де J  - абсолютне значення якобіана.  
У циліндричній системі координат положення точки визначається 
полярними координатами ρϕ,  та аплікатою z (рис. 12.15), а формули, що 
зв'язують прямокутні і циліндричні координати мають вигляд: ϕρ= cosx ; 
ϕρ= siny ; z = z. Модуль Якобіана дорівнює J ρ= , тоді  
∫∫∫ ∫∫∫ ϕρρϕρϕρ=
V V
dzddzfdxdydzzyxf .),sin,cos(),,(
'
 
У системі циліндричних координат координатні поверхні 
constzconstconst ==ϕ= ,,ρ
 представляють відповідно кругові циліндри з 
віссю Oz, напівплощини, що виходять з осі Oz, і площини, паралельні 
площині xOy.  
Тому якщо областю інтегрування є круговий циліндр із віссю Oz, то 
потрійний інтеграл за цією областю в циліндричній системі координат 
матиме сталі межі по всіх змінних, тобто  
( ) ( )∫∫∫∫∫∫ ϕρϕρρρϕ=
pi HR
V
dzzfdddVzyxf
00
2
0
,sin,cos,, . 
Сферичні координати точки M  області V позначаються через θϕρ ,, , де 
ρ - відстань від початку координат до точки М 2222 zyx ++=ρ , ϕ  - кут між 
віссю Oх і проекцією радіуса-вектора ОМ на площину хОу, а θ  - кут між 
додатним напрямком осі Oz і радіусом-вектором ОМ (рис. 12.16). Очевидно, 
що ),,( pi≤ϕ≤pi≤θ≤≥ρ 2000 . Тут координатні поверхні такі: ρ  = const – 
сфери з центром на початку координат, const=ϕ  - напівплощини, що 
виходить з осі Oz, const=θ - кругові конуси з віссю Oz. Сферичні координати 
θϕρ ,,
 зв'язані з прямокутними координатами співвідношеннями:  
θρ=ϕθρ=ϕθρ= cos,sinsin,cossin zyx ,  θρ= sin2J . 
Перехід у потрійному інтегралі до сферичних координат здійснюється 
за формулою:  
  z           z 
   М 
           θ    М 
    0          z             0   ρ 
    ρ  y         y 
 
  x           x 
                      Рис. 12.15   Рис. 12.16 
ϕ ϕ 
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θϕρθρθρϕθρϕθρ=∫∫∫ ∫∫∫
′
dddfdxdydzzyxf
V V
sin)cos,sinsin,cossin(),,( 2 . 
Очевидно, якщо областю інтегрування є куля з центром на початку 
координат і радіусом R, то потрійний інтеграл за цією областю в сферичній 
системі координат матиме сталі межі інтегрування по всіх змінних, тобто  
( ) ( )∫∫∫∫∫∫ ρθρϕθρϕθρρϕθθ=
pipi R
V
dfdddVzyxf
0
2
2
00
cos,sinsin,cossinsin,, . 
Нижче на конкретних прикладах проілюстровані правила для 
розставлення меж інтегрування в циліндричній і сферичній системах 
координат і показані їх геометричні та фізичні застосування.  
Приклад. Обчислити ∫∫∫
V
xyzdxdydz , де V – частина області, яка обмежена 
сферою х2 + у2 + z2 = 4 і параболоїдом х2 + у2 = 3z, розташована в першому 
октанті (рис.12.17).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Розв’язання. Перший спосіб. Обчислення інтеграла в декартовій системі 
координат. Перед тим, як проектувати об'єм V на площину ХОY, знайдемо 
лінію перетину сфери і параболоїда. Для цього розв’яжемо систему рівнянь 
31043
3
4 222
22
222
=+⇒=⇒=−+⇒








=+
=++ yxzzz
zyx
zyx
, 
тобто поверхні перетинаються по колу радіуса 3=R , що лежить у площині 
z = 1. Поверхня проектується на площину хОу у чверть круга даного радіусу, 
що знаходиться в першій чверті.  
 Одержимо:  
Z 
X 
2 
x
2+y2=3 
Рис. 12.17. 
3  
Y 3  
 257 
x 
z 
y 
0 
ϕ=pi/4 
Рис.12.18. 
∫∫∫ ∫ ∫∫∫
−
−−
+
−
−−
+
===
2
22
22
2 22
22
3
0
4
3
2
3
0
3
0
3
0
4
3
2
1
x
yx
yx
x yx
yxD
dyyzxdxzdzydyxdxxyzdxdydz  
23 3 2 2 2
2 2
0 0
1 ( )4
2 9
x
x y
xdx y x y dy
−  +
= − − − = 
 
∫ ∫
2
3 2 2 4 4 2 2 4 6
2 3
0
0
1 2
2 2 4 18 18 54
xx y y x y x y yx y dx− = − − − − − = 
 
∫
3 5 7
3
0
1 13 272
2 4 4 54 32
x x
x x dx = − + + = 
 
∫ . 
Другий спосіб. Обчислення інтеграла в циліндричній системі 
координат:  
3 sin cos
V V
I xyzdxdydz zd d dzρ ϕ ϕ ρ ϕ
′
= =∫∫∫ ∫∫∫ , де V
′ 
- область зміни циліндричних 
координат точок області V.  
∫∫∫ ∫ =ρ
ρ
−ρ−ρ⋅ϕ=ρρϕϕϕ=
ρ−
ρ
pi
pi
3
0
4
23
4
3
2
0
22
0
3
0
3
32
27
9
4
22
1
2
2
dzdzddI )(sincossin . 
Приклад. Обчислити об'єм частини кулі 
2222 Rzyx =++ (рис.12.18), розташованої усередині циліндра ( ) ( ) ( )022222 ≥−=+ zyxRyx .  
Розв’язання. Напрямну циліндра, спрямовану лемніскатою, 
побудуємо, переходячи до полярних координат: ϕρ=ϕρ= sin,cos yx . 
Полярне рівняння цієї кривої ϕ=ρ 2cosR . Крива симетрична відносно осей 
ОХ та ОУ, і при зміні ϕ від 0 до pi/4 поточна точка (ρ, ϕ) опише четверту 
частину кривої.  
 Шуканий об'єм у циліндричній системі 
координат обчислюється так: 
2 2
1
cos2/4
0 0 0
4
R R
V
V d d dz d d dz
ϕ ρpi
ρ ρ ϕ ϕ ρ ρ
−
= =∫∫∫ ∫ ∫ ∫ = 
cos2/4
2 2
0 0
4
R
d R d
ϕpi
ϕ ρ ρ ρ− =∫ ∫
( )/ 4 3/ 2 cos22 2 0
0
1 24
2 3
RR d
pi
ϕρ ϕ− ⋅ −∫ = 
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( )( )/4 3/23 3
0
4 4 5 4 21 1 cos2 .
3 3 4 3
R d R
pi piϕ ϕ
 
−
− − = +  
 
∫  
Приклад. Обчислити об'єм тіла ( ) ( ) .22223222 yxazyx +=++  
Розв’язання. Перейдемо до сферичних координат, тоді рівняння 
поверхні має вигляд: θ=ρ 422 sina  або θ=ρ 2sina .  
Об'єм тіла в сферичних координатах дорівнює   
=θθpi⋅=ρθθpi=ρρθθϕ= ∫∫∫ ∫∫
piθpipi θpi 2
0
7
3
0
3
00 0
2
2
0
3
22
3
2
22
daddddv
aa
sinsinsin
sinsin
 
105
64
357
246
3
4
7
6
3
4 333 aaa pi
=
⋅⋅
⋅⋅
⋅
pi
=⋅
pi
=
!!
!!
. 
 Приклад. Знайти момент інерції однорідного тіла, обмеженого сферою 
x
2 + y2 + z2 = 2z і конусом x2 + y2 = z2, відносно осі OZ (рис. 12.19).  
Розв’язання. Побудуємо дане тіло. Для цього знайдемо лінію перетину 
поверхонь:  
,122
2 2
222
222
=⇒=⇒




=+
=++
zzz
zyx
zzyx
 
тобто ця лінія є колом радіуса R = 1, що лежить у площині z = 1. Проекція 
тіла на площину XOY є круг x2 + y2 ≤ 1. 
Момент інерції обчислюється за формулою ∫∫∫ +=
V
z dxdydzyxI .)( 22  
Перейдемо до сферичних координат, тоді всі межі інтегрування будуть 
сталими. Причому межі для θ  можна визначити за допомогою рівняння 
x
2+y2=z2, вважаючи х=0 (або y=0), одержимо, що 
4
piθ =⇒= zy , тобто 
4
0 piθ ≤≤ . 
30
11
2
0
4
0
2
0
43222
=θθϕ=θϕθθ= ∫∫∫ ∫ ∫ ∫
pi pi θ
!
cos
sinsinsin
V
z drrddddrdrrI
. 
 
 
Контрольні завдання до розділу 12 
 
Завдання 1. 
 Побудувати область D  і  обчислити 
∫∫
D
.dydx)y,x(f  
12.1.1. D – внутрішність трикутника з вершинами 
1     y 1 
 x 
z 
Рис.12.19 
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.yx)y,x(f);0,1(),1,0(),0,0( 2=  
12.1.2. D – область, обмежена кривою xsiny =  і відрізком pi≤≤ x0 ;  
.xy)y,x(f =  
12.1.3. D –область, що міститься між двома параболами 2xy =  і 
.yx)y,x(f;1xy 2 =+−=  
12.1.4. D – внутрішність трикутника з вершинами 
.e)y,x(f);0,0(),3,5(),6,7( yx+=−−  
12.1.5. D – внутрішність трикутника з вершинами 
.)y3x()y,x(f);4,8(),8,4(),1,1( 2−=−−−−−− 2  
12.1.6. D – область, відрізана осями координат від полоси, що знаходиться 
між двома паралельними прямими с нахилом 2 і такими, що  проходять через 
точки )0,1(  и );0,2(  ).yx(cosf +=  
12.1.7. D – область, обмежена лініями .xy)y,x(f;x2y,xy,0x 22 =−===  
12.1.8. D – область, обмежена віссю 0x и верхнім півколом  ( ) ;1y2x 22 =+−  
.xy)y,x(f =  
12.1.9. D – криволінійний трикутник, обмежений  параболою xy2 =  і прямими 
.e)y,x(f,1y,0x y/x===  
12.1.10. D – область, обмежена параболою px2y2 =  і прямою  );0p(2/px >=  
.xy)y,x(f 2=  
12.1.12. D – паралелограм зі сторонами ay,axy,xy =+==  і );0a(a3y >=  
.yx)y,x(f 22 +=  
12.1.13. D – круг радіуса R з центром в початку координат; .xRy)y,x(f 222 −=  
12.1.14. D – область, обмежена   дугами  парабол 2xy =  и .yx)y,x(f;xy 22 +==  
12.1.15. D – область, обмежена осями координат і параболою 
.xy)y,x(f;1yx ==+  
12.1.16. D – область, обмежена прямими xy,2x ==  і гіперболою ;1xy =  
.y/x)y,x(f 22= 12.1.17.D–трикутник,обмежений прямими 
).yx(cos)y,x(f;y,xy,0x +==== pi 12.1.18.D – трикутник, обмежений   
прямими .yx3)y,x(f;1x,x5y,xy +====  
12.1.19. D – область, обмежена  лініями .yxf;1x2y,x2y 2 −=−=−=  
12.1.20. D – область, обмежена  лініями    .xlny)y,x(f;2x,xy,1xy ====  
12.1.21. D–область,обмежена лініями                
.ysinx2cos)y,x(f;0y4x4,0y,0x +==−+== pi  
12.1.22.  D–область, визначена  нерівностями   
.yx3)y,x(f;3x
3
2y,9yx 22 +=+≥≤+  
12.1.23. D – область, обмежена  лініями        .yx)y,x(f;xax2y,0y 22 =−==  
12.1.24. D – трикутник з вершинами   .1y3x2)y,x(f);4,2(),1,1(),3,1( ++=−−−  
12.1.25. D – область, обмежена  параболою 2xy2 =  і прямою  
).yx/(x)y,x(f;xy 22 +==  
12.1.26. D – область, обмежена  лініями    
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.yx9xy)y,x(f;xy,xy,1x 5533 −=−===  
12.1.27. D – область, обмежена  лініями    
.yx4xy)y,x(f;xy,xy,1x 333 −=−===  
12.1.28. D – область, обмежена прямими 
.ye4)y,x(f;1x,
2
1
x,4lny,3lny xy2=====  
12.1.29. D – область, обмежена прямими     
.dxxysiny4)y,x(f;xy,
2
y,0x 2==== pi
 
12.1.30. D – область, обмежена  прямими 
.xycosy)y,x(f;y,
2
y,2x,1x ===== pipi  
Завдання 2.  Змінити порядок інтегрування в подвійному інтегралі:  
12.2.1.
20 1
1 1
( , )
x
x
dx f x y dy
−
− +
∫ ∫ .   12.2.2.
21 11
0 2
( , )
y
y
dy f x y dx
+ −
−
∫ ∫ . 
12.2.3. dyyxfdx
x
x
),(∫∫
32
0
.   12.2.4. dxyxfdy
y
y
),(∫∫
−
−−
1
1
1
0 2
. 
12.2.5.
21 2
1 0
2
( , )
x x
dx f x y dy
−
∫ ∫ .   12.2.6. dyyxfdx
x
xx
),(∫∫
−
4
8
4
0 2
. 
12.2.7.
211 2
0
( , )
y
y
dy f x y dx
−
∫ ∫ .   12.2.8. dxyxfdy
y
y
),(∫∫
−
−
−
2
4
2
1 2
.  
12.2.9. dyyxfdx
xe
e
),(
ln
∫∫
1
2
.   12.2.10. dxyxfdy
y
y
),(∫∫
1
2
1
. 
12.2.11.
2
1 2
0 2
( , )
x
x x
dx f x y dy
−
∫ ∫ .   12.2.12. ∫∫
−
−
22
2
2
1
xx
x
dyyxfdx ),( . 
12.2.13. dyyxfdx
x
x
),(∫∫
−
−
2
2
25
9
3
0
.  12.2.14. dxyxfdy
y
y
),(∫∫
−−− 2
1
2
. 
12.2.15.
1
0
( , )
x
x
dx f x y dy∫ ∫ .   12.2.16. dyyxfdx
x
x
),(∫∫
2
3
1
0
. 
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12.2.17.
22 4
1 0
( , )
x x
dx f x y dy
−
∫ ∫ .  12.2.18. dxyxfdy
y
y
),(∫∫
−
−
−
2
1
4
2
6 2
. 
12.2.19. dyyxfdx
x
x
),(∫∫
22
0
.   12.2.20. ∫∫
−
2
2
3
2
1
0
y
y
dxyxfdy ),( . 
12.2.21. dyyxfdx
x
e
),(
ln
∫∫
−
1
1
.   12.2.22.
2
1
42
0 2 4
( , )
x
x x
dx f x y dy
−
∫ ∫ . 
12.2.23.∫ ∫
−+
−
1
0
11
2
2y
y
dxyxfdy ),( .   12.2.24.∫ ∫
−−
−
1
0
11 2y
y
dxyxfdy ),( . 
12.2.25.∫ ∫
pi
0 0
x
dyyxfdx
sin
),( .   12.2.26. dyyxfdx
x
xx
),(∫∫
−
22
2
1
. 
12.2.27.
21
0
( , )
x
x
dx f x y dy
−
∫ ∫ .    12.2.28. dyyxfdx
x
x
),(∫∫
32
0
. 
12.2.29.
42
0 4
( , )
y
y
dy f x y dx
−
− −
∫ ∫ .   12.2.30.
24 25
0 0
( , )
x
dx f x y dy
−
∫ ∫ . 
 
 
РОЗДІЛ 13 
КРИВОЛІНІЙНІ ІНТЕГРАЛИ 
 
 
13.1. Криволінійні інтеграли 1-го роду 
 
Розглянемо просторову кусково-гладку криву L , обмежену точками A  
і B . Нехай у кожній точці ),,( zyxM  цієї кривої визначена неперервна 
функція )(),,( Mfzyxf = . Розіб'ємо дугу AB  на n частин точками 
0 1 2, , ,..., nA A A A A B= = . На кожній частині ii AA 1−  виберемо довільну точку  
),,( iiii zyxM  й обчислимо в ній значення функції ),,( iii zyxf . Число 
),,( iii zyxf  помножимо на довжину дуги il∆ . Утворимо суму 
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1
( , , )
n
n i i i i
i
S f x y z l
=
= ⋅ ∆∑ , 
названу інтегральною сумою по кривій L  функції ),,( zyxf . 
Криволінійним інтегралом I-го роду від функції ),,( zyxf  по кривій L  
називається межа інтегральної суми: 
max 0 1
( , , ) lim lim ( , , )
i
n
n i i i i
n l iL
f x y z dl S f x y z l
→∞ ∆ →
=
= = ∆∑∫ . 
Якщо функція  ),,( zyxf  неперервна у всіх точках дуги AB , то ця межа існує 
і не залежить ні від способу розбивки дуги AB , ні від вибору точки  
),,( iiii zyxM  на кожній з цих частин. 
 Якщо крива L  лежить у площині XOY , то функція  f залежить тільки 
від ),( yx : 
max 0 1
( , ) lim ( , )
i
n
i i i
l iL
f x y dl f x y l
∆ →
=
= ∆∑∫ . 
 
13.1.1. Обчислення криволінійних інтегралів 1-го роду 
 
 Обчислення криволінійних інтегралів I-го роду зводиться до 
обчислення визначеного інтеграла. Розглянемо різні способи задання кривої 
L  і перехід до визначеного інтеграла. 
 a) Якщо крива L  задана параметричними рівняннями: 
)(
)(
)(
)(
: 21 ttt
tzz
tyy
txx
L ≤≤





=
=
=
, 
то [ ]
2
1
2 2 2( , , ) ( ), ( ), ( )
t
t t t
L t
f x y z dl f x t y t z t x y z dt′ ′ ′= + +∫ ∫ , 
оскільки в цьому випадку dtzyxdl ttt
222
′+′+′= . Якщо крива лежить у 
площині XOY , то 
[ ]
2
1
2 2( , ) ( ), ( )
t
t t
L t
f x y dl f x t y t x y dt′ ′= +∫ ∫ . 
 б) Якщо плоску криву L  задано рівнянням )(xyy = , де bxa ≤≤ , то 
dxydl x
21 ′+= : 
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2( , ) ( , ( )) 1
b
x
L a
f x y dl f x y x y dx′= +∫ ∫ . 
 в) Якщо плоску криву L  задано рівнянням ( ), ( )ρ = ρ ϕ α ≤ ϕ ≤ β   у 
полярних координатах, то ϕρ′+ρ= ϕ ddl 22 : 
2 2( , ) ( cos , sin )
L
f x y dl f d
β
ϕ
α
′= ρ ϕ ρ ϕ ρ + ρ ϕ∫ ∫ . 
Нижня межа інтегрування в усіх випадках менше верхньої: ba < , 21 tt < , β<α . 
 
13.1.2. Застосування криволінійних інтегралів 1-го роду 
 
 а) Довжина дуги AB  кривої обчислюється як  
AB
l dl= ∫ . 
 б) Маса матеріальної дуги. Якщо в кожній точці кривої L  щільність 
маси )z,y,x(γ  є функцією координат цієї точки, то маса дуги кривої 
( )
( , , )
AB
m x y z dl= γ∫ . 
 в) Статичні моменти плоскої дуги відносно координатних осей 
визначаються за формулами: 
( ) ( )
( , ) ; ( , )OX OY
AB AB
M y x y dl M x x y dl= γ = γ∫ ∫ . 
 г) Координати центра ваги плоскої матеріальної дуги AB : 
( ) ( )
( ) ( )
( , ) ( , )
;
( , ) ( , )
AB ABOY OX
c c
AB AB
x x y dl y x y dl
M M
x y
m mx y dl x y dl
γ γ
= = = =
γ γ
∫ ∫
∫ ∫
. 
 д) Моменти інерції матеріальної дуги відносно координатних осей: 
2 2
( ) ( )
( , ) ; ( , )OX OY
AB AB
I y x y dl I x x y dl= γ = γ∫ ∫ . 
  
13.1.3. Приклади обчислення криволінійних інтегралів 1-го роду 
 
Приклад. Обчислити ( )5 8
L
x xy dl+∫ , де 4 1 2
1
: , 0, 1
4
L y x x x= = = . 
Розв′язання. Визначимо xy ′ , dl  і перейдемо до визначеного інтеграла: 
3xyx =′ , dxxdxydl x
62 11 +=′+= ; 
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( )
( )
1 1
5 6 5 4 6 5
0 0
11 36 6 6 2
0 0
18 1 8 1 3
4
1 1 11 ( 1) (1 ) 2 2 1 .
2 3 3
L
x xy dl x x x x dx x x dx
x d x x
 
+ = + + ⋅ = + = 
 
= + + = + = −
∫ ∫ ∫
∫
 
 
Приклад. (2 )
L
x y dl+∫ , де L  −  контур 
трикутника ABC , (1,0), (0,2), (0,0)A B C . 
Розв′язання. 
(2 ) (2 )
(2 ) (2 ) .
L AB
BC CA
x y dl x y dl
x y dl x y dl
+ = + +
+ + + +
∫ ∫
∫ ∫
 
Обчислимо кожний інтеграл окремо: 
 
а) :AB   1
1 2
x y
+ = ;   2,22 −=′+−= yxy ; 
dxdxydl x 51
2
=′+= ; 
1 1
0 0
(2 ) 5[2 ( 2 2)] 2 5 2 5
AB
x y dl x x dx dx+ = + − + = =∫ ∫ ∫ ; 
б) 0,0: =′= yxxBC ;  dydyxdl y =′+= 21 ; 
22 2
00
(2 ) 2
2
BC
y
x y dl ydy+ = = =∫ ∫ ; 
в) 0,0: =′= xyyCA ;  dxdxydl x =′+= 21 ; 
1 12
0
0
(2 ) 2 1
CA
x y dl xdx x+ = = =∫ ∫ . 
Отже, (2 ) 2 5 2 1 3 2 5
L
x y dl+ = + + = +∫ . 
 
Приклад. Обчислити (2 4 4 1)
L
x y z dl+ − +∫ , де L - відрізок прямої між 
B 
Y 
X 
C A 
Рис 13.1. 
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ρ 0 
φ=π/4 
Рис. 13.2 
точками )3,9,8(1M  і )5,10,6(2M .  
Розв′язання. Складемо рівняння прямої, що проходить через точки 1M  
і 2M : 
12
1
12
1
12
1
zz
zz
yy
yy
xx
xx
−
−
=
−
−
=
−
−
;   t
zyx
=
−
=
−
=
−
−
2
3
1
9
2
8
. 
Якщо ввести параметр t , одержимо рівняння: 
10,
32
9
82
≤≤





+=
+=
+−=
t
tz
ty
tx
; 
dtdtdtzyxdl ttt 3414
222
=++=′+′+′= ; 
[ ]
1 1
0 0
(2 4 4 1) 3 2( 2 8) 4( 9) 4(2 3) 1 3 (41 8 ) 111.
L
x y z dl t t t dt t dt+ − + = − + + + − + + = − =∫ ∫ ∫  
 
Приклад. Обчислити ( )
L
x y dl+∫ , де L : пелюстка лемніскати 
sin 2ρ ϕ= , розташована у першому координатному куті. 
Розв’язання.  
2 2cos ,sin 2 ,
sin .
x
a dl d
y ϕ
ρ ϕρ ϕ ρ ρ ϕρ ϕ
=
′= = +
=
. 
2 2
2cos 2 cos 2; ;
sin 2sin 2
a a
ϕ ϕ
ϕ ϕρ ρ
ϕϕ
′ ′= =
 
2 2 2
2 2 2 cos 2sin 2
sin 2 sin 2
a a
aϕ
ϕρ ρ ϕ
ϕ ϕ
′+ = + =  . 
Для встановлення меж інтегрування слід 
визначити проміжок зміни ϕ , що відповідає 
пелюстці кривої у першому координатному куті. 
Очевидно, 


 pi
∈ϕ
2
0, . Тоді 
2
0
( ) ( cos sin )
sin 2
L
a
x y dl d
pi
+ = ρ ϕ + ρ ϕ ϕ =
ϕ∫ ∫   
  
=
2
2
0
(cos sin )a d
pi
ϕ ϕ ϕ+ =∫ 2 2 22
0
(sin cos ) (1 1) 2 .a a a
pi
ϕ − ϕ = + =
 
  
Приклад. Обчислити  2 2 2 2 2 22 . : ,
L
x y dl L x y z a z x+ + + = =∫ . 
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Розв′язання. Лінія задана перетином двох поверхонь: сфери і площини. 
Складемо параметричні рівняння цієї лінії. Для цього, підставляючи в 
рівняння сфери  z = x, одержимо спочатку рівняння проекції заданої лінії на 
площину XOY: 
1
2 2
2
2
2
=+
a
y
a
x
. 
Ця проекція є еліпс з півосями 2a  та а. Параметричні рівняння еліпса 
мають вигляд: 
[ ]cos ; sin ; 0,2
2
a
x t y a t t= = ∈ pi . 
Оскільки  z = x, параметричне рівняння лінії L має вигляд: 
[ ]cos ; sin ; cos ; 0,2
2 2
a a
x t y a t z t t= = = ∈ pi . 
Знайдемо: 
2
2 2 2 2 2 22 sin cos
2
adl x y z dt t a tdt adt′ ′ ′= + + = + = ; 
2 22
2 2 2 2 2 2 2
0 0
2 2 cos sin 2
2
L
a
x y dl t a t a dt a dt a
pi pi
+ = + ⋅ ⋅ = = pi∫ ∫ ∫ . 
Приклад. Знайти довжину дуги гвинтової лінії:  
4cos
: 4sin , (0 2 )
3
x t
L y t t
z t
=

= ≤ ≤ pi

=
. 
Розв′язання.      
4cos 4sin
: 4sin , (0 2 ) 4cos
3 3
t
t
t
x t x t
L y t t y t
z t z
′ = = −
 
′= ≤ ≤ pi ⇒ = 
 
′= =
; 
2 2 2 2 216sin 16cos 9 5t t tdl x y z dt t t dt dt′ ′ ′= + + = + + = ; 
2
1
2
22 2 2
0
0
5 5 10
t
t t t
L t
l dl x y z dt dt t
pi
pi
′ ′ ′= = + + = = = pi∫ ∫ ∫ . 
Приклад. Знайти центр ваги гвинтової лінії: 
cos , sin , , 0, 2x a t y a t z bt t
pi = = = ∈
 
, якщо лінійна щільність у кожній 
точці є пропорційною добутку перших двох координат.  
Розв′язання. Для розвязання використовуємо формули: 
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( , , ) ( , , ) ( , , )
; ;
( , , ) ( , , ) ( , , )
L L L
c c c
L L L
x x y z dl y x y z dl z x y z dl
x y z
x y z dl x y z dl x y z dl
γ γ γ
= = =
γ γ γ
∫ ∫ ∫
∫ ∫ ∫
. 
Знайдемо масу дуги:  ( , , )
L
m x y z dl= γ∫ . Відповідно до умови, kxyzyx =γ ),,( , 
тоді 
dtbadtbtatadtzyxdl ttt
2222222222 cossin +=++=′+′+′= ; 
2 2
2 2 2 2 2
0 0
2 2 2 22
2 2 2
0
cos sin
sin
;
2 2
m kxy a b dt k a b a t tdt
t a k a b
a k a b
pi pi
pi
= + = + =
+
+ =
∫ ∫
 
2 3 2 2
3 2 2 2
0
( , , ) cos sin
3
L
ka a b
x x y z dl ka a b t tdt
pi
+γ = + =∫ ∫ ; 
2 3 2 2
3 2 2 2
0
( , , ) sin cos
3
L
ka a by x y z dl ka a b t tdt
pi
+γ = + =∫ ∫ ; 
2
2 2 2
0
22 2 2 2 2 2
0
( , , ) sin cos
sin 2 ;
2 2 4
L
z x y z dl kba a b t t tdt
a bk a b a bk a b
t tdt
pi
pi
γ = + =
+ + pi
= =
∫ ∫
∫
 
4,3
2
,3
2 bzayax ccc pi=== . 
 
13.2.  Криволінійні інтеграли 2-го роду 
 
1) Нехай L кусково-гладка просторова крива, на якій задано напрям, а 
)z,y,x(P , )z,y,x(Q , )z,y,x(R   –  неперервні функції на ній. Розіб'ємо криву 
L на елементарні ділянки ii AA 1− , проекції яких на координатні осі Ox, Oy, Oz 
відповідно позначимо 1−−=∆ iii xxx , 1−−=∆ iii yyy , 1−−=∆ iii zzz . 
Виберемо на кожній з ділянок довільну точку ),,(M iiii ςηξ  й обчислимо 
значення функції в цій точці. 
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Створимо суму: 
( )
1
( ) ( )
n
n i i i i i
i
W P M x Q M y R Mi z
=
= ∆ + ∆ + ∆∑ , 
що називається інтегральною сумою по координатах. Якщо при наближенні  
до нуля ця сума має скінчену межу W, що не залежить від способу розбивки 
кривої і вибору точок iM , то ця межа називається криволінійним інтегралом 
II-го роду по кривій L  і позначається 
( , , ) ( , , ) ( , , )
L
W P x y z dx Q x y z dy R x y z dz= + +∫ . 
 Криволінійний інтеграл II-го роду залежить від вибору напряму кривої. 
Якщо змінити напрям кривої, то інтеграл змінює знак: 
AB BA
Pdx Qdy Rdz Pdx Qdy Rdz+ + = − + +∫ ∫ . 
За своїм фізичним змістом криволінійний інтеграл II-го роду є робота змінної 
сили ( )R,Q,PF =r , точка прикладання якої описує криву L. 
 2) Обчислення криволінійного інтеграла II-го роду зводиться до 
обчислення визначеного інтеграла.  
a) Якщо плоска крива задана рівнянням [ ]( ), ,y y x x a b= ∈ , причому 
початку кривої відповідає ax = , а кінцю  –  bx = , то 
( , ) ( , ) [ , ( )] [ , ( )]
b
x
L a
P x y dx Q x y dy P x y x dx Q x y x y dx′+ = +∫ ∫ . 
б) Якщо крива L  задана параметричними рівняннями і початку кривої 
відповідає значення параметра 1tt = , а кінцю  –  2tt = : 
[ ]1 2( ) , ,( )
x x t
t t t
y y t
=
∈
=
,  
то 
2
1
( , ) ( , ) [ ( ), ( )] [ ( ), ( )]
t
t t
L t
P x y dx Q x y dy P x t y t x dt Q x t y t y dt′ ′+ = +∫ ∫ . 
Зверніть увагу, що у випадку a) і у випадку б) нижня межа інтеграла 
не обов'язково менше верхньої. 
В однозв′язній області D для функцій P, Q, R , що мають неперервні 
похідні першого порядку, необхідною і достатньою умовою повного 
диференціала є виконання таких рівностей: 
x
R
z
P
z
Q
y
R
y
P
x
Q
∂
∂
=
∂
∂
∂
∂
=
∂
∂
∂
∂
=
∂
∂
;; . 
в) Якщо під знаком інтеграла стоїть повний диференціал 
),,( zyxdURdzQdyPdx =++ , 
то незалежно від форми кривої L, повністю розташованої в області D, 
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( ) ( ) ( )
L
Pdx Qdy Rdz U B U A+ + = −∫ , 
де А - початкова, а В - кінцева точка шляху інтегрування. Тоді функцію 
),,( zyxU
 можна знайти за формулою  
0 0 0 0
0 0 0( , , ) ( , , ) ( , , ) ( , , )
yx z
M M x y z
U x y z C dU P x y z dx Q x y z dy R x y z dz+ = = + +∫ ∫ ∫ ∫ , 
де ( )000 z,y,x  - довільна точка області D. 
 Якщо вираз dy)y,x(Qdx)y,x(P +  - повний диференціал у деякій 
однозв'язній області D, то криволінійний інтеграл по будь-якому замкненому 
контуру L дорівнює нулю і навпаки. 
г) Зв'язок між криволінійним і подвійним інтегралом. Якщо L  − 
кусково-гладкий замкнений контур, що обмежує  область D , орієнтований 
так, що при обході L  область D  залишається ліворуч, а функції ),( yxP  і 
),( yxQ
 − неперервні разом зі своїми частинними похідними першого 
порядку в замкненій  області D , то має місце формула Гріна: 
( ) ( )
( )
∫ ∫∫ 





∂
∂
−
∂
∂
=+
L D
dxdy
y
P
x
QdyyxQdxyxP ,, . 
 3) Застосування криволінійного інтеграла 2-го роду. 
a) Площа плоскої фігури, обмеженої кривою L , 
∫ −=
L
ydxxdyS
2
1
. 
б) Робота, здійснена змінною силою ),,( RQPFr  уздовж шляху L : 
L
W Pdx Qdy Rdz= + +∫ . 
 
13.2.1. Приклади обчислення криволінійних інтегралів 2-го роду 
 
Приклад. Обчислити 2 2
L
dy
x dx
y
+∫ , де L - дуга кривої yx
1
=
 від точки 
1(4, )4A  до (1,1)B .  
Розв′язання. З рівняння кривої 2
11
x
y
x
y −=′= , . Змінна х відіграє роль 
параметра. Початковій точці кривої відповідає 4=x , кінцевій  –  1=x : 
1 1
2 2 2 2
2 2
4 4
1 ( 1) 18
L
dy
x dx x dx x dx x dx
y x
+ = − = − = −∫ ∫ ∫ . 
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Приклад. Обчислити 
L
ydx xdy+∫ , де L  – дуга астроїди tax 3cos= , 
tay 3sin= , що пробігається від ( )0,aA  до ( )0,B a .  
Розв′язання.  Знайдемо:  
tdttadx 2cossin3−= ,  tdttady cossin3 2= , 
.2cos2sin
4
3)sin(coscossin3
sincos3cossin3
2222222
242242
tdttadttttta
tdttatdttaxdyydx
=−=
=+−=+
  
Початковій точці шляху відповідає 0=t , кінцевій – 
2
t
pi
= , тоді 
2 3 2
2 2 2
00
3 3 sin 2
sin 2 cos2 0.
4 8 3
L
tydx xdy a t tdt a
pi pi
+ = = =∫ ∫  
Приклад. Обчислити 2 2 2
L
y dx x dy z dz+ +∫ , де L  – відрізок прямої у 
просторі від точки )2,0,1(A  до )4,1,3(B . 
Розв′язання. Складемо рівняння прямої, що проходить через точки A  і 
B : 
t
zyx
=
−
==
−
2
2
12
1
. 
Одержимо  параметричні рівняння прямої: 
.2,22
;,
;2,12
dtdztz
dtdyty
dtdxtx
=+=
==
=+=
 
Параметр змінюється  в межах BA ttt ≤≤ , тобто  10 ≤≤ t , тоді 
2 2 2
1 1
2 2 2 2
0 0
712 (1 2 ) (2 2) 2 (14 20 9) .
3
L
y dx x dy z dz
t dt t dt t dt t t dt
+ + =
= + + + + = + + =
∫
∫ ∫
 
Приклад. Знайти площу еліпса 1
2
2
2
2
=+
b
y
a
x
. 
Розв′язання. Перейдемо до параметричних рівнянь cos ; sinx a t y b t= = . 
Додатному обходу контуру відповідає зміна параметра t  від 0 до pi2 , тоді 
2 2
0 0
1 1 1
cos cos sin sin 2
2 2 2 2
L
abS xdy ydx a tb tdt b ta tdt ab dt ab
pi pi
= − = + = = pi = pi∫ ∫ ∫ . 
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Приклад. Перевірити, що даний вираз є повним диференціалом функції 
),( yxu , і знайти цю функцію: 
dyyxQdxyxPdxxydyx ),(),()2cos23()2sin1( +=+−− . 
Розв′язання. Знайдемо: x
x
Q
x
y
P 2cos2;2cos2 −=
∂
∂
−=
∂
∂
. 
Оскільки 
x
Q
y
P
∂
∂
=
∂
∂
, то вираз dyyxQdxyxP ),(),( +  є повним диференціалом 
функції ),( yxu . Знайдемо цю функцію, приймаючи 0 00; 0x y= = : 
0 0
0
0 0
( , ) ( , ) ( , ) 3 (1 sin 2 )
3 (1 sin 2 ) .
y yx x
x y
u x y P x y dx Q x y dy C dx x dy C
x x y C
= + + = − + − + =
= − + − +
∫ ∫ ∫ ∫
 
Приклад. Обчислити ∫ +−
L
dyxyydxx 22 , де L  – коло 222 ayx =+ , що 
пробігається в додатному напрямку. 
Розв′язання. Маємо 2 2( , ) ; ( , )P x y x y Q x y xy= − = ;   
2 2;
P Q
x y
y x
∂ ∂
= − =
∂ ∂ . 
Оскільки функції ( , ), ( , ), ,P QP x y Q x y
y x
∂ ∂
∂ ∂  − неперервні в області 
D , обмеженій колом L , застосуємо формулу Гріна: 
( )
∫ ∫∫ 





∂
∂
−
∂
∂
=+
L D
dxdy
y
P
x
QQdyPdx ; 
( )
( )
∫ ∫∫ +=+−
L D
dxdyxydyxyydxx 2222 . 
У подвійному інтегралі перейдемо до полярних координат, тому що 
область інтегрування D  − це круг 222 ayx ≤+ : 
2 2 2 2cos ; sin ; ;x y x y a= ρ ϕ = ρ ϕ + = = ρ  
( ) 2 4 42 2 2 3
0 0
2
4 2
a
D D
a a
x y dxdy d d d d
pi
pi
+ = ρ ρ ρ ϕ = ϕ ρ ρ = pi =∫∫ ∫∫ ∫ ∫ . 
Приклад. Знайти функцію за повним диференціалом: 
( )
( )2
2
yzx
yzdxxydzzxdydu
−
−+
= . 
Розв′язання. Щоб знайти u(x,y,z), проінтегруємо цей вираз уздовж 
ламаної ABMM 0 , відрізки якої паралельні координатним осям, обравши 
початкову точку в M0(1,0,0): 
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( )
0 0
, ,
M M M A AB BM
u x y z du du du du= = + +∫ ∫ ∫ ∫ . 
Обчислимо кожний інтеграл окремо.  
Рівняння лінії     
( )
( )
0
0 2
2
: 0, 0 0
M A
zxdy xydz yzdx
M A y z
x yz
+ −
= = ⇒ =
−
∫ . 
Рівняння лінії     
( )
( )2
2
: , 0 0
AB
zxdy xydz yzdx
AB x const z
x yz
+ −
= = ⇒ =
−
∫ . 
Рівняння лінії   
( )
( )2
2
: ,
BM
zxdy xydz yzdx
BM x const y const
x yz
+ −
= = ⇒ =
−
∫  
           
( )
( )
( ) ( )2 2 00 0
2 22 2 .
z z zd x yzxydz x x
x C
x yz x yzx yz x yz
−
= = − = = +
− −
− −
∫ ∫  
Отже,    ( ) C
yzx
x
z,y,xu +
−
=
2
. 
 
 
Контрольні завдання до розділу 13 
 
Завдання 1. Обчислити криволінійний інтеграл 1-го роду:  
13.1.1.  ( )
L
xy x dl−∫ ; L  − дуга кривої: 2 , (0 2)y x x= ≤ ≤ . 
13.1.2.  2( ) ; : , (1,0), (0,1)
L
x y dl L відрізок AB A B+∫ . 
13.1.3.  41 cos ; : tg (0 )
4
L
xdl L y x x pi+ = ≤ ≤∫ . 
   z 
 
  M(x,y,z) 
 
        y 
      M0 
  A                B 
x 
Рис. 13.3 
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13.1.4.  4sin 1 sin ; : ctg ( )
4 2
L
x xdl L y x xpi pi+ = ≤ ≤∫ . 
13.1.5.  2 2( 2 ) ; : 2 , 0 2, 0
L
x y dl L x y x y− = ≤ ≤ ≥∫ . 
13.1.6.  4sin cos ; : ln sin ( )
4 3
L
x xdl L y x xpi pi= ≤ ≤∫ . 
13.1.7.  2 3sin cos ; : ln cos (0 )
4
L
x xdl L y x x pi= ≤ ≤∫ . 
13.1.8.  4 2sin cos ; : lncosec ( )
6 3
L
x xdl L y x xpi pi= ≤ ≤∫ . 
13.1.9.  4 2cos sin ; : ln sec (0 )
6
L
x xdl L y x x pi= ≤ ≤∫ . 
13.1.10.  ;
L
xdl∫   L  −  дуга кола: (0 )2R
piρ = ≤ ϕ ≤
 
13.1.11.      
2
2
cos
;
1 cosL
x dl
x+
∫ L  − дуга синусоїди: sin (0 )y x x= ≤ ≤ pi . 
13.1.12. 2 2
L
x y dl+∫ ; L  – верхня половина кардіоїди: )cos( ϕ+=ρ 1a . 
 13.1.13.  
3
2
sin
; : cos (0 )
21 sinL
x dl L y x x
x
pi
= ≤ ≤
+
∫  
13.1.14. ( )1 22 2
L
x y dl+∫ ; L  – дуга кола: 
2 2 16, 0.x y y+ = ≥
 
13.1.15. .  
3
2
sin
; : cos (0 )
21 sinL
x dl L y x x
x
pi
= ≤ ≤
+
∫  
13.1.16. 2 2
L
y x dl+∫ ; L  – дуга кола: cos , sin , 0 2x t y t t
pi 
= = ≤ ≤ 
 
. 
13.1.17. 
L
ydl∫ ; L  – перша арка циклоїди:  
3( sin ), 3(1 cos )x t t y t= − = − . 
13.1.18.  ( 2 3 )
L
x y z dl+ −∫ ;  L  − відрізок прямої між точками 
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(1,3, 1), (3,5, 1)A B− − . 
13.1.19.  ( )
L
x y z dl− +∫ ;  L  − відрізок прямої між точками (0,1,2), (4,3,4)A B . 
13.1.20.  2 2( )
L
y x x y dl− +∫ ;  L  − дуга кривої:  
2 2 4, 0x y y+ = ≥ . 
13.1.21. ( 3 )
L
x y dl+∫ ; L  – дуга кривої:
2 24 4, 0, 0x y x y+ = ≥ ≥ . 
13.1.22.  ( 5 )
L
y x dl+∫  ;  L  − відрізок прямої:  2y-3x=6, 0 3x≤ ≤ . 
13.1.23. 2 2( )
L
x y dl+∫  ; 
: (cos sin ), (sin cos ) (0 2 )L x a t t t y a t t t t= + = − ≤ ≤ pi .0 3x≤ ≤  
13.1.24.  
L
xyzdl∫  ;  2 3
1 1
: , , 8 (0 1)
2 3
L x t y t z t t= = = ≤ ≤ . 
13.1.25.  2 2 2( )
L
x y z dl+ +∫  ;  L   -  дуга гвинтової лінії: 
cos , sin , (0 2 )x a t y a t z bt t= = = ≤ ≤ pi . 
13.1.26.  
L
xydl∫  ;  L   − дуга еліпса:  cos , sin (0 )2x a t y b t t
pi
= = ≤ ≤ . 
13.1.27. 
L
zdl∫ ; L  − дуга конічної гвинтової лінії: 
cos , sin , (0 )x t t y t t z t t= = = ≤ ≤ pi ; 
13.1.28. 2 2 3 2( )L
dl
x y+∫
;  L  − дуга гіперболічної спіралі 
1 21, 3, 2 2ρϕ = ϕ = ϕ = . 
13.1.29.  2 2
L
x y dl+∫  ;  L  −  коло: Rxyx =+ 22 . 
13.1.30.  ( )
L
xy x dl+∫  ; L  −  дуга параболи у=2 2x +1, 0 1x≤ ≤ . 
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