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Abstract: In coding theory, it is important to find upper bounds for the code size given a code
length and minimum distance. The Hamming bounds and Linear Programming (LP) bounds were
proposed in previous works. On the other hand, Masnick et al. proposed Unequal Error Protection
(UEP) codes and modified Hamming bounds as upper bounds for the code size of UEP codes. In our
previous work, we defined 2-level UEP codes as a subclass of UEP codes, and derived LP bounds for
2-level UEP codes. In this paper, we define multi-level UEP codes by extending 2-level UEP codes,
and derive LP bounds for multi-level UEP codes. Moreover, we show that LP bounds for UEP codes
are tighter upper bound than modified Hamming bounds.
KEYWORDS: Unequal Error Protection Code, Linear Programming Bound, Inner Distri-
bution
要旨 符号長 n と最小距離 d の誤り訂正符号に対し，符号語数の上界として，ハミング限界や線形計画
(Linear Programming: LP) 限界が知られている．一方，Masnick らによって不均一誤り訂正 (Unequal
Error Protection: UEP) 符号が提案された．UEP符号においても，符号語数の上界として，ハミング限界
を拡張した修正ハミング限界が示されている．従来，著者らは UEP符号のサブクラスとして 2-レベル UEP
符号を定義し，その LP 限界を示した．本論文では，2-レベル UEP 符号を拡張した，多レベル UEP 符号








Error Protection: UEP) 符号が提案された [3]．この
符号は符号語シンボルごとに訂正能力が異なるもので
ある2．UEP符号の応用として，例えば数値データの













スである，2-レベル UEP を定義し，その LP 限界を
提案した [9]．本論文では，まず 2-レベル UEP符号を
拡張した多レベル UEP 符号を定義する．そして，多
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2 準備
F2 = {0, 1} を 2 元有限体とする．F2 上長さ n
(nは正整数)の全てのベクトルから成る集合を Fn2 と
する．x がベクトルであるとき，xi を x の i 番目の
要素とする．任意の x, y ∈ Fn2 に対して，x + y =
(x1+ y1, x2+ y2, . . . , xn+ yn)とし，wh(x)を xのハ
ミング重み，dh(x,y) を x と y のハミング距離とす
る．また，有限集合 Aに対し，|A|を Aのサイズ (要
素数)とする．
Fn2 の部分集合 C(|C| = M) を符号長 n，符号語数
M の 2元符号，もしくは 2元 (n,M)符号と呼ぶ．本
論文では 2 元符号を扱うため，以下では 2 元 (n,M)
符号を単に (n,M)符号と呼ぶ．また，符号 C に含ま
れる長さ nの系列 x ∈ C を符号語と呼ぶ．このとき，
xi は xの i番目の符号語シンボルであり，iを符号語
シンボルのインデックスと呼ぶ．また，(n,M)符号 C
の最小距離 dを
d = min{dh(x,y)|x,y ∈ C,x ̸= y} (1)
と定義する．このとき，最小距離 d の (n,M) 符号を











1 (m = 0)
0 (上記以外)
(2)















k = 0, 1, 2, . . . (3)
と定義する [1, p.130]．すると，Pk(x;N)は変数 x，次
数 k の多項式である．また，i, N が 0 ≤ i ≤ N を満
たす整数のとき，以下に示す z の多項式が 2項定理よ
り成り立つ [1, Ch.5 式 (16)]．







3.1 節では，文献 [3] に従い，セパレーション及び
UEP 符号を定義する．更に本研究で対象とする µ-レ
ベル UEP符号を定義する．
本論文全体を通じ，n, n1, n2, · · · , nµ, d, d1, d2,
· · · , dµ を以下を満たす正整数とする．
n = n1 + n2 + · · ·+ nµ, (5)
d1 > d2 > · · · > dµ = d. (6)
セパレーション及び UEP符号を次のように定義する．
Definition 1. (n,M)符号Cに対して，Cのセパレー
ション s = (s1, s2, . . . , sn)を次のように定義する．
sℓ = min{dh(x,y)|x,y ∈ C, xℓ ̸= yℓ},
ℓ = 1, 2, . . . , n. (7)
このとき，sℓ ̸= sℓ′ を満たす ℓ, ℓ′ が存在するならば，
C を UEP符号と呼ぶ3．
式 (7)の sℓ は，任意の符号語 x = (x1, x2, . . . , xn)
の位置 ℓ，すなわち xℓ の誤り訂正能力を表す評価尺度
である．(n,M) 符号 C の最小距離 d とセパレーショ
ン sは d = min{sℓ|ℓ = 1, 2, . . . , n} の関係を満たす．
UEP符号のサブクラスとして，次の µ-レベル UEP
符号を定義する．
Definition 2. Cを次のセパレーション sを持つ (n,M,
3文献 [3]を初め，UEP符号に関する多くの文献では，








sℓ = min{wh(mG)|m ∈ Fk2 ,mℓ ̸= 0}, ℓ = 1, 2, . . . , k






d1 (1 ≤ i ≤ n1),








このとき，C を ((n1, · · · , nµ),M, (d1, · · · , dµ))UEP







Cを (n,M)符号とする．このとき，(n1, n2, · · · , nµ)
分割 T を
T = {T1, T2, · · · , Tµ}, (9)
T1 = {1, 2, . . . , n1}, (10)












と定義する．T1, T2, · · · , Tµ は µ個に分割した符号語
シンボルのインデックスの集合である．




|supp(x) ∩ T1|, |supp(x) ∩ T2|,
· · · , |supp(x) ∩ Tµ|
)
∈ Nµ (14)
を xの T 重み (T -weight)と呼ぶ．但し，Nは非負整数
の集合である．ハミング重みwh(x)と T 重みwT (x) =
(wT (x)1, wT (x)2, · · · , wT (x)µ)はwh(x) = wT (x)1+
wT (x)2 + · · ·+ wT (x)µ を満たす．また，
W (T ) =
{
i = (i1, i2, · · · , iµ)
��� i1 ≤ |T1| = n1,
i2 ≤ |T2| = n2, · · · , iµ ≤ |Tµ| = nµ
}
(15)
を T の重み集合 (weight set)と呼ぶ．このとき，(n,M)
符号の分割 T における内部分布を次のように定義する
[10, p.90]．




���{(x,y) ∈ C × C���wT (y − x) = i}��� (16)
を C の分割 T における内部分布と呼ぶ． □
次に，3.1節で述べた ((n1, · · · , nµ),M, (d1, · · · , dµ))
UEPの内部分布の性質をまとめる．
Lemma 1. Cを ((n1, · · · , nµ),M, (d1, · · · , dµ))UEP
符号，T を (n1, n2, · · · , nµ)分割とする．Ai, i ∈W (T )





A(0,0,··· ,0) = 1, (18)
Ai = 0, i ∈ D \ {(0, 0, · · · , 0)}, (19)
Ai ≥ 0, i ̸∈ D, (20)
が成り立つ．但し，
D =
i ∈W (T )���i1 ̸= 0,
µ∑
j=1
ij ≤ d1 − 1

∪
i ∈W (T )���i2 ̸= 0,
µ∑
j=1





i ∈W (T )���
µ∑
j=1




式 (17), (18), (20) は内部分布の定義より明らかで
ある．式 (19) は次の通りである．((n1, · · · , nµ),M,
(d1, · · · , dµ)) UEP符号の定義から，x,y ∈ C, wT (x−
y)j ̸= 0, 1 ≤ j ≤ µならば，dh(x,y) ≥ dj が成り立つ．
但し，wT (e) = (wT (e)1, wT (e)2, · · · , wT (e)µ) とし
ている．以上から，式 (19)が成り立つ． □
更に，文献 [10, Proposition 5]から次の補題が容易
に得られる．
2 準備
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sℓ = min{wh(mG)|m ∈ Fk2 ,mℓ ̸= 0}, ℓ = 1, 2, . . . , k
が用いられる．但し，k = log2M である．
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Lemma 2. Cを ((n1, · · · , nµ),M, (d1, · · · , dµ))UEP
符号，T を (n1, n2, · · · , nµ)分割とする．Ai, i ∈W (T )
が C の T における内部分布であるならば，任意の






Piℓ (jℓ;nℓ) ≥ 0 (22)
が成り立つ．
Proof: 証明は A1. を参照． □






µ-レベル UEP符号において正整数 n1, n2 · · · , nµ,





Lemma 3. ((n1, · · · , nµ),M, (d1, · · · , dµ)) UEP 符
号が存在するとき，
M ≤MHB(n1, · · · , nµ; d1, · · · , dµ) (23)























が成り立つ．但し wT (e) = (wT (e)1, wT (e)2, · · · ,
wT (e)µ) とする．
Proof: 証明は A2. を参照． □
4 µ-レベル不均一誤り訂正符号の線形計画
限界
4 節では，µ-レベル UEP 符号の LP 限界 (UEP-
LPB) を導出する．まず，次の LP 問題とその最適値
MLP (n1, n2, · · · , nµ; d1, d2, · · · , dµ)を定義する．
Definition 4. D は式 (21) であるとする．Let D be
defined by Eq. (21). このとき，MLP (n1, n2, · · · , nµ;
d1, d2, · · · , dµ)を次の LP問題の最適値 (
∑






A(0,0,···0) = 1, (27)
Ai = 0, i ∈ D \ {(0, 0, · · · 0)} (28)





Piℓ (jℓ;nℓ) ≥ 0, i ∈W (T ). (30)
□
式 (26)-(30) は，式 (17)-(20) 及び，式 (22)と対応
している．このとき，次の UEP-LPBが得られる．
Theorem 1. ((n1, · · · , nµ),M, (d1, · · · , dµ))UEP符
号が存在するとき，




Theorem 2. ((n1, · · · , nµ),M, (d1, · · · , dµ)) UEP符
号が存在するとき，
M ≤MLP (n1, · · · , nµ; d1, · · · , dµ)








Lemma 4. [1, Ch.5 Theorem 16] 任意の a, b ∈ {0, 1,















とする．すなわち，a = bのとき δa,b = 1，a ̸= bのと
き δa,b = 0となる． □
Lemma 5. [1, Ch.5 Theorem 17] 任意の a, b ∈ {0, 1,











Lemma 6. h + i < j を満たす任意の h, i, j ∈ {0, 1,







Ph(l;N)Pi(l;N)Pj(l;N) = 0. (35)








(1 + x)N−l(1− x)l(1 + y)N−l(1− y)l
×(1 + z)N−l(1− z)l (36)
=
{
(1 + x)(1 + y)(1 + z)
+(1− x)(1− y)(1− z)
}N
(37)
= 2N (1 + xy + yz + zx)N . (38)
但し，式 (37)は 2項定理から得られる．ここで，h+i <
j であるとき，式 (38)における xhyizj の係数は 0と
なる．従って，式 (35)が得られる． □



















α(0,0) = 1, (40)




Piℓ (jℓ;nℓ)αi ≤ 0,
∀j ∈W (T ) \ D.(42)
LP問題の双対定理 [1, Ch.17 Theorem 15, 16]より，
双対問題の実行可能解の目的関数値 (式 (39) の値) は
Definition 4で示した主問題の最適解MLP (n1, n2, · · · ,












i ∈W (T )
��� µ∑
j=1


















式 (23) の右辺になることを示す．すなわち，式 (43)
が双対問題の実行可能解であり，式 (23)の右辺がその
ときの目的関数値であることを示す．
明らかに，α(0,0,··· ,0) = 1, αi ≥ 0, i ∈ W (T ) なの
で，式 (40), (41)が成立する．式 (42)については次の
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となる．なお，式 (46) は Lemma 5 を，式 (47) は
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付　録
A1. Proof of Lemma 2
i, j,Nが 0 ≤ i, j ≤ Nを満たす整数のとき，wh(v) =
j を満たす任意の v ∈ Fn2 について，
Pi(j;n) =
∑
u ∈ Fn2 ,
wh(u) = i
(−1)uv (52)
が成り立つ [11, Theorem 4.10]．但し，uvは uと vの
内積とする．従って，wh(v1) = j1 · · · , wh(vµ) = jµ


















u ∈ Fn2 ,
wT (u) = (i1, · · · , iµ)
(−1)uv (55)















wT (y − x) = j
∑
u ∈ Fn2 ,






u ∈ Fn2 ,







A2. Proof of Lemma 3
((n1, · · · , nµ),M, (d1, · · · , dµ))符号 Cを仮定する．
まず，任意の x, x′ ∈ C (x ̸= x′), e, e′ ∈ E について，
x+ e ̸= x′ + e′ (59)
が成り立つことを示す．式 (59) の右辺を左辺に移項
した




d1 (wT (x− x′)1 > 0)
d2 (wT (x− x′)2 > 0)
...
dµ (wT (x− x′)µ > 0)
(61)
が ((n1, · · · , nµ),M, (d1, · · · , dµ)) 符号の定義より明
らかである．ここで，wT (x− x′)1 > 0であるとき，
wh(e− e′) ≤ wh(e) + wh(e′) ≤ d1 − 1 (62)
なので，(x−x′)+(e−e′) ̸= 0である．更に，wT (x−
x′)1 = · · · = wT (x − x′)i−1 = 0, wT (x − x′)i >
0 (i = 2, · · · , µ) の場合を考える．1 ≤ j ≤ i and
wT (e−e′)j ̸= 0を満たす jが存在するとき，明らかに
(x−x′)+(e−e′) ̸= 0が成り立つ．一方，wT (e−e′)1 =




wT (e− e′)ℓ ≤ di − 1 (63)



























































となる．なお，式 (46) は Lemma 5 を，式 (47) は
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から，(x−x′)+(e−e′) ̸= 0 が成り立つ．従って，式
(59) が証明された．
次に，式 (23)を証明する．ここで，C = {x1,x2, . . . ,
xM}，B(xi) = {xi + e|e ∈ E}, i = 1, 2, . . . ,M と
する．式 (59) から，任意の i, j (i, j ∈ {1, 2, . . . ,M},
i ̸= j)について, B(xi)∩B(xj) = ϕが成り立つ．従っ
て，B(x1) ∪B(x2) ∪ · · · ∪B(xM ) ⊆ Fn2 であり，
|B(x1) ∪B(x2) ∪ · · · ∪B(xM )| = M |E| ≤ 2n(64)
が示された．
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