Abstract. This paper presents a novel neural network model, called similarity neural network (SNN), designed to learn similarity measures for pairs of patterns. The model guarantees to compute a non negative and symmetric measure, and shows good generalization capabilities even if a very small set of supervised examples is used for training. Preliminary experiments, carried out on some UCI datasets, are presented, showing promising results.
Introduction
In many pattern recognition tasks, appropriately defining the distance function over the input feature space plays a crucial role. Generally, in order to compare patterns, the input space is assumed to be a metric space, and Euclidean or Mahalanobis distances are used. In some situations, this assumption is too restrictive, and the similarity measure could be learnt from examples.
In the last few decades, the perception of similarity received a growing attention from psychological researchers [1] , and, more recently, how to learn a similarity measure has attracted also the machine learning community. Some approaches are proposed to compute iteratively the similarity measure, solving a convex optimization problem, using a small set of pairs to define the problem constraints [2, 3] . Other techniques exploit EM-like algorithms [4] , Hidden Markov Random Fields [5] , and constrained kernel mappings [6, 7] . However, the existing approaches are generally strictly related to semi-supervised clustering, and the presence of some class labels or pairwise constraints on a subset of data is exploited to improve the clustering process.
In this paper a similarity learning approach based on SNNs is presented. The SNN architecture guarantees to learn a non negative and symmetric function, and preliminary results, carried out using some UCI datasets, show that the generalization performances are promising, even if a very small set is used for training.
The paper is organized as follows. In the next section, the network architecture and its properties are presented. In Section 3 some experimental results are reported, comparing them with commonly used distance functions. Finally, some conclusions are drawn in Section 4.
Similarity Neural Networks
A SNN consists in a feed-forward multilayer perceptron (MLP) trained to learn a similarity measure between couples of patterns x i , x j ∈ IR n . Humans are generally able to provide a supervision on the similarity of object pairs in a dyadic form (similar/dissimilar), instead of to associate intermediate degrees of similarity, that cannot be easily defined in a coherent way. Hence, SNNs are trained using dyadic supervisions. In detail, a training set
2n , which represents the input vector to the SNN.
The SNN model is composed by a single hidden layer with an even number of units and by a unique output neuron with sigmoidal activation function, that encloses the output range in the interval [0, 1]. The hidden neurons are fully connected both with the inputs and the output. The training is performed using Backpropagation for the minimization of the squared error function. Learning a similarity measure is a regression task but, due to the dyadic supervision, it could also be considered as a two-class classification task by applying a threshold to the output of the network.
If sim() : IR 2n → [0, 1] is the function computed by a trained SNN, then the following properties hold for any pair
The first property is guaranteed by the sigmoidal activation function of the output unit. The second one is forced by exploiting weight sharing along the structure of the network. In Fig. 1(a) the shared weights can be observed, while Fig. 1(b) shows the unfolding of the network over the shared weights. The SNN is essentially composed by a "duplicated" input layer, formed by the original and the exchanged pair, and by two networks that share the corresponding weights (see Fig. 1(b) ).
The learnt function is a similarity measure but not necessarily a metric, since sim(x i , x i ) = 0 and the triangle inequality are not guaranteed. Those properties could be learnt from data, but they are not forced in any way by the structure of the network. SNNs are an instance of the neural networks proposed in [8] to process Directed Acyclic Graphs, hence it can be shown that they are universal approximators. 
Experimental Results
SNNs were trained over some datasets from the UCI repository, whose patterns are divided in distinct classes. In order to approach the described similarity measure learning problem, pairs of patterns that belong to the same class were considered similar, otherwise they were labeled dissimilar. The training set for SNNs contains both similarity and dissimilarity pairs, collected in the sets S and D respectively. Such sets have been iteratively created by adding a new randomly selected similarity or dissimilarity pair until a target number of connected components of G S = (Dataset, S) and G D = (Dataset, D) (the similarity and dissimilarity graphs) has been obtained, following the sampling criterion of similarity pairs defined in [2] . Moreover, the S set has been enriched by applying the transitive closure over the similarity graph, whereas other dissimilarity pairs were added to D exploiting both the similarity and dissimilarity relationships (if a is similar to b and b is dissimilar to c, then a is dissimilar to c), as suggested in [4] . The training set generation allows also to define the test set; as a matter of fact, given a training set T , the test set collects all the pattern pairs except those belonging to T .
The accuracies of many SNNs were evaluated varying both the network architecture (the number of hidden units) and the amount of supervision; the obtained results are reported in Table 1 . Accuracy has been computed by rejecting all outputs o i,j such that |o i,j − t i,j | > , where t i,j is the target label, in order to evaluate the capability of the network to correctly separate examples belonging to different classes. Constraints size is expressed by Kc * |Dataset|, that represents the number of connected components of the similarity and dissimilarity graphs generated with the given supervisions.
The quality of the learned similarity measure has been compared against common distance functions (Euclidean and Mahalanobis distances), over the cumulative neighbor purity index. Cumulative neighbor purity measures the percentage of correct neighbors up to the K-th neighbor, averaged over all the data points. The maximum number of neighbors has been chosen such that K ≈ |Dataset| 3
. Results are reported in Fig. 2 , showing that SNNs outperform common distance functions even if a small supervision is used.
