Abstract-Acoustic travel-time tomography of the atmosphere is a nonlinear inverse problem which attempts to reconstruct temperature and wind velocity fields in the atmospheric surface layer using the dependence of sound speed on temperature and wind velocity fields along the propagation path. This paper presents a new statistical-based acoustic travel-time tomography algorithm based on unscented Kalman filter (UKF) which is capable of reconstructing and tracking temperature and wind velocity fields (state variables) within a specified investigation area. The method exploits an iterative ray-tracing algorithm to handle situations when straight-ray assumption no longer holds. The observations used in the UKF process consists of the acoustic travel times computed for every pair of transmitter/reciever nodes deployed in the investigation area. A first-order spatial-temporal autoregressive model is used to account for state evolution in the UKF. To evaluate the performance of the UKF-based acoustic tomography method, 2-D fractal Brownian motion is used to generate synthetic temperature and wind velocity fields with spatial and temporal resolution of 1 m and 12 s, respectively. The UKF-based acoustic tomography algorithm is then compared to the well-known time-dependent stochastic inversion method. The results reveal the effectiveness of the proposed method for accurate and fast reconstruction of temperature and wind velocity fields.
I. INTRODUCTION
M ONITORING temperature and wind velocity fields in the atmospheric surface layer has always been of great importance in different disciplines such as boundary layer meteorology [1] - [4] and studies of sound propagation through a turbulent atmosphere [5] . Spatially resolved temperature and wind velocity fields are needed as adequate input data for the evaluation of atmospheric models. Furthermore, such data can be applied to investigate the effects of an inhomogeneous surface on the energy exchange between the surface and the atmosphere. The conventional approach to measuring these fields is to use in situ thermo-anemometers. However employing these sensors within the investigation area has two major drawbacks. First, this is not an economically viable solution, as a large number of such rather expensive sensors are needed to achieve an acceptable spatial resolution. Moreover, deploying these sensors in an investigation area may distort the measured fields. Therefore, remote sensing methods [6] - [9] such as acoustic tomography, sonic detection and ranging, radio acoustic sounding system, and light detection and ranging are among the alternative choices. Acoustic tomography 1 [6] , [10] - [14] has been successfully used to measure temperature and wind velocity fields with minimal interference in the investigation area and lesser cost. The main advantages of the acoustic tomography method are: 1) the ability to provide spatially and temporally resolved fields useful for model evaluation; 2) the ability to simultaneously reconstruct temperature and wind velocity fields with the same resolution; and 3) scalability property achieved by adapting the transmitters and receivers. Unlike the forward problems [15] , which aim at estimating properties of the signal at the receivers such as the transmission loss, given the temperature and wind velocity fields, ground conditions, and the characteristics of the sound sources and their locations with respect to the sensors, acoustic tomography (inverse problem) [6] , [10] - [14] aims at estimating temperature and wind velocity fields given the characteristics of the sound sources, the coordinates of sensors, and the travel time for acoustic propagation paths.
Acoustic tomography was extensively studied in underwater acoustics for many years (see [16] , [17] ). Later, Spiesberger, and Fristrup [18] investigated the problem of locating birds' calls based on the received signatures using acoustic tomography. They demonstrated that consideration of temperature and wind flow along the sound propagation paths can significantly improve the accuracy of localization. Wilson and Thomson [6] conducted an acoustic tomography experiment with actual sound sources and microphones to measure the atmospheric surface layer temperature and wind velocity fields. They showed that using acoustic tomography is highly beneficial, as it uses a small number of acoustic sensors to reconstruct the temperature and wind velocity fields with high spatial resolution.
Solving an acoustic tomography problem is in general difficult, owing to its generally nonlinear nature. Several algorithms have been introduced in different fields to solve this inverse problem [6] , [11] , [13] . These algorithms are commonly categorized as statistical-based algorithms [6] , [10] , [13] , [14] , algebraic-based algorithms [11] , [12] , [19] - [22] , and those that use a sparse reconstruction framework [23] .
Wilson and Thomson [6] developed a statistical-based algorithm, referred to as stochastic inversion (SI), to reconstruct the temperature and wind velocity fields. This method is based on linear minimum variance (LMV) estimation [24] , which assumes certain (e.g., Gaussian) spatial auto-correlation and cross-correlation functions for statistically homogenous (in space) turbulence. Owing to its linearity assumption, 2 estimates of the unknown fields will be linear combinations of the observed acoustic travel time. SI separates this estimation problem into estimating mean fields and fluctuations, assuming low to nominal wind conditions and using models for the spatial correlations to reconstruct temperature and wind velocity fields. Vecherin et al. [13] and [14] proposed a modified version of SI algorithm referred to as time-dependent stochastic inversion (TDSI), which uses an augmented vector of several snapshots in time as the observation vector. Similar to SI, it employs an LMV estimator to reconstruct the fluctuation fields and uses explicit correlation functions. The locally frozen turbulence assumption is also used in TDSI to formulate the spatial-temporal covariance functions that are needed to apply the LMV estimator.
Among the algebraic-based algorithms are the algebraic reconstruction techniques including multiplicative algebraic reconstruction technique [25] and simultaneous iterative reconstruction technique [11] , [26] . By separating the influence of temperature and wind velocity fields, they reformulate the problem linearly. The linear system is then solved by an iterative 2 -norm minimization using gradient-based methods. The process starts from some initial values for the fields and calculates the travel time along known sound ray paths. Then, the deviations between the calculated travel time and the actual measured values are calculated, and adjustments are made to the initial fields until the deviations between the calculated and measured travel time values are small.
The unscented Kalman filter (UKF) and particle filters have been applied in the past to geoacoustic inversion problems [27] where certain environmental parameters such as water column and seabed properties are tracked in time and space. In this paper, a new statistical-based approach for solving the inverse acoustic problem is presented using UKF [28] , [29] . The investigation area is discretized into grids in which the temperature and wind velocity fields are assumed to be spatially constant. The state vector is formed of the temperature and wind velocity fields in all grids covering the monitored area. The observation vector consists of the noisy acoustic travel time measurements for every pair of transmitter/receivers nodes. UKF is then employed for this generally nonlinear state-estimation problem to estimate and track the states at every time snapshot with initial states that are chosen 2 The validity of this assumption depends on the magnitude of wind velocity wrt sound speed; i.e., as wind speed increases, the assumption of linearity becomes less acceptable.
to be the temperature and wind velocity spatial mean fields. The proposed method uses a 3-D autoregressive (AR) model to capture the spatiotemporal dynamics of the temperature and wind velocity fields and offers a robust and accurate solution to this inverse acoustic problem. The effectiveness of the proposed UKF-based acoustic tomography method is demonstrated on synthesized data generated using 2-D fractal Brownian motion (fBm) [30] .
The rest of this paper is organized as follows. Section II reviews the acoustic tomography inverse problem formulation and summarizes the statistical-based algorithm TDSI used frequently in acoustic tomography. The proposed inverse acoustic tomography method is described in detail in Section III. Section IV describes the synthetic data generation process and compares the results of TDSI-based acoustic tomography algorithm with those of the proposed method. Finally, Section V presents a brief conclusion on the results and the contributions of this paper.
II. PROBLEM FORMULATION

A. Review of Acoustic Propagation Formulation
The travel time for an acoustic wave to propagate from a source to a receiver is a function of the temperature, wind velocity (air flow), and humidity along the path [2] , [6] , [10] - [14] . However, compared to the influence of temperature and flow (and their local inhomogeneities), the contribution of humidity on the travel time is secondary [26] . Acoustic tomography methods use this relation to reconstruct the temperature and wind velocity in an investigation area based on several travel time measurements between different sources and receivers deployed in the area. In the absence of wind, the acoustic wavefront propagates with adiabatic sound speed [6] given by c
where γ a ≈ 1.41 denotes the ratio of specific heat capacities at constant pressure and volume for dry air; R a is the specific gas constant for dry air (287.05 J/K·kg); and T av is the acoustic virtual temperature, which is related to the thermodynamic temperature T th as T av = T th (1 + 0.511q), with q being the specific humidity defined as the mass ratio of water vapor to moist air [4] . In the field experiments, though, wind velocity significantly impacts the speed of sound propagating along a specific path. The wind velocity can be formulated as v(r, t) = α(r, t) cos(θ (r, t))e x + α(r, t) sin(θ (r, t))e y (2) where e x and e y are the unit vectors of a 2-D Cartesian coordinate system, r = xe x + ye y is the position vector of a point on the investigation area, and α(r, t) and θ(r, t) are the magnitude and direction of the wind velocity at position r and time t, respectively. Therefore, the sound speed along the sound ray can be defined as
where s and n denote the unit vectors in the direction of sound propagation and normal to the wavefront, respectively. From The simplest ray model for acoustic propagation is the straight-ray model which is typically used in most literature. The straight-ray model is valid for sound propagation distances of few hundreds of meters, when the temperature and wind velocity fields are smooth and the speed of wind is less than the adiabatic sound speed c L . The straight-ray model implies that s and n are in the same direction, hence s·n ≈ 1. However, in presence of large temperature or wind velocity gradients or high wind speed, using the straight-ray model leads to nonunique solutions of the wind velocity field. In [23] , the authors suggested using the time-difference of arrivals among tripoles of transmitters and receivers to estimate the angles of departure/arrival (hence n T and n R at these pairs of sensor triploes) of the sound wave. A linear fit (e.g., using the leastsquares method) can then be employed to produce the estimate of n(r, t) between these points given the path. Ray tracing can also be employed in this bent-ray model to estimate s(r, t) along the path based on prior estimates of the temperature and wind fields
where initially one can start with straight rays as the first approximations. As new wind and temperature field reconstructions become available, the accuracy of ray tracing improves. Note that here 2-D (i.e., horizontal projection) ray propagation and refraction is considered, though this is a truly 3-D phenomenon when including vertical temperature and wind gradients. In Section III, we shall see how this bentray model can be incorporated into the proposed UKF-based reconstruction method. Once s(r, t) and n(r, t) are estimated along each path, (3) can be rewritten as
where ξ(r, t) = s(r, t) · n(r, t). Based on (5), which is a well-known relation for the effective sound speed [4] , the travel time formula for the nth path is defined as
where the integration is along the nth propagation path, L n is the length of the nth propagation path, and s n (r, t) is the unit vector in the direction of the wave propagation at location r and time snapshot t. In order to be able to estimate the fields in the investigation area, almost all existing methods [6] , [10] - [14] , [20] , [26] discretize the investigation area into several points of interest. Here, we use I × J grids in which we assume that c L (r, t) and v(r, t) are spatially constant. Thus, (6) can be discretized as
. ( (7) can be written as
where
are, respectively, the amplitude and angle (with respect to e x ) of the wind velocity in the (i, j )th grid at time t, and φ
The goal of acoustic tomography is then to find c L (
given coordinates of the acoustic transmitter and receiver tripole sets deployed in the field and the travel times between each transmitter and receiver, i.e., τ n (t)s, recorded for all propagation paths and at each snapshot t.
B. A Review of TDSI Method
As mentioned before, TDSI [13] , [14] is based on linearizing (6) and decomposing temperature and wind velocity fields into spatial mean fields and spatial fluctuation fields using the straight-ray assumption, i.e., s · n ≈ 1. For instance, for the adiabatic sound speed we have [6] , [13] . Since the fluctuations are small compared to the mean fields, (6) can be approximated by its first-order expansion [13] as
where n (t) represents the effects of the linearization and measurement errors for the nth path at time t. In order to estimate the mean fields, fluctuations in (9) are first neglected, in which case the integral vanishes and the remaining part forms an overdetermined system of N (number of paths) linear equations with three unknowns, which can easily be solved by the LS method [24] .
By employing the mean fields and (9), a new observation q n (t) for the nth path at snapshot t is
Using this new observation, (9) is reformulated as (11) into I × J points yields (12) , shown at the top of the page.
If we arrange all N observations for all paths at time t into a column vector q(t) = [q 1 (t), . . . , q N (t)] and all fluctuations to be reconstructed into a column vector 
. . , q(t)]
T to reconstruct vector m(t), using LMV estimator
where C mq a = mq T a is the model data cross-covariance matrix and C q a q a = q a q T a is the data auto-covariance matrix [13, eqs. (18) - (21)], and . represents the time averaging. Assuming that the adiabatic sound speed and wind velocity fields are stationary, C mq a and C q a q a are defined as follows:
is the crosscovariance matrix of size 3I J × N between m at time t l and the observation vector q at time t k , and
is the covariance matrix of size N × N between the observations at times t l and t k . These matrices are defined explicitly based on the spatiotemporal correlation functions. The reader is referred to [13] for a detailed description of these matrices.
III. INVERSE ACOUSTIC TOMOGRAPHY USING UKF METHOD
UKF is an extension of classical Kalman filter [31] for nonlinear state estimation problems. Unlike the extended Kalman filter [32] which uses the first-order approximation of the nonlinear system, UKF represents a derivative-free alternative with lesser computational complexity. UKF employs the unscented transform [29] , [33] to estimate the distribution of an a posteriori state without the need for any linearization.
Unscented transform estimates the distribution of a random variable by computing the sigma points and propagating them through the nonlinear functions. To use the UKF, state and observation equations must be formed.
The adiabatic sound speed, wind velocity amplitude, and wind velocity angle at all grids are arranged to form the state vector
is the column vector of the adiabatic sound speeds at every grid, and similarly for α(t) and θ (t). Note that x t is a column vector of length L = 3I * J . The observation vector y t , on the other hand, consists of travel time measurements for all acoustic propagation paths
where τ i (t) is the travel time for the i th path at snapshot t.
A. State Evolution Process
To capture the spatiotemporal state dynamics for adiabatic sound speed and wind velocity amplitude, we use a 3-D AR model that relates these fields at grid [i, j ] and snapshot t to those at the adjacent grids at time t − 1. This forms the spatiotemporal support region for each grid at time t. For wind velocity angle, however, a random walk model is used because of the erratic behavior of this component. The state evolution equation for the adiabatic sound speed at a specific grid
are the AR model coefficients, and u c L ([i, j ], t) is the driving noise which represents the inaccuracies in the modeling of the state evolution in time. Fig. 1 shows the spatiotemporal support region of this 3-D AR model for the adiabatic sound speed field at time t. Note that, around the boundaries, the support region of a cell is confined to its neighbors within the investigation area.
This AR model for the adiabatic sound speed field can be expressed in the vector form as
T is the column vector of the adiabatic sound speed driving process. 
and the B and C block matrices are defined as
The AR coefficients ρ
, and ρ c L 2 are estimated based on the Yule-Walker method [34] using either a training dataset if in situ measurements are available or assuming a specific spatiotemporal correlation structure for each field and estimating its parameters using some training data. The latter is the approach taken here. Similar relationships holds for α(t), whereas a random walk model is used for θ (t). Thus, we have
Here, u α (t) and u θ (t) are, respectively, the driving processes for amplitude and the angle of wind velocity and matrix A (α) is defined in a similar manner as A (c L ) . Note that the AR models are assumed to be decoupled from each other, as the phenomena that generate them are independent. Note that this is the main reason behind defining the wind state variables as amplitude and angle instead of the two dependent components. Combining these decoupled equations yields the following state equation
T is the augmented driving noise vector which is assumed to be Gaussian with zero mean and known covariance matrix R u , and matrix A is
B. Observation Process
The relationship between state x t and observation vector y t at time t is given by (7), (8) , and (17), and is a nonlinear function of the state variables expressed as
where v t stands for measurement noise caused by such things as: 1) errors inherent in the griding process; 2) error in measuring the travel times; and 3) sensor location uncertainty, and it is assumed to be a Gaussian random vector with zero mean and known covariance matrix, R v . Among these sources the most dominant is the first one. The nonlinear function H (x t ) is explicitly defined as
. . .
C. Fixed-Point Iterative UKF Equations
In the case of large uncertainty in the choice of the initial error covariance matrix and weak observability of the system, UKF exhibits slow convergence and poor state estimation accuracy. Iterated UKF [35] is a more robust version of UKF which not only iterates on every snapshot t but also performs a fixed-point iteration at each fixed snapshot to get more accurate state estimates.
To apply fixed-point iterative UKF to any nonlinear state estimation process, one needs to generate estimates of covariance matrices R u and R v for the driving noise and measurement noise, respectively. The covariance matrix R u is generally estimated using either training data or assuming a spatiotemporal correlation as mentioned before. The covariance matrix R v , on the other hand, can be estimated from typical measurement data and the error in the measurement devices. Given these matrices and defining x k|k (t) to be the state estimate at kth iteration of snapshot t, the fixed-point iterative UKF steps for k ∈ [0, K ] iterations on each snapshot t are as follows.
1) Initialization: Fixed-point iterative UKF starts by initializing the state vector estimatex K |K (0) (i.e., estimate of state vector at time t = 0) as the mean field generated using the method explained in Section II-B. Additionally, the corresponding state error covariance matrix P K |K (0) is initialized with an identity matrix and ξ n ([i, j ], 0) K |K = 1 for all paths and cells (i.e., straight-ray model). At subsequent snapshots when t = 0, the initial state vector at iteration k = 0 is set tox 0|0 , j ] , t − 1) K |K and the corresponding covariance matrix to P 0|0 (t) = P K |K (t − 1).
2) Generating Initial Sigma Points:
Sigma points are 2L +1 fixed point masses to approximate the input distribution. Using the initial estimatesx k−1|k−1 (t) and P k−1|k−1 (t) for the kth iteration at time t, the sigma points are calculated as follows:
where γ ≈ √ L is a scaling parameter, determines the spread of sigma points aroundx k−1|k−1 (t), and P k−1|k−1 (t) [i] is the i th column of the Cholesky factor [36] 
3) A Priori State Estimation: The initial sigma points are transformed through the state evolution equation (24) 
A weighted sum of these transformed sigma points is calculated to estimate the a priori state estimatex k|k−1 (t) and the covariance matrix P k|k−1 (t) 
. . , 2L, with β being a constant used to incorporate prior knowledge of the distribution of the state vector and is set to β = 2 for Gaussian distribution, and λ = L( 2 − 1) is a scaling parameter.
4) Covariance Matrices Computation:
New sigma points are calculated based on the a priori state estimatesx k|k−1 (t) and the a priori error covariance matrix P k|k−1 (t)
. .
The new sigma points are transformed through the nonlinear observation process (26) to yield Fig. 2 . Layout of the STINHO field experiment-adopted from [13] .
These are then used to findŷ k|k−1 (t) and the covariance and cross-covariance matrices P yy,k (t) and P xy,k (t) usingŷ
5) Kalman Gain Computation and a Posteriori State Estimation:
These are used to generate the Kalman gain k|k , and the a posteriori error covariance matrix P k|k (t) estimates as follows: 
6) Iteration
Step: If k < K , then the algorithm proceeds to the next iteration k + 1 on the fixed snapshot t and redo steps 2 to 5. But if k = K , then it proceeds in time t + 1 and jumps to step 1.
IV. NUMERICAL RESULTS AND BENCHMARKING
In order to test our proposed UKF-based algorithm, a dataset was acquired from the University of Leipzig, collected at the Meteorological Observatory, Lindenberg, Germany, as part of the STINHO project. The detailed explanation of this experiment can be found in [37] . Fig. 2 shows the layout of the investigation area used in the STINHO project and the locations of the receivers and transmitters, indicated by R i and S i , respectively. The investigation area is of size 300 m × 440 m and there were 8 transmitters and 12 receivers, as can be seen in Fig. 2 . In the absence of sufficient in situ measurements to conduct a comprehensive evaluation and benchmarking of the developed algorithm with the TDSI method, a synthetic dataset with similar characteristics (e.g., range of values) is generated and used in this paper. Clearly, there exist many different models to generate synthetic wind velocity and temperature fields, e.g., the commonly used Navier-Stokes equation of motion [38] , [39] . However, in this paper a simple yet realistic statistical model is employed to generate these fields using the 2-D extension of fBm model [30] . This procedure is described next.
A. Synthetic Data Generation
There are several mathematical models that can be used to describe the wind power spectrum [40] - [46] . One such model is the fBm [46] , which is also known as 1/ f noise [47] . In this paper, we have used an fBm-based method inspired by [30] to generate 2-D wind velocity and temperature fields. The power spectral density (PSD) of a 1-D fBm is defined as
where f is frequency (in Hz) and 0 < β < 2 is known as noise roughness which is usually chosen close to 1. Note that β = 0 and β = 2 represent white noise and Brownian motion (random walk) noise, respectively. Based on the fBm, the method in [30] suggests a 2-D PSD function as
where f 1 and f 2 are the 2-D spatial frequencies (m −1 ), β = 1.66 for wind field simulations (though it can be changed to obtain wind and temperature fields with different characteristics), and ϑ is a constant which depends on the height of the simulated field from the ground and the type of the terrain. The fields c L (r, t 0 ), α(r, t 0 ), and θ(r, t 0 ) are then generated using (42) based on the algorithm developed in [48] for an area 10 times bigger than the investigation area, i.e., 3000 m × 4400 m with 1-m spatial resolution at initial time t 0 . The investigation area (same size as that in the STINHO experiment [37] ) is located at the center of this larger field. Given these fields at initial time t 0 , the wind velocity and temperature fields are calculated in the investigation area at time t assuming the frozen turbulence using
where v(t) is the spatial mean wind velocity vector at time t. Fig. 3 shows the larger size field and the process of generating the synthetic data in time. Note that the frozen turbulence hypothesis includes two assumptions about the temporal evolution of the atmosphere. First, the layers of the fields are spatially stable through time; and second, these layers are moving with the spatial mean wind velocity. The synthetic data is generated for 500 consecutive snapshots of wind velocity and temperature fields with the same spatial resolution of 1 m and temporal resolution of t = 12 s. The travel time for each sound ray path is then calculated using (26) at each snapshot with the same resolution of 1 m. Fig. 4 shows the synthetically generated wind velocity and temperature fields for a sample snapshot (t = 75) over the investigation area. The reconstruction results of the developed method and TDSI are presented next. 
B. Reconstruction Results on Synthetic Dataset
In this section, TDSI and UKF-based acoustic tomography algorithms are applied to reconstruct temperature and wind velocity fields in the synthesized data described above. The investigation area was divided into 4 × 8 reconstruction grids each of size 75 m × 55 m. Note that the reconstruction resolution is such that the total number of states (32 × 3) in the UKF is the same number of propagation paths as in the STINHO experiment (i.e., a total of 96 paths) and hence is substantially worse than the spatial resolution used to generate the synthetic data. Clearly, increasing the reconstruction resolution (or decreasing the grid size) would have caused some state variables to become decoupled from the observation equation (i.e., unobservable). The travel times are corrupted using an additive measurement noise vector v t which is assumed to be a zero-mean white Gaussian process with covariance matrix R v = σ 2 v I and σ 2 v = 0.01. This variance is chosen on the basis of the uncertainty measurements reported in [37] , which is 0.3 ms for each travel time measurement on a single ray path measurement. The noisy travel times of all the paths are used as the observation vector at every snapshot. The reconstruction results are then compared in terms of reconstruction accuracy, tracking ability, and speed. Note that, because of the lack of direction of arrival measurements in the STINHO experiment and low wind conditions, we also assumed straight-ray models.
The mean fields at each snapshot are first calculated using the method described in Section II-B. Fig. 5 shows the plots of the actual and calculated mean fields at all snapshots for the temperature, wind velocity amplitude, and wind velocity angle. The red curve is the actual mean field calculated from the synthetic data over 500 snapshots, and the green curve is the reconstructed mean field. These results illustrate the accuracy of mean field estimation process in [6] and [13] .
1) TDSI-Based Acoustic Tomography:
The first five snapshots of the synthesized data were used as the training data to estimate the parameters of the adiabatic sound speed, wind velocity amplitude, and wind velocity angle spatial covariance functions. The Gaussian spatial covariance function is considered here. That is, for the adiabatic sound speed, the spatial covariance function is where r l and r k are location vectors, σ 2 c L is the variance, and l c L is the correlation length. Maximum likelihood (ML) method [24] was used to estimate these parameters from the training data corresponding to the 4 × 8 grid located approximately in the middle of the investigation area. Note that the high-resolution data was not used here because in realistic situations this high-resolution data is not available for measurement. Similar spatial covariance functions can be defined for the wind velocity fields according to [13, eqs. (31) - (34)].
The spatiotemporal covariance functions are constructed on the basis of the frozen turbulence assumption and the estimated spatial covariance functions. For instance, spatiotemporal covariance of the adiabatic sound speed is defined as (46) where B c L c L (r l , t l , r k , t k ) is the spatiotemporal covariance of the adiabatic sound speed field at locations r l and r k and at times t l and t k , and v(t l ) is the spatial mean wind velocity vector at time t l . The spatiotemporal covariances of wind velocity amplitude B αα and wind velocity angle B θθ are obtained similarly.
Having estimated the spatiotemporal covariance matrices, C mq a and C q a q a matrices are then generated at each snapshot according to [13, eqs. (18) - (21)]. Several values for number of previous snapshots, M, was tried, and M = 4 was found to be the optimal choice as far as the reconstruction accuracy and processing speed are concerned. Thus, M = 4 was 
T and to reconstruct the fluctuation fields at time t. The fluctuation fields are generated using (13) and subsequently added to the mean fields to produce the final reconstructed fields at snapshot t.
2) UKF-Based Acoustic Tomography:
The same Gaussian spatial covariance functions with the ML-estimated parameters for the TDSI method were also used to estimate the 3-D AR model coefficients and covariance matrix R u . Using the Yule-Walker method [34] , the 3-D AR coefficients are estimated to be ρ The mean fields calculated at time t 0 are used as the initial state,
] T , and further P 0|0 = I.
Then, the temperature, wind velocity amplitude, and angle fields are reconstructed using steps 1-5 of the iterated UKF for K = 3 number of fixed-point iterations.
Figs. 6-8 illustrate the actual and field reconstruction errors using TDSI and UKF-based acoustic tomography methods for three selected snapshots t = 100, 175, and 250 of the synthetic dataset, respectively. The errors are calculated by comparing the reconstructed field for each state (at a grid) with the spatially averaged value of the fields over the corresponding 75 m × 55 m area. The histograms of these reconstruction errors are also plotted to demonstrate the distribution of the reconstruction errors for both methods. It can be seen that both methods reconstruct the fields fairly well. However, the UKF-based method produces somewhat more accurate results, especially for the temperature field. Additionally, the computational complexity of UKF-based acoustic tomography method is significantly lower than that of the TDSI method. operating system, while it takes approximately 200 s for the TDSI method. In order to compare the performance of TDSI and UKFbased acoustic tomography over time, the reconstruction errors for each field at every snapshot are computed and used in the box plots shown in Fig. 9 for temperature, wind velocity amplitude, and wind velocity angle fields. Each box demonstrates the reconstruction errors at a single snapshot, while the central mark is the median, the edges of the box plot are 25th and 75th percentiles and the whiskers extend to the most extreme points, while outliers are plotted individually as small circles. From this figure, it can clearly be seen that the UKF-based acoustic tomography method reconstructs the fields more accurately, especially when there is drastic change in the fields. Snapshots 120-200 (24-40 min) in wind velocity amplitude reconstruction and 310-400 (62-80 min) in wind velocity angle reconstruction are the time periods in which the synthetic wind velocity field exhibited drastic change in both amplitude and angle. It can be seen that the UKF-based method is better able to track these changes that occur in a short period of time.
V. CONCLUSION In this paper, a new statistical-based approach was proposed for the acoustic tomography of the atmosphere. The problem was formulated as a nonlinear state estimation where state variables were temperature and wind velocity amplitude and angle in each grid. Assuming that angles of departure/arrival can be measured using tripoles of transmitters and receivers at each sensor site, an iterative ray tracing procedure was also adopted and incorporated with the state estimation problem. The problem formulation was then presented, and UKF was employed to estimate the states at every snapshot given the measured travel times.
To evaluate the performance of the developed algorithm, a synthetic dataset of temperature and wind velocity fields was generated on the basis of the fBm method for 500 snapshots, with spatial resolution of 1 m and temporal resolution of 12 s assuming low wind conditions. The proposed method was benchmarked on this dataset against the TDSI method, and the reconstruction errors for temperature and wind velocity fields for each method were presented. The performance of the two methods was then compared using the statistics of the reconstruction error for each field. It was shown that UKF-based acoustic tomography method offers certain benefits over the TDSI method. The reconstructed fields using UKF-based tomography were found to be more accurate than those generated using the TDSI method. This was especially true for the temperature field. Additionally, due to the nature of the UKF, the proposed method can be applied to applications where near-real-time monitoring of the investigation area is needed. Application and evaluation of the proposed method to nonlinear atmospheric tomography problems is an area for future research.
