Tries (radix: search tries) appear in many applications. It is assumed that a trie is built over an alphabet U = {crt, ...
INTRODUCTION
Digital searching is a well-known technique for storing and retrieving information using lexicographical (digital) structure of words. Let U be an alphabet containing V elements, U = {Ol. 0'2 , ... , crv}, and we define a set S which consists of finite number, say n, of (possibly infinite) strings (keys) from U. A trie or radix search trie is such a V-ary digital search tree that edges are labelled by elements from U and leaves (external nodes) contain the keys [1], [8] , [12] . The access path from the root to a leaf is a minimal prefix of the information contained in the leaf. An important variant of tries is obtained using a sequential storage algorithm for subtries with the size less than or equal to a fixed bound b. In other words, each external mode is capable of storing at most b keys. Such a lJie will be called b-trie [3] , [5] .
Tries find many applications in computer sciences. A me is used as an index to access data in secondary memory, e.g. in dynamic hashing algorithms [3] , [5] . Tries are also applied in a number of other problems such as: tree-type conflict resolution algorithms for broadcast communications, radix exchange sort, polynomial factorization, simulation, Huffman's algorithm [I] , [4] , [5] , [7] , [8] , [12] , [13] , and so on. In these applications such tree parameters as external path length and depth of a Jeaf( depth of insertion ) are used to compute important perfonnance measures of the algorithms.
In most analysis binary tries are studied with uniform disttibution of keys, that is, for V = 2 it is assumed that the probability of occurrence of (flo and (fz is the same and equal to 0.5. This was overcome by Knuth [12] who analyzed radix exchange sort algorithm with V > 2.
Nevertheless, uniform disttibution of elements from U was assumed [12] . This simplification is dropped in this paper, and we assume that a sequence of elements from U (keys) is an independent sequence of Bernoulli trials with probabilities Pi, i = 1,2 , ... , V. More precisely, if xk is the k~th element of a key, then Pr{xk = OJ} = Pi. Such an approach is known as Bernoulli model [3] . [5] . [IOJ. Previous analyses of trees have been mainly restricted either to the worst case or the average case analyses. Such a restriction was mainly imposed by difficulties to obtain other quantities of interests. However, it is well known that the mean is a very poor measure, and there is a need for higher moments of quantities of interest (these moments might be further used to study qualitative properties of trees). For example. the variance of the depth of a leaf provides information on how well a tree is balanced. Indeed, if a tree is ideally balanced. lhen alI depths are the same and the variance is equal to zero. For other trees, by the Tchcbyshev inequality, the smaller the variance, the more balanced the tree is, since the depth ( random variable) is "closer" to its average value. Moreover, the third centralized moment of the depth is a measure of the skewness property of the distribution, and so on. This paper presents a thorough analysis of b-tries from the depth of a leaf point of view, that is, we study all factorial moments of the depth for an asymmetric V-a!)' b-trie. An exact closed form expression for all factorial moments of the depth of insertion are provided lhrough a solution of a system of recurrences. Funhermore. using the Mellin transform technique we derive an asymptotic approximation for these moments. In particular, we prove that the m -th factorial moment of the depth of insertion is a ln m n +~In m -1 n + 0 (lnm-2n ) where a and~are functions of the probabilities Pi, i = 1,2 , ... , V. We shall also show that the variance of the depth is either equal to a In n + 0 (1) for an asymmetric trie or 0 (1) for a symmetric trie. The previous analyses were restricted to the average case for symmetric V-ary tries [12], [6] . Recently, Kirschenhofer and Prodinger [11] studied the variance of the deplh of insertion for symmetric binary tries, while Jacquet and Regnier [10] obtained lhe limiting distribution for the deplh of insertion for binary tries. This paper extends all of these analyses.
NOTATION AND PRELIMINARY RESULTS
Let us consider a set Tn of all b-tries with n keys over an alphabet U = {ai, .... av}.
We assume that a key x = {XI. X2, . .. , Xko-.. } is a sequence of clements from U which form an There is a simple relationship between the depth of insertion and the external path length.
To figure it out, we introduce some notations. 
and D n (t) denote the external path length and the depth of insertion for a given me t in Tn. respectively. By L n and D n we define random variabIes representing the external path length and the depth of a leaf for all tries t in Tn. that is,
where Pr{D n = k} is the probability that a randomly chosen key in a randomly selected me t E Tn is at the depth k.
In this paper we deal with the factorial moments of D n and L n _ The m-th factorial moments, d{P-and l:f!. of D n and L n respectively are defined as :
The following lemma establishes a relationship between H 1I (z), DR (z) and the factorial moments LEMMA 1. For any natural m and n the following holds
3) By Lemma 1 the analysis of b-tries is reduced to study H n (z). There is no explicit [ormula for B"ez), but a rather nice recurrence. Let j = U1.j2 I " " jv) Ix: a vector such that 
Proof: The proof is by induction. Let m = 1. Then differentiating (2.6b) at z = 1, by (2.3) we find, after some algebra,
[ n].,
which is of the fonn (3.tb) for m = 1 with In9..=n. Let (3.th) holds for all k < m. Diffcrentiating (2.6b) m times we find after some algebra,
jr. == II.
(3.2)
Assume now in (3.2) z = 1. Then the second term of (3.2) is equal to the second term of (3.th).
On the other hand, using the induction assumption for k = m-1 we find that the first term of (3.2) for z = 1 is equal to
and after some manipulation we prove that the above is equivalent to the first term in (3. Ib).
o By Theorem 1 computation of l;p. is equivalent to a solution of the following recurrence
where
Note that an(m) does not depend upon [:P, but it is a function of lk for i = 0,1 , ... , m -1. Hence.
to solve (3.3) we must first find t n 1 Cap) = n), then using it we compute ZJ, and so on. In that sense, (3.4) is a system of recurrences. To solve it we need a solution of the recurrence of type n = 0 to infinity we obtain:
• . Then, multiplying (3.5) by Zll In! and summing from n .
and A (z) is the exponential generating function for all.' Let now 4l(z) = X (z )e-z . Then (3.6)
To solve (3.8) we need coefficients of the Taylor expansion of A (z) e-z . Let for a sequence an its binomial inverse relationship d n be defined as below [15] , [13] ,
Note th.t (3.9.) implies [15] , [12], (3.9.) [4] , [13] , [14] , and so on (see also [6] and [8] ).
Solution of the system of recurrence (3.1)
We now use (3.13) and (3. Using this and (3.8) with 4lk denoting the coefficient of $(z) at zk in its Taylor expansion, we
LErvlMA 3. For any n. the recurrence (3.5) possesses the following solution 
Proof' The proof uses induction and the same type of reasoning as above for (3.15) and (3.16). 
(ii) Using (3.12) we might obtain a closed form for the generating function H,. (z) . Indeed, it is well known that H lI (z) is completely described around z = 1 by all its (finite) factorial moments, and
v Let P(k) = L P/'o Then, using the above and (3.17) we easily find,
and (3.19) is valid for z closed to 1.
ASYMPTOTIC APPROXIMATIONS

1-P(k) l-zP(k)' (3.19)
To find asymptotic approximation for l{l! we transform (3.17) into a more suiLable fonn. (ii) In the complex domain there are infinite numbers of roots of type zI = x; + iyk. xI :2. r-l. These roots are unifonnly discrete in the sense that there exists such" that two distinct roots with parameter k and k' are separated by 0, that is, IXk' -zf I > 0 [4] .
T(n+r),r) = (-I)' n+r a[I+O(n-I )]
Let gr(z) denote the function under the integral, that is, (4.6) Then, for k;.!{) the roots zf are poles aforder m for 8r(z), and for r=l, zJ = 0 is the pole of order m+l, since zero is an additional singularity of the gamma function. Hence, by the Cauchy's theorem [9] , [16J the integral is the sum of residues of Kr(z), lhat is
It turns out that the second sum in (4.7) is a fluctuating function with a very small amplitude [5] . [6] , [7] , [12] , [14] . so the leading factor is represented by the first term in (4.7).
The most difficult to compute is the residue at z=O for r=l. We use Taylor expansion of the functions involved in gl(z) to obtain res KI(O). Let 'Yk. ek and b k • k = -I, 0, 1 , ... , be coefficients of the Taylor expansion of these functions around z=O,
Then. the following algorithm is used to compute res g1(0) [9] :
StepJ. Forn=-l,O, ... , m-lcompute
Step 2. Let C_l = a_Ilbo. then recursively for n = O. 1 •... , m-l
Step 3.
The coefficients in (4.8a,b) are easy to compute. It is well known that [2] where y = 0.5772 is the Euler constant, and
Using the LeibnilZ fOImula, we prove also that 
The algorithm (4.9) is also used to compute the other residues subject to the following changes:
replace z by w = z -zI,
(iii) start step 2 with Co = arJboNaturally, the coefficients in (4.8) depend now upon zI.
Using the above approach, we may compute the exact asymptotic approximation for 1; with accuracy 0 (I), and dJ!! with accuracy 0 (n-I ) ( sec Lemma 1 ). Note that by (4.1a) and (4.7)
Let us denote
Then, we prove ''''' where~k are constants which do not depend on n. with h 1(zf) being a coefficient defined as (see (4.12 ) )
Proof: By (4.16) we must compute~and~m-1. Note that according to (4.12) and after some algebra one finds
On the other hand, for r> 1 we find Finally, using the above and (4.14) we obtain (4.17).
Two moments play usually an important role in tries analysis, namely: the average and the variance, 0;. of the depth of insertion. Using lhe above approach we obtain immediately (ii) The variance, a;, of the depth of insertion is This also means that for small 0 the average of the depth of insertion is a good measuee of the deptll, while for larger 0, it is very poor perfolll1ance issue. Let us apply this to tries. By (4.21) we sec that for symmetric tries h 2 -h f = 0, hence 0; = 0 (1) and does not depend on n. We may claim that symmetric tries are of an order of magnitude better balanced than asymmetric tries. Let V = 2, then for p = 0.5 where Re z is a real part of z. This function (for m=l) was studied by many authors, e.g. see Knuth [12] and [7] , [8] , [13] , [14] . In particular, it is easy to notice that f,Cn) is a periodic function oflogyn. that is,f,Cnp) =f,Cn). Moreover, the function is bounded, and for m=l Knuth computed that for V=2/ oCn) < 1.72 . 10-7 , and for V=5 loCn) < 8.5 . 10--4. Therefore, in many computations F(n) may be safely ignored.
APPENDIX A. Derivation ofEq. (4.3).
We show here how to obtain (4.3) for r=1. As mentioned before, we compme 
To justify OUf approximation we must find a relationship between T(n ,r) and S (n ,r). But, using the idea from [14] , we immediately prove that
