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ABSTRACT 
 
Communication systems are susceptible to degradation in performance because of interference 
received through their side lobes. The interference may be deliberate electronic counter 
measure (ECM), Accidental RF Interference (RFI) or natural noise. The growth of 
interference communication systems have given rise to different algorithms, Adaptive array 
techniques offer a possible solution to this problem of interference received through side lobes 
because of their automatic null steering in both spatial and frequency domains. Key 
requirement for space-time architecture is to use robust adaptive algorithms to ensure reliable 
operation of the smart antenna. Space division multiple access (SDMA) involves the use of 
adaptive nulling to allow two or more users (mobiles) in the same cell to share same frequency 
and time slot. One beam is formed for each user with nulls in the direction of other users. 
Different approaches have been used to identify the interferer from desired user.  Thus a basic 
model for determining the angle of arrival of incoming signals, an appropriate antenna 
beam forming and adaptive algorithms are used for array processing.  
There is an insatiable demand for capacity in wireless data networks and cellular radio 
communication systems. However the RF environment that these systems operate in is harsh 
and severely limits the capacity of traditional digital wireless networks. With normal wireless 
systems this limits the data rate in cellular radio environments to approximately 200 kbps 
whereas much higher data rates in excess of 25Mbps are required. A common wireless 
channel problem is that of frequency selective multi-path fading. To combat this problem, new 
types of wireless interface are being developed which utilise space, time and frequency 
diversity to provide increasing resilience to the channel imperfections. At any instant in time, 
the channel conditions may be such that one or more of these diversity methods may offer a 
superior performance to the other diversity methods. The overall aim of the research is to 
develop new systems that use a novel combination of smart antenna MIMO techniques and an 
advanced communication system based on advanced system configuration that could be 
exploited by IEEE 802.20 user specification approach for broadband wireless networking. The 
new system combines the Multi-input Multi-output communication system with frequency 
diversity in the form of an OFDM modulator. The benefits of each approach are examined 
under similar channel conditions and results presented. 
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 Chapter -1 
 
1 A historical perspective 
 
1.1 Cellular Radio 
The insatiable demand for mobile wireless connectivity worldwide over the past three decades 
has placed extreme demands on the RF spectrum that is needed to support these wireless 
networks. In the 1970s, the principal requirement for mobile radio was in support of private 
mobile radio (PMR) between a central base-station to mobile radios mounted in vehicles such 
as taxis, emergency service and police vehicles as well as public utility vehicles. 
Communications over this type of system were predominantly analogue voice 
communications using power efficient modulation schemes such as double-sideband 
suppressed carrier (DSBSC). The use of HF (3-30MHz) and VHF (30-300MHz) carrier 
frequencies provided reasonable ranges to support area coverage from the base-station 
transmitter, but the use of HF meant that spectrally efficient modulation schemes such as 
single-sideband (SSB) needed to be used and this placed severe limits on the obtainable 
bandwidth. Channelisation was invariably by means of frequency division multiple-access 
(FDMA) [2] and it was possible for this wide-area coverage scheme to meet the normal levels 
of traffic of that era because the user densities were so low.  
 In the 1980s, an entirely different type of mobile radio system was developed to 
support very much higher subscriber densities using voice communications. This type of 
system was called the cellular mobile radio [117]. It did not use wide area coverage base-
stations, but many, overlapping, small area coverage areas called cells. High power wide area 
coverage transmitters of the PMR system are replaced by a great many lower power 
transmitters that are capable of covering the small area cell. In order to provide the higher 
system capacities needed to support the very high user densities, higher carrier frequencies in 
the UHF band (300-3000MHz) needed to be used. However, UHF signals are far easier to 
reflect and scatter than HF and VHF frequencies and so the mode of radiowave propagation at 
this frequency is substantially different than at HF. Propagation at this frequency is 
predominantly by a ‘plane-earth’ mechanism in which signal reception at a receiver is the 
vector sum of multiple signals from the direct path and reflected and scattered paths. This 
gives rise to a received signal that suffers deep fluctuations in the instantaneous signal as well 
as a mean signal level that suffers a very high attenuation with range according to a 
propagation law that has a 1/d4 relationship, where d is the separation between transmitter and 
receiver. Although it seems counter-intuitive that a very high path loss can be beneficial to the 
design and operation of the system, this is the situation for cellular radio.  The aim of a 
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cellular approach is that by using small cells, the number of simultaneous calls within the cell 
is quite low, which naturally limits the required capacity of each basestation that serves each 
cell. However, because of the very high path loss, the signal strength rapidly decays over 
several cell diameters, so it is then possible to reuse the same frequency in a distant cell, 
without causing significant co-channel interference in that cell. Consequently, first generation 
cellular mobile radio was characterized by a robust, interference insensitive modulation 
scheme, frequency modulation (FM) and frequency reuse to maximize the spectral efficiency 
of the entire cellular system. Essentially, this system exploits the spatial domain to maximize 
the network capacity and provide an acceptable spectral efficiency.  First generation cellular 
systems tested the practicality and demand for communications on the move and the growth in 
mobile phone sales was explosive.  First generation systems were known by a number of 
different names depending on the origins of the equipment. In the US it was called advanced 
mobile phone system (AMPS) in Scandinavia it was the Nordic mobile phone system (NMPS) 
whilst in Europe it was known as the Total Access Communication System (TACS) [117]. 
First generation cellular radio provided a wireless interface to a conventional circuit-switched 
telecommunications system allowing mobile subscribers to communicate with traditional 
landlines as well as with other mobile subscribers. This was a major paradigm shift from the 
PMR, which was little more sophisticated than a walky-talky radio, albeit over extended 
ranges. 
 In the 1990s, second generation cellular mobile radios were developed to address the 
problem of demand, given the very tight availability of the spectrum for wireless systems.  
The new system recognized that some subscribers would wish to transmit or receive data files 
using the cellular radio as the air interface. Consequently, digital modulation schemes were 
adopted to facilitate data transmission by a minority of subscribers, the remainder 
communicating by voice. Voice signals were represented by a binary data stream using a 
digital vocoder and the signal was transmitted over the air-interface using digital modulation. 
In the European second generation cellular radio system called GSM [3], the vocoder used a 
technique called residually excited linear prediction vocoder (RELP), rather than the 
conceptually simpler pulse code modulation (PCM). This provided an acceptable speech 
transmission quality at a bit rate of 22.8kb/s (compared with 64kb/s for PCM).  This meant 
that the data rate of each voice channel could be kept acceptably small to minimize the 
bandwidth of the transmitter. Digital transmission allowed a different form of subscriber 
multiple access to be used – namely time-division multiple access (TDMA) [117] rather than 
FDMA in which eight simultaneous users could be carried on a single carrier frequency.  
However, the system had the capability of operating on a number of different carrier 
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frequencies, simultaneously, thereby allowing upto 1000 subscribers to communicate with a 
base-station simultaneously. Because each handset used TDMA, it had to have a bandwidth 
that accommodated all eight digital signals simultaneously. For the GSM system using GMSK 
modulation and a RELP vocoder (as well as error control coding and channel sounding pilot 
bits), the bandwidth of each handset is 200kHz, resulting in an equivalent bandwidth per 
handset of 200kHz/8 users = 25kHz/user. This is the same equivalent bandwidth as first 
generation cellular radio systems.   
 Robust digital modulation with forward error correction coding combined with 
channel coding requires a lower signal to noise ratio (SNR) compared with analogue 
transmission schemes (typically by 5-10 times), allowing lower transmitter powers and 
reduced levels of mutual interference, thereby providing capacity enhancements compared 
with analogue schemes. Second generation cellular radio systems used for voice are circuit-
switched. GSM provided a particular digital service called short message service (SMS), 
which allowed subscribers to exchange text messages. By choosing a preferential pricing tariff 
for such digital text services radically altered the use of mobile phones from a predominantly 
voice service to a text based service. Simultaneously, with the growth of the internet, there 
was also particular interest in the packet data services that GSM could provide. These packet 
data services were handled by a different, packet-switched, network called the general packet 
radio system (GPRS). Although GPRS is not yet as commercially successful as SMS, largely 
because a separate packet switched service provider is needed as well as the traditional circuit-
switched operators for voice services, the development of wireless PDAs with small high 
resolution LCD screens that use the GSM air interface for data connectivity is beginning to 
increase demand for this type of service. To meet this demand, new enhanced packet-switched 
services are being developed where new, spectrally efficient, modulation schemes and the 
ability to concatenate multiple time slots are allowing GSM handsets to provide data rates 
over the air interface at rates of 64kbps – rivaling the rates provided by ISDN for landlines. 
Later generations of this system moved from 900MHz to 1800MHz carrier frequency, using 
lower power handsets and smaller cell sizes (as demanded by the higher carrier frequency and 
ease with which signals could be scattered). This system, known as DCS1800, was able to 
double the base station capacity from 1000 simultaneous calls to 2000 simultaneous callers.   
In parallel with this development, Qualcomm in the US developed an entirely 
different cellular radio concept based on direct-sequence spread-spectrum techniques 
according to the IS95 interim standard.  Having the trade name cdmaONE, this was the first 
mass-production code division multiple access (CDMA) cellular radio system. The cdmaONE 
system used a high-speed orthogonal binary sequence drawn from a Walsh-Hadamard set to 
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spread the bandwidth of the data bits of each user. Generally, each data bit was represented by 
a complete Hadamard sequence of L chips. Consequently the bandwidth of the spread-
spectrum signal was expanded by L times. Each user is allocated a different orthogonal 
sequence but the spread-spectrum signal shares the same frequency band as the other signals. 
Consequently, even though each user has a much wider bandwidth (typically 1.2MHz), it does 
represent the bandwidth for L users, so the average bandwidth per user is comparable to other 
types of multiple access types.  In the receiver, the wanted signal is extracted from the 
composite of user signals by correlating the received signal with a replica orthogonal 
sequence. Although Hadamard sequences have good orthogonality properties, their spectral 
properties were poor. To counter this, each transmission used a long pseudo-random sequence 
to randomize the signal. This signal did not provide additional spectrum spreading but ensured 
that the spectrum of the transmitted signal was approximately uniformly distributed across the 
transmission bandwidth. CDMA provides the advantage of flexibility in the way that different 
data rates could be handled and it offers a way to reduce the effect of multipath fading, as 
described below. 
 It was recognized in the late 1990s that techniques such as ADSL would provide 
much higher data rates than were possible for ISDN. However, the effect of multipath 
propagation, in particular the effect of the delay spread due to the spread in the arrival time of 
the multiple signal components introduced a fundamental limit to the data rate achievable 
from a second generation handset due to inter-symbol interference. Consequently, with delay 
spreads produced by a typical urban environment being around 5μs, the data rate of a GSM 
handset was limited to 270kbps in a 200 kHz bandwidth. In order to substantially improve the 
data rate achievable from cellular mobile radios when operating in a dispersive channel, a 
significant improvement in technology was needed to counter the effect of the channel.  As 
with both the first and second generation cellular radio systems a number of different 
technologies were trialed, with the winners being wideband CDMA in Europe and 
CDMA2000 in the USA.  
Both systems were based on code-division multiple access to allow individual 
subscribers to access the air interface and the technology allowed a very flexible approach to 
different data rates by each user. In third-generation cellular radio systems, packet data 
transmission was a key part of the system from the outset. Such is the inherent flexibility of 
the system that a single user can use any data rate from around 2Mbps down to a few kbps. In 
WCDMA [16], the reason why data can be sent at much higher rates than the coherence 
bandwidth of the channel is due to the use of a wideband direct-sequence spread-spectrum 
signal that uses a digital matched filter receiver to provide a correlation window that extends 
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over the period ±τ c , where τ c  is the period of a single chip of the high-speed spread-
spectrum code. Within this correlation window, all wanted signals are properly despread and 
then demodulated. However, any signal that falls outside this window, which includes delayed 
signals due to multipath propagation, are rejected.  In this way, any multipath component that 
is delayed by more than the chip period is suppressed. This means that intersymbol 
interference due to multipath fading is also suppressed. With a typical minimum delay echo in 
an urban environment occurring about 1μs after the direct component, means that the chip 
duration of the spread-spectrum system must be shorter than 1μs.  In WCDMA, the chip rate 
is 4.096 Mbps enabling each carrier to fit within a bandwidth of 5 MHz. Indeed, this means 
that WCDMA will reject multipath echoes that occur more than 0.2μsec from the direct path. 
Third generation cellular radio provides a faster air interface in conjunction with the 
GPRS packet data system to provide enhanced wireless data connectivity to PDAs such as the 
Blackberry®. However, it has not captured the imagination of the market place in the same 
way as the original second-generation phones and sales remain sluggish. 
 
1.2 Wireless local area networks 
At around the same time that third-generation cellular radio was being developed a different 
approach to wireless connectivity was being taken by manufacturers traditionally associated 
with computer packet data networks. These manufacturers recognized the need for wireless 
connectivity of computers based on wireless local area networks (LANs) [6], particularly the 
interconnection of laptops to form computer clusters and laptops to desktops. The topology 
and mode of operation of such LANs is completely different from cellular radios.  This is 
largely because of the packet-switched nature of the network, compared with circuit-switched 
networks for mobile cellular radios which means that the wireless access node does not have 
to handle multiple users simultaneously since the network access protocol handles multiple 
access using techniques such as carrier-sense multiple-access collision detect (CSMA-CD). 
These systems were characterized as being static, largely indoor, but requiring very high data 
rates.  Nevertheless, multipath propagation due to reflections from floors, walls and office 
furniture was found to be the limiting factor to the achievable data rate, as for the case of 
cellular mobile radio.  Although the delay-spread in a typical indoor environment is only of 
the order of tens of nanoseconds, since the required data rate is of the order 50 – 100Mb/s, it is 
clear that delay-spread places an upper limit on the maximum data rate.  A key development in 
wireless local area networks was the development of the IEEE802.11 standard, often called 
WiFi in 1997. 
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WiFi is based on the Ethernet LAN protocol so that IP packets can be sent over the 
network. A number of different physical layer standards were proposed, based on the 
technology of the day. The original standard allowed data to be transferred over short ranges 
at rates of either 1Mbps or 2Mbps using either a direct-sequence spread-spectrum (DSSS) 
modulation scheme or a frequency hoped spread-spectrum system (FHSS).  However by 1999 
two new standards were approved to significantly improve the achievable data rate.  The first 
standard to reach the marketplace was standard 802.11b, which used a high-rate DSSS system 
to achieve data rates of 11Mbps using the correlating receiver to mitigate the effect of the 
delay spread, as described above. However, standard 802.11a used a totally different approach 
to mitigating multipath fading using orthogonal frequency division multiplex (OFDM). This 
modulation scheme extended the achievable data rate to 54Mbps. In OFDM, the single high-
speed data stream is multiplexed into a number of lower data streams.  The number of parallel 
data streams dictates the rate of each stream so a 2.024Mbps data rate transmitted on 1024 
carriers equates to a bit rate on each stream of only 2kbps.  Each of these data streams is then 
modulated onto a separate carrier frequency and transmitted in parallel. The concept is that 
each low rate stream has a bit period that is many times longer than the delay spread so is little 
affected by the intersymbol interference due to the delay spread.  The number of carriers used 
is largely determined by the prevailing delay spread, the original data rate and the coherence 
time of the channel, together with complexity issues of generating large numbers of carriers. 
In practice, the carriers are generated entirely in DSP using the inverse fast Fourier transform 
and they are coherently demodulated in the receiver in DSP using the fast Fourier transform.  
OFDM forms a major part of this thesis and is described in Chapter 7. 
The original 802.11 standard operated in the unlicensed ISM frequency band at 2.4GHz.  
802.11b also used the 2.4GHz ISM band, whereas in the US 802.11a used the much higher 
frequency 5GHz ISM band.  The 80.11g standard, approved in 2001, used the 54Mbps OFDM 
modulation scheme but operated in the 2.4GHz ISM band. A number of manufacturer-specific 
implementations of the various 802.11 standards exist – each with different features, within 
the standard.  Some, for example, use multiple antennas separated by about 10cms. These can 
be individually switched on, to ensure that one of the antennas is located in a signal peak (at 
2.4GHz the typical distance between a peak and a trough is approx. 6cms).  Alternatively, both 
antennas could be used as a simple spatial diversity system. The various equipments provided 
communication ranges of around 50m, depending on the physical environment.   
In 2005, a new ‘interim standard’ was proposed called 802.11n. This standard also 
used multiple antennas, but configured as a multi-input multi-output (MIMO) configuration to 
provide capacity enhancement, rather than robustness through diversity. The 802.11n standard 
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arrived data rates of around 104Mbps, double the rate of the 802.11g standard. In essence, 
802.11n recognizes the potential of exploiting the spatial domain, whilst OFDM modulation 
simultaneously exploits frequency diversity. MIMO systems form the heart of this thesis and 
will be described in detail in subsequent chapters. 
In 1999, it was recognized that there was a commercial need for a wireless broadband 
system in support of metropolitan area networks. Others recognized the need for a ‘last mile’ 
data solution allowing broadband interconnectivity to the broadband internet without the need 
for wire connectivity (and the disruption that accompanies such an installation). The solution 
was two competing standards 802.16 (WiMAX) and 802.20 (WiBro). To date, only the 802.16 
standard has been implemented and a number of variants to the standard have been developed.  
In contrast 802.20 has been beset by problems in arriving at a consensus standard, although it 
is important to recognize that the two standards do not solve the same WMAN problem. 
802.20, for example, focuses on broadband connection to extremely high-speed vehicles, 
whereas 802.16 has its origins in broadband connection to buildings.  However, the 802.16 
standard has evolved to include connection to mobile units and later versions of the standard 
provide modifications that allow the wireless network to form ad hoc networks and 
reconfigurable networks. Equally importantly is a variant that allows WiMAX terminals to 
have a hand-off capability that allows WiMAX equipped computers (such as compact laptops) 
to roam from one access point to another without losing connection.  The 802 protocol 
represents the MAC protocol that is used, so like 802.11, WiMAX also uses an Ethernet-like 
protocol that is able to provide support for IP.  802.16, in its simplest form, allows a home or 
office computer network based on Ethernet protocol to be connected to a backbone network 
wirelessly. There is no need to install an ADSL wire connection between the home/office and 
a local exchange. Ranges, therefore, are much further than for WiFi; being able to 
accommodate typically up to 15km range, or further with suitable antennas. Base-stations are 
assumed to be pole-mounted using antenna arrays to provide gain to meet the link budget. The 
customer premises antenna may also be a dish or antenna array mounted securely on the 
premises. Because such wireless systems are by their nature outdoors and ‘public’, security is 
much stronger than for WiFi. Like the 802.11 WiFi standard, 802.16 covers many different 
physical layer implementations to allow the system to be used in a variety of environments.  In 
clear line-of-sight conditions, M’PSK and QAM modulation on a single carrier is used to 
provide spectrally efficient modulation in the 2.4 and 5 GHz ISM bands. Additionally, the 
system can also operate in licensed spectrum in the 2.4 and 5GHz bands.  In conditions where 
multipath fading is known to be a severe problem, OFDM modulation is used to mitigate the 
frequency selective fading.  This aspect forms a major part of this thesis and is described in 
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detail in Chapter 7. In order to accommodate different delay spreads found in different types 
of channel, the OFDM system can handle different types of modulation scheme which is 
achieved by using different OFDM block sizes (i.e. number of different simultaneous carriers). 
The 802.16 standard, and potentially the 802.20 standard, pose a severe threat to the 
continued development of fourth-generation cellular radio and may represent the point at 
which mobile-cellular radio and wireless LANs converge. Mobile cellular radio has evolved to 
provide relatively high data rates that can provide connection of the device to the internet via 
GPRS.  In contrast, WiMAX has achieved mobile connectivity for IP data networks. Yet by 
using voice over IP (VOIP) techniques, these promise to allow telephony connectivity to a 
PDA or similar device. In this thesis, the focus is on wireless MAN technology such as 802.16 
and 802.20. 
 
1.3 Exploitation of Space Diversity 
It is clear from the historical development of wireless systems over the past three decades, that 
the performance of such systems has been enhanced through the use of diversity in the time, 
frequency and spatial domains. This thesis is concerned about the exploitation of diversity as a 
means of further enhancing wireless system performance. However, there are a great many 
ways in which diversity can be applied, and some of these methods are discussed in this thesis.  
In particular, the exploitation of the spatial domain is of current interest and this can be 
achieved using different configurations of antenna. 
Smart antennas used in wireless communication systems can improve the capacity, 
performance and reliability by using either adaptive beamforming, diversity techniques or 
switched fixed beams. What is of particular interest, and which forms the main area of interest 
in this thesis is how an adaptive antenna system can change its mode of operation to optimise 
the use of wireless resources in a particular channel environment. When is it better to act like 
and adaptive beam former with interference nulling and when is it better to reconfigure the 
antenna so that it acts like a MIMO system, providing either enhanced diversity or capacity (or 
both)? For these types of application, the reconfigurable adaptive antenna can be considered to 
be a ‘smart antenna’, in which it is able to reconfigure itself in the context of the RF 
environment that the radio systems operate. However, the question arises as to whether an 
optimum exists.  
This thesis focuses on the issue of optimisation of the smart antenna and in doing this 
the following areas have been considered as important enabling technologies for a future 
adaptive wireless system: smart antennas, space division multiple access (SDMA), MIMO 
techniques such as layered space-time Architectures such as BLAST (and the requirement for 
multi-user detection) and space-time block codes (STBC).  
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A smart antenna is composed of two or more antennas. The amplitude and phase of 
the signals received by all the antennas is combined in such a way so as to improve the 
reception of desired signal. The smart antenna is important for reducing the effects of 
intentional jamming signals, unintentional co-channel interference and multipaths [114]. 
Smart antennas are being used for improving the performance of wireless radio systems by 
suppressing the interfering signals and increasing the capacity of the systems. An important 
aspect of the smart antenna and its use in future wireless systems such as the cognitive radio is 
the ability to identify the direction of users so that the antenna can then beamform in those 
wanted directions. It is also necessary to identify the direction of unwanted signal so that the 
adaptive antenna can place nulls in these directions. Christodoulou and Naftali [23] describe 
the basic model for determining the angle of arrival for incoming signals, antenna 
beamforming and adaptive algorithms used for array processing.  
The use of the smart antennas provides improvements when used with time division 
multiple access (TDMA) and code division multiple access (CDMA) digital communication 
systems [23]. In order to achieve the desired performance from wireless communication 
systems it is necessary to overcome the problems of multi-path fading, polarization mismatch 
and interference. An optimum solution to resolve these problems is to use the antenna array to 
improve the performance of a system in three different ways [30].  
(i) By using diversity-combining techniques, which combine the signals from 
multiple antennas in such a way that it mitigates the multipath fading.  
(ii) By using adaptive beamforming with antenna arrays, that provides capacity 
improvement through interference reduction and also mitigates the multipath 
fading. Adaptive arrays cancel or coherently combine multipath components of 
desired signal, and null out the interfering signals that have different directions of 
arrival from the desired signal.  
(iii) By using switched fixed beams to achieve coarser pattern control than adaptive 
arrays. Two or more of the fixed beams can be used for diversity reception. 
Adaptive and switched beam antenna systems are referred to as ‘‘smart 
antennas’’ because of the dynamic system intelligence required for their 
operation. 
The concept of space division multiple access (SDMA) has also been proposed in 
[127], where different co-channel signals are transmitted and received simultaneously through 
different spatial channels in order to improve the capacity of wireless communication system. 
The SDMA enables the users to use same communication channel simultaneously by forming 
individual radiation pattern for users. To achieve SDMA, smart antennas must carefully form 
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their radiation patterns to capture desired user and nullify the interfering users. Therefore, the 
smart antenna requires high accuracy in propagation channel response estimation. Therefore to 
form an effective radiation pattern in the downlink a smart antenna pattern that utilizes closed 
loop control and space-time coding (STC) technique is used [115]. At base station smart 
antenna comprises of set of sub-arrays and STC signal is fed to sub arrays and users at the 
same time. STC can estimate the channel response by transmitting signals from sub-arrays 
simultaneously thereby improving the system’s throughput.  
Central to the effective utilization of the spatial domain is the accurate model of radio 
wave propagation in the cellular and wireless LAN environments. There have been a large 
number of different channel models developed each with a different level of fidelity, as 
computational power has increased. Some of the important model developments include: 
Lee’s model, the geometrically based single bounce (GBSB) statistical channel model, 
geometrically based circular model (macro-cell model), geometrically based elliptical model 
(micro-cell wideband model), Gaussian wide sense stationary uncorrelated scattering 
(GWSSUS) statistical channel model, Gaussian angle of arrival channel model, time varying 
vector channel model (Raleigh’s model), modified Saleh Valenzuela’s model and Ray tracing 
model used for antenna array communication systems are described in [45].  
The concept of Multiple Input Multiple Output (MIMO) systems that represents an 
effective way to increase the user capacity in different non-line-of-sight and richly scattered 
RF environments is also receiving considerable attention [124]. Use of antennas both at the 
transmitting and receiving ends allows (i) an increase in capacity and spectral efficiency (ii) 
reduction in fading due to diversity (iii) increase in number of users and improved resistance 
to interference. Different approaches like space-time block code (STBC) technique and 
layered space-time architecture are considered in many papers [43] [132][134]. BLAST (Bell 
Labs Layered space time) as described in [43][134] is considered as a bandwidth-efficient 
approach, where co-channel streams of data are transmitted and received using multiple 
antenna elements at transmitting and receiving end thereby exploiting the spatial domain. 
Therefore Layered space-time architecture having equal number of antenna elements at both 
ends of link offers a tremendous capacity improvement. However, it must be recognized at the 
outset that this is only possible in richly scattered environments where Rayleigh and Rician 
fading have already had a very negative effect on the performance of the system. 
Consequently it is important to recognize at the outset that such system do not provide system 
improvements when compared with AWGN channels, but do help to restore the performance 
of the channel which has already been degraded by Rayleigh fading. The V-BLAST 
communication architecture has been implemented in real time environments in the Bell 
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laboratory [69]. The space-time block codes and VBLAST techniques are described further in 
Chapter 6. 
 
1.4 Aims and Objectives of the Work described in this Thesis 
The aim of this thesis is to examine how the various forms of diversity that exist for wireless 
systems can be exploited to provide capacity enhancements or improved robustness. The work 
is carried out in the context of wireless MAN systems such 802.16 WiMAX and 802.20, in 
which the wireless environment is predominantly outdoor in a richly scattered multipath 
fading environment. WiFi is not considered in this work.  
In particular the use of smart antennas in conjunction with different types of diversity 
such as frequency diversity and time diversity is considered based on antenna arrays that can 
self-reconfigure to adapt to user requirements in real time and/or in response to the changing 
wireless environment are being proposed for cellular wireless systems, wireless LANS and 
military communication systems. The broad aim of the work is to improve the performance of 
wireless systems by either providing improved robustness, increased number of callers or 
increased data rates for selected users. Therefore the aims and objectives of the research are:  
a. To examine ways of optimizing the smart antenna to achieve and maintain the 
required performance metrics. 
b. To look at the various ways in which spatial diversity can be exploited by a smart 
communications system using different techniques such as SDMA that forms highly 
directional beam towards wanted user and a null towards an interferer thus isolating 
them in space, MIMO systems that use dumb antennas and clever signal processing 
at the receiving end to resolve the problem of interference or Opportunistic 
Communication system that transmits to a user only when the channel conditions to 
that particular user are good. 
c. Implementation of adaptive algorithms like LMS, NLMS and RLS in Matlab by 
forming main beam pattern in wanted direction while nulling out the interferers. 
d. To exploit the diversity that is offered by multipath channels in terms of space, time 
and frequency diversity. As multipath propagation generates many bit errors due to 
the effect of ISI that occurs because of delay spread, So Diversity is the phenomenon 
that can be used in different ways to minimise the effects of ISI. 
e. To exploit the time diversity by implementing Opportunistic communication system 
using omnidirectional and an adaptive antennas. 
f. To select a standard channel model that provides different scenarios that are close to 
reality and can also support wide band MIMO systems. 
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g. To develop a MIMO system model based on selected standard channel model.  
h. To provide an advanced system configuration that could be exploited by IEEE 
802.20 user specification approach for broadband wireless networking, which is still 
in development.  
i. To develop new system that uses a novel combination of smart antenna MIMO 
techniques and an advanced communication system based on OFDM technology 
using above selected standard channel model. 
 
1.5 Thesis Outline 
This thesis is mainly concerned with theory, design and implementation of broadband systems 
with different multipath propagation channel models employing error correction techniques, 
delay equalisation, adaptive antenna utilisation to isolate the wanted and interferers. Currently, 
one of the main developments in wireless networks is the exploitation of the diversity that is 
inherent in wireless channels that suffer from multipath propagation and signal scattering and 
this forms the main aim of this Thesis. 
Chapter two introduces the concepts of modelling of digital communication systems 
and, especially, the wireless channel. The slow and fast fading characteristics are presented 
along with properties of flat fading and frequency selective fading. It also shows how 
scattering and multipath fading adversely affect the performance of a digital communication 
link, and the type of countermeasure techniques like channel coding, modulation techniques, 
phase estimation, delay equalizer and maximum likelihood detection that are needed to 
overcome the channel impairments to achieve a communication link with acceptable 
performance in terms of achievable bit error rates. A spatial channel model considered as 
realistic physical channel model has the capability of configuring the system with multiple 
antenna elements at transmitting and receiving end with applicability in different outdoor 
propagation like urban micro, suburban macro and urban macro environments has been 
described in detail along with factors that form the basis of selection of the channel model for 
the purpose of simulations. 
Chapter three gives a detailed description of use of antenna array in communication 
system; the antenna array may well be highly directional so that signals arriving from one 
direction are received preferentially to signals arriving from a different direction. It is this 
directional behaviour of the antenna array that makes them so useful, and this aspect of the 
antenna array is discussed in chapter three. This chapter examines the use of the beamforming 
network as a means of optimising the signal to interference ratio of signal arriving from an 
angle θ when corrupted by a spatially random field and/or coherent interference signals at 
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specific angles of arrivals θi and this approach is appropriate when the signal source and the 
interference sources are stationary. 
Chapter four gives the description of adaptive beamforming, when either the wanted 
signal or the coherent interference are moving the signal to interference ratio of signal arriving 
from an angle θ when corrupted by a spatially random field and/or coherent interference 
signals at specific angles of arrivals θi is not optimised. It is, of course, possible to treat each 
change of position of the signals as quasi-static sources in which the sources are assumed to be 
stationary over a given period where the angles of arrivals are being estimated prior to some 
form of optimal beam forming. The adaptive beamformer utilizes the optimum beamformer 
and this requires that the correlation matrix of the interference-plus-noise is known. Since this 
is generally not available a priori, it must be estimated from the received signals. In this case, 
a number of classical methods of adaptive algorithms have been developed that allow the 
antenna beam pattern to respond dynamically, to the changes in the position of the wanted and 
interference signal sources. In addition to that although there are many ways to improve the 
beamformer but in order to isolate the wanted user from an interferer by always forming a 
deep null in the direction of an interferer a novel method of optimising the weights with the 
help of Genetic algorithm and then using in the RLS adaptive algorithm is also implemented.  
Chapter five describes the opportunistic communications system that uses a novel 
network protocol and only transmits to a user when the channel conditions to that particular 
user are good as compared to traditional communications systems, where the resources are 
allocated according to the demands of user without considering the quality of a channel as a 
result the channel capacity is lost when the channels get faded. The concept of multiuser 
diversity is exploited by opportunistic communication, where multiple users are 
communicating with common BS in the time varying fading channels while remaining in the 
same cell. It is assumed that channel state information is tracked at the receivers and fed back 
to the transmitters and scheduling in this case is done on the basis that a user with good 
channel conditions is only allowed to transmit to the BS. In this case, a number of algorithms 
in various fading environments using Rayleigh and spatial channel models employing omni-
directional and adaptive antenna at the BS have been developed that allow the users to 
communicate with common BS, depending upon the condition of the channel of that particular 
user. This aspect of opportunistic communication is considered in this chapter. 
Chapter six describes the types of MIMO systems and implementation with the help of 
space time block coded system and Layered space time architecture. Simulations of Matlab 
Rayleigh and spatial channel models using multiple antenna configurations at transmit and 
receive end have been implemented to show the BER vs SNR performance of the systems by 
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exploiting the effect of diversity in the system. The comparison of layered space time 
architecture (LST) and space time block code (STBC) systems is also drawn by simulation 
results of BER vs SNR. It is worth to note that STBC systems are better if BER performance 
improvement is required for fixed data rate, while LST systems are better for improvement of 
data rate based on the number of antennas at transmitting end as the data on all the transmitters 
is multiplexed. 
In chapter seven the frequency diversity is exploited by orthogonal frequency division 
multiplexing (OFDM) systems and a new system has been developed that uses a novel 
combination of smart antenna multiple input and multiple output (MIMO) techniques based on 
OFDM technology using a realistic channel model that provides an advanced system 
configuration, which is exploited by IEEE 802.20 user specification approach for broadband 
wireless networking. In this chapter transmission of signal through mobile radio channel is 
described under different environments like flat fading and frequency selective fading. The 
multipath effect gives rise to intersymbol interference (ISI) as a result the transmission rate is 
affected so the use of guard intervals (GI) is necessary to combat the ISI. The BER 
performance of OFDM systems under different channel conditions due to the Doppler Effect 
is simulated. Different simulations of OFDM and OFDM-MIMO systems have been 
implemented using Matlab Rayleigh and Spatial Channel models. The importance of coding 
and interleaving in frequency selective fading channel is examined alongwith implementation 
of techniques such as viterbi-decoding, time interleaving and frequency interleaving to 
improve the system performance in terms of BER.  
Conclusion and Summary of the work is given in chapter eight.  
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 Chapter -2 
 
2 Computer Simulation of Digital Communication 
Systems 
 
2.1 Introduction 
The aims of all current and future cellular radio and wireless LAN communication systems are 
to: (i) maximise the capacity of the wireless system, (ii) minimise the use of the spectrum 
needed to support that capacity, (iii) provide the necessary quality of service to guarantee 
adequate delivery of the data across the wireless interface (iv) provide a flexible and efficient 
means of accommodating variable data rates of all the users that will support new types of 
data services [1][24][31][124]. For multiple access systems, such as cellular radio and wireless 
LANs, this may involve providing adequate protection from other users of the wireless 
network or ensuring adequate recovery of all the data, subject to the effects of the wireless 
channel. Currently, one of the main developments in wireless networks is the exploitation of 
the diversity that is inherent in wireless channels that suffer from multipath propagation and 
signal scattering and this forms the main aim of this Thesis.  
Current and future generation wireless systems are so complex, and have such strong 
interactions with the RF channel providing the air interface, that it is rare for any hardware to 
be developed until the system has undergone detailed appraisal using mathematical models 
and computer simulation. Since one of the aims of the research reported in this thesis is to 
examine how wireless LANs can exploit all aspects of the terrestrial RF channel by using 
adaptive modulation techniques to optimise their use of the time, frequency and spatial 
domains using detailed computer modelling, it is important that such aspects are examined. 
Chapter 2 introduces the concepts behind modelling digital communication systems and, 
especially, the wireless channel.  It will show how scattering and multipath fading adversely 
affect the performance of a digital communication link, and the sort of techniques that are 
needed to overcome the channel impairments to achieve a communication link with acceptable 
performance in terms of achievable bit error rates. 
 
2.2 Modelling Methods 
Any computer model-based research into wireless communications, such as this, depends 
critically on the appropriateness and accuracy of the computer model of the wireless system, 
especially the wireless channel.  It is very easy to obtain misleading results and draw 
erroneous conclusions regarding the appropriateness of a communication system by using an 
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RF channel model that is not representative of the true channel. The truthfulness of both the 
system model and the channel model is entirely dependent on the assumptions made. There 
are many reasons why models, especially channel models, may be over simplistic or even 
erroneous. A prime reason is the lack of adequate computing power.  Another important 
reason is that the key mechanisms that affect the performance of a particular communication 
system may not be fully understood.  
Considering the channel model, the generation of a truly representative model of an 
RF channel, including the noise and interference models that prevail in that channel and which 
are typical of multi-user cellular system operating in an urban canyon, for example, requires 
tremendous computing power to generate channel parameters that are statistically accurate. An 
accurate geometric model of fading, given the actual geography of the urban environment 
using techniques such as ray-tracing or a solution of the wave-equations, using the urban 
landscape to provide the boundary conditions either for the rays or the waves, is 
computationally intensive. It is only very recently that multi-processor and cluster computers 
have become available that have the necessary power and RAM to accurately model such 
environments. However, such models are still relatively rare within the research community.  
Generally, less comprehensive models are used that are optimised to model certain aspects of 
the channel (e.g. the Doppler or delay-spread) to some level of statistical accuracy.  
Models of communication systems can be classified as either mathematical or 
physical [53][45]. Mathematical models may, in turn, be classified as being static or dynamic, 
deterministic or stochastic and discrete or continuous. Static models generally used fixed value 
parameters to define the system and channel, whereas dynamic models attempt to include 
changes in the parameters within the model.  
A deterministic mathematical model solves the problem by obtaining a closed set of 
analytic functions that describe the operation of the communication system, such as the 
modulation scheme, and the channel, generally by making a number of important simplifying 
assumptions that make the development of the equations tractable. The advantage of this 
approach is that it is possible to characterise the system without recourse to powerful 
computers (often a scientific calculator will suffice) and if the mathematical model is 
sufficiently general, to be able to compare the performance of different variants of the system 
analytically. The major problem with this approach is that in order to make the development 
of the equations tractable, the assumptions that are needed may make the final model 
unrepresentative of the actual communication system and channel. 
Major difficulties with deterministic mathematical models are in respect of the 
channel model. Whereas simple static channel models representing free-space propagation and 
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plane-earth propagation are straightforward to model, dynamic channel models are particularly 
difficult. Consequently, channel models of time-varying, frequency-selective fast-fading 
caused by multipath propagation can be very difficult to model and incorporate into 
mathematical systems models [58]. 
In contrast, a stochastic approach to mathematical modelling attempts, to simulate the 
entire communication system, including the transmitter, receiver, channel and noise. In 
essence, the computer model is a representation of the physical system, with the exception that 
the carrier frequency may be set to a lower value than the actual value to simplify the model.  
Continuous-time stochastic models may model the system using analogue computers and 
representative analogue noise sources (or equivalently, real-time simulation packages such as 
Simulink®), whereas discrete stochastic models represent all signals by discrete-time signal 
samples and all processes in the transmitter, receiver and channel are represented by digital 
signal processing techniques.  In either case, the technique is referred to as a stochastic 
process, because the noise and interference are represented by random signals. Each run of the 
model will provide different results because of the random interference, but if sufficient runs 
are carried out, the average performance of the system can be obtained from the set of results. 
Such methods are often called Monte-Carlo methods. Thus, to estimate the bit error 
probability of a digital communication system, a discrete-time system is developed using data 
bits whose states are random, the modulators and demodulators are modelled as per the 
hardware and the signal samples are corrupted by samples of a random noise signal with a 
well-defined distribution, such as Gaussian. Each corrupted data bit is detected in a digital 
representation of the receiver, where it is possible to compare the state of the received bit to 
the state of the transmitted bit, to decide whether it is in error. If a sufficiently large number of 
bits are sent, the resulting error rate tends to the correct value for the average. Such an 
approach can provide increased authenticity of the system model, but a bit error rate of 1 error 
in 106 bits sent means that at least 5×106 bits need to sent through the model to be confident 
that the average error rate is accurate. Even on a modern PC, this can take 10 minutes or more, 
even for a relatively simple system. 
Time-varying, frequency selective, stochastic models of multipath channels can be 
produced using digital analogues of the actual processes in the true channel, thereby 
replicating the randomly fading channel which has the same statistics as the true channel. Such 
channel models are only possible because a large body of experimental work has been carried 
out to establish the key parameters of different types of channel in different types of region 
(such as average number of paths and the delay profile) as well as the statistics defining the 
fades.  Such experiments provide the statistical basis of the models. However, this type of 
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channel is only representative of a particular type of channel (for example a typical channel 
that has Rayleigh fading statistics, or a channel that has Rician fading statistics).  It may 
include details such as independent multipath fading and the effect of Doppler, even the effect 
of spatial decorrelation, but, at best, it is a typical channel. Measurements of the channel 
characteristics in some area would not replicate these model characteristics, although the key 
parameters, such as fade depth, level crossing rate, and delay spread might have the correct 
values in a statistical sense.  
Physical models, attempt to replicate the channel characteristics of a specific 
geographic region using detailed electromagnetic modelling of the environment to produce 
characteristics that are far more representative of what might be observed if an experimental 
observation of the channel characteristics were measured in that area.  This is achieved by 
using the topography and buildings of that region as boundary conditions from which the 
actual signal propagation can be modelled either electromagnetically using the solutions to the 
wave equation, or quasi-optically using ray-tracing techniques.  Whilst, it is undoubtedly true 
that this approach is the most accurate, it is the most computationally intensive. 
In the following sections, different types of approach to communication system 
modelling is described briefly, and the principal features of a discrete stochastic channel 
model are provided, together with some preliminary simulation results. 
 
2.2.1 A simple deterministic mathematical model of a digital communication 
system 
 
To illustrate the comments made above, consider a simple digital communication system 
operating over an ideal free-space line-of-sight (LOS) channel [117]. For this type of channel, 
the path loss is represented by spherical signal spreading, where the signal power density is 
reduced as the power from the transmitter, , spreads in all directions, subject to any 
directional constraints placed on the signal by the transmitter and receiver antennas which 
have directional gain, Gt  and 
Pt
Gr , respectively. In this case, the static deterministic channel 
model representing the free-space loss, LFS , takes the form:  
LFS = λ2 / 4πd( )2        (2.1) 
where, d is the range and λ is the wavelength of the carrier signal.  This model simply 
provides the mean path loss of the channel subject to the constraint of spherical spreading. 
More sophisticated free-space models may include various loss mechanisms, such as 
atmospheric loss, , rain fading,  and other miscellaneous losses, . In addition, 
it is also usual to include other important propagation effects such as tropospheric refraction, 
Latmos Lrain Lmisc
18 
 
Computer Simulation of Digital Communication Systems 
which has an impact on unobstructed range. These additional effects may also be static 
deterministic models, or may involve time-varying parameters. 
However, if it is assumed that radio-wave propagation is by a plane-earth mechanism, 
where there is both a direct component of the signal and one or more signals that are due to 
reflections off plane surfaces, the mathematical model for the path loss is entirely different 
from (2.1).  In this case, a simplified mathematical analysis of plane-earth propagation 
provides an idealised mean path loss of the form [117]: 
 LPE = hthrd 2
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2
         (2.2) 
Plane-earth propagation generally produces far higher propagation losses than free-space 
propagation and so it is vital to ensure that the correct model has been chosen from the outset.  
Using either type of channel model, a mathematical model of the communication link 
can be developed that relates the mean power at the receiver, Pr , to the power at the 
transmitter, : Pt
Pr = PtGtGrLFSLatmosLrainLmisc     or     Pr = PtGtGrLPELatmosLrainLmisc   (2.3) 
Given an appropriate model for the noise and interference in the channel and receiver, 
this allows the mathematical model to specify the signal to noise ratio at the receiver detector. 
A simple noise model assumes that the only interference in the channel is the prevailing black 
body radiation that is collected by the antenna. This is amplified in the receiver and 
augmented with additional noise that is generated by the resistive and active components in 
the receiver. As a result, the noise at the detector is given by [24]:  
          (2.4) N = kTeB
where k is Boatman’s constant, B is the equivalent noise bandwidth of the receiver and T  is 
the equivalent ‘temperature’ of the receiver that takes into account the black-body radiation 
detected at the receiver antenna and the additional contributions to the noise in the receiver. 
Again, this model may be over simplistic. 
e
 A simple deterministic model for the communication system can also be developed in 
a similar manner.  Assume that digital data is transmitted using M’ary phase shift keying: 
 x(t) = A cos ωc t +φ t( )( )        (2.5) 
Where, x(t) is the transmitted signal, ωc is the carrier frequency and φ(t) is the phase shift 
impressed on the carrier by virtue of the digital modulation. The phase shift, φ(t) can take one 
of only M values in the range 0-360° depending on the order of the modulation. The M 
possible versions of (2.5) are each known as symbols and they represent the waveform that is 
transmitted for a given word of length log2M. For example, for binary phase shift keying, 
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(BPSK), the phase φ(t) can take one of only two values: one representing the case when a ‘1’ 
is sent and the other representing when a ‘0’ is sent. In this case the period of the symbol and 
the period of the bit are the same  For quadrature phase shift keying (QPSK) [139], φ(t) can 
take one of four values corresponding to whether the following data words are sent: ‘00’, ‘01’, 
‘11’ or ‘10’ is sent. In this case the period of the symbol is twice that of each bit (i.e. the 
binary words comprise two bits).   
The aim of the detector in the receiver is to measure the value of φ(t) (given that the 
signal is corrupted by noise)  and decide which of the M possible values that φ(t) can take is 
the closest to the measured phase. This is known as a maximum likelihood receiver. The 
received data bits are then obtained from the detected symbol by a process of demapping. The 
resulting bit stream can then be compared to the original bit stream. 
It is well known that in additive Gaussian noise, where the effect of phase rotation and 
distortion due to the receiver filters together with other distorting effects is ignored, the 
probability of detecting the correct phase of the carrier (and hence where the data bits are 
received in error or not) is given by [139]: 
 Pb = 1log2 M
1- B
Rb
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
1 2
erf sin π
M
⎛ 
⎝ ⎜ 
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N
⎛ 
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1 2⎛ 
⎝ 
⎜ ⎜ 
⎞ 
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⎟ ⎟ 
⎡ 
⎣ 
⎢ 
⎢ 
⎤ 
⎦ 
⎥ 
⎥      (2.6) 
where  is the probability of a bit error and  is the data rate used.   Pb Rb
This equation assumes that the bits are generated randomly with equal probability and 
that the receiver is fully optimised to detect binary bits using a matched filter. Any deviation 
from this assumption will invalidate the model. Nevertheless, this model is often used to 
provide the best-case performance bound. Using (2.6) it is possible to show how the received 
signal level affects the probability of a data bit error from this entirely deterministic model, 
and this is shown in Figure 2.1 for different modulation orders, M. In this case, the noise 
bandwidth, B and data rate, Rb are normalised to: Rb = B = 1. The curves make two points. 
First, using a higher order modulation order allows higher bit rates to be transmitted whilst 
maintaining the transmission bandwidth, but since the signal power is proportional to the data 
rate, this requires a higher signal to noise power ratio (SNR) as a direct consequence.  Second, 
higher order modulation schemes increasingly resemble analogue signals. As the modulation 
order increases, the likelihood of errors increases as the decision region for each symbol 
becomes much smaller, unless the noise variance is reduced. Consequently, in order to achieve 
a desired level of error probability, the SNR must improve significantly as the modulation 
increases.  
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Figure 2.1: The effect of SNR on the bit error probability for different orders of M’PSK 
 
It is possible to remove the effect of the data rate by normalising the SNR by the data 
rate, so that the signal is measured in terms of energy per bit. The effect of bandwidth changes 
can also be removed by representing the noise as a noise spectral density, such that SNR is 
represented as an equivalent Eb/N0.  Using these normalisations, an equivalent expression to 
(2.6) based on Eb/N0 can be obtained [139]: 
Pb = 1log2 M
1-erf sin π
M
⎛ 
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⎞ 
⎠ ⎟ log2 M
Eb
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⎢ 
⎢ 
⎤ 
⎦ 
⎥ 
⎥                (2.6a) 
Figure 2.2 shows the impact of this normalisation on the bit error characteristics for the same 
conditions given in the previous example.  This set of characteristics is now independent of 
the data rate and transmission bandwidth and shows quite clearly that increasing the 
modulation order requires the noise density to be reduced, relative to the energy per bit 
because the decision region for each symbol has been reduced.   
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Figure 2.2: The effect of Eb/N0 on the bit error probability for different orders of M’PSK 
 
The channel is taken as a simple lossless channel in which the only impairment is 
additive noise. It is not necessary to use a computer to generate this performance model and 
the method can be used to estimate the minimum transmitter power needed to achieve a given 
level of bit error performance by using Figure 2.1 or Figure 2.2 to set the minimum level of 
received signal power to provide the required average error rate, and then to use value of Pr in 
(2.3) and either (2.2) or (2.1) to obtain the required transmitter power to achieve a stated range 
or to estimate the range given the transmitter power.  
 Similar mathematical expressions can be derived (under ideal conditions) to represent 
other digital modulation schemes, such as differential PSK or quadrature amplitude 
modulation, given below: 
Pb = 2log2 M
M 1 2 −1
M 1 2
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⎥     (2.7) 
Such deterministic approaches to communications models are invaluable in providing a ‘sanity 
check’ when developing complex stochastic models to ensure that the simulations results are 
comparable to those expected theoretically for more idealised conditions.  Figure 2.3 shows 
the performance of the QAM modulation scheme for different modulation orders as a function 
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of SNR.  The key observation is that when M > 4 the required SNR for QAM to achieve a 
given error rate is lower than for M’PSK of a similar order, showing that the distance between 
constellation points is much larger for QAM than M’PSK for the same transmitter power.  
Figure 2.4 provides the error characteristics as a function of Eb/N0
 
Figure 2.3: The effect of SNR on the bit error probability for different orders of QAM 
 
Figure 2.4: The effect of Eb/N0 on the bit error probability for different orders of QAM 
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2.2.2 A simple stochastic model of a digital communication system 
In contrast to the simple deterministic model detailed above, it is possible to achieve a similar 
result using a Monte-Carlo simulation of the digital communication system using sampled 
signals. A block diagram of the stochastic model is shown in Figure 2.5. It follows the 
hardware implementation, but uses digital signal processing algorithms to represent FEC 
coders and decoders, interleavers, modulators and demodulators etc. instead of hardware 
implementations. 
 
 
Figure 2.5: Schematic of a stochastic model of a communications system 
 
 
2.2.2.1 Baseband equivalent signals 
The basis of most stochastic models of a digital communication system is that they use a 
baseband equivalent model of the bandpass communication system [117].  The reason for this 
is as follows.  Assume that the digital communication system operates at a carrier frequency of 
1.8GHz and has a transmission bandwidth of 400KHz.  The maximum frequency of this signal 
is 1.8002GHz. To model this as a discrete sampled signal, would require a minimum sampling 
rate of 2×1.8002GHz to meet Nyquist’s sampling rate criterion, whereas the actual 
information that we need to model is only changing at a baseband rate of 200kHz. Indeed, the 
same information is being transmitted, irrespective of the actual carrier frequency.  It is clear 
that the sampling rate is reduced as the carrier frequency is lowered, and a minimum sampling 
rate of 400kHz is needed when the carrier frequency is set to 0Hz.  This is the basis of using a 
baseband equivalent model. 
 A general bandpass signal at a fixed carrier frequency can be expressed as: 
x t( )= a t( )cos ωc t +φ t( )( )       (2.8) 
This can be expressed in Cartesian form: 
x t( )= xI cos ωct( )− xQ sin ωct( )       (2.9) 
The corresponding complex baseband signal is defined as: 
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 x t( )= a t( )exp jφ t( )( )                  (2.10) 
(i.e. the carrier frequency is set to zero) 
and the corresponding Cartesian form of the baseband signal is: 
 xLP t( )= xI + jxQ                   (2.11) 
(i.e. the baseband signal is simply the amplitude term of (2.8) corrected by the phase 
term,φ t( )).  A baseband model of a real band-pass signal is a complex-valued baseband signal 
that is processed throughout by complex valued operators (such as the signal modulator) and 
to which must be added baseband (i.e. complex-valued) noise and interference. The equivalent 
baseband noise is found as follows.  The band-pass noise signal is given by: 
                 (2.12) 
n t( )= r t( )exp jφ t( )( )exp jωc t( )
= nI t( )cos ωct( )− nQ t( )sin ωct( )
where, r(t), nI(t) and nQ(t) are independent random processes. Consequently, the baseband 
equivalent noise process is: 
nLP t( )= nI t( )+ jnQ t( )                  (2.13) 
where, nI
2 t( ) = nQ2 t( ) = n2 t( )                  (2.14) 
For a sampled digital system, the noise can be represented as a sequence of complex-valued 
samples, n(l), drawn from two, independent, random sequences nI(l) and nQ(l) (usually 
Gaussian distributed): 
nLP l( )= nI l( )+ jnQ l( )                  (2.15) 
If the two random distributions from which nI(l) and nQ(l) are drawn each have unit variance, 
and the required total noise power is N =σ 2, where σ2 is the required noise variance, then this 
is achieved by scaling the noise samples as follows: 
 nLP l( )= σ2 nI l( )+ j
σ
2
nQ l( )                 (2.16)  
 
Signal Source  
In most simulations of digital communication systems, the signal is a random stream of ones 
and zeros drawn from random signal with a uniform distribution such that the probability of 
generating a one or zero equals 50%.  This represents the baseband signal model. 
 
2.2.2.2 Encryption, error correction and interleaving 
If the transmitter uses encryption in the physical layer, the generated data bits can be modified 
using an algorithm that models the actual encryption process represented as some form of 
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digital state machine and implemented in software.  Generally, encryption does not affect the 
data rate and the output of the encryption algorithm is also bits.  The digital signal may then be 
coded in someway to provide error detection or error correction capability. It is not the 
purpose of this thesis to provide full details of FEC codes. There are many excellent texts that 
provide this detail [8][9][10] suffice it to say that there are many variants of coding algorithm 
including convolutional coding, block coding, such as BCH codes, Reed-Solomon and turbo 
codes which all provide error correction capability. In this thesis, convolutional codes are 
used, especially with OFDM waveforms, discussed in Chapter 7. 
In all cases, error detection and correction codes operate by adding redundancy to 
the original data so the data rate at the coder output is much higher than the uncoded data rate 
at the coder input. The increase in the bit rate is called the code rate. A typical code rate for a 
convolutional coder is R = 1/2 or R = 1/3, corresponding to an output signalling rate that is 
twice or three times the original signalling rate, respectively[139].  This may involve an 
increase in the transmission bandwidth. Alternatively, higher order modulation schemes can 
be used that are able to transmit with a high spectral efficiency. For example, quaternary phase 
shift keyed modulation (QPSK) can transmit at 2bps per Hz. Consequently, a rate half 
convolutional coder, which doubles the signalling rate, can be used in conjunction with a 
QPSK modulator (which halves the bandwidth requirement), to create a convolutionally coded 
system with no increase in transmission bandwidth compared with the uncoded case. 
However, the penalty of using this arrangement is that the transmitter power must be twice as 
large as the uncoded case.   
Taking the case of the convolutional coder, the convolutional code is generated by 
passing a data sequence through a multi-output state machine.  The state machine is a set of 
shift registers whose outputs are modulo 2 additions of the shift register taps, as shown in 
figure 3.6 for an illustrative rate half coder.  The taps define the coder. In this case the taps are 
given by 110 and 101 which are also represented in octal form as 6 and 7, respectively. The 
outputs of the coder are the convolution of the data stream with the impulse response of the 
coder.  It will be seen that for each bit input into the coder, two bits are output. Three output 
and four output coders are possible.  The number of coder outputs that need to be multiplexed 
onto the output port defines the code rate. It will be clear from Figure 2.6 that any particular 
output depends not only on the current bit that was input to the machine, but the 2 previous 
bits. Also, the coded data bit is represented not just by one output, but by both outputs. 
Consequently, the convolutional coder has both redundancy and memory.  Thus an error in 
one data bit can be recovered by examining all six output symbols from that erroneous output 
bit.  The constraint length defines the memory of the coder. In this case constraint length is 
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K=3.  The larger the constraint length is, the more effective the ability of the coder to recover 
from errors.  Similarly, the greater the number of outputs used to represent the input bit (i.e. 
the code rate), the greater the ability to recover from an error. 
 
 
Figure 2.6: Schematic of a Rate=1/2, K=3 convolutional coder 
 
Considering the convolutional coder as a state machine [117][139], a given sequence of inputs 
produces an output sequence in which certain output states are forbidden. If, due to 
transmission errors, a sequence is produced that contains these illegal states, the convolutional 
decoder in the receiver will detect these error states and can estimate where the error lies.  
Central to the decoder algorithm is the prior knowledge of the state machine that generated the 
original sequence. One possible (but impractical) decoder algorithm assumes that a finite 
block of encoded data is stored at the input of the decoder. Using the same state machine as in 
the encoder, the decoder regenerates output sequences for all possible states of the input block 
of data.  The regenerated output sequences are then compared with the actual received 
sequence and the input pattern corresponding to the closest match represents the most likely 
input sequence that was sent.  The amount of work involved increases exponentially with the 
length of the block. However, it will be apparent that the present bit depends only on the K-1 
previous bits and so a much more efficient search process can be used. This is accomplished 
using a Viterbi decoder. Forward error correction (FEC) is entirely algorithmic and can be 
implemented using software, as here. 
Many types of FEC are susceptible to burst errors, typical of the type of error found 
in fading channels.  To minimise this problem, it is usual to randomise the FEC coded data 
prior to modulation and transmission using an interleaver [117]. In the receiver, a de-
interleaver de-randomises the order of the data bits prior to passing the bits through the error 
correction decoder.  The reason for this is that after interleaving, a burst error corrupts 
adjacent bits during transmission, but the de-interleaver then randomises the errors whilst 
simultaneously de-randomising the data bits.  Many FEC algorithms are able to handle the 
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random errors that are so produced, especially convolutional coders.  The penalty of the 
interleaver is that if the burst error lasts for many data symbols, the length of the interleaver 
may be very large causing a large delay in receiving and demodulating the data. A number of 
different types of interleaver exist. These are optimised to handle different types of burst error.  
A common interleaver is the block interleaver, shown in Figure 2.7. 
 
 
Figure 2.7: Schematic of a simple block interleaver 
 
Here an array is populated by the data bits in column-by-column order.  The array is 
then read out using a row-by-row order, as shown above.  The de-interleaver in the receiver 
works in the opposite sense that the data is fed in row order and read out in column order. 
 
2.2.2.3 Modulation 
Having established the baseband signal model, digital modulation is simply a mapping process 
[139]. In this process, each of the M different digital symbols representing the alphabet of the 
modulation scheme has a unique point on the constellation of the modulation scheme 
corresponding to a particular Cartesian representation for xI and xQ in (2.11). The actual data 
stream is generally generated randomly with an equal probability of a ‘1’ or ‘0’ being 
generated.  
The processed bits are arranged to form digital words of length , and by 
comparing these words with the alphabet, each word is represented by the corresponding 
complex value representing the Cartesian coordinate on the constellation. Three typical 
constellations are shown in 
m = log2 M
Figure 2.8 representing BPSK, QPSK (4QAM) and 16QAM 
modulation schemes, which are extensively used in this Thesis. The radius of the constellation 
determines the power of the signal. 
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Figure 2.8: Constellations of 3 common digital modulation schemes 
 
 
The modulated signals are normally scaled so that the average power in the transmitted signal 
is 1W (feeding into 1Ω). 
The complex valued signal samples represent the transmitted symbols and these are 
operated on by the channel [60], which can be implemented as a digital filter, in which the 
channel coefficients are convolved with the data symbols 
y n( )=
m=0
M −1∑ h m − n( )x n( )                  (2.17) 
where  is the channel impulse response, which is defined over M samples.  Because, x(n) 
is complex, h(m) must also be complex, 
h m( )
h m( )= hI m( )+ jhQ m( ). The length of the impulse 
response, M, is defined by the longest multipath echo that is considered to have a significant 
impact on the data. For a simple non-fading channel, M = 1 and h(0) has a constant value for 
all n set by the combined path losses such as defined by (2.1) or (2.2). For a simple fading 
channel, where the channel impulse response is much shorter than the symbol period, M = 1, 
but h(0) is not constant, and changes with n at a rate determined by the movement of the 
radios within the channel. This type of channel is called a flat-fading channel because all the 
frequency components of the signal x(n) are faded by the same amount. For the flat-fading 
case, the channel coefficient, h(0), is a sequence of random variables drawn from a set with an 
appropriate distribution, such as Rayleigh or Rician.  Channel modelling will be discussed in 
greater detail in a later section of this chapter.  When M > 1, (i.e. the impulse response of the 
channel is longer than the symbol period this creates frequency selective fading because h(m) 
is a transversal filter whose frequency characteristics are defined by the delay profile of the 
impulse response, h(m).  For static multipath, the M coefficients of h(m) are fixed for all 
values of n.  However, in a typical mobile radio multipath channel, the M coefficients vary 
randomly for each value of n. 
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Additive channel and receiver noise are modelled according to (2.16).  Consequently 
the signal at the receiver is given by: 
y n( )=
m=0
M −1∑ h m − n( )x n( )+ σ
2
nI n( )+ j σ2 nQ n( )              (2.18) 
where nI and nQ are samples drawn from two independent Gaussian random variables of unit 
standard deviation. 
 
2.2.2.4 Digital Receiver 
The baseband receiver (demodulator) is often implemented as a digital matched filter that 
employs a maximum-likelihood detector for recovery of the digital symbols from the noisy 
signal samples. This avoids the need for modelling filters in the transmitter or receiver.  
However, where these must be modelled for added fidelity, y(n) in (2.18) will be first passed 
through an appropriate digital matched filter algorithm, such as a root-raised cosine filter [63].  
The digital implementation of a baseband maximum likelihood detector involves 
comparing each of the received signal samples, y(n), with every point on the constellation. The 
constellation point corresponding to the smallest distance between the sample and that point, 
is selected as the most likely digital symbol, which can then be rearranged as a bit stream and 
compared with the original bit stream to obtain the bit error rate.  A schematic of the 
maximum-likelihood detector for QPSK is shown in Figure 2.9.  In this figure, the actual 
complex-valued received signal sample is shown in blue (due to the effects of the path and 
noise) and its distance from each point on the QPSK constellation is found to be d1, d2, d3 and 
d4.  In this case, the shortest distance is d1, indicating that symbol 1, representing bits 01, is the 
most likely symbol sent. 
 
Figure 2.9: Schematic showing how the maximum likelihood detector works  
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2.2.3 Stochastic modelling of a digital communication system in an AWGN channel 
Figure 2.10 shows the bit error probability performance of the same digital communication 
system detailed in Section 2.2.1, but using a stochastic model of the system.   
 
Figure 2.10: Effect of SNR on the BER of M’PSK modulation using computer simulation 
 
As before, the noise bandwidth and data rate are normalised to: Rb = B = 1, and the results are 
shown for different orders of modulation, M. The channel is taken as a simple lossless channel 
in which the only impairment is additive noise with a Gaussian distribution. The model of the 
communication system was simulated using Matlab®.  The results should be compared with 
the theoretical curves given in [139]. 
Figure 2.11shows the performance of the simulated communication system, in terms 
of the bit error probability, when QAM modulation is used, for the same parameters as above.  
The results should be compared with the theoretical performance curves shown in Figure 2.3. 
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Figure 2.11: Effect of SNR on the BER of QAM modulation using computer simulation 
  
There is excellent agreement between the theoretical and simulated system results for both the 
M’PSK and QAM systems.  However, in order to have a measure of confidence in the error 
rate measurements at around 1 error in 106 bits sent, 5×106 bits were actually sent and each 
curve took 20mins to compute on a 2.8GHz PC. 
 Figure 2.12 shows the performance of the simulated communication system in terms 
of the bit error probability in AWGN, when a Rate = ½, convolutional coder is used.  In this 
case, the x axis is normalised in terms of Eb/N0 rather than SNR, where Eb is the energy per bit 
and N0 is the noise spectral density. This removes the effect of the noise bandwidth and the 
data rate from the results. Each curve is obtained for a different constraint length, K. The 
constraint length represents the depth of the convolutional coder. For K=7, for example this 
represents the number of bits that the information contained in the current bit is being carried 
by (including that bit).  The results show that the longer the constraint length, the greater the 
coding gain. However, by requiring that more coded symbols are examined to recover the 
information in the current symbol, the greater the workload in the receiver and the longer the 
processing delay (i.e. the additional coding gain is paid for by a far higher data processing 
requirement). This is in agreement with the qualitative discussion in Section 2.2.2. The 
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simulated results match the theoretical results for convolutionally coded data in AWGN very 
closely [139]. 
 
Figure 2.12: Effect of using a rate=1/2 convolutional coder on the bit error probability  
 
Figure 2.13 shows the effect of code rate on the probability of a bit error for an 
AWGN channel. In this figure the constraint length was maintained at K=7.  A rate of 1/3 
requires that the output bit1 rate is three times the input bit rate. This means that the 
information contained in the current bit is being carried by three coded streams, whereas for a 
rate = ½ code, the information is only being carried by two streams. This carries a 
considerable bandwidth penalty as well as an increased computational overhead. However, 
this is repaid in terms of a significantly reduced Eb/N0 compared with the uncoded case or the 
rate = ½ coders to achieve a given bit error rate. 
   The simulation provides the expected result that the rate=1/2, K=7, convolutional 
coder provides ~3dB of coding gain compared to the uncoded case at Pb =10-6. 
                                                   
1 Strictly, the output of the coder should be referred to as symbols rather than bits since the actual information 
smeared over the K-1 previous outputs and each bit is actually represented by R output pulses (where R is the 
code rate).  However, the term ‘bit’ indicates that the coder output is binary valued. 
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Figure 2.13: Effect of using different convolutional code rates on the bit error probability 
  
2.3 Channel Models for Mobile and Wireless MANs 
The channel environments of mobile cellular radio and wireless LANs/MANs share one 
aspect in common: the transmitter and receiver heights are generally low mounted so that 
there is inadequate Fresnel zone clearance to guarantee free-space propagation on a line-of-
sight link.  Because this condition cannot be met, the predominant propagation mode is, at 
best, plane-earth in which there is a strong interaction between a direct line-of-sight 
component and at least one reflected signal, giving rise to spatial fading where the signal 
components suffer destructive interference. At worst, propagation is non-line of sight in which 
the signal arrives at the receiver entirely by scattering, reflection and refraction.   
 Figure 2.14 shows a typical scenario where a basestation antenna is mounted at 
typically 10-20m in height transmitting to a mobile or wireless LAN node whose antenna is at 
a height of 2-5m. The signal comprises a direct component, and a signal that is reflected at a 
plane surface, such as the ground. For this highly idealised model, the received signal is the 
vector sum of the direct and reflected components [117]. 
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Figure 2.14: Schematic of idealised plane-earth propagation 
 
The lengths of the direct and reflected components are simply: 
dd = d 2 + ht − hr( )2
≅ d 1+ 0.5 ht − hr
d
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2⎛ 
⎝ 
⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ 
0.5         and            
dr = d 2 + ht + hr( )2
≅ d 1+ 0.5 ht + hr
d
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2⎛ 
⎝ 
⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ 
0.5            (2.19) 
The path length difference is 
 Δd = dr − dd ≈ 2hthrd                   (2.20) 
corresponding to a phase shift:     
Δφ = 2πλ
2hthr
d
= 4πhthr
dλ                  (2.21) 
The received signal at the mobile/LAN node is: 
Atotal = Adirect + Areflected = Adirect 1+ ρe jΔφ                (2.22) 
The ratio between received power and the direct ray 
Pr
Pd
= Atotal
Adirect
2
= 1+ ρe jΔφ 2                 (2.23) 
where ρ is the reflection coefficient of the ground plane. Both the direct and reflected paths 
suffer spherical spreading: 
Pd = Pt λ4πd
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2
                   (2.24) 
where Pt is the transmitter power.  Inserting (2.24) into (2.23) and making the assumption that 
ρ = −1, yields: 
Pr = Pt λ4πd
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2
⋅ 1− e jΔφ 2 = Pt λ4πd
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2
1− cos Δφ( )2 + sin2 Δφ            (2.25) 
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At relatively short distances of the mobile from the basestation, using (2.21), φ has a relatively 
large angle and the average power fluctuates widely from 0 (destructive interference) to 2. 
This is called the fading region. The extent of the fading region is given by: 
Rmax = 4hthrλ                   (2.26) 
As the mobile moves further from the basestation, φ becomes much smaller – approaching 0. 
In the limit  yielding [1−cos Δφ( )2 + sin2 Δφ ≈ Δφ 117]: 
Pr = Pt λ4πd
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2
Δφ = Pt λ4πd
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2 4πh1h2
λd
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2
= Pt h1h2d 2
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
2
              (2.27) 
The equivalent path loss form of (2.25) is plotted in          Figure 2.15 as a function of d, where 
the phase shift Δφ is obtained as a function of range using (2.21). In this figure, the chosen 
parameters are typical of a 2.4GHz WiMAX system, where ht = 10m and hr=5m and λ= 
0.125m. These parameters yield a value for Rmax = 1600m where there are large fluctuations in 
path loss due to constructive and destructive interference occurring every 20 or 30m and a 
mean reduction in signal strength that is proportional to 1/d2. Beyond this range, the power at 
the receiver falls off smoothly with range according to (2.27) (i.e. 1/d4).   
 
 
         Figure 2.15: Variation of the path loss with range for the case ht=10m, hr=5m and f=2.4GHz 
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This equation forms the basis for many models of terrestrial propagation including the 
Murphy propagation model and the Egli propagation model where the transmitter and receiver 
ranges are quite large by virtue of a high transmitter power. A typical application where an 
Egli or Murphy model might be applicable is private mobile radio (PMR), typical of large area 
coverage from a central basestation to utility vehicles or the emergency services, where the 
service area might be 40-60km. However, for the case of mobile cellular radios, wireless 
LANs and wireless MANS, the transmitter powers are very limited (typically in the range 
100mW-1W) and so generally do not operate in this limiting region, but in the much shorter 
fading region.   
 
2.3.1 Fast and slow fading 
For a mobile handset, it will be clear from (2.25) and          Figure 2.15 that although multipath 
fading is a spatial phenomenon, it becomes translated into a temporal effect as the vehicle 
propagates through the fades. If the vehicle travels quickly through the fades, it results in a 
rapid fade, and conversely, when the vehicle or pedestrian travels through the region slowly, 
the fades occur much more slowly and the period that the receiver stays in the fade will be 
longer. This can create severe problems for the recovery of the data. It is clear from          
Figure 2.15 that fading is not truly random over a short time scale, but has some structure that 
is related to the vehicle speed. It is this observation that has allowed developments in wireless 
systems to be able to estimate the temporal variation of the channel characteristics and from 
this predict the likely behaviour of the channel over relatively short time periods 
(~milliseconds) so that the wireless system can compensate for the fluctuations in the path 
loss.  
Although Figure 2.15 provides an excellent summary of fading in a terrestrial channel 
it does not provide any detail about the fading mechanisms that are known to exist from 
accurate field measurements that have been made over the past 30 years. In practice, the 
model defined by (2.25) is made more complicated by multiple reflections from many 
different plane surfaces such as buildings, billboards etc between the transmitter and the 
receiver.  Objects larger than about 3m will act as scatterers for radio signals in the frequency 
range 1-2GHz, so that random scattering is an additional mechanism by which a radio signal 
can propagate to the receiver. Foliage and features such as bridges and tunnels together with 
large buildings provide additional sources of path attenuation. 
It is well known from detailed measurements of practical wireless channels in 
different types of environments, such as urban, suburban and rural, that the time variation of 
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the envelope of a mobile receiver signal comprises of both fast fading and slow fading, as 
shown in Figure 2.16 
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     Figure 2.16: Typical variation of the envelope of an RF signal in a fading environment 
 
Slow fading is generally due to a time-varying change in path loss, called shadow loss due to 
the handset signal being blocked by large buildings, tunnels etc. Field trials have shown that 
the statistics of the envelope fluctuations are often log-normal with a standard deviation of 5 to 
12dB. 
Fast fading is generally associated with multipath fading from multiple reflectors and 
scatterers. However, because it is rare for reflected signals to be reflected with a reflection 
coefficient ρ = −1, as required to create (2.25), the infinitely deep fades of Figure 2.15 are 
very unlikely, and the signal envelope has a random element to the fluctuations due to the 
different signal levels of each of the paths at the receiver antenna.  As discussed above, the 
fade has structure, set by the vehicle speed.  This is specified by the channel coherence time. 
The coherence time represents the period of time over which the channel statistics can be 
assumed to be stationary. It is this property of the fade that allows reliable communications to 
be established by a process of channel estimation and prediction, so that signal processing 
techniques such as phase and delay equalisation or signal diversity can be exploited.  
 The fluctuation in the signal envelope due to fast fades have been found to have a 
Rician distribution if there is a well-defined direct component to the signal, or a Rayleigh 
distribution if there is no line-of-sight path and the signal arrives at the receiver purely by 
scattering and reflections. If the geography is substantially different from normal urban and 
suburban environments, field trials have shown that the statistics may differ from Rayleigh or 
Rician. In case of a frequency selective channel as the channel is time varying so the 
characteristics may change fast due to the effect of Doppler when the user is moving. The 
response of a multipath propagation channel in time and freq domain is as depicted in              
Figure 2.17(a) and (b) respectively. Here a mobile user is travelling at a speed of 63.720kmph 
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corresponding to a Doppler of 161.60Hz at a carrier frequency of 2.4GHz, number of paths 
considered are 6 and time period per symbol is 0.2 μsec. 
 
a b  
                Figure 2.17: Response of multipath propagation channel in time and freq domain 
 
 
2.3.2 Multipath propagation 
The arrival at the receiver antenna of multiple reflected and scattered replicas of the 
transmitted signal, each delayed due to their different path lengths, together with random 
phase shifts, generates a multipath signal that can be considered as a single transmitted signal 
that is convolved with a channel model that has an impulse response that represents the 
principal echoes together with a continuum of the scattered signals as illustrated in Figure 
2.18. The arrival time of the last of these echoes relative to the arrival time of the first signal is 
termed the maximum delay spread of the channel, τm.  The delay spread depends on what is 
considered to be the longest significant path, which is subjective. An alternative definition, the 
normalised delay spread, represents the rms pulse width broadening factor: 
 τ N = Piτ i2
i=1
L∑                    (2.28) 
where Pi is the power in the ith path component, τi is the relative delay of the ith path and L is 
the total number of paths. 
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Figure 2.18: Schematic showing the delay spread of a signal due to multipath propagation 
 
  
This parameter, together with the transmission bandwidth of the signal, determines whether 
the channel is ‘narrowband’ or ‘wideband’. If the signal’s bandwidth is narrower than the 
coherence bandwidth of the channel, B Bs<<BcB =1/(τm), (i.e. the delay spread is much greater 
than the transmitted symbol period) then all the frequency components of the transmitted 
signal encounter nearly identical propagation delays and the channel is said to produce 
frequency non-selective, or flat, fading.  This is called the narrowband approximation [63]. 
The coherence bandwidth represents the frequency separation at which the correlation 
coefficient between the attenuations of two signal components at these frequencies becomes 
less than 0.5 [11]. Although the channel is not frequency selective, the random fluctuation of 
the channel characteristics, ensure that it is time-varying. 
If on the other hand, the transmission rate is sufficiently high such that some of the 
echoes of one symbol arrive at the same time as those of other consecutive symbols, the 
channel is termed wideband and the multipath propagation creates inter-symbol interference 
(ISI) which adversely affects successful recovery of the data. The impulse response creates a 
channel characteristic that is strongly frequency selective and the impulse response of these 
characteristics ensure that the channel model is time varying.  The impulse response of a time-
variant multipath channel can be written as [117]: 
( )( )∑=
=
+−L
i
ttj
i
iietth
1
)()(),( φτατ                  (2.29) 
Where αi(t), τi(t) and φi(t) are the amplitude, arrival time and phase of the received signal from 
the ith path at time instant t, respectively. The rate at which both αi(t) and φi(t) vary depends on 
the vehicle velocity cutting through the spatial fade pattern.  Equivalently, this is related to the 
Doppler frequency shift of the carrier. The Doppler frequency shift is given by [117]: 
fD = v ⋅ fcc ⋅cosθi                   (2.30) 
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where v is velocity of the vehicle, fc is the carrier frequency and θi is the angle of arrival of the 
RF signal relative to the velocity vector.  The maximum Doppler frequency occurs when the 
signal arrives in the opposite direction to the velocity vector, when fDmax = v / λ . If it is 
assumed that the scattered signals arrive at the antenna from all angles with a uniform 
distribution, then the spectral distribution of the received carrier power due to the spread in 
Doppler is given by [13] 
S( fD) = −1
2πfm 1− ( fD / fm )2
                (2.31) 
which is shown in Figure 2.19. The maximum Doppler frequency fm represents the rate at 
which the nulls in the fast fade characteristics of      Figure 2.16 occur and is represented as 
c
vf m = , this is related to the channel coherence time, Tc(t), as discussed earlier. This is given 
by [12] and represented as:  
m
c f
tT π16
9)( ≈                    (2.32) 
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Figure 2.19: The spread in Doppler frequency due to the uniform distribution in the arrival angles of a 
                       scattered signal at the vehicle antenna – the Doppler power spectrum 
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2.3.3 Channel Modelling 
The model presented here is based on the assumption that the multipath returns of the signal 
are uncorrelated and have complex-valued Gaussian distributions2. This model is more known 
as the Gaussian wide-sense stationary uncorrelated scatterers model (GWSSUS) [123]. A 
model for the narrowband (flat-fading) channel is first presented where the received signal 
echoes all arrive within short intervals of each other (relative to the sample interval) so that the 
impulse response of the channel may be modelled as a single multiplicative complex Gaussian 
random variable. A model of the multipath (wideband) channel based on that of the 
narrowband channel is then developed.  
 
2.3.3.1 Narrowband Model  
Although there are a number of different methods [58][117] of modelling a narrowband 
channel, the following is a widely adopted method, and was used widely in this research. The 
generation of the real and imaginary parts of the narrowband coefficient can be achieved by 
using two uncorrelated Gaussian distributed random numbers. These coefficients do not 
change infinitely quickly because of the finite coherence time of the channel, which is set by 
the vehicle velocity (2.32). One method of incorporating this effect is to note that the effect of 
vehicle motion is reflected in the Doppler power spectrum given by (2.31) and shown in 
Figure 2.19.  
This is achieved in the model by separately filtering the real and imaginary random 
coefficients using Doppler filters. A schematic of the narrowband channel model is shown in  
Figure 2.20 below. 
Gaussian random 
sample generator
Digital 
Doppler filter
Gaussian random 
sample generator
Digital 
Doppler filter
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Complex-valued input symbol samples
Faded
output
 
Figure 2.20: Schematic of the narrowband channel model 
 
                                                   
2 This corresponds to the case where the magnitude of each path has a Rayleigh distribution and the phase is uniformly 
distributed over the range 0-2π. 
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The frequency characteristics of this filter match the characteristics of the Doppler spectrum 
given by (2.31). This limits the rate of change of the random coefficients to a rate that is set by 
the maximum Doppler frequency, . The inclusion of the filter does not affect the 
statistical distribution of the random numbers [
fDmax
11], but does affect their variances. This, 
however, can be corrected for by inserting an appropriate scaling factor [14]. Filtering inserts 
some correlation between the output samples and the amount of correlation changes according 
to the maximum Doppler frequency. The relationship between the cut-off frequency and the 
correlation factor is inversely proportional. The filtering of the random numbers may be done 
in either the frequency domain or the time domain as discussed below.   
 
2.3.3.2 Time domain implementation  
In this approach, the time-domain Gaussian numbers are convolved with the impulse response 
of the Doppler filter of equation (2.31). A time-domain filter, having the required Doppler 
spectrum, can be implemented using two cascaded second order filters. One filter represents a 
highly resonant second order filter tuned to ring at  and the other is a Butterworth filter 
shapes the spectrum to give a good approximation to (2.31). The s-domain approximation of 
this two-stage filter is given by [
fDmax
15]: 
H(s) = 1
s2 + 2s +1 ⋅
1
s2 + 0.02s +1                 (2.33) 
This form of frequency characteristic can be implemented as an IIR digital filter using Matlab 
to evaluate the difference equations. Recall, that two such filters are needed, one for the real 
part of the path coefficient and one for the imaginary part of the path coefficient. There are 
two particular problems with this approach.  First, the resonant filter has an extremely long 
start-up transient, and the filtered random coefficients cannot be used until after this start up 
transient has elapsed.  Second, the rate of change of the path coefficients is much slower than 
the sampling rate for the data so some form of multi-rate sampling system must be used in 
order to minimise the number of taps needed to implement the filter. A typical frequency 
characteristic for each Doppler filter is shown in Figure 2.21, below. 
 
43 
 
Computer Simulation of Digital Communication Systems 
 
Figure 2.21: Characteristics of the digital Doppler filter used to filter the random channel 
 coefficients 
 
 
2.3.3.3 Frequency domain method 
This method is based on the discrete Fourier transform, in which the real and imaginary parts 
of the complex multiplicative coefficient are multiplied by the Doppler transfer function of 
equation (2.31).  Exploiting the fact that the Fourier transform of a Gaussian process is another 
Gaussian process this transformation is only needed once. This is a relatively simple process, 
as long as an efficient fast Fourier transform exists. This type of approach has a problem due 
to the bandwidth of the Doppler spectrum which is much smaller than the data bandwidth so a 
very large Fourier transform size is needed in order to ensure that a significant proportion of 
the input samples fall within the Doppler filter’s bandwidth [11]. At the output of the Fourier 
transform, a scaling factor is used to ensure that the variance of the output samples is not 
changed.  This method does not suffer from start-up transient problems, but a very large FFT 
is needed to provide an accurate narrowband filter. 
 
2.3.3.4 Convolver method 
This is the most practical method of implementing the Doppler filter because it is both 
computationally efficient and does not have a long start-up transient.  This method is also 
based on the Doppler filter of (2.31). However, in this case, the frequency characteristic is 
represented as an equivalent impulse response, h(t).  The filtered sequence of random 
coefficients (both real and imaginary), are obtained by convolving the Gaussian random 
sequence with this impulse response: 
y t( )= h t( )* x t( )                  (2.34) 
where * represents the convolution operation. 
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       Figure 2.22 shows a typical time-variation of the real and imaginary path coefficients for a 
Doppler frequency of 10Hz. Note that each path coefficient still retains the Gaussian 
probability distribution of the unfiltered samples, but the variance is much lower due to the 
effect of the filter. 
 
 
 
 
 
 
       Figure 2.22: Typical variation of the real and imaginary path coefficients for a narrowband 
      channel for a Doppler frequency of 10Hz. 
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2.3.3.5 Wideband Channel Model 
This type of channel arises when the path delay differences are longer than the symbol 
duration resulting in the arrival of one symbol’s echoes at the time of arrival of other 
consecutive symbols. The impulse response of such channel may be represented in discrete 
form as consisting of a number of delta functions whose amplitude has Rayleigh/Rician 
distribution. A typical wideband channel impulse response is shown in Figure 2.23, below. 
 
Propagation
Delay 
Maximum Delay
Spread, τm  
Figure 2.23: Typical impulse response for a wideband channel 
 
Although various impulse response models have been used in the past, the best known ones 
are those of the COST 207 Standards Group, specified by the Group Special Mobile 
committee (GSM) for  different environments, such as, typical urban, bad urban, rural and 
hilly terrain. The set of six tap GSM impulse responses for the two most common channel 
models are summarised in the Table 2-1 below: 
 
Path 1 2 3 4 5 6 
Spectrum Rayleigh Rayleigh Rayleigh Rayleigh Rayleigh Rayleigh 
Delay μsec 0.0 0.2 0.4 0.6 15.0 17.2 
Attenuation 0 2.0 4.0 7.0 6.0 12.0 
Correlation 0 0 0 0 0 0 
(a) 
Path 1 2 3 4 5 6 
Spectrum Rayleigh Rayleigh Rayleigh Rayleigh Rayleigh Rayleigh 
Delay μsec 0.0 0.2 0.6 1.6 2.4 5.0 
Attenuation 3.0 0.0 2.0 6.0 8.0 10.0 
Correlation 0 0 0 0 0 0 
(b) 
Table 2-1 : Parameters of the COST 207 channel models for: (a) Hilly Terrain, (b) Typical Urban 
 
Since the response of the channel outside the signal’s bandwidth is of little importance, the 
channel can be sampled at the symbol rate leading to the tapped delay line model [123][117], 
as shown in Figure 2.24. When the baseband signal is applied to the series of delays, the 
output from each tap is multiplied by a time varying complex-valued path coefficient 
generated using the narrowband method shown earlier in Figure 2.20, R, that characterises the 
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fast fading and by a further gain, A, in order to keep the average power of that path at a certain 
wanted level. The outputs from all the taps are then added together using a complex summer 
and combined with some additive Gaussian noise before being passed to the output.  
 
 
Figure 2.24: Schematic of the wideband channel Simulator 
 
        Figure 2.25 shows the time-frequency plane of the magnitude of the channel coefficient 
for a typical Rayleigh channel.  This figure shows the temporal variation of the channel 
coefficient and the time-varying impulse response of the wideband channel model provides 
the frequency selective fading.  Because the channel impulse response is constantly changing, 
the frequency response changes accordingly.  
 
        Figure 2.25: Time-frequency response of a typical wideband multipath channel 
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2.4 Multipath effects 
In mobile radio environments, the surroundings such as houses, buildings or trees act as 
reflectors of radio waves as shown in Figure 2.26 below. Since the mobile antenna is well 
below the surroundings, so there is no direct line of sight path between transmitter and 
receiver. Propagation is mainly by scattering from these surfaces and by diffraction over 
or/and around these surfaces. These objects produce reflected signals with attenuated 
amplitudes and phases. If a modulated signal is transmitted, there are number of reflected 
waves of the transmitted signal each having different propagation delays arriving at the 
receiving antenna from different directions. These waves are called multipath waves and all 
these reflected waves arrive at the receiving antennas with different phases because of 
different angle of arrivals. When these reflected waves are collected by receiving antenna in 
space they are combined vectorially to give resultant signal, which can be large or small 
depending upon distribution of phases among the component waves. The challenges faced by 
wireless communication systems may be categorized as  
a. Multipath propagation 
b. Delay spread 
c.    Doppler spread 
The multipath structure of a channel is quantified by its delay spread. Delay spread can 
be stated as the difference in time of arrival of first line sight wave and the last reflected wave 
of the multipath signal. When the delay spread is less than the duration of the symbol period 
then the channel is said to be frequency nonselective channel. However, when the delay 
spread is more than the time duration of a symbol period then the channel is said to be 
frequency selective due to existence of large variation in the channel characteristics. This 
delay spread gives rise to ISI that occurs because of the delayed signals that overlap the 
following symbols. As a result there could be significant BER because as and when the 
transmitted bits are increased the ISI increases thereby increasing the BER at the receiving 
end. 
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Figure 2.26: Multipath Environment 
 
As shown in Figure 2.26, the reflection could be from closer buildings/obstacles causing short 
delay in addition to longer delay that is caused by the remote building/obstacles. Therefore the 
radio propagation channel in mobile communication systems can be regarded as a non linear 
function of the environment. Figure 2.26 shows a typical multipath environment and each 
multipath is charactersied by its amplitude , phase la lφ , time delay lτ , AoA and doppler shift 
. The channel impulse response df ( )τ,th  at any point in space for an omnidirectional 
antenna is represented as time vaying function and is given as [45]: 
( ) ( ) ( ) ))((, 1
0
ttetat l
L
l
tj
l
l τδτ φ −∑= −
=
h                        (2.35) 
where, L is the total number of multipaths.  
The received signal  is achieved by convolution of transmitted signal  with channel 
impulse response from (2.35) [
( )tr ( )ts
63] and represented as 
( ) ( ) ( ) ( )tdttht nsr +−= ∫+∞
∞−
τττ,                  (2.36) 
where  is the complex Gaussian noise and integral limit is defined by the delay spread of 
the channel. 
( )tn
 
49 
 
Computer Simulation of Digital Communication Systems 
2.4.1 Doppler Effect 
The phenomenon of Doppler Effect can be stated as whenever there is some movement in 
relation to transmitter and receiver, there is some change in the carrier frequency of the 
receiver carrier as a result gives rise to change in the Doppler [117]. The time variations, or 
the dynamic changes in the propagation path lengths, can be directly related to the Doppler 
effects that arise. The rate of change of phase, due to motion, is apparent as Doppler frequency 
shifts in each propagation path and to illustrate this, Physical interpretation of Doppler shift 
can be represented as shown in Figure 2.27. 
Direction of receiver
movement 
v
A
Transmitter
lΔ
Δl
B
Receiver  d
θ
 
Figure 2.27: Doppler Effect 
 
From Figure 2.27 it is seen that when a mobile moves with velocity v along the path 
AB, the distance between AB is represented by tvd Δ= . The incremental change in path 
length of the wave represented by θcosdl =Δ , where θ is the spatial angle and phase change 
is therefore given as [117]: 
   θλ
πθλ
π
λ
πφ cos2cos22 tvdl Δ−=−=Δ−=Δ               (2.37) 
Hence apparent change in frequency i.e. Doppler shift is given by 
θλ
φ
π cos2
1 v
t
f =Δ
Δ−=                  (2.38) 
Where,  is the velocity with which the receiver is moving, θ is the angle between the 
direction of movement of the receiver and the wave of propagation and λ is wavelength of the 
carrier. Therefore from (2.38) it is obvious that frequency shift depends on speed of the 
receiver, direction of movement and the carrier frequency corresponding to wavelength of the 
wave of propagation. The increase or decrease in the frequency dictates, whether the Doppler 
v
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shift is positive or negative thereby giving λvfm ±=  where  is the maximum Doppler 
shift. 
mf
 
2.4.2 Parameters of multipath Channels  
2.4.2.1 Path Loss   
Whenever a signal is transmitted from transmitter it gets attenuated and arrives at the receiver 
with different wavelengths because of reflection, refraction and scattering effects. It is 
expressed as given in [121]: 
( )
r
t
p
pdBPL log10=                  (2.39) 
where, and are the transmitted and received power respectively. tp rp
 
2.4.2.2 Time Delay Spread 
The impulse response of a wireless channel varies randomly because of multipath reflections 
and scattering that occurs at random locations. The time delay spread can be defined as the 
difference in time of arrival of LOS component and the last multipath delayed component. 
Whenever the delay spread is greater than time duration of the symbol period the delay spread 
becomes large as result giving rise to generation of bit errors thereby decreasing the 
performance of the system. As shown in Figure 2.28 the main ray is preceded by second ray 
and the amount of power received is decreasing corresponding to the arrival of each ray. This 
occurs because of the fact that when the delay is more signal received is weaker because of 
travelling long path due to reflection from remote buildings/obstacles. 
 
 
Figure 2.28: Exponential delay spread 
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Figure 2.29: Power delay Profile and delay Parameters 
 
 
2.4.2.2.1 First Arrival Delay (τA) 
The first arrival delay denoted as τA is expressed as the arrival of first transmitted signal at the 
receiver. It is the minimum possible propagation path delay from transmitter to the receiver 
and usually measured at the receiver. It serves as reference delay and any delay that occurs 
after this reference delay is known as excess delay. 
 
2.4.2.2.2 Mean Excess Delay ( )lτ   
The mean excess delay can be defined as the first moment of the power delay profile that is 
related to the first delay, as shown in Figure 2.29. Mathematically it is expressed as given in 
[121]: 
( ) ( )∫ −= τττττ dPAl                     (2.40) 
 
 
2.4.2.2.3 RMS Delay ( )RMSτ  
The RMS delay spread is the measure of delay spreads of multipaths and is defined as the 
standard deviation about the mean excess. It is expressed as: 
( ) ( ) 212 ][ ∫ −−= ττττττ dPAlRMS                  (2.41) 
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2.4.2.2.4 Maximum Excess Delay ( )mτ  
The maximum excess delay is related to the power level of the signal corresponding to the 
threshold level. Whenever the signal falls below threshold level this is considered as a noise. 
In case of Figure 2.29 maximum excess delay is mτ  is the value for which ( )τP falls below 
threshold level (–30dB) of the peak value of the power of the signal. 
 
2.4.2.2.5 Normalized Delay Spread ( )nτ  
This is defined as ratio between maximum delay spread and first delay spread and is expressed 
as 
A
m
n τττ =                  (2.42) 
when, 1〈〈nτ , the channel is considered as flat fading channel, whereas when nτ approaches 
or exceeds unity, the channel is referred to as wideband time variant frequency selective 
channel. 
  
2.4.2.3 Multipath delay spread  
As the time domain description of a linear system is specified by impulse response of the 
system. When the channel is time variant, the impulse response is also time varying function 
[117][123]. If the complex envelope of the time variant impulse response is ),( τth  whereτ is 
a delay variable, then complex envelope of the filter output ( )tw  can be obtained by 
convolving the input with impulse response. Mathematically from ( )tz        Figure 2.30 below 
the same can be represented as summation 
( ) ( ) ( )∑
=
ΔΔ−Δ=
n
m
mtmtt
1
, τττ hzw                 (2.43) 
From Figure 2.30 it is seen that input is first delayed and then multiplied by the scattering 
gain. 
53 
 
Computer Simulation of Digital Communication Systems 
 Densely tapped 
Delay line 
Z(t)
Δτ 
W(t)
Σ
Δτ Δτ
),( τΔth )2,( τΔth
 
       Figure 2.30: Linear time variant Channel using input delay spread function 
 
 
2.4.2.4 Coherence Bandwidth  
Coherence bandwidth denoted as is defined as range of frequencies over which the 
characteristics of the channel are time invariant and channel is said to be a flat fading channel. 
It is also defined in terms of bandwidth over which the signal variation measured is almost 
10% and is approximated as  
cB
RMS
cB τ50
1=                     (2.44) 
The real coherence bandwidth depends on the actual impulse response of the channel. 
 
2.4.2.5 Coherence Time  
Coherence time denoted as  and can be described as the time duration of the symbol over 
which the channel impulse response does not vary and remains constant. So the minimum 
signal duration at which the frequency dipersion becomes noticeable si inversely proportional 
to the magnitude of the maximum Doppler shift f
CT
m by the signal. Similarly, the minimum 
signal duration at which time selective fading becomes apparent is related to the channel’s 
coherence time Tc(t), which is represented as in [12]  
m
C f
T π16
9=                                (2.45) 
The behaviour of the channel is defined by Coherence time ( )CT  and Coherence bandwidth 
 ( )cB
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mfC
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Figure 2.31: Coherence time representation 
 
2.4.3 Coherence in spatial and temporal domain  
The spatial and temporal domain coherence of the system is related to the phase characteristics 
of the system. Therefore it can be stated that the concept of coherence is based on the stability 
of the variation in phase of the system. Spatial coherence dictates the similarity of signals at 
different points in the space whereas temporal coherence dictates the similarity between two 
signals at different time intervals. When there is an array of antenna elements used at 
receiving end to form main beam in the direction of wanted users by the process of spatial 
filtering. However noise, interference and also other delayed signals arriving from different 
directions other than the direction of wanted user resulting into ISI are suppressed.  
 
2.5 Diversity 
In the previous section the phenomenon of spatial and temporal coherence has been discussed. 
Here it is emphasised that since buildings and other obstacles in built up areas are considered 
as scatterers of the signal. Whenever there is some correlation between different incoming 
components of the signal waves, there is lot of fluctuation of the signal in the channel thereby 
giving rise to decrease in the signal power to an extent that this signal power drops 
significantly and the channel is said to be in a deep fade. In order to reduce the effects of 
fading, Diversity is a common technique that can be applied either at BS or MS in order to 
achieve low BER at some cost. In wireless communication systems different diversity 
methods are used to achieve the better performance of a system. The most important diversity 
techniques identified by [62][63] are classified as (i) time diversity that is because of the 
doppler spread (ii) frequency diversity that occurs due to delay spread and (iii) spatial or the 
antenna diversity.  
Since fading in the channel is mostly due to phase difference between different echoes 
so is most likely to find the fading on different antennas separated by few wavelengths apart 
completely uncorrelated and this phenomenon is called antenna diversity. On the other hand in 
case of frequency diversity, the information signal is transmitted simultaneously at different 
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frequencies. In order to achieve the best performance it is important to transmit at frequencies 
separated by at least coherence bandwidth of the channel.  In case of time diversity the signal 
is transmitted simultaneously in different time slots, and in order to achieve the desired 
performance of the system these time slots are separated by at least the coherence time of the 
channel. 
 
2.5.1 Time Diversity  
In case of time diversity as already stated that signal carrying same information of data is 
transmitted simultaneously in different time slots. The uncorrelated signal is received at the 
receiving end only when the coherence time of the channel is equal or less than the separation 
in successive time slots. The time separation between replicas of transmitted signals is 
provided by time interleaving to obtain independent fades at the decoder’s input. Since time-
interleaving results in decoding delays, this type of technique is effective for fast fading 
environments where the coherence time of the channel is small for slow fading channels, large 
interleavers are needed and this can lead to a significant processing delay which may be 
intolerable for applications like voice communications.  
 
2.5.2 Frequency Diversity  
When the mobile radio channel is frequency selective then is desirable to use the frequency 
diversity. In frequency diversity, different frequencies are used to transmit the same 
information signal to the receiver. The frequencies are required to be sufficiently separate 
enough to ensure an independent fading associated with each frequency i.e. the separation 
needs to be greater than coherence bandwidth. The coherence bandwidth is different for 
different propagation environments. For example, in case of urban or hilly environments, the 
coherence bandwidth on the average is about 200 kHz and 50 kHz respectively. Therefore 
frequency diversity will lower the probability of error. In case of sub-urban environments, the 
coherence bandwidths can be in excess of 1MHz which requires a set of very widely separated 
carriers to fully exploit the frequency diversity. In that case this may prove to be spectrum 
inefficient. 
 
2.5.3 Antenna Diversity  
This type of diversity is also known as Space diversity and is implemented using multiple 
antennas or antenna arrays arranged together in space for transmission or reception [39]. The 
multiple antennas are separated physically so that signals are uncorrelated. The separation 
requirement varies with antenna height, propagation environment and frequency. A few 
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wavelengths separation is enough to obtain uncorrelated signals. The primary aim of MIMO 
antenna design is to reduce correlated signals by exploiting various forms of diversity that 
arises due to use of multiple antennas, like space diversity (spacing antennas far apart), using 
antennas with different or orthogonal radiation patterns. Spatial diversity involves the placing 
of receive antennas at such a distance from each other that it is statistically unlikely for both 
antennas to experience the identical channel conditions from the transmitter. The objective is 
that when one antenna is in a deep fade, the other antenna still has a strong signal. Since 
spatial diversity can be used at both the transmitter and the receiver, antennas should be 
spaced by more than one coherence distance apart. The coherence distance is the minimum 
spatial separation of antennas for independent fading and depends on the angular spread of 
multipath arriving at (or departing from) an antenna array. If antennas are close to each other 
then there is a high correlation of signals as compared to antennas far apart where correlation 
is low. Basically the diversity methods are employed to mitigate the effect of multipath fading 
and improve the performance of the system without extra expenditure of the power or using 
more of the bandwidth in wireless communication systems [62]. Therefore diversity can be 
regarded as an important technique to mitigate the effects of deep fading, the main aim of the 
diversity is that if two or more independent samples are considered in space, these samples 
will fade in an uncorrelated manner that is some will be severely faded while others are less 
attenuated. Thus the combination of various spatial samples results in reduced severity of 
fading. As a result, the reliability of transmission is improved. 
In space diversity the signals received by the receiving end are redundant in spatial domain 
thereby not inducing any loss in the bandwidth efficiency like time and frequency diversity. 
Antenna/space diversity can be achieved by a variety of arrangements as shown in          
Figure 2.32(a) below. 
(a) (b) (c)  
         Figure 2.32: Configuration of different antenna diversities 
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a. Spatial 
Space diversity can be classified as transmit diversity or receive diversity or both 
depending upon the number of antennas being used for transmission or reception. 
In receive diversity multiple antennas are used at receiving end to pick up 
independent copies of the transmitted signals. The replicas of the transmitted signal 
are combined to increase the overall received SNR and mitigate the multipath 
fading. In transmit diversity; multiple antennas are used at the transmitting end. 
The transmitted signal is processed at the transmitting end and then passed to 
multiple antennas to be sent to receive antenna [80]. The behaviour of transmit 
diversity is different from that of receive diversity. Two difficulties with transmit 
diversity are (i) since the transmitted signals from multiple antennas are mixed 
spatially before they arrive at the receiver, additional signal processing is required 
at both transmitter and receiver in order to separate the received signals and exploit 
the diversity and (ii) the transmitter does not have the information about channel 
unless the information is fed back from receiver to the transmitter. Transmit/ 
Receive diversity provides additional diversity by increasing the number of 
combinations of different paths that the signal can take across the fading channel. 
 
b. Angle 
In case of angle diversity as the signals are highly scattered in space, the received 
signals from different directions are independent of each other. Thus two or more 
directional antennas can be pointed in different directions at the receiver site to 
provide uncorrelated replicas of the transmitted signals. Hence, this requires a 
number of directional antennas to select the waves arriving from narrow angle of 
arrival in order to achieve independent fading. 
 
c. Polarization 
In polarization diversity, horizontal and vertical polarization signals are transmitted 
by two different polarized antennas and received by two different polarized 
antennas. Different polarizations ensure that two signals are uncorrelated without 
placing two antennas far apart. Polarization diversity uses the property that 
scattering tends to de-polarize the signal and uses vertically and horizontally 
polarized receive antennas. 
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2.6 Simulation results for fading channels 
2.6.1 Phase estimation of the Rayleigh Channel 
In Section 2.2, the performance of a simple digital communication system in additive white 
Gaussian noise was obtained by computer simulation using Matlab. These results were 
compared with theoretical models and found to be in close agreement. In this section, 
computer simulations of a digital communication system are presented for the case of a fading 
channel. The channel model is implemented digitally using the techniques detailed in previous 
sections.  Initially, results will be presented for a simple flat-fading mobile channel and 
subsequently results will be presented for the multipath channel. 
Figure 2.22 showed the variation of the real and imaginary terms of the channel 
coefficients of a simulated narrowband channel.  Equivalently, this can be expressed in terms 
of a magnitude and phase variation of the channel coefficient, as shown in Figure 2.33. 
 
 
 
Figure 2.33: Magnitude and phase variation of the Rayleigh faded channel 
 
 Because coherent modulation schemes such as PSK and QAM rely on the receiver 
having perfect knowledge of the carrier phase in order to accurately demap the symbols from 
the received signals, the phase rotation of the signal as it passes through the channel has an 
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adverse effect on signal recovery.  The phase shift created by the channel is random with a 
uniform distribution when measured over a long period compared with the channel coherence 
time and if this phase shift is not corrected in the receiver, it produces an average error rate of 
50%. Fortunately, modern digital communication systems operate at a data rate that is 
considerably higher than the channel coherence time.  For example, for a WiMax channel at 
2.4GHz communicating with a mobile terminal operating at a speed of 20m/s (72kmph), the 
maximum Doppler shift is 160Hz giving a channel coherence time of ~1ms. However, for a 
data rate of 10Mbps, using BPSK modulation, this corresponds to the transmission of about 
10,000bits. Consequently, frames of data less than 1ms effectively see a static channel.  This 
provides the opportunity to be able to estimate the channel characteristics, especially the phase 
induced by the channel, so that the impairment can be corrected prior to sending the frame of 
data. 
 
In this work, a simple channel estimator is used based on the transmission of a short block of 
data bits whose pattern is known in the receiver. The length of the block of channel estimation 
bits is typically one tenth of the coherence time. The sequence of bits is a pseudo random 
sequence. Each received signal symbol in the block is received and compared with the 
expected signal symbol if the channel had been perfect and from this, the phase of the channel 
is estimated for that symbol.  This is repeated for all N symbols in the block and the estimate 
of the phase shift through the channel is simply the average: 
φest = 1N tan
−1 Xi
X0 i
⎛ 
⎝ 
⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ 
i=1
N∑                  (2.46) 
where Xi is the actual signal sample (complex-valued) and X0i is the expected signal sample 
from the a priori knowledge of the sequence and φest is the estimate of the phase rotation due 
to fading.  For this phase phase estimator, the length of the preamble, N, determines how much 
averaging is employed to obtain an accurate estimate of the phase in the presence of the 
additive noise of the receiver. However, it will be recognised that N cannot be so long that the 
channel characteristics change during the phase tracking process. This estimate is then used to 
compensate the remaining blocks of data that are transmitted after the channel estimator block.  
As the period between channel estimates is allowed to lengthen, the accuracy of the phase 
estimate deteriorates and the errors obtained for each data block increases.  The block size and 
the number of blocks transmitted between channel estimates were adjusted to match the 
coherence time of the channel to ensure that this was not a problem. 
A model of a Rayleigh faded mobile channel, as described above, was implemented in 
Matlab that allowed a large block of channel coefficients to ensure that the channel model 
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could allow a very large number of symbols to be sent over the channel.  Different types of 
channel could be implemented depending on whether flat-fading or frequency-selective 
channels were modelled. The various multipath channels covered by the COST 207 standard, 
such as urban and hilly were modelled. In this thesis, only representative results are presented 
in the interests of space.   
Figure 2.34 shows plots of the true wrapped phase of the channel and the tracked 
phase over approximately 5000 data bits for a flat-fading Matlab Rayleigh channel for a 
mobile user moving at speed of 1.25m/sec, corresponding to a Doppler shift of 10Hz at a 
carrier frequency of 2.4GHz.  The SNR of the received data bits, used to estimate the channel 
was set at 1. The data was clocked at a rate of 200kbps. In Figure 2.34(a) the preamble length, 
N=20 was used, whereas for Figure 2.34(b), the preamble length was 50.  In these figures, the 
blue curve is the true phase and the green curve is the tracked phase.  Only preamble blocks 
are sent so that the tracking of the phase is constantly being obtained. In Figure 2.34(a), the 
impact of the relatively short preamble length is shown by the phase errors that are 
immediately apparent. Particularly noticeable in (a) are the apparently random phase wraps 
which would cause burst errors. In contrast, Figure 2.34(b) shows the impact of using the 
longer preamble length which results in a higher accuracy. 
(a) (b)  
Figure 2.34: Comparison of true and estimated channel phase of a typical Rayleigh faded channel  
 
2.6.2 Phase compensation 
Having estimated the phase shift, φest , provided by the channel it is possible to compensate for 
this by rotating the phase of each received symbol by exp − jφest( ), i.e. 
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 yrec n( )= y n( )exp − jφest( )                 (2.47) 
 
2.6.3 Zero forcing equalizer  
For the case of a multipath faded channel, the multipath echoes can cause inter-symbol 
interference if the delay spread is of the same duration as the data symbol, or longer.  For 
conventional single carrier systems such as M’PSK or QAM, the usual method of 
compensating the effect of the delay spread is to use a delay equaliser.  Here, a simple two-
path equaliser is described as a model for an arbitrary length equaliser for an L-path channel.  
The output of the two-path channel where the path echo is delayed by precisely one 
symbol period, is given by: 
y n( )= a1 n( )x n( )+ a2 n( )x n −1( )                   (2.48) 
where x n( ) is the nth complex-valued data symbol and a1,2 n( ) are the complex valued path 
gains for the two paths at data sample n.  Coefficients a1,2 n( ) are assumed to be drawn from 
independent Rayleigh distributions, although for some channel models,  and  may 
be related. Ignoring the time variation of the path coefficients, for simplicity, from (2.48):  
a1 n( ) a2 n( )
y = a1x + a2xz−1 = x a1 + a2z−1( )                 (2.49) 
A zero forcing equaliser, as shown in Figure 2.35, perfectly compensates for the delay 
distortion produced by the channel.  
 
 
X(n)  
Channel Model 
 
Equalizer 
y(n) z(n) 
 
Figure 2.35: Schematic of a zero-forcing equaliser used to compensate the multipath channel 
 
Thus, if the input to the equaliser is y, and the output is Z , an equaliser characteristic that will 
achieve the required distortionless output Z = x  is given by: 
 Z = E z( )y = x                      (2.50) 
i.e.  
( ) ( )121 1 −+=== zaayxyZzE                  (2.51) 
This can be implemented using an all-pole filter, in the usual way, as follows: 
a1Z n( )+ a2Z n −1( )= y n( )                 (2.52) 
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where y(n) is the current input sample, Z(n) is the current output sample and Z(n-1) is the 
previous output. This can be rearranged as: 
Z n( )= 1a1 y n( )− a2Z(n −1)( )                 (2.53) 
which represents the IIR digital filter implementation of the equaliser. In the general case of 
an L tap channel:  
y = x a1 + a2z−1 + a3z−2 + ...+ aLz−L+1( )                (2.54) 
and the corresponding zero forcing equaliser is given by: 
E z( )= 1
a1 + a2z−1 + a3z−2 + ...+ aLz−L+1( )               (2.55) 
and the corresponding IIR filter is given by: 
( ) ( ) ( ) ( )( )1...2)1(1 32
1
+−−−−−−−= LnZanZanZany
a
nZ L                          (2.56) 
In this work, it has been assumed that the path coefficients of the channel are known perfectly 
and all echo delays are an integral number of symbol periods.   
The general equaliser given by (2.56) was implemented in Matlab.  When initially 
starting the simulation, the initial state of the equaliser, [Z(n-1) to Z(n-L+1)] = 0, but for all 
other situations, the state of the equaliser was stored to be used for the next frame of data. 
 
2.6.4 Scenario 1 – Effect of Doppler 
Whenever a signal is transmitted across channel it experiences a phase shift which affects the 
performance of the system. If that phase rotation is not compensated at receiving end then 
error of about 50% is expected. Therefore in simulations the phase compensation is carried out 
with the help of zero forcing equaliser explained in above section. In this scenario it is 
expected that when a user is moving characteristics of channel are changing. As a result there 
is phase change in the path length difference of RF waves which ultimately affects the 
performance of the system. For this set of results the parameters used for analysis of Doppler 
Effect are given in Table 2-2 below. Figure 2.36 shows the impact of the different Doppler 
frequencies on the BER of the simulated systems using zero forcing equalizer at the receiving 
end.  
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Parameters Value Parameters Value 
Channel model Rayleigh  
Number of 
paths 
1,2,3,4,5 
N_symb  
(number of payload Symbols) 
1000,000 
Modulation 
scheme 
PSK 
Sampling time ( ) st 0.2E-6 
Modulation 
order (M) 
2 
Doppler frequency  (  Hz) df 0,10,20,30,40,50   
       Table 2-2: Design Parameters for scenario-1 
          
 From the simulation result in Figure 2.36, it is seen that the bit error rate is 
substantially worse than for the AWGN case, as expected due to the deep, finite duration of 
fades because of doppler described above.  
 
 
Figure 2.36: Impact of Doppler frequencies 
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2.6.5 Secenario-2 (Multipath frequency selective Rayleigh Channel) 
Here in this case a Matlab Rayleigh channel model is implemented in frequency selective 
environment to investigate the performance of system in terms of BER with and without 
equaliser. The design parameters for simulation are given below in Table 2-3. In this case, a 
two and three path channels are assumed in which the path delay of the echo is considered as 
one symbol period.  In Figure 2.37 the performance of BER for different types of channel are 
compared.  These channels include: 
a. AWGN  
b. Two/Three paths Rayleigh with fd = 10Hz, ts = 0.2E-6, PG = [1 0.1 0.2], with 
symbol spaced delay but no equalizer. 
c. Two/Three paths Rayleigh with fd = 10Hz, ts = 0.2E-6, PG = [1 0.1 0.2], with 
symbol spaced delay and zero forcing equalizer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                   
Parameters Value Parameters Value 
Channel model  ( frequency  selective 
environment) 
Rayleigh 
+AWGN  
Modulation 
scheme  
BPSK 
Number of paths 1,2,3 Modulation order 
(M) 
2 
N_symb (number of payload Symbols) 40000000 Sampling time  
( ) st
0.2E-6 
Doppler frequency  ( Hz) df 10 PG (Path gains) [1 0.1  
0.2] 
delay Symbol spaced   
        Table 2-3: Design parameters for Scenario-2 
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         Figure 2.37: BER Probability of Rayleigh Channel with equaliser 
 
 
2.6.6 Results Analysis 
BER probability of binary phase shift keying (BPSK) modulated signal in additive white 
Gaussian (AWGN) and Rayleigh fading environment is implemented with the help of Matlab. 
The simulation results of both channel models are shown in Figure 2.37 above.  
The graph shows that in case of true Rayleigh channel with phase correction at the 
receiving end, the curve is as shown in Red colour where BER of 10-4 is achieved at SNR of 
33dBwhilst in case of an AWGN channel the BER of 10-4 is achieved at SNR of 8dB. 
Now the comparison is made with Matlab Rayleigh channel using two and three paths. 
It is observed that if channel distortion is not corrected at the receiving end, then there is an 
error of about 50% as shown in green curve but using equaliser this error is reduced and BER 
performance characteristics curve is pulled down from a flat line thereby improving the BER 
performance significantly closer to an AWGN channel characteristics curve as shown in 
Figure 2.37above. Here in case of Rayleigh faded channel with two paths the BER of 10-4 is 
achieved at SNR of 10dB with equaliser at the receiving end. All theses results are subject to 
change every time the simulation is implemented due to random numbers generated every 
time and characteristics of channel changing everytime because of the doppler effect. 
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The curves with equaliser shown in dotted pattern as compared to the BER curves with out 
equaliser in solid lines are giving better performance with symbol spaced delay data  
It is worth mentioning that equaliser used works perfectly and BER performance 
improves significantly by using Zero forcing equaliser at the receiving end. 
 
 
2.7 Spatial Channel Model (SCM) 
In case of the 3rd generation (3G) and beyond wireless communication systems, main 
emphasis in addition to the quality of the links is on the demand of higher data rate. This 
forms the basis for analysis of the exploitation of time, frequency, and spacatial domains. 
Therefore SCM channel model can be configured as MIMO system by using multiple spatially 
separated antenna elements both at transmitting as well as at the receiving end to improve the 
performance of the system based on improvement of the link reliability [39]. Foschini showed 
in [66] that in case of rich scattering environment the MIMO channel capacity grows linearly 
with the number of antenna elements at transmitting and receiving end.  
The spatial channel model (SCM) developed by 3GPP is considered as a standard 
model and main aim of the model is to implement and evaluate the system and link level 
simulations for different parameters of the model in spatial domain. This channel model uses 
number of clusters and every cluster having number of scatterers is linked with one main path. 
For the purpose of simulations this channel model comprises of six main paths in every 
environment, where every path further consists of 20 sub-paths as described in [118]. SCM is 
dedicated to outdoor propagation, and defines three environments such as suburban macro-
cell, urban macro-cell and urban micro-cell. A simplified 4x4 antenna elements geometrical 
representation of SCM is given in Figure 2.38. The definitions of parameters used are 
summarized in  Table 2-5.  
The SCM is a geometric model based on stochastic modelling of scatterers and is a 
more realistic channel model [118,119] offering three propagation scenarios such as suburban 
macro-cell, urban macro-cell and urban micro-cell. Urban micro-cellular environment is 
further differentiated into line of sight (LOS) and non line of sight (NLOS) propagation. SCM 
(Spatial Channel Model) is an example of physical channel model because physical model 
uses some crucial physical parameters, such as AoA and AoD to model the channel as shown 
in the Figure 2.38 below. In this case as the radio propagation takes place in the azimuth plane 
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containing the transmitter and the receiver so the channel model is regarded as two-
dimensional model. 
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Figure 2.38: Geometric Structure of Spatial Channel Model [118] 
 
 
The SCM [118] developed by the 3GPP is proposed for simulations of both link and 
system levels. The generation of channel coefficients involves the complexity due to 
generation of other parameters like AoA and AoD. In SCM each path consists of a 
superposition of several sub rays (subpaths) and is formed by summing together a number of 
rays (called subpaths). The parameters of the sub-rays have been pre-defined to produce the 
desired angular spread. In the SCM model, 6 paths each with 20 sub-rays are used. The 
physical interpretation is that each path is the last interaction with a cluster of 20 scatterers. 
However, it must be noted that while the cluster positions are random, the positions of 
scatterers within a cluster are fixed; this produces the fixed per-path angle spread (AS). Each 
cluster has 20 scatterers, which causes the 20 sub rays corresponding to one of the 6 rays. 
Each sub ray has the same delay and identical power but has different angle of arrivals and 
departure, which are predefined as a relative offset to the AoA and AoD of the corresponding 
ray. The sub rays at the MS and BS are then randomly paired. 
Hence, 3GPP SCM model is a ray-based (geometry-based) model and selection criteria for 
use of SCM model was based on following: 
(i) The availability of a realistic mobile radio channel model that depicts the realistic 
scenario for MIMO system implementations with different antenna configurations 
supported.  
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(ii) The standard SCM model defines the parameters for a wide range of outdoor 
environments.  
(iii) The model has the ability to operate in different cellular environments like urban-
micro, suburban-macro and urban-macro.  
(iv) The frequency range and bandwidth that is supported by 802.20 systems. 
(v) The SCM model supports the mobility factor of mobile user.  
(vi) Path loss that occurs because of short-term and long-term fading.  
(vii) The model exploits the spatial correlation characteristics.  
 
A realistic mobile radio channel model (SCM) that suits the third generation standards 
developed by 3GPP is considered for simulation purposes in the outdoor environments like 
suburban_macro, urban macro and urban micro. The channel model is designed for up to 
5MHz bandwidth and is suitable for most of the third generation systems. It can always be 
compared with systems having different bandwidths. The channel model is designed for 
multiple antenna architectures at BS and MS also. BS antenna elements are placed high above 
the ground level, which means that there are few or no local objects that can reflect or spread 
the electromagnetic waves. MS that is on the ground level may have many local objects that 
can reflect or block the signal between BS and MS. Different electromagnetic waves having 
different delays in relation to a distance traveled by each wave are generated as a result of 
reflection and diffraction from the scatterers. At the receiving end these waves are added 
constructively or destructively to create a received a signal that varies in amplitude and phase 
depending upon the local scatterers or movement of the MS. This phenomenon is also called 
the multipath propagation. Due to the different spatial position of antenna elements at transmit 
and receiving antenna array, different channel characteristics are obtained and hence concept 
of MIMO system is supported. Complexity of implementation of simulations is quite high 
because many parameters are required to be generated by the channel model. 
The signal received at the BS consists of six time-delayed paths considered to be the 
main paths of the transmitted signal, where every main path comprises of another twenty 
subpaths. A main path corresponds to cluster of scatterers and is resolvable but the sub-paths 
corresponding to every main path are not resolvable. The channel impulse response in this 
case is given as in [118] 
                  (2.57) ( ) ( ) ( )∑
=
−=
N
n
nnsusu thth
1
,,, , ττδτ
Where is regarded as the channel coefficient from antenna element at BS to antenna 
element at the MS. In case of SCM the electromagnetic waves are transmitted from BS and 
suh ,
69 
 
Computer Simulation of Digital Communication Systems 
since the mobile terminal is moving the received signals frequency is affected due to the 
Doppler Effect. A plane wave with angle θ incident on MS is received with positive frequency 
shift (Doppler shift) given by  
  θcosffd =                   (2.58) 
where, λ
vf =  and λ is regarded as the carrier wavelength of the signal and v is the velocity 
of MS. Signals with same angle of arrivals but with opposite moving direction will generate a 
negative frequency shift of the same size. 
 
2.7.1 Calculation of Path Loss 
The following are assumptions made for the suburban macrocell and urban macrocell 
environments [118].  
a. The macrocell path loss is based on the modified COST231 Hata urban 
propagation model. “COST” is an abbreviation for European cooperation in the 
field of scientific and technical research.   
          ( ) ( )( ) ( ) ( ) ( ) ChhfhdhdBPL msbscmsbs ++−−++⎟⎠
⎞⎜⎝
⎛−= 7.0log82.13log1.146.355.45
1000
loglog55.69.44 10101010    (2.59) 
Where is the BS antenna height in meters,  the MS antenna height in 
meters,  the carrier frequency in MHz, d is the distance between the BS and MS 
in meters, and C is a constant factor (C = 0dB for suburban macro and C = 3dB for 
urban macro). Setting these parameters to = 32m, = 1.5m, and 
=1900MHz, the path losses for suburban and urban macro environments are 
given as: 
bsh msh
cf
bsh msh
cf
1031.5 35log ( )PL d= +  and 1034.5 35log ( )PL d= + respectively. The distance d is 
required to be at least 35m.  
b) The microcell NLOS path loss is based on the COST 231 Walfish-Ikegami NLOS 
model with the following parameters. BS antenna height 12.5m, building height 
12m, building to building distance 50m, street width 25m, MS antenna height 
1.5m, orientation 30ο for all paths, and selection of metropolitan centre. With these 
parameters, the equation for microcell NLOS path loss simplifies to  
          PL (dB) = -55.9 + 38*log10 (d) + (24.5 + 1.5*fc/925)*log10 (fc)            (2.60)   
The resulting path loss at 1900 MHz is PL (dB) = 34.53 + 38*log10 (d), where d is 
in meters. The distance d is at least 20m and a bulk lognormal shadowing applying 
to all sub-paths has a standard deviation of 10dB. 
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c) The microcell LOS path loss is based on the COST 231 Walfish-Ikegami street 
canyon model with the same parameters as in the NLOS case. The path loss is 
given by following 
               PL (dB) = -35.4 + 26*log10 (d) + 20*log10 (fc)              (2.61) 
The resulting path loss at 1900 MHz is PL (dB) = 30.18 + 26*log10 (d), where d is 
in meters.  The distance d is at least 20m and a bulk lognormal shadowing applying 
to all sub-paths has a standard deviation of 4dB.  
 
2.7.2 Advantages of SCM 
a. It models wide-area propagation scenarios such as, suburban macro, urban macro 
and urban micro scenarios. 
b. Both link level and system level channel models are included.  
c. The system level channel model is not based on fixed temporal profiles rather 
statistically changing spatial and temporal domains.   
d. The model is an antenna independent channel model and it allows any antenna 
geometry and patterns in azimuth plane. 
e. Generation steps for user parameters are clearly defined.   
f.  Different parameters of channel model can be redefined in structures. 
h. It can meet the requirements of MIMO system model. 
i. The channel model can generate the coefficients for frequency selective 
environment. 
 
2.7.3 Weaknesses of SCM 
a. The assumption of all paths arriving/departing from the same angle in the link level 
channel model is non-physical. This indicates that the scatterers for the different 
taps are in the same direction. 
b. Due to random realizations in spatial and temporal domains, large amount of 
simulations are needed to get enough and accurate statistics. The complete 
randomization of the channel modeling makes the generation procedure tedious, 
thus increasing the computational load tremendously. 
c. Number of simulation runs is required to be taken in order to get the optimum 
solution. 
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2.7.4 Characteristics of SCM in spatial and temporal domain 
The 3GPP SCM [118][120] model is basically developed for simulations and analysis of 
fading characteristics in three environments considered as suburban macrocell, urban 
macrocell, and urban microcell. A simple geometry of the model as shown in Figure 2.38 
[118] dictates that one cluster comprising of number of scatterers is used for simulation 
puposes. The model shows different angular parameters with respect to BS and MS broad side 
and same parameters are given in Table 2-5. From the Figure 2.40 AoAs and AoDs of subpath 
corresponding to main path are represented as: 
AoDmnAoDnBSAoDmn ,,,,, Δ++= θθθ                   (2.62) 
AoAmnAoAnMSAoAmn ,,,,, Δ++= θθθ                   (2.63) 
Where, 
BSθ  is the direct angle between BS and MS. 
MSθ  is the angle between the BS and MS.  
AoDn,θ  is the AoD of the main path. 
 AoAn,θ  is the AoA for the main path. 
AoDmn ,,Δ  is the offset for the subpath of the path with respect to thm thn AoDn,θ .  
AoAmn ,,Δ  is the offset for the subpath of the path with respect to thm thn AoAn,θ . 
Equations (2.62) and (2.63) dictate that AoD and AoA are based on three parameters which 
could be constant or random variables at any instant of time to define the characteristics of the 
channel with respect to change of the values of these three parameters. Therefore taking into 
account the properties of these three variable parameters the SCM provides the characteristics 
in spatial and temporal domains at three levels defined as system, link and cluster levels. 
As far as the cluster level is concerned in this case the scatterers within the cluster 
change their positions while the cluster position remains unchanged, as a result (2.62) and 
(2.63) dictate that AoDmn ,,θ = BSθ + AoDn,θ and AoAmn ,,θ = MSθ + AoAn,θ are kept constant, 
whereas the values of offsets corresponding to scatterers within the cluster and 
are subject to distribution of scatterers. Therefore it can be stated that at cluster level 
the characteristics of channel model are subject to scatterers within the clusters. Different 
values of the offsets as dictated by 3GPP for all three environments are fixed and given below 
in 
AoDmn ,,Δ
AoAmn ,,Δ
Table 2-4 [118].  
At link level, it is considered that there exists only one link between BS and MS. 
From (2.62) and (2.63) it reveals that angle between BS and MS is fixed while clusters may 
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have their positions changed as result BSθ and MSθ  have constant values while AoDn,θ and 
AoAn,θ  have random variables subject to position of clusters.  
As far as the system level is considered in this case from (2.62) and (2.63) the values 
of BSθ , MSθ , AoDn,θ , and AoAn,θ  are defined as random variables. Moreover it is also 
emphasised that the actual values of BSθ and MSθ  correspond to the change in positions 
between MS and BS. 
 
2.7.5 Simulation of SCM 
Here spatial channel model (SCM) is used in uplink case where BS receives the signal from 
MS and forms broad beam in the direction of wanted user while placing a null in the direction 
of an interferer. During each simulation run, the channel undergoes fast fading according to 
motion of MS. The channel state information is fed back from MS to BS and BS uses the 
schedulers to determine the direction of user where to transmit. The spatial channel model 
uses scm.m as the main function for generating channel matrix coefficients. Input structures 
such as scmparset, antparset and linkparset are used to define the parameters required for 
configuration of model are given below. 
 
a.   scmparset 
This is an input structure used to define various parameters and main fields of this 
structure are as under. 
(i) NumBsElements, Number of BS antenna array elements.  
(ii) NumMsElements, Number of MS antenna array elements. 
(iii) Scenario, could be defined as suburban_macro, urban_macro or 
urban_micro. 
(iv) Sample density, defines the number of samples per half wavelength. It is the 
time sampling interval of channel. Since Doppler analysis is required so 
sampling density is calculated by the formula as ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∗ MSvelts2
λ
 where λ is 
wavelength in meters, ts is sampling time and MSvel is the velocity of mobile 
user. 
(v) BsUrbanMacroAS, Mean angle spread of BS for urban_macro environment 
only and possible values considered are 80 or 150. 
(vi) Numpaths, Number of paths, which are changeable as defined by the user. 
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(vii) NumSubPathsPerPath, Number of sub_paths per path, which are fixed to 20 
as, is the only value, which is supported by SCM. The sub_paths offset AoA 
/AoD are taken from Table 6-5 below. 
(viii)CenterFrequency, Centre frequency is set to 2.4 GHz, which affects the 
path loss and time sampling interval. 
(ix) ScmOptions, could be none, polarized, urban_canyon or LOS.  
 
 
Sub-path 
# 
(m) 
Offset for a 2 deg AS 
at BS (Macrocell) 
AoDmn ,,Δ  (degrees) 
Offset for a 5 deg AS 
at BS  (Microcell) 
AoDmn ,,Δ (degrees) 
Offset for a 35 deg 
AS at MS  
AoAmn ,,Δ (degrees) 
1, 2 ± 0.0894 ± 0.2236 ± 1.5649 
3, 4 ± 0.2826 ± 0.7064 ± 4.9447 
5, 6 ± 0.4984 ± 1.2461 ± 8.7224 
7, 8 ± 0.7431 ± 1.8578 ± 13.0045 
9, 10 ± 1.0257 ± 2.5642 ± 17.9492 
11, 12 ± 1.3594 ± 3.3986 ± 23.7899 
13, 14 ± 1.7688 ± 4.4220 ± 30.9538 
15, 16 ± 2.2961 ± 5.7403 ± 40.1824 
17, 18 ± 3.0389 ± 7.5974 ± 53.1816 
19, 20 ± 4.3101 ± 10.7753 ± 75.4274 
    
  Table 2-4: Sub-Path AOD and AOA offsets (SCM Model) 
        
 
 
b. antparset 
This is also an input structure, which defines the antenna’s parameters configuration 
for spatial channel model. In this case only linear arrays are supported and antenna 
pattern doesn’t have to be identical. The main fields of this input structure are 
(i) BsGainPattern, which is set to ‘‘1’’ assuming that all elements have uniform 
gain. 
(ii) BsAnglesAzimuth, is a vector containing azimuth angles for BS antenna field 
pattern values. It is given in degrees over the range of –180 to +180 degrees. 
(iii) BsElementPosition, distance between antenna elements is set to 0.5.  
(iv) MsGainPattern, which is set to ‘‘1’’ assuming that all elements have uniform 
gain. 
(v) MsAnglesAzimuth, is a vector containing azimuth angles for MS antenna 
field pattern values given in degrees over the range of –180 to +180 degrees 
(vi) MsElementPosition, Uniform spacing of 0.5 is considered for antenna 
elements at MS linear array. 
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c.  linkparset. 
This is again an input structure where all parameters are vectors of length ‘K’ and K 
defines the number of links. The main fields of this input structure are 
(i) MsBsDistance is the distance in meters between MS and BS. Here users are 
uniformly distributed in a circular cell over a distance of 35 to 500 m. 
(ii) ThetaBs is the angle of arrival of signal in degrees. 
(iii) ThetaMs is the angle of MS in degrees. 
(iv) MsVelocity is the velocity of MS in m/sec. 
(v) MsDirection is the direction of MS with respect to Broadside of MS antenna 
array. 
(vi) MsHeight is the height of MS set to 1.5 meters. 
(vii) BsHeight is the height of BS set to 32 meters. 
(viii)MsNumber indicates the number of MS for each simulated link. It is a vector 
of 1 to K, where K is the number of links. 
 
The output argument ‘‘H’’ is a 5-D array and size (H) = [U S N T K] where 
U  = Number of MS antenna elements. 
S  = Number of BS antenna elements. 
N = Number of paths. 
T = Number of time samples per path. 
K = Number of links or Users. 
 
When all the parameters are defined as stated above then the channel coefficients between MS 
and BS are generated subject to fading characteristics of the channel that is dictated by the 
movement of MS 
 
2.7.6 Generation of channel matrix 
The aim of the model is to generate channel coefficients between BS and MS derived from 
summation of directional plane waves impinging on the receive antenna elements. The process 
of generation of channel coefficients is as defined in [118]: 
a. Specify the environment  to be implemented. 
b. Obtain the parameters associated with particular environment. 
c. Generate the channel coefficients based on these parameters. 
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If there are  elements at BS and U  elements at MS then the channel coefficients matrix for 
one of the six paths is given as 
S
( )tnH , where the channel impulse response between BS and 
MS for nth path as given in [118] is represented as:  
 
( )
( ) ( )[ ]( )
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            (2.64) 
 
Here it is assumed that that the antenna gains of each element of the antenna array is unity and 
given as ( ) ( ) 1,,,, == AOAmnMSAODmnBS GG θθ .  
where, 
nP = Power of path. 
thn
M = Number of sub_paths per path. 
SFσ = log normal shadow fading. 
nmAODθ = Angle of departure for subpath of path. thm thn
 nmAOAθ  = Angle of arrival for subpath of path. thm thn
( nmAODBSG )θ = BS antenna gain of each array element 
( nmAOAMSG )θ = MS antenna gain of each array element 
j = square root of –1 
λπ /2=k , where is the wave number and λ is the carrier wavelength in meter  k
sd = distance of BS antenna element from reference element in meters 
ud = distance of MS antenna element from reference element in meters 
nmφ =  phase of  thm subpath of the  path. thn
v = Magnitude of MS velocity vector 
vθ = Angle of MS velocity vector 
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BS antenna array orientation  
BSΩ  
LOS angle of departure between BS and MS 
BSθ  
Angle of departure of nth path corresponding to line of sight 
AoDn,θ  
AoDmn ,,Δ  Off set for mth sub-path of nth path with respect to AoDn,θ  
Angle of departure of mth sub-path of nth. 
AoDmn ,,θ  
MS antenna array orientation  
MSΩ  
Angle between BS and MS 
MSθ  
Angle of arrival of nth path corresponding to line of sight 
AoAn,θ  
Off set for mth sub-path of nth path with respect to AoAn,θ  AoAmn ,,Δ  
Angle of arrival of mth sub-path of nth path 
AoAmn ,,θ  
v MS velocity vector 
Angle of velocity vector 
vθ  
 Table 2-5: Angular parameters of SCM  
 
 
2.7.7 Scenario-1 (SCM implementation) 
Here in this scenario SCM is implemeted as per procedure described in above sections and 
parameters used for simulation are provided in Table 2-6 below. Aim of the simulation is to 
compare the performance of Matlab Rayleigh and Spatial channel models in frequency 
selective environment using zero forcing equaliser.  
 
 
Parameters Value Parameters Value 
Channel models  Matlab Rayleigh, 
SCM and  AWGN 
Modulation scheme PSK 
Number of paths 1,2,3,4,5 Modulation order (M) 2 
N_symb (number of 
payload Symbols) 1000,000 
PG (Path gains) [1 0.2,0.3] 
Sampling time  ( ) st 0.2E-6 Delay Symbol spaced 
Doppler frequency  
( Hz) df
10 
  
Table 2-6: Design parameters for comparison of channels (Scenario-1) 
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            Figure 2.39: Comparison of Matlab Rayleigh and SCM 
 
 
2.7.8 Results Analysis 
BER probability of binary phase shift keying (BPSK) modulated signal in additive white 
Gaussian (AWGN), Mattlab Rayleigh and Spatial channel models frequency selectve fading 
environment is demonstrated in Matlab. The simulation results of the channel models are 
shown in Figure 2.39 above.  
It is observed that BER between transmitted and received signal in case of AWGN 
channel model is around 10-4 at SNR of 8dB, whereas in case of Matlab Rayleigh fading 
channel BER of 10-4 at SNR of 33dB with five paths is achieved with zero forcing equaliser at 
the receiving end that compensates the distortion induced in the channel.  
From simulation results it is observed that if channel distortion is not corrected at the 
receiving end, then there is an error of about 50% but using equaliser this error is reduced and 
BER performance characteristics curve is pulled down from a flat line thereby improving the 
performance significantly.  
Similarly in case of spatial channel model the BER of 10-4 is achieved with one path at 
SNR of 35dB, while using same channel with two and three paths in frequency selective 
environment provides BER of 10-4 at SNR of 37dB and 40 dB respectively with zero forcing 
equaliser used at the receiving end. There is some degradation in the BER performance when 
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more number of paths are considered because of delay spread that induces the inter symbol 
interference.  
This verifies SCM is more frequency selective than Matlab Rayleigh channel and the 
same is compensated by Zero forcing equaliser that perfectly works well by pulling the 
characteristic curve from flat line. 
 
2.8 Matlab Rayleigh and SCM channel response  
In case of complex scattering environment, signal propagating through a channel is affected 
by reflection, refraction, diffraction and scattering etc which gives rise to fading and path loss. 
Here the time variation of the channel in such an environment is quite complicated and time 
varying impulse response of the channels leading to time varying frequency selective channel 
response for Rayleigh and SCM channel models, simulated in Matlab are as shown in Figure 
2.40 (c) and (d) below respectively. Figure 2.40(a) and (b) represent the channels impulse 
response in frequency domain with sampling rate of 0.2µsec and mobile user moving with a 
velocity of about 63.720 km/h corresponding to a Doppler of about 141.6Hz. Both channels 
implemented with multipath effect of 6 paths per channel each. From the channel response 
different parameters like path loss, delay spread, Doppler spread and frequency etc can be 
extracted. The rate of change of channel amplitude is related to time and frequency of the 
signal for different values of the delay and Doppler spread. From the simulation results it 
reveals that with increase in Doppler spread the channel characteristics also vary. Therefore in 
case of mobile radio systems, the received signal amplitude depends on both frequency and 
location (or time) of a mobile. Moreover from the simulation results it reveals that there is 
quite randomness observed in Matlab Rayleigh channel as shown in Figure 2.40(c) but in the 
of Spatial channel model it looks as if the scatterers are located in the same line due to which 
less scattering in observed.  
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                       Figure 2.40: Channel response of SCM and Rayleigh channel Models 
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2.9 Summary 
In this chapter the mechanism of transmission through the mobile radio channel, modelling 
digital communication system, especially the wireless channel and computer simulations of 
digital communication systems has been described. It was shown with the help of simulations 
how the multipath phenomenon severely degrades the quality of the transmitted signal and 
affects the performance of a digital communication link. The worst scenario of a mobile radio 
channel is when there is no line of sight in which case the channel is considered to be a 
Rayleigh faded channel. The multipath effect is worsened when the mobile user is in motion 
due to the Doppler spreading which makes it difficult for the receiver to track the carrier 
frequency of the transmitted signal. In wideband systems, the phenomenon of multipath gives 
rise to intersymbol interference and imposes a constraint on the maximum transmission rate 
thereby reducing the performance of a system in terms of BER. Intersymbol interference can 
be reduced by the use of channel equalisation and different techniques like error correction 
coding and interleaving may be used to achieve the acceptable performance of communication 
link in terms of bit error rate. A deterministic and stochastic model of digital communication 
system has been described in this chapter. The concept of line of sight and plane earth 
propagation is also described and path loss variation has been described as to how does it vary 
with increase in distance between transmitter and receiver. A channel is said to be a 
narrowband when the bandwidth of the transmitting signal is less than the coherence 
bandwidth of the channel; otherwise it is referred to as wideband. The signal fading resulting 
from the distance travelled by the signal and the multipath effect may be divided into two 
categories, namely, fast fading and slow fading. Fast fading refers to the instantaneous 
changes in the signal’s amplitude and may be approximated to be Rician, if line of sight exists 
otherwise Rayleigh distributed in case of non line of sight environment. Slow fading, on the 
other hand, refers to the variations in the average signal’s field strength and may be 
approximated to have a Log normal distribution.  
The COST 207 channel’s delay profiles for a typical urban and hilly terrain environments 
have been outlined for a discrete GWSSUS tapped delay line channel model. The time varying 
properties of the channel is modelled by generating time varying complex multiplicative 
coefficients. These are produced by using pairs of uncorrelated AWGN generators, where 
each pair represents the real and imaginary part of one coefficient. The Doppler Effect is 
simulated by passing the coefficients though a low-pass filter with a frequency response 
defined by the Doppler spectrum. 
A number of techniques like equalisation, convolutional coding, multicarrier 
modulation and interleaving for combating the channel’s imposed limitations have been 
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briefly reviewed and demonstrated with the help of simulation results that there is significant 
improvement in performance of a system by using convolutional encoder with different 
constraint lengths. 
Spatial channel model has been described in detail along with factors that form the basis 
of selection of the channel model. This is the model that is considered as realistic physical 
channel model as it uses physical channel parameters like AoA, AoD to model the channel. 
The channel model has the capability of configuring the system with multiple antenna 
elements at transmitting and receiving end having applicability in different outdoor 
propagation environments like urban micro, suburban macro and urban macro environments, 
where urban micro environment is further divided into LOS and NLOS environment. The path 
loss models used in these environments are based on COST231 Hata urban for urban 
macro/suburban macro environments while walfisch Ikegami model is used for urban micro 
(NLOS) environment.  
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3 The Use of the Antenna Array in Communications 
 
3.1 Introduction  
The basic antenna array comprises of several antenna elements such as dipoles, monopoles or 
patch antenna elements organized generally in 1D or 2D space with a regular spacing. Very 
simple examples of phased array antennas are the uniform linear array (ULA) and the uniform 
circular array (UCA), as shown schematically in Figure 3.1 for the case of vertically polarised 
dipoles. Often, but not always, these individual elements may be electrically connected 
together to provide a single output from the entire array. In this case, although each dipole 
element is omni-directional in azimuth, depending upon how the signals received by each 
antenna element are connected, the antenna array may well be highly directional so that 
signals arriving from one direction are received preferentially to signals arriving from a 
different direction [30]. It is this directional behaviour of the antenna array that makes them so 
useful, and this aspect of the antenna array is discussed in this chapter.  In other cases, each 
antenna element in the array may be fed directly to an individual receiver. In this case the 
array is then said to provide spatial diversity. The use of antenna arrays to provide spatial 
diversity is discussed in Chapter 6. Meanwhile delay spread, which occurs in multipath 
propagation environments when a desired signal coming from different directions is delayed 
due to difference in travel distances, can be reduced with an antenna array that is capable of 
forming beams in certain directions and nulls in other directions thereby canceling some of the 
delayed arrivals. The most important feature of smart antenna system is its capability to cancel 
the co-channel interference, which may be caused by radiation from other cells that use the 
same set of channel frequencies. Hence co-channel interference in the transmitting mode is 
reduced by focusing the directive beam in the direction of desired user while nulls in the 
direction of other receivers [1]. In case of receiving mode this co-channel interference is 
reduced by knowing the direction of source of the signal and utilizing the interference 
cancellation. The capacity of the system can be improved by reducing the CCI with the help of 
adaptive nulling. In case of SDMA adaptive nulling is used to isolate the mobile users 
operating in the same cell at the same time with same frequency and forming one beam in 
direction of one user while placing a null in the direction of other unwanted users. 
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Figure 3.1: Schematic of an antenna array: (a) uniform circular array (b) uniform linear   array  
  
3.2 Uniform Linear Array 
The directional behaviour of an antenna array arises because each element, relative to the 
reference element, is shifted in space creating a time-delay relative to the reference element. 
For narrowband signals [5], this time-delay can be represented as a phase-shift. At some 
points in space, the phase of signals transmitted from element 1 may perfectly reinforce with 
signals from element 2 (for example), but may destructively interfere at other points in space. 
Consequently, the received signal when multiple antenna elements are connected is apparently 
stronger in some directions than others. 
Assume that a continuous-time signal, ( )txm , is received at the mth element of a uniform 
linear array (ULA), for example. Let this signal now be sampled by a digital receiver so that 
 is the discrete-time equivalent of the signal at the m( )nxm th element and n represents the nth 
sample of the signal. The discrete-time signals at each element of the entire ULA, may be 
written as a column vector of the individual element signals [5]: 
( ) ( ) ( ) ( )[ TM nxnxnxn L21=x ]       (3.1) 
Where, M represents the number of antenna elements in the array and T represents the 
transposition of the vector. A single observation of this signal vector given by (3.1) is known 
as an array snapshot. It is usually assumed that the signal source, ( )tx , is a modulated 
sinusoidal carrier: 
( ) ( ) ( ) ( )( )ttftAtx c απ += 2cos                    (3.2) 
where  is the time-varying amplitude, representative of amplitude modulation (AM), 
amplitude shift keying (ASK) or quadrature amplitude modulation (QAM),  is a time-
varying carrier frequency representative of frequency modulation (FM) or frequency shift 
( )tA
( )tf c
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keying (FSK) and ( )tα  is a time-varying phase shift representative of phase modulation (PM) 
or QAM. 
 
3.3 Narrowband assumption 
A key assumption, often made when considering the use of antenna arrays for 
communications use, is that the modulated signal of interest is narrowband where the 
bandwidth of the signal, in comparison to the carrier frequency, is extremely small3.  This 
critical simplifying assumption means that the time delay,τ , due to the propagation of the 
wave between the elements of the array can be represented as a phase shift, θ , of the carrier 
signal: 
cfc π
λθ
π
θτ
22
==         (3.3) 
However, when the antenna array is used for wideband applications, this approximation 
does not hold and the time delay, τ, must be handled explicitly. This complicates the design of 
the antenna considerably. In order to simplify the analysis, a narrowband assumption will be 
made throughout. 
 
3.4 Array snapshot 
To illustrate how the array snapshot is arrived at in practice; assume that the signal of interest 
arrives from a distant single point-source so that it can be assumed that the wavefront from the 
source is flat. It is also assumed that the overall length of the antenna array (i.e. its aperture) is 
sufficiently small that the propagation loss experienced by the wavefront as it propagates 
along the length of the array is negligible.  The wavefront impinges on the antenna array at an 
angle of arrival (AoA), φ , as shown in Figure 3.2. Because of the inter-element spacing, d , 
there is a time delay between the arrival of the wavefront at consecutive elements of: 
( )
c
d φφτ sin=          (3.4) 
where  is the velocity of light. By choosing element 1 as the reference element, this delay, 
relative to element 1, increases as the wavefront moves along the antenna array to element m : 
c
                                                   
3 typically less than 1% 
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( ) ( )
c
dmm
φφτ sin1−=        (3.5) 
Using the narrowband assumption, this time-delay can be represented as an equivalent 
electrical phase shift progression along the array [5]: 
( ) ( ) λ
φπφθ sin21 dmm −=        (3.6) 
 
Figure 3.2: Schematic of a plane wave impinging on ULA 
 
As a result, the nth array snapshot can be written as: 
( ) ( )[ ]
( )[ ]TdMjdj
Tjj
eenx
eeenxn M
λφπλφπ
θθ
/sin)1(2/sin2
1
0
1
1
2
−−−
−−
=
=
L
Lx
    (3.7) 
where  is the n( )nx1 th sample of the received signal at element 1.  
It is generally convenient to represent the array snapshot in terms of the signal of 
interest and an antenna-dependent space factor, ( )φv , that accounts for the time-delay 
between the signal wavefront and each of the elements at the desired angle of arrival: 
( ) ( ) ( )nxMn 1φvx =         (3.8) 
where, for the ULA defined above, the space factor is given by [5]: 
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( ) [ ]
[ ]TdMjdj
TMjj
ee
M
ee
M
λφπλφπ
θθφ
/sin)1(2/sin2
)1(
11
11
−−−
−−−
=
=
L
Lv
    (3.9) 
This is also known as the array response vector. 
The reason why the factor M  appears in (3.8) and is perfectly compensated by the 
factor  
M
1
 that appears in (3.9) is because it is usual to normalize the array response vector 
so that it provides the antenna array with unit gain in the wanted direction φ  (i.e. 
( ) ( ) ( ) 12 == φφφ vvv H  ). Equation 3.8 is a convenient representation because the same 
basic formulation for the array snapshot holds just as well for any other type of array, 
including the uniform circular array. This is accommodated by using an array factor 
appropriate for the circular array given in [18] as: 
 
( ) ( ) ( )[ ]∑=
=
−M
m
djj
m
mm eenxAF
1
/cossin2, λθθπαθφ                           (3.10) 
Where φ  is the angle of the distant source to the centreline of the array,  is the signal 
sample of the m
( )nxm
th element located at mθθ =  around the circumference of the circle, mα is the 
associated phase excitation relative to the array centre located at the coordinate origin, and d is 
the radial distance of each element from the origin. To create the array response vector, (3.10) 
is evaluated at each array element in turn and the values placed in the array, as for (3.7). 
 
3.5 Spatial Sampling using the Antenna Array 
In the previous section the view was taken that the wavefront of the distant source propagated 
past each antenna element and was otherwise unchanged except for being delayed in time. An 
alternative (and equivalent) view is that each element of the antenna array samples the 
propagating wave in space and that a ULA provides linear spatial sampling. Consequently, in 
an equivalent way to considering the sampling frequency, ss Tf 1=  of a sampled time-
varying signal sampled with a period, , we can consider the spatial sampling frequency of a 
spatially varying signal sampled by an antenna array with an element spacing  to be 
. As with temporal signals, the phase progression for uniform spatial sampling is as 
sT
d
dU s /1=
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a consequence of the frequency of the signal. In the case of a spatially propagating signal, this 
frequency is given by: 
λ
φsin=U                    (3.11) 
which can be thought of as the spatial frequency. The normalized spatial frequency is then 
given by: 
λ
φsind
U
Uu
s
==                   (3.12) 
This means that the array response vector can be written in terms of the normalized 
spatial (sampling) frequency as: 
( ) ( ) [ TuMjuj ee
M
u )1(2211 −−−== ππφ Lvv ]               (3.13) 
 
There is a particularly interesting reason for drawing this analogy with temporal sampling. It 
will be remembered from Shannon's Theorem that discrete-time signals can suffer from 
aliasing if the normalized sampling frequency, 2/ max ≥= ffF ss , where  is the 
maximum frequency component in the signal. This also happens with spatial sampling and to 
avoid spatial aliasing,  and the full range of possible ‘unambiguous’ angles 
from  is only possible if the sensor spacing is: 
maxf
2/12/1 ≤≤− u
oo 9090 ≤≤− φ
 
2
λ=d                     (3.14) 
 
and this sets the requirement for an ‘unambiguous’ antenna array4. 
 
3.6 Conventional Spatial Filtering:- Beamforming 
In order for the antenna array to provide a directional radiation pattern, it is necessary to 
vectorially combine the signals at each element in some way. This is achieved in a 
beamforming network (BFN) [24]. The BFN may simply add the signals together using a 
summing junction, or it may weight, phase shift or delay each signal prior to summing the 
                                                   
4 Note that the ULA is always ambiguous with respect to the North and South direction because the path 
length difference is the same in either case. 
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signals. Because the BFN can take many different forms, the BFN critically affects the spatial 
response of the antenna array for the same array response vector. The beamformer produces its 
output by forming a weighted combination of the array snapshot, given by [17]: 
 
( ) ( ) ( )nnxwny HmM
m
m xw=∑= =
∗
1
                            (3.15) 
where, 
 
[ ]TMwww L21=w                  (3.16) 
 
is the column vector of the beamforming weights, the operator * represents complex 
conjugation and the operator H represents the Hermitian operation (i.e. conjugate transpose).  
 
3.7 Beamformer weights – a practical note 
The weights of the beamformer are generally complex valued in order to provide the 
necessary compensating phase shift to match (or at least modify) the phase shift produced by 
the array response vector. Often, optimum performance of the beamformer relies on these 
complex valued weights being very accurate. Whilst this is straightforward in computer 
baseband simulations where complex valued, double precision, numbers are supported, it is 
less easy in real systems, especially if the antenna array is adaptive and the weights must 
change automatically in response to the received signal. Ideally, since the purpose of the 
complex weights in a narrowband beamformer is to create phase shifts at the RF frequency, 
these should be implemented by using phase shifters such as switched-length delay-lines or 
digital phase shifter. Using switched-length delay-lines and digital phase shifters discretises 
the phase shifts. In the interests of economy, the number of available switched delays may be 
very limited and the beam response may be compromised as a result.  
 
Switched delay-lines are used for wideband antenna for reasons given earlier. 
 
An alternative method of implementing a phase shift when the beamformer operates directly at 
the RF carrier frequency is to split the received signal into I (real) and Q (imaginary) channels 
that are 90° apart in phase using a fixed 90° phase shifter. Having now created I and Q 
channels, real coefficients are used for each I and Q channel5. Also, it is important to realize 
that in order to remove the need for a bank of 2M RF amplifiers, the weight vectors should all 
                                                   
5 It will be seen that this is identical to using complex numbers 
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be less than 1 so that they can be implemented using (variable) attenuators. This is actually a 
very important constraint on the design of an adaptive antenna array. In some circumstances, 
where it is impossible to provide the necessary beam pattern without using attenuators for the 
weights, active antenna elements must be used where each radiating element is powered by its 
own RF source within the beamforming network. Because the signal is assumed to be 
narrowband, it is relatively straight forward to implement a fixed 90° phase shifter over a 
narrow range of frequencies using either an RC network or a time delay where the delay 
cdelay f4/1=τ . However, it must be remembered that one of these networks must be used for 
each complex weight. When the signal is wideband it becomes much more difficult to 
implement a wideband 90° phase shifter. 
 
3.8 Beam response 
The performance of a beamformer for a given weight vector w is its response as a function of 
the azimuth angle, φ , known as the beam response. This angular response is found by 
applying the beamformer, w, to a set of array response vectors from all possible angles in the 
range  to give: oo 9090 ≤≤− φ
 
( ) ( )φφ vw HC =                   (3.17) 
The beampattern is given by ( ) 2φC . Alternatively, the beampattern can be computed as a 
function of the normalized spatial frequency u. Whichever method is used, the beampattern is 
obtained at each look angle, φ , by evaluating the array response vector in that direction. 
It is also worth commenting that as well as the beam response, which is the directional 
response of the antenna given its array response vector and its BFN weight vector, another 
common term is the steered response. The steered response is the actual response of the array 
to point-source signals distributed around the array, as the array is steered through all possible 
angles. 
It is clear from (3.17) that the beam response (and hence beampattern) is continuous in 
azimuth angle. In practice, the beam pattern is only plotted at a finite number of points.  Recall 
from (3.13) the form of ( )φv . It is clear that this is identical in structure to the discrete-time 
Fourier transform (DTFT) used in spectrum analysis. The DTFT uses a finite number of 
discrete time samples of the signal and produces a continuous frequency spectrum. Here, a 
finite number of spatial samples produce a continuous far-field beampattern. The DTFT is 
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often approximated by the discrete Fourier transform (DFT) which provides the spectrum (or 
beampattern) at a finite number of points. 
A problem with using the standard DFT is that the number of samples defining the 
output (i.e. the beampattern) must be the same as the number of samples defining the input 
(i.e. the number of antenna elements). When the number of elements is very small (say 5 or 
so) this allows only five look angles to be defined over the range: . Also the 
DFT algorithm is computationally inefficient and it is generally replaced by the fast Fourier 
transform (FFT). This is much more computationally efficient
oo 9090 ≤≤− φ
6 but it has the further restriction 
that the number of points that can be used is limited to , where p is an integer.  pN 2=
When the FFT is used in spectral estimation the number of input samples can be made 
arbitrarily large in order to obtain a sufficiently high resolution in the spectrum, and so the 
restrictions of the FFT and the DFT are generally not a problem. However, when used to 
compute the beam pattern of an antenna array, where the number of antenna elements is very 
low, this is a real problem that must be resolved using the zero-padded FFT. 
 
3.9 Use of the zero-padded FFT 
For a ULA with 2/λ=d  element spacing, the beampattern as a function of u can be 
computed quite efficiently using the fast Fourier transform (FFT) in the range 
 at N discrete points in spatial frequency, u (or, equivalently, at N different 
look angles, 
2/12/1 ≤≤− u
φ ). If the approach is taken to obtain the spatial frequency spectrum, this can be 
converted into the correct azimuth angle using the transformation: 
u
d
λφ 1sin −=                    (3.18) 
over the range of azimuth angles . However, as discussed above, when using 
the FFT algorithm, the number of look angles N must be the 
oo 9090 ≤≤− φ
same as the number of elements 
in the array M; but this would give very poor beampattern resolution. The generally accepted 
solution to this problem is that the number of array elements is artificially increased to be the 
same as the number of look angles that is desired to give an acceptable beampattern (i.e. N=M) 
by the artifice of using zero padding. By this means, the aperture of the array appears to have 
been increased by using N elements, hence the improved angular resolution of the array. 
However, only M elements use finite valued weights which contribute to the output z(n), 
                                                   
6 the number of operations is reduced from O(M2) for the DFT to O(Mlog10M) for the FFT, where M is the 
number of array elements 
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whilst the (N-M) `virtual elements' do not contribute to the output since their weights are set to 
zero, and so the output response is not compromised. 
Throughout this work, the beam response and the beam pattern has been obtained using 
the zero-padded FFT. Typically, a 512 point zero-padded FFT was used to plot the beam 
pattern irrespective of the actual number of antenna elements. 
 
3.10 Output signal to noise ratio 
It is of particular interest to determine the improvement in SNR of the received signal due to 
the use of an M element antenna array in preference to a simple omni-directional antenna.  
This improvement in SNR is known as the beamforming gain. First, assume that the signal of 
interest is sampled in the receiver. Assume that the nth array snapshot is x(n). Signal vector 
x(n) comprises a wanted component, s(n) which arrives from an angle sφ  and a temporally 
and spatially uncorrelated noise vector, n(n). The array response vector in the direction of the 
wanted signal is ( )sφv  and ( ) ( )ns sv φ  represents the wanted signal vector at the array 
elements. Applying a beamformer w to the array signal vector, x yields an output from the 
beamformer of [5]: 
( ) ( )
( ) ( ) ( )
( ) ( ) ( )nnsM
nnsM
nxny
s
H
H
s
H
H
nvw
nwvw
w
+=
+=
=
φ
φ                   (3.19) 
where ( )nH nwn =  is the noise at the beamformer output due to a spatial noise field at the 
array. The factor M  for the wanted signal term occurs because the wanted signal is 
spatially coherent, whereas the noise term is not. The beamformer output power is given by: 
( )[ ] ww xHy RnyEP == 2                  (3.20) 
where, 
( ) ( )[ ]nnER Hx xx=                   (3.21) 
is the correlation matrix of the array snapshot ( )nx . The actual signal at each antenna element 
of the ULA is given by: 
 
( ) ( ) ( ) ( )nnnsenx mumjm s += −− 12π                 (3.22) 
where us is the normalized spatial frequency in the direction of the wanted signal. 
Consequently, the signal to noise ratio in each element is given by: 
 
92 
 
                                          
 
The Use of the Antenna Array in Communications 
( ) ( )
( )[ ]2
212
2
2
nE
nseE
SNR
m
umj
s
elem
s
nn
⎥⎦
⎤⎢⎣
⎡
==
−−
Δ
π
σ
σ
                (3.23) 
 
where ( )[ ]22 nsEs =σ  and ( )[ ]22 nE mnn =σ  are the element level signal and noise powers, 
respectively. It is assumed that the background noise power is the same for all the elements. 
SNRelem is the element level SNR. 
Now, consider the case for the output of the beamformer. In this case, the wanted signal power 
at the beamformer output is given by: 
( ) ( ) ( ) 222 sHssHs MnsMEP φσφ vwvw =⎥⎦⎤⎢⎣⎡=               (3.24) 
and the noise power is: 
 
( ) 222 nwwwnw σ==⎥⎦⎤⎢⎣⎡= nHHn RnEP                 (3.25) 
 
because ,(where In
2σ=nR w  is the norm of w and I is the identity matrix).  Consequently, 
the SNR at the beamformer output, known as the array SNR, is: 
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σφ ===              (3.26) 
which is simply the product of the beamforming gain and the element level SNR. The 
beamforming gain is thus [5]: 
( )
M
SNR
SNRG s
H
elem
arrar
bf 2
2
w
vw φ==                 (3.27) 
Consequently the beamforming gain is a function of the angle of arrival, sφ , of the desired 
signal, the beamforming weight vector, , and the number of antenna elements M. w
 
3.11 Spatial matched filter 
In this section, a special case is considered where the beamformer weight vector is chosen that 
perfectly phase aligns with the signal that is impinging on each of the antenna elements of the 
ULA at an azimuth angle, sφ .  Such a beamformer is referred to as a spatial matched filter. To 
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do this, the weights of the beamformer must be chosen to provide the opposite electrical phase 
shift to the phase shift that occurs at each element due to the spacing of the antenna elements. 
For example, for the case of a ULA where: 
 
  
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )[ ] ( )nnsensens
nnsMnx
TuMjuj
s
ss n
nv
+=
+=
−−− 122 ππ
φ
L
             (3.28) 
 
where ss
du φλ sin= , choosing the weight vector to be: 
( ) ( ) ( )[ TuMjujssmf ss ee 1221 −−−== ππφφ Lvw ]               (3.29) 
perfectly compensates the phase shift due to the element spacing and the conjugation 
operation in the expression for the beamformer output, given by ( ) nny H xw= ( ) . In this case, 
the steering vector of the beamformer is matched to the array response of the signals 
impinging on the array in the look direction sφ . It is now possible to obtain the beamforming 
gain of the spatial matched filter by substituting (3.29) into (3.27). 
( )
MMMG
mf
mf
H
mfs
H
bf ===
w
ww
w
vw
2
2φ
                            (3.30) 
 
In other words, the beamformer gain for the spatial matched filter is numerically equal to the 
number of elements in the array. 
For the case of spatially white noise, the spatial matched filter is optimum in the sense of 
maximizing the SNR at the output of the beamformer. However, it must be remembered that 
for the case where the noise or interference is not spatially uncorrelated, this beamformer is no 
longer optimum. For such situations, the optimum beamformer will attempt to maximize the 
signal-to-noise-plus-interference ratio (SINR) rather than the SNR. 
 
3.12 A geometrical interpretation of the spatial matched filter 
The beamforming gain of the spatial matched filter is known as the array gain because it is the 
maximum possible gain of a signal with respect to the sensor thermal noise for a given array. 
Clearly from this perspective, the more elements in the array, the greater the beamforming 
gain. However, physical reality places limitations on the number of elements that can be used. 
The spatial matched filter maximizes the SNR because the individual sensor signals are 
coherently aligned prior to their combination. The beampattern of the spatial matched filter 
94 
 
                                          
 
The Use of the Antenna Array in Communications 
can serve to illustrate several key performance metrics of an array. A sample beampattern of a 
spatial matched filter is shown in Figure 3.3 for . The first and most obvious attribute 
is the large lobe centered on 
o0=sφ
sφ  known as the mainlobe or mainbeam, and the remaining, 
smaller peaks are known as sidelobes. The value of the beampattern at the desired angle 
sφφ =  is equal to 1 (i.e. 0 dB) due to the normalization used in the computation of the 
beampattern. A response of less than 1 in the look direction corresponds to a direct loss in 
desired signal power at the beamformer output. The sidelobe levels determine the rejection of 
the beamformer to signals or noise not arriving from the look direction. The second attribute is 
the beamwidth, which is the angular span of the mainbeam. The resolution of the beamformer 
is determined by this mainlobe width, with smaller beamwidths resulting in better angular 
resolution. The beamwidth is commonly measured from the half-power (-3dB) points dB3φΔ  
or from null to null of the mainlobe nnφΔ .  
Using the beampattern, we next set out to examine the effects of the number of elements and 
their spacing on the array performance in the context of the spatial matched filter. However, in 
the following example, we first illustrate the use of a spatial matched filter to extract a signal 
from noise. 
 
 
Figure 3.3: Beampattern of ULA implementing spatial matched filter steered to  o0=φ
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3.13 Simulation of spatial matched filter 
3.13.1 Example-1 
A signal at a carrier frequency of 1.8GHz is received by a ULA with M = 20 elements 
and λ/2 spacing. It contains both a signal of interest at  with an array SNR of 
20dB and thermal sensor noise with unit power ( ). The signal of interest is an 
impulse that is present only in the l00th sample. The aim of this example is to show 
how using a spatial matched filter centered on the known angle of arrival can 
significantly improve the response. The following figures show the implementation of 
the spatial matched filter with the design parameters as given below in 
o20=sφ
12 =wσ
Table 3-1: 
 
 Parameter value Parameter value 
SNR(dB) 20   antenna spacing (d) λ/2 
Antenna elements (M) 20 
 
 AoA ( sφ ) 20ο
Sample Points (N) 200 
 
 C (m/s) 3.0E8 
fc(Hz) 1.8E9 
 
λ c/fc 
Table 3-1: Spatial matched filter parameters 
 
 
 
Figure 3.4:Power at one of the antenna elements 
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      Figure 3.5: Power at output of the spatial matched filter beamformer 
 
3.13.1.1 Result Analysis 
Figure 3.4 shows the instantaneous power (dBW) of all 200 samples from antenna element 10 
(arbitrarily chosen), whereas Figure 3.5 shows the power (dBW) at the output of the spatial 
matched filter beamformer, with the weights set up as a spatial matched filter looking in the 
wanted direction of the user. 
From the simulation results above it is apparent that although the wanted signal impulse is not 
observable when viewed at any of the array elements as in Figure 3.4 (since the SNR at each 
element is 20dB - 10log10M= 7dB), it is clearly observable when viewed at the output of the 
spatial matched filter beamformer as in Figure 3.5, since the array SNR is 20dB (i.e. 7dB 
original power level + 10log10M array gain). Therefore, the array SNR needs to be at least 10 
to 12dB to clearly observe the signal.   
  
3.13.2 Example-2 
Here we consider two co-channel mobile users communicating with common BS using an 8 
element array as given in the design parameters from two different locations such that the 
wanted user is operating from an angle of 400 while the interferer operates at an angle of -200 
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relative to the array broadside. We consider an array of antenna elements spaced at a distance 
of half wavelength relative to carrier frequency together with a spatial matched filter beam 
former centred on the wanted user. Figure 3.6 shows the beam pattern for this situation 
indicating the maximum in the direction of the wanted user. In this case the unwanted user is 
well outside the main lobe of the spatial matched filter and its contribution to the received 
signal at the output of the beamformer is reduced because the signal is received in the antenna 
sidelobes. In this example, the direction of the interferer (-200) is close to one of the nulls 
defining the sidelobes structure and is suppressed in the output. However, this is entirely 
fortuitous. If, for example, the interfering signal had been at 800, the steered response for this 
case of unwanted user would have been x1.8 (and not null in that direction) compared with 
wanted signal response of x8. The design parameters for implementation of the spatial 
matched filter for this scenario are given in the Table 3-2 below: 
 
           
Parameters Values Parameters Values 
Number of samples (M) 400 Sampling period (ts) 1.0E-10 
Number of antenna elements 8 Frequency (fc) 2.0GHz 
AoA of wanted User ( wθ ) 40ο  
-40ο 10ο
Wavelength (λ) C/fc
AoA of Jammer ( jθ ) -20ο Velocity of light (c) 3.0E8 m/sec 
          Table 3-2: Design parameters for Example-2 
 
 
 
 
Wanted user
Jammer  
Figure 3.6: Spatial Matched Filter 
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Figure 3.7: Isolation of wanted user from interferer 
 
 
3.13.2.1  Results Analysis 
From simulation results of spatial matched filter beamformer shown in Figure 3.6 and Figure 
3.7 it is observed that two cases were considered. In the first case the unwanted user is well 
outside the main lobe of the spatial matched filter and its contribution to the received signal at 
the output of the beamformer is reduced because the signal is received in the antenna 
sidelobes. In this example, the direction of the interferer (-200) is close to one of the nulls 
defining the sidelobes structure and is suppressed in the output. However, this is entirely 
fortuitous. Whereas when the wanted user is operating at an angle of (100) and interferer is at 
(200) then the interferer is not nulled out as shown with red colour beamforming pattern in 
Figure 3.7 above. 
It is important to recognise that the spatial matched filter makes no attempt to null 
out the interfering signal, only to maximise the gain in the wanted direction. However, a 
number of beamforming networks are specifically designed to null out interferers and these 
are described in the next sections.  
 
3.13.3 Null-formation    
In contrast with steering beams towards mobiles, as described above for the case of the spatial 
matched filter, it is also possible to adjust the antenna pattern such that it forms nulls in the 
directions of interference sources. Formation of nulls in the antenna patterns towards co-
channel interference in mobiles helps to reduce the co-channel interference in two ways 
[24][25]. In transmit mode, less energy is transmitted from the BS towards these mobile users, 
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reducing the interference from BS to those users, whereas in receiving mode, this helps to 
reduce the contribution from these mobile users at the BS. 
A null in an antenna pattern denotes zero beam response, achievable by choosing weights that 
create zero response in the direction of that interferer (or multiple interferers). In practice, 
however, this is seldom achievable because the antenna has the additional constraint of 
requiring some level of gain in the wanted user direction. The need for some gain in the 
wanted user direction compromises the depth of the null in the directions of the unwanted 
users.  
 
3.13.4 Null-Steering Beam former 
This type of beamformer is said to be a beamforming network that forms a null in the radiation 
pattern after cancelling a plane wave that impinges on the array of antenna elements from 
known direction [25]. The conventional beamformer is used to steer in the direction of known 
signal to estimate the signal and then subtracting the same estimated signal from each antenna 
element. The signal is estimated with the help of shift registers that provide the necessary 
delay at each antenna element and summing network, the ultimate signal received is in phase. 
These waveforms are summed with the help of summing network with equal weighting and 
then subtracted from every antenna element after desired delay. A strong interference can be 
cancelled with this process of forming null in the known direction. Figure 3.8 shows a 
schematic diagram of the null-steering beamformer. 
       
Figure 3.8: Schematic diagram of the null-steering beam former 
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3.14 Optimum Array Processing 
When all the elements in an array are uniformly weighted, maximum SNR is obtained if the 
noise contributions from various elements have equal power and are uncorrelated [27]. This is 
achieved by the spatial matched filter. When there is directional interference, however, the 
noise from various element channels will be correlated. Consequently, the problem of 
selecting an optimum set of beamformer weights may be regarded as a problem of attempting 
to cancel out correlated noise components. Signal environment descriptions in terms of 
correlation matrices therefore play a fundamental role in determining the optimum solution for 
the complex weight vector. Different performance measures can be adopted to govern the 
operation of the adaptive processor that adjusts the weighting for each of the sensor elements.  
An optimum signal processor is one whose output approximates the desired response that is 
almost compatible to the input signal [5]. Weiner developed the theory of optimum filters in 
the continuous signal domain and Kolmogorov in [121] did much the same for signals that 
were discrete in time. When the characteristics of the input data are same as that of the 
information known a-priori then the filter is said to be an optimum filter. In contrast if the a-
priori information and the input data are not same, then the designed filter may not be an 
optimum filter. In that situation, one possible approach is to estimate the statistical parameters 
of the relevant signal using an adaptive filter approach because adaptive filter is based on the 
process of recursive algorithm which makes it possible to give satisfactory performance in an 
environment where the knowledge about the behaviour of the signal characteristics does not 
exist. For the case of a stationary environment, after successive iterations of the adaptive 
algorithm it converges to an Optimum Weiner solution in some statistical sense.  
The aim of this section is to derive the theory which provides the optimum weights. Once this 
theory has been developed, it is then applied in Chapter 4 to the case of the Adaptive Antenna. 
Here it is shown how a priori knowledge of the statistics of the received signal (including 
interference and noise) can be used to obtain beamformer weights that optimize the detection 
of the wanted part of the received signal. As is often the case, the statistical parameters on 
which the optimum beamformer weights depend are found in the correlation matrix computed 
from the array snapshots. Correlation is defined as the average product of two signals and tells 
how much two signals or waveforms are similar to each other [4]. 
A major practical problem with this approach is that the true statistics of neither the received 
signal nor the interference are known in advance and it is necessary to estimate these 
parameters from the received signal itself. Since the optimum beamformer performance can be 
critically dependent on this estimate, estimation errors can have a significant impact on overall 
antenna performance, as will be shown. 
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Consider an array signal that consists of the desired signal, ( )ns , an interference signal ( )ni , 
along with spatial thermal noise field ( )nn , that is: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )nnnsMnnnn s nivnisx ++=++= φ               (3.31) 
where  is a signal with a statistically defined power in terms of its variance,  and 
uniformly distributed random phase. The interference-plus-noise component of the array 
signal is: 
( )ns 2sσ
( ) ( ) (nnnni nix +=+ )                   (3.32) 
which are both modeled as zero mean stochastic processes.  The interference has spatial 
correlation according to the angles of arrivals of the contributing interferers, while the thermal 
noise is spatially uncorrelated. The sensor thermal noise is assumed to be temporally 
uncorrelated with power . The assumption is made that all three components are mutually 
uncorrelated. As a result, the array correlation matrix is: 
2
nσ
( ) ( )[ ] ( ) ( ) nisHssHx MnnE RRvvxxR ++== φφσ 2               (3.33) 
where  is the power of the signal of interest and  and  are the interference and noise 
correlation matrices, respectively. The interference-plus-noise correlation matrix is the sum of 
these latter two matrices: 
2
sσ iR nR
IRRRR n
2σ+=+=+ inini                  (3.34) 
since the sensor thermal noise is spatially uncorrelated. 
 
3.15 Optimum Beamforming 
The ultimate goal of the prospective adaptive beamformer is to combine the sensor signals in 
such a way that the interference signal is reduced to the level of the thermal noise while the 
desired signal is preserved (i.e. maximizing the ratio of the signal power to the interference 
plus noise (SINR)) [30]. Maximizing the SINR is the optimal criterion for most detection and 
estimation problems. This criterion should not be confused with maximizing the SNR (spatial 
matched filter) in the absence of interference. At the input of the array, the SINR for each 
individual sensor is given by: 
22
2
nσσ
σ
+= i
s
elemSINR                   (3.35) 
where ,  and  are the signal, interference and thermal noise powers in each 
individual element.  The SINR at the beamformer output, following the application of the 
beamforming weight vector, w is: 
2
sσ 2iσ 2nσ
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After some manipulation [5] the optimum weight vector is given by: 
 
                   (3.37) ( )snio φα vRw 1−+=
 
where α  is an arbitrary constant. Thus, the optimum beamforming weights are proportional to 
.  ( )sni φvR 1−+
 
The proportionality constant α  can be set in a variety of ways dependent on the 
normalizations (or constraints) placed upon the array weights. For example, a common 
constraint placed on the beamformer is that there should be unity gain in the desired look 
direction (i.e. the output signal is kept constant in the direction of desired user whilst the SINR 
is maximized). This is called the minimum variance distortionless response (MVDR) [34]. An 
alternative constraint is that the weight be chosen to normalize the spatial noise field to unity 
or that the interference plus noise is normalized to 1. Table 3-3 gives various formulations of 
the optimum beamformer and the corresponding normalization for α  that are needed to 
provide optimum performance.  
The method used to obtain the optimum beamformer weights from these normalizations is 
illustrated here for the case of the MVDR normalization. Constraining the beamformer to have 
unity gain in the wanted signal look direction, is given by ( ) 1=sHo φvw  
( ) ( )[ ] ( ) 11 == −+ sHsnisHo φφαφ vvRvw                 (3.38) 
 
and the resulting optimum beamformer is given by: 
( )
( ) ( )snisH
sni
o φφ
φ
vRv
vRw 1
1
−
+
−
+=                  (3.39) 
 
Note that the weight of the optimum beamformer (and hence the array response) are 
dependent upon the correlation matrix of the interference plus noise, .  This is not 
surprising. This correlation matrix provides all the information about the spatial distribution of 
the interfering signals and noise so it can be used ‘in reverse’ to nullify the effect of these 
1−
+niR
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interfering sources. Effectively, the  term is being used as a decorrelator of the 
interference signal. 
1−
+niR
The major problem to obtain the optimum beamformer weights is that: (a) the direction, sφ , of 
the wanted signal must be known and (b) the correlation matrix of the interference plus noise 
(only) must be known or estimated. In practice, the received signal will comprise not only the 
interference and noise signals but the wanted signal as well. This means that when the weights 
of the optimum array are being computed, the wanted signal must be temporarily stopped so 
that the adaptive antenna can receive only the interference plus noise to be able to compute 
. The weights are then computed and the wanted signal can then be reapplied. The 
essential feature of an optimum beamformer is that wanted signal and interference signal must 
be decorrelated. 
1−
+niR
 
Constraint Mathematical 
formulation 
Optimum beamformer 
Normalization 
Unit gain in look direction ( ) 1=sHo φVW  ( ) ( )[ ] 11 −−+= snisH φφα VRV  
Unit noise gain           1=oHo WW      ( ) ( )[ ] 2/12 −−+= snisH φφα VRV  
Unit gain on interference-plus-
noise  ( ) ( )[ ] 2/11 −−+= snisH φφα VRV  1=+ oniHo WRW  
 Table 3-3 Normalization constraints 
  
3.16 Interference cancellation performance 
The interference cancellation performance of the optimum beamformer can be determined by 
examining the beam response at the angles of arrivals of the interferers. The beam response at 
these angles indicates the depth of the null that the optimum beamformer places on the 
interferer. Using the MVDR optimum beamformer (3.39), the response in the direction of the 
pth interferer at pφ  for an optimum beamformer steered in the direction of sφ is:  
 
( ) ( ) ( ) ( )pnisHpHopC φφαφφ vRvvw 1−+==o  
 
Where, from Table 3-3,  
( ) ( )[ ] 11 −−+= snisH φφα vRv  
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3.17 Simulation of optimum beamformer 
3.17.1 Example-1 
Here we consider that three co-channel mobile users are communicating with common BS 
using an 8 element array as given in the design parameters Table 3-4 below from three 
different locations such that the wanted user is operating from an angle of 20ο while two 
interferers from -20ο and 40ο relative to the array broadside. The correlation matrix was 
estimated from 400 snapshots to calculate the weight of the optimum beamformer and the 
thermal noise has unit variance . We consider the ULA with 
1−
+niR
12 =nσ 2/λ=d relative to the 
carrier frequency together with an optimum beamformer is centred at the interferer. The 
design parameters for implementation are given below in the Table 3-4. 
 Figure 3.9 shows this situation indicating a null in the direction of interferers. In this 
case the wanted user is well away from interferers and main beam is also formed in the 
direction of wanted user in addition to nulling of the interferers. However, this is entirely 
fortuitous. Whereas when the wanted user is operating from closer angle with respect to 
interferer then the interferer is nulled out but main beam is not directed in the direction of 
wanted user. This scenario is depicted in example-2 in the next section. 
           
Parameters Values Parameters Values 
Number of samples (M) 400 Sampling period (ts) 1.0E-10 
Number of antenna elements 8 frequency (fc) 2.0GHz 
AoA of wanted User ( wθ ) 20ο, -30ο, -
25ο, 40ο 
wavelength (λ) C/fc
AoA of Jammers ( jθ ) -20ο, 40ο velocity of light (c) 3.0E8 
m/sec 
           Table 3-4: Design parameters for optimum beamformer 
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Wanted user
Jammers  
  Figure 3.9: Optimum beamformer 
 
 
3.17.2 Example-2 
Here we consider that two co-channel mobile users communicating with common BS using an 
8 element array as given in the design parameter table above in example-1 from two different 
locations, such that the interferer is always operating from an angle of -20ο while the wanted 
user is operating from different angles , ,  and relative to the array 
broadside. We consider an array of antenna elements spaced at a distance of half wavelength 
relative to carrier frequency. The design parameters considered are same as given in design 
parameters Table 3-4 above for Example-1 except that the angle of wanted user is changed. 
The resultant output of an optimum beamformer with interferer  is plotted as shown in 
o10− o25− o30− o40
o20−
Figure 3.10 below. From simulation of an optimum beamformer it is seen that the interferer 
has always been fully nulled out and maximum in case of wanted user is not achieved at exact 
wanted angles which is shifted due to the effect of sidelobes. 
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Figure 3.10: Cancellation of interferer by optimum beamformer 
 
3.17.2.1  Results Analysis 
From simulation results shown in Figure 3.9 and Figure 3.10 it is observed that two cases were 
considered. When the wanted user and interferers are operating from angular position farther 
apart the interferers are nulled out properly along with forming main beam by maximising the 
gain in the direction of wanted users.  
In example-2 when the wanted user and interferers are operating from closer angular position 
then although null is formed in the direction of interferer but at the same time main beam is 
not directed towards wanted user and is shifted in direction other than that of wanted user’s 
direction as shown in Figure 3.10 above.  
It is important to recognise that the optimum beamformer makes no attempt to form 
main beam by maximising the gain in the wanted direction, only to null out the interfering 
signals.  
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3.18 Summary 
This chapter covered the topics for conventional beamforming with the help of array 
processing starting with fundamentals of antenna elements and covering the description of 
spatial matched filter and optimum beamformer. In this chapter throughout the use of ULA is 
considered and model for spatial signal received by ULA is presented with simulations. The 
concept of beamforming with the help of spatial matched filter, which maximises the gain in 
the direction of wanted user, is discussed along with simulation results presented. It is 
observed that spatial matched filter is only used to form main beam in the direction of a 
wanted user by increasing the gain and makes no attempt to not null out the interferer at all. At 
times when the wanted user and an interferer are ooperating from angles away from each other 
then there is a chance that in addition to forming main beam towards wanted user, a null is 
also formed towards an interferer but this is fortuitous as the contribution of interferer towards 
wanted user is very less and null is formed due to the effect of sidelobes. It has also been 
shown with the help of simulations that when wanted user and an interferer are operating from 
closer angles then main beam is directed towards wanted user but null is not formed towards 
an interferer. However, for the case of spatially white noise, the spatial matched filter is 
optimum in the sense of maximizing the SNR at the output of the beamformer. However, it 
must be remembered that for the case where the noise or interference is not spatially 
uncorrelated, this beamformer is no longer optimum. For such situations, the optimum 
beamformer will attempt to maximize the signal-to-noise-plus-interference ratio (SINR) rather 
than the SNR. 
In addition to that of spatial matched filter an optimum beamforming technique is also 
discussed that cancels the interferer by placing a null in the direction of an interferer and does 
not cater for the main beam to be directed towards the wanted user. The method for 
optimisation of weights for spatial matched filter and optimum beamformer is also presented 
in this chapter. Difference between spatial matched filter and an optimum beamformer has 
been shown with help of simulation results that give the graphs of isolation of wanted user 
from interferers operating from closer and farther angular positions. The simulation results 
verify that the optimum beamformer makes no attempt to form main beam by maximising the 
gain in the wanted direction, only nulls out the interfering signals. In addition to that for the 
case of an optimum beamformer it is necessary that wanted user and an interferer must be 
spatially uncorrelated otherwise wanted signal and unwanted signal can not be isolated. 
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4 Adaptive Beamforming 
 
4.1 Introduction 
The previous chapter has examined the use of the beamforming network as a means of 
optimising the signal to interference ratio of signal arriving from an angle θ when corrupted by 
a spatially random field and/or coherent interference signals at specific angles of arrivals θi. 
This approach is appropriate when the signal source and the interference sources are 
stationary, but it is not optimised when either the wanted signal or the coherent interference 
are moving. It is, of course, possible to treat each change of position of the signals as quasi-
static sources in which the sources are assumed to be stationary over a given period where the 
angles of arrivals are being estimated prior to some form of optimal beam forming. This is 
acceptable if the sources move slowly, compared with time taken to estimate the angle of 
arrivals, but the method begins to fail as the rate of change of direction of the signal sources 
increases. The reason for this is that the adaptive beamformer utilizes the optimum 
beamformer and this requires that the correlation matrix of the interference-plus-noise is 
known. Since this is generally not available a priori, it must be estimated from the received 
signals [5]. The accuracy of the estimate of the correlation matrix is dependent on array 
snapshots needed to obtain the expectation of (3.33). If the spatial noise field is large, the 
number of snapshots needed for an acceptable estimate may exceed the period for which the 
signal sources may be considered to be wide sense stationary (WSS). In this case, a number of 
adaptive algorithms have been developed that allow the antenna beam pattern to respond 
dynamically, to the changes in the position of the wanted and interference signal sources. This 
aspect of antenna arrays is considered in this chapter.  
 
4.2 Adaptive Beamforming Network 
A uniform linear array, with adjustable element weights is shown in Figure 4.1 below. The 
weighted sum of the received signals is represented as the estimated output of the array ( )ny     
and  is the receiver thermal noise. Here in this beamforming network  is considered 
as the desired signal, and remaining 
( )nn ( )n1s
1−M  signals are considered as the interferers. In one 
type of adaptive system, the weight vector  is determined on the basis of the estimated 
output , a reference signal  that uniquely identifies the desired signal, and an array 
of previous weights. In practice the training sequence is used to determine the reference 
signal, , that is almost the same as that of desired signal. 
w
( )ny ( )nd
( )nr
109 
 
Adaptive Beamforming 
The estimated array output is given by 
( ) ( )nn H xwy =        (4.1) 
Where  is the hermitian transpose i.e. the complex conjugate transposes of the weight 
vector, and  is the array snapshot of the received signals plus noise. 
Hw
( )nx
An error signal is generated, by subtracting the estimated reference signal at the output 
of the beamformer from the true reference signal, which is subsequently used to adjust the 
weights optimally. It is these set of optimum weights which control the behaviour of the 
antenna output completely by maximising either the SNR or the SIR. The optimum output is 
achieved when this error signal calculated by subtracting estimated output from reference 
signal approaches to zero [30]. 
Different adaptive algorithms such as the LMS, NLMS and RLS algorithms have been 
implemented to get the optimum output by forming main beam pattern in wanted direction 
while nulling out the interferers. The result of the convergence of the algorithm is also shown 
when the optimum output is achieved. 
 
 
 
Figure 4.1: Adaptive Beamforming Network 
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4.3 Adaptive algorithms 
4.3.1 SMI algorithm (Sample Matrix Inversion) 
The SMI algorithm can be viewed as a block adaptive method and this relies on the signals 
remaining statistically stationary for the block duration. In the SMI method, the interference-
plus-noise correlation matrix is estimated from the received signal in the absence of the 
wanted signal (sometimes called a training set). The estimate of the correlation matrix is 
obtained by taking, K, array snapshots and performing the following operation [5]: 
( ) ( )kH niK
k
knini nnK += ++
∑= xxR
1
1ˆ                  (4.2) 
where nk represents the nkth snapshot within the training set. The size of K is referred to as the 
sample support. It will be clear that the larger the value of K, the more accurate the estimate of 
the correlation matrix and the maximum likelihood estimate of the correlation matrix occurs 
when  and . However, in this case, the training set is infinitely large and 
no actual data is sent! Consequently, the performance of the beamformer is a compromise 
between obtaining an ‘adequately’ accurate estimate of the correlation matrix and reducing the 
training overhead. This is particularly important if the interference statistics are not stationary, 
as discussed next. 
∞→K nini ++ → RRˆ
In practice, the data will be sent as frames of data, as shown in Figure 4.2 with periods of 
signal-quiet prior to the transmission of the wanted data so that the interference-plus-noise 
correlation matrix can be periodically re-estimated. In this way, as the statistics of the 
interference and noise change (e.g. the angle of arrival of the interferer changes, or its power 
changes), this can be re-estimated at the start of each frame of data and new nulls in the 
direction of the interferer and at an appropriate depth can be created. From this, it will be seen 
that reducing K allows the frame repetition period to be reduced (for a given payload/support 
ratio) and this allows the antenna to respond more quickly to changes in the interference signal 
(i.e. to adapt dynamically to the signal). 
For spatially dynamic interferers, the ability of the block adaptive algorithm to respond 
quickly might be more important than absolute optimum performance in the wanted direction 
or its sidelobe performance. Also note that Figure 4.2 also includes a second training period 
after the period of radio quiet. During this period, a known signal is transmitted that is as 
orthogonal to the interferer as possible. For example, the transmitted signal might be a unique 
data sequence with excellent correlation properties. The receiver uses this training sequence to 
extract the wanted signal from the interference using correlation and from the array response 
of the wanted signal, obtains the estimated angle of arrival, sφ . There are a number of 
different methods to estimate the angle of arrival of the wanted signal. One method is based on 
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the beam response and is obtained directly from the zero-padded FFT, discussed in Chapter 1. 
However, other methods exist, including: MUSIC [29] [94], ESPRIT [95][97] and SAGE [98], 
among many others. Once sφ  has been estimated, then the optimum beamformer weights can 
be found from equation (3.39) using sφ  together with the estimated correlation matrix 
obtained from (4.2): 
 
 
( )
( ) ( )snisH
sni
smi φφ
φ
vRv
vRw
1
1
ˆ
ˆ
−
+
−
+=                  (4.3) 
 
The number of samples needed to obtain the correlation matrix, (i.e. the sample support) is 
very important. When fewer samples are used, the estimate of  becomes progressively 
poorer and this impacts on the computation of the optimum weight vector. The sidelobe 
structure becomes increasingly random and the depth of the null in the direction of the 
interferer also becomes much reduced. Clearly, the number of samples needed to obtain a 
reliable estimate of  depends on the level of the uncorrelated spatial noise compared with 
the correlated interference. It should be noted that this method fails if there is no uncorrelated 
thermal noise present as the correlation matrix becomes increasingly singular as the 
interference-to-noise-ratio (INR) diminishes. 
ni+R
ni+R
 
 
 
Figure 4.2: Transmission of data  
 
 
4.3.2  Sample-by-Sample methods 
The SMI adaptive beamformer is a least squares block adaptive method. However, optimum 
beamforming can also be carried out using methods that compute the beamforming weights on 
a sample-by-sample basis. These methods are referred to as sample-by-sample adaptive.  
There are two broad classes of sample-by-sample adaptive algorithm: the least mean squares 
algorithm (LMS) and the recursive least mean squares (RLS) algorithm.  
At first sight it might appear that a sample-by-sample adaptive method will provide a 
continuously varying optimum beam that is better able to cope with dynamic interferers, 
compared with a block adaptive system. For the block adaptive system, the performance of the 
adaptive beamformer is set by the support K (i.e. the number of samples used to form the data 
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matrix X) which sets the shortest period over which the interferer can be considered to be 
stationary. However, the sample-by-sample methods take a finite time to converge and during 
this convergence time, the beamforming performance of the array is far from optimum. For 
example, if the interferer suddenly switches on, the sample-by-sample methods will take the 
convergence time to adapt to the new interferer. However, if the interferer then slowly moves 
in space at a rate at which the algorithm can track the movement, the performance of the 
antenna array remains close to optimum as the interferer moves. However, this presupposes 
that the algorithm actually converges. This is not always the case and considerable fine tuning 
has often to be carried out to ensure convergence at a fast rate and with low steady-state error. 
The sample-by-sample methods trade-off, the speed of convergence against the steady-state 
error in the weights, relative to their optimum value obtained by the SMI method.  A number 
of variations on the LMS and RLS methods have been developed which attempt to maximize 
convergence speed and yet retain a small steady-state error. 
A major difficulty with the sample-by-sample methods is that it is pointless to permanently 
remain quiet and so the interference plus noise correlation matrix cannot be used and 
must be replaced by the correlation matrix of the total signal, . This has a profound effect 
on the performance of the resulting beamformer.   
ni+R
xR
 
4.3.3 LMS algorithm (Least Mean Square) 
Here in case of LMS algorithm the reference or the desired signal ( )nd  generated at the 
receiver is completely known having same directional and spectral characteristics and is 
usually assumed to have similar properties as that of transmitted signal . This reference 
signal may not be the exact replica of the desired wanted signal but must be at least highly 
correlated to the desired signal and uncorrelated with the interference signal components that 
appear at the output of an antenna array. This algorithm requires that an error signal is 
generated by subtracting the estimated signal received at the output of the BFN from desired 
signal. Consequently the same error signal is then used to update the weight vector as given 
below [
ws
5]: 
( ) ( ) ( ) ( )nnnn *1 exww μ+=+        (4.4) 
Where μ  is the forgetting factor that determines the convergence characteristics of the 
algorithm as and when the estimated weights are equal to the optimal weights . This 
algorithm can be regarded as constrained or unconstrained LMS algorithm provided the 
weights are subject to constrained or unconstrained at every iteration of update of the weight 
vector [
MSEw
23][25]. The optimum output is achieved when the mean squared error between 
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reference signal and estimated output approaches to zero. The LMS algorithm can be 
summarised as: 
a. First of all the estimated output is obtained at the output of BFN. 
b. This estimated output is then subtracted from the actual desired signal to find the error 
signal. 
c. This error signal is then used in (4.4) to update the weight vector that is required for 
optimisation of beampattern. 
 
4.3.3.1 Simulation of LMS algorithm 
Here we consider uniform linear array of 8 antenna elements spaced at a distance of λ/2 
relative to the carrier frequency fc. The uniform linear array of antenna elements receives 
different signals from different directions in space. In this case the wanted user is operating 
from angle of 40ο, whilst the interferer is operating from angle of -20ο. The aim of 
implementation of LMS algorithm is to estimate the output response at the BFN to calculate 
the error by subtracting the estimated signal from desired signal. When this error signal 
approaches to zero the output obtained is considered to be an optimum output where the 
convergence of the algorithm takes place. The design parameters for simulation of the 
problem are given in the Table 4-1 below.  
 
            
Parameters Values Parameters Values 
Number of samples (M) 400 Sampling period (ts) 1.0E-10 
Number of antenna elements 8 Frequency (fc) 3.0GHz 
AoA of wanted User ( wθ ) 40ο Wavelength (λ) C/fc
AoA of Jammers ( jθ ) -20ο Velocity of light (c) 3.0E8 m/sec 
   μ    0.005   
         Table 4-1: Design Parameters for LMS algorithm 
 
 
Initialization of parameters  
Initialize the weight vector w at time 0=n , ( ) 00 =w  
Calculate the estimated output response at the BFN using (4.1) as under: 
( ) ( ) ( )nnny H xw=  
 
Where, 
( )ny  = Estimated output response at time n 
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( )nw  = Weight vector at time n 
( )nx  = Signal vector received at the antenna array at time n represented as: 
( ) ( ) ( ) ( )nnnn nnisx ++=       (4.5) 
This received signal is the composite signal of wanted user, interferer and Gaussian 
noise. 
Error signal is computed as difference between desired signal and the estimated output 
signal as under: 
( ) ( ) ( )nynn −= de        (4.6) 
 
Update the weight vector ‘ w ’ for ‘ M ’ number of iterations using (4.4) 
( ) ( ) ( ) ( )nnnn *1 exww μ+=+        
The simulation result of LMS algorithm is shown in Figure 4.3 below indicating the 
mean squared error and the number of iterations it takes for convergence in order to achieve 
the optimum solution. 
 
               
Figure 4.3: Convergence of LMS algorithm 
 
 
4.3.4 NLMS algorithm (Normalised LMS) 
The NLMS algorithm is faster compared with the LMS algorithm where the weight vector is 
updated in the same way as it is done for the LMS algorithm described above. In case of the 
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NLMS algorithm, when the value of the input vector is small, numerical difficulties are likely 
to arise and in order to counter that we have to divide a small value a(t) with squared norm 
||x(n)||2 [25]. To overcome this problem the equation for update of weight vector is slightly 
updated and normalised. Having all the design parameters same as defined in case of LMS 
algorithm except the value of forgetting factor μ=0.0996 is used in case of NLMS 
implementation, the simulation graph showing the mean squared error and the number of 
iterations it takes to converge in order to achieve the optimum solution is as shown in Figure 
4.4 below which indicates that in this case the convergence is quite faster as compared to LMS 
and the algorithm tends to converge after about 45 iterations. 
 
4.3.4.1 Simulation of NLMS algorithm 
The design parameters for the simulation of the NLMS algorithm are the same as those 
considered for the LMS algorithm given in Table 4-1 above, except that the value of forgetting 
factor, which determines the rate of convergence is different than that of LMS algorithm. In 
this case μ = 0.0996 is considered in the simulation. 
 Initialization of parameters  
Initialize the weight vector w at time 0=n , ( ) 00 =w  
Calculate the estimated output response at the BFN using (4.1): 
( ) ( ) ( )nnny H xw=       
Where, 
( )ny  = Estimated output response at time n 
( )nw  = Weight vector at time n 
( )nx  = Signal vector received at the antenna array at time n represented as: 
( ) ( ) ( ) ( )nnnn nnisx ++=  
This received signal is the composite signal of wanted user, interferer and Gaussian noise. 
Error signal is computed as difference between desired signal and the estimated output signal 
calculated as: 
( ) ( ) ( )nynn −= de        
Subsequently this error signal computed is used to update the weight vector and update of the 
weight vector for ‘w M ’ number of iterations is computed by [5][7]: 
( ) ( ) ( ) ( ) ( )nnnann *21 exxww ⎥⎥⎦
⎤
⎢⎢⎣
⎡
++=+
μ     (4.7)  
Where, 
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( )nw  = Weight vector at time n 
( )nx  = Input data vector at time n 
      a = positive constant i.e. (a > 0) 
      μ = 0.0996  
 
                   
Figure 4.4: Convergence of NLMS algorithm 
 
 
 
4.3.5 RLS algorithm (Recursive Least Square)  
In the previous sections LMS and NLMS algorithms have been implemented and is observed 
from the simulation results that convergence of the algorithms is highly dependent on the 
values of forgetting factor. In order to resolve the problem of slow convergence, RLS 
algorithm that uses the information of the input data signal is used in [5], where is observed 
that rate of convergence of the system is faster than the LMS algorithm. In this case the 
performance of the system is improved at the expense of involvement of more computational 
complexity [5][25]. It requires a reference signal and also correlation matrix information due 
to which it is quite complex because at each iteration along with the weight vector ,  is 
also updated but it is almost ten times faster than the LMS algorithm. In the case of the RLS 
algorithm μ is replaced by  at the iteration producing a weight update given by [
w 1−R
( )n1−R thn 5]: 
( ) ( ) ( ) ( ) ( )11 *1 −−−= − nnnnn wexRww       (4.8) 
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Where,  
( ) ( ) ( ) ( )nnnn HxxRR +−= 10δ  and in this case (forgetting factor) δo≤ 1   
 
4.3.5.1 Matlab routine of RLS algorithm 
 ( ) ( ) ( ) ( )nnnn nnisx ++=  Received signal constitutes components of desired 
signal, interference and receiver thermal noise 
R(:,:) = (1/δ)*I(8,8)  Correlation matrix of input signal 
δ  = 0.1 
R = R(:,:)    Correlation Matrix R-1
( )nxRv ∗=     Intermediate vector 
( )( )vxv **/11 nλ=    Intermediate vector 
 λ = 0.999    forgetting factor 
v1ay += , (a=1)    To keep parameters in range 
( )vyy **/11 λ=    Intermediate vector 
( ) 00 =w     Initialize the weight vector 
( ) ( ) ( )nnn H xwre −=  Calculation of error on each iteration 
(describes filtering of algorithm) 
( ) ( ) ( ) '1*:,1 yeww nnn +=+  Update weight vector on each iteration 
(adaptive operation of algorithm) 
( ):,1+= nww  Updated weight vector used for processing 
the signal 
( )( )( )RxyRR **1*/1 n−= λ   Update of R-1 at each iteration 
 
Having all the parameters same as used in case of LMS and NLMS algorithms except 
forgetting factor = 0.999, the simulation graph showing the mean squared error and the 
number of iterations it takes to converge in order to achieve the optimum solution is as shown 
in  Figure 4.5 below which indicates that in this case the convergence is even faster than 
LMS and NLMS algorithms. Here as seen from simulation results below the RLS algorithm 
tends to converge after about ten iterations. 
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 Figure 4.5: Convergence of RLS algorithm 
 
 
 
4.4 Comparison of implemented adaptive Algorithms 
Comparison of different adaptive algorithms in terms of convergence has been carried out and 
a result analysis is described below. 
 
4.4.1 Result Analysis 
(a) LMS. The rate of convergence for the case of the LMS algorithm is highly 
dependent on the step size parameter ‘μ’ which, if reduced, increases the rate of 
convergence of the LMS algorithm. On the other hand when the value of ‘μ’ is 
large, the rate of convergence is slowed down. 
The weights are updated after every iteration for calculation of optimum output. 
The updated weight vector reached the optimum weight vector in about 150-200 
iterations. 
(b) NLMS. It is convergent in the mean square if value of ‘μ’ satisfies the condition 
i.e.0<μ<2. If a small value is assigned to ‘μ’ then the adaptation will be slow 
which is equivalent to LMS algorithm. 
Weight is updated but with slight modification than that of LMS. The updated 
weight vector reached the optimum weight vector in about 45 iterations. 
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(c) RLS. Rate of convergence is even faster than NLMS, almost ten times faster. 
This fast convergence rate is achieved because of the computational complexity 
involved in the computation of correlation matrix.  Here along-with update of 
weight vector w, the fundamental difference between LMS and RLS is that step-
size parameter μ is replaced by 1−R  (inverse Correlation matrix) of received 
signal which is also updated at each iteration This has profound impact on 
convergence behaviour of RLS algorithm for stationary environment. Updated 
weight vector is used for calculation of an estimated output and from simulation 
graph it is seen that the updated weight vector reached the optimum weight vector 
in about 10 iterations. Mean squared error of RLS algorithm converges to zero as 
number of iterations approaches to ∞. 
Algorithm Design Parameters 
Forgetting 
factor (μ) 
# of 
Iterations 
Convergence 
Rate 
LMS 
Number of iterations = 400 
antenna elements = 8 
( ) ( ) ( ) ( )nnnn nisx ++=
 
  
200 
 
Slow 0 < μ < 1 
Same as in LMS 0 < μ < 2 45 
Faster than 
LMS 
NLMS 
1−R is used 
instead of μ 
RLS Same as in LMS less than 10 
          Table 4-2 Comparison for rate of convergence of Adaptive algorithms 
Even Faster 
 
 
4.5 Simulations of adaptive algorithms for isolation of users  
4.5.1 Statement of the Problem 
Here we consider uniform linear array of 8 antenna elements spaced at a distance of half 
wavelength relative to the carrier frequency. The uniform linear array of antenna elements 
receives different signals from different directions in space. In this case the wanted user is 
operating from angle of 40ο, whilst the interferer is located at angle of -20ο. The aim of 
implementation of adaptive algorithms is to optimize the antenna array pattern in such a way 
that maximum possible gain is directed in the direction of a wanted user while placing a null 
in the direction of an interferer. In addition to that weight vector is also updated using equation 
(4.4) to calculate the error by subtracting the estimated signal from desired signal. When this 
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error signal approaches to zero the output obtained is considered to be an optimum output 
where the convergence of the algorithm takes place.   
 
4.5.1.1 Implementation of algorithms 
Let the desired signal of a wanted user denoted by is arriving at 8 element antenna array 
spaced at distance of λ/2 from angle 
ws
wθ  in degrees and interfering signals denoted by  are 
arriving at the antenna elements from angle of incidences 
is
jθ respectively. It is also assumed 
here that the adaptive processor has a-priori knowledge of the direction of arrivals (DoAs) of 
both the desired and interfering signals. Each of the elements in the ULA is scaled by 
corresponding weights and summed to form the output signal. The weights are then controlled 
by an adaptive algorithm weight control, which operates on the received estimated signal and 
the desired signal from the direction of wanted user. The antenna array beamforming network 
configuration used for simulation is shown in Figure 4.1. 
 
In case of ULA, the array steering vector is given by [5] 
( ) ( ) ( )( )[ ]φφφ 1exp........2expexp1 −−−−= Mjjja     (4.9) 
The estimated output of the adaptive processor ( )ny  using (4.1) is as under: 
( ) ( )nny H xw=          
Where, 
w  = M -element weight vector 
x(n) = The signal received at the antenna array given as: 
 ( ) ( ) ( ) ( )nnnn nnisx ++=  
This received signal is the composite signal of wanted user, interferer and Gaussian noise. 
λθπφ /sin2 d=  
θ = Angle of arrival in degrees 
d = inter antenna element spacing 
=λ Wavelength in meters 
cf
c=λ  
c = 3*108 i.e. velocity of light 
ƒc = carrier frequency 
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The mean squared error (MSE) criterion is used for optimization. The aim is to 
develop a general framework for the simulation of the LMS, NLMS and RLS algorithms and to 
simulate their performance for various configurations of the antenna array and the number of 
interferers. The design parameters used for implementation of the algorithms are given as in 
the Table 4-3 below. 
 
            
Parameters Values Parameters Values 
Number of samples (M) 400 Sampling period (ts) 1.0E-10 
Number of antenna elements 8 Frequency (fc) 2.0GHz 
040  Wavelength (λ) C/fc 
C=3.0E8 m/sec 
AoA of wanted User ( wθ ) 
forgetting factor (µ) 0.0999(NLMS) AoA of Jammer ( jθ ) 020−  
0.005(LMS) 
         Table 4-3: Design Parameters for LMS/NLMS and RLS adaptive algorithms 
 
The simulation results for identifying AoAs and convergence of LMS, NLMS and RLS 
algorithms obtained are shown below in Figure 4.6, Figure 4.7 and Figure 4.8 respectively. 
     
 
Figure 4.6: (2-D, Polar and MSE) Plots of LMS algorithm 
122 
 
Adaptive Beamforming 
 
 
 
 
 
 
 
Figure 4.7: (2-D and MSE) Plots of NLMS algorithm 
 
 
 
 
Figure 4.8: (2-D and MSE) Plots of RLS algorithm 
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        Figure 4.9: Nulling of interferer at closer angular positions (40ο, 35ο) 
 
 
4.5.2 Results Analysis  
From the simulation graphs of adaptive algorithms in Figure 4.6, Figure 4.7 and Figure 4.8 it 
is observed that convergence time of all the algorithms is dependent on forgetting factor. The 
values of forgetting factor chosen for simulation of all the adaptive algorithms have been 
given in the design parameters Table 4-3 above. In case of RLS algorithm the convergence 
rate is faster than other two algorithms. This fast convergence rate is achieved because of the 
computational complexity involved in the computation of correlation matrix. The simulation 
results for convergence of adaptive algorithms are quite close to theoretical results in [5]. 
For isolation of an interferer from a wanted user the simulation graph of Figure 4.9 shows that 
in all the algorithms once interferer is operating from a position closer to the wanted user (in 
this case the interferer is at 35ο and wanted user is operating from an angle of 40ο).It is 
observed that from closer angles although null is formed in the direction of an interferer but 
the main beam is not directed towards wanted user rather is shifted due to the effect of 
sidelobes of the interferer.  
 
4.6 Genetic Algorithms 
4.6.1 Introduction 
In the previous sections of chapter-3 and chapter-4 classical methods of LMS, NLMS and 
RLS adaptive algorithms have been discussed and is observed from the simulations of the 
adaptive algorithms that the convergence time in order to find the optimum output is very fast 
in case of RLS adaptive algorithm, where the algorithm converges in first 4-5 iterations but on 
the other hand it is also observed that if wanted user and an interferer are operating with 
common BS from close angular positions may be about 5-10 degrees apart, a null as compared 
to conventional method of nulling an interferer by an optimum beamformer  is formed in the 
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direction of an interferer but still the interferer is not nulled out properly by forming deep null, 
in addition to that main beam is also not directed towards a wanted user because of the effects 
of side-lobes. In the second case when two users are farther apart by about more than 15-20 
degrees, then wanted user is isolated from interferer by forming main beam in the direction of 
wanted user but still the interferer is not nulled out properly. 
There are many ways to improve the beamformer but in order to isolate the wanted 
user from an interferer by always forming a deep null in the direction of an interferer 
irrespective of the fact that they are operating from closer angular positions or far apart a 
novel method of optimising the weights with the help of Genetic algorithm and then using in 
the RLS adaptive algorithm is used.  
The first time research on GA was conducted by John Holland and his colleagues at 
the University of Michigan [19]. The aim of GA is to find the approximate solutions to the 
problems that are difficult to be solved by application of the principles of evolutionary biology 
to computer science. The techniques used by GA to find the solution of a particular problem 
are based on natural selection, crossover and mutation. These algorithms are regarded as a 
particular class of evolutionary algorithms where the individuals are randomly generated and 
the process of evolution starts on these randomly generated population and goes to 
generations. The fitness of the whole population is evaluated in every generation and base on 
the fitness different individuals are selected from the current population before going through 
the process of mutation or crossover to create a new population that then becomes the current 
population for the next iteration. 
Genetic algorithms represent a highly idealized model of natural process that are 
loosely based on Darwinian principles of biological evolution. Biological strategies are used to 
enhance the probability of survival and propagation during their evolution [26][35]. Genetic 
algorithms are very useful in solving complicated problems. A genetic algorithm is an 
efficient method to perform a search of a very large, discrete space of phase settings for the 
minimum output power of the array. It randomly generates a set of possible solutions to the 
problem, which is being investigated and is termed as initial generation. While developing a 
genetic algorithm, strings and characters are used in order to simulate chromosomes and genes 
corresponding to natural genetic system. 
 
4.6.2 Strengths of GAs 
As most of the other algorithms are serial and have the capability to find out the solution of 
particular problem by one method only and in case the solution is not correct the process starts 
over from the beginning. However, as the GA have the capability of performing task in 
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parallel, they can find out the solution of a particular problem in parallel at once. If the 
solution is not found in one task then that task is left out and parallel processing is continued 
until an optimum solution is achieved. 
The important field of the application of GA is in case of discontinuous functions 
having complex fitness value or the problem defining many local optimum solutions. In that 
case the gradient based methods do not find the exact solution by getting stuck to the local 
optimum solutions but GA has the capability to search over the entire area starting from 
bottom and reach to an optimum solution.  
 
4.6.3 Limitations of GAs 
Although GAs have the capability of solving the problem very efficiently but these algorithms 
have some of the limitations. 
The first and most important consideration in creating a genetic algorithm is defining a 
representation for the problem. The problem can be defined in away that the individuals are 
represented by numbers such as binary-valued, integer-valued, or real-valued. In case of 
binary values the strings are regarded as 0 or 1.  
There is another problem of defining the fitness function that needs to be carefully 
defined so that fitness value of higher degree is achieved that is closer to an optimum solution 
of the given problem. If the fitness function is not defined properly, the optimum solution of a 
problem will not be found by the genetic algorithm.  
 
4.6.4 Characteristics of GAs 
Some of the fundamental differences between GA and traditional optimization routines are as 
under [21,22] 
a. The method of optimisation is quite different from classical optimization 
algorithms.  
b. Genetic algorithms work with a coding of parameter set and not the parameters 
themselves. 
c. Genetic algorithms search from a population of points and not a single point. 
d. Genetic algorithms use the objective function information and not the derivatives 
or the auxiliary knowledge. 
e. Genetic algorithms are original systems based on the supposed functioning of the 
living natural things.  
f. Genetic algorithms use probabilistic transition rules and not the deterministic 
rules.   
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4.6.5 Working of a simple genetic algorithm 
A flow chart of a simple genetic algorithm is given in Figure 4.10 below. Here in this case 
population of individuals is generated randomly, where theses randomly generated individuals 
are decoded and evaluated on the basis of the value defined in the fitness or cost function [21]. 
These individuals are ranked based on the value of fitness. In the next step the individuals with 
high fitness value are selected for generation of new population of individuals. After the 
ranking procedure the bottom 50% of the members are discarded and then the Crossover is 
performed on remaining 50% by forming pairs of these genes and then selecting a crossover 
point for each pair of genes. Two new and slightly different ‘‘children’’ are formed from this 
cross over point. The next generation again consists of top 50% of previous generation and 
other 50% is the result of this crossover operation on these parents. At last mutation is 
performed which randomly selects and changes 1’s to 0’s and vice versa. This random 
mutation helps to keep the system from settling into local minimum [22]. 
                            
Generate population of  random 
chromosomes using coin toss
Def ine parameters
Obtain f itness of  generated 
Population of   chromosomes
Create new generation of  
population of   chromosomes f rom 
selected top 50% by crossover
Replace discarded ones with 
newly created chromosomes
Rank the chromosomes according 
to f itness and 
discard bottom 50%
Mutate the bits individually
New population ready for 
convergence
STOP
NO
Yes
 
Figure 4.10: Flow Chart of simple genetic algorithm 
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4.6.6 Operators of Genetic Algorithms 
4.6.6.1 Selection 
The method of selection [21] used is based on ‘‘roulette wheel’’ technique to select the 
individuals based on some performance.  The schematic of roulette wheel selection is shown 
in Figure 4.11. In this method the chromosomes are selected from population of chromosomes 
generated randomly by coin toss on the basis of fitness value. In this process there is no surety 
that a chromosome with high value of fitness will be selected for next generation. The 
working mechanism of is such that entire wheel represents the total fitness value of the 
population. The roulette wheel is divided into different sections and one section of the wheel 
is allocated to each chromosome of the population. Every section of the wheel is according to 
the fitness value i.e. if the value of fitness is more then size of that section of the wheel will be 
large as compared to other sections having less fitness value. In this case as shown in Figure 
4.11 chromosomes 5 and 7 have more fitness value, they are allocated larger part of the wheel 
whereas chromosomes 4 and 8 are the least fit and have correspondingly smaller part of the 
roulette wheel. This operator selects the chromosomes from existing generation that are 
regarded as parents for next generation. The probability of selection of each chromosome is 
given as:   
   ( ) ( )( )∑
=
=
popN
i
i
i
i
xf
xfxF
1
 
Where f(xi) is the fitness value for each chromosome Npop is the total size of the population. 
This fitness assignment ensures that each individual has a probability of reproducing 
according to its relative value of fitness. Parents are selected in pairs, when one chromosome 
is selected the probabilities are renormalised without selected chromosomes, so that spouse is 
selected from remaining chromosomes. Thus each pair is composed of two different 
chromosomes and is even possible for a chromosome to be in more than one pair. 
 
Figure 4.11: Roulette wheel selection technique 
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4.6.6.2 Crossover 
The crossover is simply a chance that two chromosomes will swap their genes/bits. A good 
value of crossover may be defined to have a value of 0.7 to 0.8. In case of this crossover 
process a point is randomly selected in the chromosomes and all genes after that point are 
swapped. The same can be represented by example where two chromosomes are given as: 
Chromosome-1 = 10001001 
Chromosome-2 = 01011110 
Here a random bit at point 4 is chosen in the chromosomes and then all the bits after that point 
are swapped. The new chromosomes would then be as under: 
Chromosome-1new = 10001110 
Chromosome-2new = 01011001 
 
4.6.6.3 Mutation 
In GA mutation is a process where a point is chosen randomly along the length of 
chromosome and a bit is inverted at that chosen point. The main aim of mutation process is to 
stop the GA from stucking to a local minimum. For example a binary digit ‘1’ will be changed 
to a binary digit ‘0’ and  digit ‘0’ will be changed to digit ‘1’. 
 
4.6.6.4 Example for implementing a GA 
This example demonstrates the implementation of a genetic algorithm, where four individuals 
defined as ‘A’, ‘B’ ,’C’ and D form a population. Theses indivuals are considered as binary 
strings (genes) having a length of 8 bits in every string. The value of the fitness is based on the 
number of ‘1’s in the binary encoded string, with the probability of crossover such as 
pcross=0.8, and probability of mutation considered as pmut=0.001. Here the definition of fitness 
function is very simple and does not involve any complexity in terms of decoding. The initial 
(randomly generated) population is given in    Figure 4.12 below: 
 
Individuals Genes Fitness 
Value 
A 00000111 3 
B 11101111 7 
C 01100000 2 
D 01110100 4 
   Figure 4.12: Initial population of Chromosomes 
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Taking into account the fitness value defined above as the selection criteria we have to choose 
4 individuals defining two sets of parents. Let the two sets of parents like {B,D} and {B,C} 
are chosen according to the probabilistic procedure of selection. After this selection procedure 
of the parents, the process of Crossover is performed with probability of crossover (pcross) 
thereby producing two off-springs. There is also a possibility that exact copies of parents are 
obtained as off-springs in case crossover is not performed. In the example stated above, 
crossover takes place between parents B and D at the (randomly chosen) first bit position 
thereby creating offsprings denoted as E=11110100 and F=01101111, whereas no crossover is 
performed on parents B and C, thereby creating the offsprings that are exact copies of B and 
C. After crossover operation now the process of mutation takes place with probability of 
mutation as (pmut) per bit. For example, if offspring ‘E’ is mutated at the sixth position then we 
get E'=11110000, offspring B is mutated at the first bit position to form B'=01101111, there is 
not any mutation that takes place on offsprings F and C. The next generation of population of 
chromosomes, after going through the cycle of operations like selection, crossover, and 
mutation is therefore as shown in Figure 4.13 below: 
 
Label Genes Fitness 
E' 11110000 4 
F 01101111 6 
C 01100000 2 
B' 01101111 6 
   Figure 4.13: New generation of population 
 
In this new generation, although there is not any individual that has fitness value of 7 as 
shown in    Figure 4.12 above, but now the overall value of fitness is increased to 18 as 
compared to a value of 16. If this procedure is performed consecutively the GA will 
eventually find an individual with fitness value of ‘8’ i.e. all the bits in a string of that 
individual will be ‘1’s to give a fitness value of ‘8’. 
  
 
4.6.7 Characteristics of an adaptive algorithm [22] 
(a) It places deep nulls in the direction of interference sources. 
(b) It rejects the interference over bandwidth of antenna. 
(c) It places nulls very quickly. 
(d) It minimizes the pattern perturbations 
Although an adaptive algorithm possesses some of these characteristics, but no adaptive 
algorithm meets all of these characteristics. Hence selection of an adaptive algorithm depends 
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upon the antenna, the cost, performance and the interference requirements. A phased array has 
many advantages over other antennas, including higher gain than a single element, electronic 
beam steering and control over the antenna pattern. Changing the weights of elements changes 
the antenna pattern with lower side-lobes and nulls in the direction of interferers. 
 
4.6.8 Simulation of RLS adaptive algorithm based on GA 
Here GA is used for optimisation of beam pattern thereby having a capability of forming deep 
null in the direction of interferers by minimising the total output power of the array. A uniform 
linear phased antenna array considered is a group of 8 antenna elements equally spaced at a 
distance of λ/2 whose outputs are added together to provide a single output. The architecture 
of phased antenna array is such that half of the antenna elements in the array are operating as 
conjugate of the other half antenna elements. The schematic diagram of phased antenna array 
comprising of 8-elements equally spaced called as linear phased antenna array beamforming 
network configuration is given in Figure 4.14 below.  Aim is to cancel an interferer adaptively 
with the help of phase-nulling antenna array using a technique of adaptive RLS based genetic 
algorithm, which uses a limited number of bits of the digital phase shifters. In this case the 
phase shifter settings evolve until the antenna pattern has nulls in the direction of interferers. 
The genetic algorithm begins with the population of 8 chromosomes through 50 iterations to 
create a new generation after going through all the processes of selection, crossover and 
mutation. This new population created is then used to find the phase angle after decoding and 
ultimately weight vector is calculated from vector containing these nulling bits. Weight 
vector update is obtained by adaptive method used for RLS algorithm. This process is repeated 
for 200 iterations to get the optimum solution of weight vector that is then used to form a deep 
null in the direction of jammers operating from different angles.  
''w
Here two cases are considered in the simulation for the purpose of analysing the 
difference in results if the interferers are operating from closer angular distance or they are 
away from each other. In first case it is assumed that two interferers are operating from 50ο 
and 70ο angles respectively and simulation results of Figure 4.16 indicate that deep null is 
formed in the direction of both interferers with the help of RLS based GA. In the second case 
now the interferers are operating from closer angles such as 20ο and 30ο then even closer 
angles of 10ο and 15ο. The simulation result of Figure 4.16 shows the radiation pattern, where 
deep nulls are formed in the direction of all the interferers operating from closer angular 
distances. A genetic algorithm finds an optimum solution by simulating evolution in nature. 
The number of chromosomes, number of bits per chromosome and the number of iterations 
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are defined in the beginning of the program. The design parameters for simulation of 
algorithm are given in the Table 4-4 below: 
                
Parameter Value 
Number of iterations 200 
Number of ant elements (2M) 8 
500, 200, 
100
Angle of interferer-1 1jθ  
700, 300, 
150
Angle of interferer-2 2jθ  
Carrier frequency (fc) 2.0GHz 
Sampling time (ts) 1.0E-10 
Inter element distance (d) λ/2 
wave length  (λ) C/fc
Probability of mutation (rho) 0.001 
Probablity of crossover (crossprob)  0.8 
Table 4-4: Design parameters for RLS based GA 
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Figure 4.14: Phased Antenna Array[93]  
 
 
The array far field pattern is given by [91] 
( ) ( )∑=
=
−−M
m
Mmj
meM
AF
2
1
5.0
2
sin ψφ w                  (4.10) 
Where,  
2M = number of elements in the array 
mj
mm ea
δ=w  Complex array weight at element m 
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kdu=ψ  
λπ /2=k  
λ  = wave length in meters 
d = inter element spacing 
u = cos(φ) 
φ  = Angle of incidence of electromagnetic plane wave 
ma  = Amplitude of the weights 
δm   = Phase shifters 
The amplitude weights are fixed and digital phase shifters have ‘B’ bits. The ‘B’ needs to be as 
small as possible to reduce the cost of the phase shifters but must be large enough to maintain 
low sidelobes over the scan angles of array. The nulling phase mδ is given by 
∑
=
−=
P
p
p
pm B
1
22πδ                               (4.11) 
where,  
B = total number of bits in the phase shifters 
P = number of phase bits used for nulling 
δm = [b1 b2 ……….bp], vector containing nulling bits 
The parameters and cost functions must be specified for optimization of an antenna array. The 
cost function used for optimization is given by 
2324 xxY ∗−∗=                                (4.12) 
Here x is the population of chromosomes used for the generation of population. The cost 
function is used to ensure that deep null is directed towards an interferer which is achieved as 
and when the value of (4.12) is zero and contribution of interferers is cancelled as a result a 
deep null is formed in the direction of interferers. This nulling of interferers is alos dependent 
upon the best set of population achieved after specified number of iterations.   
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       Figure 4.15: Radiation pattern with nulls in the direction of Interferers at 50 and 70 degrees 
 
 
    (a) (b)  
Figure 4.16: Radiation pattern with nulls in the direction of interferers at 20,30,10 and 15 degrees  
 
 
4.6.8.1 Results Analysis 
From the simulation results shown in Figure 4.15 and Figure 4.16, it is observed that when 
interferers are operating from angles wider apart or closer to each other, a deep null is formed 
towards each interferer. This is achieved due to optimization of weights with the help of 
genetic algorithm and then updating with RLS adaptive algorithm. The nulling of interferers is 
dependent upon the best set of population achieved after specified number of iterations. 
Here the advantage of using GA with RLS adaptive algorithm is that interferers are 
nulled out properly even if they are operating from closer positions which can not be achieved 
with traditional gradient based search algorithms. Traditional methods search for the best 
solutions depending upon the gradient and/or random guesses. In case of gradient methods 
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they converge to a minimum once an algorithm is close to that minimum, therefore have the 
disadvantage of getting stuck to that local minimum. On the other hand random search 
methods tend to get slow and getting stuck to local minimum. 
Here in this case RLS based GA has proved to be successful, where the algorithm 
places deep nulls very quickly by minimising the output power to reject the interferers. 
If the algorithm is not converging then to sort out the problem of convergence the 
number of chromosomes may be increased. 
  
135 
 
Adaptive Beamforming 
4.7 Summary 
In this chapter different adaptive algorithms such as LMS, NLMS and RLS algorithms have 
been implemented to get the optimum output by forming main beam pattern in wanted 
direction while nulling out the interferers. The results of the convergence of the algorithms are 
also shown when the optimum output is achieved by comparing the reference signal with 
estimated output. A comparison and result analysis of all the algorithms is also described after 
the simulation of these algorithms to observe the efficiency and performance of each 
algorithm. It is observed that rate of convergence of each adaptive algorithm is dependent on 
the definition of forgetting factor which needs to have a small value may be i.e. 10 ≤〈 μ . 
The convergence of RLS algorithm is quite fast compared to LMS and NLMS algorithm 
because of the involvement of computational complexity of correlation matrix R of input data.  
In this chapter it is also highlighted that while implementing block adaptive method 
(SMI), the number of samples needed to obtain the correlation matrix, (i.e. the array support) 
is very important. When fewer samples are used, the estimate of  becomes progressively 
poorer and this impacts on the computation of the optimum weight vector. The sidelobe 
structure becomes increasingly random and the depth of the null in the direction of the 
interferer also becomes much reduced.  
ni +R
In addition to above some basics required for implementation of genetic algorithm are 
also discussed before implementation of GA alongwith some strengths and weaknesses of the 
GA. Finally novel method of RLS based GA is implemented to show the simulation results for 
forming deep nulls in the direction of interferers operating from closer angular distances about 
5ο apart from each other, which can not be achieved with traditional gradient based search 
algorithms. Traditional methods search for the best solutions depending upon the gradient 
and/or random guesses. In case of gradient methods they converge to a local minimum or local 
maximum once an algorithm is close to that minimum or maximum, therefore have the 
disadvantage of getting stuck to that local minimum or local maximum. Therefore in ordre to 
avoid this problem the method of GA is used that searches over population of points and finds 
the maximum or minimum over range of populations. 
Here RLS based GA has proved to be successful, where the algorithm places deep nulls 
very quickly by minimising the output power to reject the interferers. 
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5  Opportunistic Communication System 
 
5.1 Introduction 
The previous chapter has examined the use of the number of adaptive algorithms that allow 
the antenna beam pattern to respond dynamically, to the changes in the position of the wanted 
and interference signal sources and isolating the wanted user and an interferer with the help of 
an antenna array.  
In this chapter, the opportunistic communication system is implemented that uses a 
novel network protocol, that only transmits to a user when the channel conditions to that 
particular user are good, whereas in case of traditional communications systems the resources 
are allocated according to the demands of user without considering the quality of a channel as 
a result channel capacity is lost when the channels get faded. Different cooperation protocols 
like amplify-and-forward and decode-and-forward [106][107] have been introduced for 
wireless networks. In most of the existing cooperative communication in wireless systems the 
communication is based on the multi-hop systems, where the information from source is 
carried to the destination through other mobiles that act as the relays. This relaying operation 
overcomes the problem of path-loss that occurs because of large distances. This relay channel 
was introduced by Van der Meulen [108] and then investigated by Cover and El Gammal 
[109]. The research work carried out the analysis of three nodes such as source, relay and 
destination. As in case of mobile channel the fading is considered to be a source of 
unreliability that needs to be mitigated at all cost and communication is considered to be a 
source of mitigating the fading in wireless networks by achieving spatial diversity. Relays are 
used to help the source by transferring the information to the destination but source needs to 
decide when to cooperate by taking the ratio between source-destination channel and source-
relay channel conditions [110]. The concept of multiuser diversity is exploited by 
opportunistic communication, where multiple users are communicating with common BS in 
the time varying fading channels while remaining in the same cell. It is assumed that channel 
state information is tracked at the receivers and fed back to the transmitters and scheduling in 
this case is done on the basis that a user with good channel conditions is only allowed to 
transmit to the BS. Here the diversity gain is achieved in a sense, that since many users are 
communicating with common BS via an independent varying channel so there are all the 
chances that a user may get a channel at an instant when the channel is at its peak. 
Traditionally the fading in a channel is considered to be a source of unreliability which must 
be mitigated. When multiple users are communicating simultaneously then transmission is 
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scheduled by allocating a channel to users only when their channels are at peaks [112]. 
Therefore an opportunistic communication may be used to exploit the channel fluctuation 
where transmission only takes place when the channel is at its peak. So the performance of the 
system is then related to a channel condition when it is at peak rather than average conditions 
of the channel. From Figure 5.1 below it is seen that opportunistic communication systems 
allocate bandwidth dynamically based on the condition of the channel to individual users and 
all users with good channel conditions are dynamically allocated lots of bandwidth while users 
in deep fades are allocated little bandwidth. Since the fading is random so all users get their 
fair share of the bandwidth, hence the opportunistic communication systems can provide more 
capacity in fading channels as compared to traditional approach. 
In this case, a number of algorithms in various fading environments using Rayleigh and 
spatial channel models using omni directional and adaptive antenna at the BS have been 
developed that allow the users to communicate with common BS, depending upon the 
condition of the channel of that particular user. This aspect of opportunistic communication is 
considered in this chapter.  
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Figure 5.1: Fair allocation of Bandwidth 
 
 
 
5.2 Channel allocation based on quality 
In this case a communication system is considered where multiple users equipped with single 
antenna are communicating with common BS that is equipped with uniform linear array of 
antenna elements. The opportunistic communication system provides the idea of Multiuser 
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diversity in the sense that in this system different users are operating over an independently 
fading channel, there is a chance that one of the users is likely to have very good channel 
condition at the instant of time. Whenever a particular user with good channel condition has 
been allocated a channel for the duration it remains at its peak, then that user has a chance of 
transmitting the maximum data to the BS. The resultant SNR of that particular user at the 
instant of time when the data is transferred can be written as: 
( ) ( ) 2max thtSNR k=        (5.1) 
Where,  i.e. the total number of users in a system Kk KKK1=
The resultant output of the system can be expressed as 
( ) ( ) ( ) ( )ttxthty kK
k
k w+∑= =1        (5.2) 
Where, are the channel gain, data transmitted and the additive white Gaussian noise 
respectively. 
w,, kk xh
 
 
     Figure 5.2: Channel allocation based on quality 
  
Here in this Figure 5.2 it is seen that both the users are placing a request to the BS for fair 
scheduling of resources depending on the Bandwidth and allocation of channel. So in this case 
the channel quality of the user k at the instant of time based on the requested data rate is 
represented as Rk(t). This is the data rate that a user can support at the instant of time. The 
scheduling algorithm works on the principle that it keeps track of the average throughput 
denoted as Tk(t)  of every user in the  previous interval of time t. In time slot t, the scheduling 
algorithm transmits with highest ratio of request to the throughput represented as: 
( )
( )tT
tR
k
k , where Rk is the request of the user placed to the Bs while Tk is the throughput 
transferred to BS. This scheduling of the users is done on the basis that whichever user has 
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good channel conditions is allowed to transmit to the BS. The total throughput increases with 
the number of users in both the fixed and mobile environments. As the channel fades in both 
cases, the rate of variation is more in case of mobile channel as compared to fixed channel as a 
result the peaks are going to be higher in case of mobile channel environment, which 
determine the scheduling of the users. It can be stated that Multiuser diversity is variable in 
case of mobile channel as compared to fixed channel where it is limited. The amount of 
Multiuser diversity depends on the dynamic change in the fluctuation of channel 
characteristics. 
Consider a system having N transmit antennas at the BS and let ( )th kn,  is the gain from 
antenna n to the user k at the instant of time t. The block of symbols x(t) is transmitted in the 
time slot t. Then the signal received by the kth user during the time slot t is given by 
( ) ( ) ( ) ( ) ( )txthetty kntjN
n
nk
n *,
1
θα∑=
=
      (5.3) 
Where is the number of transmit antennas, and overall channel gain seen by the 
receiver k is given by  
Nn LLL1=
( ) ( ) ( ) ( )thetth kntjN
n
nk
n
,
1
θα∑=
=
       (5.4) 
Where, ( )tnα  is the power allocated to each of the transmit antenna and ( )tnθ  is the phase 
shift applied to the signal at each antenna. The fluctuation in the channel is achieved by 
varying these quantities ( ( )tnα  from 0 to 1 and ( )tnθ  from 0 to π2 ) over a time period t.   
In case of single transmit antenna system, every receiver k feeds back the overall SNR i.e. 
( ) 2thk  of its own channel to the BS and accordingly BS schedules the transmission to all 
users depending upon the quality of channel of a particular user. There could always be a 
possibility that the channels are symmetric having same quality with equal SNRs or 
asymmetric with different properties. The analysis for both types is carried out with the help 
of simulations to see the effect on BER performance in section 5.14 below.  
  
5.3 Rayleigh channel model 
Different scenarios like flat fading and multipath frequency selective fading of Matlab 
Rayleigh channel model using omni-directional antenna at BS are implemented in the 
subsequent sections to see the BER performance characteristic curves of different co-channel 
users communicating with common BS. 
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5.4 Scenario-1 (flat fading)  
Here the scenario is that two Mobile users MS-1(user 1) and MS-2(user 2) moving at a speed 
of 1.25m/s corresponding to a doppler of 10Hz and carrier frequency of 2.4GHz are 
communicating with a common BS, each mobile user is operating at independent path with 
BS. Two Rayleigh dice are rolled that determine which channel should transmit. When the 
channel is allocated to one transmitter it is allowed to send across the data in frames 
depending upon the condition as to when the channel is allocated to that particular user and 
AWGN is added to it. Here phase estimation is done at receiving end to compensate the phase 
distortion in the channel. 
 
5.4.1 Methodology implemented 
a. Generate two data streams of random integer numbers for Mobile_1 and Mobile_2 
and then split this stream of data into blocks of data. 
b. Modulate the two data streams using appropriate phase shift keying modulator. 
a. Generate two Rayleigh channels (single path) with 10Hz doppler for both links. 
d. These two channels are monitored regularly at every block of data and at the 
instant of time when the link_1 is better than link_2 the entire block of data from 
Mobile_1 is sent to Base Station, Where it is equalised, demodulated and then 
checked for errors. 
e. At the end of each block the channel is checked again and block of data is sent 
from Mobile_1 or Mobile_2 depending upon the condition of channel whichever is 
in better state/condition. 
The schematic diagram of two users communicating with common BS is shown in Figure 5.3 
below, whilst the design parameters for implementation of the scenario are given in             
Table 5-1 below. 
 
       
Parameters Values Parameters Values 
Channel Rayleigh flat fading Sampling time  100μsec 
Number of Paths 1 Doppler (fd Hz) 10 
Number of Users 2 Modulation Scheme PSK 
Number of frames 20,000 Modulation order (M) 2 
Bits/frame 10   
            Table 5-1: Rayleigh flat fading Parameters (2-Users opportunistic) 
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Figure 5.3: Two Users communicating with common BS 
 
 
5.4.2 Description of Simulation 
In this case channel coefficients are generated for both users operating between BS with 
independent paths. A channel selection criterion is made on the basis of magnitude^2 of the 
channel coefficients in order to determine as to when the Mobile_1 or Mobile-2 should 
communicate with the BS depending upon the quality of channel. Once the channel has been 
allocated to a particular user depending upon the quality of the channel a frame of random 
binary data bits is generated and converted into symbols. This data comprising of stream of 
symbols is modulated with the help of phase shift keying modulator and then sent across the 
channel. At the receiving end the received signal is corrupted with additive white Gaussian 
noise and then demodulated with the help of an appropriate demodulator taking into account 
the phase estimator to compensate the phase error. Finally the received stream of symbols is 
converted back to binary data bits and stored in the buffer. The same procedure is repeated for 
other user when the channel is allocated to that user as opportunistic method of transmission is 
used to explore the quality of the system. At the end the data bits stored in the buffer are 
compared with the original randomly generated binary data bits and BER performance is 
computed and plotted as shown in the graphs of Figure 5.4. The simulation result is also 
plotted for the case when there is no cooperation between both users and the channel is used 
by both users simultaneously. 
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5.4.3 Simulation result 
 
 
                       Figure 5.4: BER with opportunistic communication in Rayleigh Channel 
 
 
5.4.4 Results Analysis  
a. Characteristics of the channel coefficients remain constant while frame of data is 
being transmitted and channel coefficients are generated on the basis of frame and 
time period is also defined per frame basis. 
b. From Figure 5.4 it is observed that the curves of opportunistic communication 
system using flat fading Rayleigh channel model have better BER performance as 
compared to the case of non-opportunistic communication system. Hence the users 
communicating under the environment of an opportunistic communication system 
get fair share of bandwidth allocation. 
c. The BER performance of an opportunistic communication system (Cooperation) is 
measured depending upon the condition of channel as to when the channel is given 
to Tx-1 or to Tx-2. The simulation results shown above dictate that if a data of 
about 0.2 Million bits is sent across Rayleigh channel, BER of 10-2 at SNR of 7dB 
in case of opportunistic communication system as compared to non opportunistic 
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system where BER of 10-2 at SNR of about 14dB is achieved. So there is a 
difference of 7dB having same BER rate.  
d. The BER performance is very poor when no channel selection is made and there is 
no cooperation amongst users. 
 
5.5 Scenario-2 (frequency selective fading) 
Here in this case two Mobile users MS-1 (user 1) and MS-2(user 2) moving at a speed of 
1.25m/s corresponding to a doppler of 10Hz and carrier frequency of 2.4GHz are 
communicating with a common BS, each mobile user is operating at independent link but 
having two paths/link with BS. Two Rayleigh dice are rolled that determine which channel 
should transmit. When the channel is allocated to one transmitter it is allowed to send across 
the data in frames depending upon the condition as to when the channel is allocated to that 
particular user and AWGN is added to it. Here an equaliser at receiving end is used to 
compensate for the phase distortion in the channel. 
 
5.5.1 Methodology of implementation in Matlab 
The following steps are taken to implement a simulation in Matlab and graph of BER 
performance is plotted to compare the performance under the conditions of cooperation and 
when there is no cooperation in an environment of multipath frequency selective Rayleigh 
fading channel. 
a. Generate two data streams of random integer numbers for Mobile_1 and Mobile_2, 
then split this stream of data into blocks of data. 
b. Modulate the two data streams using appropriate phase shift keying modulator. 
c. Generate two Rayleigh channel coefficients (2-paths) each symbol spaced delayed 
with 10Hz  doppler for both links. 
d. At the end of each block the channel is checked again and block of data is sent from 
Mobile_1 or Mobile_2 depending upon the condition of channel whichever is in 
better state/condition. 
e. These two channels are monitored regularly at every block of data and at the 
instant of time, when the link_1 is better than link_2 the entire block of data from 
Mobile_1 is sent to BS, Where an equaliser at receiving end is used to compensate 
for the phase error, the received signal is then demodulated using an appropriate 
demodulator and compared with original randomly generated stream of data to 
compute the errors. The characteristic curve for BER is plotted against signal to 
noise ratio as shown in Figure 5.5. 
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The schematic diagram of two users communicating with common BS in frequency selective 
environment is shown in Figure 5.5 below, whilst the design parameters for implementation of 
the above mentioned scenario are given in the Table 5-2. 
      
Parameters Values Parameters Values 
Channel Rayleigh freq selective Sampling time (ts) 3.75msec 
Number of Paths 2 Doppler (fd Hz) 10 
Number of Users 2 Modulation Scheme PSK 
Number of frames 20,000 Modulation order (M) 2 
Bits/frame 10 Path gains [1 0.2] 
     Table 5-2: Rayleigh freq selective fading Parameters (2-Users opportunistic) 
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                  Figure 5.5: 2xUsers communicating with common BS in Multipath environment 
 
 
5.5.2 Description of Simulation  
Here in case of frequency selective multi-path Rayleigh faded channel a random stream of 
data is generated and sent across the channel by each user depending upon the quality of 
channel whenever it is allocated to user-1 or user-2. The stream of data sent across the channel 
is symbol spaced delayed. Channel coefficients are generated for both users operating between 
base-station in multi-path environment. The path gain of path-1 for both users is set to unity 
while the path gain of path-2 for both users is set to 0.2. A channel selection criterion is made 
on the basis of magnitude^2 of the channel coefficients in order to determine as to when the 
user-1 or user-2 should communicate with the BS depending upon the quality of channel. 
Once the channel has been allocated to a particular user depending upon the quality of the 
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channel a frame of random binary data bits is generated and converted into symbols. This data 
comprising of stream of symbols is modulated with the help of phase shift keying modulator 
and then sent across the channel with symbol spaced delay from both the paths. At the 
receiving end the received signal is corrupted with additive white Gaussian noise and an 
equalizer is used to compensate for the phase error in the distorted signal due to channel and 
then demodulated with the help of an appropriate demodulator. Finally the received stream of 
symbols is converted back to binary data bits and stored in the buffer. The same procedure is 
repeated for other user when the channel is allocated to user-2 as opportunistic method of 
transmission is used to explore the quality of the system. At the end the data bits stored in the 
buffer are compared with the original randomly generated binary data bits and BER 
performance is computed and plotted as shown in Figure 5.6. The graph is also plotted for the 
case when there is no opportunism between both users and both users use the channel 
simultaneously.  
 
5.5.3 Simulation result 
 
 
      Figure 5.6: BER of 2xUsers in frequency selective environment 
 
 
146 
 
Opportunistic Communication System 
5.5.4 Results Analysis 
a. Characteristics of the channel coefficients are assumed to be constant while frame 
of data is being transmitted. 
b. In the curves of opportunistic communication system are compared with non- 
opportunistic case using frequency selective Rayleigh fading channel model.   
c. The BER performance of an opportunistic communication system (Cooperation) is 
measured depending upon the condition of channel as to when the channel is given 
to Mobile user-1 or to Mobile user-2. The simulation results shown in the above 
dictate that if a data of about 0.2 Million bits is sent across multi-path Rayleigh 
channel, BER of 10-2 is achieved at SNR of 9 dB in case of opportunistic 
communication system as compared to non-opportunistic system where BER is 10-
2 at SNR of about 23 dB. So there is a difference of 14 dB having same BER rate 
under non- opportunistic environment. 
d. The BER performance is very poor when no channel selection is made and there is 
no cooperation between both users. 
e. Here BER performance is degraded due to intersymbol interference that occurs 
because of multipath effect. 
 
5.6 Scenario-3(frequency selective fading)  
Here in this case three Mobile users MS-1 (user 1), MS-2(user 2) and MS-3(user 3) moving 
with doppler of 10Hz are communicating with a common BS, each mobile user is operating at 
independent link but having two paths/link with BS. Three Rayleigh dice are rolled that 
determine which channel should transmit. When the channel is allocated to a transmitter it is 
allowed to send across the data in frames depending upon the condition as to when the channel 
is allocated to that particular user and AWGN is added to it. Here an equaliser is used at 
receiving end to compensate for the phase distortion in the channel. 
The following steps are taken to implement a simulation in Matlab and graph of BER 
performance is plotted to compare the BER performance under the conditions of cooperation 
and when there is no cooperation in an environment of multipath frequency selective Rayleigh 
faded channel. 
 
5.6.1 Methodology of implementation in Matlab 
a. Generate three data streams of random integer numbers for Mobile_1, Mobile_2 and 
Mobile_3, then split this stream of data into blocks of data. 
b. Modulate the data streams using appropriate phase shift keying modulator. 
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c. Generate three Rayleigh channels coefficients for (2-paths) each symbol spaced 
delayed with 10 Hz doppler for all three links. 
d. At the end of each block the channel is checked again and block of data is sent from 
Mobile_1/Mobile_2 or Mobile_3 depending upon the condition of channel 
whichever is in better state/condition. 
e. These three channels are monitored regularly at every block of data and at the instant 
of time when the link_1 is better than link_2/3 the entire block of data from 
Mobile_1 is sent to Base Station, Where an equaliser at receiving end is used to 
compensate for the phase error, the received signal is then demodulated using an 
appropriate demodulator and compared with original randomly generated stream of 
data to compute the errors. Then the BER is plotted against signal to noise ratio as 
shown in Figure 5.8. 
The schematic diagram of three users communicating with common BS is shown in Figure 5.7 
below, whilst the design parameters for implementation of the above mentioned scenario are 
given in the Table 5-3 below. 
 
    
Parameters Values Parameters Values 
Channel Rayleigh freq selective Sampling time (ts) 3.75msec 
Number of Paths 2 Doppler (fd Hz) 10 
Number of Users 3 Modulation Scheme PSK 
Number of frames 20,000 Modulation order (M) 2 
Bits/frame 10 Path gains [1 0.2] 
       Table 5-3: Rayleigh freq selective fading Parameters (3-Users ) 
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 Figure 5.7: 3xUsers communicating with common BS in Multipath environment 
   
 
5.6.2 Description of Simulation 
Here in case of frequency selective multi-path Rayleigh faded channel a random stream of 
data is generated and sent across the channel by each user depending upon the quality of 
channel when is it allocated to user-1, 2 or user-3. The stream of data sent across the channel 
is symbol spaced delayed. Channel coefficients are generated for all three users operating 
between base-station in multipath environment. The path gain of path-1 for all three users is 
set to unity while the path gain of path-2 for all the users is set to 0.2. A channel selection 
criterion is made on the basis of magnitude^2 of the channel coefficients in order to determine 
as to when the user-1/2 or user-3 should communicate with the BS depending upon the quality 
of channel. The same is done with the help of a matrix comprising of all paths of coefficients 
generated for all links. Then a vector is formed representing the indices of maximum of all the 
coefficients from matrix defined above. This vector representing the indices is used for 
selection criterion of channel as to when should that be allocated to User-1/2 or to User-3 
depending upon the quality of channel. Once the channel has been allocated to a particular 
user depending upon the quality of the channel, frame of random binary data bits is generated 
and converted into symbols. This data comprising of stream of symbols is modulated with the 
help of phase shift keying modulator and then sent across the channel with symbol spaced 
delay from both the paths. At the receiving end the received distorted signal is corrupted with 
additive white Gaussian noise and an equalizer is used to compensate for the phase error in the 
distorted signal due to channel and then demodulated with the help of an appropriate 
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demodulator. Finally the received stream of symbols is converted back to binary data bits and 
stored in the Buffer. The same procedure is repeated for other users when the channel is 
allocated to user-2 or to user-3 as method of transmission is used to explore the quality of the 
system. At the end the data bits stored in the buffer are compared with the original randomly 
generated binary data bits and bit error rate (BER) performance is computed and plotted as 
shown in the graphs of Figure 5.8. The graph is also plotted for the case when there is no 
cooperation amongst all three users, and all users use the channel simultaneously. 
 
5.6.3 Simulation result 
 
 
Figure 5.8: BER of 3xUsers in frequency selective environment 
 
5.6.4 Results Analysis 
a. Characteristics of the channel coefficients are assumed to be constant while frame 
of data is being transmitted every time. 
b. In Figure 5.8 the curves of opportunistic communication system using frequency 
selective Rayleigh fading channel model are compared with curves of non- 
opportunistic communication system.   
c. The BER performance of an opportunistic communication system (cooperation) is 
measured depending upon the condition of channel as to when the channel is given 
to Tx-1/Tx-2 or to Tx-3. The simulation results in the graph above dictate that if a 
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data of about 0.2 Million bits is sent across multi-path Rayleigh faded channel, at 
SNR of 6 dB the BER is 10-2 in case of  opportunistic communication system as 
compared to non-opportunistic communication system where BER is 10-2 at SNR 
of about 23 dB. So there is difference of 17 dB having same BER performance 
because of conditions. 
d. The BER performance of opportunistic communication system is made depending 
upon the condition of channel as to when the channel is given to Tx-1/Tx-2 or to 
Tx-3 and is far better than under non-opportunistic communication case. 
e. As channel-1 remains in better state for long duration of time so the BER 
performance of Tx-1 is even far better than Tx-2 and Tx-3. 
 
 
5.7 Simulation of Spatial Channel Model  
Here spatial channel model (SCM) is used in uplink case where a signal transmitted from MS 
is received by the BS that forms beam in the direction of user thereby indicating the angle of 
arrival of that signal coming from MS. During each simulation run the fast fading of the 
channel is dictated by the movement of the MS. The information regarding state of the 
channel is given to BS from MS and then BS uses the schedulers to determine the direction of 
user where to transmit. The detailed description of spatial channel model is given in section 
2.7 of chapter 2. 
 
5.8 Scenario-1 (flat fading environment) 
Here the scenario is defined such that two Mobile users MS-1(user 1) and MS-2(user 2) 
moving at a speed of 1.25m/s corresponding to a doppler of 10Hz and carrier frequency of 
2.4GHz are communicating with a common BS; each mobile user is operating at independent 
path with BS. Two dice are rolled that determine which channel should transmit. When the 
channel is allocated to one transmitter it is allowed to send across the data in frames 
depending upon the condition as and when the channel is allocated to that particular user and 
then AWGN is added to it. Here phase estimation is done at receiving end to compensate the 
phase distortion in the channel. 
 
5.8.1 Methodology implemented 
a. Generate two data streams of random integer numbers for Mobile_1 and 
Mobile_2. Then split this stream of data into blocks of data. 
b. Modulate the two data streams using appropriate PSK modulator. 
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c. Generate channel coefficients for each link. 
d. These two channel links are monitored regularly during transmission of every 
block of data and at the instant of time when the link_1 is better than link_2 the 
entire block of data from Mobile_1 is sent to BS, Where it is equalised, 
demodulated and then checked for errors. 
e. At the end of each block the channel is checked again and block of data is sent 
from Mobile_1 or Mobile_2 depending upon the condition of channel link 
whichever is in better state/condition. 
The design parameters for simulation of above scenario-1 are given in Table 5-4 below. 
 
 
 
 
Parameters Value Parameters Value 
3.75E-3 Number of frames sent 20,000 sampling time  ( ) st
 Number of bits/frame 10 Modulation order (M) 2 
 Total bits sent 200,000 Number of Paths 1 
 Modulation scheme PSK Number of Users 2 
 Carrier frequency (fc) 10 Doppler frequency   (  (Hz)) df 2.4GHz  
  Table 5-4: SCM flat fading Parameters (2-Users ) 
 
 
5.8.2 Description of Simulation 
In this case channel coefficients are generated for both users operating between base-station 
with independent paths. A channel selection criterion is made on the basis of magnitude^2 of 
the channel coefficients in order to determine as to when the user-1 or user-2 should 
communicate with the base-station depending upon the quality of channel. Once the channel 
has been allocated to a particular user depending upon the quality of the channel a frame of 
random binary data bits is generated and converted into symbols. This data comprising of 
stream of symbols is modulated with the help of PSK modulator and then sent across the 
channel. At the receiving end the received signal is corrupted with additive white Gaussian 
noise and then demodulated with the help of an appropriate demodulator taking into account 
the phase estimator to compensate the phase error. Finally the received stream of symbols is 
converted back to binary data bits and stored in the buffer. The same procedure is repeated for 
other user when the channel is allocated to that user as opportunistic method of transmission is 
used to explore the quality of the system. At the end the data bits stored in the buffer are 
compared with the original randomly generated binary data bits and BER performance is 
computed and plotted as shown in the graphs of Figure 5.9. The graph is also plotted for the 
case when there is no cooperation between both users, and both users use channel 
simultaneously. 
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5.8.3 Simulation result 
 
 
           Figure 5.9: BER of 2xUsers with opportunistic communication using SCM 
 
5.8.4 Results Analysis 
a. Characteristics of the channel coefficients are assumed to be constant while 
transmission of every frame. 
b. In Figure 5.9 the curves of opportunistic communication system are compared with 
curves of non-opportunistic communication system.   
c. The BER performance of an opportunistic communication system (Cooperation) is 
measured depending upon the condition of channel as to when the channel is given 
to Tx-1 or to Tx-2. The simulation result above dictates that if a data of about 0.2 
Million bits is sent across Spatial Channel model, at SNR of 9 dB the BER is 10-4 
in case of opportunistic communication system is achieved as compared to non-
opportunistic system where BER 10-4 at SNR of about 17dB is achieved. So there 
is an improvement of 8dB with opportunistic system having same BER rate. 
d. The BER performance of  opportunistic communication system is made depending 
upon the condition of channel as to when the channel is given to Tx-1 or to Tx-2 
and is far better than that of non- opportunistic case as is obvious from simulation 
results shown in Figure 5.9 above. 
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e. Compared with Rayleigh channel results in Figure 5.4, The BER performance of 
SCM systems is much better, where BER of 10-3 is achieved at SNR of 12dB in 
Rayleigh channel whilst in case of SCM channel same BER of 10-3 is achieved at 
7dB, so there is a difference of about 5dB in both channels. 
 
5.9 Scenario-2 (Multi-path frequency selective environment) 
Here in this scenario three Mobile users MS-1(user 1), MS-2(user 2) and MS-3(user 3) 
moving at a speed of 1.25m/s corresponding to a doppler of 10Hz and carrier frequency of 
2.4GHz are communicating with a common BS, each mobile user is operating at independent 
link with symbol spaced delayed two paths/link with BS. Three dice are rolled that determine 
which channel should transmit. When the channel is allocated to one transmitter it is allowed 
to send across the data in frames depending upon the condition as to when the channel is 
allocated to that particular user and AWGN is added to it. Here equalizer is used at receiving 
end to compensate the phase distortion in the channel. 
 
5.9.1 Methodology for implementation of scenario  
a. Generate three data streams of random integer numbers for Mobile_1, Mobile_2 
and Mobile_3. Then split this stream of data into blocks of data using frequency 
selective spatial channel model for 2-paths each with symbol spaced delay for each 
user/Link. 
b. Modulate the three data streams using appropriate phase shift keying modulator. 
c. Generate channel coefficients for three channels (2-path) symbol spaced delayed 
for each link. 
d. These three channels are monitored regularly at every block of data and at the 
instant of time when the link_1 is better than link_2/ link_3 the entire block of data 
from Mobile_1is sent to BS, Where it is equalised, demodulated and then checked 
for errors. 
e. At the end of each block the channel is checked again and block of data is sent 
from Mobile_1, Mobile_2 or Mobile_2 depending upon the condition of channel 
link whichever is in better state/condition. 
The design parameters for simulation of above scenario are given in the Table 5-5 below.       
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 Parameters Value Parameters Value 
 Number of frames sent 20,000 Number of Paths 2 
 Number of bits/frame 10 Number of Users 3 
 Total bits sent 200,000 Modulation scheme PSK  
Sampling time  ( ) st 3.75E-3 Modulation order (M) 2  
 Carrier frequency (fc) 10 Doppler frequency (  Hz) df 2.4GHz  
     Table 5-5: SCM frequency selective fading Parameters (2-Users ) 
 
 
5.9.2 Description of Simulation 
In this case channel coefficients are generated for three users operating between base-station 
in multi-path environments with 2 paths each delayed with symbol space. A channel selection 
criterion is made on the basis of magnitude^2 of the channel coefficients in order to determine 
as to when the user-1, user-2 or user-3 should communicate with the base-station depending 
upon the quality of channel. Once the channel has been allocated to a particular user 
depending upon the quality of the channel, a frame of random binary data bits is generated and 
converted into symbols. This data comprising of stream of symbols is modulated with the help 
of phase shift keying modulator and then sent across the channel. At the receiving end the 
received distorted signal due to the effect of channel is corrupted with additive white Gaussian 
noise and Zero forcing equalizer is used to compensate for the phase error in the distorted 
signal due to channel and then demodulated with the help of an appropriate demodulator. 
Finally the received stream of symbols is converted back to binary data bits and stored in the 
buffer. The same procedure is repeated for User-2 and User-3 when the channel is allocated to 
user-2/3 as opportunistic method of transmission is used to explore the quality of the system. 
At the end the data bits stored in the buffer are compared with the original randomly generated 
binary data bits and BER performance is computed and plotted as shown in the graphs of 
Figure 5.10. The graph is also plotted for the case when there is no cooperation between three 
users. 
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5.9.3 Simulation result 
 
 
Figure 5.10: BER of 3xUsers using SCM   
 
5.9.4 Results Analysis 
a. From Figure 5.10 above it is observed that BER characteristics curves of all three 
users are better in opportunistic case than that of non- opportunistic environment as 
all users get the fair share of channel bandwidth. 
b. Amongst three users the BER performance of user-2 in green curve is better than 
user-1 and user-3 below 8dB SNR, but after that BER performance of user-1 in red 
curve is better because of good channel conditions. The user-3 in blue curve does 
not get the good channel conditions, so its performance in terms of BER is poor as 
compared to other two users. 
c. From the simulation graph it is seen that with opportunistic conditions the user 2 
has BER of 10-3 at SNR of 7dB as compared to non opportunistic case where same 
user has BER of 10-3 at SNR of 15dB. So there is an improvement of 8dB with 
opportunistic system.  
d. Comparing the reults of Rayleigh channel in Figure 5.7, where BER of 10-2 is 
achieved at 6dB while using SCM channel same BER of 10-2 is achieved at 3/4/6 
156 
 
Opportunistic Communication System 
dB for user-1, user-2 and user-3 respectively. So there is adifferenec of 2-3 dB for 
two users.   
 
5.10 Implementation of an adaptive antenna at BS 
In the previous sections different scenarios using Matlab Rayleigh channel and spatial channel 
model (SCM) have been implemented considering omni-directional antenna to evaluate the 
BER performance of all the system models. 
In the next sections different scenarios will be implemented using an adaptive antenna 
at the BS. In this case it is assumed that there is one jammer whose direction is known in 
advance. It uses the known direction of the jammer to calculate the interference plus noise 
correlation matrix  so that it can place a null in the direction of jammer. When user-1 is 
communicating with the BS a composite signal is received using the optimal beamformer that 
forms main beam towards user-1, while placing a null towards user-2 considering it as a 
jammer. The interference plus noise correlation matrix is used to find the weight of an 
optimal beamformer using (3.39) from chapter 3.  
ni+R
ni+R
      
5.11 Matlab Rayleigh Channel model simulations 
Different scenarios like flat fading and frequency selective fading for implementation of 
Rayleigh channel model with adaptive antenna at BS are implemented as under. 
 
5.11.1 Scenario-1(flat fading) 
In this scenario we consider that two Mobile stations MS-1(user-1) and MS-2(user-2) are 
communicating from different angles of -20ο and 40ο, with a common BS using an 8 antenna 
element array using concept of SDMA and two optimal beamformers to obtain the isolation 
between the two users. Beamformer-1 looks at user-1 and rejects user-2, while beamformer-2 
looks at user-2 and rejects user-1. ULA with 2/λ=d relative to the carrier frequency fc is 
used. 
The design parameters for implementation of the scenario are given in Table 5-6 below. 
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 Parameters Value Parameters Value  
Antenna elements 8 Carrier frequency (fc) 2.4GHz 
 c/ fcNumber of frames sent 20,000 λ 
Number of bits/frame 10 C (m/sec) 3.0E8  
Total bits sent 200,000 FFT resolution points 2048 
 40οModulation scheme PSK A0A user 1 
 
 
     Table 5-6: Rayleigh flat fading Parameters using adaptive antenna on BS 
 
-20οModulation order (M) 2 A0A user 2 
Sampling time/frame  ( ) st 3.75msec Number of Paths 1 
  Number of Users 2 
The methodology of simulation is same as given in section 5.4 above for omni-directional 
antenna and the simulation results for omnidirectional are given in (a), whereas simulation 
results for an adaptive antenna with help of an optimal beamformer to isolate the two users 
and plotting BER performance, AoA simulation results are also shown in (b)&(c) respectively. 
 
5.11.2 Simulation results 
 
c  
        Figure 5.11: 2xUsers with dedicated links 
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5.11.3 Results Analysis  
a. Here two users are communicating with common BS having a dedicated link and 
one path/link depicting a scenario of flat fading environment. 
b. From (a) simulation results it is seen that BER performance is better in 
opportunistic mode when omni-directional antenna is used, where BER of 10-3 at 
SNR of 11dB is achieved as compared to non-opportunistic system, where same 
BER performance is achieved above 20dB. There is significant improvement with 
opportunistic communication system.  
c. Here as is a case of flat fading environment so comparison of BER performance 
using omni-directional and an adaptive antenna is shown in (b). It is observed that 
when two users have got a dedicated link, the BER performance is same whether 
using omni-directional antenna or an adaptive antenna under opportunistic and 
non-opportunistic environments where the curves in both cases are overlapped. 
Both antennas have same BER performance till 12.5dB SNR but above that one of 
the users has better performance then the other because of allocation of channel 
for longer duration of a time. 
d. AoAs of two users operating from different angles are plotted in (c) with the help 
of an optimal beam-former to isolate each user by forming main beam towards a 
wanted user communicating with BS at the time of transmission. 
e. A phase estimator is used at the receiving end to compensate for the phase error. 
 
5.11.4 Scenario-2(Multipath frequency selective fading) 
In this scenario we consider that two Mobile stations MS-1(user-1) and MS-2(user-2) are 
communicating from different angles of -20ο and 40ο, with a common BS using an 8 antenna 
element array using concept of SDMA and two optimal beamformers to obtain the isolation 
between the two users. Beamformer-1 looks at user-1 and rejects user-2, while beamformer 2 
looks at user-2 and rejects user-1. ULA with 2/λ=d relative to the carrier frequency fc is 
used. 
In this case two users communicating with common BS have a dedicated link but operating in 
Multi-path fading (freq selective) environment. Here two paths/link with symbol spaced delay 
data, model is used. At the receiving end zero forcing equalizer is used to compensate for the 
phase error due to delay of multipath frequency selective environmrnt. 
The design parameters for implementation of the scenario are given below in Table 5-7 below. 
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 Parameters Value Parameters Value 
 Antenna elements 8 Carrier frequency (fc) 2.4GHz 
c/ fcNumber of frames sent 20,000 λ  
Number of bits/frame 10 C (m/sec) 3.0E8 
 Total bits sent 200,000 FFT resolution points 2048 
40οModulation scheme PSK A0A user 1  
-20οModulation order (M) 2 A0A user 2 
 Sampling time/frame  ( ) st 3.75msec Number of Paths 2/link 
 Doppler (fd) 10 Hz Number of Users 2 
                    Table 5-7: Rayleigh frequency selective fading Parameters (adaptive antenna) 
 
 
The methodology of simulation is same as described in section 5.5 above for omni-directional 
antenna and the simulation results for omnidirectional are given in Figure 5.12(a),  For 
implementation of adaptive calculation of and optimum weight vector procedure 
described in section 
ni+R
5.10 is used. The simulation results for adaptive antenna with help of an 
optimal beamformer to isolate the two users and plotting BER performance, AoA simulation 
results are also shown in Figure 5.12 (b)&(c) respectively. 
 
5.11.5 Simulation result    
 
 
Figure 5.12:  2xUsers with dedicated links in multipath environment 
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5.11.6 Results Analysis  
a. Here a scenario of two users operating in frequency selective environment is 
depicted in Figure 5.12(a). Although both users have got a dedicated link but due 
to frequency selective environment BER performance is poor as compared to case 
of flat fading environment discussed earlier. From simulation results it is seen that 
BER performance with opportunistic is better that non- opportunistic case and is 
almost same irrespective of an omni-directional antenna or adaptive antenna being 
used as shown in Figure 5.12(a) &(b). It is seen that BER of 10-2 at SNR of 9dB is 
achieved with opportunistic system as compared to non-opportunistic system 
where same BER is achieved above 20dB. There is significant improvement in 
SNR when using opportunistic communication system. 
b. It is also noted that in opportunistic system one of the users has better BER 
performance compared to other due to better channel characteristics. This is true 
in both cases whether omni-directional or an adaptive antenna is used at the BS.
  
c. AoAs of two users operating from different angles are plotted in Figure 5.12 (c) 
with the help of an optimal beam-former by forming main beam towards each 
user. 
 
5.11.7 Scenario-3 (Multipath frequency selective fading) 
In this scenario we consider that three Mobile stations MS-1(user-1), MS-2(user-2) and MS-
3(user-3) are communicating from different angles of -20ο, +20ο and 40ο, with a common BS 
using an 8 antenna element array exploiting the concept of SDMA, where three optimal 
beamformers obtain the isolation between the three users. Beamformer-1 looks at user-1 and 
rejects user-2 and user-3, while beamformer-2 looks at user-2 and rejects user-1 and user-3 
and beamformer-3 looks at user-3 and rejects user-1 and user-2. A ULA with 
2/λ=d relative to the carrier frequency fc is used. 
In this case three users communicating with common BS have a dedicated link but 
operating in multi-path fading (freq selective) environment. Here two paths/link with symbol 
spaced delay data, model is used. At the receiving end zero forcing equalizer is used to 
compensate for the phase error that occurs due to multipath delays. 
The design parameters for implementation of the scenario are given below in Table 5-8. 
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Parameters Value Parameters Value  
Antenna elements 8 Carrier frequency (fc) 2.4GHz  
c/ fcNumber of frames sent 20,000 λ 
 Number of bits/frame 10 C (m/sec) 3.0E8 
   Total bits sent 200,000 FFT resolution points 2048 
40οModulation scheme PSK A0A user 1  
-20οModulation order (M) 2 A0A user 2 
 +20οSampling time/frame  ( ) st 3.75msec A0A user 3 
 Number of Paths 2/link Number of Users 2 
                   Table 5-8: Rayleigh flat fading Parameters using adaptive antenna on BS-3 Users 
 
The methodology of simulation is same as given in section 5.5 above for omni-directional 
antenna and the simulation results for omnidirectional are given in Figure 5.13(a),  For 
implementation of adaptive antenna calculation of and optimum weight vector procedure 
described in section 
ni+R
5.10 is used. The simulation results for an adaptive antenna with help of 
an optimal beamformer to isolate the two users and plotting BER performance, AoA 
simulation results are also shown in Figure 5.13 (b)&(c) respectively. 
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5.11.8 Simulation results 
 
 
  
Figure 5.13: 3xUsers with dedicated Links in Multipath environment 
 
 
 
5.11.9 Results Analysis  
a. Here a scenario of three users operating in frequency selective Rayleigh fading 
environment is depicted in Figure 5.13(a). All three users are communicating with 
common BS via dedicated link having two paths with symbol space delayed data 
/link. From simulation results it is seen that BER performance with opportunistic 
is better than non-opportunistic case irrespective of an omni-directional antenna or 
adaptive antenna being used at BS as shown in Figure 5.13(a) & (b). 
b. It is observed that BER performance is much better with opportunistic system, 
where BER of 10-3 at SNR of 11dB is achieved by one of the users as compared 
to non-opportunistic system where all users have poor BER performance and 
irreducible error floor is achieved at 10-2 after 20dB SNR in case of omni-
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directional and an adaptive antenna at the BS as shown in the results in Figure 
5.13 (a) & (b). 
c. AoAs of three users operating from different angles are plotted in Figure 5.13(c) 
with the help of an optimal beam-former by forming main beam towards each 
user. 
 
 
5.12 Spatial Channel Model 
Different scenarios like flat fading and frequency selective fading for implementation of 
spatial channel model with adaptive antenna at BS are described as under. 
  
5.12.1 Scenario-1 (flat fading) 
In this scenario we consider that two Mobile stations MS-1(user-1) and MS-2(user-2) are 
communicating from different angles of -20ο and 40ο, with a common BS using an 8 antenna 
element array using concept of SDMA and two optimal beamformers to obtain the isolation 
between the two users. Beamformer-1 looks at user-1 and rejects user-2, while beamformer-2 
looks at user-2 and rejects user-1. ULA with 2/λ=d relative to the carrier frequency fc is 
used. 
The design parameters for implementation of the scenario are given below in Table 5-9 below. 
 Parameters Value Parameters Value  
Antenna elements 8 Carrier frequency (fc) 2.0GHz 
 c/ fcNumber of frames sent 20,000 λ 
Number of bits/frame 10 C (m/sec) 3.0E8  
Total bits sent 200,000 FFT resolution points 2048 
 40οModulation scheme PSK A0A user 1 
-20οModulation order (M) 2 A0A user 2  
Sampling time/frame  ( ) st 3.75msec Number of Paths 1 
 
       Table 5-9: SCM flat fading Parameters using adaptive antenna on BS 
Doppler (fd) 10 Hz Number of Users 2 
 
 
The methodology of simulation is same as given in section 5.8 above for omni-directional 
antenna and the simulation results for omnidirectional are given in Figure 5.14(a), whereas 
simulation results for an adaptive antenna with help of an optimal beamformer to isolate the 
two users and plotting BER performance, AoAs simulation results are also shown in Figure 
5.14(b)&(c) respectively. 
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5.12.2 Simulation Results 
 
 
Figure 5.14: 2xUsers with dedicated Links using SCM 
 
5.12.3 Results Analysis 
a. Here two users are communicating with common BS each having a dedicated link 
with one path per link thereby depicting a scenario of flat fading environment of 
spatial channel model.  
b. The Simulation results using omni-directional antenna and an adaptive antenna at 
BS are given in Figure 5.14 (a) & (b) respectively. From simulation results it 
reveals that BER performance in both cases is almost same because of dedicated 
link. But BER performance with opportunistic system is better than non-
opportunistic system due to fair share of resources allocated to both users. In this 
case BER of 10-3 is achieved at SNR of 6.5dB in opportunistic case, whilst same 
BER 10-3 is achieved at SNR of 12dB in case of non-opportunistic system, so 
there is an improvement of 5.5dB.  
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c. From Simulation results shown in Figure 5.14 (a) it is seen that the result of BER 
for SCM case with opportunistic environment is much better than that of Matlab 
Rayleigh channel with flat fading shown in Figure 5.11(a), where BER of 10-3 is 
achieved at SNR of 12.5dB but here in this case BER of 10-3 is achieved at SNR 
of 6.5dB so there is an improvement of 6dB in case of SCM channel. 
d. AoAs of two users operating from different angular positions are also plotted with 
the help of an optimal beam-former as shown in Figure 5.14 (c). 
 
5.12.4 Scenario-2 (Multipath frequency selective fading) 
In this scenario we consider that three Mobile stations MS-1(user-1), MS-2(user-2) and MS-
3(user-3) are communicating from different angles of -10ο, 30ο and 40ο, with a common BS 
using an 8 antenna element array exploiting the concept of SDMA and three optimal 
beamformers to obtain the isolation between the three users. Beamformer-1 looks at user-1 
and rejects user-2 and user-3, while beamformer-2 looks at user-2 and rejects user-1 and user-
3 and beamformer-3 looks at user-3 and rejects user-1 and user-2. ULA with 2/λ=d relative 
to the carrier frequency fc is used.  
The design parameters for implementation of the scenario are given below in Table 5-10. 
 
 
 Parameters Value Parameters Value  
Antenna elements 8 Carrier frequency (fc) 2.0GHz 
 c/ fcNumber of frames sent 20,000 λ 
Number of bits/frame 10 C (m/sec) 3.0E8  
Total bits sent 200,000 FFT resolution points 2048 
 -10ο  Modulation scheme PSK A0A user 1 
30οModulation order (M) 2 A0A user 2  
 
       Table 5-10: SCM freq selective fading Parameters (adaptive antenna on BS) 
 
 
40ο Sampling time/frame  ( ) st 3.75msec A0A user 3 
Number of Paths 1/link Number of Users 2 
The methodology of simulation is same as described in section 5.9 above for omni-directional 
antenna and the simulation results for omnidirectional are given in Figure 5.15(a), whereas 
simulation results for an adaptive antenna with help of an optimal beamformer to isolate the 
three users and plotting BER performance, AoA simulation results are also shown in Figure 
5.15(b)&(c) respectively. 
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5.12.5 Simulation results 
 
 
Figure 5.15: 3xUsers with dedicated Links in frequency selective environment 
 
 
5.12.6 Results Analysis 
a. Here the scenario of frequency selective fading environment using SCM is 
implemented with omni-directional and an adaptive antenna at the BS. The results 
of omni-directional antenna and an adaptive antenna at BS are given Figure 5.15 
(a) & (b) respectively. From simulation results in Figure 5.15 (a) & (b) it is seen 
that BER performance with opportunistic system is better than non-opportunistic 
system.  
b. In case of omnidirectional antenna at BS, one of the users has BER of 10-3 at 7dB 
SNR with opportunistic system as compared to non-opportunistic system, where 
same BER is achieved at 14.5dB SNR. There is an improvement of 7.5dB with 
opportunistic system than non-opportunistic communication system. 
c. When an adaptive antenna is used at BS one of the users has BER of 10-3 at 5dB 
SNR with opportunistic system as compared to omni-directional antenna where 
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same BER is achieved at 7dB. There is an improvement of 2dB with adaptive 
antenna at BS in opportunistic communication system. 
b. AoAs of three users operating from different angles are also plotted with the help 
of an optimal beam-former as shown in Figure 5.15(c).   
  
5.13 Statistical analysis of Simulations  
In case of opportunistic communication simulations the data for different users is generated 
randomly everytime it goes through a loop. In order to find out the fact that data is generated 
randonmly and and has not come from same population it is necessary to perform some 
statistical analysis, where it could be analysed that if the null hypothesis is not rejected at 
defined sigficant level then the data generated has been drawn from same population while in 
other case if the null hypothsis is rejected then the data is drawn from different population. In 
order to perform theses tests to see that everytime data generated is different for different 
users, following statistical analysis tests are performed. 
 
5.13.1 Kolmogorov-Smirnov test 
Kolmogorov-Smirnov test is one of the non parametric methods used for comparing two 
samples in order to find out whether the samples are drawn from same distribution of 
population or otherwise [61]. In above simulations Kolmogorov-Smirnov test is performed to 
compare the distribution of two BERs drawn from generating two random integer samples and 
it compares the values of two data vectors d1 and d2 of length n1 and n2 respectively, 
representing random samples from some distributions having a normal distribution (i.e. having 
mean 0 and variance 1). 
 
5.13.2 Null Hypothesis  
The null hypothesis (H=0) for the Kolmogorov-Smirnov test states that two data numbers d1 
and d2 generated randomly are drawn from the same continuous distribution, hence null 
hypothesis is not rejected at tested significance level. The alternative hypothesis (H=1) states 
that they are drawn from different continuous distributions and null hypothesis is rejected at 
tested significance level.  
Following command performs this test in Matlab 
[H P K] = kstest2 (d1 d2 ‘alpha’), where alpha is the defined significance level (0.05 
considered here).  
where, 
H is the null hypothesis defining, whether median is equal (H=0) or not (H=1). 
168 
 
Opportunistic Communication System 
P is the probability of observing the result. 
K is the value of maximum difference between two empirical cdfs. 
The result of this test performed on data distribution of two users is as shown below. 
 
 
Modulation 
Order
No of 
Frames
Sample 
nos 1 2 3 4 5
1 0.08986 0.0594 0.0594 0.03478 0.0203
2 0.07681 0.058 0.0507 0.03623 0.0217
3 0.06667 0.0696 0.0478 0.03044 0.0188
4 0.07101 0.0594 0.0551 0.02754 0.0159
5 0.07101 0.0536 0.0435 0.02609 0.00435
1 0.37419 0.3129 0.3387 0.25484 0.3065
2 0.34839 0.3129 0.3387 0.3129 0.2677
3 0.3129 0.3654 0.271 0.30323 0.3161
4 0.32258 0.3355 0.2903 0.27419 0.2774
5 0.32258 0.3548 0.3032 0.26452 0.2839
1 1 1
Statistical analysis of Kolmogorov smirnov Test
2 500
SNR (dBs)
BER1
BER2
Kolmogorov 
smirnov 
Test 
Null 
Hypothesis 1 1
S
 
Table 5-11: Statistical analysis of Kolmogorov Smirnov test 
 
 
From the results above it is observed that BER at different values of SNR for two users is 
different thereby resulting into null hypothesis values of ‘1’ indicating that the data of both the 
users is drawn from different populations. 
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5.13.3 Wilcoxon rank sum test  
This test is another non-parametric significance test that was proposed by Mann and Whitney 
(1947) and Wilcoxon (1945), therefore this test is also called as Mann-Whitney-Wilcoxon 
(MWW) test or the Wilcoxon rank-sum test [61]. In statistics this test is performed to 
determine the statistic significance of in the difference of medians between observations of 
two data samples. This test is also performed in order to see the result of null Hypothesis test 
that is performed at desired significance levels. 
 
5.13.4 Null Hypothesis 
If H=0 that means medians (estimate of centers of sample data) of two data sets are equal and 
two data sets are drawn from continuous distributions that are identical hence, null hypothesis 
can not be rejected at tested significance level. 
Whereas If H=1 that means medians of two data sets are not equal and two data sets are drawn 
from different continuous distributions that are not identical and null hypothesis can be 
rejected at tested significance level. 
Following command performs this test in Matlab 
[P H] = ranksum(x y ‘alpha’),  
where alpha is the defined significance level (0.05 considered here).  
P is the probability of observing the result. 
 
5.14 Effect of Correlation on BER Performance 
The BER performance is monitored using different values of correlation factor while 
implementing SCM channel model in Matlab. The two channels defined as ‘Chan-1’ and 
‘Chan-2’ are given as under.  
( )yx1Chan αα −+=− 1                                 (5.5) 
( ) yx2Chan αα +−=− 1                                 (5.6) 
From above equations it is seen that when value of α  considered as correlation factor is 0.5, 
then equation (5.5) and (5.6) have the same values thereby indicating that both channels 
‘Chan-1’ and ‘Chan-2’  are correlated.   
In simulations the correlation factor is chosen to vary from 0 to 0.5, where the channels 
are fully uncorrelated at 0 and fully correlated when the value of correlation factor is 0.5. The 
same has been implemented in Matlab by sending data of 0.1 Million bits and observing BER 
performance while the channels get fully correlated by selecting different correlation factor. 
The simulation results for SNR vs BER of Rayleigh channel are shown in Figure 5.16 (a) to 
(f). 
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 The design parameters for simulation of two correlated Rayleigh channels are given below in        
Table 5-12. 
      
 
        
Parameters values Parameters values 
No of frames sent 10000 Bits/frame 64 
Sampling time (ts) 100μsec Number of Users 2 
Correlation factor (α) [0:0.1:0.5] Doppler (fd) Hz 10 
Number of Links 2 Paths/link 1 
Carrier frequency(fc) c/fc2.4 GHz λ 
       Table 5-12: Correlated channel Parameters 
 
 
 
 
 
 
(a)  
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(b)  
(c)  
(d)  
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(e)  
(f)  
         Figure 5.16: Effect of Correlation on BER 
 
 
5.14.1 Results analysis 
From above simulations it is observed that when the correlation factor varies from 0 to 0.5 the 
channels are fully correlated and BER performance is degraded. When the correlation factor is 
0 at that time the channels are fully uncorrelated and BER performance is 10-2 at 12 dB SNR 
as shown above inFigure 5.16 (a) 
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When the correlation factor is 0.2 the channels are slightly correlated and BER 
performance gets slightly worse that is 10-2 at 13 dB SNR and even degrades to 14 dB SNR 
having same BER but with correlation factor of 0.3 as shown above in Figure 5.16 (c) and (d) 
respectively.  
When the channels are fully correlated at correlation factor of 0.5 the BER 
performance is even degraded that is 10-2 at 17 dB SNR given above in Figure 5.16 (f). Hence 
the degradation in terms of SNR is about 5dB when the channels get fully correlated from un-
correlation.  
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5.15 Summary 
This chapter describes the use of opportunistic communication systems, where resources are 
allocated to the users depending upon the condition of channel in contrast to a traditional 
communication system, where resources are allocated as per demand of the user. In that case 
of traditional communication system when one of the users gets into deep fades then the 
channel quality is lost. Different scenarios of opportunistic communication systems have been 
implemented; where common and dedicated links in flat-fading and multipath fading 
environments using omni-directional and adaptive antennas are implemented in order to see 
the effect of BER performance with different antenna design. The optimal beam-former is 
used to identify the wanted user from an interferer by forming directional beam towards the 
wanted user while rejecting other users by forming nulls in those directions. As a result when 
the channel is allocated to wanted user, that user is able to transmit the data while making use 
of all the resources allocated to him at the instant of time.   
The simulations are implemented using Matlab Rayleigh and spatial channel models to 
compare the BER performance of both channels. It is observed that under all circumstances 
opportunistic systems have better BER performance than non-opportunistic communication 
systems because of the fair scheduling of the resources and in some cases the performance of 
an adaptive antenna is better than omnidirectional antenna when used in multipath frequency 
selective environment with three co-channel users are communicating with common BS. This 
is because of the fact that optimal beam former is used to null out the unwanted users while 
forming a main beam in the direction of wanted users.  
As far as the performance of the two channels is concerned it is observed that the 
performance of spatial channel model is better than matlab Rayleigh channel model because of 
the spatial and temporal parameters provided by the characteristics of spatial channel model. 
In addaition to that it is also observed that spatial channel has the capability of using number 
of scatterers to provide the multipath effect for different users communicating with common 
BS in various environments such as urban-macro, suburban macro and urban micro. Fair 
scheduling of resources was done on the basis of allocation of channel to different users and 
since the data and channel generation was random so it was observed that the channel was 
changing dynamically because of the randomness. There could always be an occasion that one 
of the channels goes into deep fades for a long time and user does not get enough time to send 
the data. In that case a switch can be used to switch off the user having good channel for long 
time so that the other user gets chance to send his data for the time channel is allocated to him.  
Here while performing simulations although the data for different users is generated 
randomly everytime it goes through a loop but in order to find out the fact that data is 
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generated randonmly and has not come from same population some statistical analysis test 
was required to be performed. In order to be positive that everytime data is generated, it is 
different and not from same population of generations, two statistical analysis tests such as 
Kolmogorov and Wilcoxon ranksum tests were performed to investigate that data was 
generated from different populations. 
In addition to that since there are chances that two users communicating have same 
channel characteristics as a result the correlation takes place and performance of the system in 
terms of BER is deterrioted since both users are likely to see the same channel. The simulation 
rseults for correlated channels have also been implemented to see the effect on BER 
performance of the systems and is observed that if the channels are correlated there is 
degradation in the BER performance of the system as compared to the result of uncorrelated 
channels where the BER performance of the system is quite good.    
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6 MIMO System Model  
 
6.1 Introduction  
As is mostly realised that there is too much of attenuation observed in the slow fading channel 
as and when the channel goes into deep fade and the system is not considered to be reliable. 
Therefore in order to improve the capacity of the channel in rich scattering environment it is 
necessary to use multiple antennas at transmitting as well as at the receiving end. In case of 
multiple antennas being used at both ends the spectral efficiency of the system is quite high 
because all the transmitting antennas are using the same frequency band. Therefore this type 
of multiple antenna system is known as Multiple Input Multiple Output (MIMO) system that 
is used in in wireless local area networks (WLAN) and cellular micro-cells. Therefore a rich 
scattering environment exists when WLANs and other short range wireless systems are 
operating in an indoor environment. 
Hence if multiple antenna elements are used at the transmitting as well as receiving end 
then the system configured is said to be a MIMO system. The main aim of the MIMO system 
is that signals at transmitting as well as receiving end are combined in such a way that the 
quality of the every user in a system in terms of data rate (bits/sec) is improved. Therefore this 
technique of configuring multiple antenna elements at both ends is considered to be a 
significant technique that is used to improve the performance a communication system [64].In 
most of the research papers it has been highlighted that using MIMO technology provides 
tremendous improvement in the context of throughput and range of the communication system 
[69],[124],[126],[128]. The history of MIMO in radio communication shows that Jack Winter 
at Bell Laboratories filed a patent on wireless communications using multiple antennas in 
1984, where he used multiple antennas to investigate the effect of adaptive system. Then a 
paper giving the results in terms of the capacity gains of MIMO system was also published by 
Winter [127]. Jack Salz [130] from Bell Laboratories based on Winter’s research also 
published a paper on MIMO in 1985. In 1996, Gerard J. Foschini [66] and Greg Rayleigh 
[131] investigated new approaches to MIMO that increased its efficiency. It has even been 
shown by Telatar [128,129] by increasing the number of antennas at transmitting and 
receiving end increases the capacity of the channel for MIMO system. At the same time 
another practical transmitter/receiver algorithm called the ‘‘BLAST’’ algorithm used in 
MIMO technique was also developed by the Foschini [134]. In this chapter different 
configurations of the MIMO systems have been used to analyse the performance in terms of 
BER of the system under various channel conditions using Matlab Rayleigh and spatial 
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channel models. All the simulations for different system have been run in Matlab in order to 
carry out the comparative analysis of BLAST and STBC MIMO systems. Simulation results 
are implemented alongwith the result analysis giving the advantage of use of antenna 
diversity. 
 
6.2 Types of MIMO Systems 
MIMO systems can be categorised as space time and spatial multiplexing systems. 
6.2.1 Spatial Multiplexing System 
 
MIMO 
Channel
Pre-
distortion
S/P
Equali-
-sation P/S
 
Figure 6.1: Block diagram of Spatial Multiplexing System 
 
As spatial multiplexing is a MIMO technique and in case of rich scattering environment when 
this scheme is used it is possible for the receiver to de-scramble the signals that are transmitted 
simultaneously from different antennas. At the receiving end independent parallel data streams 
are received as a result an increase in the transmission rate is achieved without an extra use of 
power for the same bandwidth. The objective of spatial multiplexing is to maximize the 
transmission rate. The data throughput in this case increases almost linearly with 
 as indicated by [( RT NM ,min ) 124], where and are the number of transmit and 
receive antennas. This phenomenon of increase in the transmission rate is known as 
multiplexing gain. In addition to that in order to improve the quality of the system it is also 
recommended that some equaliser such as Zero forcing or MMSE may also be used to 
improve the quality of system in terms of BER, which gives better performance.  
TM RN
Several encoding options such as Horizontal Encoding (H-BLAST), Vertical 
Encoding (V-BLAST) or combination of both (D-BLAST) may be used in conjunction with 
spatial multiplexing. 
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6.2.2 Space-Time System 
  
 
Space-Time 
Decoding
MIMO 
Channel
Space-Time 
Coding
 
Figure 6.2: Block diagram of Space-Time System 
   
Space-time coding is also another MIMO technique, where the streams of data are transmitted 
from different antennas in an appropriate manner to obtain spatial diversity. Overall, the 
system can achieve high throughput and reliable communication via diversity and coding gain. 
Space-time systems [62] have received much interest for MIMO wireless systems due to vast 
improvement in capacity. The same is achieved by exploiting the multipath diversity within 
the rich scattering channel that exists between multiple antennas at both transmitting as well as 
at the receiving end [43],[87]. Here in case of space-time coding the data is distributed in 
space by using multiple antennas and time in the form of different symbols. Different 
approaches in space-time coding such as space-time block codes (STBC), space-time trellis 
codes (STTC), space-time turbo-trellis codes (STTTC) and layered space-time codes (LST) 
are used [62,132]. The key feature of all these coding techniques is the exploitation of 
multipath effects to be able to achieve the higher performance gains. For space-time receivers 
to be effective to recover the transmitted signal, they rely on accurate channel state 
information for both narrowband and wideband systems.  
 
6.3 Performance of MIMO Systems 
MIMO systems have all the characteristics of the conventional system such as SIMO/MISO 
systems referred to as smart antennas employing the technique of signal processing that uses 
the data that has been received by multiple antenna elements at one end. In case of 
conventional systems if the response of each antenna element has been estimated is same as 
that of a desired signal, then the elements can be combined with the weights optimally. The 
average combined signal level can then be maximised and other components such as 
noise/interference can be minimised. Moreover in the case of multipath fading, since the 
antenna elements are fading independently so the chance of losing the signal is also vanishes 
exponentially. In such type of a system, the Shannon capacity of SIMO/MIMO link grows 
with the log of the number of the antenna elements being used [66]. Therefore the separation 
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of the MIMO channel is dependent on the existence of rich multipath, which is required for 
the channel to be spatially selective. Therefore it can be stated that MIMO system is basically 
meant to exploit the multipath environment, and the performance of the system in multipath 
environment using MIMO technology is better. In contrast, the beam forming and interference 
rejection antenna array systems will perform better in LOS environment because the 
optimisation criteria, in that case is dependent upon AoA and AoD. 
 
6.4 MIMO Channel Model 
MIMO channel models can be categorized in different ways and can be divided into wideband 
and narrowband based on the system’s bandwidth because the characteristics of the models are 
affected by both the carrier frequency and bandwidth of the system. In case of wideband 
channel models, the bandwidth of the system is more than the coherence bandwidth of the 
channel so different frequencies of the channel have different channel responses. In contrast, 
since the bandwidth of the narrowband channel is less than the coherence bandwidth of the 
channel so the frequencies of the channel have same response over the bandwidth of the 
system. Therefore by analyzing the characteristics of the channel parameters, the MIMO 
channel models can be divided into physical models and non-physical channel models [45]. 
Therefore non-physical models are the ones which use non-physical channel parameters based 
on the channel’s statistical characteristics, whereas the physical models use some crucial 
physical parameters, such as AoA, AoD and ToA to model the channel. SCM channel model 
is an example of physical channel model. 
Channel
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          Figure 6.3: Block diagram of MIMO System 
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Figure 6.3 shows the block diagram of MIMO system with multiple antennas  at 
transmitter and  at receiver respectively. The channel matrix is denoted as , 
where,  are
(M )
( )N [ ]NMh=H
NMh  the coefficients from 
thM transmit antenna to receive antenna. If vector 
is transmitted then the received signal vector y is given by 
thN
[ Tx Mxx ............1= ]
 
nHxy +=                      (6.1) 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
NMN
M
hh
hh
L
MOM
L
1
111
H  
Where,  
H is the matrix of channel coefficients, is a vector of transmitted signals and is a 
vector of additive noise components. 
MN × x n
  
6.5 Space-Time Coding 
In order to achieve the capacity of MIMO communication systems, space-time coding is used. 
Here in this technique coding is done in such a way that correlation of signals transmitted at 
different time periods from different antenna elements is achieved in spatial and temporal 
domains [62]. The basic aim of spatial and temporal correlation is exploit the fading that exists 
in the MIMO channel thereby reducing the rate of transmission errors at the receiving end. 
The coding structures can be categorized into various approaches like, space-time block codes 
(STBC), space-time trellis codes (STTC), space-time turbo trellis codes and layered space-
time (LST) codes. All these coding schemes are used to exploit the effects of the multipaths 
and achieving high performance of the system based on improved throughput. For the purpose 
of thesis STBC and LST are implemented in different environments having different antenna 
configurations at transmitting and receiving end using Matlab Rayleigh and spatial channel 
model to investigate the performance of MIMO systems in terms of bit error probability. 
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6.5.1 Space-Time Block Code   
 
[ ] ⎥⎥⎦
⎤
⎢⎢⎣
⎡ −→
*
12
*
21
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2 ssx =
Space
Time  
      Figure 6.4: Space-Time Block Encoder 
 
The space time block coding introduced by Alamouti is referred to as Alamouti STBC scheme 
[40][62][132]. The aim of the scheme is to provide diversity by processing across two transmit 
antennas and improving the quality of the signal at the receiving end. Therefore this scheme 
can be generalized to two antennas at the transmitting end and M  number of antennas at the 
receiving end in order to provide a diversity order of M2 . This transmit diversity scheme can 
improve performance of the system in terms of error rate, data rate and capacity of wireless 
communication system.  The essential feature of the scheme is that the sequences of data bits 
being generated from two transmit antennas is orthogonal to each other. The STBC can 
achieve full transmit diversity specified by transmit antennas with maximum likelihood 
decoding algorithm. In case of Alamouti scheme, space-time encoder used is as shown in 
Figure 6.4 which is used to modulate each group of  information bits, where  
and 
m ( )Mm 2log=
M is the modulation order. Here in this case as shown in the Figure 6.4 above the two 
modulated symbols and  are fed to the encoder in every encoding operation, which are 
then mapped to two antennas at the transmitting end as per the coding matrix given as: 
1s 2s
  
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −= *
12
*
21
ss
ssX
                                           (6.2) 
 
The output of the encoder is transmitted in two consecutive transmission periods from two 
transmitting antennas. During the first transmission period, two signals such as  and  are 
transmitted from transmitting antenna
1s 2s
1 and transmitting antenna2 respectively. In the second 
transmission period signals such as  and  are transmitted from transmitting antenna*2s− *1s 1 
and antenna2  respectively.  is the complex conjugate of . *1s 1s
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It is necessary to note that in this case encoding is done in special and temporal domains, 
However sequence of transmission from antenna1 and antenna2 denoted by and  
respectively is given by. 
1x 2x
   [ ]*211 , ssx −=                     (6.3) 
              [ ]*122 , ssx =                      (6.4) 
As already stated that the essential feature of the Alamouti scheme is that the sequence of 
transmission from two transmitting antennas is orthogonal, Therefore the inner product of the 
sequences  and  is zero, i.e. 1x 2x
                     (6.5) 0. 1
*
2
*
21
21 =−= ssssxx
If two antennas at transmitting end and one antenna at the receiver are used, then the block 
diagram for implementation of Alamouti scheme is as shown in Figure 6.5
 
 
Figure 6.5: Alamouti Scheme Receiver 
 
The channel coefficients from Tx-antenna1 and Tx-antenna2 at time ‘t’ denoted as 
 and  respectively, assumed to be known in the receiver. At the receiving end the 
signals received over two consecutive symbol periods denoted as and are given as:  
( )th1 ( )th2
1r 2r
1st symbol period   122111 nshshr ++=                      (6.6)    
               
2nd symbol period                  (6.7)     22 nshshr
** ++−= 1212
Where and  are independent complex variables representing additive white Gaussian 
noise samples. 
1n 2n
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6.5.1.1 Detection and signal combining at Receiver  
In order to be effective in recovering the received symbols the space–time receiver relies upon 
perfect channel estimation for both narrowband and broadband cases. In this case also it is 
assumed that the state of the behaviour of the channel characteristics is known a priori. An 
antenna array for diversity combining technique is used to de-correlate the signals at the 
receiving end. Therefore when the signal at any of the antenna elements is going through a 
deep fade, it is very rare that the signals at the other antenna elements are also in deep fade at 
that time; hence reception of signal on one of the antenna elements is always good. Therefore 
combining the signals from various elements will increase the fidelity of the received signal. 
The output of the combiner in Figure 6.5 is given as [132]: 
*
22111
~ rhrh* +=s                    (6.8) 
*
21122
~ rhrhs * −=                    (6.9) 
The output of the combiner is then sent to ML detector where for every transmitted signals 
and  decision rule of finding the minimum distance of desired point with respect to ideal 
constellation points is used, Here ML detection is done in two steps, First all possible 
combinations are generated which gets the constellation points then minimum distance from 
ideal points is calculated to get the optimum choice of transmitted bits. This phenomenon of 
maximum likelihood detector is already explained in chapter 2. 
1s 2s
 
6.5.2 Diversity with ‘M’ receivers 
In order to achieve higher order diversity multiple antennas ( M ) may be used at the receiving 
end. Then diversity of the order of M2  may be achieved with two transmit antennas and M  
receive antennas using same STBC technique. If two antenna elements are used at the 
receiving end then the symbols received would be as under: 
1st symbol period  122111 nshshr ++=                 (6.10) 
2nd symbol period                  (6.11)
 3
2
*
12
*
212 nshshr ++−=
rd symbol period  324133 nshshr ++=                    (6.12)
 4th symbol period                  (6.13) 4*14*234 nshshr ++−=
The output of combiner to be sent to ML detector in this case would be 
*
443
*
3
*
221
*
11
~ rhrhrhrhs +++=                  (6.14) 
*
433
*
3
*
211
*
22
~ rhrhrhrhs −+−=                   (6.15) 
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6.6 Simulation of Space-Time Block Code 
There are so many space time systems proposed in the recent years, but the performance of all 
these systems is dependent on the configuration of antenna elements at transmit and receive 
end in addition to existence of the spatial correlation in the channel. STBC system developed 
by Alamouti is one of the space time systems that can be used in different configurations. The 
important feature of STBC is that data transmitted from the antenna elements is orthogonal to 
each other as is shown in the code matrix (6.2) above.   
 
6.6.1 Scenario-1 
In this scenario Alamouti space-time block code is implemented with two systems (2Tx,1Rx) 
and (2Tx,2Rx ) in flat fading Rayleigh channel model.  The systems implemented and related 
block diagrams have been explained in section 6.5 above. In this case two antenna elements 
are used at transmitting end and initially one ant element at receiving end and then two 
antenna elements are used at the receiver. Different configurations of antenna elements at 
receiving end are used to explore the concept of receive diversity.  The implementation is 
based to compare the results as shown in book written by Vucetic and Yuan [62]. Due to the 
essential feature of orthogonality in the sequence of data bits being generated from two 
antennas at the transmitting end, the Alamouti scheme has the capability of achieving full 
transmit diversity of the order of 2=Tn .  
The method implemented assumes that the path coefficients remain constant during 
period of one block of data. In the simulation of this scenario it is assumed that fading from 
every transmitting antenna to every receiving antenna is mutually independent and that the 
perfect knowledge of the channel coefficients is known to receiver a priori. It is also assumed 
that total transmitting power is equally divided between two antennas at the transmitting end. 
The design parameters for simulation of these two systems are given in Table 6-1 below. 
 
 
 Parameters Values Parameters Values  
 Sampling time (ts) 100μsec Modulation scheme PSK 
 
Doppler (fd)  10 Hz Modulation order (M) 2  
 log2(M) Symbols sent (Nsymb) 200000/400000                m   
 
 
 
 
Total bits sent Nsymb *m Tx antenna elements  2 
  Rx antenna elements 
     Table 6-1: STBC (2x1) and (2x2) systems Parameters 
1/2 
 
185 
 
MIMO System Model 
6.6.1.1 Simulation result 
 
 
Figure 6.6: BER performance using Alamouti Scheme in Rayleigh faded Channel 
           
 
6.6.1.2 Results Analysis 
The BER performance of Alamouti scheme with two systems is implemented as shown in 
Figure 6.6 above. From the BER vs SNR relationship in the simulation results it is observed 
that the BER performance with two receive antennas is improved as compared to one antenna 
at receiving end, that is due to exploitation of spatial diversity at receiving end by increasing 
number of antenna elements at the receiving end.  
It is observed from the simulation results shown in Figure 6.6 that BER using (2x1) 
system is 10-3 at SNR of 15dB as compared to (2x2) system having same BER performance at 
SNR of 7dB. So there is an improvement of about 8dB using 2x2 Alamouti scheme thereby 
confirming the advantage of exploiting spatial diversity at the receiving end. 
 
6.6.2 Scenario-2 
In this scenario Alamouti space-time block code is implemented with two systems (2Tx,1Rx) 
and (2Tx,2Rx) but with different modulation orders in flat fading Rayleigh channel model. 
The description and related block diagrams of the implemented systems are same as used in 
scenario-1 above, except that here comparison with different modulation orders is derived. In 
this case two antenna elements are used at transmitting end and initially one ant element at 
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receiving end and then two antenna elements are used at the receiver. Different configurations 
of antenna elements at receiving end are used to explore the concept of receive diversity.  The 
implementation is based to compare the results as shown in book written by Vucetic and Yuan 
[62]. Due to the essential feature of orthogonality in the sequence of data bits being generated 
from two antennas at the transmitting end, the Alamouti scheme has the capability of 
achieving full transmit diversity of the order of 2=Tn . Here two systems are implemented 
with different modulation orders to see the effect on BER performance.  
The method implemented assumes that the path coefficients remain constant during 
period of one block of data. In the simulation of this scenario it is assumed that fading from 
every transmitting antenna to every receiving antenna is mutually independent and that the 
perfect knowledge of the channel coefficients is known to receiver a priori. It is also assumed 
that total transmitting power is equally divided between two antennas at the transmitting end. 
The design parameters for simulation of these two systems are given in Table 6-2 below. 
 
            
 
 Parameters Values Parameters Values 
 
Sampling time (ts) 100μsec Modulation scheme PSK 
 
 
Doppler (fd)  10 Hz Modulation order (M) 2/4 
Symbols sent (Nsymb) 25000/50000 m   log2(M) 
Total bits sent Nsymb *m Tx antenna elements  2 
   
 
  Rx antenna elements 1/2 
        Table 6-2: Design parameters for STBC (2x1) and (2x2) systems 
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6.6.2.1 Simulation result 
 
Figure 6.7: BER performance with different Modulation orders 
 
 
6.6.2.2 Results Analysis 
The BER performance of Alamouti scheme with two systems is implemented and BER vs 
SNR is plotted as shown in Figure 6.7 above. 
The comparison using modulation order 4,2=M  is made to analyse the difference 
in BER performance of the system.  From the results in Figure 6.7 above it is observed that 
BER performance with M =2 is better than M=4 modulation order. BER performance using 
2x1 Alamouti scheme with M=2 modulation order is 10-3 at SNR of 15dB as compared to the 
result with modulation order of M=4 having same BER performance but at SNR of 18.5dB. 
There is an improvement of 3.5dB SNR with modulation order M=2.  
In both cases it seen that BER performance of 2x2 system is better than 2x1 system 
because of the exploitation of antenna diversity at the receiving end. 
Similarly BER performance using 2x2 Alamouti scheme with M=2 modulation order 
is 10-3 at SNR of 9dB as compared to result of M=4 modulation order having same BER 
performance but at SNR of 12dB. There is a performance degradation of 3dB SNR with 
modulation order M=4 due to the fact that number of bits per symbol are more as aresult the 
data is susceptible to noise. 
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6.7 Layered Space Time Architecture 
6.7.1 Introduction  
BLAST (Bell labs layered space time) is a system that uses number of antenna elements at 
transmitting as well as at the receiving end in order to transmit and receive the independent 
co-channel stream of data symbols by exploiting the spatial domain [68]. The essential feature 
of his system is that it exploits the multipath effects so that high spectral efficiency 
(bits/sec/Hz) of the system could be achieved. Whenever there is a rich scattering offered by 
multipath channel, that could be exploited by some processing architecture in order to achieve 
the higher capacities in terms of transmission of data rate of a wireless communication 
systems. The BLAST system can be categorized as D-BLAST or the V-BLAST. Foschini in 
[43] proposed the D-BLAST as space time approach that uses multiple antenna elements at 
transmitting and receiving end using diagonal architecture of the coding blocks. Because of 
some of the complexities that occurred in the initial implementation of D-BLAST it could not 
be implemented and was replaced by vertical BLAST (V-BLAST) that was implemented in 
real time in the laboratory as given in [69]. The D-BLAST and V-BLAST differ only in 
process of encoding. In D-BLAST the code blocks are organized diagonally in space-time so 
that high spectral efficiency is achieved for specific number of transmitting and receiving 
antenna elements. In contrast, for implementation of V-BLAST the vector encoding process 
involves the process of de-multiplexing followed by bit-to-symbol mapping of each substream 
independently.  
  
6.7.2 Bell Labs Layered Space Time Architecture 
Bell Labs layered space-time architecture (BLAST) was proposed by Foschini in [66] that is 
used to achieve the higher capacities with the help of MIMO techniques. As stated in the 
above section that initially D-BLAST with diagonal coding structure was used but due to 
involvement of some technical complexities it was modified to a new version called 
(VBLAST) was then proposed and prototyped in the laboratory stated in [67]. The block 
diagram of the VBLAST system is as shown below in Figure 6.8. From the block diagram it is 
clear that single stream of information signal is demultiplexed into multiple different 
substreams, where every substream is of information signal is then mapped to symbols by an 
appropriate modulator and sent to corresponding transmitting antenna element. The encoding 
process in this case involves the mapping of every bit to a symbol constellation for every 
substream, where as seen from block diagram all the substreams are mapped independently. 
The point to note is that the transmitting power dedicated to all the transmitters is divided 
equally. Similarly at the receiving end demodulators are operating independently while 
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remaining in the same frequency band. The signal from every transmitter is transmitted and 
received by every receiver. Here in this case it is assumed that cahnnel matrix H does not vary 
over transmission of single block of data and remains constant.  
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Binary
data
Estimate data 
and decode  
Figure 6.8: V-BLAST Architecture 
 
 
AS V-BLAST is a single user system, which uses multiple transmitter elements shown in 
Figure 6.8. In this case all transmitter elements have been driven by information data of one 
user which is divided into substreams. In this case unlike TDMA all the time, all the 
transmitting antenna elements are using the whole bandwidth of a system and unlike FDMA 
whole bandwidth is occupied by every signal that is transmitted. The important and the key 
feature of the BLAST system is that there is not any orthogonality that is imposed or achieved 
between transmitting sequences. In this case the environment that exhibits multipath scattering 
is exploited in order to achieve decorrelation and separate the co-channel signals. The signals 
transmitted from all the transmitting antenna elements are received by all the receiving 
antenna elements. The matrix channel function is given by , where NxMH M is number of 
transmit antennas and is the number of receive antennas. Moreover is the (complex) 
transfer function from transmitter
N ijh
j to receiver i . As seen from Figure 6.8 the input signal is 
divided into M  number of substreams and every substream is then modulated with the help of 
an appropriate modulator and then mapped data is then sent to all the transmitters. The signal 
processing chain related to every substream is known as a layer. The mapped symbols are 
arranged into a transmission matrix denoted by . Where  is  matrix denoting M as 
number of rows and  as number of columns indicating the length of transmission block. If 
is considered as the column of a matrix, then it comprises of  as 
modulated symbols from all the transmitters, where 
X X MxL
L
tx
tht Mttt ........x,xx
21
Lt .........2,1= . At a given time t , the  tht
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column is sent by all the transmitters sending one symbol from each antenna. The 
transmission matrix  for Horizontal layered space time (HLST) architecture system having 
three transmit antennas is represented as: 
X
 
⎢⎢
⎢
⎣
⎡
=
3
1
2
1
1
1
x
x
x
X                    (6.16) 
3
2
2
2
1
2
x
x
x
3
3
2
3
1
3
x
x
x
3
4
2
4
1
4
x
x
x
⎥⎥
⎥
⎦
⎤
....
....
....
From transmission matrix X  it is seen that sequence  is transmitted from 
antenna-1, the sequence  from antenna-2 and sequence  from 
antenna-3. 
.........,,, 14
1
3
1
2
1
1 xxxx
2
4
2
3
2
2
2
1 ,,, xxxx
3
4
3
3
3
2
3
1 ,,, xxxx
A diagonal layered space time (DLST) architecture can give better performance [62], 
where a modulated codeword of each encoder is distributed among M number of transmit 
antennas along the diagonal of the transmission array. The transmission matrix for three 
transmit antennas in case of DLST architecture is given by delaying row entries by thi ( )1−i  
time units, so that the first non zero entries lie on a diagonal in transmission matrix . The 
entries below the diagonal are padded by zeroes, the first diagonal from transmission matrix 
given under is transmitted from first antenna, the second diagonal from second antenna and 
third diagonal from third antenna and then fourth diagonal from first antenna again. 
Transmission matrix 
X
X  is given by 
⎢⎢
⎢
⎣
⎡
=
0
0
1
1x
X
0
1
2
2
1
x
x
1
3
2
2
3
1
x
x
x
2
3
3
2
1
4
x
x
x
3
3
1
5
2
4
x
x
x
1
6
2
5
3
4
x
x
x
⎥⎥
⎥
⎦
⎤
....
....
....
                  (6.17) 
The diagonal layering introduces space diversity and thus achieves a better 
performance than the horizontal layering system. From (6.17) because of zero padding in 
diagonal architecture it is observed that there is a spectral efficiency loss in DLST. 
The transmit diversity introduces spatial interference as the signals transmitted are transmitted 
from all the transmitting antenna elements independently and mix up in the space causing 
interference at the receiving end. This interference can be represented as 
ttt nHxr +=                    (6.18) 
Where, is tr M element column vector of received signals across  number of receiving 
antennas, is the  column in transmission matrix and is the 
N
tx
tht X tn M element column 
vector of the AWGN noise signals from the antenna elements at the receiving end.  
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As the vertical layered space time (VLST) receiver is based on the process of interference 
suppression and cancellation, therefore in this case every transmitted substream in turn is 
treated as desired symbol while remainder are considered to be the interfering symbols.  
 
6.7.3 Interference Suppression Combined with Interference Cancellation 
In Minimum Mean Square Error (MMSE) detection algorithm given in [62], the mean square 
error between transmitted vector and the received vector is minimized and given as: x rw H
( ){ }rwx HE −min                           (6.19)    
Where considered as a matrix of coefficients is represented as w
[ ] HMHH HIHHw 12 −+= σ                 (6.20)    
2σ  is the noise variance and  is the MI MXM identity matrix. The decision statistics for the 
symbol that is sent from antenna at time t  is obtained as i
                     (6.21)    rwy Hi
i
t =
The estimate of the symbol sent by antenna i , denoted by , is obtained by making hard 
decision on  . Here  is the slicing function that makes the hard decision. 
i
txˆ
i
ty ( ).q
( )itit qx y=ˆ                               (6.22)   
In the process of interference suppression and cancellation the estimated signal is computed 
using (6.21) and (6.22) from receiving antenna element M . At this stage the strongest signal 
received based on the more S/N ratio is denoted by . Now in order to calculate the signal 
received at next antenna , the interference of the hard estimate  is subtracted from 
the received signal  of previous step and this new version of the received signal 
represented as  is then used in calculating the decision statistics for antenna  in 
(6.21) above and its hard estimate from (6.22). In the next stage, in order to receive the signal 
at antenna , the interference from (
Mr
( 1−M )
)
M
txˆ
Mr
1−Mr ( )1−M
( 2−M 1−M ) is subtracted from the received signal  
which is then used to calculate the decision statistics in (6.21) for antenna ( . This 
process continues until the first antenna. 
1−Mr
)2−M
After detection of level i , the hard estimate  is subtracted from the received signal inorder 
to remove the interference contributed and providing a signal for level 
i
txˆ
1−i   
                      (6.23)               i
i
t
iir x hr ˆ1 −=−
Where is the column in the channel matrix . ih
thi H
192 
 
MIMO System Model 
 
6.7.4 Interpretation of successive interference cancellation algorithm 
   
Rx-1 Rx-2 Rx-3
1
∧
x 2
∧
x
NTx
∧
r
 
Figure 6.9: Successive interference Cancellation 
 
In Figure 6.9 above there are three receivers and r is the original output signal at the receiving 
end. 
Step-1 This output r is taken and used with  from (6.20) above to obtain noisy signal HNTW
rwy HNTNT =  and then using (6.22) we get  
( )NTNT qx y=ˆ                     (6.24) 
Step-2 This is remodulated with channel coefficients and 
then subtracted from original received signal r  i.e. 
NTxˆ .....................321 NTNTNT hhh
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−= ∧
NT
NT
NT
NT
h
h
h
x
3
2
1
' rr                  (6.25) 
This removes the effect of noisy output from signal . NTxˆ r
Step-3 Using this output from (6.25) we obtain a new noisy output for i.e. 'r 1−NTy
'
11 rwy
H
NTNT −− =                   (6.26) 
Using (6.22) we get 
( )11ˆ −− = NTNT qx y                   (6.27) 
Step-4 This is remodulated with channel coefficients and  1ˆ −NTx ..........131211 −−− NTNTNT hhh
 subtracted from received signal in step-2 above i.e. 'r
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                        (6.28) 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−=
−
−
−∧
−
13
12
11
1
'''
NT
NT
NT
NT
h
h
h
xrr
This removes the effect of from signal . 1ˆ −NTx
'r
Step-5 Using this output  we obtain a new noisy output for i.e. ''r 2−NTy
                    (6.29) ''22 r
H
NTNT −− = wy
Using (6.22) we get 
( )22ˆ −− = NTNT qx y                    (6.30) 
This process is repeated until first antenna and cancellation of all the interference signals from 
all transmit antennas. Here in this method ranking of the signals is done on the basis of SNR. 
The signal with strong SNR is at the top and subsequent signals with interference are ranked 
and subtracted from previous signals with strong SNR. 
 
6.7.5 Simulation of LST System 
LST systems with different configurations are implemented using Matlab and spatial channel 
models in the next sections in order to see the BER performance of systems with different 
configuration of antennas at transmit and receive end to exploit the concept of space diversity 
offered by the channel. 
 
6.7.6 Matlab Rayleigh Channel model 
6.7.7 MODEL-1 
A simple (2x2) and (3x2) layered space-time systems from [62] have been implemented using 
Matlab Rayleigh channel model. Here the nomenclature used is ( )TxRx, , so (2,2) is 
considered as two Receive and two Transmit antennas system whereas (3x2) is regarded as 
three Receive and two transmit antennas system. The block diagrams of 2x2 and 3x2 LST 
systems are shown in Figure 6.10 and Figure 6.11 respectively. 
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Figure 6.10: LST Architecture for 2x2 antennas 
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Figure 6.11: LST Architecture for 3x2 antennas 
    
 
The design parameters used for simulation of both the systems are given in  Table 6-3 below. 
 
Parameters Values Parameters Values 
Sampling time (ts) 100μsec Modulation scheme PSK 
Doppler (fd)  10 Hz Modulation order (M) 2 
Symbols sent (Nsymb) 100000 m   log2(M) 
Total bits sent Nsymb *m Tx antenna elements  2 
  Rx antenna elements 2/3 
 Table 6-3: LST (2x2) and (3x2) systems Parameters 
 
195 
 
MIMO System Model 
6.7.7.1 Simulation results 
 
 
Figure 6.12: BER of LST with 3x2 antennas 
 
 
6.7.7.2 Results Analysis 
The simulation results for 2x2 and 3x2 simulation are shown in Figure 6.12 above. An 
algorithm for interference suppression and successive interference cancellation is implemented 
and results for both are presented in the graph. 
From the simulations it is observed that overall BER performance of (3x2) system 
with interference suppression or interference suppression and successive cancellation is better 
than (2x2) system because of receive diversity in case of (3x2) LST system, where more 
number of antennas are used at the receiving end. 
In case of (3x2) system, BER performance of 10-2 is achieved at SNR of 7.5dB with 
interference suppression only, while in case of (2x2) system same BER of 10-2 is achieved at 
15dB SNR. Therefore a difference of about 7.5dB achieved is due to antenna diversity at 
receiving end.  
For (2x2) system the BER performance with interference suppression only is 10-2 at 
SNR of about 15dB (green line), while with interference suppression and successive 
cancellation technique same BER of 10-2 at SNR of about 11dB (yellow line) is achieved. 
There is an improvement of 4dB with interference suppression and successive cancellation 
technique that is used to cancel the co-channel effect from the transmit antennas.  
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For (3x2) system, it is seen that the results with interference suppression and 
successive cancellation are better than interference suppression only, where BER performance 
of 10-3 is achieved at SNR of 11dB,  while with interference suppression only same BER of 
10-3 is achieved at SNR of 13dB. There is an improvement of 2dB with interference 
suppression and successive cancellation technique. 
Similarly with interference suppression and successive interference cancellation in 
case of (2x2) LST system, the BER is 10-2 at SNR of 11dB as compared to (3x2) LST system, 
having same BER performance but at SNR of 6dB, again there is a difference of 5dB with 
same BER performance. 
 
6.7.8 MODEL-2 
Here in this case three layered space-time systems such as (2x2), (3x3) and (4x4) with a 
Matlab Rayleigh channel model are implemented. In this case the data rate is doubled because 
of the multiplexing of data across two transmitters. The aim of the simulation is to see the 
difference in BER performance using same number of antennas at receiving end as well as on 
the transmitting end. 
The design parameters for the simulation are given in the table Table 6-4 below. 
 
       
Parameters Values Parameters Values 
Sampling time (ts) 100μsec Modulation scheme PSK 
Doppler (fd)  10 Hz Modulation order (M) 2 
Symbols sent (Nsymb) 100000 m   log2(M) 
Total bits sent Nsymb *m Tx antenna elements  2/3/4 
  Rx antenna elements 2/3/4 
           Table 6-4: LST (2x2), (3x3) and (4x4) systems Parameters 
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6.7.8.1 Simulation result 
 
 
      Figure 6.13: BER performance of MIMO LST Systems (Rayleigh channel model) 
 
 
6.7.8.2 Results Analysis 
Here three LST systems (2x2), (3x3) and (4x4) are implemented and simulation results are 
shown in Figure 6.13 above. An algorithm for interference suppression and successive 
interference cancellation is implemented to cancel the co-channel interference due to transmit 
antennas. The results for interference suppression only and interference suppression and 
successive cancellation are presented in the graph above. 
From the simulations it is observed that overall BER performance of 4x4 with 
interference suppression or interference suppression and successive cancellation is better than 
3x3 and 2x2 because of more number of antennas used thereby exploiting the antenna 
diversity. 
For (2x2) system, with interference suppression only BER of 10-2 at SNR of 15dB 
is achieved as compared to (3x3) and (4x4) LST systems having same BER performance but 
at SNR of 11.5dB and 9.5dB respectively. There is an improvement in BER performance by 
using more number of antennas at transmit as well as at receive end also. 
In case of comparison of BER performance after successive interference cancellation 
it is observed from simulation result that BER with (2x2) LST system is 10-2 at SNR of 
12.5dB as compared to (3x3) and (4x4) LST systems, where same BER performance is 
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achieved at SNR of 9.5dB and 8dB respectively. Hence there is an improvement in BER 
performance while using more antennas at transmitting as well as at receiving end also. 
From the simulation results shown in Figure 6.13 above it is observed that when 
(4x4) LST system having doppler effect is compared with simulation of (4x4) LST system in 
[62], It is observed that BER performance in case of [62] is 10-3 at SNR of 21dB as compared 
to simulation result of Figure 6.20 above where same BER performance is achieved at SNR of 
18.5dB. So there is an improvement of 2.5dB using Rayleigh channel with 10Hz Doppler 
Effect also. 
 
6.7.9 MIMO System BER performance using SCM  
Here SCM is used to analyse the BER performance of a MIMO systems. For detailed 
description and geometry of the spatial channel model please refer to section 2.7 of chapter 
2.The specific aim is to determine and compare the SCM BER performance with Matlab 
Rayleigh Channel Model. The MIMO system BER results using SCM and Matlab Rayleigh 
Channel models are implemented in Matlab. 
SCM offers three simulation environments such as suburban macro-cell, urban 
macro-cell and urban micro-cell. The default parameters [118] for these environments are 
summarized below in Table 6-5 and simulation parameters are presented in Table 6-6 to 
investigate the MIMO system BER as a function of SNR.  
 
 
 
Channel Scenario Suburban Macro 
Urban 
Macro 
Urban 
Micro 
Number of Paths (clusters) 1:6 1:6 1:6 
Number of sub-paths/path 20 20 20 
Mean angle spread at BS 50 80,50 NLOS:190
Per path angle spread at BS 
(Fixed) 2
0
20 NLOS 
and LOS 
50
Mean angle spread at MS 680 680 680
350 350Per path angle spread at MS 
(Fixed) 35
0
Table 6-5: Environmental Parameters of SCM 
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Parameter Value 
Center frequency (fc) 2.4 GHz 
Bandwidth  5 MHz 
Antenna spacing 0.5m 
SNR 1: 40 dB 
fd 10 Hz 
ts 0.2E-6 sec 
Modulation scheme PSK/QAM 
Modulation Order (M) 2/4 
N_symbols 0.1 Million 
Table 6-6 Simulation Parameters of SCM 
              
 
 
6.7.10 Model-1 
Here in this case two (3x2) and (4x2) LST systems are implemented using spatial channel 
model to see the difference of BER performance of both the systems. The schematic block 
diagrams and description of the implemented systems is same as described in 6.7.2 above 
except that in this case spatial channel model is considered for simulation. 
The design parameters for implementation of both the models are given in Table 6-7. 
 
              
Parameter Value Parameter Value 
Center frequency (fc) 2.4 GHz ts 3.75msec 
Bandwidth  5 MHz Modulation scheme PSK 
Antenna spacing 0.5 Modulation Order (M) 2 
SNR 1: 20 dB N_symbols 0.1 Million 
Tx antennas 2 fd 10 Hz 
 Rx antennas 3/4  
Table 6-7: LST (3x2) and (4x2) systems Parameters (SCM) 
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6.7.10.1  Simulation result 
 
 
Figure 6.14: BER Performance of 3x2 and 4x2 with SCM 
 
 
6.7.10.2  Results Analysis 
Here in this case two (3x2) and (4x2) LST systems using spatial channel model (SCM) are 
implemented and simulation results are shown in Figure 6.14. Here in these two systems 2-Tx 
antennas are used while at receiving end 3 and 4 antennas are used.  
From the results it is seen that overall both the systems performance is better when 
using interference suppression plus successive cancellation technique as compared to a case 
when only interference suppression technique is used then BER performance is even worse in 
both the systems. In case of (4x2) system the BER of 10-4 at 11dB SNR is achieved with 
successive cancellation, while same BER 10-4 at 13dB is achieved with interference 
suppression only. There is an improvement if 2dB with successive cancellation technique. 
From simulation results it is observed that by increasing number of antennas at 
receiving end BER performance using 4xreceive antennas is 10-4 at SNR of 11 dB as 
compared to a system with 3xreceive antennas, where same BER performance is achieved at 
SNR of 15dB. So there is an improvement of 4 dB using 4xreceive antenna elements 
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employing interference suppression and successive cancellation technique. This is achieved 
because of additional diversity offered by using more number of antennas at the receiving end.  
 
6.7.11 Model-2 
Here in this case three (2x2), (3x3) and (4x2) LST systems are implemented using spatial 
channel model to see the difference of BER performance of all three systems. 
The design parameters for implementation of the systems are same as given above for Model-
1 except the number of antenna elements at receiving end are changed to 2, 3 and 4.  
 
6.7.11.1   Simulation result 
 
 
Figure 6.15: BER Performance of MIMO LST 
 
6.7.11.2  Results Analysis 
In this case three LST systems with same number of antenna elements are implemented to see 
the effect on BER performance of the systems with increasing the antenna elements  
From the results of Figure 6.15 it is observed that the BER performance of (4x4) 
system is improved with more number of antennas as compared to (2x2) and (3x3) systems. 
If the results are compared with the results in Figure 6.14 it is observed that 
performance of (2x4) system is better than (4x4) system, where BER of 10-4 at SNR of 11dB 
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is achieved as compared to (4x4) system where same performance is achieved above 20dB 
SNR. 
It is important to note that in case of LST systems the data rate is improved with 
more number of antenna elements but BER performance is not improved because in this case 
the diversity is not exploited by using equal number of antennas at both ends. 
 
6.7.12 Model-3 
Here in this case one (2x2) LST system is implemented using spatial channel and Matlab 
Rayleigh models to see the difference of BER performance in both channels. 
The design parameters for implementation of the systems are same as given in Table 6-4 and 
Table 6-8 above for Rayleigh and spatial channel models respectively. 
 
6.7.12.1 Simulation result 
 
Figure 6.16 : Comparison of SCM and Rayleigh Channel Models in LST Architecture 
 
 
6.7.12.2  Results Analysis 
In this case same (2x2) system model is implemented in Matlab Rayleigh channel and spatial 
channel model. 
In Figure 6.16 comparison of 2x2 antennas using SCM and Rayleigh channel model 
is simulated with same parameters for both the channels. 
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It is observed that BER performance in both cases using Matlab Rayleigh channel 
model or spatial channel model is almost same, where BER performance of 10-3 is achieved at 
SNR of 19dB when implemented with interference suppression and successive cancellation 
technique. 
It is important to note that BER performance with interference suppression and 
successive technique is better than interference suppression only. 
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6.8 Summary 
This chapter covers the types MIMO systems and then implementation of different 
configuration of MIMO architecturs with the help of space time block code system and 
Layered space time architecture. The LST system has different flavours like vertical layered 
space time system (VLST), diagonal layered space time system (DLST) and horizontal layered 
space time system (HLST). For the purpose of implementation only VLST system is 
implemented to compare the BER performance with STBC system. 
Simulations of Matlab Rayleigh and spatial channel models using MIMO systems have 
been implemented using MIMO system configurations to show the BER vs SNR performance 
of the systems. From simulation results it is observed that BER performance is significantly 
improved with MIMO systems as more antennas are used to exploit the effect of spatial 
diversity in the system. In case of STBC system both space and time domains are exploited at 
transmitting end and is observed that the essential feature of STBC system is that signals at 
transmitting antenna are orthogonal to each other.  
At the same it is also observed that using layered space time architecture the BER 
performance with MIMO systems is not improved as much as compared to the case of STBC 
system but data rate in this case is doubled due to multiplexing of data at the transmitting end. 
It is also seen from the simulations that overall LST systems using successive 
interference cancellation technique that cancels the effect of co-channel interference because 
of transmit antennas have better BER performance than systems where interference 
cancellation is not carried out. For the purpose of interference cancellation the ranking of 
received signal is done based on the value of SNR. A signal with highest SNR is at highest 
priority as compared to other having lower SNR. Then interference cancellation is carried out 
by subtracting the strongest interference from highest SNR signal. 
It is worth to note that STBC systems are better if BER performance improvement is 
required for fixed data rate, while LST systems are better for improvement of data rate 
depending on the number of transmit antennas as the data on all the transmitters is 
multiplexed. 
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7 Orthogonal Frequency Division Multiplexing 
 
7.1 Introduction 
In a realistic environment the channel is time varying as a result mostly there is not a direct 
link between transmitter and receiver as the communication channel exhibits strong amplitude 
and phase distortions and the phenomenon of reflection, refraction, diffraction and scattering 
etc cause the temporal and spatial frequency dependent fluctuations in the received signals. As 
a result of all these factors the receiver receives multiple delayed copies of the transmitted 
signal and this received signal appears to be a distorted version of the transmitted one. In 
addition to static obstacles there are moving obstacles also and is possible that when the 
transmitter or the receiver is moving a Doppler shift occurs in the receiver as a result of which 
the inter carrier interference (ICI) takes place. Because of the multipath effect the signal level 
at receiving end is not constant and received signal is fluctuated randomly. Hence in order to 
avoid this problem of distortion orthogonal frequency division multiplexing (OFDM) is used 
which is a multi-carrier modulation technique where the carrier spacing is selected in such a 
way that every sub-carrier is orthogonal to the other sub-carriers [8]. In such type of 
techniques given spectrum is divided into several overlapping sub-bands thereby converting 
highly frequency selective channel into many flat-fading sub-channels. Moreover it is worth 
mentioning that correlation technique is used to separate these orthogonal signals at the 
receiving end in order to remove the ISI amongst channels. In addition to that the ISI can also 
be removed by proper selection of parameters like number of tones and spacing between 
tones. 
 
7.2 Concept of FDM and OFDM 
Frequency Division Multiplexing (FDM), as shown in    Figure 7.1(a) has been extensively 
used in frequency selective channels, where the data rate is higher than the coherence 
bandwidth of the channel. FDM divides the bandwidth of the channel into sub-channels, 
where each sub-channel is served by its own carrier frequency, and stream of data is 
multiplexed into parallel data streams of lower rate which are then modulated on to these 
separate carriers. To facilitate demodulation of these parallel signals at the receiving end, the 
carrier frequencies are at a sufficient distance from each other to avoid the overlapping. The 
main feature of the FDM method is that the bandwidth of every sub-carrier is less than the 
coherence bandwidth so that each data stream can be considered to suffer from flat fading 
rather than frequency selective fading. FDM is difficult to implement because it requires 
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multiple carriers to be generated in the receiver and multiple local oscillators in the receiver. 
In addition, it is not spectrally efficient because each sub-carrier must be separated by a 
frequency guard-band that is sufficiently wide to allow each sub-carrier to be demodulated 
without causing adjacent channel interference. In order to solve both the bandwidth efficiency 
problem and the generation of sub-carriers, orthogonal frequency division multiplexing 
(OFDM) was proposed in [141] using orthogonal tones for modulation of the parallel data 
streams. The spacing between the tones is equal to the duration of symbol rate so that they can 
be separated at the receiving end using coherent techniques, even though the spectra of each of 
the sub-carriers fully overlap. This carrier spacing provides optimum spectral efficiency [143]. 
This is the advantage of OFDM over FDM. If each symbol stream has a bandwidth of 2B, the 
FDM system will require a bandwidth of 2L(B+GB), (where GB is the frequency guardband) 
while OFDM will only require a bandwidth of LB. This property stems from the fact that 
symbols are orthogonal over time rather than frequency. Hence in the case of orthogonal 
frequency division multiplexing, as shown in    Figure 7.1(b), minimum frequency space 
between carriers is set without having inter-carrier interference (ICI). Although OFDM is 
robust to ISI, it is not immune to the effects of flat fading, which can cause unacceptable 
performance degradation– indeed OFDM converts frequency selective fading to flat-fading.  
Today, OFDM is widely used in a number of important wireless systems. It is used in 
the WiFi wireless LAN system (802.11) as well as the new WiMAX wireless MAN system 
802.16.  It is also incorporated into the standard for the WiBro (802.20) mobile wireless MAN 
standard. In addition it is also proposed for 4G wireless applications [143].  
 
 
f 1/ Tω0 ω5  
   Figure 7.1    (a) Conventional FDM                          (b) OFDM 
 
 
In case of an OFDM system if is assumed that the data at the kth symbol to be transmitted is 
encoded into complex symbols given as:  
         (7.1) ( ) ( ) )(kjbkakd +=
The signal at the output of the transmitter can be represented as [140]:  
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      (7.2) 
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Where a(k) is represented as in-phase component and b(k) is the quadrature component and 
kk fπω 2=  represents the sub-carrier frequency. 
Using the complex conjugate of (7.2) the ℜ part can be calculated: 
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Where  10 −= Kk KK
,∗− = kk dd ,00 =d ( ) ,okko ff −=− ,0=oof  
fkfk Δ= , where fΔ  is the carrier spacing 
By introducing the Fourier coefficient Fk (7.3) can be formalized as [140]: 
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The Fourier coefficients of a real signal are conjugate complex symmetric, so (7.3) can be 
written in a form that is very close to DFT as: 
           (7.5) ( )
( )∑
−
−−=
=
1
1
2.
K
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k
okeFt πx
Assuming that sub-channel carriers take the values of ook kff = , where and 10 −= Kk KK
Tfo
1=  represents the sub-carrier spacing considered as reciprocal of the sub-channel signal 
interval, The total one sided bandwidth B=(K-1)fo. 
Now using the discretised time tit Δ= , where 
sf
t 1=Δ is the reciprocal of the sampling 
frequency fs (7.5) can be written as: 
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         (7.6) ( )
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The Nyquist criterion is met if ( ) os fKf 12 −= and the sampling frequency  is an integer 
multiple of sub-carrier spacing represented as 
sf
of os Mff = . So the spectrum of a sampled 
signal repeats itself at multiples of the sampling frequency fs with a periodicity of 
o
s
f
fM = samples. By exploiting the conjugate complex symmetry of the spectrum, for the 
Fourier coefficients Fk, we get: 
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Here the frequency region ( ) oko fMffK 21 ≤≤−  represents the unused band of the 
communication channel, where amplitude and delay distortion is significant. By exploiting the 
conjugate complex symmetry from (7.5) the real modulated signal can be written as: 
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This is the standard IDFT that can be computed by IFFT if the transform length M is the 
integer power of 2. 
After having achieved the modulation of all the sub-carriers using IFFT at the transmitting end 
it is assumed that the input signal is periodic in both time and frequency domain with a 
periodicity of M samples. If the modulated sample sequence of (7.8) is periodically repeated 
and transmitted via low pass filter (LPF) preceeding the channel, the channel is excited with a 
continuous, periodic signal. Assuming a LPF with a cutt-off frequency of 22
1 s
c
f
tf =Δ=  
and transmitting only one period of ( )tix Δ , the cahnnel’s input signal becomes: 
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Where the LPF’s impulse response is given by sinc function and hence  is given 
by  
( ),,0 tiX LPF Δ
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( ) ( )
T
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The convolution in (7.9) can be written as: 
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In spectral domain (7.11) can be written as  
( ) ( )
c
LPF f
frectfMf 0,0 =X                  (7.12) 
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c
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frectfHtixFFTf =Δ=    and,00X  is the LPF’s frequency domain transfer 
function. Transforming (7.10) into frequency domain we get: 
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Where,  is the frequency domain representation of ( )fX p,0 ( ),,0 tix p Δ  which is convolved with 
the Fourier transform of the 
T
trect  function. Now ( )fX 0  of equation (7.13) is lowpass 
filtered according to (7.12), giving: 
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So the effect of the time domain truncation of the periodic modulated signal  to a 
single period as in (7.10) manifests itself in the frequency domain as the convolution of (7.13), 
generating the infinite bandwidth signal 
( ),,0 tix p Δ
( )fX 0 . When ( )fX 0  is low pass filtered according to 
(7.14), it becomes bandlimited to fc and its Fourier transform pair  in (7.9) has an 
infinite time domain support due to the convolution with 
( )tx LPF,0
( )ttc Δπsin . This phenomenon results 
in interference due to time domain overlapping between consecutive transmission blocks, 
which can be mitigated by quasi-periodically extending ( ),0 tix Δ for the duration of the 
memeory of the channel before transmission. At the receiver only unimpaired central section 
is used for signal detection. 
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7.3 OFDM Implementation  
The block diagram of an OFDM system is shown below in Figure 7.3. Basically OFDM is the 
combination of modulation and multiplexing, where multiplexing represents the splitting of 
the single data stream into the parallel lower-rate streams (equivalently splitting the available 
bandwidth into the parallel sub-channels) and modulation is the mapping of the data symbols 
(information) as complex-valued signal samples on each of these sub-carriers. The main 
advantage of OFDM is that it mitigates the effect of frequency-selective fading as well as the 
equally important problem of Inter-Symbol Interference (ISI), which is common in high-speed 
wireless communication.  
In conventional single carrier systems, the usual method of mitigating ISI due to 
channel delay spread is to use a delay equaliser, and this approach was covered in Chapter 2, 
where results were presented to show how the equaliser improved the BER performance in 
multipath fading.  A major problem is the need to use an adaptive delay equaliser because of 
the changing channel conditions as the handset moves. This can take a long time for the 
adaptive equaliser to converge and this impacts on the quality of the received data. For the 
case of OFDM, ISI is mitigated in a different way to the single carrier approach and this has 
significant improvements in implementing a high-rate communication scheme. 
In OFDM [143], ISI is removed by inserting a timeguard-band between each 
transmitted OFDM symbol equal or longer than the duration of the channel delay spread, Tds. 
This ensures that any multipath interference that corrupts one symbol is confined to that 
symbol, thereby removing ISI. In single carrier systems, such an approach is impractical 
because it naturally limits the data rate to approximately 1/(2Tds) where Tds is the delay spread. 
For example, if the delay spread of a typical channel is 5s, then if the data period is also 
5s, the period between data bits is 10s and the data rate is 100kb/s.  Substantially 
shortening the data bit period reduces the energy per bit (and hence BER) and this is not 
effective because of the guard interval between bits.  
In the case of OFDM, if the data is split into M parallel streams, the data rate on each 
stream is reduced by the factor M and the nominal duration of each OFDM symbol is 
lengthened to MTs, where Ts is the symbol duration of the original data stream for the chosen 
modulation scheme. If M is large, such that MTs >> Tds then the loss in efficiency of using a 
guard interval is considerably smaller than for the single carrier case. The high data rate of the 
OFDM system is achieved because M OFDM symbols are transmitted, synchronously in 
parallel. In a practical system, the guard interval is achieved by adding Tds = Tg= TsGI symbols 
to the end of each OFDM symbol, where Ts is the symbol duration of the input data stream 
and GI is the number of symbols used in the Guard band.  In practice, the guardband is not 
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represented by a null signal because, this causes unacceptable inter carrier interference. In 
practice, the guard interval is a cyclic extension of the OFDM frame to ensure that the 
orthogonality between the sub-carriers is not lost.  
The ideal OFDM system does not have any performance degradation in white noise, 
compared with a single carrier system, as long as no guard interval is used. If a guard interval 
is used, the bit error performance of the system is reduced because energy has to be wasted 
sending the cyclic prefix which is then discarded in the receiver. In case of Rayleigh fading 
channel when used with Doppler, it suffers from inter symbol interference (ISI). In order to 
solve the problem of ISI the length of an OFDM block has to be equal to or greater than delay 
spread as shown below. 
 
 
                                                    
Delay spread 
Effect of ISI 
OFDM Block
 
 
The maximum time delay that occurs is called delay spread of the signal in that particular 
environment. The delay spread can be large or shorter than the symbol time and in both cases 
different type of degradation occurs to the signal, as a result the delay spread changes with the 
change of an environment. It is not wrong to say that when the delay spread is less than one 
symbol period is considered to be a case of flat fading whereas if the delay spread is larger 
than one symbol period, the phenomenon is called frequency selective fading. Usually an 
OFDM system created works as is shown below in Figure 7.2. 
 
  
Channel Symbol-1GI + Symbol-1 Symbol-2GI GI τch
Symbol-2 GI τch 
Symbol-1GI Symbol-2  
τch 
  
τGI  ≥  
Figure 7.2: Implementation of an OFDM system 
 
 
7.4 Methodology for implementation of an OFDM system 
An OFDM system delivers information in parallel over M sub-carriers and M is the size of 
FFT bins. As indicated in Figure 7.3 from block diagram of an OFDM system, the operation 
of an OFDM system can be described as under: 
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1. A block of random data bits is generated and then converted to a multi-level symbol 
according to an appropriate modulation scheme used. 
2. The multi-level symbol signal is then mapped to a complex-valued signal using an 
appropriate modulator (e.g. M’PSK or QAM as used here). 
3. This signal mapper is used to set the amplitude and phase of each sub-channel in the 
form of complex values represented in the shape of constellation. 
4. The serial stream of complex-valued signals is converted to M lower-rate parallel 
streams and then an IFFT operation is performed on these M complex samples to 
convert the frequency domain phase and amplitude data for each sub-channel into 
block of time domain samples. 
5. These parallel samples are then converted to a serial stream of data and cyclic prefix 
is then added to each OFDM symbol by copying the first GI samples at the IFFT 
output and adding these to the end of the IFFT output, so that there are now M+GI 
samples in the output stream. These M+GI signal samples are then clocked out (at a 
higher rate than the original data stream to account for the extra GI prefix samples) 
to form the transmitted signal.  
6. These samples are sent across the Rayleigh faded multipath channel. 
7. At the receiving end the guard interval or cyclic prefix is removed and this serial 
stream of data is converted to parallel stream. 
8. FFT operation is performed to extract the phase and amplitude of each received sub-
channel from block of received samples and converts the data back to frequency 
domain. 
9. After FFT operation the data is converted to serial stream and then is demodulated 
using an appropriate demodulator. 
10. These received demodulated symbols are then converted to binary form and BER is 
detected by comparing the input and received output data bits. 
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Figure 7.3: Block diagram of an OFDM system 
 
 
 
7.5 Key Components of an OFDM system 
7.5.1 FFT and IFFT 
The FFT at the receiving end and the IFFT at the transmitting end are considered to be the 
main components of an OFDM system due to their computational efficiency. These operations 
(IFFT and FFT) perform reversible mapping operations between M complex data symbols and 
M complex OFDM symbols. In this case an M-point FFT is needed to have an order of MlogM 
multiplications rather than M2 operations that are required by a discrete Fourier transform 
[140]. Consequently, it is usual to always use M=2m sub-carriers, where m is an integer, 
wherever possible. This is certainly true of most OFDM systems, such as 802.11 WiFi, but it 
is equally true that not all M=2m carriers need to be used.  
 
7.5.2 Cyclic Prefix 
The cyclic prefix (as explained in previous section) is appended at rear of every OFDM 
symbol to maintain and ensure the orthogonality between sub-channels and to combat the 
effect of multipath. The cyclic prefix is a copy of the first part of an OFDM symbol which is 
of a length that is equal to or greater than maximum delay spread of the channel. Although the 
insertion of cyclic prefix imposes a penalty in terms of the transmitted power and the 
bandwidth, it is still a good compromise between performance and efficiency in the presence 
of ISI, compared with other modulation schemes. This cyclic prefix allows the delay-spread 
interference on this symbol to die out, before the next OFDM symbol is received.  
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7.5.3 Channel Estimation for OFDM Systems  
Orthogonal Frequency-Division Multiplexing (OFDM) is regarded as an alternative to the 
single carrier modulation techniques for communication systems requiring transmission at 
high data rate. However, even for OFDM, it is still necessary to provide accurate and 
computationally efficient channel state information when coherent detection is involved. 
There are many ways in which the channel state information can be provided. Some of the 
various methods of channel estimation that have been considered by various researchers are 
described below. From the literature it is revealed that, typically, channel estimation is 
performed using one of three methods or a combination of these methods. The trade-offs 
between complexity and performance dictates the choice of algorithm [158]. 
•Data Aided Channel Estimation: Also known as the pilot symbol method [151]. In this 
method, a known sequence of symbols is transmitted. At the receiver, the channel estimation 
algorithm operates on the received signal along with the known stored symbols to generate an 
estimate of the transmission channel using deconvolution of the actual data symbols with the 
expected symbols.  This is a convenient method but it has the disadvantage that it reduces the 
amount of payload that can be carried because the pilot bits periodically replace payload bits.  
This method relies on the channel remaining stationary after channel estimation has taken 
place.  Statistically this is true until the coherence time of the channel has elapsed. It is usual 
for the pilot symbols to be periodically retransmitted with a period less than the coherence 
time.  There are a number of pilot symbol methods that exist which try and optimise channel 
estimation by inserting pilot bits within the payload bits [147][150]. However, the operating 
principle of these different methods is broadly similar. 
•Decision-Directed Channel Estimation [152][140]: A rough estimate of the channel is 
obtained using a suitable estimation method such as a short pilot sequence. Then this estimate 
is used to make symbol decisions. The channel estimate is further improved using the 
resulting detected symbols as “pilot symbols.” This type of estimation contains some inherent 
delay because the symbol decisions occur before the final channel estimate can be made. Also, 
there may be error propagation because any errors in the symbol decisions affect the final 
estimate. The main benefit of this method is that it delays the need for pilot symbol block 
transmission, thereby improving end-to-end data throughput. However, the method only 
works well when the signal level is sufficiently high that the bit error probability is so low as 
not to cause error propagation.   
•Blind Channel Estimation [153]: This estimation process relies not on pilot symbols or 
symbol decisions but rather on certain characteristics of the modulated signal. For example, 
the constant modulo algorithm (CMA) uses the amplitude of the signal as the criterion for 
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estimating the channel. In constant energy modulation schemes such as Quadrature Phase 
Shift Keying (QPSK), the knowledge that all signals are transmitted with equal energy is used 
as the basis for obtaining the channel estimate. This type of algorithm typically requires a 
longer convergence time and usually has a higher mean square error (MSE) than the other two 
schemes [149]. 
In the simulations that follow in the next section, it was decided to use the data-aided 
channel estimation method because it is a relatively simple method with well-known channel 
estimation error characteristics.  Furthermore, it forms the basis of a much more sophisticated 
channel estimator used for the MIMO-OFDM system provided in a later section of this 
chapter. 
 
7.6 Interleaving for OFDM systems 
In the case of OFDM systems, the sub-carriers have different amplitudes and phases because 
of frequency selective fading. At times, deep fades in the channel causes the bit errors to occur 
in bursts rather than being randomly scattered. However, FEC codes such as convolutional 
codes are extremely poor at correcting burst errors. In this case interleaving [117] is applied to 
the signal prior to transmission in order to randomise the occurrence of errors before decoding 
at the receiving end. The interleaver actually modifies the order of transmission of symbols so 
that if a burst error occurs, the de-interleaver in the receiver (which performs the inverse of 
interleaving) reorders the received bit into the original correct order, whilst simultaneously 
randomising the bits that were in the burst error. 
In an OFDM system, the signal can be subject to frequency non-selective (flat) fading 
as well as frequency selective fading. Both forms of fading can be compensated for in the 
OFDM system by interleaving in the time and frequency domains to provide both time and 
frequency diversity.  This is achieved in practice by first using time-domain interleaving 
immediately after the viterbi decoder, to break up consecutive errors due to frequency non-
selective fades.  Then the order of the samples at the IFFT input are randomised to ensure that 
adjacent symbols in the time domain do not occur in adjacent frequency slots (i.e. adjacent 
symbols are separated by the interleaver to a frequency separation that is wider than the 
coherence bandwidth, to ensure that adjacent symbols suffer uncorrelated fades. 
In the presence of dominantly frequency selective channels, time interleaving is less 
effective and should be avoided. In such type of environment frequency interleaving is 
essential as it averages the impact of the nulls in frequency response of the channel over many 
bits making it easier for the decoder at receiver to recover the transmitted data. So it can be 
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said that multipath is an advantage for an OFDM system as it makes the channel frequency 
selective and hence brings in frequency diversity.   
 
7.7 OFDM Simulations  
In the simulations below two different channel models such as AWGN and Matlab Rayleigh 
channel models are implemented. The description of simulations is described in the next 
sections and design parameters for the systems implemented are given below in Table 7-1. 
  
  
 
Parameters Values Parameters Values 
Channel AWGN/Rayleigh Sampling period (ts) 0.2μsec 
Modulation Scheme PSK/QAM Symbols/block 64 
Modulation order (M) 2,4,16 Doppler (fd (Hz)) 10 
Coding rate ½ Rate convolutional GI 10 
Interleavers Time, Freq Paths 2/5 
FFT bins 64   
            Table 7-1: Design parameters for OFDM systems 
 
 
7.7.1 CASE-1 
In this case, a normal flat fading channel with the impairment of additive white Gaussian noise 
(AWGN) is implemented using an OFDM system described in section 7.3 above. The design 
parameters for simulation are given in Table 7-1. 
 
7.7.1.1  Description of Simulation  
For this case of AWGN channel implementation, a stream of random data bits is generated 
and converted into symbols, modulated with the help of an appropriate PSK/QAM modulator 
and sent across the channel as an OFDM signal. At the receiving end the received symbols are 
OFDM demodulated before conversion into bits for comparison with input random generated 
stream of data. The error rate is calculated by a comparison of the input and received data bits 
and plotted for different modulation orders of M=2, 4, and 16.The number of FFT bins used 
are 64 and length of symbols sent per block is also 64. Total numbers of symbols sent are 5 to 
7 million. The results of this simulation are shown in Figure 7.4 below. 
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       Figure 7.4: BER vs SNR over AWGN channel 
 
From the results of this simulation, it is seen that in case of normal noisy channel the BER 
performance of an OFDM system is exactly the same as for a single carrier system modeled in 
Chapter 2. The performance of this simulated system is entirely as expected from a theoretical 
analysis of the problem, provided in Chapter 2. This figure is used to provide a measure of 
confidence in the model used to simulate the OFDM system. Indeed, the performance of this 
system matches the performance of single carrier systems and the theoretical analysis for the 
different modulation orders for both M’PSK and QAM, provided in Table 7-1. 
 
7.7.2 CASE-2 
In this case, an OFDM system is simulated for the case of a time varying multipath Rayleigh 
channel model. In this case, the implementation of the Rayleigh channel model is provided by 
the Matlab toolbox. The implementation procedure adopted for the model is described in 
section 7.4 above. The design parameters of OFDM system implemented with Matlab 
Rayleigh channel model are given in Table 7-1. The aim of the implementation of this system 
is to examine the impact of the multipath channel and, in particular to show how the use of 
interleavers and a Viterbi convolutional coder provides the necessary time and frequency 
diversity to yield significant improvements in the BER performance of the system. The BER 
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versus SNR simulation results implemented in Matlab for multipath Rayleigh faded channel 
are shown in Figure 7.5 to Figure 7.7. 
 
Figure 7.5: BER vs SNR over Rayleigh fading Channel 
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              Figure 7.6: Effect of V-decoder 
 
 
 
 
Figure 7.7: Comparison of V-decoder and interleavers on a OFDM System 
 
 
220 
 
Orthogonal Frequency Division Multiplexing 
7.8 Results Analysis 
Figure 7.5 shows the BER performance of a phase corrected 5-paths Rayleigh faded channel 
of an OFDM system that uses a cyclic prefix to minimize the effect of the ISI due to the 
channel delay spread.  It should be noted that conventional phase and amplitude compensation 
using pilot bits to estimate the amplitude and phase of each sub-carrier has been used. From 
the simulation results of a true Rayleigh faded channel, the characteristics curve indicates 
BER of 10-4 at SNR of 32dB. What is particularly important about this result is that the BER 
curve follows almost exactly, the curve expected of a single carrier system in a flat fading 
channel. What this indicates is that an OFDM system with a cyclic prefix and amplitude and 
phase correction of each sub-carrier does, indeed cause multipath fading to be treated by the 
OFDM system as frequency selective fading.  Consequently, the result of Figure 7.5 is as 
expected.  The bit error performance of this system may not be as good as for an AWGN 
channel, but it is far better than a single carrier system in multipath fading shown in Chapter 2.  
Figure 7.6 shows that when Viterbi convolutional coder is used along with the cyclic 
prefix, the BER performance is improved i.e. the same BER of 10-4 is now achieved at SNR of 
24dB as compared to 32dB without using Viterbi coding. Although the BER performance of 
about 8dB is improved by using the Viterbi coder but the data rate is halved. There is a 
compromise between data rate and BER performance.   
The BER performance can be improved substantially by using interleavers as Figure 7.7 
shows. When the time interleaver is used the BER of 10-4 is achieved at 20dB SNR, whilst 
with frequency interleaver the BER performance is further improved significantly i.e. the BER 
in that case is about 14 dB at SNR 10-4. There is an improvement of 6dB with frequency 
interleaver. 
It is clear from the simulation result how the use of the Viterbi coder in conjunction 
with both time and frequency interleaving improves the BER performance closely towards 
that of the AWGN channel. Note that to achieve these performance benefits both time and 
frequency interleaving must be used together. It is important to recognize that the true 
performance benefit of using OFDM in a multipath channel is only achieved when the time 
and frequency diversity provided by the memory of the convolutional coder is incorporated 
into the modulation scheme. The interleavers are necessary to make up for the shortcoming of 
the convolutional coder in burst errors. 
 
7.9 MIMO-OFDM Systems 
Chapter 3 and Chapter 4 has described how multiple transmit or receive antenna elements in 
the case of antenna arrays can be used in a communication system to improve the performance 
221 
 
Orthogonal Frequency Division Multiplexing 
of that system by forming highly directional beams in the wanted directions and deep nulls in 
the directions of interferers.  The performance of such systems was analysed in Chapter 3 and 
chapter 4. However, within the past decade, an entirely different method of using multiple 
antennas has been developed which exploits spatial diversity that exists in richly scattered 
wireless channels, typical of mobile cellular radio channels and indoor wireless LANs [126]. 
In this new approach, multiple, spatially separated antennas are used at either the transmitter 
or the receiver or both to provide space diversity.  In this chapter, the use of such diversity 
techniques is combined with the inherent frequency diversity found in OFDM to produce a 
communication system that is highly robust to multipath fading. 
This type of use of multiple antennas is now referred to as multiple-input multiple-
output (MIMO) communication systems and this was described in detail in Chapter 6 for the 
case of a single carrier communication system. By employing wideband technology, such as 
OFDM, that is used to reduce the inter-symbol interference (ISI) over multipath fading 
channel with MIMO techniques this promises to provide an extremely robust system. And this 
approach to frequency and space diversity is considered in the rest of this chapter. A MIMO-
OFDM system is used to mitigate the inter symbol interference (ISI) and enhance the capacity 
of system [157][125]. In the approach described in this thesis, a novel MIMO-OFDM system 
is described that uses two independent space time codes for two sets of two transmit antennas 
and at the receiving end these two sets of codes are decoded based on successive interference 
cancellation. 
 
7.10 Space-time coded OFDM-MIMO system 
The existence of frequency selective fading in a mobile channel is an indication that 
some of the OFDM signal sub-carriers are attenuated more than others and data 
carried on those sub-carriers would be lost. In order to avoid this type of problem the 
diversity inherent in the OFDM system can be fully exploited by using coding and 
interleaving across the sub-carriers [126][143]. This introduces a relationship between 
different information carried on different sub-carriers such that the same relationship 
is used at receiving end to recover the data affected by deep nulls in the channel 
frequency response. 
Figure 7.9 shows the schematics of a STBC MIMO-OFDM system. The technique 
involved in the process of implementation of an OFDM system is the insertion of a 
guard interval, called cyclic prefix (CP) that has to be long enough to accommodate 
the delay spread of the channel. The use of the CP turns the action of the channel on 
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the transmitted signal from a linear convolution into a cyclic convolution, so that the 
resulting overall transfer function can be diagonalized through the use of an IFFT and 
FFT at the transmitting and receiving end as shown in Figure 7.9. 
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Figure 7.9: Schematic of STBC MIMO-OFDM System 
 
For a MIMO-OFDM system, with M transmit antennas and N receive antennas the OFDM 
transmitted signal is expressed as [62]. 
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Where  and  are the real and imaginary parts of  symbol , ( )ka ( )kb thk )(kd
kk fπω 2= and , and  is the complex envelope of transmitted signal. The 
signals add up over the air and are received by multiple receive antennas and jointly processed 
to recover the transmitted information. The received signal at antenna n, in the presence of 
receiver noise , can be written as, 
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Where , is the quasi-static multipath channel coefficient from transmitter i to receiver j 
and  is the noise at the output of the receiver. 
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,
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j
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7.10.1 Channel and Receiver section 
Consider that the signal [ ]knx~  is transmitted over the time-varying linear channel ( )τ,th  
without additional noise. If we call [ ]kh  the sampling version of the channel, then the output 
of obtained by the channel is: 
[ ] [ ] [ ]∑ −= −+
=
1
0
~~ LN
l
nn lkhlky x               (7.17) 
where,  k = 0, 1,…, N+L-1  ( i.e. the total number of samples) 
The receiver basically does the reverse operation to the transmitter. The signal received is 
[ ]kyn~  that has N+L-1 samples, before the demodulation, we have to drop the L last samples of 
the received signal, and then remove the guard interval, in order to use correctly the Fourier 
Transform properties. Indeed the demodulation operation is a simple FFT according to the 
IFFT used as modulation. We need to find out N samples (one per carrier) as at the modulator 
input, Applying FFT to the signal [ ]kyn~ , we get: 
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The first term of the multiplication above looks like a Fourier Transform expression. In fact, if 
we restrict the summation index from m = 0 to k = N-1 it is equivalent to drop the L last 
samples of the signal [ ]kyn~ . So the signal produced by the demodulator is given as: 
 [ ] [ ] [ ]( kh
N
ljkkxkY
N
m
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 [ ] [ ]( ) [ ]( )khkxkY nn ℑℑ=~                   (7.23) 
                   (7.24) [ ] [ ] [ ]kHkXkY nn =~
A simple division by the channel frequency response gets back the transmitted signal. This 
modulation does not need any equalization and the data samples are then combined back to the 
same size as the original data. 
 
7.11 Pilot assisted channel estimation and detection for OFDM-MIMO System 
A pragmatic approach used for estimation of channel state information is based on the pilot 
symbols transmitted from two transmit antennas. Both the streams of pilot symbols 
transmitted are drawn from two rows of Hadamard matrix, The Hadamard matrix represented 
as , where and i is an integer. The Hadamard matrix as a symmetric square-shaped 
matrix where every row of is orthogonal to all the other rows. If we consider n=8 then 
Hadamard matrix of dimension 8x8 is as shown below: 
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From the Hadamard matrix it is observed that first column is all 1’s and the second column is 
an alternating sequence of 1’s and -1’s. Let [ ]iad8H  and [ ] ,70,,8 LLL=jijadH  be the two 
sequences formed from the ith and  jth rows of Hadamard matrix. Then it can be verified that  
 and  are orthogonal to each other. Mathematically it can be represented that if 
two rows are transmitted from two transmitting antennas then they are orthogonal to each 
other if  the inner product of the two rows of Hadamard matrix is zero, i.e. 
[ ]iad8H [ ]jad8H
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Therefore for the estimation of channel state information of 2x2 MIMO-OFDM system as 
shown in Figure above an OFDM frame of pilot symbols is sent from two transmit antennas 
denoted as  considered as one row of Hadamard matrix being transmitted from antenna-
1 and as the other row of Hadamard matrix being transmitted from antenna-2. The 
length of Hadamard matrix is same as that of the length of an OFDM frame of actual data 
symbols.  
1adH
2adH
For OFDM implementation these Hadamard sequences are modulated using inverse FFT at 
the transmitting end given as: 
 
                   (7.27) ( )11 adIFFTX Pilot H=−
                   (7.28) ( )22 adIFFTX Pilot H=−
When these sequences of pilot bits are sent across channel they are assumed to be known by 
the receivers, these are corrupted by the channel in addition to the contribution of AWGN at 
the receiving end, therefore the corrupted data symbols received from two antennas at the 
receiving end are represented as: 
11221111ˆ nhhs PilotPilot ++= −− XX                  (7.29) 
22222112ˆ nhhs PilotPilot ++= −− XX                  (7.30) 
 Where   are the corrupted signals received at receiver-1 and receiver-2. Now in 
order to obtain the individual channel coefficients associated with the received antennas, the 
21 ˆandˆ ss
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received signals in (7.29) and (7.30) are OFDM-demodulated by taking the Fourier transform 
of the received signals at the receiving end, which can be written as:  
  ( )11 sˆFFTYrx =−                    (7.31) 
 ( )22 sˆFFTYrx =−                    (7.32) 
These OFDM demodulated signals are then correlated with the two replica of original 
Hadamard orthogonal pilot sequences to obtain the individual channel coefficients between 
transmitter and receiver given as: 
 
( )irxi adconjYh H*ˆ 11 −=                               (7.33) 
 
( )irxi adconjYh H*ˆ 22 −=                               (7.34) 
 
 
Where,  i.e. Number of transmit antennas 2,1=i
 
In case of coherent detection the actual data symbols transmitted from two transmit antennas 
can be detected by removing the effect of channel from actual data symbols  
transmitted from transmitter-1 and transmitter-2. The actual faded data signals received at 
receiver-1 and receiver-2 are given as:  
21 and xx
                  (7.35) 11221111ˆ nhhs faded ++=− xx
                  (7.36) 22222112ˆ nhhs faded ++=− xx
  
These faded signals are OFDM demodulated by taking the FFT of the received signals, So the 
demodulated actual data symbols received at receiver-1 and receiver-2 are then represented as:  
( )fadedsFFTr −= 11 ˆ                   (7.37) 
( )fadedsFFTr −= 22 ˆ                   (7.38) 
 
The resultant received estimated symbols are then achieved by convolving the estimated 
channel coefficients from (7.33) and (7.34) with the actual received OFDM demodulated data 
symbols from (7.37) and (7.38) using STBC decoder at the receiving end: 
 
( ) ( )[ ] ( ) ( )[ ] 221222221111121211 *ˆˆ;ˆˆ*ˆˆ;ˆˆˆ rhhconjhhconjrhhconjhhconjx −+−=              (7.39) 
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This  stream of received data symbols is then demodulated using MPSK demodulator and 
converted to binary numbers to be compared with transmitted stream to find the error rate of 
the system. 
xˆ
  
7.12 Channel estimation for STBC MIMO-OFDM System 
Channel estimation plays a vital role in all forms of coherent communication system 
[143]. This is especially true for MIMO systems, where multiple transmitters 
communicate, simultaneously, with multiple receivers. Because MIMO systems rely 
on the space diversity that is provided by the multipath channel, they can only 
successfully operate if all the different channel characteristics of each path are known 
perfectly so that the mutual interference caused by each co-channel link can be 
successfully removed using interference cancellation techniques. In an earlier section, 
three broad methods of channel estimation were outlined. In this thesis, because of the 
complexity of the STBC MIMO-OFDM system, a pragmatic approach to channel 
estimation has been taken that is based on the use of pilot symbols. In such an 
approach, an OFDM frame of data symbols is sent in which all the data symbols are 
known to the receiver. The transmitted pilot symbols are corrupted by the channel. 
However, since the receiver knows the sequence of symbols it is able to deconvolve 
the channel state information from the corrupted data.  In this way the amplitude and 
phase perturbations can be estimated in the frequency domain for each sub-carrier. In 
this approach, it is vital that the pilot symbols are neither coded nor interleaved as it is 
the raw symbol that contains the channel information, not the decoded bits. Once the 
frame of pilot bits has been used to estimate the channel, the following frames can 
contain payload symbols, using the estimated channel characteristics to recover these 
frames. However, because the channel characteristics are time varying, the channel 
starts to change after the channel estimate has been made. This is set by the coherence 
time of the channel which is related to the velocity of the mobile handset. It is 
therefore necessary to re-estimate the channel periodically within a time period that is 
shorter than the coherence time of the channel by resending the pilot symbols. This 
approach is used in the results shown in Figure 7.10 to Figure7.15 to estimate the 
frequency selective fading for each sub-carrier.  
For a MIMO system, the problem is made far more complex because a coded OFDM 
signal is sent over many different channels simultaneously, (i.e. from each transmitter 
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to each and every receiver antenna). It is vital that the channel characteristics of every 
path are estimated at the same time. In order to achieve this, a method of channel 
estimation was devised in which transmissions from each transmitter used a unique 
sequence of pilot symbols that were orthogonal to all other pilot symbol sequences for 
the other transmitter elements forming the MIMO system. In this case the pilot 
sequences were drawn from a set of orthogonal Hadamard sequences obtained by 
selecting rows from a Hadamard Matrix. The length of the Hadamard sequence 
matched the OFDM frame length. To simplify deconvolution of the channel state 
information from the received Hadamard sequences, BPSK modulation was used for 
the pilot symbols, irrespective of the type of modulation used for the payload bits.  For 
example, for the case of a two transmitter STBC MIMO-OFDM system using an 
OFDM block length of 64 symbols, a Hadamard matrix of order 64 was used in which 
two rows of the Hadamard matrix were picked at random to represent the two pilot 
sequences for the two transmitters. This approach was implemented in Matlab and was 
found to work extremely well for the MIMO-OFDM system. 
In STBC MIMO-OFDM systems channel estimation can also be done by RLS channel 
estimation algorithm [148], where first of all relationship between input and output is 
obtained and then channel transfer function is concluded in frequency domain and 
then IFFT is performed to obtain channel parameter matrix in time/delay domain. In 
second step an adaptive filter such as LMS/RLS is used to estimate the channel, 
Finally FFT is performed to draw the channel transfer matrix in time/frequency 
domain. 
 
7.12.1 Criteria for determination of use of Communication System  
As in case of wideband communication system, the channel is mostly frequency selective and 
time varying, so there is a requirement of estimating the channel continuously before the 
process of demodulation of an OFDM signals. Moreover before using communication system 
in a particular environment it is necessary to determine the channel matrix because it’s the 
channel matrix ‘‘ ’’ that decides which method of communication, whether Beam forming, 
MIMO, Opportunistic Communication system, OFDM or OFDM system is to be used.  
H
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7.12.1.1  Criteria for selection of channel matrix ( )  H
If two rows of channel matrix H  are identical then one of the rows is selected while other is 
deleted because both rows being identical carry the same information. In case one of the rows 
has different power then row with highest power is selected while one with low power is 
deleted [155][156]. 
If rows of H , are not identical, then two rows with highest correlation are chosen, and one 
with highest correlation is deleted, while the other one is selected. 
Hence estimated channel matrix H~  is selected with rows of maximum power and maximum 
uncorrelated rows. 
0=∗ HHH  indicates the uncorrelation of  , whereas H 1=∗ HHH indicates the fully 
correlation of H . 
The channel coefficients are generated to determine the correlation of channel matrix . If 
the channel coefficients are correlated then is a flat fading case, which dominates the LOS 
environment, as a result Beamforming, MIMO or the Opportunistic communication system 
could be used. 
H
Beamforming uses SDMA technique that relies on AoA estimation and is most effective. 
MIMO with antenna elements sufficiently spaced a part technique depends heavily on the 
spatial correlation of antenna elements, terminals with limited space resources. MIMO gives 
very good performance when that terminal is at location where decorrelation distance is very 
short. Opportunistic communication system could also be used in flat fading case because 
when a null is formed then fair sharing of resources is required which can be performed by use 
of a switch. 
When the channel coefficients are determined to be uncorrelated, the channel exhibits the 
property of frequency selectivity (delay spread) and is said to be a frequency selective 
channel. The delay-spread results into inter symbol interference (ISI) that can cause serious 
performance degradation. OFDM or OFDM systems are used to mitigate the effect of ISI in 
case of frequency selective channel as these techniques eliminate the need for equalisation and 
offer higher spectral efficiency. ICI is also created when delay spread is longer than cyclic 
prefix. When channel varies between OFDM symbol period, the time variation of the channel 
usually come from mobility or frequency offset between transmitter and receiver.  
When fading is fast and BER does not improve with increase in SNR, it may be due to the fact 
of poor estimation of the channel in fast fading environment thereby the system performance 
is not improved. BER also increases with increase of Doppler spread because of severe ICI. 
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7.12.2 Diversity 
Spatial or the antenna diversity is achieved when multiple antennas are used at transmitting 
and receiving end. Because of multiple antennas multiple channels are created between 
transmitters and receivers and is expected that it is not common that all the channels will go 
into fade simultaneously.  
Diversity gain [124][146] is achieved when data signal is transmitted on these 
independent multiple channels in time, frequency and space and proper combining of the 
signals is done at the receiving end. Spatial or the antenna diversity has an edge over time or 
frequency diversity because it does not involve the use of transmission time or bandwidth. 
Space-time coding [146] is one of the techniques that provide the spatial diversity gain in 
systems with multiple antennas at the transmitting end In frequency-selective fading MIMO 
channels, two types of diversities like frequency and spatial diversity can be exploited by 
using space time coding technique. 
 
7.13 Spatial Multiplexing in MIMO-OFDM Systems 
In an OFDM-based MIMO system [146], transmitting independent data streams on a tone-by-
tone basis with the total transmit power split uniformly across antennas and tones perform 
spatial multiplexing. The spatial multiplexing aims at increasing spectral efficiency by 
transmitting independent data streams [124]. Although the use of OFDM eliminates ISI, the 
computational complexity of MIMO-OFDM spatial-multiplexing receivers can still be high. 
This is because the number of data-carrying tones typically ranges between 48 (as in the IEEE 
802.11a/g standard) and 1728 (as in the IEEE 802.16e standard) and spatial separation has to 
be performed for each tone. 
 
7.14 Simulation of STBC OFDM-MIMO Systems 
Here two STBC OFDM-MIMO systems are implemented in Matlab using Rayleigh channel 
and spatial channel models in frequency selective environment. The design parameters for the 
simulation of both the channel models compatible to specification requirement of IEEE 802.20 
are given in Table 7-2 below.  
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Parameters Values 
Channel SCM Rayleigh 
N_blocks 20,000 20,000 
FFT bins 64 64 
Symbols/block 64 64 
Environment flat/freq selective 
fading 
flat/freq selective 
fading 
Antenna spacing 0.5 λ /2 
SNR 1: 40 dB 1: 40 dB 
Carrier frequency 2.4 GHz 2.4 GHz 
Doppler frequency 10/50/100/141.6 Hz 
(63.720kmph) 
100/141.6 Hz 
(63.720kmph) 
Sampling time/symbol 0.2 μsec 0.2 μsec 
Bandwidth 10 MHz 10 MHz 
Modulation order (M) 2,4,16 2,4,16 
Modulation type PSK/QAM PSK/QAM 
Paths/link 2 2/3/4/5 
Subpaths/path 20 - 
GI bits 10 10 
Maximum delay 5μsec 5μsec 
Coding rate ½ Rate convolutional ½ Rate 
convolutional 
Constraint length 3 3 
Trace back length 5* Constraint length 5* Constraint length 
Table 7-2: Simulation Parameters of OFDM-MIMO Systems 
 
 
7.15 STBC OFDM-MIMO systems (Matlab Rayleigh channel model) 
7.15.1 CASE-1 
Here STBC OFDM-MIMO system that significantly increases the bit rate while decreasing the 
co-channel and inter-symbol interference has been implemented in time varying multipath 
Matlab Rayleigh (flat fading and frequency selective faded) channel model. The BER versus 
SNR simulation results implemented in Matlab using Alamouti STBC scheme with different 
number of antennas in order to analyze the diversity effect are shown below in Figure 7.10. 
The design parameters for simulation of the OFDM-MIMO systems implemented are given in 
Table 7-2 above. 
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          Figure 7.10: BER vs SNR over Rayleigh fading Channels 
 
 
7.15.1.1  Simulation results 
Here in this case two systems with antenna configuration as (2x2) and (2x4) have been 
implemented. The nomenclature of the configuration is such that (2x4) system means, 2 
antenna elements are used at transmitting end, while 4 antenna elements have been used at 
receiving end. 
Figure 7.10 shows the simulation results for BER performance characteristics curve 
using OFDM-MIMO (2x2) system in pure Rayleigh channel model with flat fading and 
frequency selective environment.  
The simulation is performed with BPSK modulator. The number of FFT bins used 
are 64 and length of symbols sent per block is also 64. Total numbers of blocks sent per 
iteration are 20,000. From the simulation results it is seen that BER performance in case of flat 
fading environment is better than frequency selective fading environment.  
In case of flat fading environment the BER of 10-5 at SNR of 7.5dB is achieved, 
whereas the same BER of 10-5 is achieved at SNR of 13dB in case of frequency selective 
environment employing 2-paths per link. This performance degradation in case of frequency 
selective fading is due to the effect of multipath with intersymbol interference.  
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In the same graph the BER performance characteristic curve for (2x4) system in flat 
fading environment is also shown, that dictates the improvement in the BER performance of 
the system by using 4-antennas at the receiving end in order to exploit the effect of diversity at 
the receiving end thereby improving the system’s performance.  It is seen that with (2x4) 
system BER of 10-5 is achieved at 6.8dB SNR as compared to (2x2) system where same BER 
was achieved at 7.8dB SNR. There is an improvement of 1dB at BER of 10-5 with (2x4) 
system.  
 
7.15.2 CASE-2 
In this case again (2x2) STBC OFDM-MIMO system is used in frequency selective 
environment of Rayleigh faded channel. Here the BER performance of the system is improved 
by using frequency interleaver in case of 2-paths. Then the same system is implemented with 
3 and 4 paths to see the effect of multipath environment on BER performance. 
The design parameters for simulation of the OFDM-MIMO systems implemented are given in 
Table 7-2 above. 
 
 
 
       Figure 7.11: Multi-Path effect on BER 
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7.15.2.1  Results Analysis 
Here the simulation graph of Figure 7.11 shows the BER performance of 2-Path frequency 
selective Rayleigh faded channel along with guard interval bits. The characteristics curve 
indicates BER of 10-5 at SNR of 13dB. 
In this case it is realized that in order to gain the maximum benefit from frequency 
diversity, frequency interleaver is used along with viterbi-decoder, where it is observed that 
there is significant improvement in BER performance i.e. the same BER of 10-5 is now 
achieved at SNR of 9dB as compared to 13dB without using interleaver thereby giving a 
difference of 4dB improvement at same BER rate.  
In addition to that Figure 7.11 also compares the effect of multipath and is seen from 
simulation results that in this case the BER performance is improved with more number of 
paths as shown in blue and magenta colours. This also verifies the property of an OFDM 
system that it mitigates the effect of multipath. The BER performance with 3 and 4 paths 
could even be improved by using time and frequency interleavers.  
 
7.15.3 CASE-3 
In this case again (2x2) STBC OFDM-MIMO system is used in frequency selective 
environment of Rayleigh faded channel. Here the BER performance of the system is improved 
by using viterbi-decoder and frequency interleaver in case of 2-paths,  
The design parameters for simulation of the OFDM-MIMO systems implemented are given in 
Table 7-2 above. 
 
     Figure 7.12: Comparison of V-decoder and interleavers 
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7.15.3.1  Results Analysis 
Here the simulation graph of Figure 7.12 shows the BER performance of 2-Path frequency 
selective Rayleigh faded channel along with guard interval bits. The characteristics curve 
indicates BER of 10-5 at SNR of 13dB. 
In this case it is realized that in order to gain the maximum benefit from frequency 
diversity, frequency interleaver is used along with viterbi-decoder, where it is observed the 
there is significant improvement in BER performance i.e. the same BER of 10-5 is now 
achieved at SNR of 9dB when using frequency interleaver and 10dB while using viterbi-
decoder as compared to 13dB in case of true Rayleigh faded channel characteristic curve 
without using interleaver thereby giving a difference of 3-4dB SNR improvement at same 
BER rate. This indicates that maximum benefit from frequency diversity is achieved by using 
frequency interleaver. 
Here it is interesting to note that although BER performance is improved by using 
viterbi-decoder but data rate is halved, so there is a compromise between data rate and BER 
performance.  
 
CASE-4 
In this case two (2x2) and (2x4) STBC OFDM-MIMO systems are implemented in frequency 
selective environment of Rayleigh faded channel. Here the BER performance of the system is 
improved by using viterbi-decoder and frequency interleaver in case of 2-paths. The 
performance of (2x2) system is then compared with (2x4) system.   
The design parameters for simulation of the OFDM-MIMO systems implemented are given in 
Table 7-2 above.  
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Figure 7.13: Effect of diversity on BER Performance 
 
7.15.3.2  Results Analysis 
Here since two systems are implemented, the results of (2x2) system are already discussed in 
CASE-3 above. Now the comparison of BER performance is made with (2x4) system. 
From simulation results in Figure 7.13 it is seen that when 4-antennas are used at 
receiving end along with interleavers, BER performance is even improved as compared to 
(2x2) system, where in (2x4) system the BER of 10-5 is achieved at SNR of 8dB. This shows 
an improvement by using 4-antennas at receiving end as compared to 2-antennas and exploits 
the effect of diversity by increasing the order of diversity at receiving end. 
 
 
7.16 STBC OFDM-MIMO systems (SCM) 
7.16.1 CASE-1 
Here a novel and dynamic system using STBC OFDM-MIMO (2x2) technology that takes 
into account the realistic propagation environment by using a realistic spatial channel model in 
flat fading and frequency selective fading environment has been implemented. This STBC 
OFDM-MIMO system significantly increases the bit rate while decreasing the co-channel and 
inter-symbol interference. The BER versus SNR simulation results implemented in Matlab 
using Alamouti STBC scheme with different system parameters in order to analyze the effect 
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of Doppler, modulation schemes and interleavers are shown below in Figure7.14 to       
Figure7.16. 
The design parameters for simulation of the systems implemented are given in the Table 7-2 
above. 
 
 
      Figure 7.14:  BER vs SNR over SCM STBC OFDM-MIMO System 
 
 
7.16.1.1  Results Analysis 
From simulation results of SCM system model it is seen that BER performance is better in 
case of frequency selective fading environment as compared to flat fading environment. 
Where BER of 10-4 at SNR of 5dB is achieved in case of frequency selective fading 
environment and same BER rate is achieved at SNR of 6dB in case of flat fading environment 
with 2-paths per link. This BER performance improvement is achieved due to use of freq/time 
interleavers in case of freq selective fading environment, where BER curve is pulled down 
from flat curve in black colour without using interleavers. 
The simulation results shown are better than AWGN channel because of the use of 
MIMO systems and exploitation of diversity by frequency interleaver. 
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7.16.2 CASE-2 
Here STBC OFDM-MIMO (2x2) system in multipath propagation environment using a 
realistic spatial channel model in frequency selective fading environment with different 
modulation schemes is implemented. The simulation is performed with PSK and QAM 
modulation schemes considering modulation order M as 2, 4 and 16 to see the difference of 
BER performance.  
The design parameters for simulation of the systems implemented are given in the Table 7-2 
above. 
  
 
   Figure7.15: Comparison of Modulation Schemes (SCM) 
 
7.16.2.1 Results Analysis 
The simulation results of the system with different modulation schemes implemented are 
shown in Figure7.15 above.  
It is seen that BER performance in case of QAM is not better than PSK scheme 
because in case of QAM the constellation points lie on square shape. This phenomenon has 
been described in chapter 2, where the power of constellation points is same in case of QPSK 
and 4-QAM but is not same in case of 16 QAM. For 16 QAM the constellation expands and 
power of constellation points on the outer circle is more than unity as compared to points on 
the inner circle. In case of 16 PSK still the power of all constellation points is unity as all 
points are lying on the same circle. As a result when using QAM scheme in case of deep null 
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when the likely point is closer to (0,0) axis will not be able to see the constellation points on 
the outer circle thereby giving more error in the data as seen in Figure7.15 above a black flat 
line with 16 QAM in the simulation result.  
In case of 4 QAM simulation the power is same to all constellation points in one 
square as that of QPSK on a unit circle. Therefore BER performance is better at low SNR but 
at high SNR again BER performance is deteriorated due to multipath effect, rapid change of 
channel characteristics due to high Doppler Effect and poor channel estimation. 
With BPSK modulation scheme the BER of 10-5 is achieved at SNR of 7.8dB, whilst 
comparing QPSK and 4-QAM it is seen that BER of 10-5 is achieved at SNR of 12dB in case 
of QPSK, while same BER of 10-5 at SNR of 17dB is achieved with 4QAM system. This 
difference of 5dB is due to power of constellations points in two modulation schemes. 
It is further realized that in this system 16QAM system does not work because of the 
expansion of constellation and distribution of power to the points. 
 
7.16.3 CASE-3 
Here STBC OFDM-MIMO (2x2) system in multipath propagation environment using a 
realistic spatial channel model and frequency selective fading environment with different 
modulation schemes is implemented. The simulation is performed with PSK and QAM 
modulation schemes considering modulation order M as 2 and 4 to see the difference of BER 
performance while changing the Doppler which makes the channel characteristics to change 
more rapidly.  
The design parameters for simulation of the systems implemented are given in Table 7-2 
above. 
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               Figure7.16: Effect of Doppler on BER (SCM) 
 
7.16.3.1  Results Analysis 
Here the simulation results of the system implemented dictate the effect of Doppler on BER 
performance of the systems with different modulation schemes.  
When QPSK and 4QAM are considered with 10Hz doppler it is seen that QPSK is 
better than QAM due to the power distribution of constellation points as explained above in 
CASE-2 for SCM implementation. 
When QAM is considered with different values of Doppler frequency, it is seen that 
by increasing Doppler the BER performance of the system is deteriorated because of change 
in channel characteristics at high Doppler. 
There is an irreducible BER floor achieved at high SNR due to rapid change in 
channel characteristics and multipath environment implemented. At low SNR the BER 
performance is compatible to 10Hz Doppler but then it is deteriorated.  
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7.17 Spatial correlation in SCM 
In case of SCM implementation, when (2x2) MIMO system is used in case of time varying 
frequency selective channel the coefficients generated for different paths are shown in    
Figure 7.17 below. Here only coefficients of two paths are shown and is observed from 
simulation results of Urban_Micro, Urban_Macro and Suburban_Macro environment as 
shown in    Figure 7.17  that by decreasing the distance between MS antenna elements the 
paths get more and more correlated. When the distance between antenna elements is 
sufficiently apart then the paths are de-correlated. This affects the error rate at receiving end in 
the sense that when paths are correlated, BER performance observed is poor as compared to 
the case when paths are de-correlated and system’s performance is better in terms of BER 
observed at the receiving end. This validates the BER performance results of the systems 
simulation in Figure 7.18 below. 
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   Figure 7.17: Spatial correlation of SCM in different environments 
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7.18 Effect of spatial correlation on BER Performance 
Here in this case frequency selective STBC OFDM-MIMO (2x2) system is implemented using 
SCM model with carrier frequency fc as 2.4GHz and mobile user traveling at speed of 
63.720kmph. Spatial correlation is simulated by varying antenna spacing at MS while spacing 
between antenna elements at BS is kept constant. 
The design parameters for simulation of the system implemented are given in the Table 7-2 
above. 
 
λ
λ
λ
λ
λ
        Figure 7.18:  Effect of spatial correlation on BER  
 
 
7.18.1 Results Analysis 
Figure 7.18 shows the simulation of STBC OFDM-MIMO (2x2) system implemented using 
spatial channel model with different spacing between antenna elements at transmitting end, 
while keeping the spacing of received antenna elements constant. 
It is seen from the simulation results that when the MS antenna spacing is λ5.0  
then BER performance of 10-3 is achieved at SNR of 3dB as shown in red curve that is 
because of the fact that both antennas at MS are widely spaced and signals received are de-
correlated and BER performance is better.  
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When the antenna spacing is decreased the BER performance is deteriorated as 
indicated in simulation results with different curves having different antenna spacing values, if 
the antenna spacing is λ25.0 then same BER of 10-3 is now achieved at SNR of 8dB thereby 
deteriorating the BER performance by almost 5dB.  
This degradation in BER performance mainly happens due to the reason that when 
antennas are closely spaced, signals received by the antennas are severely correlated and both 
antennas at MS see the same fading channel. Hence by decreasing the spacing between 
antennas the bit error rate gets worse due to the effect of correlated received signals.     
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7.19 Summary 
In this chapter the concept of frequency division multiplexing and orthogonal frequency 
division multiplexing is also described along with key components used in the implementation 
of an OFDM system. The essential feature of an OFDM system is that the serial data at the 
input is divided into parallel data and then the same parallel data is transmitted simultaneously 
to achieve the high rate of data transmission. Another advantage of OFDM system observed is 
the division of channel bandwidth into number of sub-channels decreases the bandwidth of 
each sub-channel thereby diminishing the need for use of equalizer at the receiving end.   
 It has also been shown that in order to prevent the orthogonality between the 
subcarriers and prevent the intersymbol interference, the use of guard intervals is necessary. 
Different simulations of OFDM and OFDM-MIMO systems have been implemented using 
Matlab Rayleigh and Spatial Channel models to compare the results of performance of 
systems in repect of BER. In order to avoid the delay spread that gives rise to intersymbol 
interference, guard interval bits were used and in order to overcome the problem of timing 
synchronization, channel estimation was used by the pilot assisted symbols. Channel 
estimation plays a vital role in all forms of coherent communication system.  This is especially 
true for MIMO systems, where multiple transmitters communicate, simultaneously, with 
multiple receivers. The importance of coding and interleaving in frequency selective fading 
channel was examined by implementing the techniques such as viterbi-decoding, time 
interleaving and frequency interleaving to improve the system performance in terms of BER, 
which is shown with the help of simulation graphs.  
The effect of Doppler and spatial correlation on BER performance of OFDM system 
has also been demonstrated with the help of simulations. It has been shown that by increasing 
Doppler the BER performance of the system is degraded. If the antenna spacing between the 
antenna elements is decreased the degradation in BER performance is observed which mainly 
happens due to the reason that when antennas are closely spaced, signals received by the 
antennas are severely correlated and both antennas at Mobile user see the same fading 
channel. Hence by decreasing the spacing between antennas the bit error rate gets worse due 
to the effect of correlated received signals.   
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Chapter 8 
 
8 Summary and Conclusions 
 
This thesis has been concerned with exploitation of diversity offered by the channel. The 
diversity could be space diversity that is exploited by a smart communications system using 
different techniques such as i) SDMA that forms highly directional beam towards wanted user 
and a null towards an interferer thereby isolating them in space ii) MIMO systems that uses 
dumb antennas and clever signal processing at the receiving end to resolve the problem of 
interference iii) Time diversity is exploited by the opportunistic communication system using 
omnidirectional and an adaptive antennas, that transmits to a user only when the channel 
conditions to that particular user are good.  Frequency diversity is exploited by OFDM and 
OFDM systems. Finally a new system has been developed that uses a novel combination of 
smart antenna MIMO techniques based on OFDM technology using a realistic channel model 
that provides an advanced system configuration, which could be exploited by IEEE 802.20 
user specification approach for broadband wireless networking.   
 
8.1 Summary of the work 
Chapter one described the evolution of the wireless communications and requirements for the 
fourth generation wireless cellular systems. A brief description of the different multiplexing 
techniques such as FDMA, TDMA, CDMA and WCDMA used in wireless communication 
systems was also covered. In addition this chapter covered research work already carried out 
using smart antennas in SDMA and MIMO techniques employing STBC and BLAST systems. 
Finally aims and objectives of the Thesis were given in the same chapter. 
In chapter two the mechanism of transmission through the mobile radio channel, modelling 
digital communication system, deterministic and stochastic model of digital communication 
system and computer simulations of digital communication systems have been described. It 
was shown with the help of simulations how the multipath phenomenon severely degrades the 
quality of the transmitted signal and affects the performance of a digital communication link. 
The worst scenario of a mobile radio channel is when there is no line of sight in which case 
the channel is considered to be a Rayleigh faded channel. The multipath effect is worsened 
when the mobile user is moving due to the Doppler spread thereby making it difficult for the 
receiver to track the carrier frequency of the transmitted signal. In wideband systems, the 
phenomenon of multipath gives rise to intersymbol interference and imposes a constraint on 
the maximum transmission rate thereby reducing the performance of a system in terms of 
BER. Intersymbol interference can be reduced by the use of guard intervals and different 
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techniques like error correction coding and interleaving may be used to achieve the acceptable 
performance of communication link in terms of bit error rate. The concept of line of sight and 
plane earth propagation is also described and path loss variation has been described as to how 
does it vary with increase in distance between transmitter and receiver. The signal fading 
resulting from the distance travelled by the signal and the multipath effect may be divided into 
two categories, namely, fast fading and slow fading. Fast fading refers to the instantaneous 
changes in the signal’s amplitude and may be approximated to be Rician if line of sight exists, 
otherwise Rayleigh distributed in case of non line of sight environment. Slow fading, on the 
other hand, refers to the variations in the average signal’s field strength and may be 
approximated to have a log normal distribution.  
The COST 207 channel’s delay profiles for a typical urban and hilly terrain environments 
have been outlined for a discrete GWSSUS tapped delay line channel model. The time varying 
properties of the channel is modelled by generating time varying complex multiplicative 
coefficients. These are produced by using pairs of uncorrelated AWGN generators, where 
each pair represents the real and imaginary part of one coefficient. The Doppler Effect is 
simulated by passing the coefficients through a low-pass filter with a frequency response 
defined by the Doppler spectrum. Spatial channel model has also been described in detail 
along with advantages and weaknesses of the model.    
A number of techniques like equalisation, convolutional coding, multicarrier 
modulation and interleaving for combating the channel’s imposed limitations have been 
briefly reviewed and demonstrated with the help of simulation results that there is significant 
improvement in performance of a system by using convolutional encoder with different 
constraint lengths. A spatial channel model considered as realistic physical channel model has 
the capability of configuring the system with multiple antenna elements at transmitting and 
receiving end with applicability in different outdoor propagation like urban micro, suburban 
macro and urban macro environments has been described in detail along with factors that form 
the basis of selection of the channel model. 
In chapter three method of conventional beamforming with the help of array processing 
starting with fundamentals of antenna elements and covering the description of spatial 
matched filter and optimum beamformer techniques using ULA were developed. A model for 
spatial signal received by ULA is presented with simulations. The concept of beamforming 
with the help of spatial matched filter, which maximises the gain in the direction of wanted 
user, is discussed along with simulation results presented. It is observed that spatial matched 
filter is only used to form main beam in the direction of a wanted user by increasing the gain 
and makes no attempt to not null out the interferer at all. In addition to that optimum 
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beamforming technique is also discussed that cancels the interferer by placing a null in the 
direction of an interferer and does not cater for the main beam to be directed towards the 
wanted user. The method for optimisation of weights for spatial matched filter and optimum 
beamformer is also presented in this chapter. Difference between spatial matched filter and an 
optimum beamformer has been shown with help of simulation results that give the graphs of 
isolation of wanted user from interferers operating from closer and farther angular positions. It 
is observed from the simulation results that it is important to recognise that the optimum 
beamformer makes no attempt to form main beam by maximising the gain in the wanted 
direction but to null out the interfering signals.  
In chapter four different adaptive algorithms such as the LMS, NLMS and RLS 
algorithms have been implemented to get the optimum output by forming main beam pattern 
in wanted direction while nulling out the interferers. A comparison and result analysis of all 
the algorithms is also described after the simulation of these algorithms to see the efficiency 
and performance of each algorithm in terms of convergence to get the optimum output. It is 
observed that rate of convergence of each adaptive algorithm is dependent on the value 
defined for the forgetting factor which needs to have a small value in the range of 0 to 1. The 
convergence of RLS algorithm is quite fast compared to LMS and NLMS algorithm because 
of the involvement of computational complexity of correlation matrix R. In this chapter it is 
also highlighted that while implementing block adaptive method (SMI), the number of 
samples needed to obtain the correlation matrix, (i.e. the array support) is very important. 
When fewer samples are used, the estimate of  becomes progressively poorer and this 
impacts on the computation of the optimum weight vector. The sidelobe structure becomes 
increasingly random and the depth of the null in the direction of the interferer also becomes 
much reduced. In addition to that simple genetic algorithm is also implemented. Finally novel 
method of RLS based genetic algorithm is implemented to show the simulation results for 
forming deep nulls in the direction of interferers operating from closer angular distances about 
5
ni+R
ο apart from each other, which can not be achieved with traditional gradient based search 
algorithms. The implemented RLS based GA has proved to be successful, where the algorithm 
places deep nulls very quickly by minimising the output power to reject the interferers. 
Chapter five covers the opportunistic communications systems, where resources are 
allocated to the users depending upon the condition of channel. Different scenarios of 
opportunistic communication systems have been implemented. Where common and dedicated 
links in flat fading, non frequency selective and frequency selective fading environments using 
omni-directional and adaptive antennas are implemented in order to see the effect of BER 
performance with different antenna design in flat fading and multipath fading environment to 
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be compared with the ideal characteristic curve of additive white Gaussian noise channel. 
Here degradation of BER performance due to the amplitude distortion and phase rotation of 
the signal in the channel was rectified with implementation of different techniques using zero 
forcing equalizer to improve the BER performance of the system. The simulations are 
implemented using Matlab Rayleigh and spatial channel models to compare the BER 
performance of both channels. It is observed that under all circumstances  opportunistic 
systems have better BER performance than non-opportunistic systems and in some cases the 
performance of an adaptive antenna is better than omnidirectional antenna when operating in 
multipath frequency selective environment with three co-channel users communicating with 
common BS. In addition to that simulation for correlated channels have also been 
implemented to see the effect of BER performance of the systems and is observed that if the 
channels are correlated there is degradation in the BER performance of the system.   
In chapter six different types of MIMO systems are covered and then implemented to 
investigate the effect of diversity on the performance of MIMO systems in terms of BER. The 
space time block coded system and Layered space time architecture systems with different 
parameters of multipath channels are implemented to compare the performance of both 
systems. Simulations of Matlab Rayleigh and Spatial channel models using MIMO systems 
have been implemented to show the BER vs SNR performance of the systems. From 
simulations it is observed that BER performance is significantly improved with MIMO 
systems as more number of antennas are used to exploit the effect of diversity in the system. It 
is also observed from simulations, that by using layered space time architecture the BER 
performance with MIMO systems is not improved much as compared to STBC systems but 
data rate in that case is doubled due to multiplexing of data at the transmitting end. It is also 
seen from the simulations that overall LST systems using interference suppression and 
successive cancellation technique have better BER performance than systems without 
cancellation of interference. It is worth to note that STBC systems are better if BER 
performance improvement is required for fixed data rate, while LST systems are better for 
improvement of data rate depending on the number of transmit antennas as the data on all the 
transmit antennas is multiplexed. 
In chapter seven transmission of signal through mobile radio channel is described under 
different environments like flat fading and frequency selective fading. The effect of an 
environment when there is no LOS and user is affected due to multipaths in the environment  
is covered and is observed that multipath effect gives rise to intersymbol interference as a 
result the transmission rate is affected. It has also been shown that in order to prevent the 
orthogonality between the subcarriers and prevent the intersymbol interference, the use of 
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guard intervals is necessary. In addition to that a situation is also covered when the user is 
moving and due to the Doppler Effect the BER performance is deteriorated since is difficult 
for the receiver to track the channel characteristics of fast moving channel. The concept of 
frequency division multiplexing and orthogonal frequency division multiplexing is also 
described along with key components used in the implementation of an OFDM system. 
Different simulations of OFDM MIMO and OFDM MIMO systems have been implemented 
using Matlab Rayleigh and spatial channel models. The importance of coding and interleaving 
in frequency selective fading channel was examined in addition to that techniques such as 
viterbi-decoding, time interleaving and frequency interleaving have been implemented to 
improve the system performance in terms of BER, that is shown with the help of simulation 
graphs. The effect of Doppler and spatial correlation on BER performance of OFDM system 
has also been demonstrated with the help of simulations. It has been shown that by increasing 
the Doppler and decreasing the spatial distance between antenna elements the BER 
performance of the system is degraded. The degradation in BER performance mainly happens 
due to the reason that when antennas are closely spaced, signals received by the antennas are 
severely correlated and both antennas at mobile station see the same fading channel. Hence by 
decreasing the spacing between antennas the bit error rate gets worse due to the effect of 
correlated received signals.   
 
8.2 Future Work 
The considerations for future work are presented below: 
a. Novel system model developed can be practically implemented and introduced as a 
system level simulator. 
b. A system could be implemented to optimise the selection of different diversity 
systems like SDMA, MIMO, and OFDM or coded OFDM depending upon the 
existing environments dictated by the channel conditions. 
c. The SCM model can be used with the implemented system by incorporating the far 
scatterer clusters into account. 
d. Neural network algorithms may be used to recognise the pattern of selection of 
various diversity systems implemented. 
d. Using same implemented system the spatial temporal correlation properties of the 
SCM model can be compared with other outdoor channel models.    
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