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Collisions involving Rydberg atoms reveal detailed information on the state of a background
medium and can be used as diagnostic probes of temperature and density distributions in a
neutral or ionized gas. Spectroscopy of Rydberg atoms in highly excited states reveals the
interaction of the Rydberg electron with core electrons, including relativistic effects, and can
be used for precise determination of fundamental constants. The advent of ultracold trapping
and cooling methods in the last three decades has ushered in a new paradigm in Rydberg
physics control and manipulation. The concept of the Rydberg blockade, for instance, al-
lows for precise control of long-range dipolar interaction between atoms, creation of correlated
many-body wave functions, and realization of macroscopic quantum entanglement and quan-
tum logic operations. The formation of a new class of Rydberg molecules arising from ground
and Rydberg atom collisions can be used to manipulate electron-atom scattering phase shifts,
form and manipulate molecules with enormous permanent electric dipole moments, study Ry-
dberg chemistry at the ultracold, and realize macroscopic quantum polaronic systems. In this
thesis, I will investigate charge transfer from covalent ground-Rydberg collisions to form heavy
ion pair states. In another related study, I explore the formation of spin-mixed ultralong range
Rydberg molecules, by accounting for spin-dependent relativistic fine and hyperfine interac-
tion. Such studies help to not only explain experimental observations, but also point to how
molecular reactions can be controlled using small electric or magnetic fields.
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Chapter 1
Introduction
Rydberg atoms are objects of intense and current interest for studies of long-range, strongly
interacting systems [1, 2], and of coherent control of atomic and molecular reactions [3, 4,
5, 6, 7, 8, 9, 10]. This is due to the fact that the atoms possess many “extreme” properties,
from large polarizabilities and transition dipoles to shrinking binding energies and spontaneous
emission rates. A summary of the scaling of some of these properties with principal quantum
number n is given in Table 1.1.
As a result, Rydberg atoms are highly tunable systems, and a slight modification to the prin-
cipal affords a massive degree of system tunability. Conversely, this tunability can be used as a
probe of the atom’s surroundings, both in terms of ambient electromagnetic fields or surround-
Table 1.1: A summary of the scaling of various Rydberg atom properties with principal quantum
number n [11]
binding energy n−2
level spacing n−3
polarizability n7
transition dipoles between neighboring electronic states n2
van der Waals coefficient n11
atomic radius n2
radiative lifetime n3
dipole-dipole interaction n4
1
Figure 1.1: Line shifts with low (lower lines) and high (upper lines) background gas pressure,
from original paper by Amaldi and Segrè [12]. Note that Rydberg electron-atom collision induce
not only line shifts, but line broadening as well.
ing gases. The first work to study the effect of Rydberg atom-ground state atom interactions
was done by Amaldi and Segrè [12], with accompanying theory by Enrico Fermi [13]. Collec-
tively, they observe and explain pressure-sensitive shifts to the Rydberg line series, effectively
measuring the electron-ground state atom scattering length.
With the advent of the tunable dye laser (thus enabling efficient and precise production
of Rydberg atoms with specific principal and angular momentum), studies of Rydberg atom
interactions saw a resurgence. Much of this work focused on the interaction of Rydberg atoms
with radiation, both in an astrophysical [14], and laboratory context [15]. Other important
studies used Rydberg atoms as useful benchmarks for fundamental physics, notably in ex-
periments aimed at high-precision measurements of fundamental constants, e.g. the Rydberg
constant [16, 17]. Seminal work on the interaction of Rydberg atoms with other atoms was
done in the group of Haroche, who was the first to study dense Rydberg gases [18]. Haroche
and others would go on to exploit the Rydberg atom in many studies of atom-photon interac-
tions, both within cavity QED experiments [19], and as a probe of superradiance [20, 21],
Still more control was gained by the advent of ultracold atom trapping and control tech-
niques [22]. Full quantum coherence, coupled with the Rydberg atom’s unique tunability, has
had significant implications for quantum information, where the nature of Rydberg-Rydberg or
Rydberg-photon interactions may be exploited to produce quantum gates [23, 24, 25]. The
strong, long-range interaction of Rydberg atoms—scaling as 1
R3
for internuclear distances R
2
on the order of twice the Rydberg atomic radius, and 1
R6
for longer distances—leads to the
“Rydberg blockade,” where within a blockade radius, only one atom may be excited to a Ryd-
berg state. Details of these gates, and the Rydberg blockade which makes them possible, are
given in Appendix A. The blockade has allowed for the creation of macroscopic entanglement
between two Rydberg atoms [26, 27], as well as explorations into the production of exotic
matter, including ultracold neutral plasmas [28].
Rydberg atoms also make for an interesting testbed in many-body physics, where a Ryd-
berg atom is capable of interacting strongly and at long range with many other atoms in a con-
densate. A scheme to simulate spin-lattice physics with arbitrary n-body interactions has been
proposed which exploits the tunable long-range interactions between Rydberg atoms [29].
Much recent work has been devoted to understanding Rydberg polarons [30], and experimen-
talists have even been capable of producing strongly interacting photons through EIT-mediated
Rydberg-photon interactions [31]. The latter work suggests the possibility for all-photon quan-
tum computation in the future.
Rydberg physics also has applications within chemistry, where Rydberg atoms or molecules
are central intermediate states in resonance ionization spectroscopy [32]. Additionally, a num-
ber of coherent control schemes depend on the high polarizability of Rydberg states to steer
an excited wavepacket into a desired final state [33, 34].
The focus of this thesis is on Rydberg molecules, which, very broadly defined, are molecules
with one or more highly excited electrons. They may form as a combination of a Rydberg atom
and a ground state atom [35, 36, 37], or between two excited state atoms [38]. In the former
case, the Rydberg atom-ground state atom interaction can be understood as a scattering of
the Rydberg electron (generally approximated as a free electron) from a ground state atom.
Within this picture, many bizarre and interesting molecules have been predicted and detected,
including the “trilobite” [36, 39], and “butterfly states” [37].
This thesis focuses on molecules formed via Rydberg atom-ground state atom scatter-
ing. In chapter 2, we review in greater detail the history of Rydberg physics, its astrophysical
3
relevance, and the basic formalism of quantum defect theory. In chapter 3, we review scat-
tering theory and explain its relevance to Rydberg molecular physics. We also review the
Born-oppenheimer approximation and the Landau-Zener formula—both key components to
our calculations. In chapter 4, we describe how one may increase the efficiency of ion pair
production via resonant charge-transfer from covalent Rydberg states [40]. In chapter 5, we
describe how spin-dependent effects arising from the Rydberg electron spin-orbit interaction
and the ground state atom valence electron hyperfine interaction have a significant impact on
the formation of Cs Rydberg molecules [41]. Jointly, these discoveries illustrate the continu-
ing flexibility of Rydberg systems, and suggest several new possibilities for further Rydberg
research.
4
Chapter 2
The Rydberg Atom
2.1 A Brief History of Rydberg Spectroscopy
2.1.1 First Experimental Findings
The history of spectroscopy began in 1885 with the work of Swiss mathematician and schoolteacher
J. J. Balmer. In his 1885 publication, Notiz über die Spectrallinien des Wasserstoffs [42],
Balmer takes the experimental data of several groups (including both laboratory and astro-
physical observations) on the lines of hydrogen to glean the following formula
λ ∝ m
2
m2 − n2 (2.1)
where n = 2, and m is an integer greater than 2, encompasses the primary lines in the visible
range. This result is all the more remarkable given the sparsity of data to which Balmer fit (see
Fig 2.1).
In 1906, Theodore Lyman would discover the Lyman series (corresponding to n = 1 in
the ultraviolet range) [43], and in 1908 Friedrich Paschen would discover the Paschen series
(corresponding to n = 3 in the infrared range) [44]. These various lines could be collectively
5
Figure 2.1: Data from which Balmer hypothesized his original formula
described by the Rydberg formula
1
λ
∝ ( 1
m2
− 1
n2
) (2.2)
which was introduced in 1890 (see Rydberg’s handwritten notes in Fig. 2.1.1) [45, 46].
By then there were sufficient data to demonstrate the validity of Eq. 2.2 for elements in
groups I, II, and III, but Rydberg wrote that “there is, however, no reason to doubt that the laws
I have found can be applied in the same way to all elements” [45]. For a infinitely massive
nucleus, the proportionality constant R∞ in Eq. 2.2 is [47]
R∞ =
mee
4
820h
3c
= 1.0973731568539(55)× 107m−1 (2.3)
6
Figure 2.2: Rydberg’s notes, in which he writes the original, eponymous formula [46]
2.1.2 Rutherford and the planetary model of the atom
While highly useful on its own for classification of spectra and identification of species from
their observed spectra, the formula would not get any theoretical justification until the structure
of the atom was better understood. The investigation of the atom began in earnest in the next
century, however. In 1909, the Geiger-Marsden gold-foil experiment (sometimes referred to as
the Rutherford gold-foil experiment, as it was performed at the behest of Ernest Rutherford)
invalidated his former teacher J. J. Thomson’s plum pudding model of the atom [48, 49] 1. J.
J. Thomson had previously posited that various “corpuscles” within the atom (today’s protons
and neutrons) were packed near-uniformly throughout the atomic volume (see Fig. 2.1.2).
Somewhat on a whim, Rutherford instructed Geiger and his student Marsden to investigate
the effect of α-particle collision on a thin film of matter. Rutherford relates the history of this
experiment [50]:
One day Geiger came to me and said, “Don’t you think that young Marsden, whom
I am training in radioactive methods, ought to begin a small research?" Now I had
thought that too, so I said, "Why not let him see if any α-particles can be scattered
1The role that Rutherford played in demystifying the atomic structure is all the more remarkable when one
considers that, just shortly before, Rutherford was awarded the Nobel prize in chemistry for his work on the
disintegration of the nucleus and the nature of radioactivity
7
Figure 2.3: Structure of corpuscular rings calculated by J. J. Thomson, prior to Geiger/Mars-
den/Rutherford’s discovery of the compacted nucleus
through a large angle?" I may tell you in confidence that I did not believe that they
would be, since we knew that the α-particle was a very fast massive particle, with
a great deal of energy, and you could show that if the scattering was due to the
accumulated effect of a number of small scatterings the chance of an α-particles’s
being scattered backwards was very small. Then I remember two or three days
later Geiger coming to me in great excitement and saying, "We have been able to
get some of the α-particles coming backwards..." It was quite the most incredible
event that has ever happened to me in my life. It was almost as incredible as if you
fired a 15-inch shell at a piece of tissue paper and it came back and hit you.
Perhaps if Marsden had been more busy, we’d be studying the interaction of Rydberg atoms
with atomic corpuscles.
It is Rutherford who first uses Geiger/Marsden’s data to test the possibility of an atom
consisting of a oppositely charged nucleus and electrically charged cloud [51]. Rutherford was
however not the first to consider such a structure for the atom; Rutherford himself mentions
work by Nagaoka six years earlier that hypothesizes a “Saturnian” model for the atom, and
8
Nagoka in turn references previous work done by Maxwell [52]. Nagaoka writes:
The system, which I am going to discuss, consists of a large number of particles
of equal mass arranged in a circle at equal angular intervals and repelling each
other with forces inversely proportional to the square of distance; at the centre of
the circle, place a particle of large mass attracting the other particles according
to the same law of force. If these repelling particles be revolving with nearly the
same velocity about the attracting centre, the system will generally remain stable,
for small disturbances, provided the attracting force. The system differs from the
Saturnian system considered by Maxwell in having repelling particles instead of
attracting satellites. The present case will evidently be approximately realized if
we replace these satellites by negatives electrons and the attracting center by a
positively charged particle.
Therefore, while the “planetary” model for the atom had been proposed before Rutherford’s
seminal paper, it was certainly not put on such an experimentally rigorous footing before
Rutherford.
2.1.3 The Bohr Model
All is well until one begins to calculate. The trouble remained that, if the atom were indeed
a negatively charged particles accelerating classically about a positively charged nucleus,
Maxwell’s equations would demand that the system radiate away its energy immediately. Some
explanation for the nonzero minimum energy of the atom was due, and it came from Niels Bohr.
In 1913, Bohr, inspired by Planck’s quantized model for radiation [53, 54], reasoned that the
action associated with a given electronic orbit could only take multiples of a particular quantum.
He postulated:
• Hydrogen has only a single electron
• Different quantized atomic states correspond to different circular orbits about the nucleus
9
With these basic assumptions, Bohr is able to reproduce Eq. 2.2. It may well be considered
the first fundamental, theoretical foray into spectroscopy, and, despite its shortcomings, is
successful at reproducing the 1
n2
scaling with principal quantum number n associated with the
quantized Coulomb potential.
Bohr’s model has some significant shortcomings, and fails to explain the spectra of larger
atoms, field-induced effects, and fine and hyperfine structure. These were addressed indepen-
dently by Pauli’s matrix-based approach to the quantum theory, and Schrödinger’s wave-based
approach. Both Pauli and Schrödinger independently arrived at solutions to the hydrogen atom
that reproduce the Rydberg lines [55, 56]. The Schrödinger solution ψnlm, takes the form:
ψnlm = Rnl(r)Ylm(θ, φ) (2.4)
The Radial component Rnl(r) takes the form
Rnl =
√
(
2Z
naµ
)3
(n− l − 1)!
2n[(n+ l)!]
e
−Zr
naµ (
2r
naµ
)lL2l+1n−l−1(
2Zr
naµ
) (2.5)
where L2l+1n−l−1 are the generalized Laguerre polynomials, aµ =
~
αµc
, where µ is the reduced
mass of the electron nucleus system, Z is the nuclear charge, α is the fine structure constant,
and c is the speed of light.
The spherical harmonics have the form
Ylm(θ, φ) = (−1)m
√
(2l + 1)
4pi
(l −m)!
(l +m)!
Pml (cos θ)e
imφ (2.6)
where Pml are the associated Legendre polynomials.
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2.2 Astrophysical Relevance
Rydberg atoms are more than just a laboratory curiosity; in fact, they are one of the more curi-
ous features of the interstellar medium. The interstellar medium is typically unfriendly to many
molecules, due to constant bombardment by ionizing radiation, supersonic gas flows, shock
waves, expanding H II regions, and remnants of supernova explosions. Despite that, inter-
stellar space is, relative to our own environment, quite cold and dilute. For this reason, when
Rydberg states do form, they are less liable to collision-induced decay then their Earth-bound
counterparts might be. Astrophysical Rydberg atoms have been observed with principals as
high as n = 1009 [57].
Moreover, the fact the Rydberg spectra can be known highly exactly, and the fact that
they occur in the radio regime, makes them highly useful for characterization of elemental
concentrations in various gaseous clusters.
Within the interstellar medium, Rydberg atoms typically form via radiative recombination—
that is, an electron will collide with a cation and emit a photon
H+ + e− → H(nl) + ~ω (2.7)
where, for hydrogen, ~ω = e + IPn where e is the kinetic energy of the electron and IPn =
~cR∞
n2
is the ionization potential for the n-th principal in hydrogen. Here, c is the speed of light
and R∞ is the Rydberg constant. This process can occur for either high or low n, resulting in
radio or optical lines, respectively.
For radio lines, the velocity distribution of incident electrons is assumed to be thermal; thus,
the velocity distribution is Maxwell-Boltzman
f(v) =
√
(
m
2pikBT
)34piv2e
− mv2
2kBT (2.8)
Taking this velocity distribution with the velocity dependent recombination cross-section σ(nl|v)
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(as calculated in [58], [59]), we may compute the recombination rate coefficient
α(nl;T ) =
∫
f(v)vσ(nl|v)dv (2.9)
Thus, the relative weights of different Rydberg states can be predicted by detailed balance. At
low temperatures, α scales as n−1T−
1
2 , whereas at high temperatures, it scales as [60, 59, 61]
α(n;T ) ≈ T− 32 ln(n2T ) (2.10)
In lower density plasmas, the process described by Eq. 2.7 is less significant. More signif-
icant is the process
H+ +H(nl)→ H+ +H(n′l′) (2.11)
as investigated in [62], where it was discovered that these collision regulate the populations of
different l levels. The process
e− +H(n)→ H+ + e− + e− (2.12)
was investigated in the same work [62], and found to regulate the population of different n
levels. Rate coefficients for excitation, ionization, and three-body recombination (a chief source
of thermalization in ultracold plasmas) were calculated for highly excited Rydberg atoms in
[63, 64]. The earliest observations of astrophysical Rydberg atoms were in H II clouds (that
is, clouds primarily consisting of ionized hydrogen atoms). These were predicted in [65], and
reported in [66, 14].
Rydberg physics later found use in measurement of the relative abundance of helium to
hydrogen in these clouds, as performed in [67, 68]. Rydberg atoms also occur in planetary
nebulae—clouds of ionized gases more dense than the surrounding medium, formed from late-
stage red giant stars. Measurements of radio recombination lines in NGC7027 were reported
in [69]. Hydrogen is not the only element to exist in a Rydberg state in the interstellar medium.
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Recombination lines in carbon were first reported in [70]. Even heavier elements (chiefly
sulfur [71]) were seen in NGC2024 and W3, as reported in [72], and Orion A [73]. The physics
of optical recombination lines has been studied in [74, 75, 76], with observations reported in
the Orion Nebula and NGC7027 in [77].
In fact, the largest atoms ever observed were astrophysical; in 2007, the UTR- telescope
near Kharkov found evidence of ∆n = 4 transitions in carbon up to principals of n = 1009 in
the Perseus arm at the front of the CasA supernova remnant [57].
2.3 Quantum Defect Theory
In the ab initio study of the Rydberg atom, it is sensible to split the problem into two separate
ones—that of the core electrons and nucleus (i.e., the singly ionized core), and that of the ex-
cited Rydberg electron. This is reasonable due to the large discrepancy between the Rydberg
and core electron wavelengths, due to their proximity (and lack thereof, respectively) to the ion-
ization threshold. If we ignore effects stemming from polarization of the core induced by the
Rydberg electron, we may assume that the Rydberg electron interacts with a completely frozen
core, whose properties will be independent of energy of the Rydberg electron. Thus, the Ryd-
berg electron calculation becomes that of a single electron problem in an energy-independent
potential that takes the asymptotic form
V (r) = −e
2
r
, r →∞ (2.13)
due to the presence of the frozen, unpolarized core (e is the electron charge, r is the Rydberg
electron’s distance from the nucleus).
It is clear both that the Rydberg electron wavefunction will bear similarity to the solution
for the Hydrogen-like atom (Eq. 2.5), and that WKB and classical approximations will become
progressively more accurate with increasing Rydberg electron energy (due to progression to-
wards the classical limit).
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Of course, Eq. 2.13 cannot hold exactly, as the Rydberg core is neither frozen nor point-like.
The more general form of the potential is
V (r) = −1
r
+
l(l + 1)
2r2
+−1
2
(
αd
r4
− αq
r6
) +O(r−8) (2.14)
where we have used atomic units. Here l(l+1)
2r2
is the effect from the centrifugal barrier for a
Rydberg electron with angular momentum l, αd
r4
is the contribution from the induced electric
dipole in the adiabatic picture (where the Rydberg electron’s position is regarded as a slow
parameter), and αq
r6
is the sum of the induced electric quadrupole, and several non-adiabatic
effects from the reduced dipole. The derivation and form of these terms is given in [78].
Evaluating the energy shift within zeroth order perturbation theory, we have
∆En =
∫ ∞
0
drr2Rnl(r)
(
−1
2
(
αd
r4
− αq
r6
)
)
Rnl(r) =
2R∞µl
n3
(2.15)
where R∞ is the Rydberg constant, and
µl =
3αd
4l5
+
35αq
16l9
(2.16)
remembering that the unperturbed energy of the hydrogen atom is
En = −R∞
n2
(2.17)
we have
Enl = −R∞
n2
+
2R∞µl
n3
(2.18)
which is in turn the Taylor expansion of
Enl = − R∞
(n− µl)2 (2.19)
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for small µl.
This suggests that the effect of polarization on the line positions retains the pattern de-
scribed by Balmer, only with effective principal quantum numbers reduced by an amount µl,
which decreases sharply with increasing angular momentum l. µl is the quantum defect, and
will enable us to study Rydberg electrons in multi-electron atoms in an ab initio fashion to very
high accuracy.
If we ignore the polarization terms αd, αq, we come to the equation
(− ~
2
2m
∇2 − 1
r
+
l(l + 1)
r2
)ψ = Eψ (2.20)
where the energy associated with angular momentum is contained in the angle-independent
1
r2
centrifugal energy term. The effect of the quantum defect is then introduced by letting E
take the form given in Eq. 2.19.
−1
2
d2ψ(r)
dr2
− 1
r
ψ(r) +
l(l + 1)
r2
ψ(r) +
1
2(n− µ)2ψ(r) = 0 (2.21)
We make the transformations l 7→ l∗ + 1
2
, r 7→ (n−µl)
2
z
d2ψ(z)
dz2
+
n− µl
z
ψ(z) +
1
4
− l∗2
z2
ψ(z)− 1
4
ψ(z) = 0 (2.22)
which is simply the Whittaker equation. This will admit solutions
e(−
z
2
)zµ+
1
2 1F1(µ− κ+ 1
2
; 1 + 2µ; z) (2.23)
e(−
z
2
)zµ+
1
2U(µ− κ+ 1
2
; 1 + 2µ; z) (2.24)
where 1F1 and U are Kummer’s and Tricomi’s confluent hypergeometric function. Kummer’s
function will diverge as r →∞, and thus we may take only the second solution as the analytical
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solution to the single-channel quantum defect theory.
More generally, the solution to the Schrödinger equation for a central potential can be
represented in a basis of regular and irregular Coulomb wavefunctions (f and g respectively),
such that
ψ =
1
r
(f(E, l, r) cospiµl + g(E, l, r) sinpiµl) (2.25)
This is the starting point for most descriptions of quantum defect theory, including Seaton’s [79].
A simple rearrangement allows us to view µl as a scattering phase shift, and ψ as a scattering
wavefunction
ψ =
cos piµl
r
(f(E, l, r) + tan piµg(E, l, r)) (2.26)
f and g have the forms
f(E, l, r) = (2r)(l+1)e−
r
κ
1F1(l + 1− κ; 2l + 2; 2rκ )
(2l + 1)!
(2.27)
g(E, l, r) =
Γ(l + 1− κ)
piκl
(Wκ,l+ 1
2
(
2r
κ
) + (−1)lSΓ(l + 1 + κ)
2(2l + 1)!
Mκ,l+ 1
2
(
2r
κ
)) (2.28)
where Mk,µ(z), Wk,µ(z) are the Whittaker functions
Mk,µ(z) = e
− z
2 z
1
2
+µ
1F1(
1
2
+ µ− k; 1 + 2µ; z) (2.29)
Wk,µ(z) = e
− z
2 z
1
2
+µU(
1
2
+ µ− k; 1 + 2µ; z) (2.30)
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Figure 2.4: f(−.26, 0, r) (solid) and g(−.26, 0, r) (dashed); above threshold, solutions oscillate,
asymptotically to a fixed phase separation as r →∞.
S and κ have the forms [80] 2
S =

cos (pi|E|− 12 ), if E < 0 and r > 0
0, if E < 0 and r < 0
epie
− 12 , if E > 0 and r > 0
e−pie
− 12 , if E > 0 and r < 0
(2.31)
κ =

i√
E
, if E > 0
−1√−E , if E > 0 and r < 0
1√−E , if E > 0 and r > 0
(2.32)
It is of course the case that, at large r (i.e., at large distance of the Rydberg electron from
the nucleus and core electrons), the angular momentum of the Rydberg core and the Rydberg
electron are separately conserved. Therefore, we may conceive of a basis ψi consisting of
a product the asymptotic electronic eigenvectors and the (N − 1)-electron wavefunction de-
2Here we adhere to the notation used in [80] even though, of course, we only care about the case where r > 0
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Figure 2.5: f(−.26, 0, r) (solid) and g(−.26, 0, r) (dashed); below threshold, solutions become
exponential in the classically forbidden region.
scribing the Rydberg core (for an N -electron atom). At short range (up to a chosen radius
rc), however, the problem remains a full N -electron one. The eigenvectors resulting for this
short-range problem will be denoted φα. ψi and φα both form, in principle, complete basis sets,
and therefore the full wavefunction can be represented
Ψ =
∑
i
Aiψi =
∑
α
Bαφα (2.33)
At all ranges, ψi, φα can be written in a basis of Coulomb wavefunctions
ψi =
1
r
(χif(Ei, l, r) cospiνi − χig(Ei, l, r) sinpiνi) (2.34)
φα =
1
r
(∑
j
Ujαχjf(Ei, l, r) cospiµα −
∑
j
Ujαχjg(Eα, l, r) sinpiµα
)
(2.35)
Here χi is the combined core wavefunction (including spin and angular momentum) and angu-
lar momentum (including spin) Rydberg wavefunction, which fully separates from the Rydberg
electron radial solution at long range (as in Eq. 2.34) but not at short range (as in Eq. 2.35).
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The coefficients Ai and Bα are related by
Ai cos piνi =
∑
α
UiαBα cos piµα (2.36)
Ai sin piνi = −
∑
α
UiαBα sin piµα (2.37)
A small bit of manipulation then yields
Ai =
∑
α
Uiα cos pi(νi + µα)Bα (2.38)
0 =
∑
α
Uiα sin pi(νi + µα)Bα (2.39)
Eqs. 2.38, 2.39 will have a solution if and only if
det|Uiα sin pi(νi + µα)| = 0 (2.40)
Eq. 2.40 defines the quantum defect surface for the multichannel quantum defect problem.
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Chapter 3
Scattering Theory and Rydberg
Molecules
3.1 Scattering Formalism
The starting point for most of our inquires into quantum mechanics stem from the usual time-
independent Schödinger equation
Hψ = Eψ (3.1)
As is quite common, we find ourselves with a situation where the Hamiltonian in question, H,
has the form
H = H0 + V (3.2)
where the eigenstates ofH0 are known, and maybe be denoted |φ〉. We wish to study the effect
of the perturbation V . This may in principle be done within Rayleigh-Schrödinger perturbation
theory, but we can be a bit more precise by delaying our truncation; Instead, we maintain that
the equation we wish to solve is
(H0 + V ) |ψ〉 = E |ψ〉 (3.3)
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which may be (nearly) re-expressed as
|ψ〉 = 1
E −H0V |ψ〉+ |φ〉 (3.4)
1
E−H0 may be denoted the resolvent. This is a more convenient form when considering scatter-
ing problems, since it allows us to consider perturbations from states with continuous spectra
(which is at best awkward in Rayleigh-Schrödinger perturbation theory), and provides more
points at which to truncate various series (and therefore more regimes in which to provide an
closely approximate solution).
More properly, we should use the equation
|ψ(±)〉 = |φ〉+ 1
E −H0 ± iV |ψ
(±)〉 (3.5)
This is the Lippmann-Schwinger equation [81]; the imaginary term i added to the denomi-
nator in the resolvent makes contour integration of the equation well-defined, and the ± terms
in |ψ(±)〉 account for both incoming and outgoing waves.
We may consider the Lippmann-Schwinger equation in a position basis
〈~x|ψ(±)〉 = 〈~x|φ〉+
∫
d3x′ 〈~x| 1
E −H0 ± i |~x
′〉 〈~x′|V |ψ(±)〉 (3.6)
We make the assumption that the unperturbed states |φ〉 are well-represented by plane waves.
Therefore, in the position basis,
〈~x|φ〉 = e
ip·x/~
(2pi~)3/2)
(3.7)
with normalization ∫
d3x 〈p′|~x〉 〈~x|p〉 = δ(3)(p− p′) (3.8)
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In the momentum basis, the Lippman-Schwinger equation would take the form
〈p|ψ(±)〉 = 〈p|φ〉+ 1
E − ( p2
2m
)± i 〈p|V |ψ
(±)〉 (3.9)
We evaluate the expectation of the resolvent in the position basis (the kernel of the resolvent,
or the Green’s function) by exploiting the completeness of the momentum basis
〈~x| 1
E −H0 ± i |~x
′〉 =
∫
d3p′
∫
d3p′′ 〈~x|p′〉 〈p′| 1
E − p′2
2m±i
|p′′〉 (3.10)
|p′〉, |p′′〉 are eigenstates of H0, so
〈p′| 1
E − p′2
2m
± i
|p′′〉 = δ
(3)(p′ − p′′)
E − p′2
2m
± i
(3.11)
〈~x|p′〉 = e
ip·x/~
(2pi~)3/2
(3.12)
〈p′′|~x〉 = e
−ip·x/~
(2pi~)3/2
(3.13)
Therefore the expectation of the resolvent becomes
1
(2pi~)3
∫
d3p′
eip·(x−x
′)/~
E − p′2
2m
± i
(3.14)
leaving us with a single 3-dimensional integral over momentum space. We let p′ ≡ ~k′,
2m
~2(2pi)3
∫ ∞
0
k′2dk′
∫ 2pi
0
dφ
∫ 1
−1
d(cos θ)ek
′|~x−~x′| cos θ
k2 − k′2 ± i (3.15)
Initially evaluating the angular integrals, and extending the region of integration to negative
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moment, we have the integral
−m
4~2pi2
1
i|~x− ~x′|
∫ ∞
−∞
dk′k′(eik
′|~x−~x′| − e−ik′|~x−~x′|)
k′2 − k2 ∓ i =
−m
4~2pi2
1
i|~x− ~x′|
∫ ∞
−∞
dk′k′(eik
′|~x−~x′|)
k′2 − k2 ∓ i +
−m
4~2pi2
1
i|~x− ~x′|
∫ ∞
−∞
dk′k′(−e−ik′|~x−~x′|)
k′2 − k2 ∓ i = (3.16)
This integral may be evaluated via contour integration (where finally the ±i term in the
denominator of the resolvent is justified).
Let us first shift the denominator of the original resolvent up by i. There will then be poles
at k′ ≈ ±k − i. The term
−m
4~2pi2
1
i|~x− ~x′|
∫ ∞
−∞
dk′k′eik
′|~x−~x′|
k′2 − k2 − i (3.17)
should therefore be evaluated by taking the integral with the contour encompassing the upper
half plane (as limk′→i∞ eik
′|~x−~x′| = 0), as in Fig. 3.1
·−k ·k
Figure 3.1: Contour in the upper half plane encloses poles
Two poles are encompassed by the contour, each with residue
− m
4~2pi2
1
i|~x− ~x′|
eik|~x−~x
′|
2
(3.18)
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By contrast
m
4~2pi2
1
i|~x− ~x′|
∫ ∞
−∞
dk′k′e−ik
′|~x−~x′|
k′2 − k2 ∓ i (3.19)
should be evaluated by taking the integral with the contour encompassing the lower half plane
(as limk′→−i∞ e−ik
′|~x−~x′| = 0), This contour contains no poles. Thus, the integral has the overall
·−k ·k
Figure 3.2: Lower contour contains no poles
value (multiplying the sum of the residues by 2pii, according to Cauchy’s theorem)
− m
2pi~2
eik|~x−~x
′|
|~x− ~x′| (3.20)
Were we to shift the resolvent by −i, it may be easily shown that the integral will have
value
− m
2pi~2
e−ik|~x−~x
′|
|~x− ~x′| (3.21)
Therefore,
〈~x| 1
E −H0 ± i |~x
′〉 = − m
2pi~2
e±ik|~x−~x
′|
|~x− ~x′| (3.22)
This is quite handy, as it allows us to write the Lippmann-Schwinger equation with only the
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perturbing potential operator from before:
〈~x|ψ(±)〉 = 〈~x|φ〉 − 2m
~2
∫
d3x′
e±ik|~x−~x
′|
4pi|~x− ~x′| 〈~x
′|V |ψ(±)〉 (3.23)
The potential is local if
〈x′|V |x′′〉 = V (~x′)δ(3)(~x′ − ~x′′) (3.24)
and therefore
〈~x|ψ(±)〉 = 〈~x|φ〉 − 2m
~2
∫
d3x′
e±ik|~x−~x
′|
4pi|~x− ~x′|V (~x
′) 〈~x′|ψ(±)〉 (3.25)
Using the law of cosines, and assuming |~x|  |~x′|,
|~x− ~x′|2 = |~x|2 + |~x′|2 − 2|~x||~x′| cos θ → |~x− ~x′| ≈ |~x| − |~x′| cos θ (3.26)
θ being the angle between ~x and ~x′.
Eq. 3.24 then becomes:
〈~x|ψ(+)〉 = 〈~x|~k〉 − 1
4pi
2m
~2
eikr
r
∫
d3x′e−i
~k′·~x′V (~x′) 〈~x′|ψ(+)〉 (3.27)
We let
〈~x|ψ(+)〉 = 1
(2pi)
3
2
[
ei
~k·~x +
eikr
r
f(~k′, ~k)
]
(3.28)
where f(~k′, ~k) is the scattering amplitude,
f(~k′, ~k) =
1
4pi
(2pi)
3
2
2m
~2
∫
d3x′e−i
~k′·~x′V (~x′) 〈~x′|ψ(+)〉 (3.29)
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3.2 Scattering Length Formalism
Let us assume that the perturbing potential is spherically symmetric. That is to say that the
spherical tensor operator Tˆ associated with the perturber commutes with both ~J2 and Jˆz, Jˆ , Jˆz
being the total angular momentum operator and its projection along the z-axis, respectively.
Therefore,
[Jz, T
(k)
q ] = ~qT (k)q = 0 (3.30)
[J±, T (k)q ] = ~
√
(k ∓ q)(k ± q + 1)T (k)q±1 = 0 (3.31)
This is to say that q = 0 (the commutation relations given above may be regarded as the
definition of the spherical tensors T (k)q , as described in Sakurai [81]; requiring commutation of
Jz, T
(k)
q necessitates that either q = 0, or T
(k)
q = 0).
By the Wigner-Eckart theorem [81],
〈jm|T (k)q |j′m′〉 = 〈j′m′kq|jm〉 〈j||T (k)||j′〉 (3.32)
Setting q = 0, we have
〈jm|T (0)q |j′m′〉 = 〈j′m′00|jm〉 〈j||T (k)||j′〉 = 〈j||T (k)||j′〉 δll′δmm′ (3.33)
where, for the scattering Rydberg electron wavefunction, j = l, m = lz = m.
This simple result is what allows us to express the Rydberg electron/atom scattering as
a superposition of scattering contributions from different partial waves—s-wave, p-wave, etc.
Thus,
f(~k′, ~k) = − 1
4pi
2m
~2
(2pi)3 〈k′|T |k〉 = − 1
4pi
2m
~2
(2pi)3
∑
l
∑
m
Tl(E)Y
m
l (k
′)Tm
′
l′ (k) (3.34)
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By convention, ~k points along the z-axis. Furthermore, since
〈l,m|zˆ〉 =
√
2l + 1
4pi
δm0 (3.35)
we have
f(~k′, ~k) =
∞∑
l=0
(2l + 1)fl(k)Pl(cos θ) (3.36)
where ~k
′·~k
|~k′||~k| = cos θ, again with the convention that
~k is along the z-axis, with ~k′ at an angle θ
from the z-axis (this definition of cos θ is retained throughout this chapter).
The l-wave scattering amplitude fl(k) is related to T
(0)
q by
fl(k) = −piTl(k)
k
(3.37)
where we have re-expressed the scalar operator T (0)q as a scalar function of k. The scattering
amplitude may be related to the scattering length Al (or, for higher partial waves, the scattering
volume, hypervolume, etc.) by
Al = lim
k→0
− Tl(k)
k(2l + 1)
(3.38)
We recall 3.28, and note that the expansion of ei~k·~x in terms of spherical Bessel functions
has the form (from [80], Eq. 10.60.7)
ei
~k·~x =
∑
l
(2l + 1)iljl(k)Pl(cos θ) (3.39)
where jl(k) is the spherical Bessel function. From ([80], Eq. 10.52.3) we have the asymptotic
form of jl(k)
lim
r→∞
jl(kr) =
sin (kr − 1
2
lpi)
kr
(3.40)
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Thus the asymptotic form of Eq. 3.28 becomes
lim
r→∞
〈~x|ψ(+)〉 = 1
(2pi)
3
2
∑
l
[
(2l + 1)il
sin (kr− 1
2
lpi)
kr
Pl(cos θ) +
eikr
r
(2l + 1)fl(k)Pl(cos θ)
]
(3.41)
= 1
(2pi)
3
2
∑
l(2l + 1)
Pl(cos θ)
2ik
[
[1 + 2ikfl(k)]
eikr
r
− e−i(kr−lpi)
r
]
(3.42)
Thus, the Lippmann-Schwinger equation in the position basis yields the sum of an ingoing
unmodified wave, and an outgoing wave with the prefactor
Sl(k) = 1 + 2ikfl(k) (3.43)
By probability conservation, the scattering matrix Sl(k) must be unitary, and thus we may write
Sl = e
2iδl (3.44)
where δl is the l-wave scattering phase shift. Here the factor of 2 is purely a convention. Then
fl(k) =
e2iδl − 1
2ik
= −tan δl
k
=
pi
k
Tl(k) (3.45)
where in the final step we have taken advantage of the unitarity of Sl, i.e. |Sl(k)| = 1. Clearly
then,
Tl(k) =
tan δl(k)
pi
(3.46)
Thus, the zero-momentum scattering length (volume, etc.) is related to T by
a2l+1l = lim
k→0
[
−piTl(k)
k(2l+1)
]
(3.47)
Thus, we are able to express the scattering amplitude (and therefore Hamiltonian) as a
sum of components specified by l-wave scattering components, each dependent on incident
momentum k.
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3.3 Phase Shift Calculation from Central Potential
Thus far, we have not described the calculation of the scattering phase shifts (i.e., scattering
lengths) themselves. In collisions with multi-electron atoms and ions, this calculation can
become quite complicated; however, if the particle is incident upon a known potential V (r),
the phase shift will have an analytical form.
The position space scattering solution Eq 3.42 can be written in a basis of spherical Hankel
functions (in turn combinations of the spherical Bessel functions jl and yl) h
(1)
l = jl + iyl and
h
(2)
l = jl − iyl
〈~x|ψ(+)〉 = 1
(2pi)
3
2
∑
l
il(2l + 1)Al(r)Pl(cos θ) (3.48)
Al = c1,lh
(1)
l (kr) + c2,lh
(2)
l (kr) (3.49)
We may solve for the coefficients c1,l, c2,l by fitting to the proper asymptotic behavior (per
Eq. 3.42). From ( [80], Eq. 10.52.4), in the limit kr →∞
h
(1)
l (kr) = i
−l−1 e
ikr
kr
(3.50)
h
(2)
l (kr) = i
l+1 e
−ikr
kr
(3.51)
Thus
c1,l =
1
2
e2iδl (3.52)
c2,l =
1
2
(3.53)
We may take the logarithmic derivative of Al(r), taking R to be some long-range value of r
βl ≡ ( r
Al
dAl
dr
)r=R = kR
e2iδlh
(1)
l
′
(kR) + h
(2)
l
′
(kR)
e2iδlh
(1)
l (kR) + h
(2)
l (kR)
(3.54)
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Solving for δl yields
δl =
1
2i
ln
kRh
(1)
l
′
(kR)− βlh(1)l (kR)
kRh
(2)
l
′
(kR)− βlh(2)l (kR)
(3.55)
Eq. 3.55 supplies us with an analytical form for δl; if we are able to construct a potential or
pseudopotential for the system of interest, we are able to calculate the phase shift for arbitrary
partial waves.
3.4 The Fermi Pseudopotential
Having established the basics of scattering theory, we now apply it directly to the problem
of the interaction of an electron with a neutral alkali atom. We follow the derivation given
in Omont [82], but it should be noted that this theory was originally applied by Fermi to the
experimental results of Amaldi and Segré in explaining pressure-sensitive line shifts in the
Rydberg series [13, 12]. For this reason, this technique is often referred to as the Fermi
pseudopotential method.
Let the Hamiltonian of the electron be
H = Te + V + V
′ = H0 + V ′ (3.56)
where Te is the Rydberg electron kinetic energy, V is the potential energy resulting from the
interaction of the Rydberg electron with the Rydberg atom core, and V ′ is a perturbing inter-
acting stemming from the interaction of the Rydberg electron with a neutral atom. Let G be
the resolvent of the full, perturber Hamiltonian H.
G =
1
E −H (3.57)
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and G0 the resolvent of the unperturbed Hamiltonian H0
G0 =
1
E −H0 (3.58)
G may additionally be represented by the expansion
G = G0 +G0V
′G0 +G0V ′G0V ′G0 + · · · (3.59)
We make an expansion in the T -matrix [83] 1
T (E(R)) = V ′ + V ′ 〈G0〉 (R)T (E(R)) (3.60)
where
E(R) = E − V (R) (3.61)
is the Rydberg electronic kinetic energy at an internuclear distance R. Note that T is related
to the S-matrix by
S = 1 + 2iT (3.62)
and to the scattering amplitude by
〈~k|T |~k′〉
k
= δ(|~k| = |~k′| = k)f(~k, ~k′) (3.63)
〈G0〉 (R) is the expectation of the unperturbed resolvent at internuclear distance R.
We note that
G = G0 +G0T
[
G−10 (1− (G0 − 〈G0(R)〉)T )
]
(3.64)
1There is some ambiguity in the literature with regard to the use of either K, the reactance matrix, or T ,
which is usually called the T -matrix. Omont additionally uses the notation R, which we avoid due to our use
of the variable R to represent the internuclear distance, and Weisskopf uses X. We adhere when possible to
Taylor [83].
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To show this, let
Y = G0 +G0T
[
G−10 (1− (G0 − 〈G0(R)〉)T )
]
(3.65)
The T -matrix definition may be rearranged
1 + 〈G0〉 (R)T = V ′−1T (3.66)
then
Y = G0 +G0T
(
G−10 V
′−1T − T
)−1
(3.67)
then
G0
−1 = G−1 + V ′ (3.68)
and finally
Y = G0 +G0V
′G = G (3.69)
If 〈G0(R)〉 is neglected , Eq. 3.64 becomes
G = G0 +G0T¯
∞∑
0
(G0T¯ )
nG0 (3.70)
Eq. 3.59 and Eq. 3.64 then together imply that
V ′(R) = T¯ (E(R)) (3.71)
Thus, the T -matrix can be used as a surrogate for the perturbing potential. Omont notes that
this result is the same as one produced by Ivanov [84].
Having related the perturbing potential to the T -matrix, we can now express expectations
of the perturbing potentials in terms of expectations of scattering amplitudes—i.e., we can
express the Rydberg electron-neutral perturber scattering potential in terms of partial waves,
using the formalism developed previously. Therefore, we may take the expectation T¯ (E(R))
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between states |i〉 and |j〉 in a momentum basis
〈Ψi| T¯ (E(R)) |Ψj〉 = 1
(2pi)3
∫
d~pd~p′d~rd~r′ 〈~p′| T¯ (E(R)) |~p〉 ei~p′·(~r′−~R)−i~p·(~r−~R) 〈Ψj(r′)|Ψi(r)〉
(3.72)
If the matrix T¯ (E(R)) is assumed to be local, only values of r, r′ close toRmake a contribution.
Then p and p′ in the integral in Eq. 3.72 remain close to
kR =
√
2m
~
(E − V ′(R)) (3.73)
which is to say that the wavelength of the electron is constant over the region of interaction.
Then
〈Ψi| T¯ (E(R)) |Ψj〉 = 〈Ψi|V ′(R) |Ψj〉 = 2pi
∑
l
(2l+1)Tl(R)Pl
(←−∇ · −→∇
k2R
)
Ψ∗j(R)Ψi(R) (3.74)
where we have used Eqs. 3.36 and 3.37.
←−∇ , −→∇ are the gradient operating acting to the left
(on the bra) and the right (on the ket) respectively.
The first two terms are
〈Ψj|V0(R) |Ψi〉 = 2piT0(R)Ψ∗i (R)Ψj(R) = 2pia0(k)Ψ∗i (R)Ψj(R) (3.75)
〈j|V1(R) |i〉 = 6piT1(R)
k2R
Ψ∗i (R)Ψj(R) = 6pia
3
1(k)Ψ
∗
i (R)
←−∇ · −→∇Ψj(R) (3.76)
Thus, we have a series expansion for the scattering potential expressed as a sum of s-wave,
p-wave, and higher terms.
Hinckelmann and Spruch give the following expressions for T0(R), T1(R) [85]
T0(R) = a0 +
pi
3
αkR +
4
3
αk2R ln (2kRd) (3.77)
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Tl(R) = −pi
2
αkR
(2l + 3)(2l + 1)(2l − 1) , l ≥ 1 (3.78)
where α is the dipole polarizability, a0 is the zero-momentum s-wave scattering length, and d
is a scalar on the order of the dimension of the atom [82].
3.5 Born-Oppenheimer Approximation
The problem of the Rydberg diatomic molecule is, strictly speaking, a many-body one. Even if
we freeze all the core electrons of the various atoms, we are still left with the valence electrons
and nuclei. The full Hamiltonian may thus take the following form
H(~re, ~r) = Hn(~r) +He(~re;~r) (3.79)
where ~r, ~re are the positions of the nuclei and electrons respectively. Hn(~r), He(~re;~r) are
Hamiltonian components corresponding to the nuclear and the electronic degrees of freedom
(parametrized by the nuclear phase space coordinates), respectively. Hn(~r) may be divided
between kinetic and potential components, such that
Hn(~r) = Tn(~r) + Vn(~r) (3.80)
In the non-relativistic case, these take the form
Tn(~r) = − ~
2
2Mi
∑
i
−→∇2 (3.81)
Vn(~r) =
∑
I
∑
J>I
ZIZJ
RIJ
(3.82)
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where summation indices indicate the nuclei, ZI is the nuclear charge of the Ith nucleus, MI
is the mass of the Ith nucleus, and RIJ is the internuclear distance between the Ith and J th
nucleus.
Similarly, He(~re;~r) has the exact, non-relativistic form
−He(~re;~r) = −~
2
2
∑
i
−→∇2
me
−
∑
i
∑
I
ZI
riI
+
∑
i
∑
j>i
1
rij
(3.83)
where capital indices indicate nuclei, lowercase indicate electrons, me is the electron mass,
riI is the distance between the ith electron and Ith nucleus, and rij is the distance between
the ith and jth electrons.
We may define an operator Hadiabatic
Hadiabatic(~re;~r) = He(~re;~r) + Vn(~r) (3.84)
which in turn will admit eigenfunctions which may be parametrized by the nuclear positions ~r.
Hadiabatic(~re;~r) |ζ(~re;~r)〉i = Ei,electronic |ζ(~re;~r)〉i (3.85)
The total Hamiltonian H = Tn(~r) +Hadiabatic(~re;~r) will have solutions |Ψ(~re, ~r)〉 that can be ex-
pressed as an expansion of adiabatic wavefunctions |ζ(~re;~r)〉i (the so-called Born-Oppenheimer
expansion) [86]
|Ψ(~re, ~r)〉 =
∑
i
|ζ(~re;~r)〉i |ψi(~r)〉 (3.86)
We may apply the full Hamiltonian to this solution and integrate away the electronic degrees
of freedom (here 〈ζk| is an arbitrary electronic wavefunction)
〈ζk|H |Ψ(~re, ~r)〉 =
∑
i
〈ζk|Tn |ψi(~r)〉 |ζi〉+ Ei,electronic |ψk(~r)〉 = E |ψk(~r)〉 (3.87)
The nuclear kinetic energy operator Tn will act on both the electronic and nuclear wave-
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functions, since the electronic wavefunctions are parametrized by the nuclear positions.
Taking this convention, we have
∑
i
〈ζk|Tn |ψi(~r)〉 |ζi〉 =
∑
j
[
− ~
2
2mj
−→∇2j |ψk〉 −
~2
2mj
∑
i
(
2 〈ζk| −→∇j |ζi〉 · −→∇j + 〈ζk| −→∇2j |ζi〉
)
|ψi〉
]
(3.88)
Here the index j denotes the j-th nuclear degree of freedom (thereby indicating its spatial
derivatives and masses).
Here we define the non-adiabatic coupling matrix elements for the j-th vibrational degree
of freedom τki,j , τ
(2)
ki,j to be
τki,j = 〈ζk| −→∇j |ζi〉 (3.89)
τ
(2)
ki,j = 〈ζk|
−→∇2j |ζi〉 (3.90)
The full solution to the Schrödinger equation is then a coupled system made up of that defining
the adiabatic electronic wavefunctions and
−~2
2
−→∇2 |ψi〉+ Ei |ψi〉 − ~
2
2
∑
k
(2τki · −→∇ + τ (2)ki ) |ψk〉 = E |ψk〉 (3.91)
Within the adiabatic approximation, τki → 0, τ (2)ki → 0, yielding
−~2
2
−→∇2 |ψi〉+ Ei,electronic |ψi〉 = E |ψk〉 (3.92)
We may regardEi,electronic as a potential energy function (referred to either as a potential energy
curve, in one dimension, or a potential energy surface in many), and in so doing the nuclear
problem takes the form of the usual time-independent Schrödinger equation; we may use all
usual techniques in solving this problem.
This adiabatic approximation may be justified heuristically within perturbation theory. To
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first order
∇j |ζi〉 = |ζi〉
′ − |ζi〉

(3.93)
with mj being the nuclear mass, and where
|ζi〉′ = |ζi〉+
∑
k 6=i
〈ζk| Vˆ ′() |ζi〉
Ek − Ei |ζk〉 (3.94)
By the Virial theorem, when Ek is not close to Ei, the denominator Ek − Ei will scale as 1me ,
the reciprocal of the mass of the electron. Thus, 1
mj
τki,j · −→∇j should scale as memj . The scaling
of τ (2)ki will scale similarly, for similar reasons. Given that the nuclear mass is three or more
orders of magnitude larger than the electronic mass, it is usually safe to neglect these terms.
3.6 Non-Adiabatic Effects and the Landau-Zener Formula
Trouble of course arises when Ek becomes close to Ei. To address this, we follow the deriva-
tion for the Landau-Zener formula given in [87].
We have two eigenfunctions, ψ1 and ψ2 which exchange characteristics at the crossing—
i.e., we are in an adiabatic picture. However, due to the non-adiabatic behavior that occurs at
the crossing,
lim
t→∞
ψ = Aψ1 +Bψ2 (3.95)
To simplify the problem and arrive at an analytical form for the crossing probability, we
assume that the nuclear motion is wholly classical. Furthermore, we assume that the transition
region is sufficiently small that E1−E2, in the diabatized picture, may be regarded as linear in
time, i.e.
E1 − E2 = αt (3.96)
where α is real, and, for convenience, positive. Furthermore, the coupling in the diabatic
picture, f , is regarded as being constant over the region where non-adiabatic effects are non-
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negligible. We will assume that f is real and positive.
From the assumption that the nuclear dynamics are classic, we have
ψ = Aψ1e
−i ∫ E1dt +Bψ2e−i ∫ E2dt (3.97)
where we have assumed (as we will throughout) that ~ = 1. Taking the time-independent
Schrödinger equation
i
∂ψ
∂t
= Hψ (3.98)
We have the pair of coupled equations
dA
dt
= −ifBei
∫
αtdt (3.99)
dB
dt
= −ifAe−i
∫
αtdt (3.100)
which may be decoupled to discover
d2A
dt2
− iαtdA
dt
+ f 2A = 0 (3.101)
d2B
dt2
− iαtdB
dt
+ f 2B = 0 (3.102)
Letting A˜ = e
ipi
4
αt2A, we find
d2A˜
dt2
+ (f 2 − iα
2
+
α2
4
t2)A˜ = 0 (3.103)
which is the Weber equation (whose solutions are the parabolic cylinder functions. Upon the
substitution
z =
√
αe
−ipi
4 t (3.104)
γ =
f 2
α
(3.105)
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Eq. 3.103 takes the the more familiar form
d2A˜
dt2
− (−iγ − 1
2
+
1
4
z2)A˜ = 0 (3.106)
We take the solution [88]
A(z) = 2
iγ
2
− 1
4 (iz)−
1
2 1F1(−iγ
2
− 1
4
,−1
4
,−1
2
z2) (3.107)
where 1F1(a; b; z) is Kummer’s confluent hypergeometric function. We want to know the value
of A as z → e−ipi4 ∞ (i.e., when t → ∞). To do this, we take note of the asymptotic form of
Eq. 3.107
lim
t→∞
A(i
√
αe
−ipi
4 t) = e
−ipi
4
(iγ+1)ie
−iαt2
4 (
√
αt)−iγ−1 +
√
2pi
Γ(iγ + 1)
e
−piγ
4 e
iαt2
4 (
√
αt)iγ (3.108)
From which we can find
A(∞) = Padiabatic = 2piγe−piγΓ(iγ+1)Γ(−iΓ+1) (3.109)
= 2e−piγ sinhpiγ (3.110)
= 1− e−2piγ (3.111)
A(−∞) = 1, and Eq 3.111 therefore yield the probability of adiabatic passage. Conversely,
the probability of non-adiabatic (diabatic) crossing, the so-called Landau-Zener probability, is
Pdiabatic = e
−2piγ (3.112)
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Chapter 4
Charge Transfer in Ultracold
Rydberg/Ground-State Atomic Collisions:
Ion-Pair Production
4.1 Motivation
The ion pair states form when covalent Rydberg states couple to the long-range ion-pair
state—i.e., a Rydberg molecular state where the Rydberg atom has localized, metastably,
at the center of a non-Rydberg perturber atom. That is, a molecular ion-pair state may be
seen as analogous to a Rydberg atom, where the role of the Rydberg electron has been sup-
planted by an anion (see Fig. 4.1), and is therefore sometimes referred to in the literature as a
heavy Rydberg state (HRS).
We are interested in these heavy Rydberg states for many of the same reasons that we
study their lighter cousins; for example, the heavy Rydberg states will exhibit an infinite spec-
trum of vibrational levels which follow a Rydberg progression with a heavy electron mass, as
well as large permanent electric dipole moments. They are also long-range states and thus
have typically negligible Franck-Condon (FC) overlap with the usual short-range molecular lev-
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Figure 4.1: Rydberg atoms and the ion pair molecule are analogous
els. These HRS have been experimentally observed in several molecular species, relying on
excitation from bound molecular levels [89, 90, 91, 92].
The prevailing issue with indirect excitation of bound molecules, such as in H2 and Cl2 [89,
90, 91, 92], is that it is not a priori possible to identify a set of long-lived intermediate heavy
Rydberg states to which ion the pair states couple. In a recent work [8], it was proposed to
directly pump long-lived HRS from ultracold Feshbach molecular resonances, just below the
avoided crossings between the covalent potential energy curves and the ion-pair channel. The
predominant excitation to HRS occurs near the avoided crossings, because the non-adiabatic
mixing allows for favorable electronic transitions to the HRS. When the nuclear HRS wave
function peaks at the classical turning point, the internuclear FC overlap increases.
In this work, we develop an analytical, but asymptotic model for one-electron transfer, merg-
ing single-center potentials for the Rb atom, and demonstrate efficient field control over the
rate of ion-pair formation. Adiabatic potential energy curves are calculated along with the ra-
dial non-adiabatic coupling and dipole transition matrix elements. We compare our adiabatic
potential energies with the Born-Oppenheimer (BO) potential energy curves from Ref. [93]. We
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find that with modest off-resonant external fields, we can alter the avoided crossing beween
the covalent HRS and ion-pair channels, and modify the behavior of the nuclear wave function
at the classical turning points; hence, control the FC overlaps and rate of ion-pair formation.
This excitation occurs at larger internuclear separations, where the overlap and transition
dipole moments between the ground and ion-pair states are significant. The method proposed
in [8] requires adiabatic rapid passage or multiphoton transitions to enhance this excitation,
while in the present work, only off-resonant fields are employed to increase the efficiency of
ion-pair production.
4.2 Methodology and Results
The present charge transfer model relies on one active electron participating in the process of
ion-pair excitation. For the charge transfer to occur, the Rb valence electron is ionized from
one center, separated from the other neutral center by a distance R. The ionization process
is calculated in the one-electron effective potential model of Ref. [94]. The interaction of the
electron with the neutral Rb atom is modeled by the short-range scattering of the low-energy
electron from the ground-state Rb atom. This is done with a symmetric inverse hyperbolic
cosine (Eckart) potential.
The two-center Hamiltonian matrix elements are constructed by expanding in a basis of
atomic Rb Rydberg orbitals and the single bound orbital in the Eckart potential. The result-
ing generalized eigenvalue equation is solved for the adiabatic potential energy curves, ra-
dial coupling and electronic dipole matrix elements. Our control scheme hinges on modifying
the avoided crossing gap between the 5s+7p and ion-pair states by applying an off-resonant
field, thereby tuning the Landau-Zener crossing probabilities between the ion-pair and covalent
states.
We assume a single active electron, and therefore assume that the other, ground state
electron remains frozen to its rubidium center, and may therefore be absorbed into the pseu-
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Figure 4.2: Scheme from [8] relied on excitation to the Rb(5s)+Rb(6p)/Rb++Rb− or
Rb(5p)+Rb(5p)/ion-pair crossings (excitations 2 and 3). Here, we focus on the crossing be-
tween Rb(5s)+Rb(7p) and ion-pair channels (excitation 1). Both schemes from [8] require
multiphoton excitation or chirped pulse rapid adiabatic passage. Excitation 1, directly to the
Rb(5s)+Rb(7p)/ion-pair crossing, can more easily be controlled with dc electric fields. Addi-
tionally, the Franck-Condon factors for this excitation are favorable from the ν = 124 Feshbach
molecule vibrational wave function (green curve). The dashed curve is the ion-pair potential.
43
dopotential itself. The two-center potential for the Rb2 Rydberg-excited molecule is the sum of
two single-center potentials,
Vmodel(ra, rb;R) = V1(ra;R) + V2(rb;R) (4.1)
where V1 represents the potential felt by the valence electron due to the Rb core, and the
pseudopotential V2 binds the electron to the neutral rubidium atom; ra and rb represent the
distances between the electron and the cation/neutral atom, respectively.
We require that the potential in Eq. 4.1 correctly reproduce the asymptotic dissociation
energies for all the relevant Rydberg and ion-pair states [95]. We further enforce that the known
energy-independent e−-Rb scattering length and the Rb electron affinity are reproduced, i.e.
asc = −16.1 a.u. [96] and EA=-0.01786 a.u. [95].
The valence-electron potential, V1 [94] correctly reproduces the observed atomic energies
[95],
V1(ra) = −Zl(ra)
ra
− αc
2r4a
(1− e−(ra/rc)6) (4.2)
where
Zl(ra) = 1 + (z − 1)e−a1ra − r(a3 + a4ra)e−a2ra
with z being the nuclear charge; αc, rc, a1, a2, a3, a4 are fitting parameters taken from [94].
The terms of the potential account for screening of the nuclear charge due to core electrons
and effect of core polarizability.
For the neutral rubidium electron affinity, we use the radial Eckart potential [97].
V2(rb) = −V0 cosh−2 (rb
r0
) (4.3)
where V0 and r0 are parameters related in a set of coupled equations to the electron affinity
and e−-Rb scattering length; see appendix A. We assume an e−-Rb(5s) zero-energy scat-
tering length. A different technique would use the energy-dependent scattering length. The
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polarization term due to the Rydberg electron can be introduced via the regularized Fermi
pseudopotential method [98].
The Hamiltonian matrix is constructed from a suitable basis for each center and may be
conveniently represented in prolate spheroidal coordinates
r =
R
2
(ξ + κη), cos θ =
1 + κξη
ξ + κη
where κ = +1(−1) represents the radial coordinate of the left(right) centers, ξ ∈ [1,∞), η ∈
[−1, 1].
We solve the generalized eigenvalue problem:
H~Ψ = E(R)S~Ψ (4.4)
where H and S are the Hamiltonian and overlap matrices in the truncated basis:
Hjj′ = 〈φ(a)j |H(a)0 + V2 |φ(a)j 〉 (4a)
Hkk′ = 〈φ(b)k |H(b)0 + V1 |φ(b)k 〉 (4b)
Hjk = 〈φ(a)j |H(b)0 + V1 |φ(b)k 〉 = 〈φ(b)k |H(a)0 + V2 |φ(a)j 〉 (4c)
Sjj′ = 〈φ(a)j |φ′(a)j 〉 = δjj′ (4d)
Skk′ = 〈φ(b)k |φ′(b)k 〉 = δkk′ (4e)
Sjk = 〈φ(a)j |φ(b)k 〉 (4f)
The full wave function is comprised of {φ(a)j (R2 (ξ + η))} centered on V1, and {φ(b)k (R2 (ξ −
η))} centered on V2, i. e. Ψi =
∑na
j cijφ
(a)
j +
∑nb
k cikφ
(b)
k . The truncated basis set con-
tains atomic orbitals, {φ(a)j } = {(5-9)s, (5-11)p, (4-6)d}, and the short-range wave function
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for scattering of electrons from V2, {φ(b)k } = {cosh−2λ( rbr0 )
√
z 2F1(0,−2λ + 1, 32 , z)}, with
z = − sinh2 ( rb
r0
), and λ = 1.35094; see Appendix C.4. 2F1(a, b; c; z) is the hypergeomet-
ric function [99]. The above one-electron orbitals are single-center orbitals calculated in the
potential V1, Eq. (4.2), and include the full quantum defects of the Rb(nl) states. We note
that because we are concerned with interaction at large internuclear separations, there is little
charge overlap between wave functions. One major feature of this asymptotic approach is that
the permanent and transition dipoles, and non-adiabatic radial coupling matrix elements can
now be calculated from the eigenstates of Eq. 4.4. Full details are available in Appendix C.4.
The adiabatic potential energy curves, E(R), are shown in Fig. 4.3. By construction, these
adiabatic potentials correlate to the asymptotic dissociation energies for the Rydberg and ion-
pair states and have avoided crossings between covalent and ion-pair channels. The Rb2 BO
potential energies in the region of Rb(5s)+Rb(6p) dissociation energy are superposed on the
adiabatic potentials for comparison. The non-adiabatic coupling matrix element between the
ion-pair channel with the molecular Rydberg curve dissociating to Rb(5s)+Rb(7s) is shown in
the inset of Fig. 4.3.
4.3 Field Control of Covalent/Ion Pair Channels
The avoided crossing in the interaction of ion-pair channel (Rb++Rb−) and Rydberg channel
(Rb(5s)+Rb(7p)) is nearly diabatic, i. e. the covalently populated vibrational states will pre-
dominantly dissociate to neutral atoms with little possibility of forming HRS and ion-pair states.
This is reflected in the narrowness of the avoided crossing and the strength of the radial non-
adiabatic matrix element. The two channels have non-zero dipole transition moment, so in an
external field, they will mix and modify the transition probability for populating ion-pair states.
Near the avoided crossing, the electronic wave function becomes hybridized in the field, as
in the first order of perturbation theory, |ψ〉 = |ψ0〉 −
∑
k 6=0
〈ψk|F·z|ψ0〉
E0−Ek |ψk〉, where |ψk〉 are the
dipole-allowed states which couple to the initial state, |ψ0〉. This hybridization is demonstrated
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Figure 4.3: Molecular potential energy curves, overlaid with previous BO calculations
[93, 100]. The inset shows avoided crossing at Rc = 116.2, along with non-adiabatic cou-
pling matrix element between Rb(5s)+Rb(7p)/ion-pair channels. Potential curves correlating to
Rb(5s)+Rb(6p), Rb(5p)+Rb(5p), and ion-pair states taken from [93], with potential curves cor-
relating to Rb(5s)+Rb(7p) state taken from [100]. The ion-pair curve is fitted to− 1
R
− αRb−+αRb+
2R4
,
where αRb− = 526.0 a.u. [101], αRb+ = 9.11 a.u. [102] are the polarizabilities of the anion and
cation respectively.
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Figure 4.4: Hybridization of the wave functions at the avoided crossing by the field. The upper
panel show the amplitude of the field-free electronic wave function along the internuclear axis
as a function of distance from the cation center—the electronic states associated with the ion-
pair and Rb(5s)+Rb(7p) channels have negligible overlap. The lower panel gives the dressed
wave functions at F = 3000 V/cm, showing significant overlap of the wave functions associated
with the two channels. The blue line is the potential in Eq. 4.3 along the internuclear axis at
R = 116.2 a.u.
in Fig. 4.4 for the two channels of interest. When the field is off, the wave function amplitude
in the covalent Rydberg channel peaks near the avoided crossing. With the field on, the two
amplitudes become comparable.
The probability that ion-pair states survive the single-pass traversal through the avoided
crossing region in Fig. 4.3 is approximated by the Landau-Zener formula ([103], see also
section 3.6):
Padiabatic = 1− exp [−2pi a
2
|v ∂(E2(R)−E1(R))
∂R
| ] (4.5)
where v =
√
2(E−V (Rc))
m
is the velocity of the wavepacket at crossing, R = Rc, a is the off-
diagonal coupling between the two states at Rc,  = E − V (Rc) is the collision energy, and
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Figure 4.5: The control of ion-pair survival probability is demonstrated as a function of off-
resonant electric field. The vertical axis is  = E − Rc. Classical ionization occurs for F > 2
MV/cm for states at E greater that of the 7p state. The vertical width of contour regions gives
a measure of the survival probability of ion-pair states above a desired threshold for a laser-
pulse-excited vibrational wavepacket. For example, at F ' 1500V/cm., more than 2 σstd (95%)
of ion-pairs will survive at a laser linewidth of ∼ 120 MHz.
∂(E2(R)−E1(R))
∂R
|R=Rc is the relative slope of the intersecting curves at R = Rc.
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Chapter 5
Fine and Hyperfine Corrections to
Rydberg Molecular Calculations
5.1 Motivation
Fermi realized that the low-energy scattering of a Rydberg electron from a perturber gas atom
can be effectively described by a short-range elastic scattering interaction; this model has
had much subsequent success in determining low-energy electron-atom scattering lengths of
many other species [104]. The form of zero-energy scattering of an s-wave electron from a
perturber is then,
Hs(~r, ~R) = 2pias(0)δ
(3)(~r − ~R) (5.1)
where ~r is the electronic coordinate, measured from the Rydberg core, ~R is the vector connect-
ing the Rydberg nucleus to the perturber atom nucleus, and as(0) is the zero-energy s-wave
scattering length.
The delta-function contact interaction formalism can be extended to higher scattering an-
gular momenta; an analytical form for p-wave scattering was derived by Omont [82], as
Hp(~r, ~R) = 6pia
3
p(k)δ
(3)(~r − ~R)←−∇ · −→∇ (5.2)
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where ap(k) is the k-dependent p-wave scattering volume
a2`sc+1`sc (k) = −
tan δ`sc(k)
k2`sc+1
. (5.3)
Here `sc is the orbital angular momentum about the perturber atom and `sc = 0, 1 denote
s- and p-wave scattering of the electron from the perturber atom, respectively. δ`sc(k) is the
(k-dependent) `-th multipole component of the S-matrix (see Eq. 3.44).
The Born-Oppenheimer (BO) potential curves, as eigenstates of the Hamiltonian with Hs
and Hp contributions, are highly oscillatory in internuclear distance R due to the admixture
of Rydberg electron wave functions with high principal quantum numbers n. It was realized
in [35, 105] that those multi-well BO potentials can support bound vibrational levels when
as(0) < 0 as is the case for all alkali-metal atoms.
Such exotic molecular Rydberg states were realized in magnetic and dipole traps, first in
an ultracold gas of Rb atoms [6], where such Rydberg molecules have 3Σ Rb2(ns) spherical
symmetry. It was confirmed that, even though such molecules were homonuclear, the mixing
of Rb(ns) levels with Rb(n− 3, l > 2) hydrogenic manifolds, produces appreciable permanent
electric dipole moments in these molecular species [4]. The prediction for Rydberg molecules
with kilo-Debye dipole moments (trilobite molecules) were realized with ultracold Cs atoms
[106, 5] in which the Cs(n − 4, l > 2) degenerate manifolds are energetically much closer to
Cs(ns) levels, hence providing for much stronger mixing of opposite parity electronic states.
More recently, butterfly molecules (Rydberg molecules stemming from the presence of p-wave
resonances) were predicted [107, 105] and confirmed [108]. In increasingly dense gases,
additional molecular lines stemming from the formation of trimers, tetramers, pentamers, etc.
have been observed [109, 110, 30].
The above scattering formalism is spin-independent, i.e. while the scattering phase shifts
depend separately on the total spin of electrons, the scattering amplitudes add up incoherently.
For Rydberg excitation in a gas of alkali-metal atoms, the total spin channels are S = |sr+sg| =
0, 1 for singlet and triplet scattering, respectively, with sr and sg the Rydberg electron and the
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perturber ground electron spins.
In this work we will account for all of the relevant and relativistic effects in Rydberg per-
turber atom scattering. We include all of the fine structure resolved s- and p-wave scattering
Hamiltonians, the Rydberg electron spin-orbit, and the ground electron hyperfine interactions.
From the resulting BO potentials we not only predict the spatial structure and energies of the
Rydberg molecules but can also reproduce the spectral line profiles in the recent experiment
[111] as shown in Fig. 5.1.
5.2 Hamiltonian
The total Hamiltonian with all spin degrees of freedom included is,
H = H0 +Hp,T · PT +Hp,S · PS +Hp,T · PT +Hp,S · PS +Hso +Hhf (5.4)
where H0 is the Hamiltonian for the unperturbed Rydberg atom, and H(s,p),T and H(s,p),S are
the (s-wave, p-wave) scattering Hamiltonians for triplet and singlet spin configurations, respec-
tively. The operators PT = sr · sg + 3/4 and PS = 1− PT are the triplet and singlet projection
operators for the total electronic spin.
It was first pointed out by Anderson et al. [112] that the ground state hyperfine interaction
can mix singlet and triplet spin configurations. The hyperfine Hamiltonian is Hhf = Ahfsg · ig,
where ig is the nuclear spin and Ahf is the hyperfine interaction; in Cs, the focus of this work,
Ahf = 2298.1579425 MHz, and ig = 7/2. Anderson et al. demonstrated this in Rb, where
they observed bound vibrational levels due to mixing of singlet and triplet spins, even though
the singlet zero energy scattering length for Rb is known to be small and positive. This is
particularly important as, in magneto-optical and magnetic traps, spin alignment dictates that
the interactions occur via the triplet scattering channel.
The spin-orbit interaction for the Rydberg electron, Hso = Asolr · sr, where lr is the orbital
momentum and Aso is the spin-orbit strength for lr 6= 0 levels. Anderson et al. neglected this
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Figure 5.1: The spectral line profiles are calculated (solid lines) and compared with observed
spectral line features (dashed lines) in the F=4 (a) and F=3 (b) manifolds. See text for a
description of the calculated line profiles. The threshold zero energy is the atomic Rydberg
level Cs(32p3/2). The experimental data are from Ref. [111].
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term, because it scales as n−3. For intermediate n, however, the spin-orbit splitting will be
comparable to the hyperfine splitting. The details of the matrix elements of Hso and the terms
for Cs(np) states will follow below.
Recent studies have explored the extent to which spin effects are necessary to properly
predict, ab initio, the vibrational spectra of these molecules, largely concluding that fine, hyper-
fine, and p-wave effects can have significant effects on these spectra [112, 111]. To date, no
study has incorporated all of the interaction terms (s-wave, p-wave, spin-orbit, and hyperfine)
on the vibrational spectra of Cs Rydberg molecules. Due to the large hyperfine shift in 133Cs,
and the existence of several p-wave resonances at intermediate energies, these contributions
can be significant in Cs. The current results are employed here to interpret the observations
by Saßmannshausen et al. [111].
5.3 Hamiltonian Matrix Elements
The matrix elements of the unperturbed Rydberg Hamiltonian (H0) are calculated from the
solutions φnlrmr(~r) to the equation H0φnlrmr(~r) = − 12(n−µlr )2φnlrmr(~r), where the quantum
defects µlr for Cs atom levels are used as follows:
lr µlr
0 4.05739
1 3.57564
2 2.471396
3 0.0334998
4 0.00705658
≥ 5 0
We use the spherical coordinate system centered at the Rydberg core, as portrayed in
Fig. 5.2. The Rydberg orbitals forming our truncated basis set are comprised of {ns, (n +
1)s, np, (n− 1)d, (n− 3)lr ≥ 3, (n− 4)lr ≥ 3} Rydberg wave functions.
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2FIG. 1. The coordinate system used throughout the text.
Boxes show the six numbers defining a given basis function.
Total electron spin sr, sg are 12 , while total nuclear spin ig is
7
2
for 133Cs.
FIG. 2. Cs Phase Shifts
of the Rydberg electron), as portrayed in Fig. 1. The
full Hamiltonian now reads:
Hˆ = Hˆ0 + HˆSO + HˆHF + HˆS+P (5)
Hamiltonian matrix elements describing S-wave scatter-
ing between basis elements | ii and h j | take the form:
HˆS = 2⇡
X
S=0,1
A`sc=0S (k) 
⇤
i (R) j(R)
· hsri ,msri , sgi ,msgi |S, (msri +msgi )i
· hsrj ,msrj , sgj ,msgj |S, (msrj +msgj )i (6)
A`sc=0S=0,1 (S = 0, 1 denoting the singlet and triplet con-
figurations, respectively) are given by   tan  
`sc=0
S=0,1(k)
k for
energy-dependent phase shifts shown in Fig 2.
Generalizing the operator from eq. 2, the matrix el-
ements associated with the P-wave interaction take the
form
Figure 5.2: The coordinate system used throughout the text. Boxes show the six quantum
numbers describing the basis s t. The electron spins for the Rydberg and ground state atoms
are: sr, sg, while the ground state atom nuclear spin ig. Only the magnitude f the total angular
momentum K = lr + sr + sg + ir and its projections are in general good quantum numbers.
The asymptotic form for the radial wave function is given by
Fnlr(r) ∝ rlre−
r
n−µlr 1F1
(
lr − n+ 1 + µlr , 2 + 2lr,
2r
n− µlr
)
(5.5)
where 1F1 is the confluent hypergeometric function. For µl = 0, this reduces to the usual
hydrogenic solution:
Fnlr(r) =
√(
2
n
)3
(n− lr − 1)!
2n(n+ lr)!
e−
r
n
(
2r
n
)lr
L
(2lr+1)
n−lr−1
(
2r
n
)
(5.6)
where L(α)n is the generalized Laguerre polynomial. For non-integer quantum defects, the wave
functions Fnlr=1,2 diverge at origin. To remedy this problem, they are matched to nu erically
calculated wave functions at small-r [94].
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Spin-dependent s-wave interaction.— The Hamiltonian matrix elements describing s-wave
scattering between basis functions |φi〉 and 〈φj| are,
〈φi|Hs|φj〉 = 2pi
∑
S
aSs (k) 〈φi| δ(3)(~R− ~r) |φj〉×
〈sri ,msri , sgi ,msgi |S,mSi〉 〈S,mSj |srj ,msrj , sgj ,msgj 〉 (5.7)
where |φi〉 is shorthand for the basis element |nilrimlrimsrimsgi isgi 〉, and mSi = msri + msgi
is the total spin projection along the internuclear axis. The s-wave scattering length aSs (k) has
been generalized to accommodate the (S = 0, 1) singlet and triplet scattering lengths.
Spin-dependent p-wave interaction.— Additional caution is necessary when dealing with
the p-wave electron-atom scattering, which depends on the total electronic spin S = sr + sg
and angular momentum J = `sc + S centered on the perturber atom. The triplet (S = 1)
p-wave scattering phase shift in Cs exhibits a relatively large splitting for J =0,1,2. This is in
contrast to previous studies in Rb where the triplet p-wave scattering length is treated as a
single resonance. The resulting Cs p-wave scattering interaction operator thus takes the form
Hˆp = 6pi
∑
J,mJ ;S,mS
(aJ,Sp (k))
3δ(3)(~R− ~r)←−∇ · −→∇ |JmJ ;SmS〉 〈JmJ ;mS| (5.8)
where S = 0, 1 and mJ is the projection of J along the internuclear axis. In the uncoupled
basis |nlrmlr ;SmS〉, where |nlrmr〉 is a Rydberg orbital and |SmS〉 is the total spin state of
the two electrons, matrix elements of this interaction take on the form
〈φi| Hˆp |φj〉 = (a¯m`scmSp )3(k)δmlrimlrj δmSimSj · 〈ψi| δ
(3)(~R− ~r)←−∇ · −→∇ |ψj〉 (5.9)
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with the effective scattering volume as
(a¯m`scmSp )
3(k) =
∑
J=0,1,2
(
〈(`sc = 1)m`sc , (S = 1)mS|JmJ〉2 · (aJ,S=1p )3(k)
)
· PT
+
(
〈(`sc = 1)m`sc , (S = 0)mS|(J = 1)mJ〉2 · (aJ=1,S=0p )3(k)
)
· PS (5.10)
where 〈Lm`sc , SmS|JmJ〉 is a Clebsch-Gordan coefficient coupling the orbital angular momen-
tum of the Rydberg electron to the combined total spin of the ground state atom and Rydberg
electron. Note thatm`sc = mlr , since angular momentum projections are invariant under trans-
lation along the axis of projection. Because of the projection onto the p-wave relative angular
momentum states, only Rydberg states with spatial angular momentum projection ml = 0 or
±1 contribute to the interaction.
The spatial integral in Eq. 5.9 can be evaluated as
〈φi| δ(3)(~R− ~r)←−∇ · −→∇ |φj〉 = lim
~r→Rzˆ
{
2li + 1
4pi
δmli0
∂F ∗nili(r = R)
∂r
∂Fnj lj(r = R)
∂r
+ δ|mli |1F
∗
nili
(r = R)Fnj lj(r = R) ·
∫
d(cos θ)dφ∇Y ∗limli (θ, φ) · ∇Yljmlj (θ, φ)
}
δmlimlj ,
(5.11)
where Ylm(θ, φ) is a spherical harmonic, Fnl(r) is the radial part of the Rydberg wave function,
and we suppress the subindex r on (l,m) for notational convenience. It should be noted that
the radial derivatives only act on wave functions with ml = 0 while the angular derivatives
∇Yljmlj are only non-zero for states with ml = ±1.
S- and P-wave scattering phase shifts.— In order to fully characterize the electron-perturber
interaction, the s- and p-wave scattering lengths must be determined. In the case of aJ=0,1,2,S=1p
and aS=1,0s , these are derived by solving the scattering equation including the polarization po-
tential Ve−-Cs = −α/2r4 where α = 402.2 a30 is the polarizability of the ground state Cs atom.
57
We extract the phase shift by enforcing a hard wall boundary condition at short range (r0 . 3
a.u.) on the polarization potential.
For a(S=1,0)s , we adjust the hard wall to reproduce experimentally known zero-energy scat-
tering lengths. For aJ=0,1,2,S=1p , the position of the hard wall by is chosen so as to enforce a
resonance in the scattering phase shift, i.e. δE = pi/2, at a resonant energy E consistent with
experimental measurements. While it is unlikely that this simple procedure captures all of the
details of the p-wave electron-atom scattering process, the effects of the p-wave interaction on
the molecular potentials are largely captured by the position and width of the 3PJ scattering
resonances. Specifically, we set the position of the 3P1 to 8 meV, as observed [113]. The 3P0
and 3P2 resonance positions are set to respectively be 3.8 meV below and 7.2 meV above the
3P1 resonance position in accordance with [114]. The energy-dependent phase shifts for S=0
and 1 spin scattering in s-wave and p-wave are shown in Fig 5.3.
Rydberg spin-orbit matrix elements.— The Rydberg electron spin-orbit Hamiltonian has
the form Hso = Aso(n, lr)lr · sr, whose coefficients for Cs(np) states have been measured in
[116]. The matrix elements are
〈φi|Hso|φj〉 = Aso(n, lr)lr · sr (5.12)
where, for lr = 1, 2, 3 [116]
Aso(n, lr) =
(
lr +
1
2
)−1 [
A(lr)(n− (n, lr))−3 +B(lr)(n− (n, lr))−5 +C(lr)(n− (n, lr))−7
]
(5.13)
where (n, lr) = ∗(lr) + a(lr)(n− )−2
The lr-dependent parameters A,B,C, , a are
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Figure 5.3: The 1,3SJ , 1,3PJ electron- Cs(6s) phase shifts as a function of the electron scattering
momentum are reproduced here. The 1P1 phase shift was obtained from a calculation by
U. Thumm [115]. The 1,3S0 and 3PJ=0,1,2 resonant phase shifts are obtained by matching a
short distance boundary condition to experimental measurements of scattering resonances
[113, 94].
lr = 1 lr = 2 lr = 3
A(lr) (MHz) 2.13925e8 6.02183e7 -9.796e5
B(lr) (MHz) -5.6e7 -5.8e7 1.222e7
C(lr) (MHz) 3.9e8 0.0 -3.376e7
∗ 3.57531 2.47079 0.03346
a 0.3727 0.0612 -0.191
while for lr ≥ 4, Aso(n, lr) takes on its hydrogenic values:
Aso(n, lr) =
µ0
4pi
glµ
2
B
1
n3lr(lr +
1
2
)(lr + 1)
(5.14)
where gl is the Landé g-factor, µ0 is the vacuum permeability, and µB is the Bohr magneton.
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In the uncoupled angular momentum basis, the operator lr · sr has the representation [81]
lr · sr = lzrszr +
1
2
l+rs−r +
1
2
l−rs+r (5.15)
where (l, s)r,± are the ladder operators for the Rydberg electron orbital angular momentum
and spin. This representation allows to determine the matrix elements between different com-
binations of angular harmonic Yli,mli and spinors χsi,msi
〈Yli,mliχsi,msi | lr · sr |Ylj ,mljχsj ,msj 〉 . (5.16)
They are
〈lr · sr〉 = 
mlimsi if li = lj, si = sj,
mli = mlj ,msi = msj
1
2
√
li(li + 1)− lz,i(lz,i ± 1)
·√si(si + 1)− sz,i(sz,i ∓ 1) if li = lj, si = sj,
mli = mlj − 1,
msi = msj + 1
1
2
√
li(li + 1)− lz,i(lz,i ∓ 1)
·√si(si + 1)− sz,i(sz,i ± 1) if li = lj, si = sj,
mli = mlj + 1,
msi = msj − 1
(5.17)
Through the ladder terms, the spin-orbit coupling will therefore couple Σ and Π- states, as well
as singlet (S=0) and triplet (S=1) states.
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Ground hyperfine matrix elements.— The ground electron hyperfine interaction Hamilto-
nian matrix elements are calculated as
sg · ig = szg izg +
1
2
s+g i−g +
1
2
s−g i+g (5.18)
where (s, i)±,g are the ladder operators for the perturber valence electronic and nuclear spins.
We chose to demonstrate the utility of our method toward calculation of the vibrational
spectrum of Cs(6s1/2)-Cs(32p3/2) Rydberg molecules [111]. For this particular Rydberg ex-
citation, the fine-structure splitting ∆E32p1/2−32p3/2 is nearly degenerate with the ground state
hyperfine splitting, ∆Ehf ≈ 9.2 GHz.
For 133Cs with ig = 7/2, therefore, our full basis, including angular momentum degrees of
freedom, is
{32s, 33s, 32p, 31d,n = 29, 3 ≤ lr ≤ 28,
n = 28, 3 ≤ lr ≤ 27}
× {−lr ≤ mlr ≤ lr}
×
{
msr = ±
1
2
}
×
{
msg = ±
1
2
}
×
{
mig = ±
1
2
,±3
2
,±5
2
,±7
2
}
. (5.19)
We truncate this basis such that no basis element has |mlr | > 2 The total number of basis
states included in our calculation is 8480.
The projection of the total angular momentum, K onto R, mK = mlr + msr + msg + mig
is a good quantum number, so that the basis set diagonalization need only be performed in
blocks of 1060, 1008, 851, 638, 422, 209, and 52 elements, for |mK | = 12 , 32 , 52 , 72 , 92 , 112 , 132 ,
respectively.
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5.4 Results and Discussions
In Fig. 5.4, we show the full set of BO potential energy curves which result from the diago-
nalization of Eq. 5.4 with the basis functions defined in Sec. 5.3. This landscape of Rydberg
potential energies reveals the influence of the three 3PJ resonances. Due to the different
widths of J-resonances, see Fig. 5.3, the avoided crossings of molecular potentials in R occur
at different locations with the various unperturbed Rydberg manifolds. For example, near the
31d Rydberg level, the 3P1 resonance crosses before the narrower 3P0 resonance.
Figure 5.4: Born-Oppenheimer potential energy curves. The atomic Rydberg dissociation
levels are indicated on the right side of the graph; two sets of degenerate hydrogenic manifolds
are employed. Each Rydberg level is split due to SO and HF interactions in the Rydberg and
ground states. On the scale shown, the Rydberg molecule energy landscape also highlights
the dramatic influence of the 3PJ resonances (labeled in the figure) which manifest themselves
in the complicated set of avoided crossings.
While in Fig. 5.4 the potential energy curves are shown for all possible projections mK ,
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Figure 5.5: (a) The BO potential energy curves correlating to the Cs(6s) - Cs(32p3/2) F=3
asymptote, for the total projection quantum number mK = 12 . There are two sets of potential
curves (solid black): the lower two curves correlate to the Cs(32p1/2) F=4 atomic threshold
and are within ∼ 100 MHz of the F=3 threshold because in Cs(32p) excitation, the Rydberg
spin-orbit and the ground hyperfine splittings are nearly degenerate. The lowest curve in
each set corresponds to the predominantly triplet symmetry and the upper curve in each set
becomes sufficiently attractive to support vibrational levels (dashed lines) due to the mixing
of triplet and singlet channels. The vertical lines are due to the presence of a narrow 3P0
scattering resonance which crosses several atomic Rydberg levels; another crossing due to
the 3P1 scattering resonance is near R ∼ 1100 a0. In the F=3, mK = 12 manifold of states,
the ν = 0 vibrational states in the predominantly triplet and mixed electronic potentials have,
respectively, permanent electric dipole moments of 9.8 and 3.7 D; (b) the potential energy
curves correlating to the Cs(6s) - Cs(32p3/2) F=4 asymptote and the associated vibrational
levels. The calculated vibrational energies are shown as blue sticks on the right side panes,
which illustrate the experimental absorption sprectra.
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in Fig. 5.5 we show in detail the BO potentials for mK = 1/2. In the outer region, there are
two distinct sets of curves; the lower set corresponds to the potential curves dissociating to the
Cs(6s1/2) - Cs(32p1/2) F = 4 threshold, and the upper set of curves dissociate to the Cs(6s1/2)
- Cs(32p3/2) F = 3 threshold. The F = 3 and F = 4 thresholds are within ∼ 100 MHz of each
other because in excitation of Cs(32p), the Rydberg SO and the ground HF splittings are
nearly degenerate. Within each set, the lowest curve refers to a predominantly triplet potential
energy curve and the upper curve refers to the more mixed singlet/triplet potential. Generally,
in the outer region, defined by internuclear distances R greater than all the p-wave resonance
crossings, the predominantly triplet curve will have greater than 90% triplet character — the
singlet mixing enters mainly through the 1Π molecular symmetry — while the mixed curve will
have between 60% and 70% triplet character. There will also be other non-binding potential
energy curves (up to two more in a given mK block) which largely have Π character. We
stress that all of these molecular potentials are admixtures of Σ and Π symmetry states; ∆
contributions are in principle also present, but not of significance here. On the scale of Fig. 5.5
the relativistic 3PJ scattering resonances manifest themselves as sharp vertical lines.
We calculate the bound vibrational wave functions in the Born-Oppenheimer approximation
using the previously calculated potential energy curves. The resulting Rydberg molecular
binding energies are indicated by the thin blue lines in the rightmost pane of each figure,
together with the absorption spectra measured in [111]. It is evident from the comparison that
many of the spectral features in the experiment are reproduced in Fig. 5.5, which demonstrates
that the experiment resolves different mK vibrational lines.
The BO potential energy curves correlating to the Cs(6s) - Cs(32p3/2) F=3 and 4 asymp-
totes for mK = 32 , mK =
5
2
, mK = 72 , and mK =
9
2
, are shown in Figs. 5.6, 5.7, 5.8, 5.9. The
corresponding molecular bound states lead to additional spectral features that can be identi-
fied by comparing the vibrational energies to the observed spectral features. For mK = 92 , the
F = 4 potential energy curves are not binding, and for the F = 3 potential energy curves,
there is no contribution from the 3P0 scattering resonance, and hence the absence of any
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Figure 5.6: Potential energy curves for |mK | = 32 , F=4 (upper), and F=3 (lower). For outermost
wells, the curves are slightly less deep than for |mk| = 12 .
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Figure 5.7: Potential energy curves for |mK | = 52 , F=4 (upper), and F=3 (lower). For outermost
wells, the curves are slightly less deep than for both |mk| = 12 and |mK | = 32 .
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Figure 5.8: Potential energy curves for |mK | = 72 , F=4 (upper), and F=3 (lower). For outermost
wells, the curves are slightly less deep than for |mk| = 12 , |mK | = 32 , and |mK | = 52 .
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Figure 5.9: Potential energy curves for |mK | = 92 . For Cs, this is the largest value of |mK | that
will allow states of Σ molecular symmetry. Since J is forbidden from being 0, there is no J = 0
p-wave resonance.
sharp avoided crossings.
Spin weighting.— To accurately calculate the transition rates in photoassociation of trapped
gas atoms into Rydberg molecules, we must take into account the electronic transition dipoles,
as well as both the nuclear Franck-Condon and spin-overlap integrals. We assume that the
atom pairs, which will bind into a Rydberg molecule, are initially in states |6s(Fr0 = F¯ ), 6s(Fg0 = F¯ )〉,
i.e. the ground state atoms are in the same hyperfine state F¯ when optically pumped [111],
and Fr0(Fg0) refers to the hyperfine state of the ground state atom which will be Rydberg ex-
cited (will remain in the ground state). This initial state will be mixed uniformly and incoherently
about mFr ,mFg ∈ {−F¯ , · · · , F¯}. For a given initial mFr ,mFg , the oscillator strength between
two electronic states at internuclear distance R is proportional to
〈6s(Fr0 ,mFr0 ), 6s(Fg0 ,mFg0 )| dˆ |ψ〉 (5.20)
where |ψ〉 = ∑i ai |φi〉 are the calculated electronic eigenstates, and dˆ is the electric dipole
operator.
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The overlap integral in Eq. 5.20 then becomes
O(R;mFr0 ,mFg0 ) = 〈6s · · ·| dˆ |ψ(R)〉 〈Fr0mFr0 |ψ(R)〉 〈Fg0mFg0 |ψ(R)〉 . (5.21)
We neglect in 〈6s · · ·| dˆ |ψ〉 the contributions to |ψ〉 other than the 32p state.
For experimentally realized temperatures, the wave function of the ground state atom pair
is constant on the scale of the Rydberg molecule wave function. Therefore the vibrational
Franck-Condon factors take the form,
FCν(mFr0 ,mFg0 ) ∝
∫
dRR2ψν(R)O(R;mFr0 ,mFg0 ) (5.22)
for a given vibrational state ψν(R).
The overall Rydberg molecule formation rate is an incoherent sum over these Franck-
Condon factors
Γν ∼
∑
mFr0
∑
mFg0
|FCν(mFr0 ,mFg0 )|2GL, (5.23)
where GL accounts for the laser profile. The calculated absorption line profiles are compared
with the observed spectra in Fig. 5.1, where a Gaussian laser line profile GL of width 5 MHz
was used [111]. The agreement with the measured spectra (dashed lines) is good. In this
comparison the zero-energy triplet s-wave scattering length was adjusted by 5%, i.e. aTs (0) =
−20.71 a0.
Electric dipole moments.— Our approach also allows for the prediction of electric dipole
moments of Rydberg molecules. For the electronic wave functions the transition and perma-
nent electric dipole moments are
〈ψ| dˆ |ψ〉 =
∑
i
∑
j
〈φi| dˆ |φj〉 aiaj. (5.24)
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Because of the mixing of the opposite parity (n− 1)d and (n− 3)lr ≥ 3 states with np states
in Cs, the Rydberg molecule obtains a permanent electric dipole moment (PEDM) [4, 5]. We
note however that the dominant electronic transition is between the 32p and 31d atomic states
whose dipole moment is 〈32p| dˆ |31d〉 = 1583 D; we neglect therefore all other contributions to
the dipole moments. Thus, the spin-dependent dipole moments are
dS(R) =
∑
i
∑
j
〈φi| dˆ |φj〉 δmsri ,msrj δmsgi ,msgj δmigi ,migj (5.25)
and the vibrationally averaged PEDM are
dSν =
∫
dRψ∗ν(R)ψν(R)d
S(R). (5.26)
The PEDMs are calculated for the predominantly triplet (dTν ) and mixed (d
S+T
ν ) ν = 0 vibrational
levels for each mK value. For the mK = 12 potential dissociating to the J=3/2, F=3(F=4)
threshold the dipole moments are dT0 = 9.8(8.5) D and d
S+T
0 = 3.7(3.7) D. For mK =
3
2
, dT0 =
9.1(8.6) D and dS+T0 = 1.7(3.2) D, while for mK =
5
2
, dT0 = 7.8(8.2) D and d
S+T
0 = 2.3(3.6) D,
respectively.
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Chapter 6
Summary and Outlook
6.1 Outlook
As laser systems and our understanding of atomic systems became more sophisticated, it
is only natural that we would seek to go beyond the atom to molecular and many-body sys-
tems. Diatomic molecules—while the simplest testbed for what we could liberally consider
“chemistry”—continue to excite and suprise us with their remarkable complexity and adapt-
ability.
In our study of the ion pair, we show that a homonuclear bond need not be covalent. We
make substantial improvements to the scheme presented in Ref. [8], suggesting a mechanism
to sharply increased ion pair yields; additionally, we provide a generalizable but quite sim-
ple model for excited/ground state scattering with the possibility of localization of the excited
electron. In the future, we expect future experiments working toward ion pair creation [117], in-
cluding experiments using the recently observed butterfly state [108] as an intermediate state,
since that state has conveniently large Franck-Condon overlap with the ion-pair state, and may
have a favorable transition dipole moment as well (see Fig. 6.1).
We also explored the significance of spin-dependent effects in the calculation of Rydberg
molecular vibrational levels; our finding is that, particularly for cesium, the effect is dramatic.
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Figure 6.1: Butterfly states and the ion pair can exist with similar internuclear distances; there-
fore, we expect large Franck-Condon factors between them, and the butterfly state could serve
as a useful precursor to the ion pair state. This would avoid the need for a DC Stark effect, as
proposed in chapter 4.
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Figure 6.2: Cs Trilobite potential energy curves, as calculated in Chapter 5, but with a 10
G magnetic field applied in the z direction; shifted potential curves calculated by treating the
magnetic field term within zeroth-order perturbation theory. It is clear that a modest magnetic
field can enable spin-specific excitation.
The addition of the spin-orbit interaction will lead to mixing of Σ- and Π-states, while the addi-
tion of hyperfine effects will lead to mixing of the singlet and triplet interaction. We get substan-
tially better agreement with experimental data than previous work [111]. Moreover, this work
suggests many new avenues for control over individual spin configurations, or, conversely, for
new forms of coherent control utilizing weak, static magnetic fields. Fig. 6.2 shows the dra-
matic effect that even a small field can have on these potential energy curves, when spin is
explicitly considered. Additionally, spin-mixing due to the hyperfine interactions may have ap-
plication in the production of the ion pair state, since, while the precursor in our scheme [40] is
a triplet state covalent molecule, the final ion pair state has a singlet configuration.
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We have endeavored to be explicit about the way in which results were calculated, including
sections of code in some cases, such that any students who continue this work can do so with
ease. Appendix C additionally explains how the knowledge of approximately good quantum
numbers can lead to a substantial decrease in computational complexity when dealing with
larger systems.
We consider the future of Rydberg molecular physics highly exciting. In particular, we
look forward to new physics pertaining to the creation and manipulation of Rydberg molecules
when considering spin effects and applied magnetic fields. While much work has been done
regarding the effect of electric fields on Rydberg atoms and molecules, the effect of magnetic
fields is relatively unstudied. Therefore, we expect many new advances in this frontier in the
future.
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Appendix A
The Rydberg Blockade
A.1 Back-of-the-Envelope Blockade Explanation
The Rydberg blockade mechanism is simply considered by examining two neighboring atoms,
and including the interaction between them within the dipole approximation. Let us consider a
highly truncated two-particle Hamiltonian; we consider only the states |φ1〉 ⊗ |φ2〉 and |φ′1〉 ⊗
|φ′2〉. The 2× 2 Hamiltonian, including dipole interaction, takes the form 0 〈φ1|dˆ|φ′1〉·〈φ2|dˆ|φ′2〉R3〈φ1|dˆ|φ′1〉·〈φ2|dˆ|φ′2〉
R3
∆E
 (A.1)
where dˆ is the dipole operator, R is the internuclear distance, and ∆E is the separation of the
energies of these two states when interactions are neglected. Diagonalization of this matrix
yields the eigenvalues
∆E
2
±
√
(〈φ1| dˆ |φ′1〉 · 〈φ2| dˆ |φ′2〉)2
R6
+
∆2E
4
(A.2)
This leads us to two significant regimes:
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A.1.1 〈φ1| dˆ |φ′1〉 · 〈φ2| dˆ |φ′2〉  ∆E
This is the strongly interacting regime; Eq. A.2 becomes approximately
±〈φ1| dˆ |φ
′
1〉 · 〈φ2| dˆ |φ′2〉
R3
(A.3)
This is the blockade, or dipole-dipole regime; if the perturbation from the neighboring Rydberg
electron is sufficiently large to lead to a high degree of state mixing, there will be a significant
shift, scaling as 1
R3
with internuclear distance R.
A.1.2 ∆E  〈φ1| dˆ |φ′1〉 · 〈φ2| dˆ |φ′2〉
This is the weakly interacting regime; Eq. A.2 becomes approximately
±∆E ± 〈φ1| dˆ |φ
′
1〉 · 〈φ2| dˆ |φ′2〉
∆ER6
(A.4)
This is the van der Waals regime. Here the Rydberg-Rydberg interaction scales only as 1
R6
with internuclear distance R.
A.2 Logic Gates with Rydberg Atoms
The strong nonlinear behavior of the Rydberg blockade in the two-atom system open the pos-
sibility for quantum logic, as proposed by Jaksch et al. [23]. In their scheme, the two atoms
have a ground state with two hyperfine levels, and a Rydberg state with is resonantly coupling
the lower hyperfine state to a Rydberg state (that is, the coupling is in resonance before possi-
ble interactions between Rydberg atoms are considered). The atoms are separated such that
they are in the strong coupling regime, and assumed to be individually addressable. The level
scheme is portrayed in Fig. A.1 A pi-pulse is applied to the first atom, followed by a 2pi-pulse
to the second atom, following by a pi-pulse to the third atom. The full truth table describing
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|0> >
|r>
|1
ω
Figure A.1: Three-state scheme from Jaksch et al. [23] for a universal quantum gate.
possible results from this pulse sequence is then
pi1 2pi2 pi1
|0〉 ⊗ |0〉 → i |r〉 ⊗ |0〉 → i |r〉 ⊗ |0〉 → − |0〉 ⊗ |0〉
|0〉 ⊗ |1〉 → i |r〉 ⊗ |1〉 → i |r〉 ⊗ |1〉 → − |0〉 ⊗ |1〉
|1〉 ⊗ |0〉 → |1〉 ⊗ |0〉 → − |1〉 ⊗ |0〉 → − |1〉 ⊗ |0〉
|1〉 ⊗ |1〉 → |1〉 ⊗ |1〉 → |1〉 ⊗ |1〉 → |1〉 ⊗ |1〉
(A.5)
which is equivalent to the NAND gate, and therefore universal.
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Appendix B
The Adiabatic Picture of the Rydberg
Atom
As in section 3.5, we are free to express the n-electron wavefunction for the Rydberg atom
(i.e., with n − 1 core electrons and a single Rydberg electron) as a product of Rydberg and
core wavefunctions, where the latter are parametrized by the position of the Rydberg electron
Ψ(rcore, rRydberg) =
∑
i
ψi(rRydberg)Φi(rcore; rRydberg) (B.1)
Here rRydberg denotes the position of the Rydberg electron, and rcore denotes the positions of
the core electrons.
Following the same procedure, as in section 3.5, the Schrödinger equation for the Rydberg
electron wavefunctions ψi(rRydberg) becomes (using atomic units)
[
−1
2
(
−→∇ + τ)2 − 1
r
+ Ei
]
ψi = Eψi (B.2)
where Ei is the energy of the state Φi. Here τ is a matrix whose elements take the form
τij = 〈Φi| ∂
∂rRydberg
|Φj〉 (B.3)
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Thus far, the effect of interaction between the Rydberg and core electrons has not been ac-
counted for. Since the kinetic energy of the Rydberg electron is quite small relative to the
kinetic energies of the core electrons, it is often safe to neglect τ .
The effect of core polarization is most simply considered within perturbation theory, as
in [118, 78]. There, the Rydberg-core electron interaction coupling states Ψi and Ψj is ex-
panded into multipoles
V ′ij(rRydberg) =
∑
k
〈Φi(rcore; rRydberg)| (rcore)
k
(rRydberg)
k+1
Pk(cos θ) |Φj(rcore; rRydberg)〉 (B.4)
where θ implies the angle between different core electron positions relative to the core-Rydberg
electron axis. Considering τ → 0, and neglecting contributions higher than quadrupole, we
have the energy shift for core configuration i
− αd,i
2r4Rydberg
− αq,i
2r6Rydberg
(B.5)
where
αd,i =
∑
j 6=i
2Q
(1)
ij Q
(1)
ji
Ej − Ei (B.6)
is the dipole polarizability, and
αq,i =
∑
j 6=i
2Q
(2)
ij Q
(2)
ji
Ej − Ei (B.7)
is the quadrupole polarizability. The expectations of the core multipoles have been abbreviated
as
Q
(k)
ij = 〈Φi(rcore; rRydberg)| (rcore)kPk(cos θ) |Φj(rcore; rRydberg)〉 (B.8)
There will additionally be 1
r6Rydberg
and smaller terms that stem from the non-adiabatic coupling
τ ; these are given in details in [78].
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Appendix C
Relevant Techniques in Numerical Linear
Algebra
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The vast majority of problems in computational chemistry boil down to diagonalization of a
Hamiltonian in a carefully chosen basis. The quality (and completeness) of that basis is the
most important factor in the success of any calculation, but the fact that the best current algo-
rithms for diagonalization of dense matrices achieve Ω(n3) time complexity for n× n matrices
makes the study of larger and larger systems progressively more difficult. In this section, we
review the most significant algorithms for dense Hermitian matrix diagonalization, and explain
how the Ω(n3) scaling comes about. For additional detail on these our other algorithms, we
point to the reader to the standard text by Burden and Faires [119].
C.1 Eigenvalues via Gaussian Elimination
For completeness, we describe how we solve for the eigenvalues of a matrix H via Gaussian
elimination. The eigenvalue problem is concerned with finding λ, where
A~vi = λiI~vi (C.1)
for identity matrix I and eigensystem (λi, ~vi). Equivalently,
(A− λiI)~vi = 0 (C.2)
This equation will be satisfied if and only if the determinant of (A − λiI) is zero. Thus, the
problem is equivalent to the solution of n coupled linear equations. This will have greater than
Ω(n3) time
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C.2 The Householder Transformation and its Use in Tridiag-
onalization
Most diagonalization schemes rely first on the transformation of the matrix in question into a
tridiagonal form.
A =

A11 A12
A21 A22 A23
A31
. . . . . .
. . . . . . A(n−1),n
An,(n−1) An,n

(C.3)
This may be achieved via successive application of the Householder transformation. This is
simply a transformation corresponding to a reflection about a hyperplane passing through the
origin. It has the form
Pˆ = Iˆ − 2 |v〉 〈v| (C.4)
for unit vector |v〉. Eq. C.4 may be viewed intuitively as the sum of the projection operator into
the space complementary to the space spanned by |v〉 with the negation of the projection onto
the space spanned by |v〉.
It may be shown that Pˆ is both Hermitian (trivially) and unitary, since
Pˆ †Pˆ = (Iˆ − 2 |v〉 〈v|)(Iˆ − 2 |v〉 〈v|) = Iˆ − 4 |v〉 〈v|+ 4 |v〉 〈v|v〉 〈v| = Iˆ (C.5)
Given a matrixA, we wish to determine a Householder transformation that will set all values
beyond the second in the first column, and all values beyond the second in the first row of A,
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to zero. That is
A(0) = PˆAPˆ =

A11 A12 · · · 0 0
A21 A22 A23 A2,n
... A31
. . . . . . ...
0
. . . . . . A(n−1),n
0 An,2 · · · An,(n−1) An,n

(C.6)
Let us denote ~y the leftmost column of PˆA. We demand that ~y11 = A11, ~y21 = α, and ~yi1 = 0,
for i ≥ 3
~y =

A11
α
0
...
0

(C.7)
Then
y1 = A11 − 2
∑
j
v1vjAj1 = A11 (C.8)
y2 = A21 − 2
∑
j
v2vjAj1 = α (C.9)
and
yk = Ak1 − 2
∑
j
vkvjAj1 = 0 (C.10)
for k ≥ 3. Eq. C.8 may be ensured if v1 = 0.
Let
r =
∑
j=2
vjAj1 (C.11)
Then
2rv2 = A21 − α (C.12)
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and
2rvj = Aj1, j ≥ 3 (C.13)
We square both sides of these equations to obtain
4r2
∑
j=2
v2j = (A21 − α)2 +
∑
j=3
Aj1
2 (C.14)
~v is normalized, so
4r2 = −2αA21α + α2 +
∑
j=2
Aj1
2 (C.15)
By the orthgonality of Pˆ , we have that
Pˆ Pˆ ~y = Pˆ

A11
α
0
...
0

=

A11
A21
...
An1

(C.16)
Thus
〈y|T Pˆ Pˆ |y〉 = A112 + α2 = 〈y|y〉 =
∑
j=1
Aj1
2 (C.17)
and
α2 =
∑
j=2
Aj1
2 (C.18)
Thus
2r2 = −αA21α +
∑
j=2
Aj1
2 (C.19)
We take the convention
α = −sgn(A21)
√√√√(∑
j=2
Aj1
2
)
(C.20)
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To ensure that r = 0 when A21 = A31 = · · · = An1 = 0. Then
2r2 =
∑
j=2
Aj1
2 + |A21|
√∑
j=2
Aj1
2 (C.21)
and
v2 =
A21 − α
2
∑
j=2 vjAj1
(C.22)
vj =
Aj1
2
∑
j=2 vjAj1
, j ≥ 3 (C.23)
PˆA =

A11 A12 · · · A1,n
A21 A22 A23 A2,n
... A31
. . . . . . ...
0
. . . . . . A(n−1),n
0 An,2 · · · An,(n−1) An,n

(C.24)
PˆA is Hermitian, so clearly
APˆ =

A11 A12 0 · · · 0
A21 A22 A23 A2,n
... A31
. . . . . . ...
A(n−1),1
. . . . . . A(n−1),n
An,1 An,2 · · · An,(n−1) An,n

(C.25)
As explained before, v1 = 0, so the leftmost column is unaffected by operation of Pˆ on the
right (as the top row is unaffected by operation of Pˆ on the left); Eq. C.6 then clearly holds.
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Treating A(0) in blocks, 
A11
(0) A12
(0) 0 · · ·
A12
(0)
0 A(0)
′
...

(C.26)
let A(0)
′
be the lower right (n−1)×(n−1) block from A(0). We may in principle follow the same
procedure as above to derive a Pˆ ′ for the lower right subspace. As before, v1 = 0 (or, in the
superspace, v1 = v2 = 0), so the two left columns and two upper rows of A will be unaffected
by the application of this subsequent Householder transformation. We may therefore apply
sucessive Householder transformations, one for each dimension of the matrix. Since matrix
multiplication has computational complexity of Ω(n3), and since we apply 2n such operations,
we would expect the Householder tridiagonalization procedure to have complexity Ω(n4). The
procedure shown below circumvents the matrix multiplication step, however, and thus permits
the entire tridiagonalization to be done in Ω(n3) time.
def tridiagonalize(A):
# A is an n-by-n symmetric matrix
n=len(A)
for k in range(1,n-1):
alphasquared=sum([A[j-1,k-1]**2 for j in range(k+1,n+1)])
if A[k,k-1]==0:
alpha=-alphasquared**0.5
else:
alpha=-alphasquared**0.5*A[k,k-1]/abs(A[k,k-1])
r=alphasquared-alpha*A[k,k-1]
v=[0.0]*n
v[k]=A[k,k-1]-alpha
for j in range(k+2,n+1):
v[j-1]=A[j-1,k-1]
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u=[0.0]*n
for j in range(k,n+1):
u[j-1]=(1.0/r)*sum([A[j-1,i-1]*v[i-1] for i in range(k+1,n+1)])
vudot=0
for i in range(k+1,n+1):
vudot+=v[i-1]*u[i-1]
z=[u[j-1]-vudot/2.0/r*v[j-1] if j>=k else 0.0 for j in range(1,n+1)]
for l in range(k+1,n):
for j in range(l+1,n+1):
A[j-1,l-1]=A[j-1,l-1]-v[l-1]*z[j-1]-v[j-1]*z[l-1]
A[l-1,j-1]=A[j-1,l-1]
A[l-1,l-1]=A[l-1,l-1]-2*v[l-1]*z[l-1]
A[n-1,n-1]=A[n-1,n-1]-2*v[n-1]*z[n-1]
for j in range(k+2,n+1):
A[k-1,j-1]=0
A[j-1,k-1]=0
A[k,k-1]=A[k,k-1]-v[k]*z[k-1]
A[k-1,k]=A[k,k-1]
return A
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C.3 The Divide-and-Conquer Algorithm for Diagonalization
of Tridiagonal Matrices
The most commonly used algorithm for the diagonalization of large matrices is the divide-and-
conquer method, implemented in LAPACK as the sstevd (for already tridiagonal matrices) and
ssyevd (for general dense matrices–i.e., this algorithm proceeds initially with tridiagonalization
before beginning the divide-and-conquer scheme). In LAPACK, separate routines exist for
different types.
To begin, we view the tridiagonal matrix H as the sum of two block diagonal groups H1 and
H2 and a rank-1 perturbation λ |p〉 〈p|.
H =

H1
λ
λ
H2

=

H1
H2

+

λ
λ

(C.27)
Given the singular value decomposition of H1, H2, H1 = U1D1U
†
1 , H2 = U2D2U
†
2 , where
U1,2 are unitary and D1,2 are diagonal, we have
H =
 U1
U2


 D1
D2
+ λ |p〉 〈p|

 U †1
U †2
 (C.28)
Let
D =
 D1
D2
 (C.29)
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We then have the eigenvalue equation
(D + λ |p〉 〈p|) |λ〉 = λ |λ〉 (C.30)
(D − λI) |λ〉+ λ |p〉 〈v|λ〉 = 0 (C.31)
〈p|λ〉+ 〈p|λ(D − λI)−1 |p〉 〈v|λ〉 = 0 (C.32)
1 + 〈p|λ(D − λI)−1 |p〉 = 0 (C.33)
(C.34)
This is a system of n equations, the dimension of H (which is the dimension of |p〉. The roots
of this system may be solved via Newton-Raphson; this method can solve for each root inO(n)
time, and as we must ultimately solve for n roots, thhe divide-and-conquer method ultimately
produces eigenvalues in O(n2) time—a significant improvement in complexity over the QR
factorization method.
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C.4 A Technique for Diagonalization of Systems with Nearly-
Good Quantum Numbers
As explained above, we are often fortunate when performing direct diagonalization to have a
conserved quantity (alternately a good quantum number ). This allows us to represent the full
Hamiltonian in block diagonal form.
{V1
{V2
Figure C.1: When there is a known good quantum number, we may separate the Hamiltonian
into blocks corresponding to elements with particular values of that quantum number
Since each block may be diagonalized separately (and since, in general, diagonalization
takes O(n3) time for an n× n matrix), this represents a significant speedup.
In our work, the situation arises that we have a Hamiltonian H0 with a particular conserved
quantity, and a perturbation HP that breaks that conservation. We are free to rearrange the
order of the basis elements such that those elements which couple the two initially separate
block are all indexed contiguously. The resultant Hamiltonian takes the form shown in Fig. C.2
Let n1 denote the dimension of V1, n2 the dimension of V2, mP the dimension of Vp, m1 the
dimension of V1 ∪ VP , m2 is the dimension of V2 ∪ Vp, mP = m1 +m2 is the dimension of VP ,
n = n1 + n2 is the dimension of V , the full Hilbert space of the Hamiltonian.
Were we to naively diagonalize H, it would take O(n3) time. This is of course a ma-
jor barrier to any expansion of our basis set (or of additional perturbatory corrections to the
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{V1
{V2
{VP
Figure C.2: Vp is a subspace of the full Hilbert space which overlaps with both V1 and V2
Hamiltonian that warrant such expansions). We can, however, take advantage of the sparsity
of H by first tridiagonalizing VP (in approximately O(n2m) time). We denote i the index corre-
sponding to the first basis element in Vp (which is also in V1). We wish to find the Householder
transformation Pˆ = Iˆ − |v〉 〈v| which results in
H
(1)
i+j,i = 0, j 6= 0, 1 (C.35)
where PˆH = H(1).
As with the Householder transformations we derived for the fully dense matrix, we now
solve for the elements of |v〉. There will be potentially n1 + m2 nonzero elements in |v〉, since
Hji0, j ≥ i+m already. As before,
vi = 0, vi+1 =
Hi+1,i − α
2r
, vi+j =
Hi+j,j
2r
, j = 2, ...(n1 +m2 − 1) (C.36)
where
α = −sgn(Hi+1,i)
√√√√n1+m2∑
j=i+1
H2j+i,i (C.37)
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and
r =
√
1
2
α2 − 1
2
Hi+1,iα (C.38)
The complexity associated with the application of this Householder transformation is O((n1 +
m2)
2). To fully tridiagonalize the space VP , we must apply m1 such transformations, and
then m2 transformations with complexity O((n2 + m1)2). In total, the complexity of the full
tridiagonalization of VP is then O(m1(n1 +m2)2) +O(m2(n2 +m1)2) ≈ O(mn2).
Having tridiagonalized rows i through i + m − 1, Householder transformations may be
applied to the portions of H in V1, V2 disjoint from VP as if they were entirely uncoupled.
To show this, we remember that that for the (i + m)th row of V (the first row which is not
coupled byHP ), the applied Householder transformation has the form Iˆ−|v〉 〈v|, where vi+m =
0. Therefore, the elements Hi+m,i+m−1 and Hi+m−1,i+m will be unaffected by application of
Householder transformations which will tridiagonalize the part of H spanned by V2.
This is a substantial speedup, assuming m n.
If our full Hamiltonian is composed of several such perturbations, each breaking a differ-
ent conserved quantity, this scheme may be applied successively to significantly reduce the
computational complexity of diagonalization (to O(n2), effectively). For example, let
H = H0 +HFS +HHF +HMagnetic Field (C.39)
where
• H0 is our unperturbed Hamiltonian (perhaps incorporating S- and P-wave scattering in
our work), with good quantum numbers ~L, ~S the orbital electronic, and electronic spin
angular momenta, respectively.
• HFS is the fine structure contribution, with good quantum number ~J = ~L+ ~S
• HHF is the hyperfine structure contribution, with good quantum number ~K = ~J+ ~Snuclear,
~Snuclear being the nuclear spin.
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• HMagnetic Field is a magnetic field, which retains no good quantum number.
The subspace which couples blocks of different Kz may be tridiagonalized first; then,
within those nearly decoupled blocks, we may tridiagonalize the region which couples blocks
of different Jz, then those of different Lz, Sz. Finally, essentially dense blocks of particular
(Kz, Jz, Lz, Sz) may be tridiagonalized. Once the entire n×n matrix has been tridiagonalized,
it may be diagonalized via the divide-and-conquer method described above.
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Appendix D
The Eckart Potential
D.1 Bound states
The following is taken largely from Gol’dman, Krivchenkov [120]. Taking the Schrödinger equa-
tion with V (r) from (4.3), we make the substitutions [120]
ψ = (cosh
r
r0
)−2λu, where λ =
1
4
(
√
8µV0r02
~2
+ 1− 1)
The Schrödinger equation then becomes
d2u
dr2
− 4λ
r0
tanh (
r
r0
)
du
dr
+
4
r02
(λ2 − χ2)u = 0 (D.1)
with
χ =
√
−µEr0
2
2~2
Letting z = − sinh2( r
r0
) leads us to the hypergeometric equation
z(1− z)d
2u
dz2
+ (γ − (α + β + 1)z)du
dz
− αβu = 0 (D.2)
where γ = 1
2
, α = χ− λ, β = −χ− λ. In spherical coordinates, only odd hypergeometric
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solutions are valid:
u =
√
z F (−λ+ χ+ 1
2
,−λ− χ+ 1
2
;
3
2
; z) (D.3)
By enforcing asymptotic boundary conditions for the bound states (u→ 0 as r →∞),
λ− χ = n+ 1
2
, n = 0, 1, 2, · · ·
giving the set of bound states
ψn = (cosh
r
r0
)−2λun (D.4)
where
un = N sinh(
r
r0
)F (−n,−2λ+ n+ 1; 3
2
;− sinh2( r
r0
))
(N is a normalizing constant), with corresponding energies
En = − 2~
2
µr02
(
1
4
√
8µV0r02
~2
+ 1− n− 3
4
)2 (D.5)
D.2 Scattering States
With E = ~
2k2
2µ
, χ2 = −µEr02
2~2 → ikr0 = 2χ (µ is the effective mass) [120], and
u(r) = N sinh (
r
r0
)F (−λ+ ikr0
2
+
1
2
,
− λ− ikr0
2
+
1
2
,
3
2
,− sinh2 r
r0
)
fulfilling the boundary conditions
lim
r→0
u(r) = 0, lim
r→∞
u(r) ' sin(kr + δ0)
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where δ0 is the usual phase shift.
We note that F (α, β; γ; 0) = 1, ∀α, β, γ, and that
lim
r→∞
sinh2(
r
r0
) ≈ 1
2
e
2r
r0
Using the asymptotic behavior of the Gaussian hypergeometric functions (see [99], p. 108,
section 2.10, equation 2).
u(r) = Aeikr +Be−ikr
where
A = 2−ikr0
Γ(ikr0)
Γ(1−2λ+ikr0
2
)Γ(1 + 2λ+ikr0
2
)
, B = A†
where we neglect a real factor common to A and B which will not affect the scattering phase
shift. The phase shift itself has the form:
δ0 =
1
2i
ln(− A
A†
) (D.6)
In the limit ka 1, the Gamma functions may be expanded in a Taylor series about ika = 0,
Γ(ikr0) =
1
ikr0
Γ(1 + ikr0) ' 1 + ikr0ψ
(0)(1)
ikr0
Γ(1)
Γ(
1− 2λ
2
+
ikr0
2
) ' Γ(1− 2λ
2
)(1 +
ikr0
2
ψ(0)(
1− λ
2
))
Γ(1 + λ+
ikr0
2
) ' Γ(1 + λ)(1 + ikr0
2
ψ(0)(1 + λ))
where ψ(0) is themth-order polygamma function, i.e. ψ(0)(x) = d
dx
ln Γ(x). The final expression
for δ0 now becomes:
δ0 = kr0[− ln(2) + ψ(0)(1)− 1
2
ψ(0)(
1− 2λ
2
)− 1
2
ψ(0)(1 + λ)] (D.7)
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which is related to the s-wave scattering length by the usual formula,
lim
k→0
k cot δ0 = − 1
asc
The parameters for the pseudopotential V2(r) (4.3) are hence found by solving the system of
equations:
asc = r0(− ln(2) + ψ(0)(1)− 1
2
ψ(0)(
1− 2λ
2
)− 1
2
ψ(0)(1 + λ)) (D.8)
and
EA = − ~
2
2µr02
(
1
2
√
8µV0r02
~2
+ 1− 3
2
)2 (D.9)
There are multiple solutions to Eqs. (D.8 - D.9). However, since it is known that Rb− has
only one bound state, we impose the additional restriction:
Nbound = b1
4
√
8µV0r20
~2
+ 1 +
1
4
c = 1
The solutions to Eqs. (D.8 - D.9) yield r0 = 9.004786 a.u. and V0 = 0.061675 a.u.
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Appendix E
The Numerov Algorithm for the
Time-Independent Schrödinger Equation
Differential equations of the form
ψ′′(x) = g(x)ψ(x) (E.1)
may be numerically solved to high accuracy (with propagation error O(∆x4) for step size ∆x)
via the Numerov-Cooley algorithm 1
This may be shown for the Schrödinger equation
ψ′′(x) = −2m
~2
(E − V (x))ψ(x) (E.2)
1In the case of the Schrödinger equation, where g(x) = − 2m~2 (E − V (x), E is not assumed to be know;
if the only assumed boundary conditions are that the solution is normalized, taken with the Dirichlet boundary
conditions at x lim 0, ∞, general algorithms (i.e., those valid for differential equations of arbitrary form) will have
O(∆x) propagation error.
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by first Taylor expanding ψ(x)
ψ(x+ ∆x) = ψ(x) + (∆x)ψ′(x) +
(∆x)2
2!
ψ′′(x) +
(∆x)3
3!
ψ′′′(x)
+
(∆x)4
4!
ψ′′′′(x) +
(∆x)5
5!
ψ′′′′′(x) +O(∆x6) (E.3)
The sum of ψ(x+ ∆x) and ψ(x−∆x) will therefore contain no terms odd in ∆x:
ψ(x+ ∆x) + ψ(x−∆x) = 2ψ(x) + (∆x)2ψ′′(x) + ∆x
4
12
ψ′′′′(x) +O(∆x6) (E.4)
We may rewrite this as
(∆x)2ψ′′(x) = ψ(x+ ∆x) + ψ(x−∆x)− 2ψ(x)− ∆x
4
12
ψ′′′′(x) +O(∆x6) (E.5)
→ ψ′′(x) = ψ(x+ ∆x) + ψ(x−∆x)− 2ψ(x)
∆x2
− ∆x
2
12
ψ′′′′(x) +O(∆x6) (E.6)
Ultimately, we wish to solve for ψ(x + ∆x). The cleverness of the Numerov-Cooley algo-
rithm rests upon using the differential equation as given to produce high-accuracy approxima-
tions for ψ′′(x) and ψ′′′′(x). From the Schrödinger equation directly, we have
ψ′′(x) = −2m
~2
(E − V (x))ψ(x) (E.7)
The fourth derivative may be approximated by taking the Taylor expansion (as above) for ψ′′(x),
this time to fourth order:
ψ′′(x+ ∆x) + ψ′′(x−∆x) = 2ψ′′(x) + ∆x2ψ′′′′(x) +O(∆x4) (E.8)
ψ′′′′(x) =
ψ′′(x+ ∆x) + ψ′′(x−∆x)− 2ψ′′(x)
∆x2
+O(∆x2) (E.9)
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Substituting in the form for the second derivative taken from Eq. E.6, we have
ψ′′′′(x−∆x) =
2m
~2 (E − V (x+ ∆x))ψ(x+ ∆x)− 2m~2 (E − V (x−∆x))ψ(x−∆x) + 4m~2 (E − V (x))ψ(x)
∆x2
+O(∆x2)
(E.10)
We thus have a complete expression for ψ(x + ∆x) to O(∆x4) which depends only on ψ(x)
and ψ(x−∆x):
ψ(x+ ∆x) = 2ψ(x)− ψ(x−∆x) + ∆x2 2m
~2
(E − V (x))ψ(x)
+
∆x2
12
(
2m
~2
(E − V (x+ ∆x))ψ(x+ ∆x)− 2m
~2
(E − V (x−∆x))ψ(x−∆x)
+
4m
~2
(E − V (x))
)
ψ(x) +O(∆x4) (E.11)
import numpy as np
def numerovprop(energy,potential,xind,y0,y1,dx,mass=1.0):
h2=dx*dx
f0=2.0*mass*(energy-potential[xind-1])
f1=2.0*mass*(energy-potential[xind])
f2=2.0*mass*(energy-potential[xind+1])
y2=2.0*(1.0-(5.0/12.0)*h2*f1)*y1-(1.0+(1.0/12.0)*h2*f0)*y0
y2=y2/(1.0*(1.0/12.0)*h2*f2)
return y2
def generate_eigenfunction(
grid,potential,energy_guess,mass,
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initialcorrection=-0.001,tolerance=10.0*-9,corrstep=0.0001):
dx=grid[1]-grid[0]
dx2=dx*dx
ngrid=len(grid)
psi=[0.0]*ngrid
psil=[0.0]*ngrid
psir=[0.0]*ngrid
energy=energy_guess
energyold=0.0
loopcontinue=True
desirednodes=principal-1
corrarrow=1
nodecount=0
while (loopcontinue):
nodecount=0
psil[1]=0.0
psil[2]=1.0e-11
for j in range(2,ngrid):
psil[j]=numerovprop(energy,potential,j-1,psil[j-2],psil[j-1],dx,mass=mass)
if sign(psil[j])!=sign(psil[j-1]) and sign(psil[j])!=0:
nodecount=nodecount+1
if nodecount>desirednodes:
energy=energy-corrstep
if corrarrow==-1:
corrarrow=1
corrstep=0.5*corrstep
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elif nodecount<desirednodes:
energy=energy+corrstep
if corrarrow==1:
corrarrow=-1
corrstep=0.5*corrstep
else:
psir[ngrid-1]=0.0
psir[ngrid-2]=1.0e-11
for j in range(ngrid-2,0,-1):
psir[j]=numerovprop(energy,potential,j+1,psir[j+2],psir[j+1],-dx,mass=mass)
k=np.argmax(psir)
psir=map(lambda x: x/psir[k],psir)
psil=map(lambda x: x/psil[k],psil)
psi=[psil[j] if j<=k else psir[j] for j in range(0,ngrid)]
corrcheck=1
g=2.0*mass*(energy-potential[k])
enerror=(psi[k-1]+psi[k+1]-(2.0-dx2*g)*psi[k])/dx
if enerror>0:
energy=energy-corrstep
if corrarrow==-1:
corrarrow=1
corrstep=0.5*corrstep
elif enerror<0:
energy=energy+corrstep
if corrarrow==1:
corrarrow=-1
corrstep=0.5*corrstep
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if corrstep<tolerance:
loopcontinue=0
norm=np.sqrt((grid[2]-grid[1])*npdot(psi,psi))
psi=map(lambda x: x/norm,psi)
psiwithoutrweighting=[psi[j]/grid[j] for j in range(0,ngrid)]
return psiwithoutrweighting
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Appendix F
A Classical Picture of the Quantum Defect
To gain a bit more intuition for this quantum defect, let us consider the Rydberg orbital as
a classical, Keplerian one—i.e., the trajectory of a classical particle in a 1
r
potential. The
addition of polarization will cause the potential felt by the Rydberg electron to lose its radial
symmetry, and therefore the Keplerian orbit taken by the electron will no longer be completely
elliptical, but will include precession (see Fig. F.1). We have previously derived the defect-
perturbed thresholds in Eq. 2.16. By the correspondence principle [121, 122], the difference
in energy between two angular momentum states can be associated with the precessional
frequency induced by the quantum defect onto this Keplerian orbit. Therefore, treating angular
momentum as continuous, and taking the value of µl given in Eq. 2.16 while ignoring the
quadrupole polarization, we have
ωprecession =
15R∞µlαd
4n3l6
(F.1)
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Figure F.1: Keplerian orbit with precession
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