Recent advances in the area of wireless body area networks (WBANs) open new horizons in areas ranging from mHealth to entertainment. Reliability of communications and power consumption are paramount to widespread adoption of this technology. In this paper, we use ambulatory electroencephalography (EEG) monitoring in the context of WBANs and describe some network topologies and coding performance using graph theoretic techniques.
I. INTRODUCTION
Network coding has been widely studied in the last decade since the publication of the seminal paper [1] in which it was shown that significant gains could be achieved in a multicast transmission if coding of data is used in addition to simply routing. One of the applications of network coding is to wireless body area networks (WBANs) [3] , which could offer valuable support to monitoring a person's physiological data. Such systems are now more practical with the advent of new generation miniaturised, low-power wireless devices. In our context, a WBAN is a network that sends a person's relevant physiological data from attached or implanted miniaturised sensors, via relays, to a monitoring station (MS). Such systems allow continuous remote monitoring, which has the potential to offer many advantages in modern medical care, allowing greater patient freedom, lower healthcare cost and improved response to acute situations.
An important consideration of WBAN design is that the MS can retrieve all information sent in spite of packet loss. At the same time, power-consumption and communication range of sensors should be also taken into consideration, since these sensors must be small and light, with small batteries and antennae. An efficient WBAN must be operable under very low transmission power compared with general wireless networks, so any coding scheme for a given WBAN should have very low computational complexity. Another requirement is to minimize the number of re-transmissions requested due to errors as a retransmission is very costly from a power and/or memory perspective. One potential deployment for the WBAN is the reliable and low power monitoring of EEG signals sent from a wearable headset [2] to the MS. This scenario can be found in many applications ranging from accurate seizure detection, to human-computer interface to gaming controls. Each of these applications requires a number of EEG channels to be transmitted, the number ranging from few (2-10) to several tens (64 or more). We consider the scenario in which the sensors on the headset can be wired and the communication between the headset and MS is wireless for improved mobility and usability. The requirement is that the number of wires in the headset is also minimized.
In [4] a simple WBAN coding scheme robust to packet erasures was presented. The coding scheme has the advantage of very low computational complexity. In this paper, we generalize that scheme, considering a graph theoretic perspective. More precisely, we consider a graph which represents a coding scheme for a WBAN, and use it to analyze the robustness of the scheme against packet loss.
We present preliminaries in Section II, and describe a graph representation of a WBAN coding scheme. In Section III we give a necessary and sufficient condition for a given WBAN coding scheme to be able to retrieve all data at its MS after the erasure of some packets, in terms of its corresponding graph representation, in which case we call the graph decodable. In Section IV, we give an expression for the decoding probability of the given WBAN scheme and provide a partial characterization of those with a high decoding probability. In Section V, we present simulation data for a given WBAN. We will terminate this paper with conclusion.
II. BASIC BACKGROUND
We begin with some background on WBANs (cf. [3] , [4] ). A WBAN consists of sensors S i , relays R j and a monitoring station (MS). These sensors might be implanted, attached to a persons skin or clothing or in the proximity of the body. Each sensor S i sends a packet P i (a vector over GF (2)) to one or more relays where packets are encoded by taking linear combinations of them. The relays then send the encoded packets to the MS. A coding scheme for a given WBAN is a collection of GF (2)-linear vectorial functions f a (P 1 , ..., P n ), corresponding to packet encodings at each relay.
We consider schemes with redundancy r, in which case each packet is sent to r different relays. Now let n and k be the number of sensors and relays, respectively, and assume that each relay receives and sends t packets. Then for a 2011 IEEE International Symposium on Information Theory Proceedings 978-1-4577-0595-3/11/$26.00 ©2011 IEEE WBAN with redundancy r, observe that rn, the total number of packets sent from sensors to relays, is equal to tk, the total number of packets sent from relays to the MS. For the sake of simplicity, we assume the following throughout this paper.
• t = sr for some s ∈ N and therefore, n = sk holds.
Since n > k in general, we have s ≥ 2. • Relay R j receives and encodes t packets P js+1 , P js+2 , . . . , P js+t where js + ℓ is computed modulo n for each j = 0, 1, . . . , k − 1.
• Each encoded outgoing packet (to be sent to the MS) has the form P i or P i ⊕ P i ′ , i = i ′ , where as usual ⊕ denotes addition of binary vectors. In other words, f a (P 1 , ..., P n ) is either P i or P i ⊕ P i ′ for some i, i ′ (i = i ′ ). • Erasures do not occur in communication from sensors to relays but some may occur in the communication from relays to the MS.
We next present some preliminaries on graphs, (see [6] for further reading). Let G be a finite graph with vertex set V (G) and edge set E(G), respectively. We write L G to denote the number of loops of G. We define the incidence degree of a vertex v, expressed d I (v), as the number of edges incident with v (each loop at v contributes a count of one to this number; of course this is different to the standard definition of the degree of v, in which loops contribute a count of two to the degree). We denote by δ I (G) the minimum incidence degree of G, that is,
to denote the number of loops incident with a given vertex v,
we write ω(G) to denote the maximum multiplicity of any edge joining a pair of vertices of G. For any graph G, it is well known that the sum of degrees of vertices is equal to 2|E(G)|, while the sum of the incidence degrees S I (G) is given by 2|E(G)| − L G since each loop is counted as one.
A graph G is called connected if there is a path connecting each pair of vertices, otherwise G is called disconnected. Given a connected graph G, the edge-connectivity κ G of G is the smallest number of edges such that the resulting graph formed by deleting those edges is disconnected. Observe that κ G ≤ δ I (G) since deleting all edges attached to a vertex v with incidence degree
We now describe a decoding scheme for a WBAN via graph theory. Given a WBAN coding scheme C = {f 1 , ..., f rn } (a coding scheme consists of rn functions since there are rn packets to be sent to the MS), we generate a (multi)graph representation G = G C for C as follows.
1) G has as vertices 1, 2, . . . , n.
The erasure of packets during a transmission can be identified with deletions of edges in G. Clearly, for a WBAN with n sensors and redundancy r, any graph representation of a corresponding coding scheme must have n vertices and rn edges.
III. DECODABLE GRAPHS We provide a necessary and sufficient condition for full data retrieval at the MS.
.., f rn } be a WBAN coding scheme, where each f a is an encoding of packets P 1 , ...P n , and G = G C be the graph representation for C. Now let H be a subgraph of G formed by deleting edges of G corresponding to packet erasures occurring in the transmission. The MS can retrieve (i.e., decode) all packets P 1 , ...P n if and only if each connected component in H has at least one loop. Proof : We first show that having a loop in each component of H is sufficient to retrieve all packets P 1 , P 2 , . . . , P n . Clearly, it is enough to show that for a component with a loop, all packets P i , where i is a vertex in the component, can be retrieved at the MS.
Let C be a connected component with a loop in H. A vertex i in C with a loop signifies that P i has been received at the MS. Now pick another vertex j in C. Since i and j are in the same connected component, there exists a path π = i, a 1 , · · · , a ℓ , j from i to j in H, which means that P i ⊕ P a1 , P ax ⊕ P ax+1 (1 ≤ x ≤ ℓ − 1) and P a ℓ ⊕ P j have been received at the MS. Then the MS decoder can retrieve P j from P i and P i ⊕ P j .
We prove the converse by contradiction. Let C ′ be a connected component of H with no loops. Then, for the ℓ ′ vertices i 1 , i 2 , . . . , i ℓ ′ in C ′ , the MS can compute only P iy ⊕ P iz , 1 ≤ y < z ≤ ℓ ′ . Since these correspond to a system of equations of rank at most ℓ ′ − 1 over GF (2) the decoder cannot uniquely determine all P i1 , P i2 , . . . , P i ℓ ′ . Therefore, the existence of loops at each component plays an important role in selecting a graph for a WBAN coding scheme. For the remainder, we call a graph G decodable if each of its connected components has a loop, and denote by D(n, m) the set of decodable graphs with n vertices and m edges. Otherwise we say that G is called undecodable.
Given G ∈ D(n, m), we define a loop cut to be a subset L of E(G) such that G − L is undecodable. We write m(G) to denote the smallest cardinality of any loop cut of G.
Remark III. 2 For m(G) of a graph G, we note the following. 1) m(G) ≤ min(L G , δ I (G)) since deleting all loops in G or deleting all edges attached to a vertex v with incidence degree d I (v) = δ I (G) yields an undecodable graph. 2) If L G ≥ κ G , then κ G ≤ m(G) since a resulting graphG of G after deletion of some edges cannot be undecodable, if LG = 0, unlessG is disconnected.
The robustness of a WBAN coding scheme to packet loss can be measured as a function of the number of decodable subgraphs found upon deleting some edges.
IV. THE DECODING PROBABILITY OF A WBAN
Given a graph G ∈ D(n, m), we denote by c G x the number of decodable subgraphs of G formed by deleting x edges of G and we write k G x = m x − c G x to denote the number of undecodable subgraphs of G found by deleting some x-set of its edges. We define the decoding probability of G by
where p is the probability that an edge is not deleted (i.e., the probability that a packet is successfully transmitted to the MS) and q = 1 − p the probability that an edge is deleted (i.e., the probability that a packet is erased during the transmission). Our interest is to construct a coding scheme C for a fixed WBAN whose corresponding graph G = G C has a high decoding probability.
We first state the following lemma which can be easily obtained using elementary graph theory.
Lemma IV.1 Let G ∈ D(n, m). Then m ≥ n. Furthermore, δ I (G) ≤ 2m/n − 1 and m(G) ≤ 2m/(n + 1). In particular, m(G) ≤ min(⌊2m/n − 1⌋, ⌊2m/(n + 1)⌋)
From Lemma IV.1, we immediately deduce that c G x = 0 for x ≥ m − n + 1 and so P G = m−n x=0 c G x p m−x q x . Furthermore, it follows that for a WBAN W with n packets and redundancy r, any graph representation G of a coding scheme for W satisfies m(G) ≤ min(2r − 1, ⌊ 2rn n+1 ⌋) = ⌊ 2rn n+1 ⌋, which is simply 2r − 1 whenever r ≤ n+1 2 .
We now present some upper bounds on c G x for x. The following lemma is a sharp upper bound on c G
x when x = m(G).
Lemma IV. 2 Let G be a decodable graph with n vertices and m edges. Then c G m(G) ≤ m m(G) − m(G)(n + 1) − n + 2m − 1. Proof : First recall m(G) ≤ min(L G , δ I (G)). Let α be the number of vertices with incidence degree m(G) and let β be the number of vertices with incidence degree at least m(G)+2. Then by considering the sum of incidence degrees, we have Clearly, k G m(G) ≥ m(G)(n + 1) − n + 2m − 1 for any G ∈ D(n, m). We can also show a tight upper bound when x is close to m(G). We first note the following lemma which can be used in the latter lemma. We omit the proof due to the limited space. Lemma IV. 3 Let G ∈ D(n, m) satisfy k G m(G) = m(G)(n + 1) + n − 2m + 1. Then, with the same notation as in Lemma IV.2, β = 0 and either 1) α = m(G)(n + 1) + n − 2m and L G = m(G), or 2) α = m(G)(n + 1) + n − 2m + 1 and L G = m(G) + 1. Furthermore, if m > 2, then we have ∆ ℓ (G) ≤ m(G) − 1 for each case.
Lemma IV. 4 Let G be a graph satisfying the hypothesis of Lemma IV.3. Let θ = m(G)(n + 1) + n − 2m. Then
for any ) ways to produce an undecodable subgraph by the operation 1) (respectively, by the operation 2)). The operations 1) and 2) are mutually exclusive, since in 1) at most x ≤ m(G) − 1 edges are deleted from a vertex of incidence degree m(G) + 1. Moreover, the operations 2) and 3) are exclusive to each other, since in 2) at most
loops are deleted for any vertex v of incidence degree m(G)+ 1.
Finally, 1) and 3) are exclusive, since in 1) at most δ ℓ (v) + x ≤ m(G) − (∆ ℓ (G) − δ ℓ (v) + 1) ≤ m(G) − 1 loops are deleted for any given vertex v of incidence degree m(G).
It follows that
for any G ∈ D(n, m).
For given c G x we can compute an upper bound on c G x+z for z ≥ 0 by using the following easy result.
Lemma IV. 5 Let G be a graph with n vertices and m edges.
The following corollary is now immediate.
Corollary IV. 6 Let G ∈ D(n, m) satisfy the hypothesis of Lemma IV.3. Let λ = max(ω(G) + 1, ∆ ℓ (G) + 1) Then for each z ≥ 0
Recall from Lemma IV.1 that m(G) ≤ 2r − 1 for any graph representation G of a coding scheme of a WBAN with n packets and redundancy r. The following proposition shows that it is indeed possible to generate a graph G for which m(G) = 2r − 1 holds based on Algorithm 1. Note that the subscripts i of P i are computed modulo n in what follows, if not indicated explicitly.
Algorithm 1 : A coding scheme for a WBAN W with n packets, k relays and redundancy r.
. . , f (j+1)t be t(= nr/k = rs) packet encodings of relay R j . for t packets P js+1 , P js+2 , . . . , P js+t received by
reset f jt+b to be f jt+b := P js+b . else if j + 1 ≤ z then reset f js+y+1 to be f js+y+1 := P js+y+1 . end if end if end for end while return C = {f 1 , f 2 , . . . , f rn } as a coding scheme.
Proposition IV.7 Let C be the coding scheme for a WBAN with n packets, k relays and redundancy r, where k, r ≥ 2,
Relay
Inter-encoding R 0 P 1 P 2 P 3 ⊕ P 4 P 4 ⊕ P 5 P 5 ⊕ P 6 P 6 ⊕ P 1 R 1 P 4 P 5 ⊕ P 8 P 6 ⊕ P 7 P 7 ⊕ P 8 P 8 ⊕ P 9 P 9 ⊕ P 4 R 2 P 7 P 8 ⊕ P 11 P 9 ⊕ P 10 P 10 ⊕ P 11 P 11 ⊕ P 12 P 12 ⊕ P 7 R 3 P 10 P 11 ⊕ P 2 P 12 ⊕ P 1 P 1 ⊕ P 2 P 2 ⊕ P 3 P 3 ⊕ P 10 defined as in Algorithm 1. Let s = n/k and let the graph repre-
Proof : Observe that the graph G satisfies the following. 1) Each vertex i with i ≡ 1 (mod s) has a loop.
2) For each 1 ≤ i ≤ n, the number of edges between vertices i and i + 1 is r − 1. 3) G cannot be disconnected without deleting the (multi)edges (a, a + 1) and (a ′ , a ′ + 1) for a = a ′ .
4) If a vertex i does not have a loop, then
• it is adjacent to the vertex i+s when i ≡ 0 (mod s).
• it is adjacent to the vertex i − t + 1 otherwise. It is straightforward to see that G is connected and δ I (G) = 2r − 1 holds, so the edge-connectivity κ G of G satisfies κ G ≤ 2r − 1 ≤ L G . Also, we can obtain from Properties 2) and 3) that κ G ≥ 2(r − 1) = 2r − 2, which automatically implies m(G) ≥ 2r − 2 from 2) in Remark III.2. Now suppose that edges described in Property 3) are deleted from G, and call the resulting graphĜ. Denote by H a the subgraph ofĜ induced by the vertices a + 1, a + 2, ..., a ′ , and by H a ′ the one induced by the vertices a ′ + 1, a ′ + 2, ..., a. If both H a and H a ′ contain loops, then we can conclude that m(G) ≥ 2r−1. Furthermore, it cannot happen that neither H a nor H a ′ have loops since L G = LĜ ≥ 1. Therefore, we need only to consider the case (without loss of generality) when H a contains a loop but H a ′ does not. In this case, we will see H a and H a ′ withinĜ and show the existence of an edge in E(Ĝ) joining them, which implies that m(G) ≥ 2r − 1.
As H a ′ does not contain loops, |V (H a ′ )| < s since otherwise, at least one of the vertices i in H a ′ satisfies i ≡ 1 (mod s), and therefore, H a ′ contains a loop from Property 1).
If H a ′ contains a vertex i with i ≡ 0 (mod s), i is adjacent to the vertex i − t + 1, where i − t + 1 ≡ 1 (mod s) as t = sr. Since i − t + 1 has a loop from Property 1), it is in H a . If each vertex i in H a ′ satisfies i ≡ 0 (mod s), then i is adjacent to i+s. Since |V (H a ′ )| < s and |V (H a )| > n−s = (k−1)s ≥ s, i + s is in H a . In each case, there exists an edge in E(Ĝ) joining H a and H a ′ as required.
Furthermore, we can also prove that the graph G in proposition above satisfies c G m(G) = c G 2r−1 = nr 2r−1 − 2r, which is the upper bound obtained in Lemma IV.2, when 2r−1 ≤ L G ≤ 2r, as stated below. The proof will be provided in the full version of this paper.
Corollary IV.8 Let G be the graph satisfying the conditions described in Proposition IV.7. If k ≥ 3, r ≥ 2 and L G is either 2r − 1 or 2r, then we have c G m(G) = c G 2r−1 = nr 2r−1 − 2r. Using the information, we can derive the decoding probabilities P Gi and P G . We provide the decoding probabilities, together with the probabilities obtained from simulations in Table III . As for the simulation results, we computed the probabilities P as P = the number of success simulations the total number of simulations ,
where success simulations mean the ones in which all packets are retrieved. We ran the programme by setting the total number of simulations to be 5000000. We can see that applying coding scheme increases the decoding probability remarkably.
VI. CONCLUSION
In this paper, we used graph representations to consider coding schemes for WBANs with high decoding probabilities. We obtained some upper bounds on the number of decoding graphs which are coefficients of decoding probabilities, and provided an algorithm which generates a graph with a reasonably high decoding probability. As future work, we will try to establish good lower bounds on decoding probabilities.
We chose the case when each packet is a vector over GF (2) due to simplicity of implementation but future works will focus on expanding this to other operations. Also, although 9 sensors is related to our current scenario, in future we will look at expanding this coding scheme to other Wireless Sensor Networks which use relays.
