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Abstract
We show that the quartic form x41 + x
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3 + x
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4 cannot be written as a sum of three squares
of homogeneous real quadratic forms. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Among the many proofs of the inequality on the arithmetic and geometric means of
positive numbers, there are those seeking to write, after rationalization, the dierence
of the two means as a sum of squares. Specically, let n be an even integer, and
consider the n quantities xni ; i = 1; 2; : : : ; n. The dierence between the arithmetic and
the geometric means is 1=n  Hn, where
Hn = Hn(x1; x2; : : : ; xn):=xn1 + x
n
2 +   + xnn − nx1x2    xn:
The arithmetic{geometric inequality for n quantities follows from an expression of Hn
as a sum of squares of homogeneous polynomials of degree 12n. This was initiated
by Hurwitz [4], and can also be found in Hardy et al. [3]. Reznick [6] has observed
that the estimate given in [3] of the number of terms in Hn as a sum of squares can
be signicantly improved. In particular, if n= 2k , then Hn is expressible as a sum of
n− 1=2k − 1 squares. He conjectured that this is best possible, and demonstrated that
this would follow from the validity of another statement:
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Conjecture (Reznick). In the polynomial ring R=R[x1; x2; : : : ; x2
k
i ] of 2
k indeterminates;
the length of the form
Sk :=
2kX
i=1
x2
k
i
is 2k . In other words; Sk cannot be written as a sum of fewer than 2k squares of
homogeneous forms over R of degree 2k−1.
This conjecture is evidently true for k =1. In the present note, we shall establish its
validity for k = 2.
Theorem. The quartic form x41 + x
4
2 + x
4
3 + x
4
4 cannot be written as a sum of three
squares of homogeneous real quadratic forms.
For the general problem on expressing of real polynomials as sums of squares, we
refer to the work of Choi, Lam, and Reznick. See [1] and the bibliography therein.
Ref. [5] presents an algorithm to determine if a real polynomial is a sum of squares
and to nd an explicit representation if it is so.
2. Preliminary results
We shall establish this theorem by deriving a contradiction from an expression
x41 + x
4
2 + x
4
3 + x
4
4 = g
2
1 + g
2
2 + g
2
3 (1)
with real quadratic forms
gr =
X
1i4
a(r)i x
2
i +
X
1i<j4
b(r)ij xixj; r = 1; 2; 3:
It is convenient to organize these coecients into the following 10 vectors in R3:
pi = (a
(1)
i ; a
(2)
i ; a
(3)
i ); i = 1; 2; 3; 4;
qij = (b
(1)
ij ; b
(2)
ij ; b
(3)
ij ); i; j = 1; 2; 3; 4; i < j;
and adopt the notation bij = bji and qij = qji for i> j. In terms of these vectors,
expression (1) is equivalent to
jjpijj2 = 1; 1  i  4; (2)
hpi ; qiji= 0; i 6= j; (3)
2hpi ; pji+ jjqijjj2 = 0; i < j; (4)
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hpi ; qjki+ hqij ; qiki= 0; for distinct i; j; k; (5)
hq12; q34i+ hq13; q24i+ hq14; q23i= 0: (6)
It is clear from (2) and (4) that pi ; i = 1; 2; 3; 4, are distinct unit vectors in R3.
Lemma 1. No three of the unit vectors pi ; 1  i  4; are linearly dependent.
Proof. We rst show that no two of these vectors are linearly independent. It is enough
to demonstrate this for p3 and p4. If these are linearly dependent, then necessarily,
p3 + p4 = 0. Making use of (4), we have
(i) jjqi3jj2 + jjqi4jj2 = 0 for i = 1; 2, so that q13 = q14 = q23 = q24 = 0;
(ii) each of p1; p2 is orthogonal to p3; p4;
(iii) q34 is a nonzero vector orthogonal to p1; p2; p3 =−p4.
It follows that p1 and p2 must be linearly dependent, and necessarily, p2 =−p1. By
(4) again, q12 is a nonzero vector. By (3) and (5), the nonzero vectors q12 and q34 are
each orthogonal to p1 and p3, and so are linearly dependent. This, however, contradicts
(6).
Therefore, if three of these unit vectors, say p1; p2; p3, are linearly dependent, we
may assume one of the following:
(a) p3 = p1 + p2 for ; > 0; or
(b) p1 + p2 + p3 = 0 for ; ; > 0.
In case (a), we have, from (4), 2jjp3jj2 + jjq13jj2 + jjq23jj2 = 0, an impossibility.
Similarly, in case (b), we deduce that jjq14jj2 + jjq24jj2 + jjq34jj2 = 0. It follows
that q14 = q24 = q34 = 0. Consequently, by (4) again, p4 is orthogonal to each of
p1; p2; p3; q12; q13 and q23. These 6 vectors therefore lie in a two-dimensional subspace.
Since any two of p1; p2; p3 are linearly independent, we must have, from (3), qij = 0
for 1  i< j  3. This in turn implies, according to (4), that p1; p2; p3 are mutually
orthogonal, a contradiction.
Lemma 2. The vectors qij ; 1  i< j  4; are all nonzero.
Proof. Suppose to the contrary that q34 = 0. Then p3?p4 by (4), and, by (3) and
(5), each of q13; q14; q23; q24 is orthogonal to p3 and p4. If q13 6= 0, then, p1, being
orthogonal to q13, is in the span of p3 and p4. This contradicts Lemma 1. It follows
that q13 = 0. Likewise, q14 = 0. It follows from (4) that p1 is orthogonal to each of p3,
p4. The same reasoning shows that p2 is also orthogonal to each of p3; p4. But then
p1 and p2 would be linearly dependent, contradicting Lemma 1 again. This shows that
q34 6= 0.
The same reasoning indeed shows that the vectors qij ; 1  i< j  4, are all nonzero.
Corollary 3. hpi ; pji< 0 for 1  i< j  4.
Proof. This follows immediately from Lemma 2 and (4).
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Fig. 1.
3. Proof of the theorem
Consider pi ; i = 1; 2; 3; 4, as points on the unit sphere S2. The tangent planes at
these four points bound a tetrahedron. As vectors, pi ; i=1; 2; 3; 4, are the unit outward
normals of the faces of the tetrahedron. We shall furnish a proof of the theorem by
deriving a contradiction from a study of this tetrahedron. For i=1; 2; 3; 4, let Ci be the
vertex whose opposite face is contained in the tangent plane at pi. With this notation,
it is clear that, for distinct i; j, the tangent planes at pi and pj intersect in the line
containing the vertices Ck and Cl, with (i; j; k; l) a permutation of (1; 2; 3; 4) (Fig. 1).
For convenience, we shall say that the pairs (i; j) and (k; l) are complementary if
(i; j; k; l) is a permutation of (1; 2; 3; 4). Indeed, the sphere S2 being orientable, we may
assume that if (i; j; k; l) is an even permutation of (1; 2; 3; 4), then Cij:=Cj − Ci has the
same direction as the vector cross product pkpl. Note that the inner product hCij ; Ciki
has the same sign as
hpk  pl; pl  pji = −hpk  pl; pj  pli
= −(hpk ; pjihpl; pli − hpk ; plihpj; pli)
= hpk ; plihpj; pli − hpk ; pji
> 0
by Corollary 3. This means that the angles of the triangular faces of the tetrahedron
are all acute.
Now consider the system of Eqs. (2){(6). Let (i; j) and (k; l) be complementary
pairs. The vector qkl, being orthogonal to pk and pl, is a scalar multiple of pk  pl,
and hence of Cij. We may therefore write
qkl = ijCij = ij(Cj − Ci);
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for some ij 6= 0. From (4), it is clear that
2ij =
−2hpk ; pli
jjCi − Cjjj2 : (7)
In terms of the vertices Ci ; i=1; 2; 3; 4, and the parameters ij, relations (5) become
ilhpi ; Cili+ kl; jlhCkl; Cjli= 0: (i;il)
The parameters il; jl and kl can be determined easily from the equations (i; il);
(j; jl) and (k; kl). In fact,
2il =
hpj; Cjlihpk ; Ckli
hCil; CjlihCil; Ckli : (8)
Similarly, from the equations (l; li); (j; ji) and (k; ki), we obtain
2li =
hpj; Cjiihpk ; Ckii
hCli; CjiihCli; Ckii : (9)
Since pj is the outward unit normal of the face containing the three vertices Cl; l 6= j,
the inner product hpj; Cjli is independent of Cj; j 6= l. Noting that il=−li, we obtain,
by comparing (8) and (9),
hCil; CjlihCil; Ckli= hCil; CijihCil; Ciki: (10)
Since Cij + Cjl = Cik + Ckl = Cil, we have from (10),
hCil; CjlihCil; Ckli= hCil; Cil − CjlihCil; Cil − Ckli
= (jCilj2 − hCil; Cjli)(jCilj2 − hCil; Ckli):
Consequently,
hCil; Cjl + Ckli= jCilj2;
hCil; Cjli= hCil; Cil − Ckli= hCil; Ciki:
From the latter, we have,
hCl − Ci ; Ci − Cj − Ck + Cli= 0: (11)
Similarly,
hCk − Cj; Ci − Cj − Ck + Cli= 0: (12)
By combining Eqs. (11) and (12) with appropriate choices of indices, it is easy to
see that the three vectors
C1 + C2 − C3 − C4; C1 − C2 + C3 − C4; C1 − C2 − C3 + C4;
are mutually orthogonal. This means that
jCijj= jCklj;
and the tetrahedron is isosceles. For such a tetrahedron, the centroid and the circum-
center coincide. See [2, pp. 103{105]. This means that
C1 + C2 + C3 + C4 = 0:
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By eecting an orthogonal transformation if necessary, we may assume, in compo-
nent form,
C1 + C2 + C3 + C4 = (0; 0; 0);
C1 + C2 − C3 − C4 = (a; 0; 0);
C1 − C2 + C3 − C4 = (0; b; 0);
C1 − C2 − C3 + C4 = (0; 0; c);
for a; b; c> 0. From these,
C1 = 14 (a; b; c); C2 =
1
4 (a;−b;−c); C3 = 14 (−a; b;−c); C4 = 14 (−a;−b; c):
Simple computations show that the outward normals pi ; i = 1; 2; 3; 4, as the unit
vectors obtained by normalizing, respectively, the vectors
(−bc;−ca;−ab); (−bc; ca; ab); (bc;−ca; ab); (bc; ca;−ab):
Also,
hpi ; Ciji= abcp
a2b2 + b2c2 + c2a2
; i 6= j;
and
hC13; C14i= hC23; C24i= hC31; C32i= hC41; C42i= a
2
4
;
hC12; C14i= hC21; C23i= hC32; C34i= hC41; C43i= b
2
4
;
hC12; C13i= hC21; C24i= hC31; C34i= hC42; C43i= c
2
4
:
Computing from these the value of 212 using (7) and (8), we obtain
16a2
a2b2 + b2c2 + c2a2
=
8(a2b2 − b2c2 + c2a2)
(b2 + c2)(a2b2 + b2c2 + c2a2)
:
This leads to
a2b2 + b2c2 + c2a2 = 0;
a contradiction. This completes the proof of the theorem.
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