Chebyshev polynomials and Galois groups of De Moivre polynomials by Girstmair, Kurt
ar
X
iv
:2
00
7.
14
18
3v
1 
 [m
ath
.N
T]
  2
8 J
ul 
20
20
De Moivre polynomials of prime degree∗
Kurt Girstmair
Abstract
Let p ≥ 3 be an odd natural number. In 1738, Abraham de Moivre introduced
a family of polynomials of degree p, all of which are solvable. So far, these poly-
nomials were investigated only for p = 5. We describe the factorization of these
polynomials and their Galois groups for arbitrary primes p ≥ 3. In addition, we
express all zeros of such a polynomial as rational functions of three zeros, two of
which are “conjugate” in a certain sense.
1. Introduction and main results
Let p ≥ 3 be an odd natural number, and d,D ∈ Q, D 6= 0. In 1738, Abraham de Moivre
published his polynomials
f = D(p−1)/2
(p−1)/2∑
k=0
c2k+1
Dk
Z2k+1 − 2dD(p−1)/2 ∈ Q[Z],
where c2k+1 is defined by by
c2k+1 = (−1)(p−1)/2−k p
2k + 1
( p−1
2
+ k
2k
)
,
k = 0, . . . , (p− 1)/2 (see [6, p. 246]) . Here (m
n
)
is the usual binomial coefficient. Note
that f ∈ Q[Z] is a polynomial of degree p with leading coefficient cp = 1.
As de Moivre noted, f is a solvable polynomial. Indeed, put R = d2 − D. In order
to exclude trivial cases, we suppose that R is not a square in Q. We denote one of the
square-roots of R by
√
R and the other by −√R. Let
h = Zp − d−
√
R, h′ = Zp − d+
√
R. (1)
Now suppose that y ∈ C is a zero of h, whereas y′ ∈ C is a zero of h′. We put
z = yy′ and u = z(p−1)/2(y + y′). (2)
Then z is a pth root of D = d2 − R and u is a zero of f (see [2]). Using root symbols,
we can write
u =
p
√
D
(p−1)/2
(
p
√
d+
√
R +
p
√
d−
√
R
)
.
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Since all roots of f can be obtained in this way, we see that f is a solvable polynomial.
Though the polynomials f have been known for a very long time, it seems that the
decomposition of f into irreducible factors and the Galois group of the splitting field of
f have been investigated only in the case p = 5 (see [1], [7]). In this case it is known that
f is either irreducible or has a zero in Q. If u is such a zero, then f = (Z − u) f1, where
f1 ∈ Q[Z] is an irreducible polynomial. If f is irreducible, then the aforesaid Galois
group is isomorphic to a maximal transitive solvable subgroup of the symmetric group
S5; in particular, the order of the Galois group is 20. In the other case, the Galois group
is a cyclic group of order 4.
By a theorem of Galois, all zeros of an irreducible solvable polynomial of prime degree
can be expressed as rational functions of two arbitrarily chosen zeros. In [7] such rational
functions are given for p = 5.
The aim of the present paper is to give the respective results for all primes p ≥ 3. In
the case of Galois’ theorem, however, we have only a slightly weaker result.
Theorem 1 Let p ≥ 3 be a prime number. Furthermore, let d ∈ Qr {0}, R ∈ Q not a
square, and D = d2 − R.
(1) Then f is irreducible or has a zero in Q.
(2) If u ∈ Q is a zero of f , then
f = (Z − u) f1,
where f1 ∈ Q[Z] is irreducible, except in the case p ≡ 3 mod 4 and Q(
√
R) = Q(
√−p).
In this case
f = (Z − u) f1 f2,
where f1, f2 ∈ Q[Z] are irreducible, both of degree (p− 1)/2.
For a prime p ≥ 3 let Gp denote a maximal transitive solvable subgroup of the symmetric
group Sp. It is known that Gp has the order p (p−1) and a uniquely determined subgroup
G+p of order p (p− 1)/2 (see [3, p. 163]). Furthermore, let L denote the splitting field of
f .
Theorem 2 In the setting of Theorem 1 we have the following.
(1) If f is irreducible, then [L : Q] = p (p − 1) and Gal(L/Q) ∼= Gp, except in the
case p ≡ 3 mod 4 and Q(√R) = Q(√−p). In this case [L : Q] = p (p − 1)/2 and
Gal(L/Q) ∼= G+p .
(2) If f has a zero in Q, then [L : Q] = p − 1 except in the case p ≡ 3 mod 4 and
Q(
√
R) = Q(
√−p), where [L : Q] = (p − 1)/2. The group Gal(L/Q) is cyclic in all
cases.
As above, let p ≥ 3 be a prime, d, R ∈ Q, d 6= 0, R not a square, and D = d2−R. Define
the polynomial A ∈ Q[Z] by
A =
1
2R
(p−1)/2∑
k=0
a2k
Dk
Z2k + (−1)(p+1)/2 d
2RD
Z (3)
2
with
a2k = (−1)k p− 1p−1
2
+ k
(p−1
2
+ k
2k
)
, (4)
k = 0, . . . , (p − 1)/2. Suppose, moreover, that R is positive. We will see that f has
exactly one real zero u and (p−1)/2 pairs of complex-conjugate zeros. Let u1, u1 be such
a pair. Then we have the following.
Theorem 3 The pairs of complex-conjugate zeros of f are given by
k∑
j=0
2k + 1
2j + 1
(
k + j
2j
)(
(−1)k+j u
2
(
u1 + u1
u
)2j+1
± DA(u)
2j+1Rj
(
u1 − u1
DA(u)
)2j+1)
, (5)
k = 0, . . . , (p− 3)/2. Here the plus sign is constant for all j = 0, . . . , k, as is the minus
sign.
A similar result holds if R and u are arbitrary. However, then the “conjugate” of u1 must
be determined in a different way, see Section 3.
Example. Let p = 7, d = 1 and R = 5. Then f = Z7 + 28Z5 + 224Z3 + 448Z + 128 and
A = (Z6 + 24Z4 + 144Z2 − 16Z + 128)/640. The Galois group of L over Q is ∼= G7 and
the real zero of f is u ≈ −0.275194. A non-real zero of f is u1 ≈ 0.247941 + 1.739637 i.
For k = 1, 2, formula (5) yields the zeros ≈ 0.0612366 ± 3.908930 i and ≈ −0.171581 ±
3.134718 i, respectively.
Section 2 contains the proofs of Theorems 1, 2. The proof of Theorem 3 is given in
Section 3.
2. Factorization and Galois group
Throughout this section we assume that p ≥ 3 is a prime, d, R ∈ Q, d 6= 0, R not a
square, and D = d2 − R. Let y, y′ be zeros of h, h′, respectively (see (1)), and z, u be
defined as in (2). Let A ∈ Q[Z] be given by (3) and (4).
Let ζ ∈ C be a primitive pth root of unity. Then the numbers
uk = z
(p−1)/2(yζk + y′ζ−k), (6)
k = 0, . . . , p− 1, are distinct (with u = u0). Indeed, yζk is a zero of h, and y′ζ−k a zero
of h′. If uk = ul, then yζ
k and yζ l are both solutions of the quadratic equation
z(p−1)/2(x+ z/x) = uk
in x. However, this equation has exactly two solutions, namely, yζk and y′ζ−k. Since
y 6= 0, we have yζ l = y′ζ−k and (yζ l)p = d+√R = (y′ζ−k)p = d−√R. Therefore, R = 0,
a contradiction. By (2), uk is a zero of f for all k ∈ {0, . . . , p− 1}. So f has the distinct
zeros uk, k = 0, . . . , p− 1.
Our most important tool is the identity
{y, y′} =
{
z(p+1)/2
( u
2D
± A(u)
√
R
)}
, (7)
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see [2, Thm. 1].
For the sake of simplicity we assume, henceforth, that the plus sign in (6) gives y and
the minus sign gives y′ (the converse assumption makes no difference in what follows).
From (6) and (7) we obtain the following formula:
uk =
u
2
(ζk + ζ−k) +DA(u)
√
R(ζk − ζ−k), (8)
k = 0, . . . , p− 1. Let L = Q(u, u1, . . . , uk) denote the splitting field of f .
Proposition 1 In the above setting, the splitting field L of f equals
Q(u,
√
R(ζ − ζ−1)).
Proof. We observe (u1 − up−1)/2 = DA(u)
√
R(ζ − ζ−1) ∈ L. But D 6= 0, and since
y 6= y′, (7) shows A(u) 6= 0. Hence √R(ζ − ζ−1) ∈ L and Q(u,√R(ζ − ζ−1)) ⊆ L.
Conversely, we note that K = Q(
√
R(ζ − ζ−1)) is a subfield of the abelian extension
Q(
√
R, ζ) of Q. Hence K is a Galois extension of Q. Let σ be a Galois automorphism of
Q(
√
R, ζ)) such that σ(ζ) = ζk for a given k ∈ {1, . . . , p− 1}. Then σ(√R(ζ − ζ−1)) =
±√R(ζk − ζ−k), and so √R(ζk − ζ−k) ∈ K. We also observe
(
√
R(ζ − ζ−1))2 = R(ζ2 + ζ−2)− 2R.
This shows ζ2+ζ−2 ∈ K, and since K is a Galois extension of Q, ζk+ζ−k ∈ K for all k =
1, . . . , p− 1. Moreover, Q(u,√R(ζ − ζ−1)) contains K. Accordingly, Q(u,√R(ζ − ζ−1))
contains all numbers ζk+ζ−k and
√
R(ζk−ζ−k), k = 1, . . . , p−1, and, by (8), all numbers
uk. 
As above, let K = Q(
√
R(ζ − ζ−1)).
Proposition 2 In the above setting, K is a cyclic extension of Q, and [K : Q] = p− 1,
except if p ≡ 3 mod 4 and Q(√R) = Q(√−p); in this case [K : Q] = (p− 1)/2.
Proof. Suppose, first, that
√
R 6∈ Q(ζ). Since (√R(ζ − ζ−1))2 ∈ Q(ζ))+ = Q(ζ + ζ−1),
[K : Q(ζ)+] = 2. But [Q(ζ)+ : Q] = (p− 1)/2, and so [K : Q] = p − 1. Moreover, K is
a subfield of the abelian extension Q(
√
R, ζ) of Q. The Galois group Gal(Q(
√
R, ζ)/Q)
is generated by τ and σ, where τ(
√
R) = −√R, τ(ζ) = ζ , and σ(√R) = √R, σ(ζ) = ζg
for some primitive root g mod p. Since σ(p−1)/2(ζ) = ζ−1, we obtain
σ(p−1)/2(
√
R(ζ − ζ−1)) = −
√
R(ζ − ζ−1) = τ(
√
R(ζ − ζ−1)).
Accordingly, σ(p−1)/2|K = τ |K and Gal(K/Q) is generated by σ|K .
Next let
√
R ∈ Q(ζ). Then K ⊆ Q(ζ). Since K ⊇ Q(ζ)+, we have the cases
K = Q(ζ) and K = Q(ζ)+. Both extensions of Q are cyclic. The latter case occurs
just if
√
R(ζ − ζ−1) ∈ Q(ζ)+. Since ζ − ζ−1 ∈ iR, this implies √R ∈ iR. But the
uniquely determined quadratic subfield of Q(ζ) is Q(
√
p), if p ≡ 1 mod 4, and Q(√−p),
if p ≡ 3 mod 4 (see, for instance, [4, p. 71]). Hence √R ∈ iR means p ≡ 3 mod 4 and
Q(
√
R) = Q(
√−p). 
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Proof of Theorem 1. Let h, h′ be as in (1). First we observe that the zeros y, y′ of h,
h′, respectively, can be chosen such that for N = Q(y, y′) we have [N : Q] | 2p2. Indeed,
if h has a zero y in Q(
√
R), then h′ has a zero y′ in Q(
√
R) and N ⊆ Q(√R). If h has
no zero in Q(
√
R), then h is irreducible over Q(
√
R) (see [5, p. 221]). In particular, we
have [Q(y) : Q(
√
R)] = p for an arbitrary zero y of h. If h′ has a zero y′ in Q(y), then
N = Q(y, y′) = Q(y) and [N : Q] = 2p. If h′ has no zero in Q(y), then h′ is irreducible
over Q(y) by the same argument, and we obtain [N : Q] = 2p2.
Suppose that y, y′ have been chosen in this way and that u = z(p−1)/2(y + y′) with
z = yy′.
Case 1: u ∈ Q. By Proposition 1, the splitting field L of f equals K = Q(√R(ζ −
ζ−1)).
If u 6∈ Q, we observe that Q(u) ⊆ N , whence [Q(u) : Q] | 2p2. This gives rise to the
following cases.
Case 2: [Q(u) : Q] = 2. Here we have Q(u) = Q(
√
R), since Q(
√
R) is the only
subfield of N of degree 2 over Q (otherwise, 4 divides [N : Q], which is impossible). By
Proposition 1, L = Q(
√
R,
√
R(ζ − ζ−1)) = Q(√R, ζ).
Case 3: [Q(u) : Q] > 2. Since [Q(u) : Q] | 2p2, we have p | [Q(u) : Q]. But u is a zero
of f , whose degree is p. Hence [Q(u) : Q] = p and f is irreducible.
Therefore, we have to treat Case 1 and Case 2 now.
In Case 1, we distinguish certain subcases: Suppose, first, that
√
R 6∈ Q(ζ). Then
Gal(K/Q) consists of the automorphisms σk, k = 1, . . . , p− 1, defined by σk(
√
R) =
√
R
and σk(ζ) = ζ
k (recall the first paragraph of the proof of Proposition 2). By formula (8),
we obtain σk(u1) = uk, k = 1, . . . , p− 1. Therefore, the zeros u1, . . . , up−1 are conjugate
and f = (Z − u)f1, where f1 ∈ Q[Z] is irreducible.
Next we suppose
√
R ∈ Q(ζ). Then we have K ⊆ Q(ζ). More precisely, K = Q(ζ) if
p ≡ 1 mod 4, and K = Q(ζ + ζ−1) = Q(ζ)+ if p ≡ 3 mod 4 (recall the second paragraph
of the proof of Proposition 2). We have Gal(Q(ζ)/Q) = {σ1, . . . , σp−1} with σk(ζ) = ζk.
In what follows we must distinguish between quadratic residues mod p and quadratic
non-residues mod p. For reasons of brevity we write “QR” for “quadratic residue mod
p” and “QNR” for “quadratic non-residue mod p”.
Since Q(
√
R) is the fixed field of the subgroup {σk; k a QR} of Gal(Q(ζ)/Q), we
obtain
σk(
√
R) =
{√
R if k is a QR ;
−√R if k is a QNR.
First let p ≡ 1 mod 4. Then K = Q(ζ). If k is a QR, then σk(u1) = uk, and if k is a
QNR, then σk(u1) = up−k for k ∈ {1, . . . , p−1}. But {up−k; k a QNR} = {uk; k a QNR},
since −1 is a QR. Hence we obtain that all uk, k = 1, . . . , p − 1 are conjugate, and
f = (Z − u)f1, where f1 ∈ Q[Z] is irreducible. In the case p ≡ 3 mod 4, we have
{σp−k(u1); k a QNR} = {uk; k a QR}. So only the uk, k a QR, are conjugate, as are the
uk, k a QNR. We obtain f = (Z − u)f1f2, where f1, f2 ∈ Q[Z] are irreducible of degree
(p− 1)/2.
In Case 2, we have Q(u) = Q(
√
R) and L = Q(
√
R, ζ). If
√
R 6∈ Q(ζ), then there are
automorphisms σk in Gal(L/Q) such that σk(
√
R) =
√
R and σk(ζ) = ζ
k, k = 1, . . . , p−1.
From formula (8) we see that σk(u1) = uk, k = 1, . . . , p−1. Since [Q(u) : Q] = 2, there is
only one zero uk of f , k ∈ {1, . . . , p− 1}, that is conjugate to u. This is a contradiction,
since uk has p− 1 conjugates different from u.
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If
√
R ∈ Q(ζ), then L = Q(ζ) and Gal(L/Q(√R)) = {σk; k QR}, where σk(ζ) = ζk.
We have σk(u1) = uk for each QR k. Therefore, if (p − 1)/2 > 1, each uk, k QR, has
at least two conjugates among the numbers uk, k QR; and each uk, k QNR, also has at
least two conjugates among the numbers uk, k QNR. Hence no uk, k = 1, . . . , p− 1, can
be conjugate to the quadratic irrational u, which is a contradiction.
There remains only the case p = 3. Here f1(u) = 0 for an irreducible divisor f1 of
f of degree 2. But then f has a zero v ∈ Q, and, by assumption, √R ∈ Q(ζ), i.e.,
Q(
√
R) = Q(
√−3). According to formula (8), the zeros of f are v and
v
2
(ζ + ζ−1)±DA(v)
√
R(ζ − ζ−1),
where ζ + ζ−1 ∈ Q and √R(ζ − ζ−1) ∈ Q. Therefore, all zeros of f are in Q, a contra-
diction.
Altogether, Case 2 is impossible. 
Proof of Theorem 2. We inspect the cases of the proof of Theorem 1. In Case 1, u ∈ Q
and L = K = Q(
√
R(ζ − ζ−1)). By Proposition 2, L is a cyclic extension of Q of
degree p − 1 over Q, except in the case p ≡ 3 mod 4 and Q(√R) = Q(√−p), where
[L : Q] = (p− 1)/2.
Since Case 2 is impossible, there remains only Case 3. By Proposition 1, L is the
composite Q(u)·K with K = Q(√R(ζ−ζ−1)). Since [Q(u) : Q] = p, [L : Q] ≤ p· [K : Q].
However, p and [K : Q] are co-prime and divide [L : Q]. Therefore, [L : Q] = p · [K : Q].
By Proposition 2, [L : Q] = p(p − 1) except in the case p ≡ 3 mod 4 and Q(√R) =
Q(
√−p), where [L : Q] = p(p − 1)/2. The Galois group of an irreducible solvable
polynomial of degree p is isomorphic to a subgroup of Gp (see [3, p. 163]). In our case it
is isomorphic to Gp or G
+
p . 
3. The formula for the zeros
Suppose, for the time being, that p ≥ 3 is odd but not necessarily prime. De Moivre
observed
cos(px) = 4(p−1)/2f(cos(x)),
where D = 1/4 and d = 0 (see [6, p. 246]). On putting p = 2k + 1, we have
cos((2k + 1)x) = (−1)k
k∑
j=0
(−1)j 2k + 1
2j + 1
(
k + j
2j
)
4j cos(x)2j+1. (9)
If we apply this formula to pi/2− x instead of x, we obtain
sin((2k + 1)x) =
k∑
j=0
(−1)j 2k + 1
2j + 1
(
k + j
2j
)
4j sin(x)2j+1. (10)
Proof of Theorem 3. Suppose, now, that p ≥ 3 is a prime, d, R ∈ Q, d 6= 0, R > 0,
R not a square. Let u be a real zero of f . Formula (8) shows that for the zeros uk
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of f , k = 1, . . . , p − 1, we have up−k = uk. Hence the pairs u2k+1, u2k+1 (=up−1−2k),
k = 0, . . . , (p− 3)/2, form all zeros of f different from u. From (9) and (10) we obtain
ζ2k+1 + ζ−(2k+1) = (−1)k
k∑
j=0
(−1)j 2k + 1
2j + 1
(
k + j
2j
)
(ζ + ζ−1)2j+1 (11)
and
ζ2k+1 − ζ−(2k+1) =
k∑
j=0
2k + 1
2j + 1
(
k + j
2j
)
(ζ − ζ−1)2j+1. (12)
By formula (8),
u2k+1 =
u
2
(ζ2k+1 + ζ−(2k+1)) +DA(u)
√
R(ζ2k+1 − ζ−(2k+1)).
Now (11) and (12) yield Theorem 3 if we use
ζ + ζ−1 =
u1 + u1
u
, ζ − ζ−1 = u1 − u1
2DA(u)
√
R
.

Theorem 3 can be generalized in such a way that R need not be positive and u may be
an arbitrary zero of f . Then for any zero u1 6= u of f , one has to find a primitive pth
root of unity ζ such that
u1 =
u
2
(ζ + ζ−1) +DA(u)
√
R(ζ − ζ−1),
see (8). We define the number u′1 on replacing the plus sign in the middle of this formula
by the minus sign. Now formula (5) is valid with u′1 instead of u1.
Example. Let d = 1, R = −2. Then f = Z7−21Z5+126Z3−189Z−54 is irreducible. By
formula (8), all zeros of f are real. We choose the zeros u ≈ −3.296514 and u1 ≈ 2.508221.
We find ζ = e6pii/7. Then u′1 is ≈ 3.431892. For k = 1, formula (5) yields the zeros
≈ −0.304191, 1.771278, and, for k = 2, the zeros ≈ −2.887542,−1.223144.
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