Nowadays, large amounts of data are generated in the medical domain. Various physiological signals generated from different organs can be recorded to extract interesting information about patients' health. The analysis of physiological signals is a hard task that requires the use of specific approaches such as the Knowledge Discovery in Databases process. The application of such process in the domain of medicine has a series of implications and difficulties, especially regarding the application of data mining techniques to data, mainly time series, gathered from medical examinations of patients. The goal of this paper is to describe the lessons learned and the experience gathered by the authors applying data mining techniques to real medical patient data including time series. In this research, we carried out an exhaustive case study working on data from two medical fields: stabilometry (15 professional basketball players, 18 elite ice skaters) and electroencephalography (100 healthy patients, 100 epileptic patients). We applied a previously proposed knowledge discovery framework for classification purpose obtaining good results in terms of classification accuracy (greater than 99% in both fields). The good results obtained in our research are the groundwork for the lessons learned and recommendations made in this position paper that intends to be a guide for experts who have to face similar medical data mining projects.
Introduction
Computing plays an increasingly important role within medicine. It helps to diagnose diseases and also plays a very important role in the treatment of different diseases. Computing is used in almost any healthcare field: management, diagnosis, decision support and so on.
There are now countless computer systems that help physicians to do their job. Physicians use information technologies to gather a great deal of information about patients (e.g. physiological signals). However, this information is not easy to analyse and process and requires the application of special-purpose tools. As illustrated by the success stories described by Shadabi and Sharma [1] , data mining techniques have a huge potential for analysing such large volumes of stored medical data in order to discover knowledge. Generally, the extraction of useful, tacit and previously unknown knowledge from large data volumes is a process called Knowledge Discovery in Databases (KDD), which ranges from the understanding and preparation of the data to the interpretation and use of the discovered knowledge (results of the KDD process). Data mining is the analysis step of the KDD process. The goal of this step is the extraction of patterns from data [2] .
Data mining, and the KDD process generally, has been successfully applied in different branches of medicine over recent years: diagnosis of hypocellular myelodysplastic syndrome and aplastic anaemia [3] , malignant mesothelioma disease diagnosis [4] , analysis and detection of diabetes [5] , hemodynamic prediction for abdominal aortic aneurysm disease [6] , prediction of very short-term versus short-/intermediate-term post-stroke mortality [7] , cancer prognosis prediction [8] , or discovery of acupoints and combinations with potential to treat vascular dementia [9] are just some examples. A comprehensive survey on the contributions of Data Mining to medical data can be found in [10] .
The KDD process is divided into different phases, each of which produces different results [2] . However, the characteristics of the medical domain further complicate the way in which the KDD phases are addressed, data are processed and results are interpreted. Thus, KDD in the medical domain requires specialized treatment.
Cios and Moore [11] show the particularities of medical data in terms of their heterogeneity and the special treatment required because of the applicable ethical, legal and social constraints. In this paper, we intend to go a step further, offering guidance on how to address the different KDD process stages in the medical domain especially when analysed data are recorded as time series. This should familiarize data mining engineers with the particularities of this domain before they address a KDD project with medical data, including time series. This paper addresses the following questions:
Understanding and modelling of medical data, addressing topics like the role of the expert physician in the phase prior to KDD, the conceptual modelling of the medical data and their specific features (heterogeneity, complexity, volume, high dimensionality). Selection of medical data. Preprocessing of medical data. Transformation and reduction of medical data. Use of data mining techniques in medicine and their application to real medical problem solving. Interpretation and evaluation of data mining results and models in the medical field.
The main goal of this paper is to describe the lessons learned obtained from our experience applying the KDD process to the medical domain [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . These lessons are the main contribution of the paper. The satisfactory results obtained in the case study (stabilometry and electroencephalography) are the groundwork for the lessons learned and recommendations made in this paper. For this reason, the case study will be also described in this paper.
Although the lessons learned are primarily underpinned by the experience that we have gained from data mining projects in the domain of medicine, we have tried to extrapolate as much knowledge as possible to general practice in this field. To be precise, the lessons learned discussed in this article are likely to be particularly useful in projects where, like the ones described in this paper, experts play an important role in domain and medical data, especially physiological signals comprehension as the basis for building data mining models applicable to medical decision-making. In this regard, time series are a data type of special interest in the medical domain because they have become very widespread over recent years and they are complex to process and analyse. Additionally, as we will see, many other types of medical data are often transformed into time series for analysis. Thus, although mostly learned from medical domains where time series play an important role, many of the lessons highlighted in this article may also be extrapolated to other branches of medicine.
The remainder of the paper is organized as follows. Section 2 discusses the role of computing in the medical field and gives a general description of the KDD process and existing data mining techniques. Section 3 surveys the KDD methods applied and the lessons learned from its application, stressing the particularities of the medical domain which have to be considered to successfully undertake a data mining project with medical data. Section 4 describes the case study and the experience that we have gathered from real medical data mining projects. A key result of these projects was the development of a knowledge discovery framework for medical data. Section 5 discusses the lessons learned and its application. Finally, Section 6 details the conclusions of this experience and the challenges facing data mining in the medical domain and possible solutions, as well as future research lines to be addressed in this field.
Background
This section sets out to give an overview of some medical decision support computer systems (Section 2.1) and a general description of the KDD process and data mining techniques (Section 2. 2) usually used as part of this process in order to discover knowledge from a dataset. Additionally, we give a general account of some issues related to the characteristics and particularities of medical data (Section 2. 3).
Decision support systems in medicine
Computers play an increasingly important role within all walks of life, as their speed at analysing huge quantities for information makes them a tremendously useful tool. Medicine is unquestionably one of the disciplines that has most benefited from computing.
As an extremely complex and sensitive field, which is constantly changing and innovating, medicine continuously spawns new specialities. Thus, computing is a great ally to medicine. Information technologies help physicians to gather and quickly and efficiently process huge quantities of data about patients. Thanks to computing, physicians are relieved of their most repetitive and time-consuming tasks and can spend more time on tasks where their experience and knowledge are more useful. On top of the time factor, computerized tools help them to diagnose and treat patients. Diagnosis is a procedure by means of which physicians identify a disease from patient symptoms. Diagnostic decisions place physicians in a dicey position, as the patient's health may depend on a rapid and correct diagnosis. In this respect, decision support systems are very valuable to physicians.
The computer systems traditionally used to diagnose diseases are known as expert systems. Expert systems earn their name from the fact that they emulate behaviour of an expert (in this case, a physician) in a particular domain [22] . The first expert systems used in the real world were MYCIN [23] and Dendral [24, 25] . Since then, many expert systems have been designed in the field of medicine, some of the latest of which are especially interesting [26] [27] [28] .
However, expert systems are not the only computer systems used in medicine. Decision support systems also play a very important role in medicine, particularly in the diagnosis of cancer [29] , infectious diseases [30] , cardiovascular diseases [31] , urinary and reproductive system diseases [32] , dementia [33] , retinal disease [34] , vertigo [35] , blunt head trauma [36] and so on. There is a wide range of decision support systems. Some, such as the above, are based exclusively on expert knowledge. Others, however, learn from previous problems (casebased systems) [37, 38] or are representations (e.g. decision trees) that support decision-making (model-based systems) [39] . There are also hybrid approaches, such as the systems illustrated in this article, where expert knowledge is used to gain a better understanding of the domain and KDD techniques are then applied to build models for use in decision-making (e.g. diagnosis) based on the medical data. Note that systems that include knowledge discovered using KDD techniques cannot be considered expert systems as such, because, even though both system types are built in partnership with experts, KDD systems discover most of the knowledge from the data rather than eliciting it from experts.
A comprehensive review on smart decision support systems for health care can be found in [40] .
The KDD process: data mining
The KDD process aims to gather useful, tacit, and previously unknown knowledge from a dataset. To gather this knowledge, the KDD process includes the following stages (which may vary slightly from author to author) [2]:
1. Domain and data understanding. This first phase (which some authors consider to be outside the scope of the KDD process) studies the general characteristics of the data to be analysed and the source domain. 2. Data selection. This phase determines all the sources of data of interest, which are unified in a target dataset. 3. Data preprocessing. The goal of this stage is to assure the quality of the data. To do this, a series of tasks are performed on the dataset generated in the selection phase. These tasks include reducing noise, handling missing values and so on. 4. Data transformation and reduction. In this phase, the preprocessed data are subjected to a series of filters and operations in order to assure that the data format is suitable for running data mining algorithms. These filters include attribute discretization or dimensionality reduction (feature extraction, for instance). Feature extraction intends to build derived values (features) that are informative and easier to deal with than original attributes. As we will describe later, in this research, we have used a feature extraction method based on the identification and characterization of events in time series. In this respect, different feature extraction approaches in medical data have been recently reported in the literature: neuro-fuzzy approach [41] , Mann-Whitney test [42] , rough set and harmony search [43] .
Data mining. A series of techniques and algorithms
can be applied to the correctly formatted data in order to discover knowledge. These techniques are applied in order to solve different problem types, known as tasks. The most important are:
Classification. Classification poses the problem of predicting the unknown value of an attribute of a particular individual. This attribute, called class attribute, has to have a finite and generally small set of values. Prominent classification techniques are decision trees, neural networks and Bayesian classifiers [44] . As we will see later, this paper describes a case study where a classification method has been used to classify patients in both the EEG and the stabilometric domains. In this respect, different classifiers have been recently used for classification on medical data by other authors: fuzzy logic and wavelets [45] , neural networks [46] , multikernel [47] . Regression. Regression poses a similar problem to classification where possible attribute values are generally quantitative and therefore infinite. There are two major regression techniques depending on whether the generated regression model is linear or non-linear.
Outlier detection. Techniques for identifying outliers aim to identify the objects within a population that have substantially different features to most of the other objects of this population. Association rules. Association techniques aim to find relationships specified by rules between different variables of a database register. They are generally applied to solve the shopping basket problem, which consists of identifying products that are often purchased together. The Apriori algorithm is the best known association technique [48] .
Clustering. Clustering poses the problem of finding groups of similar objects in a heterogeneous population. There are different types of clustering techniques, the most prominent being hierarchical clustering, partitioning clustering, density-based clustering and grid-based clustering.
6. Knowledge interpretation/evaluation. The last step in the KDD process aims to evaluate the resulting models and, if the assessment is positive, interpret the knowledge inferred from the models.
Clearly, KDD is a well-established process divided into phases and tasks. It generally functions as a paradigmatic framework for discovering knowledge from the data of any domain. Medicine is immune either to the unquestionable benefits of being able to access a highly standardized and widely documented framework such as the above. In fact, applying the KDD process to a branch of medicine by documenting and storing (whenever possible) the interim and final results could result in a major advance in medical research based on data analysis.
Analysing the conception of a new medical domain and its data phase by phase, provided it is well enough documented, can save other researchers intending to work on the analysis of the domain data a lot of time and effort later. There are equally important benefits to be gained as regards the data selection phase. For example, the repository storing the collected data (data warehouse or similar) can be made available to other researchers (subject, of course, to the requisite permits and undertakings). All this would lead to increased medical data reuse, thereby adding to the medical community's knowledge.
On the other hand, it is also very useful to process the data before mining the data and executing the specific techniques, as the models output may be evaluated and interpreted for adoption by the scientific community as knowledge and then applied and rated based on their use. Nowadays, patient-related data do not consist of a  single-valued attributes table but adopt a more complicated structure, including complex data types, like, for  example, time series. The data mining techniques can be applied to both single-valued attributes and time series, that is, we can, for example, apply clustering to a population of individuals represented by a set of single-valued attributes and, likewise, to a population of individuals each of which is represented by a time series. Time series are structures that have certain particularities that warrant a specialized field within data mining: time series analysis. A time series can be defined as a sequence TS of time-ordered data TS = {TS t , t = 1,…,N}, where t represents time, N is the number of observations made during that time period and TS t is the value measured at time instant t. The results of medical examinations (electroencephalogram, electrocardiogram, electromyogram, and so on) are very often a time series [49, 50] . Such is the importance of time series in medicine today that even important data types like medical images (radiodiagnosis) are very often mapped as time series for later processing and analysis [51] .
Medical data from patient examinations
Since data mining techniques for time series first emerged, there has been a wide variety of proposals for solving different problem types. Proposals have addressed different distance measures between time series, different ways of reducing their size to remove irrelevant or redundant information, and so on. Generally, there are many types of problems with respect to knowledge discovery from time series. In particular, the authors of this paper have addressed the next ones:
1. Comparison of time series in order to determine how alike two time series are. It is very useful in many domains to determine the similarity value between two time series. In medicine, for example, it is applied to compare patient examinations at two different time points in order to discover the progress of the process of recovery from a disease. 2. Generation of a reference model that represents a set of time series. It is very useful in medicine to generate a reference model of the time series of the individuals suffering from a particular disease, as it can be used to confirm or rule out that another patient has the respective disease.
Although we have analysed different data types, time series associated with patient medical examinations are actually the most widely used data item in the case of the proposal presented in this article. As we will see later, the above time series reference models have been used in order to classify patients (e.g. for diagnosis). In this case, they were classified on the basis of the similarity of the subject to be classified with either of the reference models (one per class) using time series comparison methods. This differs from other more conventional approaches where traditional classification methods (e.g. decision trees) are applied to tabulated single-valued data.
In this case, as we explain later, we had to work hard on time series dimensionality reduction by identifying regions of interest (events). The expert played a key role in helping the data mining team to understand the domain and its data.
Although we had the support of the expert and access to expert knowledge, the data that we used were still vulnerable to what is known as the data quality problem [52] . The main problem in this case was the missing values. There are different options for dealing with this problem in conventional data sets, where these values are basically inferred. However, it is virtually impossible to reconstruct the missing values in time series or time series snippets (e.g. where examinations are incomplete). Such time series have to be discarded.
The main lesson learned in this respect is that a KDD project involving non-conventional data has to plan for many of the data that are available at the outset possibly having to be discarded on the grounds of low quality.
This all goes to show that while the experience underlying the lessons learned outlined in this article is based on the particular project characteristics, they are useful for generalizing knowledge. In our case, for example, it turned out that the medical expert played a key role in discovering the basic knowledge upon which to establish a good understanding of the domain and the data. On the other hand, the time series structure turned out to be complex and widespread enough to be able to discover lessons with a broad scope of application. It is also true that our research focused on the task of classification.
Far from being special, the above circumstances are an increasingly common feature in the branches of medicine on which KDD projects are applied. These branches, some of which are very new, require important knowledge that only experts (of which there are, in some cases, not many) in such disciplines can provide. Additionally, time series are, as already mentioned, a more and more frequent structure as many medical examinations are based on monitoring certain parameters over a time interval. In fact, other types of data that do not have a specific time component are also processed as time series. Finally, being the most used data mining task for medical decision-making where it can discriminate between alternatives (class attribute values), classification is also a key task in the field of KDD applied to medicine.
Methods for knowledge discovery: particularities of mining medical examination data
One of the goals of this paper is to show the particularities to be taken into account when undertaking a data mining project on data from patient medical examinations in order to provide data mining engineers that have never worked in this field with guidance. This guidance should make them better able to correctly understand and model medical data (Section 3.1); select, preprocess and transform data (Sections 3.2, 3.3 and 3.4); apply useful data mining techniques in the field of medicine (Section 3.5); and interpret and evaluate the models output by applying these techniques (Section 3.6).
Understanding and modelling medical data
In order to gather and handle medical data, data mining engineers must be mindful of their nature. They are normally very sensitive and private data about disease sufferers. An ethical responsibility to preserve the confidentiality of those data and, ultimately, the privacy of the patients to which they refer is uppermost. There should be a standardized mechanism regulating how such data have to be processed. Data security should be guaranteed at all times: during elicitation, transfer to storage media, processing and, of course, publication of scientific results obtained from references such as [11] . Fundamental premises are that patients should give their consent to and be informed about what is being done with their data and possible results.
In this respect, note that it is essential for medical KDD project participants to be acquainted with and declare that they accept the established company or national regulations and procedures, and so on, in order to guarantee data privacy and security. Such regulations are often subject to frequent amendments, and retraining will be required.
In the particular case of our project, the applicable regulations are the European Parliament Directive 95/ 46/EC [53] and the Spanish Data Protection Act [54] . Directive 95/46/EC establishes that data (particularly medical data) shall be processed fairly and lawfully, legitimately, adequately, accurately and with safeguards. This regulation also stipulates that subjects have to give their consent to data processing by means of an agreement that protects their interests and guarantees that data processing is in the public interest. On the other hand, Spanish law establishes that medical data are subject to special protection and shall not be disclosed by the processing institutions which shall also have to gain the consent of the subjects concerned. Failure to comply with such provisions may lead to penalties of up to 600,000 euros in the particular case of Spain.
The regulations clearly depend on the country in which the research is undertaken, with which national researchers must therefore be acquainted. In this case, a protocol, designed in accordance with the regulations, was put into place. It was based on subjects giving their consent to the use of their data and on confidentiality agreements with project staff to assure data nondisclosure. We also implemented the respective technical and legal safeguards in the computer systems used to store and process the data.
As a previous step in the KDD process in medicine, it is necessary to understand the specific field of application and aims of the physician. All this requires some interaction between the physician and the data mining engineer who should ultimately be familiar with the goals (for example, production of a decision support system), target performance criteria (target response times), the use to which any results will be put (for example, disease diagnosis in a patient group) and so on.
In order to correctly understand the medical domain and the characteristics of medical data, we recommend that data mining engineers should seek out medical experts in the respective domain. Our experience suggests that it is highly advisable to consult a group of experts, known as a panel of experts, rather than relying on a single expert [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . The premises of this panelbased approach are as follows:
1. There are two or more individuals, each characterized by his or her own perceptions, attitudes, motivations, and personalities, 2. Who recognize the existence of a common problem, and 3. Attempt to reach a collective decision.
A panel of experts often participates in different decision-making rounds. The decisions made by each particular member are used as input for new decisionmaking rounds involving the whole panel. The Delphi method is an example of an expert panel technique. Using techniques like this, experts have access to the decisions of their peers, which can lead them to change or add to the decisions that they made based on the viewpoints of other experts [55] .
On this point, it is important to select qualified experts that have a command of the data domain under analysis. Relying on physicians that are not specialists in the respective field may lead to rather unrepresentative results. As regards the number of experts, experience suggests that there should be an odd number of experts (to be able to make a majority decision) totaling at least five [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . A smaller number can result in very biased decisions, whereas too many experts can slow down the process or make it unworkable.
Another important aspect that any data mining engineers should know before they undertake a KDD project with medical data is that, in the more recent medical disciplines, there are relatively few experts with whom they will be able to enter into partnership. Consequently, what few experts there are in a specific field often have limited availability. Failure to take this circumstance into account can lead to deviations from the planned deadlines and schedule, in which case the data mining project will not be a success.
The knowledge elicited form expert panels is used to gain a better understanding of the data. To do this, we have found in our experience that the conceptual modelling of domain data is a fundamental task in order to grasp a particular domain [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . A conceptual model is useful for representing data, their relationships, their meaning and the constraints that have to be met to be able to maintain data integrity. In other words, data models are able to describe the real-world elements that are involved in a particular problem and how they relate to each other. Data models must losslessly and nonredundantly translate the meaning of the real world that they represent.
Therefore, before trying to discover knowledge from any medical dataset, it is fundamental and absolutely necessary to have a profound understanding of these data. On this ground, it is important to provide resources to model and represent datasets. The conceptual modelling of a dataset has many benefits:
It is useful for clearly establishing relationships among different dataset entities, especially when the dataset contains different levels or hierarchies. It is useful for representing the entity attributes, as well as the possible attribute value types. A visual data representation is useful for giving a rapid and intuitive overview of the dataset. Conceptual modelling is often the basis for later data storage in databases. Additionally, conceptual modelling is the potential starting point for automating other tasks such as the comparison of individuals or the generation of reference models. Modelling specifies and standardizes data and is the starting point for their transformation to other models of different levels of abstraction [56] .
Apart from understanding the data of a particular domain, data mining engineers must be acquainted with the difficulties posed by the particular characteristics of some medical data, especially their high dimensionality, their volume and their impreciseness. These points have been exhaustively addressed by other authors [57] and, on this ground, are not detailed here. 
Data selection
After modelling the data and understanding the fundaments of the domain under study, we are ready to address the early stages of the KDD process. To do this, data mining engineers have to acquire the data to be analysed. In this case, the ideal thing would be a data warehouse, which is helpful for establishing different views of the data to be data mined. But this is not an option in the field of medicine, as not all the medical data recorded at hospitals today are entirely digitized, and those that are have other complications like data source heterogeneity, data redundancy, and so on [58] . In our experience, data acquisition is a mostly ad hoc and manual process [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
As already mentioned, the provision of welldocumented medical data repositories with responsible and controlled access would encourage data reuse and, therefore, increase the quantity of discovered knowledge. In this respect, the use of big data methods (based on efficient distributed information storage frameworks) and open data approaches (which would, of course, be anonymous in this case) could be a major incentive for applying the KDD process in medicine. In this respect, more information on the challenges and future research lines is given at the end of this paper.
In order to speed up data selection, we recommend the use of the XML standard as support for the storage of medical data. This recommendation is based on the fact that there are many tools that are able to infer the data structure of each domain which can then be used to automate the data preparation process. Figure 1 shows a fragment of an XML document generated as a result of a patient examination in the field of stabilometry, one of the reference domains used in this research. We have used this and other similar documents as a data source from which to extract useful knowledge.
A final noteworthy issue with respect to data selection is that datasets in some, and especially the more modern, fields of medicine are likely to have been drawn from very small samples. Because of the dearth of data in such cases, it is really hard to discover useful knowledge, and data mining engineers therefore have to opt for the use of techniques that work well with very few samples. In order to illustrate this circumstance, suppose that we want to test a sample for normality. The usual procedure would be a χ 2 test, but, if we have a set with few elements, we have to use other approaches, like, for example, the Shapiro-Wilk test. The Shapiro-Wilk test is considered to be one of the most powerful tests of normality, especially for small samples of size less than 30. This circumstance also applies when validating classification models requiring the use of training and test sets, for example. Simple classification model validation techniques set aside a subset of the original data as a test set, whereas the other data are used to build the classification model. If there are few data, we may not able to afford to set aside some of the data for the test stage, and it is much better to use advanced validation techniques (for example, cross validation, which is discussed later).
Data preprocessing
Before applying data mining, the selected data generally have to be cleaned and preprocessed. Data preparation is a fundamental stage within the KDD process whose main aim is to manipulate and transform the data so that they are can be easily displayed and accessed. The success of later tasks within the KDD process very much depends on this phase. Moreover, data preparation is the most time-consuming and one of the trickiest phases of a KDD project.
Data preparation is necessary for several reasons:
1. Real data can be corrupt and therefore lead to the extraction of useless models, possibly because data are incomplete, noisy or inconsistent. 2. Data preparation can reduce the dimensionality of the original data and thereby improve the efficiency of the data mining techniques.
Data preparation generates quality data from which
it is possible to generate representative and useful models.
The data preparation phase includes very different tasks. In our experience, two have proved to be necessary and useful for successfully undertaking a data mining project in medicine [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . The first is normalization. In medicine, each patient has many attributes, each of which is specified on a particular scale. During the data mining phase, it may be necessary, for example, to calculate the distance between two patients. If the data are not normalized, attributes that are on a higher scale may bias the final result of the comparison. Normalization is therefore absolutely essential. In our case, normalization involved subtracting from each attribute the mean attribute value and dividing it by the standard deviation. The second preprocessing task that we found to be very useful was outlier filtering. Before building a reference model of a set of individuals, for example, it is necessary to locate and remove outliers, as their inclusion may bias the resulting model. This is an example of how a data mining technique (outlier detection, in this case) can be used as a preprocessing technique whose output is the input for another data mining technique. Other filters, of course, may also be applicable and necessary, especially depending on the data mining technique to be applied in later phases. 
Data transformation and reduction of medical data including time series
For data mining techniques to be able to operate on the preprocessed data, they have to be transformed and their complexity reduced. In the particular case of medicine, one of the main tasks for transforming and reducing the data is related to the analysis of time series. As already mentioned, this type of complex data emerge in uncountable medical disciplines. A number of different data mining techniques have been proposed to solve the many open problems regarding time series analysis. Most time series analysis techniques scrutinize whole time series [59, 60] . However, there are many domains, like medicine, where it is requisite to focus on certain regions of interest, known as events, rather than analysing the whole time series [61] . This applies to areas where the focus is on the analysis of momentary events. Electrocardiogram time series, where the regions of interest denote a heartbeat, are a good example. The typical electrocardiogram tracing recording a normal heartbeat is a P wave, a QRS complex, and a T wave ( Fig. 2 1 ) . The main data transformation and reduction task that we considered necessary for medical data within our research was precisely to identify and characterize the events in medical time series.
In order to be able to discover useful knowledge from such time series, it is first necessary to identify the events as they are the only regions of the time series that provide information of interest. Event identification is an open problem that is not addressed by most existing techniques, which are either only applicable to particular domains for which they propose ad hoc mechanisms or propose the identification of time series breakpoints that do not adopt expert knowledge and are therefore meaningless. To solve this problem, we recommend the use of general high-level tools like, for example, the events definition language for multidimensional time series proposed as part of our research [18] . This language is designed to be general enough to be applied in any domain. A translation tool developed as part of our research is responsible for automatically generating high-level source code from the defined events. This source code can be instantiated using specific time series returning a list of events in the time series. This tool is thus capable of reducing the dimensionality of the time series, which it converts into a sequence of events that make sense to physicians. Finally, exactly which transformation techniques are to be applied will generally depend on the needs imposed by the algorithms that will be executed later in the data mining phase.
Data mining techniques on medical examination data for decision-making support
Over recent years, different data mining techniques have been proposed to discover useful knowledge from medical data, yielding very satisfactory results as classification models based on logical diagnostic rules [62] , neural networks [63] , k-nearest neighbour algorithm [64] , decision trees [65] , Bayesian networks [66] and so on. In the following we list what, according to our experience, we believe to be the data mining techniques that are most applicable to medicine:
Classification. Classification is unquestionably one of the most applicable techniques to problem-solving in the medical field. Being able to classify a particular patient within one category or another is very useful for medical experts. From our experience of application domains, we have found that it is very useful to be able to categorize a new patient into the {ill, healthy} classes because this constitutes an important decision support tool for physicians in the process of diagnosing a particular disease for that patient [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . As a lesson learned, a very useful approach to classification is to build reference models (M ill and M healthy ) that specify the features of the patients in each {ill, healthy} class by means of a learning process. In order to determine whether or not another patient suffers from a particular disease, the patient data are compared with each of the above two models. The physician can tell whether a patient might be suffering from the respective disease if the patient is more similar to the model of the ill patients (M ill ) than to the model of the healthy patients (M healthy ). A pair of models has to be built for each of the diseases to be studied {(M ill_-disease_1 and M healthy_ disease_1 ), (M ill_disease_2 and M healthy_disease_2 ), …, (M ill_disease_n and M healthy_disease_n )}. Above, we mentioned a process of classification based on the construction of reference models and the calculation of similarity of patients to models. Generally, the best way of going about building a reference model from a set of patients is to identify the features exhibited by most patients that are members of this group. For example, if we have a group of patients each represented by a time series with events, the recommended mechanism would be to identify those events that are present in a sufficient number of time series. If they have singlevalued attributes, it is advisable to use statistics like Regression. Regression techniques are also useful in medicine. In some cases, it is impossible to conduct a certain examination to gain a specific medical sign because of the patient's condition. It can be very useful to have regression models to estimate this sign. Besides this direct application, regression techniques can be very useful as part of the KDD process. Different model fits can be used for regression, ranging from the most basic linear models to other more advanced (polynomial, logarithmic, exponential, and so on) models. Outlier detection. We consider that it is very beneficial to detect and filter out outliers as part of the preprocessing stage as the resulting models will be more accurate and offer a better quality representation of the original data to be data mined.
Outlier detection techniques are also very useful in the field of medicine. Thanks to these techniques, it is possible to detect patients with out-of-range parameters. In order to determine the respective ranges, it suffices to build a reference model of healthy patients where the respective ranges of normality are inferred from certain statistical estimators like the mean and standard deviation. If such ranges represent the normality of healthy patients, the fact that a patient is out of range can be an important sign of the existence of a particular disease.
There are different approaches for identifying outliers: proximity-based, clustering-based, densitybased methods and statistics-based methods. It is usual practice to generate an outlier factor (OF) for each object. This factor indicates the degree of certainty that the object is an outlier. Then, a threshold ∂ is established for that outlier factor above which the objects are considered outliers. We believe that all the existing techniques have strengths and weaknesses. Therefore, a proper understanding of the different techniques is required to select one or more applicable techniques to be used. A major drawback of the techniques is that they do not consider the natural variance between domain objects. In the field of the sports medicine, for instance, consider a rugby team. A rugby team includes many, quite different clusters of players (a cluster of corpulent and ungainly players, other very athletic and nimble individuals, and so on). In this type of domains, the data mining engineers have to implement rather permissive outlier detection techniques as the fact that there are isolated objects does not necessarily mean that they are outliers. In our particular case, we propose the use of a variance factor θ that indicates the degree of natural variance that is useful in the data of each domain [19] . The variance factor should be used to establish the threshold by means of a function f, such that ∂ = f(θ,OF i ) i, where OF i is the outlier factor calculated for each object i. This function should be monotonic decreasing with respect to the variable θ such that the threshold value ∂ is inversely proportional to the variance factor value θ.
Association. Association techniques are also widely applicable in the analysis of medical data. For example, they can study relationships between variables observed in the patient and others that mark the existence of a particular disease. Also, they can be used to locate symptoms that, if they appear together, are a sign of disease proneness. The study of the effectiveness of treatments applied together is another possible application of association techniques in data mining. Apriori is the main association algorithm, of which there are several variants [69] . Clustering. Our experience suggests that clustering techniques tend to be less often used than other data mining techniques for discovering models that are directly applicable to medical decision-making [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . However, they are in our view an indispensable intermediate technique in this process. Clustering techniques are a powerful tool whose results provide the input for data mining algorithms. The identification of groups of similar objects speeds up other later tasks like, for example, outputting the most representative objects of a set.
There are different types of clustering techniques: hierarchical, partition, density-based methods and grid-based methods. In our experience, one of the most useful techniques for the medical domain is the hierarchical clustering technique as there is no need to specify the target number of clusters, a task that physicians who are unfamiliar with this terminology find hard to do [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Hierarchical clustering techniques are based on the generation of ordered series (hierarchies) of clusters. The hierarchical structure is represented as a tree called a dendogram (Fig. 3) . The advantage of this clustering algorithm is that it is semi-automatic. It automatically determines the number of clusters without the intervention of any user.
A key issue to be considered for clustering techniques is the choice of distance measure. There are many distance measures. Looking at existing data mining applications, the three most commonly used distances are the city-block, Euclidean and Minkowski distances. Our recommendation to data engineers is to take into account that each distance metric has specific properties that make them applicable or not applicable to their problem. In our case, the distance measures yielded similar results in terms of precision. However, we preferred the cityblock distance as it was easier to calculate during the process of outputting clusters from the dendogram.
Another aspect worth considering when calculating the distance between a pair of objects is the data type. If data are quantitative, the calculation is immediate. However, there are added complications if we are using qualitative data because it is hard to apply mathematical operations to this class of data.
Taking the city-block distance as a reference, we recommend the use of formula (1) in order to calculate the distance value between two individuals X and 7 with n attributes (x i and y i , with i = 1..n).
Equation (1) is fully applicable to continuous and discrete quantitative attributes. However, if the attributes are qualitative, the above formula must be modified slightly. In the case of ordinal qualitative attributes, we recommend the use of a transform function (F transf ) that assigns 0 to the first possible value of this attribute and 1 to the last possible value of the attribute, whereas the other possible attributes are assigned equidistant values within the Fig. 3 Specimen dendogram. Example of a dendogram built from 30 objects whose root stores the value 0.23. This means that the minimum similarity value between any pair of objects is 0.23. The value of 0.35 in the left-hand subtree means that the minimum similarity value between any couple of objects underneath this value (specifically objects 18 to 30) is 0.35. The value of 0.28 in the right-hand subtree means that the similarity value between any pair of objects underneath this value (specifically objects 1 to 17) is 0.28. Once the dendogram has been built, we have to determine how to output the clusters. The usual practice is to establish a cut-off level. For the dendogram in this example, the cut-off level was set at T = 0.45, outputting four clusters, one for each of the branches cut by the line specified by threshold T 
For nominal qualitative attributes, where there is no established order between the elements, we recommend defining, with the help of a domain expert, a complete undirected graph where the nodes are the possible values and the edges are labelled with the distance value between each pair of possible values. The value of the distance between two individuals with this type of attributes is the sum of the normalized distance values between x i and y i that are labelled on the edges linking the respective nodes.
On top of the above techniques, specific time series analysis techniques are highly applicable field in medicine. Time series are data structures that, as already mentioned, are very common in medicine. Iconographic time series, like electroencephalographic and electrocardiographic time series, are increasingly common in medicine. Our experiments revealed that an unsuspected quantity of useful knowledge can be gathered from this type of structures. As already mentioned, some of the most applicable time series analysis problems are the comparison between time series and the generation of reference models that represent a set of time series.
In both cases, techniques existing in the literature offer solutions for analysing the time series as a whole. However, the relevant information in most medical time series is confined to regions of interest, called events. Therefore, data mining engineers have to be careful about the selection of the technique so as not to discover superfluous knowledge about regions of time series that are of no interest. To do this, it is essential to rely on mechanisms capable of automatically identifying such events, like, for example, an events definition language.
Another lesson learned on data mining techniques applied to the medical domain is that, irrespective of the techniques used for knowledge discovery, any system developed to implement knowledge discovery techniques for use by medical experts should have the fewest possible input parameters as physicians do not usually have data mining knowledge and are very uncomfortable about having to establish the values of such parameters. A typical case are thresholds, like, for example, the maximum distance threshold defining the boundary for determining whether or not two objects belong to the same cluster (0.45 in the dendogram illustrated in Fig.  3 ). Another typical parameter is the number of clusters to be output by the clustering method. It is very advisable to minimize the number of parameters and, if there are any, rely on mechanisms that infer them automatically whenever possible.
The last lesson learned on data mining techniques is that there is no one technique that works best for any particular data type. Each data set will have specific features and be of a particular type. This may call for the application of many assorted data mining techniques to discover the target knowledge.
Models: interpretation and evaluation
The data mining models that we consider most useful are output by applying classification techniques (decision trees, diagnostic rules, neural networks), outlier detection (each individual's outlyingness), regression (regression models), clustering (patient groups) and time series analysis (similarities between time series, reference models, presence or absence of a sequence in a time series and so on).
Sometimes it is not easy for medical experts to interpret these models as they are usually unfamiliar with their structures (trees, Cartesian plots, time series, and so on). Physicians, on the other hand, are very much used to seeing the results in the form of data summary tables, possibly accompanied by support charts, if at all. Therefore, KDD frameworks require a built-in layer that transforms the resulting models into a visual representation that meets physicians' expectations. In most cases, such models should be easily exported to medical reports in formats like PDF.
On the other hand, we have found that it is extremely difficult to validate models output by applying medical data mining. The best option might appear to be to measure the match between the results output by these models and those specified by experts performing the same operations.
However, there are several problems with this approach:
It introduces a component of expert subjectivity
into the validation process. 2. It overburdens the expert as thousands of operations would have to be performed to validate real systems. To lighten the expert's workload, we would have to resort to a sizeable group of experts, each having their own preferences. Using several experts brings in different viewpoints that can lead to discrepancies. 3. It is sometimes impossible for experts to come up with a result against which to compare the output of a real system.
In view of this, our recommendation is to test the resulting models as objectively as possible, using indicators that are clearly able to measure the goodness of the resulting models. We believe that the descriptive techniques, particularly clustering, are the hardest to validate, as it is very hard to objectively measure the goodness of the generated clusters. Likewise, the comparison and outlier detection techniques also have the drawback of having to be assessed by comparing the results against domain expert decisions, which, as explained above, is troublesome. In order to check the soundness of an outlier detection method, for example, we have to compare the individuals specified as outliers by the method and by an expert, which may have a different viewpoint from another expert in the same field. The false-positive and false-negative rates are usually used as estimators of the goodness of this type of methods.
On the other hand, predictive regression and classification techniques are easier to evaluate as the success rate of such models can be measured objectively by means of existing validation methods. Of these, the most useful in our view is k-fold cross-validation. In k-fold cross-validation, sometimes called rotation estimation, a dataset D is randomly split into k mutually exclusive subsets D 1 , D 2 , …, D k of approximately equal size. The classifier is trained and tested k times; each time t ∈ {1, 2, …, k}, it is trained on DD t and tested on D t . The cross-validation estimate of accuracy is the overall number of correct classifications, divided by the number of instances in the dataset. The most common value is generally k = 10. However, when there are few data (a common occurrence in the medical field), a smaller value of k may be used (e.g. k = 5) so as to reduce the number of iterations and size of the test set (too large a test set would undermine the capacity of the training set to build representative models).
Apart from the precision of the resulting models, a fundamental indicator of the goodness of the model is the consistency between the model and the knowledge elicited from experts. Although there are approaches for doing this, this is a very troublesome test.
Although there is a wider variety of technique choice for other tasks, the model evaluation techniques discussed in this section are the most commonly used in data mining.
Experimental case study: EEG and stabilometry
The view of the KDD process applied to medicine described in Section 3 is based on our experience in the use of data from two branches of medicine: EEG and stabilometry. Section 4.1 generally describes the characteristics of these domains. Section 4.2, on the other hand, describes the KDD process that we enacted on those data to output satisfactory results, which are the groundwork for the lessons learned, presented in this paper.
Reference domains 4.1.1 The EEG field
Electroencephalography (EEG) is a branch of medicine responsible for studying electrical brain activity. To do this, it uses an electroencephalogram machine, which is able to graphically represent this activity. Electroencephalography is used among other things to diagnose disorders like epilepsy and brain injuries or tumours. The signals generated by an electroencephalogram are time series, whose analysis has brought major advances in the medical domain [70] [71] [72] .
Electroencephalography has been a tool used exclusively by physicians in the past. Recently, different methods from the intelligent systems field have been applied to discover knowledge from electroencephalographic time series [73] [74] [75] [76] [77] [78] [79] [80] . This was a major opportunity to specify medical knowledge and standardize different diagnostic procedures.
Electroencephalographic devices generate time series that record electrical activity (voltage) generated by brain structures along the scalp. EEG signals contain a series of waves characterized by their frequency and amplitude. In EEG time series, it is possible to find certain types of special waves that are characteristic of some neurological pathologies, like epilepsy. Those waves are known as paroxysmal abnormalities and can be considered as events.
During this research, we have taken into account three kinds of events:
Spike wave: It is a wave whose amplitude is relatively higher than the other waves in the signal. It has a period of between 20 and 70 ms. Sharp wave: It is a wave whose amplitude is relatively higher than the other waves in the signal. It has a period of between 70 and 200 ,ms. Spicule: It is a sharp wave with an abrupt change of polarity.
The features characterizing these events are the duration and amplitude of the wave.
Stabilometry field
Stabilometry is a branch of medicine responsible for studying human postural control [81, 82] . Postural control is a key element for understanding a person's ability to perform their routine activities. Postural control is measured by means of a device called a posturograph. To do this, patients take a series of tests, designed to single out the major sensory, motor and biomechanical components that contribute to people's balance [83] . Figure 4 shows a patient performing a posturographic test.
Although stabilometry was originally devised merely as a technique for assessing a patient's postural control and balance, it is now considered to be a useful tool for diagnosing and treating balance-related disorders [85] [86] [87] [88] [89] [90] .
Some recent examples of the application of computing techniques on stabilometric data can be found in references such as [91, 92] .
Throughout this research, we have used a posturography device called Balance Master, manufactured by Neu-roCom® International [84] . The device is composed of a metal plate placed on the floor and divided into two interconnected longitudinal plates. The metal plate is surrounded by a wooden platform, whose sole mission is to prevent patients from stumbling and falling. The patient stands on the metal plate and completes different types of tests, called US (or UNI), LOS, BIS, RWS and WBS [15] .
These tests generate time series that measure patient balance. For example, the aim of the US test is to measure how well able patients are to keep their balance standing on one foot with either eyes open or eyes closed. Ideally, patients should remain perfectly static with no sway throughout the test. An interesting event type for this test is located at times when patients lose their balance and put their raised foot down on the platform. This event type is known in the domain as a fall.
Experimentation in reference domains
We have created a knowledge discovery framework for medical data to undertake KDD projects using data from the last two domains. The design of the framework was a troublesome process beset with complications that we had to address. One of the main handicaps that we came up against was the dearth of experts in the reference domains, especially stabilometry, a relatively new discipline and their temporary unavailability. The project would have failed if it had had a demanding deliverables and milestones schedule. Therefore, a lesson learned is that, when dealing with specialist medical experts, the schedule has to be flexible.
Regarding medical data, we soon learned that they are very sensitive data whose acquisition is governed by sometimes very slow protocols. Additionally, there were very often not enough samples because of the complexity of the medical tests and the need to gain the patients' consent to use the medical data.
Understanding the domain and the data
In the first place, we addressed the data understanding phase for each of the two domains. Domain conceptual Fig. 4 Patient performing a test on a stabilometric platform [84] . A patient can be seen on a sensor-based platform (portugraph) which records the pressure exerted on the sensors when carrying out a stabilometric test. The platform is connected by a cable to a computer station which store data for its latter visualization, printing, analysis or exportation modelling was very useful for this purpose. Looking at these and other areas, we found that, in all the studied cases, there is a central entity or register that represents the analysed object (in this case, a patient). Other lowerlevel data entities including different measurements of the object under analysis (for example, a patient EEG) usually depend on the central entity. Some conditions are usually altered when these measurements are taken in order to check the behaviour with different parameters (for example, an EEG of an epileptic patient could be repeated immediately after a seizure or a long time after the last seizure). The data collected from each of the measurements under each particular condition may be single valued or adopt more complex structures, like, for example, time series. Data engineers that undertake a project in the field of medicine must be aware that they will come across large volumes of complex, high-dimensional data that cannot be analysed by hand. For example, patient stabilometric data are composed of several tens of time series and several tens of single-valued attributes, and a patient's stabilometric data total around 3 MB of information.
Following the above structure, common to any branch of medicine, we have proposed a general-purpose procedure for conceptually modelling data in UML2 (Unified Modelling Language), as illustrated in Fig. 5 . UML is a language used in software engineering that is intended to provide a standard way to visually describe the structure and design of a system. As we will see later, this generic model is able to automate the medical data preprocessing phase. The proposed model includes stereotypes, a mechanism for extending UML2 whereby it is endowed with more meaningful conceptual representations using icons and constraints based on a UML mechanism called profile, that can Fig. 5 Generic UML model [21] . This picture highlights the concepts of register, measurement and condition. It also shows all the possible data types that may condition the data mining techniques: time series are processed differently to single-valued data, which are, in turn, often processed differently depending on whether they are quantitative or qualitative. Note that the mentioned concepts are organized hierarchically in the form of a tree, where register is the root and the times series and single-valued data (represented by data) are the leaves be represented graphically as shown in Fig. 5 . For an exhaustive description of the above stereotypes, see [16] . This generic notation has to be tailored to each domain of experimentation. For example, Fig. 6 shows the model tailored for stabilometry domain data.
The proposed notation has been used as a major support tool for understanding the analysed data and domains, as well as reducing the workload necessary for developing the other tasks. As reported by Lara et al. [16] , the domain and data understanding phase can be performed about 1.6 times faster using the proposed notation in the studied domains.
Data selection
During our research, we used several electroencephalographic and stabilometric data sources.
With respect to the electroencephalographic domain, we have used the publicly available data described by Andrzejak et al. [93] that includes data from real patients. The complete dataset consists of five sets (denoted A-E), each containing 100 single-channel EEG segments. These segments were selected and cut out from continuous multi-channel EEG recordings after visual inspection for artefacts, e.g. due to muscle activity or eye movements. Sets A and B consisted of segments taken from surface EEG recordings that were carried out on five healthy volunteers. Volunteers were relaxed in an awake state with eyes open (A) and eyes closed (B), respectively. Sets C, D and E originated from an EEG archive of pre-surgical diagnosis.
As regards the stabilometry domain, we used different stabilometric datasets: (a) data from real top athletes, Fig. 6 Part of the conceptual model of the stabilometry domain [21] . In this case, the element register is represented by the stabilometric exploration of a patient and the different tests (rws, uni) carried out during that exploration. The element condition is represented by the different alternatives for each test (l-o, l-c, …). 
Data preprocessing
Based on this generic conceptual model common to both the analysed areas, we devised a mechanism for automatically transforming the data of any medical field to an equivalent format on which data mining techniques can operate directly. This is really a mechanism for automatic data preparation based on the use of description logic that is able to check that a particular XML data source is not ambiguous and is consistent with the generic UML2 data model used as a baseline, automatically finding a finite set of XSLT transformations for preparing data for the application of data mining [17] . The fact that there are XML data sources (see example in Fig. 1) is useful for quickly inferring the domain data structure and using automated mechanisms such as this during the data processing phase. The architecture supporting this automatic data preparation mechanism uses the proposed UML2 model, which is mapped to description logic by means of a series of transformations. A tool called MOFLON is used to automatically build a rule box called ABox, "AssertionComponent", from the output description logic. The description logic is also used to build a terms box called TBox, "TerminologicalComponent", which contains a description of the terms used (register, measurement, condition, and so on). These two components feed an existing tool, called RACER, whose input is the XML data of any domain and their respective XML schema definition (XSD). RACER outputs two Boolean values: subsumption and instance. Subsumption indicates whether the input component model is a subsumption of the generic model, and instance indicates whether the component syntax is an instance of the generic model and a new ABox' component that contains a series of XSLT mappings. As they are applied to the initial XML data and XSD, the XSLT mappings transform the data into other equivalent data structured to conform to the proposed generic UML2 model.
The automatic data preprocessing mechanism is capable, according to experiments, of reducing the error rate in the preprocessing phase to at most 2%. Besides the low error rate, automatic preprocessing saves time and effort. In any case, the time taken to apply the proposed mechanism is, according to the results, linearly correlated to the size (number of lines) of the generated XML and XSD data files of 0.99 and 0.56, respectively. This linear behaviour evidences the scalability of our proposal.
Data transformation and reduction
Within the proposed framework, after preprocessing the data automatically, it is necessary to apply filters in order, for example, to reduce data dimensionality.
The principal filter for reducing data applied in our framework is the identification of time series events, if only certain fragments rather than the whole time series are of interest. The identification of events in times series is a complex task and requires costly ad hoc methods for each domain. Therefore, we proposed the time series events definition language [18] . This language enables the domain experts to simply and naturally define any events appearing in the time series of each domain.
For example, Fig. 7 shows an excerpt from the event definition for one of the stabilometric domain tests. To do this, we used the notation proposed in our time series event definition language.
The experiments conducted using our language in the reference domains revealed a 98.1% match between the results for the same test dataset returned by the proposed mechanism and a panel of experts used to gauge the quality of this mechanism.
Data mining
The next step after transforming and reducing data is to apply data mining techniques to discover useful models. To be able to apply classical data mining techniques (regression, classification, and so on), we proposed a series of techniques before data analysis. Specifically, these techniques are:
A method for comparing two patients in order to output a measure of similarity between the two [19] . This similarity measure indicates how alike patients are or how a patient evolves over time. It is the baseline for solving other problems like outlier detection or reference model generation. Therefore, we propose a method for comparing individuals. This method is composed of several algorithms including one for comparing of two time series [12] . Taking the above comparison method as a starting point, we proposed a method for generating reference models from two or more patients [19] . Note that the algorithm for generating reference models for time series based on the cluster analysis of events [13, 14] using clustering techniques is an important part of this method. In this clustering process, we chose to use bottom-up hierarchical clustering techniques, as they obviate the need to specify the target value for the number of clusters and are also very efficient. The selected distance measure was the city-block distance, as it offered similar results to other distance measures, and was more directly calculable as part of the dendogram construction process (see Fig. 3 for an example) than the other distance measures. In order to calculate the distance between objects, the usual distance formulas had to be modified for the purpose of dealing with non-quantitative attribute types. The event attributes had to be normalized during preprocessing in order to output representative clusters.
In order to assure that outliers do not distort the resulting reference models, the reference model generation method also includes an outlier detection and filtering algorithm [19] . The outlier detection method is based on four criteria that are designed to emulate how human beings identify outliers within a set of objects after analysing the clusters containing those objects. This has an advantage over other clustering-based outlier detection techniques that are founded on a purely numerical analysis of clusters.
In all of our proposals, we tried to devise algorithms in which experts had to define the smallest possible number of input parameters, as we found that physicians are not at all happy about rating these parameters with which they are mostly unfamiliar.
The above contributions are combined to solve the problem of classification of individuals, which is a disease diagnosis support tool.
The process of classifying individuals is based on a strategy combining the use of the method of comparing two patients and a method for generating reference models from a set of patients. The strategy followed to classify patients is as follows:
1. Generate, for each class C i (i = 1, 2,…, K), a reference model (M i ) from a training set of individuals. Fig. 7 Definition of events for the US stabilometric test [21] . In this definition, we first state the different dimensions of the stabilometric time series. Then, we define different interesting sets of timestamps based on a series of conditions established by the experts of the domain of application (e.g. cand1, cand2 or intersec). Finally, the event type is defined by experts (in this case, stepping) using the elements of previously defined sets 2. Compare the new patient to be classified (P NEW ) with each previously generated reference model M i (i = 1, 2,…, K). 3. Select the class C j whose reference model M j is most similar to the new patient P NEW such that C j = C i | similarity(P NEW ,M j ) = min(similarity(P NEW ,M i )) i = 1, 2,…, K.
The results of applying the proposed techniques have been satisfactory, as shown in the following section on the evaluation of the discovered knowledge.
4.2.6
Interpretation/evaluation of discovered knowledge 4.2.6.1 Interpretation A fundamental design premise of the proposed framework was that the resulting models should be easily interpretable considering the type of expert targeted by the framework. Additionally, we had a mind to use graphical elements, like tables, figures and diagrams, at all times in order to help experts with the task of interpretation.
The provision of a stereotyped conceptual model of the data, as shown in Fig. 6 , was a great help in this respect. For example, the result of the comparison of the stabilometric data of the two individuals is a tree with the same structure as illustrated in Fig. 6 , labelled with the similarity among the individuals at each level of the tree. The physician can browse the tree to study the similarities and differences between the two individuals under comparison. The result of the outlier detection process was a list of outlying values, sorted in top-down order. This list is accompanied by a chart plotting the outlying values against the threshold values, whereby the outlier individuals can be located at just a glance.
On the other hand, the generation of reference models results in an archetypal patient that represents a patient group. Using the proposed standard notation (see Fig. 6 for the stabilometric domain), the archetype has the same structure as any patient. This makes the model a lot easier for the medical expert to understand. Our proposal has a sizeable added value compared to other classical classification proposals, like neural networks for example, as it shows the resulting models in a manner that is easy to interpret and justify. In this respect, we recommend using data mining methods whose output can be easily represented and interpreted by the physicians. In other words, the experts are quite likely not to feel comfortable when taking a decision based on a model that they cannot interpret according to their previous expert knowledge. Therefore, methods like decision trees, archetypal reference models or case-based techniques are preferable to other less interpretable approaches such as neural networks.
Medical experts are dynamic professionals who are always on the go. They have to travel from one institution to another, visit patients at home or athletes at training facilities, and so on. Therefore, not only do the models have to be displayed by the application, they also have to be exportable to manageable and printable formats. Figure 8 shows an example of the medical report in PDF exported from our framework, showing the summary data tables and support charts. As shown in Fig. 8 , the visualization of this type of information (summary table, support charts, and so on) is essential for physicians to be able to correctly interpret the results of applying the data mining techniques and make the right decision.
The qualitative studies that we have conducted as part of this research gathering the impressions of different experts from Spain's National Sports Council about the developed framework reveal that the acceptance and rating the use of the described KDD techniques and tools in the field of medicine are high.
Evaluation
Domain experts were used to evaluate most of the data mining techniques proposed as part of this framework. In this case, the validation involved comparing the models yielded by applying our framework against those generated by experts. This poses the problems of differing criteria and subjectivity because it requires the participation of more than one expert.
EEG
In order to validate our proposal in the EEG domain, we used a set of data divided into five subsets (denoted A, B, C, D and E), each containing 100 electroencephalographic times series [93] . This experiment focused on sets C (healthy patients with open eyes) and E (epileptic patients during an episode). It is precisely the wealth of these data and their availability that led me to explore this medical domain in order to validate the proposed model. First, we applied the event definition language in order to discover events (see Section 4.2.4) from a total of more than 200 time series. To evaluate the accuracy of our event identification proposal on the above 200 time series, we asked an EEG domain expert to identify the events in those series and we then applied our technique to do the same thing. For each time series, we measured the accuracy of our proposal using Eq.
(3) that measures the degree of similarity (SIM_Exp_ Lang) between the number of events identified by the expert (#EV Exp ) and by our language (#Ev Lang ). Note that this formula offers a normalized result in the interval [0,1], where 1 indicates a total coincidence between the number of events identified by the expert and by the language. The worst case is when the expert locates events in a series and our system does not identify any:
From a global analysis of the 200 time series, we find that there is a good match between the expert and proposed language, as shown by the mean similarity, which is greater than 96.5%, between the expert and language (Table 1 ). This value is very close to the ideal.
Based on the events identified previously using the event definition language, we applied and evaluated the outlier detection method. To do this, we applied our time series comparison technique on data from different patients to perform pairwise comparison. This produced a similarity matrix for each pair of individuals. We then ran the outlier detection algorithm on the above matrix. This algorithm returns a list of the outlier individuals from the input matrix. On the other hand, we asked the experts consulted in our research to use conventional techniques to identify the individuals that they considered to be outliers. Table 2 shows the confusion matrix comparing the method and expert criteria. The above data provide some indicators of the goodness of the outlier detection method (precision, recall, specificity and accuracy 2 ), as shown in Table 3 . In particular, the accuracy of the above results for the outlier detection method that we propose is 98%.
After filtering out the outliers, the remainder were used to evaluate the classification method based on the generation of reference models against which the individuals to be classified are compared. To evaluate the mechanism, we carried out a series of experiments using the tenfold cross-validation technique, which is a particular case of k-fold cross-validation. This is a clearly defined standard technique for validating classification techniques. The goal of this evaluation is to determine the quality of the classifications using the framework in terms of accuracy. The accuracy of a classifier CF is the probability of correctly classifying a randomly selected instance <P NEW ,C i >, i.e. accuracy = Pr (CF(P NEW ) = C i ) [94] .
First, we generated two reference models, one for each class (M healthy and M epileptic ). The first model (M healthy ) was created from a training set composed of 90% of time series of the set of healthy patients (C). The other 10% of patients were part of the test set. The second model (M epileptic ) was generated from a training set composed of 90% of the time series in the epileptic patient set (E). The other 10% of patients were part of the test set. The patients in the test sets were chosen randomly.
Both generated models were evaluated to check whether M healthy properly represents the group of healthy patients and M epileptic is representative of the group of epileptic patients. To do this, we classified the individuals in the test sets according to their similarity with the two generated models (this similarity value was determined using the time series comparison method). This entire process was repeated ten times, varying the training and test sets. Table 4 reports a comparison of the results of classifying individuals of sets C (healthy) and E (epileptics) using the proposed knowledge discovery framework, the AFINN system (a fuzzy neural network) and a multilayer perceptron. We find that our proposal outperforms other state-of-the-art systems previously applied to the data set.
From the medical viewpoint, the reference models output by our proposal are, according to the above results, a promising option for epilepsy diagnosis from electroencephalographic examinations. With a classification accuracy greater than 99.8%, our method is capable of correctly classifying patients suffering from epilepsy based on their EEG time series. Note that the proposed method and the resulting models are not designed as a medical diagnosis tool but as a medical decision support tool, in this case, for EEG.
Stabilometry
In order to validate the proposal on this domain, we used stabilometric data from a total of 33 elite sportspeople, of which 15 are professional basketball players and 18 are elite ice skaters. The studies focused on the US test, a test that provides interesting balance-related information. The events of interest occur when patients lose their balance and step on the platform (see Section 4.1.2) . This test has four trials that are each repeated three times during a stabilometric examination. Therefore, we had access to a total of 33(subjects) × 4(trials) × 3(repetitions) = 396 time series.
We repeated the validation procedure on the 33 sportspeople. First, we applied the time series event identification method and compared the results with the events discovered by the expert using Eq. (3). The results are shown in Table 5 , revealing a match of almost to 99%.
We then applied the time series outlier detection method as explained above. Table 6 illustrates the confusion matrix highlighting the comparison between the method and the experts. Based on this matrix, we calculated the outlier detection performance indicators, which are shown in Table  7 . Worthy of special note is the overall accuracy value of 98%.
After filtering out the outlier elements, we again enacted a classification process with the two problem classes (M basketball and M skating ). We performed this process using the same validation technique (tenfold cross validation). The results are shown in Table 8 , where the classification accuracy for our method is greater than 99%, illustrating that our method outperforms the other analysed methods.
From the medical viewpoint, these models reveal that balance is a variable related to the practised sport. In this case, there is a 99% likelihood of sportspeople being classified in their respective sport. These and other possible models for other sports have potential in the field of sports medicine, as balance (especially of young athletes) can help to classify sportspeople within the discipline for which they are best suited according to their postural control. This would help to point young sportspeople in the direction of the disciplines at which they are most likely to be proficient during early-age sports talent recruitment and possibly increase their future success as professional athletes. Table 9 lists the lessons learned and their scope of application, endorsed by the elicited knowledge and satisfactorily validated as explained above. Additionally, in order to clarify their applicability, Table 9 includes two columns representing the following measures:
Discussion: lessons learned and its application
Generality. The lessons learned are based on our previous experience in medical KDD projects. We have studied the lessons learned in detail in order to establish how generally applicable we think they are. To do this, each lesson is labelled with a numerical generality rating from 1 (lesson specific to our project) to 5 (lesson generally applicable to any other medical KDD project). TS. This field specifies whether the respective lesson learned is (1) not at all specific to projects with time series, (2) not specific to but especially significant for projects with time series, or (3) specific to projects with time series.
In order to establish the values of the above measures, we used a simplified version of the Delphi method in which several researchers related to this research participated. At the end of Table 9 , we added the mean value for each of the two fields, and we found that the generality of the lessons learned is high (mean generality of 4.49/5). We also found that, even though time series are an especially relevant data type for our lessons learned (the TS values for 16 out of 37 lessons, or 43.2%, are 2 or 3 ), many of the lessons learned (21 out of 37, or 56.8%) can also be extrapolated to branches of medicine that use other data types.
It is important to circumscribe the lessons learned reported in this article to a reference field of potential use for researchers working or about to work on knowledge discovery from medical data.
In this respect, we will first list the key characteristics of the project that we carried out to discover the described lessons learned:
a. This is a project in which experts played a key role in providing a preliminary understanding of the domain and the medical data. b. Based on this knowledge, the following stages were led by the medical data gathered from patient medical examinations. c. Such medical data were mostly time series. The generation of time series reference models is useful for outputting archetypes of a particular group of individuals (for example, ill and healthy patients).
General 5 3
5.12
It is useful to compare time series in order to measure the similarity between a patient and a reference model. This is handy for measuring the evolution of a patient during treatment, for example.
3
General
5.13
Data mining methods applied to the medical domain should have the fewest possible input parameters because medical experts are unfamiliar with the technique applied and the input parameters.
General 5 1
5.14
The methods to be applied in the data mining stage and their input data characteristics decide the preprocessing techniques to be applied in previous stages.
General 5 2
5.15
The arithmetic mean may be a good estimator for modelling continuous quantitative attributes, whereas the mode is usually the best option for the other attributes. From the above, it is obvious that, as medicine is such a broad field, the lessons learned are not totally applicable to all fields of medicine. The reasons (related to each of the points listed above) are as follows:
a. There are very well-known and widely addressed medical disciplines, where experts may not play such a key role as in our case. Hence, some of the lessons learned in this article may be less applicable to such domains. b. There are medical data related to many other different fields apart from medical examinations: data regarding treatments, medical resource allocation, hospital management, and so on. c. Not all domains necessarily generate time series. d. There are many other medical domains, apart from the branches of medicine used as a benchmark in this article.
Although we admit that they may not be fully applicable to any medical field, we do believe that the lessons learned may be very valuable in many cases on the following grounds (again related to the points listed above):
e. Although some medical disciplines are very well known, it is always a good idea to seek out medical experts. This article outlines lessons learned that may be useful regarding the relationship with experts, especially in the newer branches of medicine. f. It is true that there are many other fields of medicine apart from the one addressed in this article: patient medical examinations. However, diagnosis-focused decision-making is still one of the most important and most researched fields in the medical domain. g. While not all the domains generate time series, the lessons learned in this article are very general and inclusive and may therefore be useful for domains with other data types (medical imaging, for example). h. It is impossible to conduct a study considering all branches of medicine. However, the selected domains have characteristics that make them especially attractive and valid with respect to lessons learned. For example, EEG is one of the branches of medicine that data mining engineers have targeted most in recent years. Stabilometry, on the other hand, is a more recent domain about which there is therefore less knowledge than in other fields and which also generates structurally highly complex data.
Conclusions and future lines
The medical domain is very different to other domains for many reasons described throughout this paper. Briefly, they include:
Problems with medical data acquisition, which are often are not digitized or centralized in a proper structure for analysis. Special features of medical data, especially the confidentiality requirement and other important factors such as volume, high dimensionality, complexity and heterogeneity. Applicability of the different data mining techniques in the field of medicine. Problems with the validation of the data mining models to be used as decision support tools. A correct diagnosis can be a matter of life or death, meaning that quality models are a must in the decision support process for disease diagnosis.
The two specific examples reported in this paper show that is possible to discover knowledge that is useful for medical experts in the routine decision-making process. According to the results obtained, it is possible to conclude that the reference models generated can be used for diagnosis of epileptic disorders (EEG domain) and balance-related sports talent recruitment and mapping (stabilometric domain). The good results are the groundwork for the lessons learned mentioned in this paper. These lessons can be useful for researchers intending to work on similar medical data mining projects.
While medicine is possibly one of the richest domains for data mining engineers, it is definitely the toughest. To overcome this, we think that the scientific community needs to address the following challenges in the medical data mining field:
1. The implementation of mechanisms to guarantee patient confidentiality throughout the KDD process from the collection of the data to the publication of the results of the study. As mentioned throughout the paper, different countries are subject to different medical data processing regulations. However, all these laws aim to safeguard data security and privacy. Therefore, it would be a good idea to set up a forum in which the scientific community participates in order to establish a code of good conduct and a mechanism to guarantee compliance with the law. In this respect, it might be worthwhile considering, as an initial proposal, a protocol that (a) obliges everyone involved to be acquainted with such regulations, (b) establishes that they should enter into an agreement on data confidentiality and adherence to the regulations and to the established code of conduct, (c) holds the institutions concerned responsible for enforcing the regulations and the code of good conduct and for reporting any abuse to the authorities and (d) demands that patients give their consent for data processing and are informed about the results and potential benefits derived from the research. 2. The design of tools to automate some KDD process tasks that consume a lot of resources, such as data preparation. We have stated at various points of the paper that some phases of the KDD process are rather manual. To automate these phases, it looks like it would be necessary to propose or improve methodologies in order to clearly establish what to do and how to do it. The use of standards could be very useful in this respect, as they encourage the reuse of previously defined techniques and procedures. A good alternative might be to use XML to support data warehousing and to standardize XSLT mappings for different tasks (e.g. preprocessing). This idea could also be extended to other KDD process phases. 3. The proposal of models of representation that are able to capture all the singularities of medical data, their heterogeneity and their structural complexity. Medical data with more complex structures and characteristics are becoming more and more common. We have given some examples throughout this paper. However, other domains might have different particularities that have to be represented using existing mechanisms. An interesting alternative in this respect might be UML, which offers a mechanism based on UML profiles for extending UML notation with stereotypes. These stereotypes visually and/or textually enrich representation models. A good recommendation would be for different researchers to propose such UML extensions for processing data in their reference domains. The result would be a comprehensive body of data representations for different medical examinations. Other researchers might find this very useful as it would reduce the time it takes to understand the domain at the beginning of the KDD process. 4. The specification of secure models for medical big data storage and publication with the aim of increasing efficient data reuse and processing. As in many other walks of life, the amount of data generated in medicine is growing. This raises a number of problems related mainly to data accessibility and processing efficiency. In order to solve this problem, we propose the use of big data frameworks such as the now increasingly popular Hadoop and alike. These frameworks are able to store the information in a distributed manner. This increases data processing efficiency without compromising data security. There is more and more information on such frameworks and many related technologies enabling their integration with special-purpose data mining tools. 5. The proposal of mechanisms to objectively and correctly validate the data mining models generated in the field of medicine. This is perhaps one of the toughest of all the challenges stated in this article to address. There are techniques for validating data mining models from a purely technical viewpoint, but the same does not apply on the more medical side. On this ground, it looks as if the physician who is ultimately going to use the model will play a fundamental role. One solution may be to use expert panels to validate the models, thereby eluding the subjectivity of a single expert. The problem, as discussed in this article, is expert unavailability often motivated by a heavy workload.
The institutions employing the experts should be aware of the importance of their reallocation to such tasks, which are crucial for deploying the elicited knowledge. 6. The implementation of visual support tools for the medical expert. Throughout this paper, we have also discussed the fact that medical experts are better acquainted and therefore more at home working with visual representations (of data, models or process) than with more technical representations (source code, engineering notations, and so on). In order to solve this problem, it is necessary to work on implementing middleware to connect the medical expert with the lower level technologies that are often present in medical decision support systems. Precisely, one of our future lines of research aims to address this challenge.
The main line of future research that we intend to undertake is related to the last of the challenges described above. In particular, we intend to devise visual tools that will be built into and improve expert interaction with our framework:
A tool for visually defining events in time series
which is currently a text-based process (see Fig. 7 ).
We are now working on a visual tool to enable experts to identify events in time series. This tool is composed of an interface that displays graphs of different time series for experts. Experts can use the mouse to point to the regions that they consider of interest (events). The proposed system infers the conditions that the identified regions meet (analyses aspects such as time series maximums or minimums, changes of trend, and so on), which it maps to the event definition language code. Clearly, this tool acts an intermediary between the experts and the event definition language (which is rather complex for experts who have no experience in using programming languages or similar). 8. A visual tool for managing panels of experts and applying the Delphi method [55, 95] . The system described above is rounded out by another tool that considers the opinion of several rather than just one medical expert. Expert collaboration via the Delphi method renders the elicited expert knowledge more objective and the events more accurate. However, as already mentioned, expert availability is low, for which reason we are working on a tool capable of applying the Delphi method remotely and asynchronously. It is actually a web application that manages the different rounds of the Delphi method by sending out warnings and reminders to the email addresses of the participating experts according to an established schedule. The preliminary results are satisfactory with respect to both lines of research. 
