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VOLUME COMPARISON VIA BOUNDARY DISTANCES
SERGEI IVANOV
Abstract. The main subject of this lecture is a connection between Gromov’s filling vol-
umes and a boundary rigidity problem of determining a Riemannian metric in a compact
domain by its boundary distance function. A fruitful approach is to represent Riemannian
metrics by minimal surfaces in a Banach space and to prove rigidity by studying the equality
case in a filling volume inequality. I discuss recent results obtained with this approach and
related problems in Finsler geometry.
1. Introduction
1.1. A toy question. One of the goals of this lecture is to advertise a conjecture about
filling volumes. It can be stated without preliminaries (although in an obscured way) as
follows.
Question 1.1. Let Nn+1 be a complete Riemannian manifold and Mn ⊂ N a compact
hypersurface with boundary. Suppose that M is convex in the following strong sense: for
every two points x, y ∈ M , there is a unique shortest geodesic segment connecting x and y
in N , and this segment lies in M . (In particular, M is totally geodesic.)
Is it true that every such M is an area minimizer? That is, does it have the least n-
dimensional area among all compact (orientable) hypersurfaces in N with the same bound-
ary?
The wording of this question is deliberately chosen so as to make an affirmative answer
sound more plausible. Actually the answer is not known, and an affirmative one would have
strong implications.
The convexity assumptions in Question 1.1 imply thatM is diffeomorphic to the n-disc, its
boundary is convex, and all its geodesic are shortest paths. The latter is a crucial property
while the former two could be relaxed: for example, non-convex regions in M are area
minimizers if so is M .
Since the surface in question is totally geodesic, it is minimal in the variational sense: the
mean curvature, and hence the first variation of area, is zero. Cutting off a neighborhood of
the boundary yields a surface where geodesics have no conjugate points, and it is easy to see
that in this case it is a stable minimal surface and hence minimizes the area locally (among
all nearby surfaces). However the global area-minimality in Question 1.1 is a completely
different issue.
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1.2. Boundary rigidity. I postpone further discussion of Question 1.1 until subsection 1.3.
This subsection is a brief introduction to boundary distance rigidity.
For a Riemannian manifold M , possibly with boundary, let dM denote the induced length
metric on M . This is a function on M ×M measuring geodesic distances between points.
The boundary distance function ofM , denoted by bdM , is the restriction of dM to ∂M ×∂M .
It is natural to ask whether the metric in the interior can be determined if one knows the
boundary distance function.
Inverse boundary problems of this type were originally motivated by geophysics: the inner
structure of the Earth can be studied by measuring travel times of seismic waves between
points at the surface. Assuming that the Earth is filled by isotropic media with variable
speed of sound, the travel times represent the boundary distance function of a conformal
metric on D3, and the problem is to determine the conformal factor by these data. Under
the assumption that the Earth is spherically symmetric, this inverse kinematic problem
was solved by Herglotz [24] and Wiechert [39]. For a general simple conformal metric, the
uniqueness of a solution was proved by Mukhometov and Romanov [33], see also [6], [32],
[17].
If the metric is not supposed to be conformal, determining metric coefficients as functions
of coordinates does not make sense: any Riemannian isometry that fixes the boundary
obviously preserves the boundary distances. Two metrics related by such an isometry must
be regarded as the same metric, hence the following definition.
Definition 1.2. A compact Riemannian manifold M with boundary is said to be boundary
rigid if it is determined by its boundary distance function uniquely up to an isometry fixing
the boundary.
In a more formal language this means the following: every compact Riemannian manifold
M ′ such that ∂M ′ = ∂M and bdM ′ = bdM is isometric to M via an isometry f : M → M
′
such that f |∂M = id∂M .
It is easy to construct metrics that are not boundary rigid. For example, begin with an
arbitrary metric and enlarge it near a point p so that no shortest path between boundary
points goes through p. Then a perturbation of the metric near p does not affect the bound-
ary distance function. Another example is the standard hemisphere: since the boundary
distances are realized by boundary arcs, enlarging the metric in the interior does not change
them.
Such examples should be excluded if one seeks boundary rigidity. A natural set of restric-
tions is contained in the following definition.
Definition 1.3. A compact Riemannian manifold M is said to be simple if
(1) The boundary ∂M is strictly convex, i.e. has positive definite second fundamental
form.
(2) Every geodesic segment in M is minimal, i.e. realizes the distance between its end-
points.
(3) The geodesics in M have no conjugate points. (Or, equivalently, there is a larger
manifold M+ containing M in its interior and such that all geodesics in M+ are minimal.)
For example, the standard hemisphere is not simple but cutting off an arbitrarily small
neighborhood of the boundary makes it simple.
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The first requirement of Definition 1.3 implies that all distances in M are realized by
geodesics. Then one easily sees that the exponential map at every point is a diffeomorphism,
and it follows that a simple manifold is diffeomorphic to a disc. Thus one may as well speak
about simple metrics on Dn.
Note that simplicity of the metric can be observed via the boundary distance function.
That is, if two metrics have the same boundary distance function, then either they are both
simple or both are not. Indeed, the convexity of ∂M is equivalent to a sort of strict triangle
inequality for bdM , and the fact that geodesics are minimal and have no conjugate points is
equivalent to smoothness of bdM away from the diagonal.
Conjecture 1.4 (R. Michel [31]). Every simple Riemannian manifold is boundary rigid.
Pestov and Uhlmann [34] proved this conjecture in dimension 2. In higher dimensions the
following types of spaces are known to be boundary rigid:
• regions in Rn and moreover all n-dimensional flat manifolds that admit an isometric
immersion to Rn (Besikovitch [4]; Gromov [22]);
• regions in the standard open hemisphere Sn+ (Michel [31]);
• regions is symmetric spaces of negative curvature (this follows from a volume entropy
inequality proved by Besson, Courtois and Gallot [5]);
• regions in metric products of the form M0 × R where M0 is a complete simply con-
nected Riemannian manifold without conjugate points (Croke and Kleiner [21]);
• metrics sufficiently close in C2 to the Euclidean metric of a region in Rn (Burago and
Ivanov [12]);
• metrics sufficiently close in C3 to the hyperbolic metric of a region in Hn (Burago
and Ivanov [13]).
Proofs of the last two results are discussed in section 3.
Remark. More is known about the local variant of the conjecture, that is, when the metrics
of M and M ′ in Definition 1.2 are assumed a priori close to each other. Local boundary
rigidity is proved for a generic set of simple metrics including all analytic ones [37] and for
all metrics with “not too much” positive curvature [19].
1.3. Filling volumes and minimal fillings. To simplify matters, all manifolds and sur-
faces in the sequel are assumed orientable. And for the most part one may assume that all
Riemannian manifolds in question are just metrics on the disc Dn.
Definition 1.5. Let N be a closed (n − 1)-dimensional manifold and f : N × N → R a
nonnegative function. The filling volume of f , denoted by FillVol(N, f), is defined by
(1.1) FillVol(N, f) = inf{Vol(M) : ∂M = N, bdM ≥ f}
where the infimum is taken over all (orientable) compact n-dimensional Riemannian mani-
folds M such that ∂M = N and bdM ≥ f . Such manifolds M are referred to as fillings of
(N, f).
A compact Riemannian manifoldM is said to be a minimal filling if it realizes the infimum
in (1.1) for S = ∂M and some function f (and hence for f = bdM). In other words, M is a
minimal filling if Vol(M) = FillVol(∂M, bdM ).
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The notion of filling volume was introduced by Gromov [22] (in the case when f is a metric
on N). The above definition assumes that there are no topological obstructions for N to be
a boundary, cf. [22] for the general case.
Substituting intermediate definitions yields the following: M is a minimal filling if and
only if, for every compact Riemannian manifold M ′ such that ∂M ′ = ∂M and
(1.2) dM ′(x, y) ≥ dM(x, y) for all x, y ∈ ∂M,
one has
(1.3) Vol(M ′) ≥ Vol(M).
The following conjecture is the main topic of this lecture.
Conjecture 1.6. Every simple manifold is a minimal filling.
Note that a (C0) limit of minimal fillings is also a minimal filling, and a limit of simple
metrics can have a non-strictly convex boundary and non-strictly minimal geodesics. Thus
the simplicity assumption in Conjecture 1.6 can be relaxed to allow for such cases. In
particular, if the conjecture is true, then the standard hemisphere is a minimal filling.
Convexity of the boundary is a convenience assumption and it can be removed in some
cases (see e.g. [29]). Observe that any subregion of a minimal filling is a minimal filling as
well.
If a simple manifoldM is found to be a minimal filling, one can try to analyze the equality
case in (1.3) and hope that it is attained only if M ′ is isometric to M (via an isometry fixing
the boundary). This hope is expressed in the following stronger variant of Conjecture 1.6.
Conjecture 1.6+. Every simple manifold is a unique minimal filling of its boundary distance
function, up to an isometry fixing the boundary.
It is easy to see that Conjecture 1.6+ implies Michel’s boundary rigidity conjecture 1.4.
Almost all boundary rigid metrics listed above are also known to be minimal fillings (the
exceptions are subsets of the hemisphere and product metrics). In dimension 2, all simple
manifolds are minimal fillings within the class of manifolds homeomorphic to the disc [27],
but the general filling minimality is not known even for the hemisphere.
Conjecture 1.6 is equivalent to the affirmative answer to Question 1.1. Indeed, let M ⊂ N
be as in Question 1.1 and suppose that there is a surface M ′ ⊂ N with the same boundary
but smaller area. Then M and M ′, regarded as Riemannian n-manifolds, satisfy (1.2) and
hence provide a counterexample to Conjecture 1.6. Conversely, if manifoldsM andM ′ satisfy
(1.2) but do not satisfy (1.3), one can glue them together along the boundary and embed
the resulting space into a suitable manifold Nn+1 in order to produce a counterexample to
Question 1.1. (One may need to change the metric of M ′ near the boundary to make a
smooth gluing; this and other technical details are easy to handle.)
2. Some implications
In this section I discuss some implications of the minimal filling conjectures.
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2.1. Boundary rigidity. As I already mentioned, Conjecture 1.6+ implies Conjecture 1.4.
Moreover, this implication works for every individual manifold:
Proposition 2.1. If a simple Riemannian manifold M is a unique minimal filling of its
boundary distance function, then M is boundary rigid.
The key to the proof is Santalo´’s integral geometric formula for the volume of a simple
Riemannian manifold in terms of its boundary distance function and its first order derivatives
(cf. [36], [22], [17]). This formula implies that two simple manifolds with the same boundary
distance function have the same volume. Recall that if M is simple and M ′ has the same
boundary distance function, thenM ′ is simple as well, hence Vol(M ′) = Vol(M) by Santalo´’s
formula. Then the uniqueness assumption implies that M and M ′ are isometric.
This argument actually works not only for simple manifolds but for a large class of strong
geodesic minimizing (SGM) manifolds, cf. [17].
2.2. Gromov’s circle filling conjecture. What is the filling volume of the intrinsic metric
of the circle? This was the first question asked by Gromov after the definition of filling volume
in [22]. It is conjectured that this filling volume equals 2pi, the value realised by the standard
round hemisphere. In other words, the question is: is the hemisphere a minimal filling? Since
the hemisphere is a limit of simple manifolds, Conjecture 1.6 would immediately imply the
affirmative answer.
With definitions substituted, the circle filling conjecture boils down to the following. Let
M be a compact orientable two-dimensional surface with a Riemannian metric such that
∂M is a circle of length 2pi, and for every pair x, y of opposite points of this circle one has
dM(x, y) = pi. Then (the conjecture asserts that) area(M) ≥ 2pi.
This inequality is well-known ifM is homeomorphic to D2. In other words, the hemisphere
is a minimal filling within the class of surfaces homeomorphic to the disc. Indeed, one can
identify opposite points of the boundary circle and obtain a closed surface M1 ≃ RP
2 such
that the length of a shortest non-contractible loop in M1 equals pi. Then Pu’s isosystolic
inequality [35] implies that area(M) = area(M1) ≥ 2pi.
Pu’s original proof uses uniformization and integral geometry, another proof can be found
in [27]. The uniformization approach can be pushed further to cover the case when M has
genus 1, cf. [2]. The case of a higher genus remains open.
The general case of the circle filling conjecture can be similarly reformulated in terms
of a systolic inequality, and it has applications in higher-dimensional systolic geometry, see
e.g. [30, §8.3].
2.3. E. Hopf’s theorem. If M is an n-torus with a Riemannian metric without conjugate
points, then M is flat (that is, locally isometric to Rn). This fact was proved for n = 2
by E. Hopf [26] and for all n by Burago and Ivanov [8]. Both proofs involve dynamical
arguments. Croke and Kleiner [20] proposed a more geometric approach where E. Hopf’s
theorem is derived from asymptotic volume inequalities. Their approach led to a new proof of
the theorem in the two-dimensional case. The following modification of their argument shows
how the theorem (in all dimensions) follows from Conjecture 1.6 (with a relaxed boundary
convexity assumption).
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Let M˜ denote the universal cover of M with the metric lifted from M . The asymptotic
volume of M is defined by
AsVol(M) = lim inf
R→∞
Vol(BR)
Rn
where BR is the metric ball in M˜ centered at a fixed point x0 ∈ M˜ . Let ωn denote the
Euclidean volume of a unit ball in Rn. It can be shown that
(2.1) AsVol(M) ≥ ωn,
with equality if and only if M is flat. This is proved in [18] for any closed Riemannian
n-manifold without conjugate points and in [9] for a Riemannian n-torus (with or without
conjugate points).
Actually the inequality (2.1) can be improved by inserting a factor depending on the affine
type of the stable norm ‖ · ‖ of M , see [9] and [23, pp. 259–260]. Namely
(2.2) AsVol(M) ≥
Vol(B)
Vol(E)
· ωn
where B is the unit ball of ‖ · ‖ and E is the ellipsoid of maximal volume contained in B.
The equality in (2.2) is attained if and only if the metric is flat.
The universal cover M˜ can be identified with Rn equipped with a Zn-periodic Riemannian
metric. Then the distances in M˜ differ from the distances in the normed space (Rn, ‖ · ‖) by
a bounded function, cf. [7]. Let dE denote the distance in the Euclidean metric associated
with E, then
(2.3) dE(x, y) ≥ dM˜(x, y)− const
for all x, y ∈ M˜ . If M˜ has no conjugate points, Conjecture 1.6 (without the boundary
convexity assumption) would imply that the ball BR ⊂ M˜ is a minimal filling. Apply the
minimal filling inequality (1.3) to M = BR and M
′ = (BR, dE), where dE is modified near
the boundary to get rid of the constant in (2.3). This yields the inequality opposite to (2.2),
hence the metric of M˜ is flat.
3. Minimality in a Banach space
In this section I discuss one of the approaches to filling minimality and boundary rigidity
and outline the proofs of the following two theorems.
Theorem 3.1 ([12]). Let D ⊂ Rn be a compact region with a smooth boundary and g0
the standard Euclidean metric on D. Then there is a neighborhood U of g0 in the space of
Riemannian metrics on D such that for every metric g ∈ U the space (D, g) is a minimal
filling and boundary rigid.
Theorem 3.2 ([13]). Let D ⊂ Hn be a compact region with a smooth boundary and g0
the standard hyperbolic metric on D. Then there is a neighborhood U of g0 in the space of
Riemannian metrics on D such that for every metric g ∈ U the space (D, g) is a minimal
filling and boundary rigid.
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As explained above, it suffices to prove that the metric g in question is a unique minimal
filling of its boundary distance function. The space of Riemannian metrics in these theorems
is regarded with C∞ topology. (In fact, one can lower it down to C2 in Theorem 3.1 and to
C3 in Theorem 3.2.)
3.1. Isometric representations. It is well known that every metric space X can be iso-
metrically embedded into an L∞ type Banach space. A classic Kuratowski map embeds a
bounded metric space X into C0(X) by sending every point x ∈ X to the distance function
dX(x, ·) ∈ C
0(X). For simple Riemannian metrics there are other natural constructions.
Let M be a simple Riemannian manifold and S = ∂M . The boundary distance represen-
tation is a map Φ : M → C0(S) ⊂ L∞(S) defined by
Φ(x) = dM(x, ·)|S.
It is easy to see that this map is distance-preserving. Furthermore, it features additional
nice properties: it is smooth away from the boundary and the gradients of its “coordinate
functions” dM(·, s), s ∈ S, at every point x ∈ M \ ∂M define a diffeomorphism between S
and the unit tangent bundle at x. This technical property plays an important role.
There is a similar construction for a complete simply connected manifoldM of nonpositive
curvature (or a compact region in such a manifold). Fix a point o ∈ M and let S = UToM
be the unit tangent sphere at o. The Busemann representation Φ : M → L∞(S) is defined
by
(3.1) Φ(x)(v) = Bγv(x), x ∈ M, v ∈ S,
where γv is the geodesic ray from o defined by the initial data γ˙v(0) = v, and Bγv is its
Busemann function. In the case M = Rn this map is linear:
Φ(x) = 〈x, ·〉|Sn−1, x ∈ R
n,
where Sn−1 is the standard unit sphere in Rn. It is easy to see that the Busemann repre-
sentation of a nonpositively curved metric is distance-preserving. If the metric has constant
curvature outside a compact set, then the Busemann representation is smooth (in general,
it may fail to be smooth even in the co-compact case).
The proofs of the above theorems are based on the following fact:
Theorem 3.3 ([28]). Let M be a compact Riemannian manifold with boundary, S a σ-finite
measure space and Φ : M → L∞(S) a distance-preserving map. Then M is a minimal filling
if and only if Φ(M) is an area minimizer, that is, it has the least area among all Lipschitz
surfaces in L∞(S) with the same boundary.
Furthermore, if Φ(M) is a unique area minimizer spanning its boundary, then M is a
unique minimal filling of its boundary distance function and hence is boundary rigid.
Here the surface area in L∞(S) is defined as the Loewner area, see below.
The proof of Theorem 3.3 is similar to the argument in section 1.3 showing that Conjecture
1.6 is equivalent to Question 1.1. The “if” implication and the uniqueness assertion easily
follow from the fact that any filling M ′ of (∂M, bdM ) admits a 1-Lipschitz map Φ
′ : M ′ →
L∞(S) such that Φ′|∂M = Φ|∂M . This part of the proof works for any definition of surface
area satisfying the natural requirement that 1-Lipschitz maps do not increase areas.
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The “only if” implication is not used in theorems 3.1 and 3.2 but it is important for
motivation. This implication requires a careful choice of the surface area definition, see the
next subsection.
Remark. Theorem 3.3 is a partial case of the following fact. Let N be a closed (n − 1)-
manifold, d : N ×N → R is a metric on N and Ψ a distance-preserving map from (N, d) to
L∞(S). Then FillVol(N, d) equals the filling area of Ψ(N) in L∞(S), i.e. the infimum of the
(Loewner) areas of Lipschitz n-surfaces in L∞(S) whose boundaries are parametrized by Ψ.
In his founding paper [22] Gromov used the fact that filling volumes and filling areas in
L∞ are equal up to a factor bounded by a constant depending on n. This factor could not be
removed because Gromov used another definition of area (namely Benson’s area, cf. [38] and
[3], denoted by mass∗ in [22]). If one is interested in filling volumes up to a bounded factor,
any definition of area works fine, and mass∗ is technically easier than other definitions.
However it is not suitable for finding precise filling volumes.
3.2. Defining the surface area in L∞. There are two issues to sort out. First, we have
to deal with surfaces of only Lipschitz regularity. For Lipschitz surfaces in Rn one uses
Rademacher’s theorem asserting that every Lipschitz map is differentiable almost every-
where. This gives one a Jacobian defined a.e. and then the surface area is defined by in-
tegration. This scheme does not work for surfaces in L∞ due to the lack of Rademacher’s
theorem. This can be worked around by using weak derivatives (i.e., derivatives with respect
to a weak topology on the target space). For a Lipschitz map from a smooth manifold M
to L∞, weak derivatives exist and have natural metric properties almost everywhere on M ,
cf. [1] or [28]. (This Rademacher-type theorem is the main reason why we prefer L∞ over
C0 for the target space of our embeddings.) Then, in order to define the surface area in L∞,
one uses weak derivatives in the same way as ordinary derivatives in Rn.
The second issue is how to define the area integrand. Since the norm in L∞ is not
Euclidean, the induced metric of a surface (even of a smooth one) is not Riemannian in
general. In fact, it can be an arbitrary Finsler metric. Contrary to the Riemannian case, there
are many non-equivalent definitions of area and volume for Finsler metrics, see e.g. [38]. The
most commonly used definitions are Busemann’s [14] (the Hausdorff measure) and Holmes–
Thompson’s [25] (the projection of the Liouville measure from the unit tangent bundle).
In order to define an n-dimensional Finsler volume, one chooses a volume normalization
factor in every (affine type of) n-dimensional Banach space. For example, Busemann’s
definition normalizes the volume of the norm’s unit ball to be the same constant ωn for all
n-dimensional Banach spaces. The Loewner volume mentioned in Theorem 3.3 is defined as
follows. Let (V, ‖ · ‖) be an n-dimensional Banach space, B its unit ball and E the John–
Loewner ellipsoid of B (i.e., the ellipsoid of maximal volume contained in B). Then the
Loewner volume in (V, ‖ · ‖) is normalized so that the volume of E equals ωn. For a Finsler
manifold M = (M,ϕ), the Loewner volume equals the infimum of volumes of Riemannian
metrics g onM satisfying g(v, v) ≥ ϕ2(v) for all v ∈ TM . This definition extends to Lipschitz
surfaces in L∞ as explained above.
Remark. Theorem 3.3 is valid in a more general context of Finslerian minimal fillings. To
define the notion of a Finslerian minimal filling, modify Definition 1.5 of filling volume so
that the infimum in (1.1) is taken over Finsler manifolds M rather than Riemannian ones.
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Naturally one has to choose a definition of Finsler volume in (1.1), and the same definition
should be used for the surface area in Theorem 3.3. Choosing Loewner’s volume definition
yields the Riemannian version of the theorem as a special case of the Finslerian one, cf. [28].
3.3. Sketch-proof of theorems 3.1 and 3.2. First I explain how the proof works in the
(well-known) case when g = g0, that is, M is a compact region D ⊂ R
n equipped with the
Euclidean metric.
Let S = Sn−1 and Φ0 : R
n → L∞(S) be the Busemann representation of the standard
Euclidean metric. That is, Φ0 is a linear map defined by
(3.2) Φ0(x) = 〈x, ·〉|S, x ∈ R
n,
where S is identified with the unit sphere in Rn. Denote W = Φ0(R
n) and B = Φ0(D). By
Theorem 3.3 it suffices to prove that B is a unique Loewner area minimizer in L∞(S) among
the Lipschitz surfaces with the same boundary. In fact, we can restrict ourselves to surfaces
contained in a sufficiently large ball.
Equip L∞(S) with a scalar product 〈·, ·〉e defined by by
(3.3) 〈u, v〉e = n
∫
S
uv dµ
where µ is the Haar probability measure on S. This defines a Euclidean norm on L∞(S)
that we denote by ‖ · ‖e. One easily sees that ‖ · ‖e is Lipschitz w.r.t. the L
∞ norm and the
two norms coincide on W . An easy application of Cauchy–Schwartz inequality shows that
the Euclidean n-volume defined by the above scalar product is no greater than the Loewner
n-volume defined by the L∞ norm. Hence the Euclidean n-area of any Lipschitz surface in
L∞(S) is no greater that the Loewner n-area, and these areas are equal if the surface is
contained in W . Thus it suffices to prove that Φ0(D) minimize the Euclidean area among
the surfaces with the same boundary. And this is trivial because the orthogonal projection
onto W (with respect to our scalar product) does not increase areas.
Furthermore, one can compose the projection with a suitable shrinking in W to obtain a
smooth retraction P : L∞(S) ⊂ L2(S)→W such that
(3.4) JnP (u) ≤ 1− c · ‖u− P (u)‖
2
e
for some c > 0 and all u from a large ball in L2(S). Here Jn denotes the n-dimensional
Jacobian with respect to ‖ · ‖e. This proves uniqueness and a sort of stability estimate.
Now consider the general case of Theorem 3.1 when the metric g of M = (D, g) is close
to Euclidean in Cr topology for a suitable r (in fact, r = 3 is sufficient for the argument
presented here and a more delicate argument in [12] works for r = 2). The proof of Theorem
3.1 consists of three steps.
Step 1. Construct a smooth distance-preserving map Φ : M → L∞(S) close to the above
linear map Φ0 (in a suitable topology). In order to do this, one can use a formula similar
to (3.1) with Riemannian distances to hyperplanes rather than Busemann functions. By
Theorem 3.3, it suffices to prove that Φ(M) is a unique Loewner area minimizer among the
surfaces with the same boundary.
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Step 2. Prove that the surface Φ(M) is minimal in a variational sense. This part of
the proof is the most encouraging: it does not depend on the fact that the metric is close
to Euclidean and works for any boundary distance representation of a simple metric, any
smooth Busemann representation and, in fact, for any isometric embedding with a similar
behavior of coordinate functions.
What is meant by being a minimal surface needs clarification. Unfortunately, the first
variation of the Loewner area does not make sense since the Loewner area integrand is not
differentiable (even in a finite-dimensional Banach space with a smooth norm). To work
around this, we differentiate a smooth lower bound for the Loewner area. This lower bound
is the n-area defined by a Riemannian metric G on L∞(S) extending the metric of Φ(M).
The metric G is a smooth family of scalar products 〈·, ·〉ϕ, ϕ ∈ L
∞(S), on L∞(S). Every
scalar product 〈·, ·〉ϕ is given by a formula similar to (3.3) where µ is replaced by a probability
measure µϕ depending on ϕ. The normalization of the measures µϕ implies that the n-area
defined by G is no greater than the Loewner n-area. In order to make G compatible with
the metric of Φ(M), one defines µϕ explicitly for every ϕ ∈ Φ(M). Namely if ϕ = Φ(x)
where x ∈ M , then the measure µϕ is obtained from the normalized Haar measure on the
unit sphere UTxM ⊂ TxM via a natural diffeomorphism between UTxM and S. (This
diffeomorphism turns the derivative dxΦ : TxM → L
∞(S) into the standard linear map
given by (3.2)).
The variational minimality of Φ(M) means that the first variation of the Riemannian n-
area defined by G is zero for every (Lipschitz) variation, or, equivalently, the mean curvature
w.r.t. any normal vector is zero. The proof is a direct computation of the mean curvature.
It works for any Riemannian structure G defined as above, however the next step assumes
that G is a small perturbation of the flat Riemannian structure defined by (3.3).
Step 3. Prove that Φ(M) is a unique area minimizer with respect to G provided that G
is sufficiently close (in a suitable topology) to the constant scalar product (3.3). Since the
n-area defined by G is a lower bound for the Loewner n-area and the two areas coincide on
Φ(M), it follows that Φ(M) is a unique minimizer of the Loewner area and hence M is a
minimal filling and boundary rigid.
The proof essentially establishes the fact that stable minimality that we had in the case
g = g0 is stable under small perturbations of the data. More precisely, one can construct
a retraction from L∞(S) to a (minimal) surface containing Φ(M) by perturbing the area-
decreasing map P used in the flat case. The perturbation should preserve the property that
pre-images of points are orthogonal to the surface. Since the surface is minimal, this implies
that the n-dimensional Jacobian (with respect to G) of the retraction has zero derivatives at
the surface. And if its second derivatives are close to the original ones, the inequality (3.4)
persists, implying the desired result.
Proof of Theorem 3.2. The proof goes along the same lines: first we prove the desired
properties for the standard hyperbolic metric and then verify that they are stable under
perturbations.
The only essential difference is the choice of an area non-increasing map in place of the
linear orthogonal projection. We define a “projection” P : L∞(S)→ Hn as follows: for every
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ϕ ∈ L∞(Sn−1), P (ϕ) is a (unique) point where the function Fϕ : H
n → R defined by
Fϕ(x) =
∫
S
e−nϕ(s)eBγs (x) ds
attains its minimum. Here S = ToH
n where o ∈ Hn is a fixed origin, Bγs denotes the
Busemann function of a geodesic ray starting from the origin in the direction s, and ds
denotes the standard measure on S.
One can verify that P does not increase n-dimensional Loewner areas and that Φ0 ◦ P is
a retraction of L∞(S) onto Φ0(H
n) where Φ0 is the Busemann representation of H
n. This
proves filling minimality and boundary rigidity for regions in Hn. Then the proof of Theorem
3.2 is similar to that of Theorem 3.1.
4. Finslerian case
As shown by Theorem 3.3, reducing filling minimality to area minimality is a natural
approach (at least there is no loss of generality at this step). But some other tricks in
the above proofs are too limited; it would be nice to replace them by a better technique.
In particular, replacing the Loewner area by the area defined by an auxiliary Riemannian
metric G is suspicious: this may not work for other minimal fillings, and there is no natural
way to choose this auxiliary metric.
It would be more natural to utilize the Finslerian nature of surfaces in L∞ and work with
their natural Finsler areas, e.g. Busemann or Holmes–Thompson areas. Unfortunately very
little is known about these surface areas in co-dimensions higher than 1. For example, the
following basic question is not yet answered.
Question 4.1 (Busemann [15]). Let V be a finite-dimensional Banach space, D an n-disc
in an n-dimensional affine subspace W ⊂ V and F is an orientable surface in V such that
∂F = ∂D. Is it always true that area(F ) ≥ area(D)?
In other words, is the n-dimensional area integrand in a Banach space semi-elliptic (over
Z)? Actually this is a different question for every definition of area. In the cited paper
[15] the question is asked for the Holmes–Thompson area, defined there in terms of the
projection function of a convex body. For both Busemann and Holmes–Thompson areas,
the answer is known to be affirmative in the case dimV = n+ 1 but the question is open in
higher co-dimensions (even in the special case when the restriction of the Banach norm to
the subspace W is Euclidean). Contrary to this, Benson area and Loewner area are known
to be semi-elliptic in all dimensions and co-dimensions, cf. [22] and [28].
An affirmative answer to Question 4.1 would have nice applications including a Finslerian
generalization of the asymptotic volume estimate (2.1), cf. [10]. It would also imply that every
region in an n-dimensional Banach space is a Finslerian minimal filling. This is especially
interesting in the case of the Busemann volume because it is equal to the Hausdorff measure
naturally defined for all metric spaces, not just Finslerian. Here is how one can formulate a
filling question without referencing anything from differential geometry.
Question 4.2. Let d be a (continuous) metric on the standard unit ball Dn ⊂ Rn such that
d(x, y) ≥ dE(x, y) := |x− y|
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for all x, y ∈ ∂Dn = Sn−1. Is it true that for all such metrics d one has
Hn(Dn, d) ≥ Hn(Dn, dE)
where Hn denotes the n-dimensional Hausdorff measure?
An affirmative answer to Question 4.1 would answer Question 4.2 for a Lipschitz metric d.
I do not know whether the case of a general metric is different.
One may also seek a Finslerian generalization of the minimal filling conjecture 1.6. Al-
though there is no boundary rigidity in the Finslerian case, simple Finsler metrics sharing
the same boundary distance function have the same Holmes–Thompson volume. This leaves
a possibility that the Finslerian generalization of Conjecture 1.6 might be true if the volume
of a Finsler metric is defined as the Holmes–Thompson volume. This generalization is “al-
most proved” in dimension 2: every simple Finsler metric on D2 is a minimal filling among
the Finsler fillings homeomorphic to D2, cf. [27] and [29].
This implies a partial answer to Question 4.1 for n = 2: an affine 2-disc in a Banach space
minimizes the Holmes–Thompson area among the surfaces spanning the same boundary and
homeomorphic to D2. On the other hand, one can construct a Banach norm in R4 such that
the resulting two-dimensional Holmes–Thompson area integrand is not convex (that is, it
does not admit a convex extension to the exterior product Λ2R4), cf. [16], [10]. And this
implies that there is an affine 2-disc which does not minimize the Holmes–Thompson area
among the Lipschitz (or polyhedral) chains with rational coefficients, cf. [11]. What is not
known is whether an affine 2-disc minimizes area among the chains with integer coefficients,
or, equivalently, among the orientable surfaces of arbitrary genus.
References
[1] L. Amrosio and B. Kirchheim, Rectifiable sets in metric and Banach spaces, Math. Ann. 318 (2000),
527–555.
[2] V. Bangert, C. Croke, S. Ivanov, M. Katz, Filling area conjecture and ovalless real hyperelliptic surfaces,
Geom. Func. Anal. 15 (2005), no. 3, 577–597.
[3] R. V. Benson, Euclidean geometry and convexity, McGraw–Hill, New York, 1966.
[4] A. S. Besicovitch, On two problems of Loewner, J. London Math. Soc. 27 (1952), 141–144
[5] G. Besson, G. Courtois and S. Gallot, Entropies et rigidite´s des espaces localement syme´triques de
courbure strictement ne´gative, Geom. Funct. Anal., 5 (1995), 731–799.
[6] G. Beylkin, Stability and uniqueness of the solution of the inverse kinematic problem of seismology in
higher dimensions, Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. 84 (1979), 3–6 (Russian);
J. Soviet Math. 21 (1983), 251–254 (English).
[7] D. Burago. Periodic Metrics. Advances in Soviet Math. 9 (1992), 205–210.
[8] D. Burago, S. Ivanov, Riemannian tori without conjugate points are flat, Geom. Funct. Anal. 4 (1994),
no.3, 259–269.
[9] D. Burago, S. Ivanov, On asymptotic volume of tori, Geom. Funct. Anal. 5 (1995), no. 5, 800–808.
[10] D. Burago, S. Ivanov, On asymptotic volume of Finsler tori, minimal surfaces in normed spaces, and
symplectic filling volume. Ann. of Math. (2) 156 (2002), no. 3, 891–914.
[11] D. Burago, S. Ivanov, Gaussian images of surfaces and ellipticity of surface area functionals, Geom.
Funct. Anal. 14 (2004), no. 3, 469–490.
[12] D. Burago and S. Ivanov, Boundary rigidity and filling volume minimality of metrics close to a flat one,
Ann. of Math. 171 (2010), no. 2, 1183–1211.
[13] D. Burago and S. Ivanov, Area minimizers and boundary rigidity of almost hyperbolic metrics, in prepa-
ration.
VOLUME COMPARISON VIA BOUNDARY DISTANCES 13
[14] H. Busemann, Intrinsic area, Ann. of Math. 48 (1947), 234–267.
[15] H. Busemann, Convexity on Grassmann manifolds, Enseignement Math. 7 (1961), 139–152.
[16] H. Busemann, G. Ewald, G. C. Shephard. Convex bodies and convexity on Grassmann cones. I–IV,
Math. Ann. 151 (1963), 1–41.
[17] C. Croke, Rigidity and the distance between boundary points, J. Diff. Geom. 33 (1991), 445–464.
[18] C. Croke, Volumes of balls in manifolds without conjugate points, Internat. J. Math. 3 (1992), no. 4,
455–467.
[19] C. Croke, N. Dairbekov and V. Sharafutdinov, Local boundary rigidity of a compact Riemannian man-
ifold with curvature bounded above, Trans. Amer. Math. Soc. 352 (2000), no. 9, 3937–3956.
[20] C. Croke and B. Kleiner, On tori without conjugate points, Invent. Math. 120 (1995), no. 2, 241–257.
[21] C. Croke and B. Kleiner, A rigidity theorem for simply connected manifolds without conjugate points,
Ergodic Theory Dynam. Systems 18 (1998), no. 4, 807–812.
[22] M. Gromov, Filling Riemannian manifolds, J. Diff. Geom. 18 (1983), 1–147.
[23] M. Gromov, Metric structures for Riemannian and non-Riemannian spaces, Progr. in Mathematics,
152, Birkha¨user, Boston, 1999.
[24] G. Herglotz, U¨ber das Benndorfsche Problem der Fortpflanzungsgeschwindigkeit der Erdbebenstrahlen,
Physikal. Zeitschr. 8 (1907), 145-147.
[25] R. D. Holmes, A. C. Thompson, N-dimensional area and content in Minkowski spaces, Pacific J. Math.
85 (1979), 77–110.
[26] E. Hopf, Closed surfaces without conjugate points Proc. Nat. Acad. of Sci. 34 (1948), 47–51.
[27] S. Ivanov, On two-dimensional minimal fillings, Algebra i Analiz 13 (2001), no. 1, 26–38 (Russian); St.
Petersburg Math. J, 13 (2002), no. 1, 17–25.
[28] S. Ivanov, Volumes and areas of Lipschitz metrics, Algebra i Analiz 20 (2008), 74–111 (Russian); St.
Petersburg Math. J. 20 (2009), no. 3, 381–405 (English).
[29] S. Ivanov, Filling minimality of Finslerian 2-discs, preprint, arXiv:0910.2257.
[30] Katz, M. Systolic geometry and topology, Mathematical Surveys and Monographs 137, A.M.S., 2007.
[31] R. Michel, Sur la rigidite´ imposee´e par la longuer des ge´ode´siques, Invent. Math. 65 (1981), 71–83.
[32] R. G. Mukhometov, On a problem of reconstructing Riemannian metrics, Sibirsk. Mat. Zh. 22 (1981),
no. 3, 119–135 (Russian); Siberian Math. J. 22 (1982), no. 3, 420–433 (English).
[33] R. G. Mukhometov and V. G. Romanov, On the problem of finding an isotropic Riemannian metric
in an n-dimensional space, Dokl. Akad. Nauk SSSR 243 (1978), no. 1, 41–44 (Russian); Soviet Math.
Dokl. 19 (1979), no. 6, 1330–1333 (English).
[34] L. Pestov and G. Uhlmann, Two-dimensional compact simple Riemannian manifolds are boundary dis-
tance rigid, Ann. of Math. (2) 161 (2005), 1093–1110.
[35] P. Pu, Some inequalities in certain non-orientable Riemannian manifolds, Pacific J. Math. 2 (1952),
55–71.
[36] L. A. Santalo´, Integral geometry and geometric probability, Encyclopedia Math. Appl., Addison-Wesley,
London, 1976.
[37] P. Stefanov and G. Uhlmann, Boundary rigidity and stability for generic simple metrics, J. Amer. Math.
Soc. 18 (2005), 975–1003.
[38] A. C. Thompson, Minkowski Geometry, Encyclopedia of Math and Its Applications 63, Cambridge
Univ. Press., 1996.
[39] E. Wiechert, Bestimmung des Weges von Erdbebenwellen im Erdinnern, Theoretisches. Phys. Z. 11
(1910), 294–311.
E-mail address : svivanov@pdmi.ras.ru
St. Petersburg Department of Steklov Institute of Mathematics, Fontanka 27, 191023,
St. Petersburg, Russia
