The aim of the paper is to derive the brand-new estimator for mean and variance that has only numerical approximation. In order to do so the following questions have to be answered: (i) what is the statistical model for the estimation procedure? (ii) what are the properties of the estimator, like optimality (in which class) or asymptotic properties? (iii) how does the estimator work in practice, how compared to competing estimators? This paper satisfies these questions.
Introduction 1
A name of technique known as kriging -the Theory of Regionalised Variables (G. Matheron, in the early 1960's) 2 -is often associated with the acronym BLUE for "best linear unbiased estimator". Kriging is "linear" because its estimates are weighted averages of the known values; it is "unbiased" since it tries to have the mean of the estimation error for a random process model equal to 0 (I condition); it is "best" because it aims at minimizing the modeled error variance (II condition). Assuming that a time series of length n consists of possible outcome values v i of a stationary random process V = {V j ; N 1 ∋ j ⊃ i = 1, . . . , n} with an unknown constant mean m and variance σ 2 and with some correlation function ρ(∆ ij ), where ∆ ij = |i − j|, these two conditions:
in the n + 1 unknowns: the kriging weights ω i j and the Lagrange parameter µ j . Solving this system of equations, we can find a disjunction of the minimized error variance (the minimized mean squared error of estimation)
which represent the single root of the equation
and the BLUE of the unknown constant mean value m
, under the condition that the BLUE of the unknown constant variance value σ 2 of this process
Remark. Since equation ρ(∆ ij )ω i j + µ j = 0 is implicated for a non-constant vector of correlations the global BLUE of the unknown constant mean (variance) has only numerical approximation than it is easy to prove that the generalized "least squares estimator" (seeŠtulajter (1994)) 3
. . , n and F = (1, . . . , 1) ′ , isn't the proper BLUE for an unknown constant mean value β of a stationary random process V = {β + ǫ j ; N 1 ∋ j ⊃ i = 1, . . . , n}, where E{ǫ j } = 0, with some correlation function ρ(∆ ij ).
Asymptotic properties of the estimators
Assuming asymptotic behaviour in infinity for vector of correlations
the minimized error variance
from the unbiasedness condition (I condition)
the Lagrange parameter µ j , from the adopted constraint on the minimized error variance
by lim j→∞ µ j = −ξ and the kriging equations, due to above, by
Changing notation:
substituting first term into second we get
the BLUE of the unknown constant mean, based on V = (v 1 , . . . , v n ) ′ , in fact is only bounded by generalized "least squares estimator"
the BLUE of the unknown constant variance, based on V = (v 1 , . . . , v n ) ′ and U = (v 2 1 , . . . , v 2 n ) ′ , is bounded by the following estimator
Central Limit Theorem
Let us consider a non-stationary random process, based on v i = v 1 , . . . , v n , built on an independent set of frozen in time stationary random processes
with some correlation function ρ t (∆ ij ) that depends only on ∆ ij = |i − j| for t = const.
with an unknown constant mean value m t for t = const.
with an unknown constant variance value σ 2 t for t = const.
with an unknown response average [v i ] t = [v j ] t for t = const. seen as possible outcome value of the averagē
since from the Central Limit Theorem holds
. . .
than an independent set of outcome values of these variables also must follow the Standard Normal distribution.
Example Let us consider long-lived asymmetric index profile recorded by close quotes of Warsaw's Stock Market Index in the period 11 X 1999 -19 III 2001 shown in Fig. 1 . Setting its former asymmetric side consists of the values v i = v 1 , . . . , v 115 as the initial amplification of a non-stationary random process built on the independent set of frozen in time stationary random processes
with the correlation function
with the unknown mean values
with the unknown variance values mean (Fig. 1) and variance estimation by kriging for t = 115 + 1, . . . , 115 + 102
and Kolmogorov statistic, to test whether the independent set of values of interest ( Fig. 2 ) 
Approach to ordinary statistic (conclusion)
For a stationary random process V = {V j ; i ⊂ j ∈ N 1 }, based on a sample v i of large size n, with the correlation function (Gaussian noise)
for ∆ ij = 0, the minimized error variance reduces to the simple form 
