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Abstract 
Smoothed particle hydrodynamics (SPH) simulations are often initialized on a regular Cartesian grid. Ten SPH kernels were 
analyzed numerically with respect to their ability to correctly reproduce a uniform density distribution. Three types of kernels 
were identified. The number of neighboring particles required to represent the density with an accuracy of 0.1% was obtained 
for the 10 kernels in 1, 2 and 3 dimensions. The effect of random particle displacements from grid nodes on the error was 
investigated. The results of the study are important for correct application of initial conditions in SPH simulations. 
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1. Introduction 
Smoothed particle hydrodynamics (SPH) is a meshless fully-Lagrangian numerical method applied to 
modeling of fluid flow and deformation of solids [1]. Within the SPH framework, approximations of the field 
variables and their gradients are estimated by smoothing with a weighting kernel. Two types of errors are 
introduced when a continuum problem is represented with SPH or other particle methods: (1) a smoothing error, 
 
* Corresponding author. Tel.: +47 73 59 11 81. 
E-mail address: alexandre.lavrov@sintef.no 
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Selection and/or peer-review under responsibility of the Technical University of Denmark, Department of Mechanical Engineering.
86   Alexandre Lavrov et al. /  Procedia IUTAM  18 ( 2015 )  85 – 95 
also called a mollification error; and (2) a discretization error, also called the quadrature error [2, 3]. The former 
is due to the fact that the SPH kernel represents the delta-function only approximately. The latter is due to the fact 
that the integral is evaluated using a quadrature on a finite number of Lagrangian nodal points (SPH "particles"). 
SPH models are often initialized by distributing particles on a regular grid: Cartesian in 3D; Cartesian or 
triangular in 2D. In addition, slight random perturbations may be introduced to the positions of particles. Regular 
or almost regular spacing between particles ensures that there be no particles located too close to each other, 
which could lead to considerable repulsive forces between particles thereby inducing pressure waves from the 
very beginning of an SPH simulation. Such violent motions might not represent a significant problem in some 
applications, e.g. where violent flows are involved anyway or where it is possible to relax the model to an 
equilibrium before the actual simulation starts. They do however represent a serious challenge in other types of 
applications where the modeler is not in a position to relax the model before the simulation commences. 
An essential step in correctly assigning the initial conditions in SPH consists in choosing the ratio between the 
particle size, represented by the cutoff radius of the kernel, and the particle spacing on a regular Cartesian grid, 
x. The cutoff radius is proportional to the so-called smoothing length, h, with the coefficient of proportionality 
being different for different types of kernels. 
Several questions arise when initializing an SPH simulation on a regular grid: Should the ratio h/ x be 
different for different kernels and thus be part of the kernel specification? If so, what would constitute a robust 
criterion for choosing the ratio h/ x? What can be said about the popular choice of h/ x = 1.33, employed e.g. in 
[4, 5]? Can it be recommended as good practice? 
One criterion that can be used as a guidance for the initialization of particles is to ensure that the initial density 
distribution of particles be represented in a consistent way. This requires that the smoothed density, (ri) , 
obtained as a weighted sum over the particles within the cutoff radius of particle i be equal to the density, i, 
assigned to particle i. 
Density as a weighted sum at position of particle i is given by [6]: 
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where the smoothing length h is proportional to the cutoff radius of the kernel; ri and rj represent positions of 
particles i and j, respectively; mj is the mass of particle j; w is the smoothing kernel. When particles are 
distributed on a regular Cartesian grid, Eq.(1) becomes: 
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where D is the number of spatial dimensions; j is the density of particle j. If we set the density equal to 1, Eq. (2) 
suggests that, for a correct initialization, the particle spacing (or, alternatively, the kernel smoothing length, h) 
must satisfy the condition: 
 
  support of 
, 1
D
i j
j i
S x w hr r                                                        (3) 
 
The sum in Eq. (3) is a Riemann sum; particles j make up a partition of the interval, and the size of the interval is 
the cutoff radius of particle i. As x→0, the sum in Eq.(3) becomes the Riemann integral, and this integral, from 
Eq.(3), is equal to 1 because this is how kernels are normalized in SPH. 
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2. Methodology 
In this study, the value of S given by Eq.(3) is computed for different values of h/ x in 1D, 2D and 3D, for ten 
popular kernels used in SPH. The kernels studied herein are as follows [7-10]: Gaussian kernel (not normalized in 
this study; cutoff radius 3h); Wendland kernels ψ2,1; ψ3,2; ψ3,1; ψ4,2 and ψ5,3 (cutoff radius 2h); cubic spline (cutoff 
radius 2h); quartic spline (cutoff radius 2.5h); quintic spline (cutoff radius 3h); a 6th-order polynomial (cutoff 
radius h). Expressions for these 10 kernels are provided in Appendix A. 
All the ten kernels except the Gaussian, quartic spline, quintic spline and the 6th-order polynomial have the 
cutoff radius equal to 2h. The Gaussian kernel has a cutoff radius equal to 3h and is not normalized in this study. 
It is possible to bring all the kernels towards a common cutoff radius equal to e.g. h as was done recently by 
Dehnen and Aly [11]. This however is not attempted in this study because, in most of the currently available SPH 
implementations, different cutoff radii are employed for different kernels, as specified above. 
In one dimension, kernels ψ2,1 and ψ3,2 represent Wendland functions. They are also used in 2D and 3D in this 
study, with a proper normalization, but, as pointed out in [11], they do not represent Wendland functions in 2D 
and 3D. Similarly, in two and three dimensions, kernels ψ3,1, ψ4,2 and ψ5,3 represent Wendland functions. They are 
also used in 1D in this study, with a proper normalization, but, as pointed out in [11], they do not represent 
Wendland functions in 1D. 
In order to assess the smoothing length needed for a correct representation of density, the procedure described 
by Hoover [12] is used herein: We plot the sum of Eq. (3) as a function of h/ x, and then try to identify the value 
of h/ x that yields a satisfactory approximation of density. 
3. Results 
3.1. Particles on a regular Cartesian grid 
Calculations of S as a function of h/ x have been performed for the 10 kernels in 1, 2 and 3 dimensions. The 
shape of the plot S = f(h/ x) varies with the kernel, but, in general, three types of behavior can be identified: 
 
Type A: S oscillates crossing or touching the line (ri) =1 several times (Figure 1a). 
Type B: S oscillates without crossing the line (ri) =1 (Figure 1b). 
Type C: S asymptotically approaches the line (ri) =1 without oscillations as h/ x→∞ (Figure 1c). 
 
The behavior of S as a function of h/ x for different kernels is summarized in Table 1. Of all kernels of types 
A and B, the Gaussian has the smallest oscillations of S. In particular, the oscillations are an order of magnitude 
smaller than those observed with kernels represented by splines. 
When an SPH simulation is to be set up, we are interested in having the value of h/ x as small as possible 
since there are then fewer particles within the cutoff radius of each particle, which makes the summation faster. 
On the other hand, setting h/ x to a value which is too small would result in a rapid increase in density (leftmost 
parts of the curves in Figure 1) since then there are too few particles within the cutoff radius, and they make 
disproportionately large contributions to (ri)  since the kernel becomes large at small distances. This explains 
the rapid increase in S as h/ x→0 in Figure 1 [12]. The tradeoff between accuracy and efficiency suggests that 
we might choose the value of h/ x at one of the intersections of the curve S = f(h/ x) with the horizontal line S = 
1. This will guarantee that the oscillations are contained within certain limits, and this is the choice made in e.g. 
[12]. For instance, the leftmost crossing of the curve with the line S = 1 can be chosen. However, a closer look at 
Figure 1 shows that this choice can be made only for kernels of type A. With kernels of types B and C, no such 
intersection can be identified. A more general choice of h/ x that would work for all kernels consistently is 
needed. One possible approach consists in choosing the value of h/ x that ensures that the density error is within 
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a certain limit, e.g. 0.1%. In Figure 1, it would mean that the oscillations are contained between the horizontal 
lines given by S = 0.999 and S = 1.001. 
Since kernels differ in their cutoff radii, we can draw a comparison between the kernels only after the chosen 
value of h/ x is multiplied by the cutoff multiplier (the ratio of the cutoff radius to h), e.g. 2 for Wendland 
kernels or 3 for the Gaussian. Alternatively, the number of particles needed within the cutoff radius in order to 
ensure a given accuracy of 0.1% can be evaluated and compared for different kernels. Both of these approaches 
have been pursued herein, and the results are summarized in Figure 2 (the cutoff radius needed to ensure the 
0.1% accuracy in the density representation) and in Figure 3 (the number of particles within the cutoff). Only 3D 
results are displayed in Figure 2. 1D and 3D results are displayed in Figure 3. 
It is evident from figures 2 and 3 that Wendland kernels ψ3,1, ψ4,2 and ψ5,3 require the largest support to ensure 
the same accuracy as other kernels. However, these kernels are the only ones that provide a plot of S = f(h/ x) 
without oscillations in both 1, 2 and 3 dimensions (cf. [11]). The latter property might be more important than the 
minimization of the kernel size at all costs. 
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Fig. 1. Density estimate given by Eq. (3) as a function of ratio of the smoothing length to grid spacing for three types of kernels: (a) Type A 
(quartic spline in 3D); (b) Type B (Wendland kernel ψ2,1 in 1D); (c) Type C (Wendland kernel ψ4,2 in 2D). 
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Table 1. Behavior of S as a function of h/ x for the 10 kernels in 1, 2 and 3 dimensions. Refer also to Figure 1. 
Kernel 1D 2D 3D 
Wendland ψ2,1 B (B) (A) 
Wendland ψ3,2 C (B) (B) 
Wendland ψ3,1 (C) C C 
Wendland ψ4,2 (C) C C 
Wendland ψ5,3 (C) C C 
Cubic spline B A A 
Quartic spline A A A 
Quintic spline B A A 
Gaussian A A A 
6th-order polynomial A A A 
 
Figure 3 suggests that the difference between kernels with respect to the minimal required number of neighbor 
particles that would guarantee a given accuracy increases as we proceed from 1D to 3D. Indeed, statistical 
processing of these histograms in 1D (Figure 3a), 2D (not shown) and 3D (Figure 3b) has confirmed that the 
standard deviation in the required number of neighbors increases from 1D to 2D to 3D. This indicates, the 
contrast between different kernels with respect to the minimal required number of neighbor particles increases 
with the number of spatial dimensions. 
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Fig. 2. Particle size (normalized by x) that ensures zero error in density (dark gray columns) and error 0.1% in density (light gray columns). 
Only 3D kernels are presented here. It is not possible to ensure a zero error in density with Wendland kernels (type C), therefore only light 
gray columns are shown for them. 
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Fig. 3. Minimum number of particles within the cutoff radius required for density representation with a 0.1% accuracy at SPH initialization 
on a regular Cartesian grid in 1D (a) and 3D (b). 
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Fig. 4. Error (%) in the density evaluation on a regular Cartesian grid obtained with h/ x = 1.33 in 1D (a) and 3D (b). Note that scales differ 
in a and b. 
Figure 4 summarizes the errors in the density evaluation obtained when the value of h/ x is set equal to 1.33 
for all kernels. It is evident that setting h/ x equal to 1.33, a popular choice in the SPH community, is justified for 
the quintic kernel where the error is virtually zero, and, to some extent, for the quartic and Gaussian kernels. For 
all other kernels, including the Wendland kernels, initializing SPH with h/ x = 1.33 results in unacceptable errors 
in the density representation. 
3.2. Particles with perturbed positions 
All calculations presented in section 3.1 were performed with regular distributions of particles, i.e. particles 
were located in the nodes of a regular Cartesian grid. This Section takes our analysis one step further, into the 
realm of disordered smoothed particles. 
In practice, when an SPH simulation is set up, it is possible to (slightly) randomize the positions of particles by 
assigning (small) deviations in positions so that the particles do not lie exactly in the nodes of a Cartesian grid. It 
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should be noted that the validity of our approach in evaluating the accuracy of density approximation through 
Eq.(3) is not unquestionable in the case of disordered particles. In particular, it is not quite clear what should be 
chosen as x in this case. Nevertheless, we use here Eq.(3), with x representing the average spacing between the 
particles, i.e. the spacing of the regular Cartesian grid from which the particles have been perturbed. 
Assume, first, that we want the SPH assembly to represent a fluid with the density equal to 1 everywhere. 
Introducing small perturbations in this case will make the accuracy of the SPH representation of density worse. 
This is illustrated in Figure 5. In this simple example, we have a 1D assembly of SPH particles and we are using 
the Wendland kernel ψ2,1. To obtain these plots, a uniformly distributed random variable has been added to the 
grid point coordinates. In Figure 5a, this random variable is uniformly distributed between -0.025 x and 0.025 x. 
In Figure 5b, it is uniformly distributed between -0.1 x and 0.1 x. The blue curve in each of the panels in Figure 
5 is obtained without perturbations. The green curve is obtained with the same sample of random numbers 
distributed in the interval [0, 1], multiplied by 0.05 or 0.2 in Figures 5a and 5b, respectively. Similar for the lilac 
and red curves. It means that each of the three curves, i.e. green, lilac and red, represents one possible realization 
of a random 1D distribution of particles with a given standard deviation. 
Figure 5 demonstrates that perturbations affect the accuracy of density approximation significantly. 
Consequently, in order to reproduce the density within the accuracy of 0.1%, the particle size may need to be 
increased by a factor of 1.5 to 2.5 even when the perturbation is increased just from being 0 to being within the 
range from -0.025 x to 0.025 x. 
A question immediately appears. Does it at all make sense to try and reproduce a uniform density distribution 
by a random collection of particles? It should be noted here that we are concerned only with the initial condition 
of SPH in this study. We want to elaborate a consistent way to initialize an SPH model before the actual SPH 
calculation, i.e. time-stepping, starts. When a simulation is running, particles do experience "perturbations" to 
their positions. In that case, however, the "perturbations" are displacements, and the density is computed in a 
consistent way by integrating the continuity equation. When two particles come closer, for example, the density 
is increasing due to the time integration of the mass conservation equation, and this is consistent with the increase 
that we will observe if we use closer positions in Eq.(3), i.e. particles having now larger contributions to densities 
at each other's location. At the initial configuration, however, the continuity equation has not started to work yet. 
We are thus in need of a consistent way to set up densities for a disordered collection of particles that would be 
consistent with their sizes. 
It should be noted that the correct initialization of density probably is less important in many practical 
applications of SPH in which we are not concerned with initial equilibrium. For instance, throwing some liquid 
into a tank, or sloshing. But in some cases a correct initialization is of paramount importance. These are for 
instance solid mechanics problems where it is not possible to obtain an equilibrium configuration simply by 
relaxing the model from an initial out-of-equilibrium state. For such cases, the densities need to be assigned 
consistently when the model is being set up. 
4. Conclusions 
 Three types of density variation with h/ x have been observed on a regular Cartesian grid: (A) oscillations 
crossing the theoretical value and asymptotically approaching it as h/ x→∞; (B) oscillations without crossing 
/ reaching the theoretical value; (C) asymptotic approach to the theoretical value as h/ x→∞ without ever 
crossing / reaching it. 
 The Gaussian kernel has the smallest oscillations amongst the kernels of types A and B. 
 The 6th-order polynomial kernel has the largest oscillations amongst the 10 studied kernels. 
 Wendland kernels belong to types B or C. It is therefore not possible to represent the density accurately when 
setting up the model on a regular grid with these kernels. However, the absence of oscillations represents an 
advantage of these kernels. 
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Fig. 5. Density approximated by Eq.(3) as a function of h/ x for the Wendland kernel ψ2,1 in 1D. Deviation of particle positions from regular 
Cartesian grid nodes is a random variable uniformly distributed between -0.025 x and 0.025 x (a) or -0.1 x and 0.1 x (b). Note that the 
same kernel produces different behavior when particles are perturbed (oscillations / no oscillations in the curve S = f(h/ x). Cf. Figure 1). 
 Different kernels need different number of particles to achieve the same accuracy of density representation at 
initialization of an SPH model. The difference in the required number of neighbours is up to 3 times among 
the studied 10 kernels. 
 Amongst the 10 studied kernels, the quartic and quintic splines require the smallest number of neighbour 
particles in order to ensure the same accuracy of density representation of 0.1%. 
 The difference between the kernels with respect to how many particles they need in order to ensure a given 
accuracy in the density representation increases when the number of spatial dimensions increases. 
 The popular choice of h/ x = 1.33 delivers a satisfactory approximation of density only for the Gaussian, 
quartic and quintic spline kernels. Its use in setting up SPH models with other kernels in either 1D, 2D or 3D 
is hardly justified. 
 Perturbations to particle positions in the initial configuration of an SPH model may necessitate a significant 
increase in the size of particles (and, thus, in the number of neighbours) if the same accuracy of density 
representation is to be achieved as with regularly spaced particles. 
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Appendix A. Kernels used in the current study 
The functional forms of the kernels used in this study are listed below. In what follows, q r h . 
 
Gaussian kernel (not normalized in this study): 
r > 3h:  , 0w r h
 
r < 3h: 
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Wendland kernel ψ2,1: 
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Wendland kernel ψ3,1: 
r > 2h:  , 0w r h
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Wendland kernel ψ4,2: 
r > 2h:  , 0w r h
 
r < 2h:  6 2
2
3
9
         in  1D
8192
3
, 2 12 36 35       in  2D
1024π
165
    in  3D
65536π
h
w r h q q q
h
h
 
Wendland kernel ψ5,3: 
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Cubic spline: 
r > 2h:  , 0w r h
 
h < r < 2h:  33, 0.25 2w r h C q  
r < h:   2 33, 1 1.5 0.75w r h C q q  
where 
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Quartic spline: 
r > 2.5h:  , 0w r h
 
1.5h < r < 2.5h: 44, 2.5w r h C q  
0.5h < r < 1.5h: 4 44, 2.5 5 1.5w r h C q q  
r < 0.5h:  4 4 44, 2.5 5 1.5 10 0.5w r h C q q q  
where 
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Quintic spline: 
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6th order polynomial: 
r > h:   , 0w r h
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