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ABSTRACT 
 
The trend towards using multimedia and visual tools in learning environments as the preferred basis for 
teaching has increased dramatically over recent years.  This paper will report on current research trends 
investigating the development of visually enhanced course materials.  Specifically, it will analyse relevant 
instructional design issues and reflect on the concepts involved in catering for a multiliterate clientele and 
how the use of multiple representations may enhance the learning opportunities of students. To do this it will 
firstly investigate the role that cognitive/learning styles play in the learning process and what should be 
considered when preparing instructional material. It will look closely at the importance of visualisation in 
the representation of concepts and current understandings of what it means to be literate, in a culture 
saturated with visual elements.  It will be seen that our understanding of these basic concepts will play an 
important role in our approach to teaching and learning, particularly when using visual and/or multiple 
representations in learning environments. Secondly, it will investigate the cognitive constraints experienced 
by learners when information is displayed in multiple ways and whether it will be beneficial to provide users 
with a level of interactive choice. Finally, a set of pedagogically sound recommendations will be presented 
as an appropriate format and potential way forward for the design and delivery of multimedia instructional 
materials. 
 
INTRODUCTION 
 
The University of Southern Queensland (USQ) has been a leading distance education (DE) provider 
for over 25 years. Over that time a solid understanding of the principles that underlie the delivery of 
instructional material to those who choose to study at a distance has been developed. Seventy five 
percent of USQ’s 22,000 students study off campus.  Until the last few years however Art education 
has been significant in its absence from the DE offerings of the university. Advances in online 
technologies and the ability to communicate both quickly and effectively with students, aligned 
with the provision of quality visual information on CD, has allowed the university to make 
significant advances in the provision of DE courses in the creative arts. 
 
Traditionally DE materials at USQ have been print 
based with additional audio and video resources being 
supplied when required (see Figure 1). In recent years 
external students have also been supported by web 
based discussion forums, websites and CDs. In some 
postgraduate programs, fully online courses have also 
been made available.  At the beginning of 2003 however 
USQ began to move toward a CD based, hybrid mode of 
delivery for all its courses. The CD was seen as a cost 
effective way to provide a wider range of resources that 
would also facilitate the inclusion of multimedia 
learning environments. The use of online technologies 
was pre-emptively enhanced with the utilisation of the 
WebCT Vista learning management system in July 
Figure 1. An
example of USQ’s
print based learning
packages with
additional resources
2002. So far our research has found that students respond favourably to certain aspects of these new 
multimedia environments as they provide a level of freedom not previously enjoyed (Sankey 2003). 
This however needs to be more fully tested. 
 
These new technologies extend a range of new possibilities in regard to expression, perception and 
communication in the design of courses in the creative arts, (Wang 2002). However certain 
challenges must be considered when approaching these new opportunities.  We as teachers and 
artists love to design environments that ooze with creativity, colour, line and a touch of the 
unexpected, thereby putting forward a definition of literacy that aligns with our personal vision 
(Piro 2002). This must not be done without consideration for sound intuitive navigation and a solid 
constructivist learning approach.  This paper will therefore report on current research trends 
investigating the development of multimedia course materials to be used in these environments.  
Specifically, it will analyse relevant instructional design (ID) issues involved in catering for a 
multiliterate clientele and how the use of multiple representations may enhance the learning 
opportunities of students. To do this, it will firstly investigate the role that learning styles play in 
preparing instructional material, looking closely at the importance of visualisation in the 
representation of concepts and current understandings of what it means to be literate in a culture 
saturated with visual elements. It will be seen that an understanding of this basic concept will play 
an important role in the ID approach to teaching and learning, particularly when using visual and/or 
multiple representations in the multimedia learning environment. Secondly, it will investigate the 
cognitive constraints experienced by learners when information is displayed in multiple ways and 
whether it will be beneficial to learner cognition to provide a level of interactive choice. Finally a 
set of recommendations will be made as to an appropriate format and potential way forward in the 
design and delivery of multimedia instructional materials. 
 
DIFFERENT LEARNING STYLES 
 
In developing multimedia instructional materials educators and IDs must be conscious that learners, 
for many reasons, have vastly different learning styles.  Sarasin (1999) classifies a learning style as 
‘basically the preference or predisposition of an individual to perceive and process information in a 
particular way or combination of ways’ (p. 3). Although most researchers agree that different 
learning styles exist, and freely acknowledge their significance on the learning process, they are 
unable to form a consensus regarding the establishment of a single set of accepted principles 
(Vincent & Ross 2001).  
 
To illustrate this, a recent study conducted by 
Liu and Ginther (1999) found that 
approximately 20-30% of American students 
were auditory learners; about 40% visual; 
while the remaining 30-40% either 
tactual/kinesthetic, visual/tactual, or some 
combinations of the above.  Another study 
found that approximately 50% were auditory, 
followed by 33% visual and 17% kinesthetic 
(Vincent & Ross 2001). Although these 
figures vary considerably it is clear that 
people learn in very different ways (Figure 1 
illustrates the results of these two studies).  
Study 1 
Liu & Ginther (1999) study
Figure 1. Two studies showing different results in learning styles tests.
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This being the case, it is imperative that ‘instructional materials, as well as teaching styles, should 
be matched with cognitive styles for greatest learner benefits’ (Stokes 2002, p. 12), and that this 
imperative should become a matter of priority. 
 
Research further indicates that many instructional events only 
target genetic cognitive styles, or certain types of learners 
(Sarasin 1999). This may be particularly unsatisfactory for a 
student whose learning style is inappropriately matched to a 
given task, as student performance is seen to be reduced when 
this occurs (McKay 1999).  On the other hand when multiple 
sensory channels are involved learning can become more 
effective (Kearnsley 2000). One problem this highlights 
however is that ‘many people don’t even realise they are 
favouring one way or the other, because nothing external tells 
them they’re any different from anyone else’ (DePorter 1992, 
p. 114).  The consequence of this being that many students 
today struggle with the text based learning materials provided 
in a variety of traditional learning environments.  
 
Many students 
today struggle with text 
based learning materials. 
 
Educational design must be able to address the complex inter-
relationships that exist between learning task, learner’s 
cognitive processes and the way in which different media 
attributes are perceived (Gunawardena 1992).  Teachers 
likewise should utilise a variety of presentation techniques that 
will help students interact with the learning materials they are 
providing so as to satisfy their students different learning 
requirements or needs (Lih-Juan 1997).  For just as some 
learners may have great difficulty interpreting and 
understanding verbal instructions, responding better to what 
they see, so others may have difficulty reading, but be careful 
listeners and remember better what they have been told 
(Flattley 1998). Figure 2 shows a simple representation of 
three basic learning styles and indicates that many learners 
may well use a combination of these styles. 
Figure 2. A representation of three different 
learning styles indicating that many learners 
use a combination of styles. 
 
VISUALISATION IN REPRESENTATION 
 
Without image, 
thinking is 
impossible. 
Aristotle once stated that, ‘without image, thinking is 
impossible’ (Aristotle 19).  Interestingly, Stokes (2002) 
agrees noting that much of the research reported in 
educational literature today would support this claim, 
asserting that using visuals strategies in teaching results in a 
greater degree of learning.  Felder and Soloman (2001) further 
suggest that most people are visual learners, and that if sufficient 
visual content were included in learning materials students would 
retain more information. Unfortunately, in the case of DE courses 
students are left to interact with study books or computer screens that 
contain very few visual references (Sankey 2001).  
 
Source: http://www.philosophy.pdx.edu/ 
Although visual images are an integral part of human cognition, they have tended to be 
marginalised and undervalued in today’s higher education system (McLoughlin & Krakowski 
2001).  Kress and van Leeuwen (1996) suggest that this is due to a fundamental lack of 
understanding, believing there are many elite academics who would see the addition of pictures to 
learning materials as 'dumbing down' academic content.  On the contrary, images are an essential 
component of education providing access to complex visual information and experiences that 
cannot be replicated in purely textual terms. Therefore an effective instructional format would 
facilitate a combination of cognitive styles, thereby necessitating the introduction of visual-texts 
(images) (McKay 1999).  This becomes almost mandatory if, as is being suggested, visual 
communication is capable of disseminating knowledge more effectively than almost any other 
vehicle of communication (Flattley 1998). 
 
Today visual thinking is a fundamental and unique part of the perceptual process with visualisation 
being the indispensable partner to the verbal and symbolic ways of expressing ideas and thoughts 
(McLoughlin & Krakowski 2001).  The imperative is for IDs and educators alike to stay abreast of 
these changes, both in the cultural and technological sense. Ultimately, with advances in 
technology, the ability to transmit and display both realistic images and graphical representations of 
information should provide an impetus for educators to come to a deeper understanding of the role 
of visualisation in the design of their teaching environments. This argument however is not limited 
simply to the issue of visual literacy.  In considering what it means to be literate in contemporary 
culture, it is seen that literacy is on the verge of reinventing itself and by implication this will mean 
having the ability to decode information from all types of media (Grisham 2001). This inturn 
requires educators to personally cultivate a philosophy of multiple literacy, then foster and train 
learners in the same way. 
 
MULTIPLE LITERACY 
 
Kellner (2000) believes that literacies are socially constructed by educational and cultural practices 
and that they evolve and shift in response to social and cultural change, he writes: 
 
'…one could argue that in an era of technological revolution and new technologies we need to 
develop new forms of media literacy, computer literacy, and multimedia literacies that I and 
others call by the covering concept of “multiliteracies” or “multiple literacies”. New 
technologies and cultural forms require new skills and competencies and if education is to be 
relevant to the problems and challenges of contemporary life it must expand the concept of 
literacy and develop new curricula and pedagogies' (p. 249). 
 
If maximum benefit is to be extracted from information presented by modern communication 
technologies, as Kellner has suggested, both in terms of engagement and learning, a futures oriented 
approach must be adopted. Such an approach will prepare students to ‘read’ the world and 
communicate through multiple modes of communication and prepare them to function in our 
increasingly technological society (O’Rourke 2002). 
 
Initially this will require a re-conceptualisation of the notion of literacy, so that verbal texts, graphs, 
drawings, photos and other communicative devices are all seen as texts to be read. This 
understanding should then be applied to the development of new, inclusive curriculum (Roth 2002). 
If web sites, CDs and multimedia presentations are to be the medium of education in the future, 
there is need to theorise the literacies required to interact with these new environments. Being 
multiliterate in a society that recognises a full range of multiple learning styles will therefore 
require the development of theories and strategies for the multiple representation of instructional 
concepts, if for no other reason than to be totally democratic. 
 
If students are to be prepared to operate in a multiliterate 
manner then, "we must provide them with opportunities to 
both express themselves and make sense of the world 
through multiple modes of communication 
(linguistic/textual, visual/graphical, musical/audio, spatial, 
gestural) sometimes all operating simultaneously" 
(O’Rourke 2002, p. 57).  It would seem that the way 
forward in this regard is to conceptualise and demonstrate 
the use of multiple representations, utilising the latest 
multimedia technologies and techniques (See Figure 3). 
 
MULTIPLE REPRESENTATION AND 
MULTIMEDIA 
 
The use of multiple representations, particularly in 
computer-based learning environments, offers a wonderful 
range of possibilities to the ID/educator.  For instance, 
Bodemer and Ploetzner (2002) inform us that, ‘multiple 
representations can complement each other, resulting in a more complete representation of an 
application domain than a single source of information does’ (p. 2). This is primarily because both 
recall and memory are improved when information is presented in multiple ways, or supplemented 
by the use of images (Evans 2002). Further, Ainsworth and Van Labeke (2002) state that, ‘Learning 
with multiple representations has been recognised as a potentially powerful way of facilitating 
understanding for many years’ (p. 1).  
Figure 3. Multimedia will allow us to more 
fully cater for the multiliterate learner. 
An enhanced multimedia 
learning environment will 
embrace all learning styles 
 
To illustrate this point further a simple example is offered. A student may read in a textbook, ‘When 
the atomic bomb explodes a huge mushroom cloud is formed that stretches way up into the sky’.  
This written explanation by itself may mean very little to a person who has never seen a 
representation or illustration of the huge mushroom cloud that is formed by an atomic blast. 
However, if an image of an atomic blast were placed with or near this text the reader will have an 
instant reference point, by which to understand the text (See Figure 4).  Simply put, "students learn 
better from words and pictures than from words 
alone" (Doolittle 2002, p. 1). It can be seen from 
this simple example that both language and image 
are important means of symbolic representation. 
Therefore, when the written message fails to 
communicate a concept fully, visual 
communication can be relied upon. This is further 
supported by research into multiple 
representations conducted by Ainsworth (1999) 
that found, ‘where the learner employed more 
than one strategy, their performance was 
significantly more effective than that of problem solvers who used only a single strategy’ (p. 137).  
When learners are given the opportunity to use multiple representations they may be able to 
compensate for any weakness associated with one particular strategy of representation by switching 
to another. 
Figure 4. The words ‘atomic 
blast’ by themselves may mean 
very little, but the inclusion of an 
image dramatically increases the 
meaning. Source: 
www.rockingham.k12.va.us/EMS
/WWII/WWII.html 
 
 
 
 
When the atomic bomb explodes a 
huge mushroom cloud is formed 
that stretches way up into the sky
 
For computer-based multimedia, the notion of visual and multiple literacy can therefore be seen to 
take on increased importance. Computer screens are clearly more graphic (visual) and interactive 
than traditional media, leading the user to scan visual fields, perceive and interact with icons and 
graphics, and use devices, such as a mouse, to interact with desired material and fields (Kellner 
2000). To take this a step further, when verbal explanations are presented with animated graphical 
representations a greater understanding is achieved than when a single representation is used.  
Animated pictures, it would appear, have an enabling function that allows the user to perform a 
higher degree of cognitive processing than with static pictures (Schnotz 2002). This is primarily due 
to the fact that animated pictures can present different states of a subject matter, and provide more 
information to a learner thereby giving the students the opportunity to select more information for 
active processing by utilising multiple sensory channels in their short-term memory (Lai 2001). 
 
This important feature of multimedia however, if not handled correctly, may in fact prove 
detrimental to the learning process, as multiple representations on the screen may place additional, 
and quite often unnecessary, cognitive demands on a learner. For example, learners may have to 
direct attention simultaneously to different representations, especially if multiple representations are 
combined with other dynamic components, such as complicated sound, animated movement and 
interactive text. This requires the learner to process large amounts of information at the same time. 
Very often these demands overburden student cognitive capabilities, resulting in them learning very 
little (Bodemer & Ploetzner 2002). The best combinations of the range of media available must be 
considered and be thoroughly tested for optimum useability and reliability. 
 
COGNITIVE CONSTRAINTS AND BENEFITS 
 
Two specific cognitive processing theories should be taken into account when considering the 
design of instructional multimedia events. These are Dual Coding Theory and Cognitive Load 
Theory.  Both theories focus, to different degrees, on the use of short-term or working memory, in 
which text (either auditory or written) and images 
are processed simultaneously.  These two 
theories seem at first to give contradictory 
hypothesises as regards the influence of 
instruction on learning when text and pictures are 
combined (Gellevij et al., 2002). However, 
common ground can be found when considering 
the implications of these theories (see Figure 5). 
Ground, that when applied to certain instructional 
events, may be highly effective in the design of 
multimedia learning environments that make 
optimal use of multiple representations. 
Figure 5. Common ground may be found between Cognitive 
Load and Dual Coding Theories. 
Cognitive Load 
Theory 
Cognitive Load 
Theory 
Dual Coding 
Theory 
Dual Coding 
Theory 
 
Cognitive Load Theory  
 
Cognitive Load Theory suggests that when large amounts of information are presented at one time 
the learner can experience cognitive overload in working memory, as working memory has only a 
limited capacity. In effect the learner becomes overwhelmed with what is being presented, resulting 
in a loss of direction and focus (Lih-Juan 1997).  This is based on the assumption that a learner has 
limited processing capacity and only finite cognitive resources.  If a learner is required to devote 
mental resources to activities not directly related to schema construction, learning is seen to be 
inhibited (Kalyuga et al., 2001).  It has also been shown that students learn more effectively when 
extraneous words, pictures and sounds are excluded from materials (Sweller 1999).  It is therefore 
essential that multimedia presentations focus on clear and concise presentation, rather than on the 
‘bells and whistles’ (unnecessary information) that will potentially impede student learning 
(Doolittle 2002).  In other words, if one form of instruction is intelligible and adequate (i.e. a simple 
animation or picture), providing the same information in a different form will impose extraneous 
cognitive load on the learner (Sweller 2002).  In a multimedia context, the main factors influencing 
cognitive load seem to be the overuse of designs incorporating text, graphics and animation.  
 
This is where the artist and art teacher needs to be particularly careful, for the more interesting or 
complex we make our learning environments, the less effective they may become, as good art and 
aesthetic do not necessarily equate to good perception (Myin 2000).  The over use of visuals may 
steer the learners to the exciting or entertaining aspects of a presentation, but usually at the expense 
of encouraging the thoughtful analysis of the underlying meaning, and therefore interfering with the 
intent of the lesson (Stokes 2002).  While experienced students may be able to establish their 
learning needs early and be better placed to act on that knowledge, inexperienced students, when 
faced with excessive interactions or controls, may suffer cognitive overload. Interestingly, and not 
to discount the previous argument, some cognitive psychologists now acknowledge that more 
effective processing capacity is available if learners work in multiple modes (McLoughlin 1997), as 
long as reasonable constraints are provided. 
 
Dual Coding Theory 
 
Dual Coding Theory suggests that the working memory consists of two distinct systems or sub-
storage areas, verbal and nonverbal.  This theory differs from Cognitive Load Theory that builds on 
the idea that there is only one working memory with a limited capacity (Gellevij et al., 2002).  With 
Dual Coding the verbal system processes narrative (spoken) information, while visual information, 
both image and text, is processed by the non-verbal system.  This means that one way to stretch the 
capacity of working memory is to utilise both of these processing areas simultaneously, allowing 
both narrative and picture to be processed at the same time, but in two distinctly different areas of 
working memory (Mayer 2001; Tabbers 2002; Gellevij et al. 2002).  Consequently presenting 
information in two sensory modalities (visual and auditory) increases the amount of working 
memory available, and comparatively speaking, decreases the cognitive load.  
 
The key here is to make maximum use of the visual system to efficiently process information that 
otherwise may require more cognitive effort (Ainsworth & Loizou 2003).  By utilising the human 
visual system to process information in parallel with verbal information, we can bypass or reduce 
the bottleneck effect that can occur within working memory (Zhang et al., 2002).  Further, utilising 
illustrations or simple (rather than complex) images, can further reduce the load on working 
memory.  Text, by contrast, is read in temporal sequence and requires extra memory to keep all the 
parts in one place, therefore requiring more cognitive processing (Kirsh 2002).  With text presented 
as audio the learner can listen to a narration and at the same time look at a picture utilising both 
areas of the working memory. Simply put, students learn better from animation and narrative rather 
than from animation, narration, and on screen text (Doolittle 2002). 
 
A LEARNER CENTRED APPROACH 
 
It has been implied that it would be difficult, if not impossible, to design learning environments to 
cater for the 'generic' learner, who in reality does not exists. Rather learning environments must be 
designed to cater for learners in a variety of ways (Sarasin 1999). The beauty of the multimedia 
environment is that it may be customised by a developer (and in some cases the user) to include a 
number of different media to suit a combination of learning styles.  This being the case, the learner 
may be able to adapt a presentation to his/her individual cognitive needs. If the learner is presented 
with a choice of representation the one that best suits their needs can be selected. Evidence in recent 
research conducted by Ainsworth & Van Labeke (2002) suggests that this strategy can significantly 
improve learning opportunities for students. 
 
Learner choice is the foundational paradigm shift that needs to occur in the delivery of education 
today (Jona 2000).  A model where learners are given virtually no choice, is replaced by one in 
which they can be the co-drivers in their learning. If students perceive they have a level of control 
over their learning experience they are more likely to both enjoy the experience and use appropriate 
information processing approaches (Lai 2001).  In practice this means adult learners should initially 
be guided through the multimedia learning environment by the program, but once a level of 
familiarity is achieved, a certain level of freedom to make conceptual connections between 
component parts may be given (Andrewartha & Wilmot 2001). However, a cautious approach must 
be adopted, for allowing too much freedom can generate a level of insecurity within the 
inexperienced learner, causing cognitive overload. 
 
Use of stepwise simulation, as seen in Figure 6, 
will help avoid the effect of cognitive overload. 
It does this by firstly, scaffolding the learning 
and secondly, by giving more control of the 
presentation to the learner. When a presentation 
is broken down into learner-controlled, stepwise 
segments, rather than being one continuous 
presentation, learners can understand a larger 
number of different concepts (Schnotz 2002). In 
figure 6 we see a screen capture from a Project 
Management Course offered at USQ.  In this 
example students are taken through four 
animated sequences that demonstrate how to 
construct a network flow diagram.  They are 
initially led through the presentation in a pre-
determined sequence, and then allowed to 
experiment with the environment, to see the effects of changing certain perimeters.  At any time the 
student can view the text being narrated by clicking an icon at the top right of the screen.  This 
feature is for those who prefer to read, rather than listen to, the presentation.  Students can replay or 
jump to the next sequence if they feel they are familiar with the concept being presented. The 
practical challenge for educators is to use the power of computer graphics in empirically justifiable 
ways. 
Fig.6 This presentation is broken down into learner-controlled 
segments (stepwise segments), rather than in a continuous 
presentation. Users are given the choice to view the text if the want.
 
AN ID RESPONSE AND RECOMMENDATIONS FOR FUTURE DESIGNS 
 
The new technologies discussed above require the rethink of education in its entirety, ranging from 
the role of the teacher, teacher-student relations, classroom instruction, distance and online 
education, grading and testing, the value and limitations of books, multimedia and other teaching 
materials (Kellner 2000).  Visual and other alternative forms of literacy, it should be emphasised, 
are not promoted here to supplant linguistic literacy, but rather support and enhance it.  McKay 
(1999) believes that if we are able to move beyond individual instruction to individualised 
instruction, we may start to design instruction that caters for a range of learning styles. It is a time 
to:  
 
‘…put existing pedagogies, practices, and educational philosophies in question and to 
construct new ones. It is a time for new pedagogical experiments to see what works and what 
doesn’t work in the new millennium. It is a time to reflect on our goals and to discern what we 
want to achieve with education and how we can achieve it’ (Kellner 2000, p. 259).  
 
USQ is not alone in the translation of courses onto CDs and the World Wide Web. However, 
instead of utilising the unique attributes these technologies provide, most online courses simply 
replicate the Transmission of Information Model that is common practice in the classroom or in 
traditional DE. Jona (2000) believes that most online courses are simply fancy ‘page turners’, 
purely being digital presentations of lecture notes, facts and concepts that the learner progresses 
through sequentially. Learning management systems are seen as repositories for these documents, 
but with the added advantage of neat communication tools to help teachers and student interact with 
each other. The key is not to disregard these new learning environments and return to the old. 
Rather, it is to construct news ways to enhance them utilising these new techniques and 
technologies, to provide a more complete package. Based on this and previous research conducted 
in this field a set of twelve strategies or design principles are outlined below. This list is not 
exhaustive and the reader may determine further elements not considered here.  
 
• ‘Less is more’. Lean text that gets the point across is better than lengthy elaborated text.  
Use inclusive language and précised text to minimise the amount of reading from the screen.  
• Socially engage the learner, where appropriate, with conversational language. 
• Prevent the need for visual search.  Make it obvious where to find certain elements. Place all 
related information together, so the learner does not have to hunt for it. 
• Do not use images for the sake of it. There must be pedagogical benefit for their inclusion. 
Scaffold visual learning where appropriate by using simple graphics initially, then adding to 
complexity as you progress. Incorporate where possible, images that tell a story providing a 
reference point or anchor for the information being transmitted. 
• Avoid including additional music or sounds, unless they are essential components. 
• Provide ample opportunity for learners to make decisions as they learn, providing a rich set 
of resources (as an option) to help them make decisions.  Give the learner some control over 
their learning environment, ensuring the instructional strategy is made clear. 
• When creating animation, use image and spoken text, allowing the two sources of 
information to be processed concurrently in working memory. 
• In utilising animation, allow access to a transcript of the audio for those learners who prefer 
to read instruction rather than listen. This is useful for learners with high prior knowledge. 
• Build knowledge gradually with stepwise segments of information (sequentially), not one 
long presentation. A useful e-learning environment will present information in small chunks 
to hold interest. 
• Ensure the background image or colour does not interfere with the clarity of information 
presented in the foreground.  Use variations in colour or intensity to highlight important 
information. 
• If pictures and text are presented together on a page or screen, present them simultaneously, 
rather than separately.  The two representations can then be processed in working memory at 
the same time. Use captioned images or incorporate the text into the image, if appropriate. 
• Avoid referring to an image or diagram that appears on another page or screen. If need be, 
repeat the image. 
 
 
 
CONCLUSION 
 
This paper has attempted to outline a number of foundational pedagogical constructs and 
assumptions utilised in the development of multimedia learning environments. It has been shown 
that in designing instructional environments we must consider different learning styles and the 
possibilities offered in and by the multiple representation of concepts. Visualisation in 
representation and the use of multimedia play an important role when catering for a multiliterate 
clientele. Certain cognitive constraints and benefits have been considered, principally relating to 
establishing effective learning strategies. These areas are particularly important when catering for 
students whose learning modality may differ from the ‘traditional’ style. Finally, allowing the user a 
certain amount of choice or control in their learning episode is both a highly desirable and 
appropriate option, one that has the potential to further empower student learning experiences. 
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