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Abstract
Recently, a conjecture on the linear complexity of a new class of generalized
cyclotomic binary sequences of period pr was proposed by Z. Xiao et al. (Des.
Codes Cryptogr., DOI 10.1007/s10623-017-0408-7). Later, for the case f being
the form 2r with r ≥ 1, Vladimir Edemskiy proved the conjecture (arXiv:1712.03947).
In this paper, under the assumption of 2p−1 6≡ 1 mod p2 and gcd( p−1ordp(2) , f) = 1,
the conjecture proposed by Z. Xiao et al. is proved for a general f by using the
Euler quotient. Actually, a generic construction of pr-periodic binary sequence
based on the generalized cyclotomy is introduced in this paper, which admits
a flexible support set and includes Xiao’s construction as a special case, and
then an efficient method to compute the linear complexity of the sequence by
the generic construction is presented, based on which the conjecture proposed
by Z. Xiao et al. could be easily proved under the aforementioned assumption.
Keywords: Linear complexity, generalized cyclotomy, binary sequence, Euler
quotient.
1. Introduction
Sequences with good pseudo-random properties are widely used in simu-
lation, ranging systems, code-division multiple-access systems, and cryptogra-
phy [1, 2]. Linear complexity is one of the most important properties of a
sequence for its applications in cryptography. The linear complexity L((si)) of
an N -periodic sequence (si) over a finite field Fq is the smallest positive inte-
ger L for which there exist constants c0, c1, . . . , cL−1 ∈ Fq such that si+L =
cL−1si+L−1 + · · · + c1si+1 + c0si, for all i ≥ 0 [2]. By the Berlekamp-Massey
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algorithm, for a sequence with period N , if its linear complexity is large than
N
2 , then it is considered good with respect to the linear complexity [3].
Blahut’s theorem is a common method to compute the linear complexity of
a sequence. Let (si) be an N -periodic sequence, then the generating polynomial
of the sequence (si) is defined as
S(x) = s0 + s1x+ · · ·+ sN−1x
N−1.
Let α be a primitive N -th root of unity in an extension field of Fq. Then by
Blahut’s theorem, the linear complexity of sequence (si) is equal to
L((si)) = N − |{t|S(α
t) = 0, t = 0, 1, . . . , N − 1}|.
Thus, one could determine the linear complexity of a sequence S by counting
the number of roots of S(x) in the set {αt|t = 0, 1, . . . , N − 1}.
For an odd prime p, let p = ef + 1 and g be a primitive root modulo p2. It
is well known that g is also a primitive root modulo pj for each integer j ≥ 1.
For an integer j ≥ 1, define
D(p
j)
n = {g
n+kfpj−1 mod pj : 0 ≤ k < e− 1},
where n = 0, 1, . . . , pj−1f − 1. Then we get generalized cyclotomic classes of
order pj−1f with respect to pj . It was shown that {D
(pj)
0 , D
(pj)
1 , . . . , D
(pj)
pj−1f−1}
forms a partition of Z∗
pj
in [4].
Recently, when f = 2r with r ≥ 1, a new family of binary sequences (si) of
length p2 were introduced by Xiao et al. [5] via the aforementioned cyclotomic
classes for the cases of j = 1 and 2, where
si =


1, if i ∈
f
2−1⋃
j=0
pD
(p)
j
pf
2 −1⋃
j=0
D
(p2)
j
⋃
{0};
0, otherwise.
In [5], Xiao et al. determined the linear complexity of the sequences and showed
that the sequences have large linear complexity if p is a non-Wieferich prime.
As it was remarked at the end of Ref. [5], it is natural to generalize above
construction of new generalized cyclomomic sequences of period p2 to the case
of period pm for an odd prime p and an integer m ≥ 3 as follows. For 0 ≤ i ≤
pm − 1, let b be an integer with 0 ≤ b ≤ pm−1f − 1, define
si =


1, if i ∈ C1;
0, otherwise,
(1)
where
C1 =
m⋃
j=1
pj−1f
2 −1⋃
i=0
pm−jD
(pj)
(i+b) (mod pj−1f) ∪ {0}.
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For above sequence, the authors failed to determine the linear complexity by
the similar method in [5] and proposed a conjecture as follows.
Conjecture: Let p be a non-Wieferich odd prime and let (si) be a gener-
alized cyclotomic binary sequence of period pr defined by (1). Then its linear
complexity is given by
L((si)) =


pr − p−12 − δ(
pr+1
2 ), 2 ∈ D
(p)
0 ;
pr − δ(p
r+1
2 ), 2 /∈ D
(p)
0 ,
where δ(t) = 1 if t is even and δ(t) = 0 if t is odd.
In [6], Vladimir Edemskiy proved the conjecture for the case f being the form
2r with r ≤ 1. In this paper, we will further study this problem. Different from
the method in [6], we will introduce a generic construction of generalized cyclo-
tomic binary sequence of period pn, in which the generalized cyclotomic classes
could be chosen arbitrary as their support sets. Thus, our generic construction
includes the sequence (1) as a special case. Then for the case 2p−1 6≡ 1 mod p2
and gcd( p−1ordp(2) , f) = 1, we will give an efficient method to determine the linear
complexity over F2 of the generalized cyclotomic binary sequence derived from
the generic construction by using Euler quotient. As a byproduct, for the case
gcd( p−1ordp(2) , f) = 1, the conjecture given by Z. Xiao et al. is proved.
The remainder of this paper is organized as follows. In Section 2, we will
first introduce a generic construction of generalized cyclotomic binary sequence
of period pr, which includes the construction in [5] as a special case. Then,
we will present our main result. The proof of the main result will be given
in Section 3. Firstly, we will recall the definition of Euler quotients and its
cyclotomic characterization. We will also establish the relationship between the
generalized cylcotomic classes derived from Euler quotients and the generalized
cylcotomic classes defined in [4]. Then some useful lemmas will be given. Lastly,
by using the Euler quotient, the main result will be proved. Some examples will
also be illustrated.
2. A generic construction and the main result
2.1. A generic construction
Let p be an odd prime with p = ef + 1 and r ≥ 1 be an integer. Denote Yt
a subset of Zpt−1 × Zf , i.e. Yt ⊆ {(l,m) : l ∈ Zpt−1 ,m ∈ Zf}, for t = 1, . . . , r.
Define Xt = {l+mpt−1 : (l,m) ∈ Yt}, and
C1 =
⋃
i∈X1
pr−1D
(p)
i
⋃
i∈X2
pr−2D
(p2)
i
⋃
· · ·
⋃
i∈Xr
D
(pr)
i
⋃
{0}.
Then a pr-periodic sequence can be defined as follows
si =


1, if i ∈ C1;
0, otherwise.
(2)
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Remark 1. Choosing Yt = Zpt−1 × Z f
2
for t = 1, . . . , r, the sequence in (2) is
just the sequence defined in (1). Thus the sequence defined in [5] is a special case
of the sequence in our generic construction. In the sequel, we denote D
(pj)
l+mpj−1
by D
(pj)
(l,m) for convenience.
Define ordp(2) the order of 2 modulo p, since the linear complexity of se-
quence defined in (2) is depended on ordp(2), support set X and f , let us
compare our result with the result given in [6] in the following table.
Table 1: Difference between the result in this paper and the result in [6]
Ref.[6] This paper
limitation of ordp(2) no gcd(
p−1
ordp(2)
, f) = 1
selection of Yt Zpt−1 × Z f
2
no limitation
limitation of f = p−1
e
2r no
2.2. Main result
For the sequence defined in (1), if f has the form of a power of 2, its linear
complexity over F2 was determined under the assumption of 2
p−1 6≡ 1 mod p2
in [5, 6]. However, for the linear complexity of the sequence in (2), the situation
will be very different, since in our generic construction, the support sets can
be chosen arbitrary and f can be any positive divisor of p − 1, without the
limitation of being a power of 2. Following is our main theorem of this paper.
Therorem 1. (Main theorem) Let the sequence S be defined as (2). If
2p−1 6≡ 1 mod p2 and gcd( p−1ordp(2) , f) = 1, then the linear complexity of S over
F2, can be represented as
L((S)) = δ + (p− 1)
r−1∑
i=0
δip
i,
where
δ =


1, if 2|
r∑
j=1
e|Xj|;
0, otherwise.
and δi ∈ {0, 1}, i = 0, . . . , r − 1, which can be determined by Lemma 6.
Remark 2. As we have remarked in Remark 1, the sequence defined in (1) can
be constructed by choosing Yt = Zpt−1 × Z f
2
for t = 1, . . . , r. In this case, δi,
4
i = 0, . . . , r − 1 can be easily verified to be 1 by Lemma 6. Furthermore, by
definition, we have
|Xj | =
fpj−1
2
, and
r∑
j=1
e|Xj| =
pr − 1
2
.
Thus,
L((s)) = δ + (p− 1)
r−1∑
i=0
δip
i = δ(
pr − 1
2
) + pr − 1 = pr − δ(
pr + 1
2
).
Hence, under the assumption of 2p−1 6≡ 1 mod p2 and gcd( p−1ordp(2) , f) = 1, the
conjecture is proved.
3. Proof of the Main Theorem
In this section, we will prove the main theorem given in Section 2.2. To this
end, we will recall the definition of Euler quotient and will give some auxiliary
lemmas firstly, based on which the main theorem can be easily proved. Two
examples will also be given to illustrate the efficiency of our method.
3.1. Euler quotient and its cyclotomic characterization
For an odd prime p, an integer r ≥ 1 and u with gcd(u, p) = 1, the Euler
quotient Qpr (u) modulo p
r is defined as the unique integer with
Qpr (u) ≡
uφ(p
r) − 1
pr
mod pr, 0 ≤ Qr(u) ≤ p
r − 1,
where φ(·) is the Euler function and it is also defined that
Qpr(kp) = 0, k ∈ Z.
The following properties are useful for the calculation of Euler quotient,
Qpr(u+ kp
r) ≡ Qr(u)− kp
r−1u−1(modpr);
Qpr(uv) ≡ Qr(u) +Qr(v)(modp
r);
for gcd(u, p) = 1 and gcd(v, p) = 1. A partition of Z∗
pr+1
is then induced by
Euler quotient. In detail, let
D˜
(pr+1)
l = {u : 0 ≤ u ≤ p
r+1 − 1, gcd(u, p) = 1, Qpr(u) = l},
where 0 ≤ l ≤ pr − 1. Then, Z∗
pr+1
=
⋃pr−1
l=0 D˜
(pr+1)
l . In [8], it is shown that
D˜
(pr+1)
l can also be represented as
D˜
(pr+1)
l = {g
l+kpr mod pr+1 : 0 ≤ k < p− 1},
where g is a primitive element modulo pr+1 with Qr(g) = 1. Meanwhile, D˜
(pr+1)
l
are also called generalized cyclotomic classes of order pr with respect to pr+1.
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Remark 3. Comparing with the generalized cyclotomic classes defined in [4, 5]
D(p
j)
n = {g
n+kfpj−1 mod pj : 0 ≤ k < e− 1},
where n = 0, 1, . . . , pj−1f − 1, it is easy to see that
D˜
(pj)
l =
f−1⋃
m=0
D
(pj)
l+mpj−1 .
Remark 4. Euler quotient has been used to construct sequence with high linear
complexity. In [7], Chen et al. proposed a class of p2-periodic binary sequences
derived from the Euler quotients and investigated the k-error linear complexity,
under the assumption of 2 being a primitive root modulo p2 in [8]. Inspired by
this construction, we proposed a general construction of binary sequences based
on Euler quotient (and specially, Fermat quotient) with flexible support sets in
[9, 10]. Then, Du et al. defined a class of d-ary sequence using the Euler
quotient, which can be regarded as a generalization of the binary case, and then
analyze the linear complexity of the proposed sequence [11]. For more details,
please refer to above mentioned references and the references therein.
3.2. Auxiliary lemmas
Lemma 1.
(1) For any n ≥ 1 and 0 ≤ l ≤ pnf − 1, if u mod pn+1 ∈ D
(pn+1)
l′ for some
0 ≤ l
′
≤ pnf − 1, we have
uD
(pn+1)
l = {uv mod p
n+1 : v ∈ D
(pn+1)
l } = D
(pn+1)
〈l+l′〉pnf
,
where 〈i〉e denotes the least nonnegative integer congruent to i modulo e
for an integer i and a positive integer e.
(2) For any 1 ≤ n ≤ n
′
, 0 ≤ l ≤ pn
′
− 1 and 0 ≤ m ≤ f − 1, we have
D
(pn
′+1)
(l,m) mod p
n+1 = D
(pn+1)
(〈l〉pn ,〈⌊
l
pn
⌋+m〉f )
.
Specially,
D
(pn)
(l,m) mod p = D
(p)
(0,〈l+m〉f )
.
Proof: Since
D
(pn+1)
l = {g
l+kfpn mod pn+1 : 0 ≤ k < e− 1},
we have
uD
(pn+1)
l mod p
n+1 = {gl+l
′+(k+k′)fpn mod pn+1 : 0 ≤ k < e − 1},
for an integer k′ ∈ Ze. Then we get the property (1). Similarly,
D
(pn
′+1)
(l,m) mod p
n+1 = {gl+(kf+m)p
n′
mod pn+1 : 0 ≤ k < e− 1},
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where l ∈ Zpn′ , f ∈ Zf . The exponent is computed modula p
n(p−1), the result
then follows. 
Let D
(pn)
(l,m)(x) =
∑
u∈D
(pn)
(l,m)
xu , for n ≥ 1 and θn be a primitive pn-th root of
unity in an extension field of F2.
Lemma 2. For any 0 ≤ l ≤ pn−1 − 1, if a, a′ ∈ D
(pn)
l we have
D
(pn)
l (θ
a
n) = D
(pn)
l (θ
a′
n ).
Proof: It is easy to check by Lemma 1 and the definition of D
(pn)
(l,m)(x), so we
omit the proof. 
Lemma 3. Let symbols be the same as before. If
2p−1 6≡ 1 mod p2 and gcd
( p− 1
ordp(2)
, f
)
= 1,
then for any integer n, 0 < n ≤ r,
S(θur ) = 0, for all u ∈ p
r−n
Z
∗
pn ,
if and only if there exist u ∈ pr−nZ∗pn , such that S(θ
u
r ) = 0.
Proof: Assume that S(θur ) = 0 for a u ∈ p
r−nD
(pn)
l , then we have S(θ
u
r ) = 0
for all u ∈ pr−nD
(pn)
l by Lemma 2. Since 2
p−1 6≡ 1 mod p2, we know 2 /∈ D
(p2)
u
with p | u. By Lemma 1-(1), we have 2 ∈ D
(pj)
uj with gcd(uj , p) = 1 for any
j ≥ 2. Denote b = ordp(2). Then by the definition of D
(p)
u1 , we have u1 ≡
p−1
b
d mod f , where gcd(d, p − 1) = 1. Therefore, gcd(uj , f) = gcd(u1, f) = 1
since gcd(p−1
b
, f) = 1. Note that 2aD
(pn)
l = D
(pn)
l+aun
for any integer a. Hence, it
will run through Z∗pn when a runs through fp
n−1. Since 0 = S(θur )
2a = S(θ2
au
r )
over F2, the result then follows. 
Lemma 4. For any given integer v in D
(pn+1)
(l,m) and T(v,n) = {v, v + p
n, v +
2pn, . . . , v + (p− 1)pn}, we have
T(v,n)
⋂
D
(pn+1)
(l+ipn−1,〈m−i〉f )
= 1, for i = 0, 1, . . . , p− 1.
Furthermore, v could be selected randomly from D
(pn+1)
(l+ipn−1,〈m−i〉f )
, for i =
0, 1, . . . , p− 1.
Proof: By the properties of Euler quotient, we know that Qpn(v + kp
n) runs
through l+ ipn−1 for i = 0, 1, . . . , p− 1, when k run through i = 0, 1, . . . , p− 1.
Therefore, we have
T(v,n)
⋂
D˜
(pn+1)
l+ipn−1 = 1, for i = 0, 1, . . . , p− 1.
7
In addition, let T(v,n)
⋂
D˜
(pn+1)
l+ipn−1 ∈ D
(pn+1)
(l+ipn−1,mi)
, we have
D
(pn+1)
(l+ipn−1,mi)
= D
(p)
(0,〈l+m0〉f )
mod p ,
since
v ≡ v + pn ≡ · · · ≡ v + (p− 1)pn mod p .
By Lemma 1, we have
l + ipn−1 +mi ≡ l +m0 mod f,
that is,
mi + i ≡ m0 mod f .
The result then follows. 
Lemma 5. Let the symbol be the same as before, there exists Y ⊆ Z∗pn such
that ⋃
v∈Y
T(v,n) =
⋃
(i,j)∈Xn+1
D
(pn+1)
(i,j) ,
if and only if
Xn+1 =
⋃
(l,m)∈X
{(i, j) : (i, j) = (l + kpn−1, 〈m− k〉f ), k = 0, 1, . . . , p− 1} ,
where X is a subset of Zpn−1 × Zf .
Proof: By Lemma 4, if v ∈ D
(pn+1)
(l,m) we have
T(v,n) ⊆
p−1⋃
i=0
D
(pn+1)
(l+ipn−1,〈m−i〉f )
.
Hence, ⋃
v∈D
(pn+1)
(l,m)
T(v,n) ⊆
p−1⋃
i=0
D
(pn+1)
(l+ipn−1,〈m−i〉f )
.
Note that T(v,n)
⋂
T(v′,n) = ∅ for any v 6= v
′ ∈ D
(pn+1)
(l,m) and the size of two sets
on both sides of above equation is equal to ep, so
⋃
v∈D
(pn+1)
(l,m)
T(v,n) =
p−1⋃
i=0
D
(pn+1)
(l+ipn−1,〈m−i〉f )
.
Since at least one element of T(v,n) belongs to Z
∗
pn , we can choose the v from
Z
∗
pn to construct T(v,n). Therefore, there exist U ⊆ Z
∗
pn such that
⋃
v∈U
T(v,n) =
p−1⋃
i=0
D
(pn+1)
(l+ipn−1,〈m−i〉f )
.
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Based on T(v,n)
⋂
T(v′,n) = ∅ for any v 6= v
′ ∈ Z∗pn and D
(pn+1)
(i,j)
⋂
D
(pn+1)
(i′,j′) for
any (i, j) 6= (i′, j′) ∈ Zpn × Zf , the set
⋃
(i,j)∈Xn+1
D
(pn+1)
(i,j) should be the union
of some set which could be form as
⋃p−1
i=0 D
(pn+1)
(l+ipn−1,〈m−i〉f )
. The result then
follows. 
3.3. An important lemma
To determine the exact values of δi, i = 0, . . . , r− 1 in the main theorem, we
will introduce an important and useful lemma in this section. Before doing this,
let us introduce a special enumeration method firstly. In detail, we will consider
the representation of C1 modula p
n for different n. Hence, some elements may be
repeated. Since we consider the sequence over F2, the occurrence number of each
element in C1 is required to be modulo 2. For example, {1, 3, 5}mod 4 = {3}
and {1, 3, 5} mod 2 = {1}. Due to T(v,n) = T(v+kpn,n) mod p
n+1 for any integer
k, we denote T(v,n) only for v ∈ Zpn here and hereafter.
Lemma 6. Let symbols be the same as before. If
2p−1 6≡ 1 mod p2 and gcd(
p− 1
ordp(2)
, f) = 1,
then for any n, 0 ≤ n ≤ r − 1,
S(θur ) = 0, for all u ∈ p
r−n−1
Z
∗
pn+1 ,
if and only if one of the following conditions achieved
(i) For j < n, there exists a set W ⊆ Zfpn−j−1 , such that
Xr−j mod fp
n−j =
⋃
w∈W
{w + kfpn−j−1 : k = 0, 1, . . . , p− 1},
and ⋃
(l,m)∈Yr−n
pnD
(r−n)
(l,m) mod p
n+1 = T(0,n) \ {0},
1 +
∑
j>n
e|Xr−j| ≡ 1 mod 2.
(ii) For j < n, there exists a set W ⊆ Zfpn−j−1 , such that
Xr−j mod fp
n−j =
⋃
w∈W
{w + kfpn−j−1 : k = 0, 1, . . . , p− 1},
and ⋃
(l,m)∈Yr−n
pnD
(r−n)
(l,m) mod p
n+1 = ∅,
1 +
∑
j>n
e|Xr−j| ≡ 0 mod 2.
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Proof: Assume that S(θur ) = 0, for all u ∈ p
r−n0−1Z
∗
pn0+1
, for a fixed integer
n0 , where 0 ≤ n0 ≤ r − 1. Since all (φ(pn0+1) many) elements θur for u ∈
pr−n0−1Z∗
pn0+1
are all roots of Φpn0 (x) = 1 + x
pn0 + x2p
n0
+ · · · + x(p−1)p
n0
∈
F2[x], we have Φpn0 (x) | S(x) in an extension field of F2. Then there exists a
polynomial Ψ(x) over F2 such that
S(x) ≡ Φpn0 (x)Ψ(x)(mod x
pn0+1 − 1). (3)
Note that
xp
n0
Φpn0 (x) ≡ Φpn0 (x)(mod x
pn0+1 − 1).
We can restrict deg(Ψ(x)) < pn0 . Since the exponents of Φpn0 (x)Ψ(x) can be
form as
⋃
v∈U T(v,n0) for some U ⊆ Zpn0 . Therefore, the equation (3) holds if
and only if there exist U ⊂ Zpn0 , such that
C1 mod p
n0+1 =
⋃
v∈U
T(v,n0). (4)
Due to
C1 =
r⋃
j=1
⋃
i∈Xj
pr−jD
(pj)
i
⋃
{0},
we consider the case of j ≤ n0 firstly. Note that the elements in pjD
(pr−j)
(l,m) mod
pn0+1 only appear in the T(v,n0) if v ∈ p
j
Z
∗
pn0−j
. Therefore, we have
Xr−j mod fp
n0−j =
⋃
(l,m)∈X
{l+kpn0−j−1+ 〈m−k〉fp
n0−j , k = 0, 1, . . . , p− 1} ,
(5)
whereX is a subset of Zpn0−j−1×Zf based on Lemma 5. Note that the difference
of adjacent element in the right set from above equation is pn0−j−pn0−j−1 mod
pn0−jf . Therefore, the difference will run through kefpn0−j−1 mod pn0−jf for
k = 0, 1, . . . , p− 1. Hence, we get
Xr−j mod fp
n0−j =
⋃
w∈W
{w + kfpn0−j−1 : k = 0, 1, . . . , p− 1},
where W is a subset of Zfpn0−j−1 . In particular, the aforementioned condition
is impossible to achieved when j = n0. The nearest case is⋃
(l,m)∈Yr−n0
pn0D
(r−n0)
(l,m) mod p
n0+1 = T(0,n0) \ {0}. (6)
If j > n0, p
jD
(pr−j)
(l,m) mod p
n0+1 equals to {0} or ∅. Hence,
1 +
∑
j>n0
e|Xr−j| ≡ 1 mod 2
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and (6) will ensure that the equality (5) also holds in the case j = n0. Another
situation for the case j = n0 is⋃
(l,m)∈Yr−n0
pn0D
(r−n0)
(l,m) mod p
n0+1 = ∅,
and 1+
∑
j>n0
e|Xr−j| ≡ 0 mod 2. Combing above cases, we complete the proof.

3.4. Proof of the main theorem
Now we are ready to give a proof of the main theorem.
Proof of the main theorem. According to Lemma 3, the linear complexity
of the sequence S defined as (2) should be the form as we represent in the main
theorem. By using Lemma 6 repeatedly, we can get the exact value of δi. That
is, if the condition of Lemma 6 is achieved, then δi = 0. Otherwise, δi = 1. The
value of δ depends on S(1), i.e. the weight of the sequence. The result then
follows. 
Remark 5. If the condition in Lemma 6 is not satisfied for n = r, then the
linear complexity of the sequence defined in (2) is at least (p− 1)pr−1, which is
larger than half of its period. In particular, if X1 6= ∅ or Zf \ {0}, the linear
complexity of the sequence is at least larger than (p− 1)pr−1.
Remark 6. It is known that the primes satisfying the condition of 2p−1 ≡
1 mod p2 are very rare. Up to the present, there are only two such primes 1093
and 3511, up to 6.7 × 1015 [12]. If 2 is a primitive root of prime p, then the
condition in Lemma 3 will be achieved. By Artin’s conjecture on primitive roots,
the probability of 2 being a primitive root of prime p is at least 37%. Therefore,
the assumption in our theorem is acceptable.
3.5. Examples
By repeatedly using Lemma 6, we can get the linear complexity of sequence
defined in (2). Here, we give two examples to illustrate the efficiency of our
method, both of which have been verified by using the Magama.
Example 1. Let p = 11, r = 2, e = 2, f = 5,
X1 = {0, 1, 2, 3, 4}, X2 = {0, 1, . . . , 24}.
Then
X2 mod f = {0, 1, 2, 3, 4}
Then condition in Lemma 6 is achieved when modulo p. Hence,
L = 1 + (p− 1)p2 = 111,
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and the balanced sequence (si) defined in (2) is
[1, 1, 1, 0, 1, 1, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 1, 0, 0,
0, 0, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0, 1, 1, 1, 0, 0, 1, 0, 1, 0, 0, 1, 0, 0, 0,
0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 0, 0,
1, 1, 1, 0, 0, 1, 0, 0, 1, 1, 0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0,
1, 0, 0, 1, 1, 1, 1, 1, 0, 1, 1, 0, 1, 1].
The linear complexity of this sequence is 111.
Example 2. Let p = 5, r = 3, e = 2, f = 2,
X1 = {0, 1}, X2 = {0, 2, 4, 6, 8}, X3 = {0, 10, 20, 30, 40}.
Then condition in Lemma 6 is achieved when modulo p3. Hence,
L = 1 + (p− 1)(1 + p) = 25,
and the sequence (si) defined in (2) is
[1, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1,
1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0,
1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0, 1, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1].
The linear complexity of this sequence is 25.
4. Conclusion
In this paper, we present a generic construction of binary sequences with pe-
riod pr, which can be regarded as a generalization of the construction introduced
by Xiao et al. By using the Euler quotient, we determined the linear complexity
of the proposed sequence over F2 under the assumption of 2
p−1 6≡ 1 mod p2 and
gcd( p−1ordp(2) , f) = 1. As a byproduct, we showed that a conjecture proposed by
Xiao et al. is correct under the aforementioned assumption. It will be interesting
to determine the exact value of linear complexity in the case of 2p−1 6≡ 1 mod p2
without the condition gcd( p−1ordp(2) , f) = 1.
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