Abstract The main result of this paper is, that if we suppose that a function is absolutely continuous and uniformly Hölder continuous and that it's finite difference function does not oscillate infinitely often on a bounded interval, then the decay rate of its Fourier coefficients can be estimated exactly. This rate of decay predicts the same uniform Hölder continuity but the two other conditions are not necessary. Several examples from literature and by the author show that none of the assumptions can be relaxed without weakening the decay for some functions. The uniform Hölder continuity of chirps and the decay of their Fourier coefficients and Fourier transforms are studied thoroughly.
Introduction
It is a well-known result, that the decay of Fourier coefficients or the Fourier transform is related to the smoothness of the function. Intuitively this is caused by the fact, that we decompose the function as a sum or integral of infinitely differentiable cosine and sine functions. Thus, the more irregular the function is, the more its Fourier representation requires high frequency components to represent the abrupt changes in it.
A bijective result to predict the same continuity from the Fourier decay alone exists in the case of L 2 Hölder continuity and the decay of the function's L 2 approximation. In this paper, the connection between uniform Hölder continuity and the decay rate of Fourier coefficients is studied in detail. It is shown that a bijective result is not possible, since absolute continuity and infinite oscillations affect the decay rate but are not necessary conditions. Specifically, I will prove the following in Section 3: The decay rate O(1/|k| 1+m+µ ) of Fourier coefficients also implies that f ∈ C m, µ [0, T ]. This result is probably known in the literature, though it is not explicitly written in the textbooks. I will add a proof of this result in Section 3 using difference calculus and the fact that the falling factorial is asymptotically equal to a polynomial with the same exponent (which is also proved in this paper in Section 2). This decay rate also implies the absolute continuity of f (m) in the case µ ∈ (0.5, 1) but not in the case µ ∈ (0, 0.5). This part of the problem was studied by Littlewood, Wiener and Wintner as well as Schaeffer in the 1930s and these results are shortly reviewed in Section 3.
To prove that the finite oscillations condition is necessary for Theorem 1.1, we calculate the uniform Hölder continuity of chirps and estimate their Fourier decay in Section 4. The exponents which define these infinitely oscillating functions can be chosen so that the chirps are absolutely continuous and in C m, µ [0, T ]. Then we find out that for some chirps their Fourier coefficients decay slower than O(1/|k| 1+m+µ ). Finally, the main result is generalised to Fourier transforms in Section 5 and some examples are discussed. Mellin-Barnes integral representations of the Fourier transforms of absolutely continuous chirps are derived.
Definitions
We will mostly be interested in signals of length T and they will mostly be defined on the interval [ 
Proof. For real-valued functions: [1, pp. 331 and 337-338].
Lemma 2.6 (Lebesgue decomposition). Any real-valued function f ∈ BV [0, T ] can be represented as the sum
where φ ∈ AC[0, T ], ϕ ∈ BV [0, T ] and ϕ is also continuous and its derivative is zero a.e. Finally, χ is a jump function, i.e. it is piecewise constant with at most countably infinite number of steps. It follows that f ′ = φ a.e.
holds for all t, t + h ∈ [0, T ] and 0 < h < h 0 , where h 0 is some sufficiently small number. Then we write
The supremum of all µ such that (2.7) holds for f (m) is called the Hölder coefficient of f .
The case µ = 1 is often called a Lipschitz condition and the case µ = 0 would simply mean that f is bounded, but we are mainly interested in the fractional orders of regularity in this paper. The condition (2.7) with µ > 1 is satisfied only by constant functions. Pointwise Hölder conditions are possible to define if one considers for example the equation (2.7) only at the neighbourhood of t. Different definitions for pointwise Hölder exponents are discussed for example at the beginning of [2] .
and we write f ∈ C
The case p = ∞ would give us just the uniform Hölder continuity.
We will also deal with asymptotic notations near the infinities. These are the usual big O and small o function spaces O(f ) and o(f ) generated by a function f : R → C or O(f n ) and o(f n ) generated by a sequence {f n } ∞ n=−∞ . We also say that functions f and g (or similarly for sequences f n and g n ) are asymptotically equal iff
which we notate f ∼ g and it implies that f ∈ O(g) and g ∈ O(f ). The asymptotic equivalence may also be considered for positive or negative infinities separately. The next Lemma is a classic example of an asymptotic equivalence which we will also utilise shortly.
Lemma 2.9. The Gamma function
satisfies the Stirling's formula for t ∈ R +
Proof. Multiple proofs exist in the literature, see for example [3] or [4, pp. 12 -13] . The rate of this approximation was first discovered by Abraham de Moivre and the constant was evaluated by Stirling.
The Gamma function satisfies the following formulas which also define its analytic continuation [4, pp. 3 -4] Γ(s + 1) = sΓ(s), s = 0, −1, −2, . . . , (2.12)
Example 2.10. We will also need the following simple asymptotic equivalences, where t ∈ R + , x ∈ R and t > x 14) and
The proofs are straightforward calculations
where we used L'Hôpital's / Johann Bernoulli's rule. This proves the first statement. The second is simpler 16) where the Fourier coefficients c k (f ) are calculated as
Definition 2.12. The Discrete Fourier transform (DFT) of a sequence
and its inverse transform (IDFT) at the point n is
The IDFT always returns the original sequence, which is why we could safely write above that the IDFT at the point n is indeed f n [5, p. 30 ]. If we sample a finite length interval with a finer resolution, then the DFT values (2.18) approach the Fourier coefficients (2.17) in the limit N → ∞ [5, p. 53] . One just needs to realise that in this definition of the DFT the negative frequencies are located at the points N/2 < k ≤ N −1. If N is even, the DFT at k = N/2 is a combination of the highest resolvable positive and negative frequency. (2.20) and its inverse transform is
Definition 2.14. The Mellin transform of a locally integrable function f is
for such s ∈ C that the integral converges.
Example 2.15. Some known Mellin transforms and general properties that are needed later are listed here. 
, but can also be extended to non-absolutely convergent integrals.
Definition 2.16. The Fox's H-function is a wide class of special functions which are defined by the Mellin-Barnes integral
The path L divides the poles of the Gamma functions Γ(b j + B j s) to its left side and the poles of the Gamma functions Γ(1 − a j − A j s) to its right side.
Definition 2.17. The forward difference operator ∆ h acts on a function f with a difference interval h > 0
Lemma 2.18 (The fundamental theorem of sum calculus).
where S is such that ∆ h S(t) = f (t).
Proof. [9, p. 96].
Definition 2.19. The factorial polynomial or falling factorial is defined as
for m ∈ Z + and some h > 0. Also
Lemma 2.20. For all γ ∈ R the forward difference of a factorial polynomial is another factorial polynomial with the exponent (γ − 1) h , i.e. for any h > 0
Thus the factorial polynomials behave similarly with respect to forward differences as typical polynomials do with respect to differentiation. In [9, p. 104] it is also proved that the digamma function has the same role in difference calculus as logarithm has in differentiation, i.e.
The three asymptotic equivalences mentioned earlier are all utilised to prove the following Lemma.
Lemma 2.21. Let γ ∈ R. Then the factorial polynomial is asymptotically equal to a polynomial with the same exponent, i.e.
Proof. To simplify notations, we first write t/h = x. Then we replace the gamma function with its asymptotically equivalent Stirling's formula (2.11)
Next we use the asymptotic formulas from the Example 2.10 and tidy up the results
Characterisation of smoothness with Fourier decay
First we state from the literature that L 2 Hölder continuity and the tail sum of Fourier coefficients squared give a simply bijective result. The goal now is to find something similar between uniform Hölder continuity and the decay rate of Fourier coefficients. There are well-known simple bounds for the decay of Fourier coefficients of Hölder continuous functions.
Proof. Case m = 0 proved in [12, p. 46] , [11, p. 38] . For m > 0 we use the
It is also noteworthy that µ-Hölder continuous functions with 0.5 < µ < 1 are "tamer" in many ways when compared to ones with 0 < µ ≤ 0.5. This is seen for example in the absolute summability of the Fourier coefficients. In the other direction it is actually easier to study the tail sums of Fourier coefficients, if they are summable, i.e. c k (f ) ∈ l 1 (Z).
Proof. [11, pp. 27 -28, 49] .
We see that Theorems 3.2 and 3.4 are not symmetric and that it is generally harder to estimate the uniform Hölder continuity from the Fourier coefficients than to bound the coefficients if the regularity is known. The next two examples show that Theorem 3.2 is sharp but also that we can easily find simple Hölder continuous functions whose Fourier coefficients decay faster than it predicts.
Example 3.5. Many of the first examples of nowhere differentiable but everywhere continuous functions were defined with the help of Fourier series. The first of these published (but not the first discovered) was the Weierstrass function
which for 0 < a < 1, ab, b > 1 is continuous and nowhere differentiable [13] . In Weierstrass's original proof he assumed that ab > 1+ 3 2 π and b is a positive odd integer. Writing µ = − ln(a)/ ln(b), we get
and from this form it is proved in [12, p. 47 ] that for 0 < µ < 1,
The study of these kinds of fractal functions which are defined via the Fourier series is still an active field, as the recent paper [2] demonstrates. Example 3.6. Let us define
where 0 < µ < 1. It is proved in [10, p. 42 ] that the Fourier coefficients
, although one can criticize that partial integration was used twice in the proof, since the second application gives a divergent integral. A more elegant way is to divide the integral in to two parts where the other one is a Mellin transform and the other one a tail integral which decays to zero as |k| → ∞. This method was presented to me by professor Valery Serov when solving these same Fourier coefficients during his course in Fourier series [11, p. 38 ]. I will apply this method also to bound the Fourier coefficients of chirps in Example 4.3. Figure 1 shows the function |x| 0.7 calculated on the interval [−1, 1] with 2 · 10 5 samples and Figure 2 shows the decay of its DFT on a log-log scale from k = 0 to 10 5 − 1. One can calculate the slope of the curve log(0.003635) − log(2.073 · 10
so the DFT decays like O(1/|k| 1.7 ) to one decimal accuracy. Since the Fourier coefficients are approximated with the DFT, there is some aliasing error present and it affects the higher frequencies the most.
Such examples motivated the author to find exact smoothness conditions which explain the additional 1/|k| decay for functions which behave better than for example the fractal Weierstrass function. Two simple function spaces exist which cause this kind of behaviour.
Proof. [12, p. 48] , [14] . Proof. The Lemma follows directly from the Riemann-Lebesgue-lemma, which states that Absolutely continuous functions are of bounded variation [1, p. 337], which explains why in the previous Lemmas their Fourier coefficients decay slightly faster. It is also easy to show that Lipschitz continuous functions are absolutely continuous, but Hölder continuous functions with 0 < µ < 1 are not necessarily so. Thus, our investigations to study the bounded variation property and absolute continuity together with Hölder continuity are valid.
Functions which are both Hölder continuous and of bounded variation do indeed have quicker decay of Fourier coefficients in the sense of summability.
Proof. Nevertheless, we can rule out these functions from our considerations via a counterexample, which is Hölder continuous and of bounded variation but its Fourier coefficients decay only like c k (f ) ∈ O(1/|k|). This is the CantorLebesgue function, another famous function with fractal properties. Example 3.10. The Cantor-Lebesgue function is a continuous and increasing function defined on the interval [0, 1]. The construction uses the fractal Cantor set, and is described for example in [1, pp. 334 -335] and [12, pp. 194 -196] . Zygmund presents the theory for a more general class of functions, Kolmogorov for the classic case where the Cantor set is constructed by always removing the middle thirds of the intervals at each step. The CantorLebesgue function can then be thought of as the cumulative distribution of the Cantor set.
The derivative of this function is 0 almost everywhere although its values increase continuously from 0 to 1. Hence it is not absolutely continuous. It is of bounded variation and the classic case (now denoted by f ) is also in C µ [0, 1] with µ = ln(2)/ ln(3), which by Lemma 3.9 means that the Fourier coefficients of the periodic function f * = f (t) − t are in l 1 (Z). Nevertheless, the decay rate of c k (f * ) is only O(1/|k|) [12, pp. 196 -197] .
Thus, we are left to check the case of functions which are absolutely and Hölder continuous. Before proving Theorem 1.1, let us also state here a result in the other direction from the literature. This is a direct consequence of the Riesz-Fischer theorem of the isomorphism between square summable Fourier coefficients and functions in L 2 (0, T ).
Lemma 3.11. Suppose that f ∈ L 2 (0, T ) has Fourier coefficients that satisfy
is a.e. equal to an absolutely continuous function with derivative
Proof. In Proof. Suppose that f ∈ C µ [0, T ]. The cases m = 1, 2, . . . follow with induction. Since f is also absolutely continuous, we know that its derivative f ′ exists a.e., is integrable and thus we can study the L 1 Hölder continuity of f ′ . Let us denote g = ∆ h f = f h − f . Then by Lemma 2.4 g is absolutely continuous and by Lemma 2.5 we can decompose it also as a difference of two increasing absolutely continuous functions g = g 1 − g 2 , where
since V 0 0 (g) = 0 and g(T ) = g(0) since g is clearly also T -periodic. Now let us partition the interval [0, T ] so that the partition points are the local minima and maxima of g. Then on all of the M intervals between these points the function g is either increasing or decreasing and by Lemma 2.3
where L is the supremum of the number of intervals on which ∆ h f is either increasing or decreasing over all h > 0 small enough. Since we assumed that the number of oscillations of the function ∆ h f is uniformly bounded for every 0 < h ≤ h 0 , this supremum exists and is finite.
I will also provide a shorter proof, which does not use total variations, but rather just the properties of derivatives.
Proof. Again let us partition the interval [0, T ] so that the partition points are the local minima and maxima of g = ∆ h f . Then the derivative g ′ has a constant sign in any of these intervals. Thus, we can evaluate the integral over all these intervals and get
and the rest of the proof is the same as in the previous proof. Proof. Suppose that c k (f ) ∈ O(1/|k| 1+m+µ ). Let us first estimate the tail sum
and the sums are still clearly convergent. Then Lemma 2.21 allows us to change to factorial polynomials and Lemmas 2.20 and 2.18 to estimate the sum
and Lemma 2.21 was used again. Now it follows from Theorem 3.4 that
The absolute continuity in the case µ ∈ (0.5, 1) follows from the estimate
and Lemma 3.11.
Perhaps a little simpler proof would utilise that fact that we could replace the infinite sums with integrals, since they are asymptotically equal in these cases. A similar result for multidimensional Fourier series can be found in [15, p. 178] , although in one dimension it only states that the decay rate
T ] for all α < µ. It is not possible to deduce the absolute continuity from the Fourier coefficients in the case µ ∈ (0, 0.5). First hint into this direction was made in 1936 by J.E. Littlewood [16] with the following counterexample. Theorem 3.14. There exists an increasing function f with f ′ (t) = 0 for a.e. t ∈ [0, T ] (hence f is not absolutely continuous) and a positive real number µ such that the Fourier coefficients of the periodic function f
From Theorem 3.13 we know that µ in Littlewood's Theorem must be from the interval (0, 0.5]. It was actually proved by Wiener and Wintner in 1938 [17] that for every µ ∈ (0, 0.5) such non-absolutely continuous functions exist. In 1939 [18] Schaeffer sharpened this result slightly by proving that for any increasing sequence r(k) that approaches ∞ as k → ∞ (no matter how slowly), there exists a non-absolutely continuous function f whose Fourier coefficients are
but whether the case µ = 0.5 in Theorem 3.13 implies absolute continuity, is probably still an open question.
Chirps
Next, we consider probably the simplest infinitely oscillating class of functions. These are called chirps and they have been studied a lot with wavelet theory [19] . The example is a lengthy one, but it provides us the information that the condition for finite oscillations is necessary in Theorem 3.12. We will need the following Lemmas considering the convergence of certain improper integrals and the asymptotic behaviour of H-functions.
Lemma 4.1 (Leibniz's test for improper integrals).
Suppose that f : [a, ∞) → R has infinitely many zeros a 1 , a 2 , a 3 , . . . in the interval [a, ∞), where a 1 < a 2 < . . . and a n → ∞ as n → ∞. Suppose that f (t) > 0 if a 2n−1 < t < a 2n and f (t) < 0 if a 2n < t < a 2n+1 and let
If |b n | ≥ |b n+1 | and |b n | → 0 as n → ∞, then and the poles of the Gamma functions
3)
Proof. This is a part of Corollary 5 in [21] .
It is immediate that (4.5) is pointwise α-Hölder in the neighbourhood of 0 according to equation (2.7) if 0 < α < 1 and infinitely differentiable elsewhere. Decay of the wavelet coefficients of such functions reveal both of the exponents α and β and thus wavelet analysis is clearly superior to Fourier analysis in the case of pointwise regularity and oscillation. Interested reader may study for example the excellent books [19, 22] . Nevertheless, we are interested in knowing how the frequencies of these signals decay and what is their uniform Hölder continuity.
In [1, p. 331] it is given as an assignment to show that f α,β is of bounded variation iff α > β and we will utilise this result now. Thus, let us suppose that α > β. Due to the Lebesgue decomposition of a function of bounded variation in Lemma 2.6, we can deduce then that ϕ and χ in this decomposition are both zero (since f α,β is infinitely differentiable a.e. on [0, L] and it is continuous on [0, L]) and thus f α,β ∈ AC[0, L] iff α > β.
Since Theorem 3.12 concerns uniform Hölder continuity, we will next show that the functions in question are C α/(1+β) [0, L] for any L > 0 and for all α, β > 0 such that α/(1 + β) ≤ 1. The last limitation comes from the fact, that for the sake of simplicity we do not consider the Hölder continuity of the derivatives of f α,β here. If we consider for example only 0 < β < α ≤ 1, then we will always have α/(1 + β) < 1. This method to bound the Hölder exponents of chirps was inspired by a discussion at the Mathematics Stack Exchange [23] , where username Gaultier sketched a proof that x sin(1/x) is 0.5-Hölder on [0, 1/2]. What follows is thus a generalisation of that sketch to more general chirps f α,β with 0 < β < α ≤ 1.
Let us first suppose that x, y ∈ 1/ 2π(n + 1) 1/β , 1/(2πn) 1/β with some n = 1, 2, 3, . . . and thus x = 1/(2πn + ǫ) 1/β and y = 1/(2πn + δ) 1/β where 0 ≤ ǫ, δ, ≤ 2π. Then with the help of the Taylor series for sine and the binomial expansion of Newton we estimate (using the typical abuse of notation with the O sign)
where we estimated the series with its biggest term k = 0 multiplied by some constant, as ǫ and δ are small. Next, we estimate |x − y| from below
where we estimated the series from below by leaving only the term k = 1. To combine the two estimates, we need to raise the last inequality to a power u such that 1
from which we solve that u = α/(1 + β). Thus we have
and finally
To extend the result to the bigger interval [0, (1/2π) 1/β ] let y be as before, but
x < 1/ 2π(n+1) 1/β . Then because of the periodicity of sine and the decay of the function f α,β towards 0, we can find z ∈ 1/ 2π(n + 1)
Since the function f α,β does not oscillate at values x > (2/π) 1/β and it is infinitely smooth and bounded there, we can conclude that
Next we want to bound the decay rate of the Fourier coefficients c k (f α,β ). We extend the function periodically as an even function for
Then for k > 0 (we can calculate only these, since for a real-valued signal the negative frequencies are just complex conjugates of the corresponding positive ones)
Next we make the substitution kx = y, dx =
where the improper integrals converge because for each k, the tails of the integrands g 1 and g 2 are products of decreasing functions and sines or cosines and thus the requirements of Lemma 4.1 are fulfilled.
Let us first look at the two simpler integrals which do not contain the infinite oscillations near the origin. Going backwards with our substitutions we get
where the integral is a Fourier transform of the odd function
12) The function ϕ decays to 0 as |t| → ∞ and its derivative is in L 1 (R) (if we ignore the jumps at x = −π and t = π), since
Then according to definition 5.1
for some ǫ > 0 and thus ϕ ∈ BV (R) and we can bound (4.11) according to Lemma 5.3
The reason for this decay rate are the boundaries −π and π of our periodically continued chirp. The integrals which range from 0 to ∞ can be interpreted as Mellin transforms
14)
The goal is now to evaluate these transforms in terms of H-functions for which asymptotic expansions are known. The results listed in the Example 2.15 and the formula (2.13) give
Next we use the property (2.12) of the Gamma function and then substitute u = βz, dz = du/β
According to Lemma 4.2 we calculate the quantity do not coincide, i.e. 16) then the decay rate of this H-function is given by
if α > β, and thus
The same steps applied to I 2 gives
Again according to Lemma 4.2 we calculate the quantity
and thus if the poles of Γ(1 − u β 2 ) and Γ 1 17) then the decay rate of this H-function is given by
Let us note also that the integration path can separate the poles of the Gamma functions in the numerator according to the definition of the Hfunction if α > 0 for I 1 and α > β for I 2 . Thus, our restrictions on α and β originally chosen because of absolute continuity are of use here as well.
Now we have all the information on the asymptotic behaviour of the Fourier coefficients. If (4.16) and (4.17) are fulfilled, then
since the decay rates of I 2 are in both cases slower than those of I 1 . As a particular example in the case α = 0.7, β = 0.5 we first check condition 
We can say that the Fourier coefficients of the chirp f 0.7, 0.5 decay like O (1/|n| 1.3 ). This is verified by numerical calculations. 
Now based on equation (4.9) the signal is uniformly Hölder continuous with the exponent 9/14 ≈ 0.6429, but because c k (f 0.9, 0.4 ) ∈ O (1/|k| 1.66 ), Theorem 3.13 reveals that actually f 0.9, 0.4 ∈ C 0.66 [0, L] in this case regardless of the infinite oscillations. This shows that at least some chirps are actually smoother than the estimate (4.9) reveals.
Extension to Fourier transforms
Our goal now is to extend Theorem 3.12 to non-periodic functions defined on R and their Fourier transforms. We need to consider integrability and absolutely continuity on R. We will also discuss the Fourier transforms of chirps.
Definition 5.1. Function f : R → C is of bounded variation, i.e. f ∈ BV (R), if its total variation is finite, i.e.
where t k , k = 0, 1, . . . , N is a partition of the real axis R and the supremum is taken over all possible partitions (of any number of points) P of R.
Definition 5.2. Function f : R → C is absolutely continuous, i.e. f ∈ AC(R), if its derivative f ′ exists a.e. on R and is Lebesgue integrable Note that necessarily C = lim t→−∞ f (t). This definition is almost equal to Sobolev space W 1 1 (R), which simply means that the function and its first generalised derivative are in L 1 (R). Note that the two requirements f, f ′ ∈ L 1 (R) of the space W 1 1 (R) guarantee that lim |t|→∞ f (t) = 0. We will not need the integrability of f in the Theorem that follows and thus we first state it without Sobolev spaces.
The decay of Fourier transforms of functions f ∈ BV (R) and f ∈ AC(R) behave similarly as in the periodic case. Now we can bound the Fourier transform
is a tempered distribution. A tempered distribution is always a finite order derivative of some continuous function of power growth at the infinities [26, p. 115 ]. This result means that all the primitives of a tempered distribution are also temperate [25, p. 108] , and thus we know that f also has a Fourier transform as a tempered distribution. Then we know also that F f (m) (ν) = (i2πν) mf (ν) and thusf ∈ O(1/|ν| m+µ ).
The corresponding Theorem 3.2 for Fourier series is valid for all p ≥ 1 and Hölder's inequality is used to prove this in [11, p. 38] . Using the same inequality here would result in a divergent integral and thus on R we can only state this result for p = 1. 
Proof. Suppose that m = 0. Let us partition R so that the partition points are the local minima and maxima of g = ∆ h f and the first point is −∞ and the last point ∞. Then the derivative g ′ has a constant sign in any of these intervals and for any 0 < h ≤ h 0 we have g(t) → 0 as |t| → ∞. Thus, we can evaluate 
where L is the supremum of the number of increasing and decreasing intervals of ∆ h f over all 0 < h ≤ h 0 . Thus f ′ ∈ C 1 µ (R) and because f ∈ AC(R) as well, it follows from Lemma 5.7 that F {f }(ν) ∈ O(1/|ν| 1+µ ). The cases m > 0 are proved identically.
If we relax the conditions of the previous Theorem slightly, a more elegant result follows. (ν), where we substituted the Fourier transforms of the two functions. The formula for F {|t| µ } and other similar ones are proved for example in [26, [170] [171] [172] [173] . Since that distributional Fourier transform F {|t| µ } also decays like O(1/|ν| 1+µ ), it is likely that a generalization of Theorem 5.8 to some tempered distributions with enough smoothness is possible. required that the conditions (4.16) and (4.17) for α and β are fulfilled.
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