Efficiency of oil production process using water injection to maintain reservoir pressure is strongly depend on allocation of injection and production rates among the wells. The first part of paper presents principle and mathematical basis for application of optimization algorithms and Artificial Neural Network (ANN) in combination with reservoir simulator for problem of well rate reallocation to minimize water cut. The remaining part of the paper presents our study for evaluating effectiveness of several conventional optimization algorithms and the feed-forward back-propagation ANN. These different solution methods have been used for the same optimization problem with a synthetic reservoir model. The improvements of objective function have been obtained with all the methods. The comparison of obtained results also shows advantages and drawbacks of the methods. The study has already shown the capability of optimization algorithms and ANN in solving the problem of optimizing allocation of injection and production rates in multi-well water-flooding projects.
INTRODUCTION
Method of production of crude oil by water injection to maintain reservoir pressure is applied widely in the world. This method is also being used as a mainstream technique to produce the oil and gas in Vietnam. Effectiveness of this approach clearly depends on the adjustment of producer and injector rates reasonably.
To find an effective production plan for a petroleum field, the numerical reservoir model is usually developed and used in calculating and considering different plans with different allocations of producer and injector rates. The common way is to manually test with different rates in order to achieve different objectives: reducing water injection, rising oil production or reducing water cut. However, doing this 'trial and error detection' is hard to approach actually optimal plan because the number of plans can be created from the combination of well rate modifications is extremely large, especially for those fields which have many producers and injectors. A simple example is a field with 20 wells, if the rate of each well changes in two values, the number of the plans can be created will be 2 20 or approximately one million.
Disadvantages of doing 'trial and error detection' have promoted the development of studies using analytical and optimization algorithms for problems of rate reallocation (e.g. see [1] - [9] ). Many of the different approaches have been studied, but they can be classified into two groups:
1. The first is to use directly optimization algorithms for function determined by reservoir simulator. 2. The second is to use a proxy -artificial neural network (ANN) -as a representative of reservoir simulator. In our papers, the principles of these two above approaches in solving problem of optimizing well rate allocation are presented. The descriptions of optimization algorithms and ANN used in our study are also given. These described solution methods are then applied to obtain cases of optimized well rate allocations for a synthetic reservoir model. The results show the methods presented in this paper are capable of solving the problem of optimizing the allocation of well rates in a water-flooding production process.
APPLICATION OF OPTIMIZATION ALGORITMS

Principle
In this approach, a suitable objective (e.g., total oil production or water/oil ratio) and control variables (fluid production rate or oil production rate, water injection rate) are selected and the extreme of the following objective function should be found:
where:
• Q is value of objective function that should be maximized (e.g., total oil production) or minimized (e.g., total water/oil ratio); • ; X j is the rate of j th well; • Ω is determined from constraints on well rates; • Function is determined by reservoir simulation.
Description of Optimization Algorithms
Eight different convention algorithms are used in our study. The following is a brief description of these algorithms. Description of their details can be found from reference documents.
Steepest Descent Algorithm
An iteration of the steepest descent algorithm for finding a minimum of a function can be written in the vector form as:
(2)
or in the scalar form as,
where k is the index of iteration step, i is the index of scalar parameter selected for modification, and ε is a weighting factor. If the weighting factor ε chosen small, it take a large number of evaluation before the optimum is reached. A too large value of ε, on the other hand, can cause spurious results if the new updated parameter vector beyond the optimum. To get a reasonable value of ε, the Bren's technique with parabolic interpolation for one-dimensional minimization is used in our work. The technique is based on the formula for the abscissa x that is the minimum of a parabola through three points f(a), f(b) and f(c) [10] :
Gauss-Newton Algorithm
The Gauss-Newton algorithm can be seen as a modification of Newton's algorithm for finding a minimum of a function. Unlike Newton's algorithm, the Gauss-Newton algorithm can only be used to minimize a sum of squared function values, but it has the advantage that second derivatives are not required. A detailed description of the algorithm can be found in [11].
Simultaneous Perturbation Stochastic Approximation Algorithm
One optimization algorithm that has attracted considerable international attention is the simultaneous perturbation stochastic approximation (SPSA) algorithm. SPSA algorithm is especially efficient in highdimensional problems in terms of providing a good solution for a relatively small number of evaluations of the objective function. The essential feature of SPSA is gradient approximation that requires only two objective function evaluations regardless of the dimension of the optimization problem. These two evaluations are made by simultaneously varying all the variables in a random fashion. References [12] - [15] can provide further details of the algorithm.
Simplex Algorithm
Simplex algorithm proposed by Nelder and Mead is a commonly used nonlinear optimization technique. The algorithm has a geometrical naturalness. A simplex is the geometrical figure consisting of N+1 points (vertices) in N -dimensional space including all their interconnecting line segments, polygonal faces, etc. For example, in two dimensions, a simplex is a triangle and it is tetrahedron in three-dimensional space.
Unlike the steepest descent algorithm, the simplex algorithm must be start not just with a single point but with N+1 points, defining an initial simplex. After function evaluations are carried out at N+1 vertices of the determined simplex, the algorithm is performed by taking a series of steps, most steps just moving the point of simplex where the function is largest (highest point) through the opposite face of the simplex to a lower point. These steps are called reflections and they are constructed to conserve the volume of the simplex.
Besides the reflection steps, some expansion or contraction steps can be used to fasten the convergence rate of the algorithm. Detailed description of the algorithm can be seen in [10] 
Conjugate Gradient Algorithm
In mathematics, the conjugate gradient algorithm is known widely as a technique for solving linear algebraic equations by minimizing a quadratic form. This approach can be also applied to the problem of minimizing a nonlinear function approximated by a quadratic form. Further details of the algorithm can be found in [10] , [20] or [21] .
Variable Metric Algorithm
The goal of variable metric algorithms, which are sometimes called quasi-Newton algorithms, is the same as the goal of conjugate gradient algorithm: to accumulate information from successive one-dimensional minimization so that n such one-dimensional minimizations lead to the exact minimum of a quadratic form in n -dimensional space. The variable metric approach differs from the conjugate gradient in the way of storing and updating accumulated information. Detailed description of the variable algorithms can be found in [10] or [21] .
Combination of Simplex and Steepest Descent Algorithms
The steepest descent algorithm belongs to the family of gradient-based algorithms. The gradient-based algorithms have the advantage of having fast rate of convergence. The drawback of these algorithms is that they only converge to local optimum. To minimize the drawback, the steepest descent algorithm has been combined with the Simplex algorithm in our application. In this combining technique, first the simplex algorithm is performed with (2n+1) function evaluations, then the steepest descent algorithm is used to the end.
APPLICATION OF ARTIFICIAL NEUTRAL NETWORK
Principle
Artificial Neutral Network (ANN) are considered a new paradigm for computing and are being successfully applied across a wide range of areas such as finance, medicine, engineering, geology and physics. They use input-output parameters in training process to recognize the relationship. After successfully trained, the ANN can be employed to compute the values of output variable for inputs that are similar but not necessarily the same as those used in training. Because of attractive features of ANN, the petroleum industry all over the world has experienced a rapid increase in the number of ANN applications (for example, see [22] - [25] ). Many kinds of data can be used for training an ANN: experimental data, past field data, numerical reservoir simulation, or a combination of these.
For optimizing the rate allocation of producers and injectors, the procedure for applying ANN consists of two following steps: -In the first step, an ANN is trained by using a set of input data (well rates) and associated output Q (e.g., total water/oil ratio). These training data are obtained from numerical reservoir simulations.
-In the second step, after successfully trained, the ANN can be use as a proxy model for the simulation model and an optimization algorithm can be applied to find minimum of the function given by the obtained ANN. The computation time for this step is not significant because it only consist of algebraic operators.
Description of used Artificial Neural Network
A typical ANN consists of an input layer, an output layer and a number of hidden layers. Among the various types of ANN, feed-forward ANN trained with a backpropagation algorithm is perhaps the most popular network architecture in use today.
Feed-forward ANN
Feed-forward ANN is arranged in multiple layers as shown in Figure 1 : one input layer, one output layer, and one or more hidden layers. Each layer contains a number of nodes (also called neurons). The neurons in each hidden layer are represented by a weight matrix W, a bias vector β, an input vector ε and an output vector ο. Every node in any hidden layer sums its weighted inputs, adds the bias constant and then the output value of this node is calculated by applying an pre-determined function (called transform function) to the weighted sum. With this way, input values are passed through the network topology and transformed into one or more output values. The output values are then compared to the desired values to adjust the weights and bias in the nodes. For example, with three-layer ANN in Figure 1 , the final output from the node can be calculated by using following equation: with j=1,...,no where y is the vector of output variables, x is the vector of input variables, superscript o denotes the output layer, superscript denotes h the hidden layer, no is the number of output variables, nh is the number of hidden nodes, ni is the number of input values and f is the transform function. Two most common functions are the identity function:
f(x) = x and the sigmoid function:
The most important step in developing an ANN is the learning process where network is trained to yield a particular output vector for a specific input vector. The most commonly used technique for training a feed-forward ANN is the back-propagation algorithm.
Back-propagation algorithm
The back-propagation algorithm was developed for training ANN with the objective of minimizing the errors between the estimated output from neural networks and the desired output. The objective function measuring the difference of estimate o and true value y can be expressed by:
Using the steepest descent algorithm, the objective function can be minimized using the following updating formula:
where k is the number of iteration, m is the index of layer in ANN and ζ is the learning rate.
By using the chain rule, the derivatives of objective function (8) with respect to the weights and biases can be calculated as:
with the sensitivity of J with respect to the changes in the j-th element of the input at layer m is introduced as s j m . Since the input to layer m is an explicit function of the weights and biases in that layer:
The second terms of Equations (11) and (12) can be derived as follows:
Using Equations (11), (12) , (14) and (15), Equations (9) and (10) The sensitivity vector in which the sensitivity at layer m is computed from the sensitivity at layer m+1 can be calculated by the recurrence back-propagation formula to derive the recurrence formula for the sensitivities, the following Jacobian matrix is defined as follow:
The element (i,j) of the matrix can be expressed as: where or Jacobian matrix (21) becomes where Using the chain rule, the relation between the sensitivity vectors at different layers can be determined as: Therefore, the error sensitivities can be propagated backward through the network from the last layer to the first layer. At the last layer, the sensitivity is defined as: or in the matrix form as:
In summary, the back-propagation algorithm for multilayer neural network consists of following steps:
1. Propagating the input forward through the network from the first (i.e. input) layer to the last (i.e. output) layer (see section 3.2.1) 2. Calculating the error vector and sensitivity vector (Equations (26)- (27)). 3. Propagating the sensitivity vector backward through the network from the last layer to the first layer (Equation (25)) and updating the weights and biases of neurons based on an approximation of the steepest decent rule (Equation (16)- (19)). This three-step procedure is the essence of training a neural network. The goal of training is to reduce the average error over all the pairs of input and output vectors. The craft of training usually consists of calculating an average error for the entire training data set each after epoch of training (an epoch is a pass through the entire data set). A portion of data pairs is set aside as a verification data set, with which no training is done, but for which an average error is also calculated. Monitoring the average error of both the training data set and the verification data set will provide a stopping criterion for the training, which is when the error begins to rise (overfitting).
APPLICATIONS ON SYNTHETIC RESERVOIR MODEL
Description of Synthetic Reservoir Model and Optimization Problem
To evaluate the performances of the algorithms and ANN described earlier, we used all these computational techniques for the same synthetic reservoir model. The dimensions of reservoir are 450 x 450 x 10 m 3 . The reservoir is modeled with 45 x 45 x 1 grid blocks. Initially the reservoir is completely saturated with oil. PVT properties of oil and injection water are taken from a sample data file (mxsmo009.dat) of a commercial reservoir simulator (IMEX-CMG, 1998). The porosity distribution is homogeneous. The value of porosity is equal to 0.2 in every block. The permeability field is shown in Figure 2 .
There are nine injectors (01I to 09I) and four producers (01P to 04P). Their locations are also indicated in Figure 2 . The wells are operated under liquid rate-constraint. The total production and injection rates are equal to each other during entire water flooding process (equal to 111 m 
Results and Discussion
Applications of eight algorithms described in Sections 2.2.1-2.1.8 to stated optimization problem have been performed. In each application, starting from the reference case, we ran the corresponding algorithm with 130 function evaluations. The important parameters (well rates and total water cut) of obtained optimized cases are shown in Table from the optimized case of the first algorithm (OC1) to the one of the eighth algorithm (OC8).
Along with the direct use of described optimization algorithms, the optimization of rate distribution is also resolved by applying ANN described in Section 3.2. The network has one hidden layer. There are 13 nodes in input layer, 7 nodes in hidden layer and 1 node in output layer. The training and the testing data sets are assembled from numerical reservoir simulations. To obtain these sets, we run 130 flow simulations with random selections of well rates under constraint of the total production and injection rates. Table, it can be seen that considerable improvements in value of objective function (water cut) of all the optimized cases in comparison with the reference case (with end-period water cut approximately equal to 12%). These improvements can be seen more clearly in the graphs, for example, Figure 3 shows the total produced water cut for an optimized case (OC9) and the reference case.
With a constant liquid production rate of the field, the reduction in total water cut results in an increase in total oil rate. Figure   4 shows the total oil production rate and the total produced water rate is presented in Figure 5 and water rates respectively. Figures 4 and 5 also indicate that the improvement of the optimized case in comparison with the reference case is shown most clearly at the end of optimized period.
By comparison, Table shows that the cases obtained from the high-order gradient optimization algorithms (OC2, OC5, OC6 and OC7) are not necessarily better than the one of the first-order gradient optimization algorithm (OC1): OC2 is somewhat better while OC5, OC6 and OC7 are even worse than OC1. Among the optimized cases obtained from a single algorithm (OC1 to OC7), the best case is the results of applying simplex algorithm (OC4). The combination of simplex and steepest descent algorithms have led to desired effect -the corresponding optimized case (OC8) gives the lowest total water cut at the end of the simulated period.
In comparison with direct applications of the presented optimization algorithm, the optimized case obtained by using ANN (OC9) result in a reduction of the total water cut, which has the same order with the ones of other optimized cases. The results clearly show that the ANN approach can be used for the problem of optimizing allocation of well rates instead of the direct use of optimization algorithms. Although the application of ANN may results in a slower reduction of the total water cut in comparison with the application of some optimization algorithms, the ANN approach has a superior advantage. One the ANN has successfully trained, it can be utilized for other problem of optimizing allocation of well rates with different rate constraints. 
CONCLUSION
The methods of applying optimization algorithms and artificial neural network (ANN) for solving the problem of optimizing allocation of production and injection rates have been presented.
The presented methods have been used for the same problem of optimizing well rate allocation for a synthetic reservoir model. All optimized cases show a considerable reduction of the total water cut.
The obtained results have already shown the capability of the presented methods in optimizing allocation of injection and production rates in a multi-well water-flooding production project.
Оптимизация закачки и установление норм добычи нефти в проекте заводнения куста скважин с применением оптимизационных алгоритмов и Искусственной Нейронной Сети Фан Нгок Чунг, Нгуен Че Дук (Вьетнамский Институт Нефти и Газа)
Реферат
Эффективность процесса добычи нефти с применением закачки воды для сохранения пластового давления преимущественно зависит от установления норм закачки и дебита скважин. Первая часть статьи представляет принцип и математическую основу изменения оптимизационных алгоритмов и Искусственной Нейронной Сети (ИНС) в сочетании с моделирующим устройством пласта для решения проблемы пересмотра норм производительности скважины с целью сведения к минимуму содержания воды в скважинной продукции. Остальная часть статьи представляет наше изучение оценки эффективности нескольких обычных оптимизационных алгоритмов и притока обратного распространения ИНС.
Эти различные методы решения применялись для одной и той же проблемы оптимальности с синтетической моделью пласта. Улучшение проектной (целевой) функции было получено всеми методами. Сравнение полученных результатов, также, показывает преимущество и недостатки методов. Исследование уже показало способность оптимизационных алгоритмов и ИНС в решении проблемы оптимизации норм закачки и производительности проектов заводнения куста скважин. 
Optimallaşdırıcı alqoritmlərdən və Süni Neyron
Xülasə
Lay təzyiqinin saxlanılması məqsədi ilə sulaşdırma zamanı neft hasilatı prosesinin səmərəliliyi quyular üzrə vurulma və çıxarılma normalarının təyin edilməsindən asılıdır. Məqalənin birinci hissəsində quyu məhsulunda suyun miqdarının minimuma çatdırılması məqsədilə, quyunun məhsularlığının dəyişilməsi üçün optimallaşdırıcı alqoritmlərin və süni neyron şəbəkəsinin (SNŞ) lay simulyatoru ilə birgə tətbiq edilməsinin riyazi əsası və prinsipi təqdim edilmişdir. Məqalənin qalan hissəsində SNŞ-nin tərsinə yayılmış xətasının və bir-neçə adi optimallaşdırıcı alqoritmlərinin qiymətləndirilməsi təqdim olunmuşdur. Bu müxtəlif üsullar layın sintetik modeli ilə birgə optimallaşdırılma məsələsinin həlli üçün istifadə edilmişdir. Məqsədli funksiyanın yaxşılaşması hər üsulun tətbiq edilməsində əldə olunmuşdur. Əldə edilmiş nəticələrin müqayisəsi üsulların üstünlük və qüsurlarını göstərir. Araşdırma eyni zamanda bir qrup quyuların sulaşdırma layihələrində vurulma və çıxarılma normalarının optimallaşdırılması probleminin həllində optimallaşdırıcı alqoritmlərinin və SNŞ tətbiqinin səmərəliliyini əks etdirir.
