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1 Johdanto
Musiikin   olemus   on   ensisijaisesti   subjektiivinen.  Mikä   tahansa   ääniaalto   voidaan 
tulkita  musiikiksi   jos   se   vain   koetaan   sellaiseksi,   eikä   vain   epämääräiseksi 
hälyääneksi.   Tämäkin   on   tietenkin   täysin   kuuntelijasta  kiinni.  Toiselle   kuunneltu 
ääninäyte   voi   herättää   vain  ärtymystä,   siinä  missä   joku   toinen   voi   kokea   saman 
ääninäytteen itselleen parhaaksi mahdolliseksi musiikilliseksi elämykseksi. Näin ollen 
mitään tarkkaa määritelmää tai rajaa musiikiksi luokittelemiseksi ei voida antaa ja 
hyvä niin, sillä kuten taiteessa yleensä, luomisen vapaus ilman rajoitteita on eräs sen 
kantavampia ja puoleensavetävämpiä voimia. 
Musiikin kirjon ollessa lähes ääretön, sen kuvailu muulla tavoin kuin varsinaisella 
äänisignaalilla   on   hyvin   monitahoinen   ja   monimutkainen   ongelma.   Useimmiten 
kuitenkin   voidaan   käyttää   jotain   standardiesitystapaa,   sillä   etenkin   länsimaisesta 
klassisesta   traditiosta   kehkeytynyt   nykymusiikki   on   hyvin   pitkälti   tiettyihin 
ääniteknisiin   lainalaisuuksiin   pohjautuvaa   eikä   täysin   kaoottista.   Näitä 
lainalaisuuksia ovat esimerkiksi sävelkäsite ja äänentaajuuksien jako eri säveliin. 
Kun  on  määritelty  mitä  lainalaisuuksia  haluttuun  musiikilliseen   tietämykseen 
sisältyy, voidaan sitä yrittää ekstraktoida analysoitavan musiikin sisältävästä raa'asta 
audiodatasta   eri   menetelmin.   Tätä   prosessia,   jonka   tärkeimpänä   lopputuloksena 
muusikon kannalta saadaan useimmiten niin sanottu nuottiesitys  (joko paperilla  tai 
nykyisin yleensä  tiedostona),  kutsutaan transkriptioksi.  Sen  suorittaminen  on ollut 
pitkään   mahdollista   vain   musiikillisesti  harjaantuneelle   korvalle,   mutta 
nykymenetelmillä   on pystytty  jo  alustavasti   tuottamaan  alkeellista  automatisointia 
asiaan liittyen. Musiikillista tietämystä voidaan myös johtaa jo valmiiksi symbolisessa 
muodossa   olevista   musiikkitiedostoista,   joihin   on   sisällytetty   musiikkinäytteen 
tapahtumat ja ominaisuudet helposti tulkittavassa muodossa. Tällöin päämääränä on 
yleensä   saada  korkeamman  abstraktiotason   lopputulos,   kuten   esimerkiksi   kattava 
harmoninen   analyysi,   joka   kuvailee   musiikkinäytettä   musiikin   teoreettisen 
tarkastelun kannalta kiinnostavassa muodossa.
Tämän   tutkielman   tavoitteena   on   aluksi   tutkia  nykyisiä  musiikin   transkription 
menetelmiä, jotka käyttävät raakaa audiodataa tiedonlähteinään ja ovat tietokoneella 
suoritettavissa.  Nämä  menetelmät  voidaan  pääpiirteissään  jakaa  sävelkorkeuksien, 
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rytmiikan ja sointujen tunnistukseen. Jako on osittain keinotekoinen, sillä osa­alueet 
ovat usein läheisesti yhteydessä keskenään ja paikoin rinnakkaisia prosesseja, kuten 
tullaan   huomaamaan.  Muut   transkription   osa­alueet,   kuten  musiikkikappaleen 
säkeisiin   jako,  perustuvat  yleensä  jollain   tapaa  näihin  kolmeen edellä  mainittuun. 
Näin   ollen  niihin  ei   tässä   tarkemmin   paneuduta   tutkielman   laajuuden  sopivissa 
rajoissa  pitämiseksi.  On   syytä  lisäksi  korostaa,  että  tämän   työn   transkription 
tutkimusosan  tarkoituksena   ei   ole   vertailla   eri   menetelmien   tehokkuutta,   vaan 
kartoittaa   esillä   olevan   ongelman   erilaisia   ratkaisumalleja   ja   niiden 
toimintaperiaatteita.  Näin   ollen   mitään  numeerisia  tulosvertailuja   ei   tässä 
transkriptioon liittyen esitetä.        
Tutkielman   päätarkoituksena   on   kehittää   musiikin   harmoniseen   analyysiin 
pohjautuva   jazz­improvisaatioanalyysin   automatisoiva   algoritmi.   Tavoitteena   on 
automatisoida   se   prosessi,   jonka  kokeneet  jazz­muusikot   tekevät   suunnitellessaan 
käsiteltävänä  olevan musiikkinäytteen harmonisia  mahdollisuuksia   improvisaatioon 
liittyen.  Andrew Choin tekemän kattavan tutkimuksen [Cho11]  perusteella voidaan 
todeta, että  aiemmat algoritmiset  menetelmät  tämän  prosessin suorittamiseksi  ovat 
olleet   joko   liian   rajoittuneita   tai   parametrisoituja   ollakseen   käyttökelpoisia  missä 
tahansa  musiikillisissa   tilanteissa.  Nämä   ongelmat   voidaan   välttää   musiikin 
ominaispiirteet   edelleen   huomioivalla,   mutta   numeerisemmalla   lähestymistavalla. 
Huomionarvoista on, että kehitettävä algoritmi on täysin deterministinen, eli tietyillä 
syötteillä  saadaan aina samat  tulosteet ulos. Se myös ottaa syötteensä  symbolisessa 
muodossa eikä näin ollen vaadi tai sisällä menetelmiä raa'an audiodatan tutkimiseksi. 
Transkription tutkiminen aluksi on siten perusteltua, sillä jos algoritmin syötteeksi ei 
ole   saatavilla   symbolista   esitystä   käsiteltävästä   musiikkinäytteestä,   joudutaan   se 
rakentamaan transkriptiossa käytettyjen menetelmien avulla.
Tutkielman   toissijaisena   päätarkoituksena  on  musiikkinäytteiden   harmonisia 
ominaisuuksia  kuvailevien  kvantitatiivisten  mittarien  kehittäminen.  Näitä   voidaan 
käyttää  eri   musiikkinäytteiden  systemaattiseen   vertailuun   ja   luonnehdintaan. 
Mittarien arvot  on mahdollista  laskea  musiikkinäytteistä  valmiiksi   johdetun tiedon 
perusteella,  tutkittujen automaattisten transkriptiomenetelmien avulla tai kehitettyä 
jazz­improvisaatioanalyysialgoritmia apuna käyttäen.
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Lopuksi   sekä   jazz­improvisaatioanalyysialgoritmia   että   kehitettäviä   mittareita 
testataan  testiaineistolla,  joka  koostuu  oikeisiin  musiikkiesityksiin  perustuvista 
syötteistä.  Näihin  on  ennen   esitysten   taltiointia  todennäköisesti   sovellettu 
jazz­improvisaatioanalyysin periaatteita alkuperäisten esittäjien toimesta, joten niiden 
hyödyntäminen testauksessa on mielekkäämpi vaihtoehto kuin satunnaisesti luotujen 
esimerkkien käyttö.
Tutkielma   rakentuu  pääpiirteissään  kahdesta   osasta:  musiikin   automaattisen 
transkription tutkimisesta ja jazz­improvisaatioanalyysialgoritmin sekä  harmonisten 
mittarien   kehittämisestä   ja   testauksesta.   Aluksi   kuitenkin   tarkastellaan   ääntä 
fysikaalisena   ja   auditorisena   ilmiönä   luvussa   2.  Musiikin   perusperiaatteet   ja 
rakenneosat  käsitellään  luvussa 3.  Varsinaiseen  transkriptiomenetelmien nykytilan 
kartoitukseen   paneudutaan   luvussa  4.   Tämän   jälkeen   siirrytään 
jazz­improvisaatioanalyysialgoritmin   kehittämiseen   ja   kuvailuun   joka   suoritetaan 
luvussa  5.  Harmoniset  mittarit  määritellään   luvussa   6.  Kehitettyjen  menetelmien 
testaus suoritetaan luvussa 7. Yhteenveto tutkielmasta on annetaan luvussa 8.
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2 Ääni fysikaalisena ja musiikillisena ilmiönä
Ääni   on  mekaanista   aaltoliikettä   jossain   väliaineessa,   useimmiten   ilmassa.   Tässä 
luvussa  tutkitaan  ääntä   aaltoliikkeenä   ja  kartoitetaan  miten   ihminen  aistii  ääntä 
verrattuna äänen objektiivisiin ilmenemismuotoihin ja ominaisuuksiin. Luvussa oleva 
materiaali pohjautuu pitkälti fysiikan oppikirjaan [KGS93] ellei toisin mainita.     
2.1 Aaltoliike ja ääni aaltoliikkeenä
Mekaaniset   aallot  tarvitsevat   aina   jonkin   väliaineen   ilmentyäkseen.  Mekaaninen 
aaltoliike   voidaan   edelleen  jakaa  kahteen  kategoriaan:   etenevät   ja   seisovat   aallot. 
Etenevä   aaltoliike  määritellään   energian   välittymiseksi   ilman  materian   vastaavaa 
välittymistä. Seisova aaltoliike on vastaavasti liikettä joka on jollain tavoin rajoittunut 
paikallisesti, eikä energia näin ollen etene samalla tavalla. Liikkeestä voidaan erotella 
kaksi aspektia: itse aallon eteneminen ja aallon välittäjäpartikkelien liikehdintä aallon 
edetessä kineettisen energian ja potentiaalienergian vaihtelun myötä värähtelevässä 
järjestelmässä   [Vir06].   Aaltoliikettä   voidaan   luonnehtia   myös   aallon 
välittäjäpartikkelien   poikkeamasuunnan   perusteella   verrattuna   aallon 
etenemissuuntaan: välittäjäpartikkelien liike voi olla poikittaista, pitkittäistä tai jokin 
niiden yhdistelmä.
Hyvin   keskeinen   aaltoliikkeen   ominaisuus   on   interferenssi:   kahden   aaltoliikkeen 
kohdatessa aallot sekoittuvat eli interferoivat siten, että syntyvä  resultanttiaalto on 
kohtaavien  aaltojen   summa.  Tätä   kutsutaan  myös   superpositioperiaatteeksi.  Aallot 
voivat joko sammuttaa tai vahvistaa toisiaan riippuen niiden keskinäisistä vaiheista, 
eli  aaltoliikkeen syklin tilasta kunakin hetkenä.  Summattavien aaltojen amplitudit 
määräävät   näiden   vaihe­eroefektien  lopullisen  vaikutuksen  syntyvässä 
resultanttiaallossa. Luonnossa esiintyvissä aalloissa on tyypillisesti mukana monia eri 
taajuuskomponentteja,   jotka   ovat   tällaisia  eri  aaltojen   superpositioyhdistelmiä. 
Summattujen  aaltojen  myöhemmin  erkaantuessa  ne   saavat   superpositioperiaatteen 
mukaan  jälleen   oman   muotonsa   takaisin,   eli   sekoittuminen  ei  itse   sinänsä   vie 
energiaa. 
Jos aaltoliike on rajoitettu avaruudelliseen tilaan syntyy niin sanottu seisova aalto kun 
saapuva ja heijastuva aalto interferoivat aallon kohdatessa jonkin rajoittavan esteen. 
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Syntyvässä   superpositiossa   aallon   muoto   ei   etene,   mutta   sen   välittäjäpartikkelit 
värähtelevät.   Tällaisen   aaltoliikkeen   aallonpituutta   rajoittavat   reunaehdot,   kuten 
vaikkapa värähtelevän kielen tapauksessa sen pituus, koska osittaisia aaltoja ei voi 
esiintyä  jotta aaltoliike olisi seisova. Mahdolliset värähtelytaajuudet ovat näin ollen 
tietyn   minimitaajuuden   kokonaislukukerrannaisia.   Näitä   kutsutaan   luonnollisiksi 
taajuuksiksi,  pienimmän  niistä   ollessa  perustaajuus.  Nämä   taajuudet  muodostavat 
harmonisen sarjan jolla on hyvin keskeinen rooli musiikissa.  
Matemaattisesti   aaltojen   kuvailu   perustuu   pitkälti   harmonisten   aaltojen 
aaltofunktioon,   joka   kuvaa   tasossa   aaltoliikkeen   väliaineeseen   aiheuttaman 
avaruudellisen   poikkeaman  y  tietyssä   pisteessä  x  tiettynä   aikana  t  siniaallon 
muodossa. Positiiviseen suuntaan x  etenevän aallon aaltofunktio kuvaillaan kaavalla 
1,
y x ,t =Asin [ 2

x−vt] ,                                                                                         (1)
jossa A on   aaltoliikkeen   amplitudi   eli   värähtelevän   väliaineen   maksimaalisin 
poikkeama   tasapainoasemasta,  on   aallonpituus   eli   yhden   aaltosyklin 
aallonharjojen etäisyys, v on aallon etenemisnopeus ja sinin argumentti  on aallon 
vaihe.
Harmonisen   aallon   aaltolukua k=2/ ja   kulmataajuutta =2 v / apuna 
käyttäen saadaan kaava 1 esitettyä yleisemmin kaavalla 2,
y x ,t =Asin kx− t ,                                                                                         (2)
jossa  on vaihevakio joka kuvastaa aallon lähtöpistettä. 
Jotta aaltoliikkeen superpositioperiaate täyttyisi eli kahden aaltofunktion summa olisi 
myös   aaltofunktio,   täytyy  aaltofunktioiden   täyttää   lineaarinen   aaltoyhtälö  joka   on 
määritelty kaavassa 3.
∂2 y
∂ x2
=
1
v2
∂2 y
∂ t2
.                                                                                                               (3) 
Lineaarinen aaltoyhtälö kuvaa sitä tosiasiaa, että värähtelevän partikkelin kiihtyvyys 
on   verrannollinen   aallon   muotoon   sen   etenemisnopeuden   käänteisluvun   neliöllä. 
Toisin   sanoen,   mitä   enemmän  aalto   kaartuu   sitä   enemmän   kasvaa   myös   sen 
kiihtyvyys   värähtelyn   suunnassa   kyseisessä   pisteessä.   Verrannollisuuskertoimessa 
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esiintyvällä   aallon   etenemisnopeudella v on   aaltoyhtälön   perusteella   ratkaiseva 
vaikutus   aaltoliikkeen   dynamiikkaan:   etenemisnopeuden   kasvaessa   värähtelyn 
suuntainen   kiihtyvyys   pienenee   aallon   taipumiseen   verrattuna.   Tärkeitä 
etenemisnopeuteen vaikuttavia väliaineen ominaisuuksia ovat sen inertiaalinen massa 
ja tasapainotilaan palautumistaipumus,   joista ensimmäinen on nopeuteen kääntäen 
verrannollinen ja toinen suoraan verrannollinen. 
Ääni   on  useimmiten   jossain   fluidissa   (kuten   ilmassa   tai   vedessä)   etenevää  äänen 
liikkeen   suunnassa   värähtelevää   aaltoliikettä.   Ääni   etenee   myös   kiinteissä 
välikappaleissa mutta heikommin ja hieman eri tavalla. Aallon alulle paneva voima 
luo   väliaineeseen   paikallisen   paine­eron   joka   välittyy   eteenpäin   siten,   että 
välittäjähiukkaset   eivät   kuitenkaan   liiku  kovin   paljon  tasapainoasemastaan 
paine­eroa välittäessään. Puristettujen alueiden (tai alipaineisten) alueiden etäisyys 
määrittelee   aallonpituuden   josta   saadaan   suora   vastaavuus   äänen   taajuudelle. 
Paine­eron absoluuttinen arvo   liittyy  aaltoliikkeen amplitudiin.  Ääniaaltoa  voidaan 
siis kuvailla joko paine­eroilla tai liikkeen suuntaisilla poikkeamilla. 
Luonnossa esiintyviä aaltoja voidaan approksimoida harmonisilla aalloilla, sillä niiden 
toimintasäde   avaruudessa   on   paljon   suurempi   kuin   niiden   aallonpituus  ja   niiden 
etenemisnopeus on paljon pienempi kuin värähdysaika. Oikeiden mekaanisten aaltojen 
energia myös vähenee aallon edetessä väliaineessa, joten edellä esitetyissä kaavoissa 
amplitudi ei pysy vakiona vaimentumisen johdosta. Lisäksi aallon muoto ei koskaan 
vastaa täysin harmonista siniaaltomuotoista idealisaatiota, vaan voi olla periodisessa 
rakenteessa aivan mitä tahansa. 
2.2 Äänen auditorinen ja musiikillinen kokeminen
Ääniaallon   saapuessa   korvaan   se   muuttaa   ääniaallon   välittäjäaineen   paine­erot 
hermosignaaleiksi jotka aivot  myöhemmin  tulkitsevat kuulluksi ääneksi. Ihmiskorva 
pystyy   aistimaan  20  Hz   –   20   kHz  taajuusalueella   tapahtuvat   paineenmuutokset. 
Ääniaallon  muoto   ratkaisee  miltä   se  kuuntelijasta  kuulostaa.  Useimmiten  äänestä 
voidaan erottaa kolme tekijää:  äänenvoimakkuus, äänenkorkeus ja äänenväri. Näistä 
äänenvoimakkuus   on   kaikkein   helpoiten   määriteltävissä   suoraan   aaltoliikkeen 
energian avulla muiden ollessa subjektiivisempia ja epämääräisempiä käsitteitä. 
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2.2.1 Äänenvoimakkuus
Koetun äänenvoimakkuuden  ja ääniaallon   fyysisen  intensiteetin välillä  on havaittu 
olevan   logaritminen   suhde.   Alin   äänen   intensiteetti   joka   voidaan   kuulla   tietyllä 
taajuudella  määritellään   sen  kuulorajaksi.  Yhden  kilohertsin   harmoniselle   aallolle 
raja  on  noin  10­12W/m2,  joten  korvaa  voidaan  pitää  hyvin  herkkänä  aistinelimenä. 
Äänenvoimakkuustaso  määritellään kaavalla 4,
=10log10
I
I o
,                                                                                                               (4)
jossa I o on kuuloraja yhden kilohertsin taajuiselle äänelle ja I on mitattu äänen 
intensiteetti.
Äänenvoimakkuustason yksikkö  on  dimensioton suure,  desibeli.  Äänen intensiteetin 
kymmenkertaistuminen   vastaa   desibeliasteikolla   aina   kymmenen   yksikön   lisäystä. 
Koettu   äänenvoimakkuus   samalla   intensiteetillä   tai   äänenvoimakkuustasolla 
kuitenkin vaihtelee taajuuden mukaan ja vain yhden kilohertsin kohdalla suhde on 
kaavan 4 mukainen.  Tämän on kuitenkin todettu olevan hyvä  mittari  käytännössä 
äänenvoimakkuuksia käsiteltäessä.
Äänenvoimakkuuden   periodinen  huojunta  (beating)   johtuu   kahden   taajuudellisesti 
toisiaan   lähellä   olevan  taajuuskomponentin  keskinäisestä   interferenssistä,   jossa  ne 
vuoron   perään   vahvistavat   ja   sammuttavat   toisiaan   vaihe­eron   mukaan.  Tällöin 
äänenvoimakkuuden minimin ja maksimin vaihtelu tapahtuu interferoivien aaltojen 
taajuuseron mukaisesti ja äänenkorkeus koetaan interferoivien aaltojen taajuuksien 
keskiarvona. Huojunta hidastuu taajuuseron pienentyessä ja katoaa sen vähennettyä 
riittävästi.  Kun   taajuusero   on  noin  15  Hz,   ollaan  korvan   erottelukykyä   kuvaavan 
kriittisen   kaistanleveyden   rajoilla,   jolloin   huojuntaa   ei   koeta   enää   lainkaan   eikä 
äänenkorkeutta   voida   hahmottaa.   Taajuuseron   edelleen   kasvaessa 
taajuuskomponentit   koetaan  erillisimmiksi  ja   puhtaammiksi  niiden   aistimuksen 
tapahtuessa enemmän eri aistinsolualueilla [Vir06, Kir02].  
2.2.2 Äänenkorkeus ja perustaajuus
Äänenkorkeus   määritellään   vertaamalla   ääniaaltoa   puhtaaseen   siniaaltoon 
psykoakustisesti   eli   subjektiivisilla   testeillä.   Harmoninen   aalto   kuullaan   sitä 
korkeampana äänenkorkeutena mitä suurempi sen taajuus on. Sitä puhtaan siniaallon 
 8
taajuutta,   joka vastaa analysoitavan ääniaallon koettua äänenkorkeutta,  kutsutaan 
perustaajuudeksi  (fundamental  frequency,  F0).  Objektiivisesti  perustaajuus liitetään 
minkä   tahansa   jaksollisen   signaalin  pisimpään  periodiin   jolla   signaali   toistuu. 
Harmonisen   aallon   tapauksessa   muut  sen  jaksolliset   komponentit   ovat   tällöin 
perustaajuuden   monikertoja.  Mutta   jos   ääniaallosta   ei   kyetä   kokemaan 
äänenkorkeutta, ei ääniaallolla ole subjektiivista perustaajuutta, vaikka äänisignaali 
olisikin   periodinen   tai   lähes   periodinen   objektiivisesti   tarkasteltuna   [deC06]. 
Äänenkorkeuden   määritelmän   ollessa   täysin   subjektiivinen,   ei   esimerkiksi 
voimakkaimman   taajuuskomponentin   voida   automaattisesti   olettaa   olevan 
perustaajuus jos mukana on monimutkaisia harmonisia yhteyksiä.  Näin on etenkin 
silloin   kun   äänisignaali   sisältää   monia   merkittäviä   yhtäaikaisia   perustaajuuksia 
kuten   musiikissa   käytetyissä   soinnuissa  aina  on   (perustaajuuksia   kutsutaan 
musiikissa yleisemmin säveliksi) [Kla04].  
Aistitun äänenkorkeuden koetaan muuttuvan vakiomäärällä  kun taajuus kerrotaan 
joillain   vastaavalla   vakiotekijällä   taajuusalueesta   riippumatta.   Äänenkorkeuden 
muutoksen   suhde   on   siis   logaritminen   taajuusskaalalla.   Todennäköisimmin 
kuuloelinten   rakenteen   johdosta   tekijällä  kaksi  eroavat   taajuudet   koetaan   saman 
äänenkorkeuden varianteiksi, joilla on samat auditoriset ja harmoniset ominaisuudet 
muihin   ääniin   verrattuna,   vaikka   ne   ovatkin   äänenkorkeudeltaan   erilaisia.   Tätä 
taajuussuhdetta kutsutaan oktaaviksi  ja sitä  pidetään yleisesti stabiileimpana  sekä 
miellyttävimpänä   musiikin   taajuussuhteena.  Musiikissa   käytetyt   sävelet   on   voitu 
tämän   takia   jakaa   kantasäveliksi,   jotka   ilmaisevat   kaikkia 
oktaavikerrannaissuhteessa   toisiinsa   olevia   säveliä   joilla   on  jokin  tietty   kyseisen 
kantasävelen  määräämä   yhteinen   referenssipiste.  Kantasäveliä   voidaan  näin   ollen 
pitää   eräänlaisina   äänenkorkeusluokkina,   jotka  koostuvat  luokan  taajuudellisesta 
referenssipisteestä, sekä siihen oktaavikerrannaissuhteessa (…, 1/8, 1/4,  1,  1/2, 2, 4, 
8, ...) olevista muista perustaajuuksista. [Kla06b]
2.2.3 Äänenväri
Äänenväri  liittyy  puolestaan  vahvasti  äänenlähteen  perustaajuuden  lisänä   olevien 
ylä­äänesten   energiajakaumaan,  sekä  aallon   muodon   yksityiskohtaisempiin 
ominaisuuksiin kuten jaksottomiin, ohimeneviin  äänikomponentteihin. Eri soittimien 
koettu   äänenväri  voikin   olla   sangen   erilainen,   vaikka   koettu   äänenkorkeus   ja 
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voimakkuus  olisivat  tismalleen  samat  ja  äänisignaalit  näyttäisivät  päällisin  puolin 
lähes identtiseltä. Niin sanottua melua ei sen sijaan voi luonnehtia juuri muuten kuin 
sen   voimakkuuden   perusteella   äänenkorkeuden   ja   äänenvärin  ollessa   liian 
epämääräisiä hahmotettaviksi.
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3 Musiikin rakenneosat ja toimintaperiaatteet
3.1 Intervallit ja länsimainen 12­säveljärjestelmä
Oktaavista   ja  muista   taajuussuhteista   käytetään  musiikissa  yleisemmin  nimitystä 
intervalli. Niille kaikille on ominaista hyvin tunnistettava spesifinen taajuusalueesta 
riippumaton sointi. Näin ollen käytetty absoluuttinen taajuus tai referenssitaajuus ei 
ole  musiikissa  itsessään merkitsevää, kunhan musiikin sisältämät intervallit eli sen 
suhteellinen   rakenne   pysyy   samana.   Absoluuttinen   taajuus   ilmenee   vain 
musiikkinäytteen   äänialassa,  joten  sillä  ei  ole  kuuntelukokemuksen   kannalta 
tavalliselle   musiikinkuuntelijalle  juurikaan   merkitystä,   kunhan   käytetty   ääniala 
pysyy kuitenkin suurinpiirtein säveltäjän tarkoittamalla alueella.
Intervallit muodostuvat jostain referenssitaajuudesta muodostetun harmonisen sarjan 
tekijäparien   suhteista,  joista   esimerkiksi   kvintti   on   kolmannen   ja   toisen   tekijän 
taajuuksien suhde. Se on helpoin tuottaa oktaavin (2:1) jälkeen, sillä siinä taajuuksien 
suhde on 3:2 siinä missä esimerkiksi mollisekunnin suhde on 16:15. Huomionarvoista 
on  se,  että   intervallit   löydettiin   ja  hyväksyttiin   länsimaisen  musiikin  evoluutiossa 
niiden  harmonisessa   sarjassa  sijainnin   järjestyksessä,  eli   taajuussuhteiden 
pienenemisen   mukaisesti.   Sama   kehitys   koettiin   itsenäisesti   myös   muissa 
kulttuureissa,   joten   harmonista   sarjaa   voidaan   pitää   luonnollisena   musiikin 
ilmentymänä ihmiselle. [Gor02]    
Oktaavin   jakaminen   perinteisesti   12   askeleeseen   juontuu   antiikin   ajoista,   jolloin 
todettiin että yleisesti käytössä olleet 7 sävelen asteikot voitiin rakentaa 12 eri osasta 
oktaavin sisällä. Intervallit eivät kuitenkaan ole täysin tasavälisiä  keskenään, joten 
jakoa joka tuottaisi puhtaita harmonisia intervalleja mistä tahansa kohtaa asteikkoa 
yritettiin turhaan kehittää  yli  2000 vuotta. Ongelma ilmeni kun musiikkiin alettiin 
sisällyttää  modulaatiota, eli käytetyn asteikon äänialan siirtämistä johonkin toiseen 
kohtaan. Tätä  ei voitu tehdä  vaihtamatta soitinta jos haluttiin säilyttää  oikea vire. 
[Gor02] 
Monien   erilaisten  kokeilujen   jälkeen  päädyttiin   12   osan   tasavireiseen   jakoon,   jota 
kutsutaan myös kromaattiseksi asteikoksi. Sen kantasäveliä  (tai säveliä)  ovat  C:stä 
alkaen järjestyksessä  C, C#/Db, D, D#/Eb, E, F, F#/Gb, G, G#/Ab, A, A#/Bb  ja B.  Eri 
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kantasävelistä  käytetään myös  yksittäin  termiä  kroma. Korotukset (#) ja alennukset 
(b)  ovat enharmonisia säveliä   joiden sävelkorkeudet puhtaassa virityksessä  hieman 
poikkeavat toisistaan, mutta joiden välillä ei tasavireessä ole korkeuseroa. Näin ollen 
esimerkiksi   pianolla  C#  ja  Db  kuvaavat   samaa   mustaa   kosketinta   valitussa 
oktaavissa. 
Tasavireisellä   jaolla   saatiin   aikaan   oktaavin   symmetrinen   osiin   jakamisen 
mahdollisuus,   yhtenevä   vire   aloittaessa   asteikko   eri   kohdista   ja   käytännöllinen 
äänenkorkeuksiin   jako.   Tasavireiset   intervallit   eivät   kuitenkaan   vastaa   täysin 
harmonisia   intervalleja   irrationaalisuutensa   vuoksi  sillä  pienimmän   tasavireisen 
intervallin, mollisekunnin, suhdeluku on 21/12 eli noin 1,06. Tasavireiset intervallit ovat 
kuitenkin   tarpeeksi   lähellä  puhtaita   intervalleja  eritoten   kvinttien   osalta,   joskin 
hienojakoisimmat   intervallit   kärsivät   hieman   enempi   tasavireisyydestä   [Gor02]. 
Soittimilla   jotka   eivät   perustu   tasavirejakoon   voidaan  luonnollisesti  päästä  aina 
puhtaisiin   intervalleihin.   Tällöin   ongelmaksi   kuitenkin   muodostuu   intonaatio   eli 
oikean vireen löytäminen ja siinä pysyminen. Tällaisiä soittimia ovat esimerkiksi viulu 
ja ihmisääni.
Taulukossa  1  on   esitetty  länsimaisen  12­säveljärjestelmän  intervallit   C­sävelestä 
alkaen   käyttäen   etäisyytenä  tasavireisen   asteikon  pienintä   etäisyyttä, 
puolisävelaskelta.  Se on helposti visualisoitavissa ja kuultavissa esimerkiksi pianon 
koskettimistolla joidenkin kahden vierekkäisen koskettimen avulla.  Myös  taulukon  1 
intervalleja laajempia  intervalleja kuten nooneja (oktaavi+sekunti) käytetään, mutta 
ollessaan oktaavikerrannaisia pienemmistä intervalleista  ja näin ollen  niiden kanssa 
saman harmonisen toiminnallisuuden jakavia, on niiden merkitys musiikin harmonian 
kannalta epäoleellisempi.
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Taulukko 1: Länsimaisen 12­säveljärjestelmän oktaavin sisäiset intervallit.
Intervallin nimi Intervallin tyyppi ja etäisyys
Priimi C    C, ↔ 0 puolisävelaskelta 
Mollisekunti C    C#/Db, 1 puolisävelaskelta ↔
Duurisekunti C   D, 2 puolisävelaskelta↔
Molliterssi C   D#/Eb, 3 puolisävelaskelta↔
Duuriterssi C   E, 4 puolisävelaskelta↔
Kvartti C   F, 5 puolisävelaskelta↔
Tritonus C   F#/Gb, 6 puolisävelaskelta↔
Kvintti C   G, 7 puolisävelaskelta↔
Molliseksti C   G#/Ab, 8 puolisävelaskelta↔
Duuriseksti C   A, 9 puolisävelaskelta↔
Molliseptimi C   A#/Bb, 10 puolisävelaskelta↔
Duuriseptimi C   B, 11 puolisävelaskelta↔
Oktaavi C   C, 12 puolisävelaskelta↔
3.2 Sävelasteikko, tonaalinen keskus ja atonaalisuus
Musiikin merkittävin  rakenneosa  ja  kaiken perusta  ovat  sävelasteikot,   tai  asteikot 
lyhyemmin   ilmaistuna.  Näistä   duuriasteikko  on  länsimaisessa   traditiossa   selkeästi 
käytetyin. Se ja kaikki muutkin sävelasteikot määritellään niiden sisältämien sävelten 
keskinäisten  intervallien avulla. Näin sävelasteikon sisäinen muoto ei muutu kun se 
siirretään alkamaan eri sävelestä  ja sävelasteikko  säilyttää sille ominaisen sointinsa 
vaikka   sen   äänenkorkeusalue   muuttuukin.  Tätä  siirrosta  kutsutaan   musiikissa 
yleisemmin  transponoinniksi.  Sävelasteikot nimetään tyyppinsä   lisäksi  juurisävelen 
mukaan   josta   sävelasteikon   määritellään   alkavan   (esimerkiksi  C­duuriasteikko). 
Juurisäveltä   nimitetään   myös   tonaaliseksi   keskukseksi  tai   toonikaksi   [JoP08]. 
Sävelasteikkojen muita säveliä nimetään niiden asteiden mukaan, kuinka monensia 
säveliä   ne   asteikossa   ovat.   Jos   halutaan   vielä   lisäksi   ilmaista  minkä   kokoisesta 
intervallista on kulloinkin tarkalleen kyse, määritellään asteikon sävelasteille niiden 
eksakti   intervalli   tonaalisen keskuksen  suhteen.  C­duuriasteikon muoto  on  esitetty 
pianon koskettimilla ja nuottiviivastolla kuvassa 1.  
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Kuva 1: C­duuriasteikko nuottiviivastolla ja pianonkoskettimilla [SrU07].
Mikäli   musiikkinäytteessä   käytetään   suurin   piirtein   tasapuolisesti   kaikkia 
kantasäveliä, eikä siitä pystytä löytämään mitään tonaalista keskiötä  johon musiikki 
painottuisi   ja   hakeutuisi,   pidetään   sitä   atonaalisena.   Tonaalisessa   tapauksessa 
esityksen   koetaan   noudattelevan   suurimmaksi   osaksi   jotain   sävelasteikkoa   tai 
tonaalista keskiötä ainakin paikallisesti. Mitään tarkkaa rajaa ei näille määreille ole 
kuitenkaan  olemassa,   vaan   niiden   välillä   on   jatkumo   jonka   ääripäät   ovat   kenen 
tahansa tunnistettavissa. Toisin sanoen, atonaalisuus tarkoittaa musiikissa kaaosta ja 
tonaalisuus jollain tavalla jäsenneltyä tai rajattua kaaosta, jos musiikkia tarkastellaan 
puhtaan fysikaalisesta näkökulmasta. [JoP08]
3.3 Yleisimmät sävelasteikot ja niiden moodit
Kuten   luvussa  3.1  todettiin,   yleisimmin   musiikissa   esiintyvät   sävelasteikot   ovat 
diatonisia eli  7  kantasäveltä  sisältäviä.  Yleisimmin  käytettyjä  diatonisia  asteikkoja 
ovat duuriasteikko, melodinen molliasteikko ja harmoninen molliasteikko. Diatonisten 
asteikkojen lisäksi useimmiten käytettyjä asteikkoja ovat symmetriset asteikot. Näistä 
tunnetuimpia ovat  kokosävelasteikko, vähennetty asteikko, ylinouseva asteikko sekä 
kaikki  sävelet sisältävä  kromaattinen asteikko.  Symmetrisyys nimike johtuu niiden 
osien   symmetrisesti   toistuvasta   rakenteesta   oktaavin   sisällä.  Esimerkiksi 
kokosävelasteikko koostuu symmetrisesti tasaintervallein kromaattisen asteikon joka 
toisesta   sävelestä,   ollen   näin   6­sävelinen   asteikko.  12  osaan   jaetusta   oktaavista 
voidaan   muodostaa   kaiken   kaikkiaan   211­1  sisäiseltä  muodoltaan   erilaista 
sävelasteikkoa,  mutta  muita   kuin   edellä  mainittuja   harvemmin  käytetään.  Edellä 
mainitut   asteikot  määritellään   tässä   työssä  käytetyksi 
standardisävelasteikkokokoelmaksi. Kuvassa 2 on esitetty niiden  muodot tarkemmin. 
Muotojen sisäiset etäisyydet on annettu kuvassa puolisävelaskelina. [Poz98, Jac96]
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Kuva 2: Yleisimmät asteikot alkaen C­sävelestä.
Rinnakkaissävellajeilla tarkoitetaan varsinaisten sävelasteikkojen eri moodeja, jotka 
saadaan  määrittelemällä   sävelasteikon  tonaaliseksi  keskiöksi   jokin   toinen  kyseisen 
asteikon   sävel.  Tällöin  asteikon  sävelkokonaisuutta   ei   kuitenkaan  muuteta. 
Esimerkiksi  A­molliasteikko on  C­duuriasteikon kuudes moodi, sillä  A­molliasteikko 
(A, B, C, D, E, F, G) saadaan aloittamalla  C­duuriasteikko (C, D, E, F, G, A, B) sen 
kuudennesta sävelestä. Diatonisilla sävelasteikoilla on kaikilla näin ollen 7 eri moodia, 
joilla on kaikilla oma spesifinen sointinsa kuten varsinaisilla sävelasteikoillakin (jotka 
voidaan  määritellä   itsensä   1.  moodiksi).  Huomioitavaa   on,   että  minkään   yleisesti 
käytetyn diatonisen sävelasteikon moodi  ei  koskaan toistu  jonkin  toisen diatonisen 
sävelasteikon   moodina.   Tämän   johdosta   kukin   moodi   voidaan   aina   liittää 
yksiselitteisesti sitä vastaavaan varsinaiseen sävelasteikkoon (kuten A­molliasteikko 
C­duuriasteikkoon). 
Myös symmetrisille asteikoille voidaan periaatteessa määritellä moodit, mutta niiden 
pienen  lukumäärän johdosta niistä  ei  yleensä   tätä  nimitystä  käytetä.  Vähennetyllä 
asteikolla on vain kaksi  (puolisävelaskeleella alkava ja kokosävelaskeleella alkava), 
ylinousevalla   myös   kaksi   (puolisävelaskeleella   alkava   ja   molliterssillä   alkava)   ja 
kokosävelasteikolla   vain   yksi   itsenäinen   moodi.   Moodien   vähyys   selittyy 
symmetrisyyden   myötä   toistuvasta   sisäisestä   rakenteesta,   jolloin   aloittaessa 
sävelasteikko   tietyistä   kohdin   se   vastaakin   vain   varsinaisen   sävelasteikon 
transponointia, eikä muuta sävelasteikon spesifistä sointia ja sisäistä muotoa [Poz98]. 
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Näin ei tapahdu diatonisten asteikkojen tapauksessa niiden symmetrisyyden puutteen 
vuoksi. Kuvassa 3 on esitelty C­duuriasteikon kaikki moodit rakenteineen ja nimineen. 
Muiden   asteikkojen   moodit   voi   tarkistaa   mistä   tahansa  hyvästä  musiikinteorian 
oppikirjasta.
Kuva 3 : C­duuriasteikon moodit muotoineen puolisävelaskelina ilmaistuina.
3.4 Soinnut
Soinnut  määrittelevät  länsimaisessa   traditiossa  musiikin  harmonisen   rakenteen   ja 
sisällön.   Niiden   avulla   on   yksinkertaista,   mutta   tarpeeksi   yksiselitteistä   kuvata 
samanaikaisten sävelten ilmenemismuotoja ja spesifistä soinninväriä. Sointukäsitettä 
voidaan   pitää  myös   eräänlaisena   perustaajuusjoukkojen   pakkausmuotona,   joka   on 
helppo   purkaa   ja   muodostaa,   mikäli   sointuteorian   peruskäsitteet   tunnetaan   ja 
käsiteltävä   musiikkinäyte   ei   merkittävässä   määrin   eroa   länsimaisen   musiikin 
tyypillisistä rakenteista [LeS06].
Sointuja   ilmaistaan   tehokkaimmin   sointumerkinnöillä,   jotka   määrittävät   soinnun 
juurisävelen   pohjalta   kaikki   muut   sen   sisältämät   sävelet.   Sointumerkinnässä 
ilmaistaan suoraan kuitenkin vain juurisävel ja soinnun tyyppi. Muut soinnun sävelet 
saadaan  johdettua  sointumerkintäsäännöistä  näiden  avulla.  Huomioitavaa   on,   että 
sointumerkintöjen  sisältäessä vain  niiden  sisältämien sävelien nimet,  ne  eivät  rajaa 
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tarkemmin  mistä   oktaavista   kyseiset   sävelet   tulisi  kulloinkin  valita.  Tavallisissa 
sointumerkinnöissä   sointujen  sävelien   alue  kuitenkin  rajoittuu   kahden   oktaavin 
alueelle,   mutta   sointuja   soittaessa   ne   voidaan   yleensä   rakentaa   vapaasti   mistä 
oktaaveista tahansa, ellei toisin ole erikseen määrätty. [Gor02] 
Vaihtamalla   soinnun   juurisävel   johonkin   toiseen   soinnun   sisältämään   säveleen 
vaihtuu myös soinnun nimi, jonka johdosta erilaisia sointuja on paljon enemmän kuin 
kantasävelkombinaatioita, joita on 212­13  (tyhjää ja yhden kokoisia kombinaatioita ei 
lasketa).   Kun   huomioidaan   että   kukin   sointu   sisältyy   vain   yhteen   tiettyyn 
sävelkombinaatioon,   saadaan   kaikkien  mahdollisten   12   kantasävelestä   koostuvien 
sointujen lukumääräksi 24564 kaavan  5 mukaan. Sointuja on siis noin kuusi kertaa 
enemmän kuin kantasävelkombinaatiota joita on 4083.
∑
i=2
i=12
(12i )∗i .                                                                                                                     (5) 
Kaikkien mahdollisten sointujen ja tavallisesti käytettyjen sointumerkintöjen suuren 
määräeron takia voidaan joutua tilanteeseen, jossa nuottiesityksessä ei voida käyttää 
standardeja sointumerkintöjä,  vaan mukaan on liitettävä  vapaita  määritteitä.  Näin 
käy usein jos soinnun sävelten sisäinen järjestys halutaan määritellä tarkemmin tai 
käytetty  sointu  poikkeaa  suuresti  yleisesti  käytetyistä   sointutyypeistä.  Esimerkiksi 
Allan  Holdsworthin  musiikissa   yleiset   sointumerkinnät   harvoin  riittävät  ja   usein 
joudutaan   turvautumaan   epästandardeihin   merkintätapoihin  [Hol94].   Haluttaessa 
määritellä   sointu   tarkemmin   voidaan   se  myös  tietysti  ilmaista   sointumerkinnän 
lisäksi   myös   nuottiviivastolla,   jolloin   sen   perustaajuusalue   ja   sävelten   sisäinen 
järjestys on täysin eksaktisti määrätty. 
Soinnut on perinteisesti muodostettu sävelasteikkojen tiettyjen sävelten yhdistelminä. 
Eniten   käytettyjä   rakenteita   ovat   kolmisoinnut   ja   nelisoinnut,   joista   yleisimmät 
saadaan   duuriasteikosta  pinoamalla  siitä   terssejä,   eli   ottamalla  mukaan   sen   joka 
toinen  sävel asteikon jostain sävelestä  alkaen.  Saadun soinnun tyyppi  riippuu siitä 
montako  terssiä   otetaan   mukaan   ja   mistä   asteikon   kohtaa   sävelten  pinoaminen 
aloitetaan.   Esimerkiksi   duurikolmisointu   saadaan  pinoamalla  kaksi   terssiä 
duuriasteikon   ensimmäisestä,  neljännestä   tai   viidennestä  sävelestä  alkaen. 
Luonnollisesti  on  myös  olemassa muitakin   tapoja  muodostaa sointuja,  mutta  tässä 
tutkielmassa ei ole tarvetta niitä tämän enempää käsitellä.
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4 Musiikin transkription tekoälymenetelmät
Transkriptiota   voidaan   pitää   eräänlaisena   musiikillisen   reseptin   laatimisena 
päinvastaisessa  suunnassa  musiikin  synnyttämiseen nähden.  Siinä  pyritään raa'an 
audiosignaalin  muodossa  olevasta  musiikkinäytteestä   johtamaan  kaikki   olennainen 
tieto,   jonka   avulla   kyseinen   esitys   saadaan   symboliseen   nuottiesitysmuotoon 
analyysiä, muokkausta tai uudelleenluontia varten. Transkriptio rajoittuu tyypillisesti 
nuottiesityksen rajaamiin puitteisiin ja näin ollen jättää esittäjälle vapauden tulkita 
nuottiesitystä  haluamallaan tavalla.  Soiton pienet  nyanssit,  kuten  soittajakohtainen 
vibraton   tyyli  ja  yksittäisten   nuottien  eksakti  äänenvoimakkuus,   eivät   kuulu 
nuottiesityksen   piiriin,   joten   niiden   määritys   ei   siten   myöskään   kuulu 
transkriptioprosessiin.   Nuottiesityksen   ja   audiosignaalimuotoisen  musiikkinäytteen 
vastaavuus ei ole näin ollen yksiselitteinen, eikä se olisi käytännöllistäkään. Se riittää, 
että   kaikki   oleellinen   musiikillinen   informaatio   on   sisällytetty   symboliseen 
nuottiesitysformaattiin,   jossa   sitä   on   helpoin   käsitellä   ja   tutkia   musiikillisin 
menetelmin.
Nuottiesityksen   laatimisen   lisäksi   transkriptio   voi   olla   hyödyllistä   esimerkiksi 
musiikin   kategorisoinnissa,   musiikkitietokantahauissa,   musiikkinäytteiden 
laadullisessa   vertailussa,   eri   esitysteknisten   osien   synkronoinnissa, 
musiikkikoulutuksessa  sekä  musikologisissa   tutkimuksissa.   Transkriptiota   voidaan 
pitää   myös   erittäin   tehokkaana   musiikkiaudiosignaalin   pakkausprosessina,   sillä 
muunnoksena   saatu   symbolinen   muoto   vie   muistia   vain   muutaman   kilobitin 
sekunnissa   [Kla04].   Siten   transkription   automatisointiprosessin   tutkiminen   on 
ensiarvoisen   tärkeää,   vaikkei   se   olekaan  saanut   yhtä   paljon  huomiota  kuin  hyvin 
paljon samoja piirteitä sen kanssa jakava puheentunnistus [Kla03]. 
Transkription puheentunnistuksen kanssa jakamia yhteisiä piirteitä ovat esimerkiksi 
tilastollisten mallien (lingvististen/musikologisten) käyttö epävarmuuden hallintaan ja 
akustisten   äänisignaalien   analysointi   osittain   samoin   menetelmin.   Molemmissa 
kootaan  generatiivisesti  äärellisestä   joukosta   elementtejä   (sanat/nuotit)  koostuvia 
laajempia   rakenteita.   Puhesignaalin   kuvailu   vaatii   kuitenkin   luontaisesti   enempi 
informaatiota kuin musiikkinäytteiden, sillä musiikissa  vain  pelkkä äänenkorkeus ja 
ajoitus   riittävät   nuottien   muodostamiseen.   Tilastollisten   mallien   rakentaminen 
transkriptiota   varten   on   myös   helpompaa   musikaalisten   elementtien   vähemmän 
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kompleksisuuden ja dynaamisen variaation myötä, mikä mahdollistaa automaattisesti 
syntetisoidun   harjoitusdatan   käytön.   Toisaalta   musiikin   ollessa   useimmiten 
moniäänistä,  tuottaa  eri   soittimien   sekoittuminen   ongelmia   joita  ei 
puheentunnistuksessa   ole,  koska   puhujat   yleensä   puhuvat   yksi   kerrallaan. 
Mahdollisuus automaattisesti kehittää uutta harjoitusdataa vanhasta  yhdistelemällä 
samanaikaisesti  eri   ääninäytteitä,  sekä   musiikillisten   tapahtumien   implisiittinen 
taipumus  korreloida  ajallisesti   ja   harmonisesti  kompensoi   kuitenkin   tätä   vajetta 
huomattavasti.  [Kla06b, GrE11] 
Tässä  luvussa  paneudutaan   transkription   kolmeen   tärkeimpään   osa­alueeseen: 
sävelten,   sointujen  ja   rytmiikan  tunnistukseen.  Tarkoituksena  on keskittyä  yhteen 
näistä   kerrallaan   ja   esitellä   pelkästään  menetelmiä,   joita   ei  muiden   osa­alueiden 
yhteydessä   tässä  käsitellä,  vaikka tarkasteltavia menetelmiä  olisikin käytetty myös 
niissä   toimivasti  hyväksi.  Tämä   on  perusteltua  turhan  toiston välttämiseksi.  Niitä 
menettelytapoja,  joissa suoritetaan useampi  tässä tutkielmassa itsenäisesti  käsitelty 
transkription  osa­alue   yhtä   aikaa   ei  myöskään  huomioida   tarkemmin.  Tämä   on 
perusteltua sillä, että jos kyseinen menettely jakaa muiden jo esitettyjen kanssa paljon 
yhteisiä   piirteitä,   ei  sen  kuvailu  olisi   näin   ollen  tutkimuksen   kannalta 
informatiivisesti  aiheellista.  Tarkoituksena   onkin  luoda  kattava,  joskaan   ei  täysin 
perusteellinen   kuva   automaattisen   transkription   nykymenetelmistä   ja   niiden 
toimintaperiaatteista tutkielman laajuus kuitenkin huomioiden. 
4.1 Transkription osa­alueet ja prosessit   
Sävelten   tunnistuksessa   etsityt   sävelkorkeudet   muodostavat   musiikkinäytteen 
melodian yksittäin tarkasteltuna ja joukoittain tarkasteltuna sävellyksen harmonian. 
Yhtä   aikaa   esiintyvien   sävelten   keskinäiset   suhteet  määräävät   harmonian   laadun 
kullakin ajanhetkellä. Tätä laadullisuutta kuvaillaan musiikissa perinteisesti soinnun 
käsitteellä.  Niiden   ilmentymiä  pyritään   estimoimaan   sointujen   tunnistuksessa. 
Rytmiikan tunnistuksessa yritetään mallintaa esityksen dynamiikkaa ajassa, milloin 
musiikilliset   tapahtumat   alkavat   ja   loppuvat   suhteessa   toisiinsa,   sekä   niiden 
voimakkuuseroja   ja   ryhmityksiä.  Näiden   perusteella   suoritetaan   sitten   rytminen 
jäsentely,  joka  pyrkii   löytämään  musiikkinäytteen   ajalliset   painotukset   ja   niiden 
perusteella musiikkinäytteessä yleisesti ilmenevät periodiset lainalaisuudet. 
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Äänenväriin   liittyvät   tekijät,   kuten   soittimien   tunnistus,   ovat   yksi   oleellinen 
transkription osa­alue, mutta sen automatisointi monia päällekkäisiä instrumentteja 
sisältävissä yleisissä tapauksissa on vielä hyvin epävarmaa eikä realistista toteuttaa 
käytännössä   [Vic11].   Lisäksi   siitä   saatava   hyöty   jää   verrattain   vähäiseksi,   sillä 
yleisimpien  soittimien   tunnistus   on  useimmiten  hyvin   helppoa   ja   nopeaa 
musiikillisesti  kouluttamattomallekin   ihmiselle.  Näin   ollen   tähän   osa­alueeseen   ei 
tässä   tutkielmassa  erikseen  paneuduta,   vaan   painotus   on   toimiviksi   todetuissa 
käytännön menetelmissä,   joiden tehokkuuden tärkeys on transkriptiossa muutenkin 
suurempi.  Soittimien  tunnistus  on  kuitenkin   jonkin  verran esillä   sävelkorkeuksien 
tunnistusmenetelmien yhteydessä, joten sen käsittelyä ei voida täysin välttää, joskin 
se  pyritään pitämään tässä  minimissä. Myöskään musiikkinäytteiden automaattinen 
rakenteellinen   jako  eri   sektioihin,  kuten  esimerkiksi  kertosäkeisiin   ja   säkeisiin,   ei 
kuulu   tämän   tutkimuksen  piiriin  osittain   samoista   syistä  ja   tutkielman   laajuuden 
kohtuumitoissa pitämiseksi.
Huomioitavaa on, että kukin transkription osa­alue ei ole täysin itsenäinen, vaan niillä 
on usein jonkinasteista komplementaarisuutta toisiinsa nähden.  Transkriptioprosessi 
voikin   edetä  iteratiivisesti   eri   osa­alueiden   välillä.  Esimerkiksi   sävelkorkeuden 
tunnistuksessa voidaan löytää   jollain aikavälillä  vallitsevien nuottien perustaajuus, 
mutta   rytmiikan   tunnistusta   tarvitaan   paikantamaan   kyseiset   nuottitapahtumat 
tarkemmin   ajallisesti.   Paremmalla   aikaresoluutiolla   voidaan   tämän   jälkeen   taas 
määrittää   sävelkorkeudet   tarkemmin   jatkaen   iteraatiota   kunnes   nuottien 
oikeanlainen   kvantisointi   on   saavutettu.  Myös   sointujen   tunnistuksesta   saatavaa 
informaatiota voidaan käyttää  sävelkorkeuksien estimoinnin tarkennukseen.  Tämän 
jälkeen   varmemmilla   sävelkorkeusennusteilla   voidaan   taas   edelleen   tarkentaa 
sointujen tunnistusta.  Edellä  kuvattuja  iteratiivisia syklejä  voidaan toistaa tarpeen 
vaatiessa kunnes mahdollisimman hyvä konvergointi on saavutettu. [Kla03]   
Transkriptioprosessin   voidaan   olettaa   etenevän   audiosignaalista   valittuun 
lopputulokseen useiden eri välivaiheiden kautta joiden aiempia tuloksia myöhemmät 
vaiheet   käyttävät.   Jokainen   vaihe   tuottaa   edellistä   korkeamman   abstraktiotason 
väliesityksen,   josta   on   redusoitu   epäolennaisuuksia   pois   ja   johdettu  musiikillisesti 
merkitseviä ominaisuuksia aina helpommin ymmärrettävään ja informatiivisempaan 
muotoon.   Lähtökohtana   on   aina   äänisignaalin   aikasarjaesitys,   jossa   ääniaalto   on 
muunnettu diskreettiin muotoon algoritmisesti käsiteltäväksi. Diskretisoinnin jälkeen 
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ensimmäisenä   välimuotona   käytetään   eniten   aikasarjaesityksestä   johdettavaa 
taajuusspektriä,  joka   ilmaisee   eri   taajuuksien   intensiteettiä   analysoitavassa 
signaalissa.  Vaihespektrille,  joka   ilmaisee   eri   taajuuksien   vaiheita,  on   löydetty 
huomattavasti   vähemmän   käyttöä   akustisista   ja   soitannollisista   syistä   johtuen. 
Transkriptiossa   käytettyjen  äänenkorkeustunnistusalgoritmien   täytyykin   olla 
musiikin  luontaisen  vaihekoherenssin puutteen takia yleisesti vaihesokeita  [AbP06]. 
Sen sijaan  transkriptiossa  hyvin  oleellista  taajuusspektrin  muodostusta  käsitellään 
seuraavaksi. [Kla06b]                     
4.2 Äänisignaalin taajuustasoesitys
Jos   jonkun  ainakin  paloittain  jatkuvan  funktion f x  voidaan   olettaa   sisältävän 
jaksollisia   komponentteja   eli   funktio   toistuu   tietyin   väliajoin,   voidaan  sitä 
approksimoida trigonometrisella sarjalla joka on annettu kaavassa 6,
f x =
a0
2
∑
k=1
∞
[ak coskxbk sinkx] ,                                                                            (6)
jossa  a0 , ak ja bk ovat sarjan kertoimia. [Hon05]  
Sarjan   termien   kertoimet   saadaan   trigonometrisen   sarjan   termien   joukon 
ortogonaalisuuden   perusteella   helposti   integroimalla.   Kun   jokin   funktio   kuvataan 
trigonometrisella sarjalla,  kutsutaan  tätä esitystä  kyseisen funktion Fourier­sarjaksi 
ja   sen   kertoimia   Fourier­kertoimiksi.   Fourier­sarja   suppenee   sitä   paremmin  mitä 
sileämpi   funktio f x  on,   kuten   sarjan   muodosta   voi   päätellä.   Sen 
käyttökelpoisempi kompleksilukumuoto saadaan soveltamalla Eulerin lausetta kaavan 
6 trigonometriseen sarjaan. Tämä määritellään kaavalla 7,
f x =∑
k=−∞
∞
ck e
ikx ,                                                                                                         (7)
jossa ck ovat funktion kompleksisen Fourier­sarjaesityksen kertoimia. [Kre99]
Fourier­sarjan   yleistävä   Fourier'n   integraali   on   voimassa   suhteellisen   väljät   ehdot 
toteuttaville funktiolle. Jaksottoman funktion tapauksessa voidaan jaksoa pitää tällöin 
äärettömänä   ja   Fourier'n   sarjan   summa   voidaan   tulkita   integraalisummaksi 
kulma­aaltolukuavaruudessa.   Funktion   Fourier'n   muunnos   määritellään   Fourier'n 
integraalin sisäintegraalin avulla ja sillä voidaan määritellä funktion sinimuotoisten 
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komponenttien   amplitudi   ja   vaihe.   Fourier'n   muunnos   on   annettu   ajalliseen 
tarkasteluun soveltuvassa muodossa kaavalla 8, 
X  f =∫
−∞
∞
dtf t e−itf2 ,                                                                                                (8)
jossa t on aika ja f on taajuus. [Hon05] 
Kaavaa   8   käytettäessä   käsitellään   siis   taajuutta   aaltoluvun   sijaan.  Fourier'n 
muunnoksella   voidaan   laskea   jaksollisen   funktion f t mielivaltaisen   taajuuden 
amplitudi,  joka on  muunnoksen itseisarvo eli kompleksiluvun  pituus.  Muunnoksesta 
saadaan  myös   jakson  vaihe,  jota   ilmentää  muunnoksen   argumentti.  Korottamalla 
amplitudi   toiseen   potenssiin   saadaan   kyseisen   taajuuden   teho.   Tämä   korreloi 
äänenvoimakkuuden kannalta paremmin ihmisaistimuksen kanssa [Roa96]. 
Käytännön   sovelluksissa  muunnettavan   funktion   ollessa   useimmiten   sarja   tietyin 
väliajoin   tapahtuvia  mittauksia   (kuten   äänisignaaleissa),   täytyy   käyttää   Fourier'n 
muunnoksen diskreettiä versiota joka on määritelty kaavalla 9,
X k=∑
n=0
N−1
xn e
−2πikn /N , k=0,... , N−1 ,                                                                            (9)
jossa N on näytteenottopisteiden määrä, xn on näytteenottopisteen n mittausarvo ja 
tarkastelutaajuuden  määrittelevä k on   analysoitavan   aallonpituuden   kokonaisten 
periodien määrä aikaikkunassa. [RMW02]  
Diskreetissä   Fourier'n   muunnoksessa   menetetään  informaatiota,  eikä  tarkka 
käänteismuunnos tai mielivaltainen tarkasteluresoluutio ole mahdollinen. Diskreetti 
Fourier'n   muunnos   sisältää   kaavan  9  mukaan   yhtä   monta   lukuarvoa   kuin 
näytteenottopistettä  joista   muunnos   lasketaan.   Kukin   muunnoksen   lukuarvo   eli 
Fourier­termi X k approksimoi alkuperäisessä  aikasarjassa taajuudella f =Sk /N
tapahtuvan   värähtelyn   suuruutta   kun   näytteenottotaajuus   on  S.   Saatu   diskreetti 
taajuusjakauma jakautuu tasaisesti yhtä suuriin väleihin muodostaen taajuuslokerot 
(frequency bins) f 0, f 1,... , f N−1 siten, että niiden Fourier'n termit X 0, X 1, ... , X N−1
approksimoivat   spektristä   intensiteettiä   kyseisen   taajuuslokeron   keskustaajuuden 
ympäristössä. [Kre99] 
Diskreetin   Fourier'n   muunnoksen   suurin   periaatteessa   approksimoitavissa   oleva 
taajuus f N−1 on näytteenottotaajuus  S.    Nyquistin   teoreeman mukaan  kuitenkin 
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vain   puolet   tällä   tavoin   analysoitavista   taajuuksista   on   toisistaan   riippumattomia 
korkeampien   taajuuksien   peilautuessa   Nyquistin   rajan   (puolet 
näytteenottotaajuudesta)   alapuolisille   taajuuskomponenteille.   Tästä   syystä 
näytteenottoväli   on   syytä   valita   riittävän   pieneksi,   jotta   nämä   äänisignaalin 
laskostumisefektit   saadaan   minimoitua   ja   musiikissa   esiintyvät   korkeimmat 
merkitsevät taajuuskomponentit pystytään huomioimaan oikealla tavalla. [Roa96]
Lyhyen   aikavälin   Fourier'n   muunnos   (short­time   Fourier   transform)   lisää 
menetelmään aikaikkunoinnin, joka jakaa käsiteltävän signaalin ajallisesti erillisesti 
käsiteltäviin analyysikehyksiin jotka voivat osittain olla päällekkäisiä. Signaalin jako 
aikaikkunoihin on varsinkin musiikin transkription kannalta oleellista, jotta voidaan 
arvioida   musiikillisesti   kiinnostavien   taajuuskomponenttien   esiintyvyyksien 
ajankohtia   niiden   synnyttäneiden   nuottitapahtumien   kannalta.   Analyysikehyksiin 
jako toteutetaan jonkin aikaikkunafunktion ja alkuperäisen signaalin konvoluutiona, 
josta   diskreetti   Fourier'n   muunnos   sitten   lasketaan   tavanomaisesti. 
Analyysikehyksien epäjatkuvuuden  lisäksi  konvoluutio  aiheuttaa myös  vääristymää 
taajuusmuunnokseen   [RMW02].   Tätä  voidaan  yrittää  minimoida   sopivilla 
aikaikkunointifunktion   ominaisuuksilla,   kuten   kellokäyrämuodolla   ja  ikkunoinnin 
osittaisella päällekkäisyydellä. Pelkän binäärisen aikaikkunoinnin käytön on todettu 
aiheuttavan   maksimaalisen   taajuusinformaatiovuodon   vierekkäisten 
taajuuslokeroiden   välillä,   joten   aikaikkunointifunktion   optimointi   on   perusteltua 
[Bro91].
Huomioitavaa on, että  aikaikkunointia  rajoittaa kaavan  9  mukaisesti  Heisenbergin 
epätarkkuusperiaate:   taajuuskomponentin   ajallinen   kohta   on   sitä   epämääräisempi 
mitä tarkemmin taajuus tunnetaan ja päinvastoin. Toisin sanoen, taajuuden tarkkuus 
kasvaa sen mukaan mitä isompi yksittäisten analyysikehyksien näytteenottopisteiden 
määrä  N  on,  mutta   tällöin   ajallinen   kohdennus   epämääräistyy   ja   päinvastoin. 
Transkription   kannalta   etenkin  alempia   perustaajuuksia   tutkittaessa  on 
epätarkkuusperiaatteen   vaikutus   merkittävä  varsinkin  pienemmillä 
näytteenottotaajuuksilla. [Roa96]
Diskreetti Fourier'n muunnos on taajuuden suhteen lineaarinen eli taajuuslokeroiden 
ero  ja resoluutio ovat vakioita.  Kuten luvussa  3.1  todettiin,  tasavireisen 12­äänisen 
kromaattisen asteikon perustaajuudet eivät ole näin jakautuneita vaan logaritmisia. 
Tästä   syystä  ne   eivät   juurikaan   sijoitu   lähelle   diskreetin   Fourier'n  muunnoksen 
 23
taajuuslokeroiden keskuksia etenkään alemmilla taajuuksilla. Eräs tapa kiertää tätä 
ongelmaa  on   laskea   analysoitavien   tasavireisten   perustaajuuksien   amplitudi 
diskreetin   Fourier'n   muunnoksen   lähimpien   taajuuslokeroiden   keskustaajuuksien 
amplitudien   jollain   tavalla   painotettuna   summana.   Tämä   vaatii   yleensä   korkeaa 
näytteenottotaajuutta. 
Suoraan  musiikkiin   paremmin   sopiva   ja   tehokkaampi   jako   voidaan   saada   aikaan 
esimerkiksi  Vakio   Q   ­muunnoksella   (constant   Q­transform).   Siinä   taajuuden   ja 
taajuusresoluution   suhde,   Q­tekijä,   pysyy   vakiona   mahdollistaen   yhtenevän 
suhteellisen   tarkastelutarkkuuden   taajuuden   eri   arvoille.   Tällöin   muunnoksen 
aikaikkunan koko N pienenee taajuuden kasvaessa. Q­tekijän käänteisluvun tulisi olla 
tarpeeksi  pieni   (alle  21/12­1  eli  noin  6%),   jotta  pienimmät   tasavireiset   intervallit  eli 
puolisävelaskeleet   kyetään   erottamaan   toisistaan.   Tällöin   Q­tekijä   on   noin   17, 
ilmaisten  kunkin   taajuuslokeron  aikaikkunan   sisältämien  kokonaisten  aaltosyklien 
määrää kyseisen taajuuslokeron keskustaajuudella. Fysikaalisesti ajateltuna tämä on 
mielekästä, sillä jotta puolisävelaskeleella eroavat taajuudet pystyttäisiin erottamaan 
toisistaan, täytyy tutkia vähintään 17 aaltosykliä  mikä  ei aina toteudu diskreetissä 
Fourier'n  muunnoksessa.  Myös   taajuuslokeroiden  keskustaajuudet   voidaan   asettaa 
Vakio   Q   ­muunnoksella   likimääräisesti   puolisävelaskelten   kohdalle   muuttamalla 
aikaikkunan kokoa epälineaarisesti puolisävelaskelen suhteessa. [Bro91]
Diskreetti   Fourier'n   muunnos   suoritetaan   numeerisesti   tehokkaammin   nopealla 
Fourier'n   muunnoksella   (fast   Fourier   transform).   Algoritmi   käyttää   hyväksi 
kompleksieksponenttifunktion periodisuutta ja eksponenttifunktion erikoisarvojen  (0, 
i, ­1, ­i, 0, ...) tehokasta käyttöä. Jälkimmäisen hyödyn saavuttaminen vaatii kuitenkin 
koepisteiden   määrän  N  rajoittamista   kahden   kokonaislukupotensseihin.   Tällöin 
puuttuvat   arvot   korvataan   nollilla   tai   joitakin   ei   oteta   mukaan   tarkasteluun 
ollenkaan. [Vir93]    
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4.3  Sävelkorkeuksien transkriptio
Musiikin transkriptiossa tarvittava sävelkorkeustunnistaja voidaan toteuttaa jollain 
algoritmilla,   joka   audiosignaali   syötteenään   pyrkii   löytämään   signaalista   sen 
musiikillisesti  merkitseviä  perustaajuuksia.  Mikäli  yhtäaikaisia  perustaajuuksia  on 
enemmän   kuin   yksi   puhutaan   moniäänisestä   (polyphonic)   säveltunnistuksesta. 
Muutoin kyse on yksiäänisestä (monophonic) säveltunnistuksesta. [Kla06b]
Vaikka   perustaajuuksia   etsiessä   yläsävelet   ovat   keskeisessä   roolissa,   ei   niitä 
nuottiesitysmuodossa   tarvita,   sillä   siinä   kullekin   nuotille   on   määritelty   vain 
perustaajuuden  mukainen  äänenkorkeus.  Näin   ollen  yläsävelet   ovat   redundantteja 
kun perustaajuus on selvitetty ja nuottiviivastolle kuvautuu vain tämä perustaajuus 
kunkin   nuotin   vertikaalisena   asemointina.   Perustaajuudesta   voidaankin   käyttää 
termiä sävelkorkeus yhdenvertaisesti ja samalla ilmaisuvoimalla musiikin kannalta.  
Tässä  luvussa  esitellään   sävelkorkeuksien  tunnistusmenetelmiä   joita   on   käytetty 
musiikkinäytteiden sävelten perustaajuuksien määritykseen. Tarkastelun kohteena on 
etupäässä  moniääninen   säveltunnistus,   sillä   yksiäänisten   musiikkinäytteiden 
perustaajuuden   tunnistus   on   jo   pitkälti   ratkaistu   ongelma   esimerkiksi 
autokorrelaatiofunktiota   käyttäen   aika­   tai   taajuustasossa   [Kla04,  deC06]. 
Yksiäänisten   musiikkinäytteiden   ajallinen   kvantisointi   nuoteiksi   on   kuitenkin 
edelleen   ongelmallista   varsinkin  rytmisesti  vapaammissa   esitysmuodoissa.  Näihin 
ongelmiin paneudutaan enemmän rytmiikan transkription osuudessa.
4.3.1 Moniäänisestä säveltunnistuksesta yleisesti
Moni   eri   tekijä   vaikuttaa   moniäänisen  säveltunnistuksen   suurempaan 
kompleksisuuteen yksiääniseen säveltunnistukseen verrattuna.  Ensinnäkin  sävelten 
keskinäinen   päällekkäisyys   heikentää  lähtökohtaisesti  niiden   ominaispiirteitä   eri 
sävelten piirteiden sekoittuessa toisiinsa. Monitulkintaisuus kasvaa eritoten sävelten 
ollessa  harmonisissa suhteissa  toisiinsa,  jolloin niiden harmoniset yläsävelet osuvat 
usein samoihin kohtiin. Mahdollisten skenaarioiden yksiääniseen säveltunnistukseen 
nähden räjähtävästi  kasvanut kokoluokka  vaikeuttaa  myös  moniäänistä  estimointia 
huomattavasti. Skenaarioiden kasvanutta kokoluokkaa selittää äänilähteiden määrän 
kasvun   lisäksi   myös   useampien   erilaisten   äänilähdetyyppien   mahdollinen 
esiintyminen.  Äänilähteiden  lisäys   tuo  myös mukanaan äänilähteiden keskinäisistä 
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vaihe­ ja voimakkuuseroista johtuvaa monimutkaistumista. Lisävaikeutta tuo etenkin 
sävelten   eksaktin  lukumäärän   estimointi,  joka   voi   tuottaa   ongelmia   myös 
musikaalisesti harjaantuneillekin  ihmisille. Usein menetelmät joudutaan säätämään 
tietylle sävelmäärätavoitteelle, jolloin tyypillisesti yhdessä soivien sävelten lukumäärä 
on   joko   ali­   tai   yliarvioitu.   Tämä   heikentää   lähtökohtaisesti   säveltunnistuksen 
varmuutta. [deC06, Kla03]
Pääasiallinen  ongelma  moniäänisessä  säveltunnistuksessa   on   erottaa  ne   taajuudet 
jotka vastaavat  soitettujen nuottien perustaajuuksia häiriöäänistä,   joita esimerkiksi 
lyömäsoittimet   ja   äänenväriin   liittyvät   tekijät   (kuten  periodittomat  ohimenevät 
äänikomponentit) tuottavat.  Sävelien sekoittuminen on myös osittain probabilistista, 
sillä  eri  äänilähteiden  aaltojen  tarkat   vaiheet   ovat   yleensä   tuntemattomia,  mutta 
vaikuttavat   silti  merkittävästi  summatun   taajuusspektrin   muotoon  [deC06]. 
Periaatteellisemmalla   tasolla   tarkasteltuna   alhaisilla   taajuuksilla   ongelmaksi 
muodostuu   aallonpituuden   pitkä   kesto,   mikä   vaatii   pitemmän   analysointiajan. 
Korkeilla   taajuuksilla   sitä   vastoin   yhtä   periodia   vastaa   pienempi   määrä 
näytteenottopisteitä,   mikä   heikentää   äänenkorkeuden   määrityksen   tarkkuutta. 
Ihmisen   äänenkorkeuden   vaikutelma   myös   riippuu   vahvasti   musiikillisesta 
kontekstista   eikä   ole   ajallisesti   täysin   lokaali.   Tätä   voi   olla   vaikea   jäljitellä 
algoritmisesti. [Roa96]
Yksinkertaisin  moniääninen  säveltunnistusalgoritmi   valitsee   perustaajuuksiksi 
voimakkaimmat   taajuusspektrin   komponentit.   Kehittyneempi   tapa   on   tutkia 
mahdollisten   perustaajuuksien   harmonisia   suhteita   muihin   spektrissä   ilmeneviin 
taajuuksiin   nähden.   Koettu   perustaajuus   ei   välttämättä   ole   kaikkein   vahvin 
taajuusspektrin komponentti, vaan voi olla useiden harmonisten yläsävelten ja muiden 
eriävien   äänien   aikaansaama   vaikutelma  [deC60].   Yläsävelten   ollessa   täysin   tai 
osittain epäharmonisia   (eli  ei  perustaajuuden  kokonaislukukerrannaisia)  mutkistuu 
sävelkorkeuden   tunnistus   vielä   enemmän.  Tämä   ei   kuitenkaan   ole   suuri   ongelma 
länsimaisessa musiikissa,  missä  enimmäkseen  harmonisia ääniä  tuottavat soittimet 
ovat yleisimpiä [Kla04].
Mikä tahansa algoritmi joka tunnistaa useita päällekkäisiä säveliä myös käytännössä 
organisoi  taajuuskomponentteja eri äänilähteisiin,  kuten esimerkiksi  kitaran kieliin 
tai   pianon   koskettimiin.   Vastavuoroisesti   jos   tarkka   erottelualgoritmi   olisi 
käytettävissä,   ei   tarvittaisi   moniäänistä   säveltunnistusta   lainkaan   vaan 
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yksiääninenkin   säveltunnistus   riittäisi.  Moniääninen  säveltunnistus   liittyykin  näin 
ollen   läheisesti   äänilähteiden   erotteluun   ja   sitä   myös   käsitellään  jonkin   verran 
säveltunnistusmenetelmien tarkemman tarkastelun yhteydessä. [Kla04, GrE11]
Pelkän   äänisignaalin   käyttö   säveltunnistuksessa   yleisesti   käytetyin   luokittelu­   ja 
koneoppimismenetelmin on mahdollista, mutta musikologisten mallien hyödyntäminen 
voi edesauttaa säveltunnistuksen varmuutta. Näitä malleja voidaan johtaa esimerkiksi 
valmiiksi   luokitelluista  musiikkinäytteistä,   soitinmallinnuksista  tai  musiikinteorian 
periaatteista. Mukaan tulevat lisäparametrit auttavat äänisignaalin mallinnuksessa ja 
mallin   parametrien   arvoalueita   voidaan   rajata   järkevämmin  musikologisen 
lisäinformaation perusteella. On syytä kuitenkin ottaa huomioon, että äänisignaaliin 
sisältämän musiikin  kanssa yhteensopimattoman musikologisen informaation käyttö 
säveltunnistuksessa on oletettavasti vain haitaksi. [deC06]
Tuomalla  mukaan  musikologisia malleja  säveltunnistuksen avuksi  tehdään samalla 
oletuksia   äänisignaalista   ja   sen   sisältämästä  musiikista.   Yksinkertaisin   oletus   on 
sävelten   hidas   muuttuminen   musiikkinäytteessä,   eli   sävelten  odotetaan  soivan 
pitkään ja intervallihyppyjen olevan keskimäärin pieniä. Tämä ei luonnollisestikaan 
pidä   kovin   usein   paikkaansa.  Järkevämpi   menettelytapa   on   käyttää   laajan 
elektronisessa   nuottiesitysmuodossa   oleva   aineiston   avulla   luotuja   malleja 
yhtäaikaisten sävelten  ja  eri  sävelsekvenssien  todennäköisyydestä.  On myös  paljon 
musiikillisia   konventioita   tiettyjen   soitinten   käytöstä   tietyissä   musiikkityypeissä. 
Nämä  voidaan  myös  oppia harjoitusdatasta.  Lisäksi  soitinten ja soittajien fyysisistä 
ominaisuuksista voidaan luoda heuristisia sääntöjä. Esimerkiksi kitarassa on yleensä 
vain 6 kieltä   ja soittajalla 10 sormea,  mikä  rajoittaa  erilaisia  soittomahdollisuuksia 
merkittävästi. [Kla06b] 
Moniäänisen  säveltunnistuksen   kirjo   on   laaja.   Seuraavaksi   käsitellään   useita 
moderneja  moniäänisiä  säveltunnistusmenetelmiä   ja  niiden  periaatteita tarkemmin. 
Tutkitut   menetelmät   sijoittuvat   karkeasti   kolmeen   ryhmään.  Iteratiivisissa 
menetelmissä   pyritään   löytämään   sävel   kerrallaan   ja   poistamaan   sen   vaikutus 
äänisignaalista  muiden   sävelten   löytämisen  helpottamiseksi.  Tämän   lähtökohtaisia 
ongelmia ovat sävelten poistamisjärjestyksen vaikutus tunnistuksen onnistumiseen ja 
rajan asettaminen milloin jäljellä on säveltunnistuksen kannalta enää  vain  häiriötä. 
Toinen tapa on yrittää   löytää  kaikki  sävelet yhtä  aikaa.  Tämä  suoritetaan yleensä 
probabilistisilla menetelmillä, jotka käsittelevät analysoitavaa taajuusspektriä valitun 
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mallin eri muuttujien yhteisenä generatiivisena ilmentymänä. Tällöin epämääräisistä 
vaihe­eroista johtuva variaatio voidaan ottaa myös paremmin huomioon kun käytössä 
on todennäköisyysjakaumia determinististen mallien sijaan.  Kolmas  lähestymistapa 
on suorittaa säveltunnistus perinteisin koneoppimismenetelmin ilman musikologisten 
mallien   laajaa  hyödyntämistä.   Tämä   estää   suoritettavaan   tehtävään   heikosti 
yhteensopivan   musikologisen   informaation   aiheuttamien   ongelmien   tahattoman 
ilmenemisen,  joskaan   ei   myöskään   hyödy   tehtävään   mahdollisesti   sopivasta 
informaatiosta. [deC06]
4.3.2 Iteratiivinen moniääninen säveltunnistus
Taajuusspektriin   perustuvan   moniäänisen   säveltunnistuksen   voi   suorittaa 
iteratiivisesti   yksinkertaisimmin  sovittamalla  spektriin  toistuvasti  sävelten 
harmonisia  yläsävelsarjoja.  Tällöin  kussakin   iteraatiossa  spektristä  poistetaan  aina 
vahvimmaksi  jäljellä  olevaksi  säveleksi estimoitu sävel  vähentämällä  spektristä  sen 
perustaajuuden  harmonisen   sarjan  voimakkuuksia   jollain   painotuksilla.  Nämä 
painotukset   voidaan   määrittää   esimerkiksi   optimoimalla   ne   harjoitusdatasta. 
Poistettavien   sävelkandidaattien  perustaajuuksien τ voimakkuus  (salience) 
äänisignaalissa s (τ) voidaan estimoida esimerkiksi kaavalla 10,
s (τ)=∑
m=1
M
g(τ ,m)∣Y ( f τ , m)∣ ,                                                                                        (10)
jossa g(τ ,m) kuvaavat  harmonisen sarjan   termien  m  painotuskertoimia  kullakin 
perustaajuudella ja Y ( f τ , m) on spektrin voimakkuus taajuudella f τ ,m [Kla06c].
Spektri  voitaisiin   periaatteessa   ensin  tasata   (whiten)  pääkomponenttianalyysillä 
säveltunnistusta   haittaavien  äänenvärillisten   häiriöelementtien   minimoimiseksi. 
Menettely   kuitenkin   antaa   olettaa,   että   spektrin   musiikillisesti   kiinnostavimmat 
komponentit omaavat suurimman varianssin  ja ovat normaalijakautuneita. Tämä on 
riskialtista,  sillä  luonnollisten   äänten   on   todettu   olevan   hyvin   epägaussiaanisesti 
jakautuneita   ja   signaalin   säveltunnistuksen   kannalta   haitallisimmat  komponentit 
voivat   olla   juuri   eniten   vaihtelevia.   On   huomioitava   myös,   että   vaikka 
spektrikomponenttien välillä  voidaankin osoittaa olevan  korrelaatioriippuvuus, eivät 
korrelaatiokertoimet   kuitenkaan   pysty   kuvailemaan   niiden   riippuvuuksia 
täydellisesti. [AbP06, Hyv10]
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Aikatasossa   voidaan  iteratiivinen   säveltunnistus  suorittaa   estimoimalla   vahvin 
perustaajuus   ensin   esimerkiksi   autokorrelaatiofunktiolla   ja   sitten   poistamalla   sen 
vaikutus   äänisignaalista   estimoituun   perustaajuuteen   viritetyllä   kampasuotimella. 
Autokorrelaatiofunktiolla   verrataan   analysoitavaa   funktiota   (tässä   signaali 
aikatasossa) sen ajallisesti siirrettyihin kopioihin kaavan 11 mukaan,
A (τ )=∑
n=0
m
f (x) f (x+ τ) ,                                                                                              (11)
jossa  m  on   analyysi­ikkunan   koko, τ on   aikaintervalli   ja f (x) on  tutkittava 
funktio. [deC06]
Kolmiulotteisessa taajuustason ja aikatason yhdistelmässä eli spektrogrammissa sama 
suoritetaan   jakamalla   äänisignaali   taajuuskaistoihin,   jotka   voidaan   sitten 
kaistakohtaisten autokorrelaatiofunktioiden  ja  niiden summasta  saadun vallitsevan 
periodin   avulla  jakaa  iteratiivisesti   eri   sävelluokkiin.  Tällöin   kunkin  sävelen 
estimoinnin  jälkeen poistetaan tarkastelusta   ja  summauksesta  ne  kaistat,   jotka on 
todettu   liittyvän  arvioituun  vallitsevaan  periodiin  kussakin   iteraatiossa.  Menettely 
mahdollistaa   kohinan  ja  sävelten   ei­harmonisten   ominaisuuksien  tehokkaamman 
poiston  sekä  lyhyemmän   tarkasteluikkunan   käytön   kuin   pelkästään   taajuustasoa 
käytettäessä   lokaalisti.  Eräs  esimerkki  spektrogrammista  on   kuvattu   vastaavan 
aikatasoesityksen kanssa kuvassa 4. [deC06]
Kuva 4: Eräs aikatasoesitys ja siitä johdettu spektrogrammi [Kla06b].
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Taajuusspektrin  iteratiivisessa  käytössä   ongelmaksi   nousee   spektrinen   resoluutio. 
Parsevalin   teoreeman   mukaan   signaalin   energia   analyysi­ikkunassa   jakautuu 
Fourier'n  kertoimille.   Jos   estimoidun   sävelen   taajuuskomponentit   eivät   osu  niiden 
kohdille,   ei   säveltä   voida   vähentää   spektristä   oikealla   tavalla   muiden   sävelten 
tunnistamisen helpottamiseksi.  Suuremman analyysi­ikkunan käyttö   taas  vähentää 
kykyä   analysoida   nopeasti   vaihtuvia   säveliä.   Aikatasossa   ongelmana   on   myös 
näytteenottotaajuuden   rajallisuus,  sekä   pienempien   taajuuksien   merkittävän 
esiintymisen   aiheuttama   korkea   korrelointi   autokorrelaatiofunktiossa.  Tällöin 
matalien  taajuuksien  toisistaan   erottaminen   hankaloituu.  Lisäksi 
autokorrelaatiofunktiota   käytettäessä   jätetään   lähtökohtaisesti   huomioimatta 
taajuuksien harmoniset suhteet.  Spektrogrammissa puolestaan laskennallinen taakka 
kasvaa moninkertaiseksi kanavien määrän mukaan. Selektiivisyysvaatimukset eivät 
kuitenkaan ole  siinä  niin tarkkoja kuin pelkässä   taajuustasossa operoitaessa,  vaan 
spektrin   toimiva   jako   sävelalueisiin   riittää   tarkkojen   sävelprofiilien  käytön   sijaan. 
Spektrin pilkkominen kuitenkin vääristää sitä paikallisesti ja heikentää  sen ajallista 
resoluutiota. [deC06, Kla08] 
Spektrogrammin  iteratiivinen  säveliin  jako   voidaan   suorittaa  myös  imitoimalla 
ihmisen   auditiivista   järjestelmää   sillä   oletuksella,   että   se   olisi  ideaali 
säveltensuodatusprosessori.  Sen   onkin   todettu   olevan   hyvin   tehokas   erottelemaan 
yksittäisiä  äänenlähteitä  häiriöisistä  yhdistesignaaleista.  Tätä  ihmisen suorittamaa 
kognitiivista   prosessia   kutsutaan   auditiiviseksi   tila­analyysiksi   (auditory   scene  
analysis,  ASA).   Laskennallisesti   tätä   on   mallinnettu   jakamalla   käsiteltävä 
äänisignaali   taajuuskomponentteihin,  joita   sitten   erotellaan  niiden   ominaisuuksien 
perusteella   eri   lähteisiin.  Mallinnus   suoritetaan   aluksi   jakamalla   äänisignaali 
taajuuskaistoihin,   jotka   simuloivat   sisäkorvan   selektiivisiä   alueita.  Tämän   jälkeen 
kaistoja  prosessoidaan   eri   tyyppisillä  suodatuksilla  ja   kompressoinneilla  kanavia 
vastaavien  aistinsolujen   kuulohermoimpulssivasteiden   jäljittelymielessä.   Lopulta 
kaistojen informaatio yhdistetään jonkinlaisen periodisuusanalyysin jälkeen. Saatujen 
taajuuskomponenttien  eri   äänilähteisiin   jako    suoritetaan  lopuksi  harmonisten 
taajuussuhteiden,   amplitudien  tai   taajuuksien   synkronoitujen   muutosten, 
taajuustason sekä avaruudellisen asemoinnin perusteella. [Kla04, Kla05, Kla08]  
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Kaistojen   periodisuusanalyysi  on   tehty   yleensä   autokorrelaatiolla,  mutta  muitakin 
vaihtoehtoja   tietysti   on   kuten   adaptiivisten   oskillaattoreiden   käyttö  tai 
säätötekniikassa   usein   käytetyt  epälineaariset  Kalman­suotimet.  Jälkimmäisiä 
käyttäessä  periodi estimoidaan  signaalin dynamiikkaa kuvaavista tilayhtälöistä joita 
päivitetään rekursiivisesti Kalman­suodin tekniikoilla. Menetelmä on tehokas etenkin 
häiriöisten ja alati muuttuvien signaalien käsittelyssä [HTA08]. 
Adaptiivisia oskillaattoreita käytettäessä auditorisen mallin ulostulokanavat ohjataan 
oskillaattoreihin,   jotka  pyrkivät  synkronoitumaan  kanavien   periodisuuksiin.  Kun 
oskillaattorin vaihe ja taajuus ovat vakiintuneet, voidaan huomata että oskillaattoriin 
syötetty   signaali   on   periodinen   ja   että   siinä   on  mukana   oskillaattorin   taajuuden 
mukainen komponentti.  Ryhmittelemällä oskillaattoreita  sävelkohtaisiin  harmonisiin 
verkostoihin, joissa jo synkronoidut oskillaattorit ohjastavat muiden synkronisaatioita 
niitä   alustamalla,  voidaan  tunnistaa   säveliä   vielä   tehokkaammin.   Verkosto   antaa 
analyysinsä  sen   sisältämien   oskillaattorien   ulostulojen   jonkinlaisena   painotettuna 
summana, jonka painotukset riippuvat synkronoitujen taajuuksien ideaalisuuksista ja 
niiden   merkityksestä   kunkin   oskillaattoriverkoston   idealisoiman   sävelen 
kuvaamisessa.  Tämä  mahdollistaa analyysin amplitudiriippumattomuuden  ja  hyvän 
toleranssin kohinaa kohtaan. [Mar04]
Spektrin  sileyttämisen  (spectral   smoothing)  periaatetta   voidaan  myös  käyttää 
iteratiivisessa  säveltunnistuksessa  apuna.  Sileytys  on  hyödyksi  kun   tunnistettavat 
sävelet ovat harmonisissa suhteissa eli niiden harmoniset yläsävelsarjat ovat osittain 
päällekkäisiä.  Tämä  on tyypillistä   länsimaisessa musiikissa,   jossa käytetään paljon 
puhtaasti   soivia   intervalleja   kuten   kvintteja   (taajuussuhde  3:2).   Päällekkäiset 
harmoniset   yläsävelet   sammuttavat   tai   vahvistavat   toisiaan   vaihe­erosta   riippuen 
niiden ollessa suurin piirtein yhtä voimakkaita, mutta amplitudieron kasvaessa niiden 
resultanttiamplitudi lähenee vahvemman summatun komponentin amplitudia.   Sillä 
oletuksella   että  tämä   yleensä   vallitsee   moniäänisessä   musiikissa,  sileytetään 
poistettavan sävelen oletettu spektri ennen sen poistoa. Tällöin muiden jäljellä olevien 
sävelten taajuuspiikkien voidaan odottaa säilyvän spektrissä  paremmin tunnistusta 
varten.  Sileyttäminen toimii erityisesti  silloin  kun alemmat  ja näin ollen tiheämmän 
harmonisen yläsävelsarjan spektrissä omaavat sävelet peittävät korkeampien sävelien 
harvempia   yläsäveliä.   Lisäksi  sileyttämistä  voidaan   käyttää   muiden   sävelten 
yläsävelsarjayhdistelmien   luomien   virheellisten   perustaajuusestimaattien 
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kitkemiseen. Tällöin arvioidun sävelen  sileytetty  spektri menettää  aina energiaansa 
puuttuvien   yläsävelten  myötä   ja   on   helpommin   tunnistettavissa   epävarmemmaksi 
estimaatiksi. [Kla06a]  
4.3.3 Yhtäaikainen moniääninen säveltunnistus
Yhtäaikainen moniääninen säveltunnistus vaatii  yleensä  jonkinlaisen mallin käyttöä 
joka   muodostaa  mitatun   äänisignaalin  spektrin.  Yksinkertaisimmassa  lineaarisen 
mallin   käytössä  signaali   muodostuu   sävelien   spektriä  kuvaavista  valmiiksi 
määritellyistä  spektriaihioista   (basis   functions),   joita   painotetaan  niiden   ajallisilla 
aktivoitumisvoimakkuuksilla.   Tämän  menettelytavan   ongelmana  on   se,   että  siinä 
signaali esitetään  vakiona pysyvien lähtökohtaisesti epätäydellisten  spektriaihioiden 
summana.  Myös  suuri   parametriavaruus  ja   spektriaihioiden   korrekti   liittäminen 
äänilähteisiin ja säveliin tuottavat todennäköisesti suuria vaikeuksia [ViK06].
Eräs tapa  kiertää näitä ongelmia  on käyttää  äänilähdesuodatinmalleja  (source­filter  
models), joissa äänilähde kuvaa värähtelevää objektia kuten kitaran kieltä ja suodatin 
kyseisen kielen sisältävän soittimen  yleissointiin vaikuttavaa  resonanssirakennetta. 
Mallin   äänilähteet   vaihtelevat   äänenkorkeuden  sekä  periodisuusasteen  mukaan. 
Suodattimet puolestaan ovat aina instrumenttikohtaisesti spesifisiä.  Jos spektriaihiot 
mallinnetaan sävelien ja instrumenttikohtaisen spektrin tulona, voidaan käyttää vain 
yhtä  spektriä  sävelkorkeutta   kohti   ja   yhtä   suodatinta   instrumenttia   kohden. 
Moniääninen   signaali   koostuu   tällöin   useista   eri   suodatin   ja 
sävelkorkeuskombinaatioista.  Tämä mahdollistaa pienemmän parametrimäärän, sillä 
eri  säveliä   ja suodattimia yhdistelemällä  saadaan parametriavaruus tehokkaammin 
katettua   kuin   pelkästään   spektriaihioita   käyttämällä   ja   signaalin   komponentit 
samalla  myös  kohdistettua   eri   säveliin.  Äänisignaalista   johdetun  spektrogrammin 
alkioita xt(k) approksimoidaan tällöin kaavalla 12,        
x̂ t(k )=∑
i , j
g i , j ,t e i(k )h j(k) ,                                                                                         (12)
jossa  k  on taajuusindeksi,  t  on  aika­ikkunan indeksi,  j  on  suodattimen indeksi,  i  on 
sävelen   indeksi,  g  on  aktivoitumisvoimakkuudet,  e  on  sävelen  spektri  ja  h  on 
suodattimen spektri. [ViK11, HKV09] 
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Kaavan  12  kuvaaman lineaarisen mallin parametrit  voidaan  määrittää  esimerkiksi 
tehtävään hieman muunnellulla  epänegatiivisella  matriisihajotelmalla  (non­negative  
matrix  factorization,  NMF).  Tällöin  suoritetaan samaan aikaan implisiittisesti myös 
jonkinasteista  soittimentunnistusta   yhtäaikaisten   sävelten   tunnistuksen   lisäksi. 
NMF­hajotelman   laskennassa  oletetaan  estimoitavien   parametrien   olevan 
epänegatiivisia,   mikä   onkin  perusteltua   käsiteltäessä   äänisignaalin 
spektrikomponentteja.  NMF­hajotelmaa  voidaankin  efektiivisesti  pitää   vastaavaan 
äänenlähteiden   erottelutehtävään   soveltuvan   ICA­menetelmän   (independent  
component analysis) epänegatiivisuusvaatimuksella laajennettuna versiona [SmB03]. 
NMF­hajotelman etuna on taajuudellisesti ja ajallisesti päällekkäisten äänenlähteiden 
spektristen   ominaisuuksien   oppiminen  automaattisesti  yhdistesignaalista   [HKV09]. 
Perusmuotoisessa   ICA­menetelmässä  vaikeudeksi   muodostuu   yleensä   vain  yhden 
yhdistesignaalin  saatavuus   ja   siinä   esiintyvien  yhtäaikaisten  sävelten   määrän 
tuntemattomuus.  Tätä  ongelmaa  voidaan   kiertää  käyttämällä   ensin  singulaarista 
arvohajotelmaa  (singular   value   decomposition),   jossa   ensin   muodostetaan 
spektrogrammin ominaisarvot ja näitä sitten käsitellään itsenäisinä komponentteina 
ICA­menetelmän äänenlähteiden voimakkuuksien  laskennassa  [Wel05].  Ongelmaksi 
kuitenkin muodostuu edelleen ICA­menetelmän informaation häviämättömyystavoite 
ja   näin   ollen   säveltunnistuksen   kannalta   häiriöisten   signaalikomponenttien 
pysyminen   loppuun   asti   tarkastelussa   mukana   [AbP06].  NMF­hajotelman  onkin 
todettu olevan moniääniseeen säveltunnistukseen paras ratkaisu kaikista kokeilluista 
eri  vaihtoehdoista  spektrogrammia  rekonstruktoitaessa,  joten   tässä   tarkastelussa 
keskitytään etupäässä siihen ja sen variantteihin [ViK11]. 
NMF­hajotelman   suorittavat   algoritmit  estimoivat  mallin  parametrit  minimoimalla 
iteratiivisesti  spektrogrammin  rekonstruointivirhettä  konvergointiin   asti  jonkin 
mittarin   mukaan.  Parametrien   päivittäminen  suoritetaan  yleensä 
gradienttipohjaisesti,   jolloin   on   myös  luonnollisesti  otettava   huomioon   lokaaliin 
optimiin jumiutumisen vaara [DCL10]. Hyviä rekonstruktointivirheen mittareita ovat 
esimerkiksi Frobeniuksen normi (matriisien euklidinen etäisyys) tai Kullback­Leibner 
divergenssi,   joka   on   määritelty   kaavassa  13.  Nämä   mittarit  kuitenkin  suosivat 
suhteellisesti   pienempää   rekonstruoinnin   jäännöstermiä   vahvemmissa 
taajuuskomponenteissa,   minkä   heikkoutena   heikoimmat   sävelet   voivat   jäädä 
mallintamatta [VBB07]. Tätä ongelmaa voidaan kompensoida käyttämällä pienemmän 
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beta­parametrin beta­divergenssejä (joihin myös molemmat aiemmin mainitut mittarit 
kuuluvat beta­parametrin arvoilla 2 ja 1). [DCL10]      
d (x , x̂ )=∑
k ,t
x t(k ) log
xt (k )
x̂t (k )
−x t(k)+ x̂ t(k ) .                                                               (13)
Perusmuotoisessa NMF­hajotelmaan perustuvassa moniäänisessä säveltunnistuksessa 
hajotetaan  aina  spektrogrammia kuvaava matriisi  V matriisituloksi  V=WH,  jossa  W 
vastaa signaalin komponentteina toimivia vakiona pysyviä spektriaihioita ja H niiden 
aktivoimisvoimakkuuksia   aikatasossa.  Hajotelman  säännöllisyysaste   (rank)   kuvaa 
tällöin  kuinka  monta eri  spektriaihiota  hajotelmassa esiintyy.  Se  on samalla  myös 
matriisitulon komponenttien W  ja  H  lineaarisesti riippumattomien vektorien määrä. 
Olennaista  säveltunnistuksen   kannalta  on  se,  että   säännöllisyysaste   voi   olla 
lähtökohtaisesti  paljon   pienempi   kuin  spektrogrammin   taajuuslokeroiden  määrä. 
Toisin   sanoen,  NMF­hajotelmassa  spektrogrammista   etsitään   latenttia  sisäistä 
rakennetta jota sen spektriaihioihin diskretisointi ilmentää. [VBB07, GrE10]
Säännöllisyysasteen   valinta  vaikuttaa   merkittävästi   menetelmän   tehoon 
säveltunnistuksessa.   Jos   säännöllisyysaste   on   liian   pieni,   joutuu   yksi   spektriaihio 
kuvaamaan   monia   säveliä  ja   hajotelman   approksimatiivinen   tarkkuus   pienenee. 
Vastaavasti säännöllisyysasteen ollessa liian suuri spektriaihioiden tulkinta säveliksi 
hankaloituu.  Optimaalisen säännöllisyysasteen valintakin vaati edelleen jonkinlaisen 
spektriaihioiden   säveliksi   kartoituksen  mikä   ei   ole   triviaalia   eteenkään   siksi,   että 
spektriaihioiden järjestys matriisissa W voi olla aivan mikä tahansa. Mukana voi myös 
olla spektriaihioita  jotka eivät  kuvaa mitään sävelkorkeuksia.  Kartoituksen jälkeen 
tarvitsee vielä  määritellä mitkä sävelet soivat kullakin hetkellä. Tämä voidaan tehdä 
helpoiten  summaamalla   tutkittavaan  säveleen   kuuluvien   spektriaihioiden   ja   niitä 
vastaavien   aktivoitumiskertoimien   tulot  kullakin   ajanhetkellä,   ja   päättelemällä 
saadusta  amplitudisekvenssistä   jonkin   optimoidun  kynnysarvon  perusteella  milloin 
sävel on aktiivinen. [VBB07, GrE10]
Spektriaihiot  voidaan  jakaa   sävelkorkeuksiin  yksinkertaisimmin  kertomalla   saadut 
spektriaihiot  ideaalisilla sävelspektreillä  ja vertaamalla saatuja voimakkuuksia. Jos 
hajotelman   säännöllisyysaste   ei   vastaa   ideaalia  säännöllisyysastetta,  voi   moni 
spektriaihio  kuitenkin  kuvata  samaa   säveltä   harmonisesti,  mutta   pitää   sisällään 
erilaisen amplitudirakenteen. Tällöin tämä menettelytapa tyypillisesti epäonnistuu jos 
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sävelen jotkin harmoniset komponentit ovat voimakkaasti jakautuneet samaa säveltä 
kuvaavien spektriaihioiden välillä.  Tätä  ongelmaa voidaan kompensoida esimerkiksi 
käyttämällä   harmonisia  kampasuotimia.   Eräs   tehtävään   sopiva   sinimuotoinen 
kampasuodin   on   esitetty  kaavassa  14.  Kaava  määrittelee   oletetun  perustaajuuden 
spektriaihiolle i spektriaihiot sisältävän matriisin W avulla. Kaavassa esiintyvä  F on 
spektrin taajuusindeksien määrä ja υf on taajuusindeksin f taajuus.
f 0
i=argmin
f 0
∑
f=1
F
W if
2 [1−cos(2πυf / f 0)] .                                                                      (14)
Perusmuotoisessa  NMF­hajotelmassa  ongelmaksi  voi  muodostua  se  olettamus,   että 
saadut spektriaihiot ovat aina jotain yhtä säveltä vastaavia sillä näin ei useinkaan ole. 
Harmonisessa   NMF­hajotelmassa  rajoitetaan   spektriaihioiden  Wi  muodostusta 
hajotelmassa pakottamalla  niihin sisältyväksi  aina  jokin  tietty  perustaajuus.  Tämä 
voidaan   suorittaa   rajoittamalla  parametriestimaattien  arvoalueita  tietyillä 
lineaarisilla   ehdoilla  NMF­hajotelman  laskenta­algoritmin   suorituksessa  [VBB07]. 
Lisäksi  tulee huomioida,  että  NMF­hajotelmat  pyrkivät  huomioimaan  äänisignaalin 
komponenteiksi kaikki yksilölliset tapahtumat mitkä siinä ilmenevät. Tällöin jos jotkin 
sävelet  esiintyvät   vain  yhdessä,   luokitellaan  ne  automaattisesti   samaksi  säveleksi. 
Ongelmaa  voidaan  pienentää  antamalla   algoritmille   tarpeeksi   dataa,   jossa   sävelet 
esiintyvät   myös   yksikseen   tai   osina   erilaisissa  moniäänisissä  ryhmissä.   Tämä 
mahdollistaa   sävelten  yksilöllisten  ominaispiirteiden  tehokkaamman  tunnistuksen 
[SmB03].
Algoritmia voidaan  myös  luonnollisesti parantaa valitsemalla parametrien  määrä   ja 
niiden  alkuarvot   tiedossa  olevan  musikologisen   informaation  mukaan  satunnaisten 
sijasta.  Jos esimerkiksi tiedetään mitä säveliä analysoitavassa musiikissa pelkästään 
käytetään,   voidaan  parametrien  määrää   vähentää   ja   niiden   alkuarvoja   tarkentaa. 
Mikäli myös tiedetään että sävelet esiintyvät enimmäkseen harvoin ja kerrallaan vain 
pienissä   ryhmissä,   voidaan  esimerkiksi   lisätä  rekonstruointivirheen  mittariin   tätä 
harvuutta  (sparseness)   suosiva   termi.  Tämä  voi   olla   esimerkiksi  harvuuden 
vaatimustasoa   määräävän  harvuusasteparametrin   ja   jonkin   aktivointimatriisin 
parametrinaan  ottavan  harvuusfunktion   tulo.   Kyseinen   funktio   mittaa 
aktivointimatriisin harvuutta jollain tapaa.  Tätä   laajennosta käytettäessä   taipumus 
rekonstruoida   signaali   matalaenergiseksi   kohinaksi   pienentyy,   joskin   jäljelle   jää 
harvuusparametrin ja käytetyn harvuusfunktion määrittämisen ongelma. [PLS10]
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Eräässä   NMF­hajotelman   muunnelmassa,   aliavaruus­NMF­hajotelmassa 
(subspace­NMF),  pyritään  oppimaan  ensin  äänenlähdealiavaruus  jolla  voidaan 
rajoittaa myöhemmin äänisignaalin  varsinaisen NMF­hajotelman  ratkaisuavaruutta. 
Menetelmän   äänenlähdealiavaruus   luodaan   sävelspektreistä   koostuvista 
harjoitusinstrumenttimalleista   joista   tehdään  tensorimuotoisella  NMF­hajotelmalla 
haluttu määrä  ominaisinstrumentteja  (eigeninstruments).  Tämän jälkeen suoritetaan 
menetelmän  varsinainen  NMF­hajotelma,  joka  jakaa  äänisignaalin  spektrogrammin 
ominaisinstrumenttikombinaatioiden  tuottamiin  äänikomponentteihin,  eli   myös 
efektiivisesti  tunnistaa   instrumentteja   niiden   tuottamien   sävelien   lisäksi. 
Menetelmässä   käytetyt  harjoitusinstrumenttimallit   voidaan   NMF­hajotelmalla 
käsittelyn   myötä  myös  tietysti  approksimatiivisesti  rekonstruoida 
ominaisinstrumenttien lineaarikombinaatioina. [GrE09]           
Jos  moniäänistä  säveltunnistusta  tarkastellaan  puhtaan  probabilistisesti,  on 
lähtökohtana  usein  ensin  rakentaa  sävelten   estimoitujen   voimakkuuksien 
aika­askeljonoista  koostuva  voimakkuusmatriisi  S  jollain  menettelyllä.  Binäärisellä 
sävelten aktivointimatriisilla N puolestaan määritetään milloin säveliä voidaan pitää 
olemassaolevina   ja   milloin   ei.  Aktivointimatriisi  voidaan  rakentaa 
voimakkuusmatriisin   ja  saatavilla   olevan  musikologisen   informaation   perusteella. 
Ilman   probabilistista   käytäntöä   aktivointimatriisi   määritettäisiin   jonkinlaisen 
kynnysarvokäsittelyn  mukaan.  Tämä  on  kuitenkin  ongelmallista kuten iteratiivisen 
säveltunnistuksen   yhteydessä   jo   todettiin.   Tämä   voidaan   välttää   tulkitsemalla 
sävelten   aktiviteettien   arviointiongelma   ML­estimaattorilla   (maximum   likelihood) 
ratkaistavaksi. Tällöin suoritettavaa tehtävää  voidaan kuvailla  esimerkiksi  kaavalla 
15,  jossa   estimoiduksi   aktivointimatriisiksi   valitaan   aina  se  vaihtoehto,  jolla 
analysoitavan  mittausdatan   ilmenemistodennäköisyys   maksimoituu.  Tämä   valinta 
tehdään   saatavilla   olevan   tai   tehtäväkohtaisesti   koottavan 
todennäköisyysinformaation   perusteella,   josta   jakaumat  P(S|N)  rakennetaan. 
[RVB10]
N̂=argmax
N
P(S∣N ) .                                                                                                  (15)
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Mallia  voidaan  laajentaa  esimerkiksi  lisäämällä  mukaan  aktivointimatriisin  N  oma 
todennäköisyysjakauma  P(N),  jolloin   maksimoitava   todennäköisyys   on   muotoa 
P(S|N)P(N).  Tällöin  mittausdatan  todennäköisyyden   absoluuttinen   arvo   tietysti 
pienenee, mutta olennaista onkin vain todennäköisimmin vaihtoehdon löytäminen ja 
mallin todenmukaisuuden maksimointi. [RVB10] 
Kuten   yleensäkin   probabilistista   lähestymistapaa   sovellettaessa,  niin   myös 
transkriptiossakin  ongelmiksi  usein   oletettavasti  voivat  nousta  mallin 
parametriavaruuden  suuri  kokoluokka ja  todennäköisyysjakaumien  harjoitusdatasta 
oppimisen käytännön toteutus.  Näitä  voidaan  lievittää  tekemällä oikeita oletuksia  ja 
yksinkertaistuksia   mallin  muuttujista   ja   niiden  riippuvuussuhteista,  sekä 
lohkottamalla mallin todennäköisyysjakaumat vastaavalla tavalla. [NoR03]  
Jos sopivasti normalisoitua spektrogrammia tulkitaan ajan t ja taajuuden f yhteiseksi 
todennäköisyysjakaumaksi  P(f,t),   voidaan   spektrogrammia  pitää  toistettuina 
näytteenottoina siitä.  Tämä  voidaan  lohkottaa  aikaikkunatodennäköisyyteen  P(t)  ja 
varsinaisen informaation sisältävään jakaumaan P(f|t),  joka kuvaa  ilmiön allaolevaa 
varsinaista  kiinnostuksen   kohteena   olevaa  satunnaisprosessia.   Tätä  lohkotusta 
voidaan   edelleen   laajentaa   PLSA­lähestymistavalla   (probabilistic   latent   semantic  
analysis) kaavan 16 mukaan, jossa z kuvaa mallin sisäisiä latentteja muuttujia.  Nämä 
muuttujat  ovat  latentteja siinä  mielessä,  että  ne  ovat  laskennassa  aina  mukana  ja 
vaikuttavat olennaisesti systeemiin, mutta niiden varsinaisista arvoista ei olla yleensä 
kiinnostuneita. [GrE11]
P( f ,t )=P(t)P( f∣t )=P(t)∑
z
P( f∣z)P (z∣t ) .                                                            (16)
Jos spektrogrammia halutaan mallintaa P määrän säveliä sisältävillä  S määrällä eri 
instrumentteja  ja  joiden   sävelet   koostuvat   kukin  Z  määrästä  eri  komponentteja, 
voidaan   ideaalista  P(f|t)  jakaumaa   approksimoida   esimerkiksi   kaavan  17 
lohkotuksella.
P̂( f∣t )=∑
s , p , z
P( f∣p , z , s)P (z∣s , p ,t )P(s∣p , t)P ( p∣t) .                                              (17)
Kaavassa   esiintyvät  jakaumat  P(f|p,z,s)  kuvaavat  instrumenttimalleja  joiden 
tuottamia äänikomponentteja yritetään sovittaa äänisignaaliin. Koska äänisignaalissa 
käytetyt   eksaktit   instrumenttimallit   ovat   harvoin  tunnettuja,   voidaan  aiemmin 
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kuvaillulla  ominaisinstrumenttipohjaisella   lähestymistavalla   sekä   pienentää  mallin 
parametrien määrää  että myös mallintaa uusia instrumentteja.  Tämä tietenkin  sillä 
oletuksella,   että   ominaisinstrumenttien  rakentamisprosessissa  käytetyt 
harjoitusinstrumenttimallit   ovat   sisältäneet  runsaasti   erityyppisiä   instrumentteja, 
sekä   ennenkaikkea   vastanneet  hyvin  analysoitavassa  äänisignaalissa   käytettyjä 
todellisia instrumentteja. [GrE10]
Uusia   instrumenttimalleja   voidaan   ilmaista   ominaisinstrumenttien  k  yhdistelminä 
kaavan 18 mukaan. Siinä P(k|s) kuvaa ominaisinstrumenttikomponenttien painotusta 
uudessa instrumenttimallissa.
P( f∣p , z , s)=∑
k
P̂( f∣p , z , k )P(k∣s ) .                                                                         (18)
Yhdistämällä  kaavat   17   ja   18  saadaan   sävelkohtainen   transkriptiomalli,   jonka 
parametrien ratkaisun jälkeen voidaan luoda instrumenttikohtaiset ajan ja  sävelen 
yhteisjakaumat  P(p,t|s),  mikäli   instrumentit   halutaan  myös  erottaa.   Varsinaisen 
transkriptiomallin  parametrit  voidaan  ratkaista  käyttämällä   todennäköisyysmallien 
rakentamisessa   yleisesti   käytettyä   EM­algoritmia   (expectation­maximization 
algorithm).  EM­algoritmissa  toistetaan   kahta   muuttujien   päivitysaskeletta 
konvergointiin   asti  johonkin  harjoitusdataan   perustuen.  Ensimmäisessä   askeleessa 
lasketaan mallin piilomuuttujien s, p, z ja k yhteisjakaumat P(s,p,z,k|f,t) sen hetkisillä 
parametriestimaateilla.   Toisessa   askeleessa   näitä   jakaumia  sitten  käytetään 
maksimoimaan odotettu mallin todennäköisyys äänisignaaliin vastaavuuden kannalta. 
[GrE10]
Ominaisinstrumenttimallia   voidaan   laajentaa   käyttämällä   hierarkkisia 
ominaisinstrumentteja   joiden   muodostuksessa   oletetaan,   että   siinä   käytetyt 
harjoitusinstrumenttimallit   eivät   olekaan   parhaiten   kuvailtavissa  yhdessä 
yhtenäisessä  lineaariavaruudessa,   vaan   lineaaristen   aliavaruuksien   yhdistelmänä. 
Tällöin harjoitusinstrumentit sijaitsevat lokaalisti lineaarisissa aliavaruuksissa jotka 
on sulautettu yhteiseen avaruuteen. Tätä voidaan perustella eri instrumenttiperheiden 
hyvin heterogeenisellä luonteella, mikä saattaa johtaa ominaisinstrumenttien huonoon 
erottelukykyyn,   mikäli  niiden   muodostuksessa  käytetään   vain   yhtä   avaruutta. 
Käytännössä   uudet   instrumenttimallit   kootaan   vastaavasti  kuin   ilman  hierarkiaa, 
mutta ne sisältävät tällöin myös aliavaruuksien painotuksen. Tämä ilmenee kaavasta 
19,  jossa j on instrumenttimalliperheen aliavaruuden indeksi. Mallinnustehon lisäksi 
 38
hierarkkisilla ominaisinstrumenteilla voidaan paremmin liittää malliin mukaan tietoa 
äänisignaalin   toteutuksessa   käytetyistä   soittimista   painottamalla   tiettyjä 
instrumenttikohtaisia   aliavaruuksia   tai   aliavaruuksien   painoja   pääavaruudessa. 
[GrE11]
P( f∣p , z , s)=∑
j
P( j∣s)∑
k
P j(k∣s)P j( f∣p , z , k ) .                                                      (19) 
4.3.4 Luokitteluun perustuva moniääninen säveltunnistus
Luokitteluun   perustuvat   metodit   lähestyvät  moniäänistä  säveltunnistusta 
tietynlaisena datan ominaispiirteiden hahmottamisongelmana. Ideana on useimmiten 
käyttää  suurta   joukkoa  binäärisiä   luokittelijoita  kuten   tukivektorikoneita   (support 
vector   machines),  joista   jokainen  vastaa  jotain  tiettyä   sävelkorkeutta. 
Tukivektorikoneet voidaan kouluttaa lyhyillä akustisilla näytteillä, jotka on valmiiksi 
luokiteltu   sen   mukaan   sisältävätkö   ne   koulutettavan   luokittelijan   oman 
sävelkorkeuden   vai   eivät.  Tukivektorikoneen   luokittelu   rakentuu   uusia   syötteitä 
kahdelle eri puolelle jakavasta hypertasosta, joka optimoidaan vastaamaan parhaalla 
mahdollisella   tavalla   harjoitusdatan   valmiiksi   luokiteltuja   esimerkkejä. 
Tukivektorikoneet   eroavat   luokitteluun  perinteisesti  käytetyistä   neuroverkoista 
erityisesti siinä, että jokaista oppimisdatan näytettä käytetään niissä uutena opittuna 
piirteenä   valmiiksi   pääteltyjen  ominaisuuksien,  kuten  neuroverkon   rakenteen 
parametrien mukauttamisen sijaan. [Hin07, Kiv11]
Luokitteluun   pohjautuvat   menetelmät   eivät   tarvitse   vaikeasti   määriteltäviä 
musikologisia   malleja,   mutta   niiden   heikkoutena   on   taipumus   ylikompensoitua 
käytettyyn   harjoitusdataan   josta   seuraa   ongelmia   kun   analysoitava   näyte   eroaa 
ratkaisevasti  harjoitusdatasta.  Tätä  ongelmaa  voidaan  lieventää  käyttämällä  ensin 
jotain   ohjaamattomaan   koneoppimiseen   pohjautuvaa   menetelmää,   jossa   datan 
sisältämistä  implisiittisistä  tilastollisista  riippuvuuksista   johdetaan   luokittelun 
kannalta   relevantit  ominaispiirteet   automaattisesti.  Tähän   voidaan   käyttää 
esimerkiksi  neuroverkkomaisia  DBN­verkkoja   (deep  belief  networks),  jotka  kootaan 
pinoamalla  mielivaltainen   määrä  rajoitettuja   Boltzmannin   koneita  (restricted 
Boltzmann machines, RBM) päällekkäin. 
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Rajoitetut  Boltzmannin   koneet   ovat   kaksikerroksisia   suuntaamattomia   graafisia 
verkkoja,  joissa   on  verkkoa   koulutettaessa  opittuja   ominaispiirteitä   kuvaavia 
binäärisiä  piilosolmuja  h  ylemmässä   kerroksessa.  Näiden   alapuolella   alemmassa 
kerroksessa   on  näkyviä  normaalijakautuneita  solmuja  v,  jotka   kuvaavat   dataa. 
Koneen solmukerrokset ovat täysin toisiinsa liittyneitä, mutta kerrosten sisällä ei ole 
ole liitoksia.  Tämä  takaa piilosolmujen riippumattomuuden toisistaan kun näkyvien 
solmujen arvot on määrätty. Opittu painomatriisi W kuvaa liitosten voimakkuuksia ja 
sen   avulla   voidaan   laskea   todennäköisyysjakaumia  verkon   solmujen   eri 
konfiguraatioista.   Käytännössä   opittuina   ominaisuuksina   käytetään   verkon 
yksittäisten  piilosolmujen h j näkyvistä  solmuista  v  riippuvia   todennäköisyyksiä 
kaavan 20 mukaan,
p(h j∣v )=
1
1+e
−1
σ2
(b j+w j
T v) ,                                                                                               (20)
jossa σ2 on skaalausparametri ja  b j ovat biasparametreja. [Hin07]
Useita rajoitettuja Boltzmannin koneita voidaan latoa päällekkäin asettamalla kunkin 
koneen näkyvä  kerros  ylemmän koneen piilokerrokseksi.  Näin  saadun DBN­verkon 
ideana   on   kunkin   koneen   löytämien   ominaispiirteiden   perustuminen   alempien 
koneiden  löytämille  ominaispiirteille,   jolloin   ylemmät   koneet  löytävät   yhä 
kompleksisempia  ja   epälineaarisempia  piirteitä   verkkoon   syötetystä   datasta.  Tämä 
data  on   ensimmäisen  koneen  suorittaman  käsittelyn   jälkeen  aina  binääristä.  Eräs 
DBN­verkko on kuvattu kuvassa 6. [Nam11] 
Kuva 6: Eräs DBN­verkkoratkaisu joka koostuu kolmesta RBM­koneesta [HaE10].
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Verkko  koulutetaan  aluksi   ohjaamattomasti  ML­periaatteella  alhaalta   ylös  kone 
kerrallaan  mallintamaan  aina  edellisen  koneen  luomaa  dataa.  Näin   saavutetaan 
paremmat  mallin   parametrit   varsinaista   ohjattua   oppimista   varten   kuin   vain   ne 
satunnaisesti   alustamalla   [HaE10].  Ohjattu   oppiminen   suoritetaan   neuroverkoissa 
yleisesti käytetyllä gradienttimetodilla (gradient descent method), jossa harjoitusdatan 
valmiiden luokittelujen ja verkon tulosteen perusteella lasketaan ensin virhesignaali. 
Tämä  etenee  sitten  taaksepäin   verkossa   sen   painojen   oppimisgradienttien 
laskemiseksi  kussakin  verkon kohdassa.  Tätä  käsittelyä  edeltävällä ohjaamattomalla 
oppimisvaiheella   vähennetään   menetelmän   taipumusta   jumiutua  myöhemmin 
lokaaleihin optimeihin. [Hin07]      
DBN­verkkoja   voidaan   käyttää   luokittelussa   käytettyjen   tukivektorikoneiden 
harjoitusdatan   muodostuksessa.   DBN­verkoilla   muutetaan   äänisignaalista   saatu 
taajuusspektri   paremmin   huomioimaan  moniäänisen  sävelerottelun   tarpeita,   kuin 
käyttämällä  suoraan  tukivektorikoneiden   harjoitussyötteenä   esimerkiksi 
taajuusspektrin   eri   osien   voimakkuuksia.  DBN­verkkoja   on   myös   käytetty 
onnistuneesti   esimerkiksi   musiikin   genren   ja   soittimien   tyypin   tunnistuksessa 
käytettyjen piirteiden haussa. Tämä antaa olettaa  että  DBN­verkot soveltuvat  hyvin 
musiikillisesti   relevanttien   ja  käytännöllisten  piirteiden  erotteluun  äänisignaalista. 
[HaE10]
4.4 Rytmiikan transkriptio
Säveltunnistuksesta saatavat perustaajuudet määrittävät  nuottiesityksessä  nuottien 
sävelet   eli  musiikilliset  äänenkorkeudet,   joita  nuottien  vertikaalisella   asemoinnilla 
ilmaistaan.   Nuottiesitys   vaatii   kuitenkin   myös   nuottien   ajallisen   dimension 
tarkastelua   nuottien   keston   ja   horisontaalisen   asemoinnin   selvittämiseksi 
nuottiviivastolla. Tähän tarvitaan rytmiikan transkriptiota. Tässä  luvussa  esitellään 
aluksi rytmiikkaan liittyvää peruskäsitteistöä, jonka jälkeen kuvaillaan nykyaikaista 
algoritmista   rytmiikan   transkriptioprosessia  pintapuolisesti.   Lopuksi 
havainnollistetaan  kolmea  erilaista   menetelmää  joita   on   käytetty   rytmiikan 
transkriptiossa onnistuneesti. 
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4.4.1 Rytmiikan transkription peruskäsitteistöä 
Rytmiikka   muodostuu   hierarkkisesti   jaetuista   tasoista   joilla   on   kaikilla   oma 
karakteristinen aikaskaalansa.  Tärkeimpänä  päämääränä   rytmiikan transkriptiossa 
on yleensä etsiä musiikkiesityksen vallitsevin periodinen painotus,  tactus, joka antaa 
musiikille   sen   intuitiivisesti   koetun   rytmin   eli   tempon.   Sen   arvo   määritellään 
nuottiesityksessä   kyseisen   tempon   periodin   kestoa   vastaavan   nuottityypin 
toistuvuutena   aikaminuuttia   kohden   (beats   per   minute,   BPM).   Näin   saadaan 
määritettyä kaikille musiikkiesityksen sisältämille nuottityypeille ajallinen kesto, sillä 
nuottiesityksessä   eri   nuottityyppien   kestot   voidaan   johtaa   triviaalisti   annetusta 
tempomerkinnästä   nuottiesityksen   sääntöjen   mukaisesti.   Esimerkiksi   kokonuotin 
kestoa vastaa aina neljä neljäsosanuottia. [KEA06] 
Tyypillisesti musiikissa tempo on noin 100 BPM luokkaa [ErK09]. Tempo voi muuttua 
musiikkiesityksen edetessä, mutta kussakin ajankohdassa voi olla hyvin erikoisia ja 
harvinaisia poikkeuksia lukuun ottamatta vain yksi määrätty tempo.  Ongelmana on 
kuitenkin se, että  tempo voidaan kokea kuuntelijasta riippuen monilla eri rytmiikan 
tasoilla,  joten  sitä  ei voida määritellä  täysin  eksaktisti.  Yleisesti kuitenkin oikeaksi 
tempoksi   todetaan   se   rytminen   pulssi,   joka   yleisimmin  muodostuu   kuuntelijoille 
musiikin vallitsevaksi rytmilliseksi ilmentymäksi. [KEA06]
Seuraavaksi   yleisin   tavoite  rytmiikan   transkriptiossa  on   löytää   musiikillisten 
tapahtumien   aikaresoluutio   eli   nuottiesityksessä   käytetty   kvantisointitaso.   Se   voi 
vastata   nuottiesityksessä   tempomerkinnästä   riippuen   esimerkiksi   32­osanuotin 
kestoa, jolloin nuottiesityksessä ei systemaattisesti käytetä lyhyempikestoisia nuotteja 
kuten   vaikkapa   64­osanuotteja.   Tästä   nuottiesityksen   sisältämästä   lyhimmästä 
ajallisesta periodista käytetään myös nimeä  tatum.  Nimi kuvastaa sen pienemmiksi 
osiksi   jakamatonta   luonnetta   nuottiesityksessä.   Kaikkien   muiden   nuottiesityksen 
nuottien tulisi  olla kestoltaan sen kokonaislukukerrannaisia muutamia poikkeuksia 
lukuun ottamatta. Näitä ovat esimerkiksi triolit, joissa tempon periodin kesto on jaettu 
kolmeen   yhtä   suureen   osaan.  Tämä   ei   pidä  yhtä  kvantisoinnin   kanssa  jos 
aikaresoluutio on ilmaistu parillisella nuottiarvolla kuten 32­osanuotilla. [Hai06]
Laajemmalla skaalalla tarkasteltuna musiikki on yleensä  jaettu ajallisesti tahteihin 
(bars  tai  musical measures),   joiden kesto liittyy usein sointujen muutosvauhtiin tai 
vallitsevan rytmisen kuvion pituuteen. Jako ei kuitenkaan ole yksiselitteinen ja voi 
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sisältää   tulkinnanvaraisuuksia,  mutta useimmiten kaikki  musiikillisesti  perustellut 
vaihtoehdot   ovat   yhtä   oikeita.   Tahdin   tyyppi   määritellään   murtolukuna,   jonka 
nimittäjä   ilmaisee   tahdin   pituuden  määräävän   nuottityypin   ja   osoittaja   kyseisten 
nuottien määrän yhdessä tahdissa. Esimerkiksi 3/4 tahtimerkintä ilmaisee että yhteen 
tahtiin   sisältyy   kolme   neljäsosanuottia.   Tällöin   myös   tempo   on   todennäköisesti 
määriteltynä   neljäsosanuotin   kestona   [PaP08].   Kuvassa  7  on   esitetty  edellä 
mainittujen  aikatasojen yhteydet aikatasoesityksen osituksina  eräällä  satunnaisella 
esimerkillä.
Kuva 7: Erään aikatasoesityksen rytmilliset yksiköt [Klapuri06b].
Joskus   edellä   esitellyt   kolme   rytmiikan   tasoa   ovat   hyvinkin   monitulkintaisia   ja 
toisiinsa joskus sekoittuvia, mutta ne on kuitenkin määritelty suhteellisen selkeästi ja 
muodostavat musiikillisesti merkitsevimmät aikaskaalat. Tahteja pitemmät ajanjaksot 
liittyvät enemmän musiikin rakenteelliseen jakoon eri sektioihin kuten säkeistöihin ja 
kertosäkeisiin,   eikä   varsinaiseen  musiikin   rytmiikan   tunnistukseen.  Niitä   ei   tässä 
tutkielmassa kuitenkaan enempää käsitellä johtuen syistä jotka luvussa 4.1 todettiin. 
4.4.2 Yleiskatsaus rytmiikan transkriptiomenetelmiin
Ihmisen   rytmiikan   havainnoinnin   prosessi   koostuu   musiikillisten   painotusten 
(musical   accents)   tapahtumahetkien   säännöllisen   toistuvuuden  intuitiivisesta 
päättelystä.   Painotukset   johtuvat   erityyppisistä  musiikillisista   tapahtumista   kuten 
yhtäkkisistä  äänenvoimakkuuden  tai  äänenvärin  muutoksista,  nuottien  alkamisista 
tai  musiikin   harmonisista  vaihteluista.   Monet   algoritmiset   rytmiikan 
analyysimenetelmät  pyrkivät   jäljittelemään tätä  prosessia   jossain  määrin.   [KEA06, 
THM11]
Musiikista   voidaan   erottaa  kahdentyyppisiä   rytmisiä   tapahtumia:  perkussiivisia   ja 
tonaalisia. Perkussiivisilla nuoteilla ei välttämättä ole selkeästi määriteltävissä olevaa 
tai   koettua  äänenkorkeutta  kuten   tonaalisilla   aina   on.  Ne   ovat  kuitenkin   yleensä 
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paljon   helpompia   tunnistaa   musiikista   niiden   synnyttämien   voimakkaampien 
äänienergian hetkellisten muutosten  johdosta nuottien  alkamishetkillä.  Tonaalisten 
nuottien  tapauksessa  sen sijaan  äänienergian hetkittäinen kasvu voi  olla  hyvinkin 
vähäistä   ja   vaikeasti   tunnistettavaa   [DaP05].  Mukana   on   kuitenkin   yleensä   aina 
sävelen   alkamiseen   liittyvä   ohimenevä   äänikomponentti   nuotin   perustaajuuden   ja 
soinnin lisäksi, mikä voi helpottaa tunnistusta. Nuottien loppumisajankohdat täytyy 
myös   määrittää   nuottiesityksessä.   Perkussiivisten   nuottien   loppumisten   tutkinta 
voidaan kuitenkin ohittaa, koska niiden kesto on siinä määrittelemätön. Tonaalisilla 
nuoteilla sen sijaan on aina määritettävä selvä kesto. [Hai06] 
Useimmat   rytmiikan   transkriptiomenetelmät   koostuvat   kolmesta   vaiheesta.   Ensin 
nuottien alkamiskohdat pyritään estimoimaan äänisignaalista yleensä  äänisignaalin 
voimakkuuden   ja   spektrin   muutoksista,   joiden   perusteella   luodaan   jollain 
menetelmällä  niin sanottu uutuuskäyrä   (novelty  curve).  Tämän käyrän kärkipisteet 
kuvaavat äänienergian hetkellistä kasvua ajan funktiona ja ne voidaan liittää edelleen 
nuottien   alkamiskohtiin   ja   siten   rytmiseen   variaatioon   tutkittavassa 
musiikkinäytteessä.   Käyrää   analysoidaan   toisessa   vaiheessa   jollain   menetelmällä 
periodisten tai kvasiperiodisten rakenteiden löytämiseksi siitä. Tämän jälkeen löydetyt 
periodisuudet liitetään  jollain menettelyllä  analysoitaviin rytmiikan perusyksiköihin 
ja   niiden   tarkat   vaiheet   äänisignaalissa   pyritään   tunnistamaan   uutuuskäyrän   ja 
löydettyjen periodisuuksien perusteella. [GrM09, ErK09, Wu11]
Jos musiikki ei sisällä rytmisiä soittimia ja sävelten vaihdoksissa ei tapahdu selkeitä 
aksentteja,  vaikeutuu  rytmisten   elementtien   etsintä   huomattavasti   uutuuskäyrän 
ollessa tasaisempi ja rytmiikan tunnistuksen kannalta häiriöisempi. Tällöin tarvitaan 
yleensä   jalostuneempia   perustaajuuksien   estimointiin   pohjautuvia   menetelmiä. 
Analyysi   on   vielä   mutkikkaampaa   jos   musiikki   sisältää   lokaalisti   periodisia 
elementtejä, eli tempo vaihtelee esityksen eri vaiheissa. [GrM09] 
Uutuuskäyrän   analyysi   on   yleensä   suoritettu   kolmella   eri   tavalla. 
Autokorrelaatiofunktiota   käytettäessä  uutuuskäyrää   verrataan   sen   ajallisesti 
siirrettyihin   kopioihin.   Toisessa   suositussa  menetelmässä   uutuuskäyrää   verrataan 
valmiisiin   uutuuskäyräaihioihin,   jotka   kuvastavat   tiettyjä   rytmisiä   ominaisuuksia. 
Kolmas   yleinen   vaihtoehto   on   luoda   uutuuskäyrästä   ensin   aika­taajuusesitys   ja 
verrata saatua spektrogrammia sinimuotoisista komponenteista koostuvien aihioiden 
spektrogrammeihin.   Kaikki   menetelmät   pyrkivät   löytämään   uutuuskäyrässä 
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vallitsevat  periodisuudet,   jotka voidaan liittää  nuottiesityksen eri  komponentteihin. 
Joskus   estimoidut   periodisuudet   muuttuvat   musiikkinäytteen   aikana,   jolloin 
tyypillisesti   luodaan   spektrogrammin   tavoin   näytettä   kuvaava   tempogrammi.  Sen 
sisältämät   taajuusalueet   eivät   kuvaa   kuitenkaan   perustaajuuksia,   vaan 
musiikkinäytteessä ilmenevien periodisuuksien voimakkuuksia kullakin ajanhetkellä. 
[GrM09, Wu11]
Seuraavaksi  kuvataan  kolmea   hyvin  erityyppistä  rytmiikan   tunnistusmenetelmää 
yksityiskohtaisemmin.  Ne pohjautuvat  älykkäisiin agentteihin,    k­NN regressioon ja 
dynaamiseen ohjelmointiin.
4.4.3 Tempon periodin ja vaiheen määritys älykkäillä agenteilla
Tempon ja sen vaiheiden analysointi keskenään kilpailevien agenttien avulla voidaan 
perustella  monella   tapaa.  Ensinnäkin  se  ei  vaadi   jatkuvasti   toistettavaa   laskentaa 
analyysi­ikkunoiden välillä,   jotka voivat  olla  alunperinkin  aivan  väärässä  paikassa 
tempon  tutkimisen  kannalta.  Useimpien   muiden   menetelmien   luontainen 
reaaliaikaisuuden puute  myös  tekee  niistä ongelmallisia ja tempon vaihdellessa sen 
jatkuvuus jää usein huomiotta,  jos tyydytään pelkästään  lokaaliin tarkasteluun. Eri 
hypoteeseilla   varustetuilla   agenteilla   äänisignaalia   voidaan   sen   sijaan   käsitellä 
kausaalisesti ja tempon jatkuvuus saadaan myös huomioitua paremmin. [Oli10]
Menetelmä   alustetaan   seuraavasti:  Äänisignaalin   alun  vallitsevien  periodisuuksien 
analyysin   perusteella   luodaan  N  määrä  tempohypoteeseja Pi ja   niille   kullekin 
joukko  vaihehypoteeseja ϕi
j ,   jotka saadaan esimerkiksi vertaamalla uutuuskäyrää 
kunkin hypoteesin edustaman periodin erivaiheisiin pulssiaihioihin autokorrelaatiolla. 
Saadut   alkuhypoteesit   koostuvat   joukosta (Pi ,ϕi) jonka   alkiot   arvotetaan   sen 
perusteella,   kuinka   valitun   pulssiaihion   pulssit   eroavat   uutuuskäyrän 
maksimipulssien sijainnista ja kuinka moni muu hypoteesi on kokonaislukusuhteessa 
siihen.  Menetelmän   alun   agentit   muodostetaan   hypoteesikolmikoista (Pi ,ϕi , S i) , 
jossa S i on hypoteesin i laskettu arvo. [Oli10]
Alustuksen  jälkeen   tempoa   ja   sen  vaihetta  voidaan  seurata  kausaalisesti.  Tulevaa 
äänisignaalia   analysoidaan   jatkuvasti   hetkellisen  uutuuskäyrän   ja   periodisuuksien 
löytämiseksi   samalla   pitäen   tasapaino   seurantasysteemin   reaktiivisuuden   ja 
stabiiliuden   välillä.   Tämä   tapahtuu  vertaamalla   agenttien   hypoteeseja   aina 
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nykyhetkeen   ja   eron   suuruudesta   riippuen  tarkasteltavan   agentin  hypoteesia   joko 
päivitetään eroon perustuen tai luodaan agentista joukko uusia agentteja vastaamaan 
muuttunutta tilannetta paremmin. Uusia agentteja luodessa ei kuitenkaan muuteta 
niiden alkuna toiminutta agenttia. Tällä otetaan huomioon mahdollinen nopea paluu 
takaisin   kyseisen   agentin   kuvaamaan   tilanteeseen.   Luodut   agentit   perivät   osan 
alkuna toimineen agentin pisteytyksestä ja kopioivat sen hypoteesin kehityshistorian. 
Agentti lopetetaan jos agenttien määrän maksimi on tullut täyteen ja se on pisteiltään 
huonoin   tai   sen  hypoteesi   ei   ole   ollut   toleranssin   rajoissa  pitkään  aikaan.  Agentti 
lopetetaan   myös   jos   agentin   toiminta   muistuttaa   liikaa   jonkin   toisen   paremmin 
suoriutuneen agentin toimintaa. [Oli10] 
Agenttien  toimintaa pisteytetään  jatkuvasti   tulevan äänisignaalin  uutuuskäyrän ja 
sen   löydettyjen   periodisuuksien   perusteella.  Agentin   kokonaispisteytys   summataan 
nykyhetken  pisteistä   ja   jo  annetuista  pisteistä,   jolloin  agentin   toiminnan  pisteytys 
perustuu koko suoritushistoriaan. Menetelmän tulosteena saadaan estimoitu tempo ja 
sen vaihe sen hetkiseltä pisteytykseltään parhaalta agentilta. Jos halutaan muodostaa 
estimaattien   koko   kehityskaari,   saadaan   se   kyseisen   agentin   hypoteesin 
kehityshistoriasta. Menetelmän toimintakaavio on esitetty kuvassa 8. [Oli10]  
Kuva 8: Muuttuvan tempon kartoitusmenetelmän toimintakaavio [Oli10].
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4.4.4 kNN­regression käyttö tempon määrityksessä
Kun   musiikillisten   painotusten   periodisuudet   on   kartoitettu   esimerkiksi 
autokorrelaatiolla tai kampasuotimilla, täytyy löydetyt periodit jollain tapaa asettaa 
kiinnostuksen kohteena oleviin rytmiikan eri tasojen perusyksiköihin. Tämä yleensä 
toteutetaan   löydettyjen   periodien   voimakkuuksien   ja   jonkin   harjoitusaineiston 
pohjalta   luodun   todennäköisyysmallin   antamien   painotusten   perusteella   [KEA06]. 
Rytmiikan   perusyksiköihin   liittyvien   periodien   valinta   löydetyistä   tällä   tavoin   on 
kuitenkin hyvin virhealtista ja epävarmaa [ErK06]. 
Jos   musiikkinäytteen   löydetyistä   periodeista   muodostetaan   periodisuusvektori, 
voidaan   musiikkinäytteiden   rytmisiä   ominaisuuksia   estimoida  k­NN   (k­nearest  
neighbor)  ­tyyppisellä  algoritmilla.   Tämä   on   perusteltua   sillä   havainnolla,   että 
rytmisesti   samankaltaisten  musiikkinäytteiden   löydetyistä   periodeista  muodostetut 
periodisuusvektorit   ovat   tyypillisesti   avaruudellisesti   lähellä   toisiaan.   Algoritmi 
muodostaa   tutkittavan   musiikkinäytteen   analyysin   valmiiksi   analysoidun 
harjoitusaineiston   perusteella.   Näistä   kuitenkin   huomioidaan   vain  k  määrä 
avaruudellisesti   analysoitavaa   musiikkinäytettä   lähinnä   olevat   tapaukset. 
Analyysitulokseksi   voidaan   valita   esimerkiksi   useimmin   naapurijoukossa   esiintyvä 
periodisuusvektorityyppi  tai  naapurijoukon periodisuusvektorien keskiarvo,   jos  kyse 
on jatkuva­arvoisesta regressiosta. [SWS07, ErK06]
Tässä   menettelyssä   on   kuitenkin   ongelmia.   Ensinnäkin   aikaperiodiskaalajatkumo 
pitää   jotenkin   diskretisoida   osiin,   jotta   periodisuus   voitaisiin   ilmaista   äärellisellä 
periodisuusvektorilla.   Toiseksi,   jos   harjoitusdatassa   ei   ole   analysoitavaa 
musiikkinäytettä rytmisesti lähellä olevaa tapausta analyysi usein epäonnistuu. Tämä 
on varsinkin tempon määrittelyssä   tyypillistä,  koska periodisuusvektorit  ovat usein 
tempoperiodin   ja   sen   monikertojen   kohdilta   terävästi   painotettuja.   Etäisyydet 
esimerkiksi  euklidisessa avaruudessa ovat  hyvin  herkkiä   tällaisille  muodoille.  Tätä 
voidaan kompensoida  luomalla  analysoitavasta  periodisuusvektorista s (τ)   joukko 
ajallisesti   venytystekijällä  r  lineaarisesti   laajennettuja  (periodit τ   pitenevät)   tai 
kompressoituja   (periodit τ lyhenevät)   ilmentymiä,   jolloin   tarkka   vastaavuuden 
löytäminen harjoitusdatasta ei ole enää yhtä tarpeellista. Jos esimerkiksi tutkittavan 
periodisuusvektorin oikea tempo on 120 BPM, vaihtelee periodisuusvektorista luotujen 
uusien   ilmentymien  tempo  104   ja  138  BPM:n  välillä   kun  r  vaihtelee  arvosta  0.87 
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arvoon   1.15.   Harjoitusvektorien tm(τ) ja   tutkittavasta   periodisuusvektorista 
muodostetun  joukon  ilmentymien sr(τ ) välinen  avaruudellinen  etäisyys d (m ,r)
voidaan määrittää euklidisella etäisyysmitalla kaavalla 21,
d (m ,r)=√∑τ (tm(τ)−sr(τ))
2 ,                                                                                   (21)
 jossa m = 1, …, M on harjoitusvektorin indeksi. [ErK06]
Analyysi etenee siten, että jokaisen harjoitusvektorin lyhin etäisyys d(m)=minr  d(m,r) 
analysoitavasta   vektorista   talletetaan   lyhimmän   etäisyyden   tuovan   argumentin  r 
ohella. Ne harjoitusdatan k vektoria joilla  d(m) on pienin, määrittävät analysoitavan 
periodisuusvektorin   kuvaaman   musiikkinäytteen   tempon.   Tämä   tapahtuu 
skaalaamalla   kyseisten   harjoitusvektorien   tempot   talletetulla   venytystekijällä  r, 
jolloin lähimmät harjoitusvektorit venytetään vastaamaan alkuperäistä analysoitavaa 
periodisuusvektoria.   Lopullinen   tempoestimaatti   voidaan   laskea   esimerkiksi 
painotetulla   mediaanilla,   jolloin  ne  harjoitusvektorit   jotka   ovat   lähempänä 
analysoitavaa periodisuusvektoria saavat suuremman painon laskennassa. [ErK06] 
4.4.5 Muuttuvan tempon kartoitus dynaamisella ohjelmoinnilla
Dynaaminen   ohjelmointi   on   optimointitapa   jossa   ongelman   kokonaisratkaisu 
muodostetaan  sen  paikallisista   optimeista.   Kun   eri   osaratkaisut   käyttävät   usein 
samoja   pienempiä   osaratkaisuja   ja   osaratkaisut   ovat   toisistaan   riippumattomia, 
voidaan dynaamista ohjelmointia soveltaa ongelman ratkaisemiseksi [Cor09]. Musiikin 
lokaalin luonteen takia se sopii näin ollen tempokäyrän johtamiseen tempogrammista. 
Toimintaperiaatteena   on   tasapainottaa   uutuuskäyrässä   tapahtuvia   periodisia 
muutoksia   tempon   stabiilina   pitämisen   tavoitteella   [Wu11].  On   kuitenkin 
huomioitava,   että   tämä   antaa   olettaa   että   tempojen  muuttuvan  etupäässä   sileästi 
aika­askelten välillä.
Dynaamista   ohjelmointia  käytettäessä  musiikkiesityksen   todennäköisimmät   tempot 
kussakin   aika­askeleessa  i  sisältävä   tempokäyrä P=[ p1 , ... , pi ,... , pn] saadaan 
sivutuotteena   maksimoimalla  tietyn  utiliteettifunktion J (P ,θ) arvo.  Eräs 
mahdollinen utiliteettifunktio on määritelty tarkemmin kaavassa 22,
J (P ,θ)=∑
i=1
n
M i , pi−θ∗∑
i=1
n−1
∣p i−pi+1∣ ,                                                                          (22)
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jossa  M i , j on tempogrammin alkion arvo aika­askeleessa i ja taajuuskaistassa j.
Kaavan 22 utiliteettifunktion ensimmäinen termi pyrkii maksimoimaan tempopolun 
voimakkuuden   läpi   musiikkinäytteen   ja   toinen   termi   pyrkii   pitämään   tempon 
muutokset   mahdollisimman   pieninä.   Toisen  termin  parametrina   toimiva θ
määrittää   tempon   vaihdoksista   syntyvää   rangaistuksen   määrää   ja   sen   suuruus 
tempokäyrälle   asetetun   sileysvaatimuksen   tason.   Utiliteettifunktio   voidaan 
maksimoida   dynaamisen   ohjelmoinnin   periaatteella   maksimoimalla   paikallisia 
utiliteetteja D(i , j) ,   jotka kuvaavat  maksimaalista  utiliteettia  aika­askeleeseen  i 
saakka   kun   tempopolku   päättyy   siinä   tempogrammin   taajuuskaistaan  j.  
Rekursiivinen muoto paikallisille utiliteeteilla saadaan kaavalla 23,
D(i , j)=Mi , j+max k , j∈[1,m ](D(i−1,k )−θ∗∣pk−p j∣) ,                                               (23)
jossa  k  kuvaa askeleeseen  i  asti  optimoidun  tempopolun edellisen askeleen tempon 
taajuuskaistaa ja m käytettyjen taajuuskaistojen kokonaismäärää. [Wu11]
Kun  maksimaalinen   utiliteetti max j∈[1,m]D(n , j) on  saavutettu,  voidaan   optimiin 
kuuluvien   pienenevien   osaratkaisujen   tarkastelun   myötä  löytää  optimaalinen 
tempopolku  P  josta   tempokäyrä   muodostetaan.   Dynaamista   ohjelmointia   voidaan 
soveltaa uutuuskäyrää ja tempokäyrää apuna käyttäen uudestaan, jos tarkat tempon 
vaiheet   halutaan   määrittää   eli   missä   ajankohdissa   tempon   pulssit   tarkemmin 
ilmenevät. [Wu11]
4.5 Sointujen transkriptio
Säveltunnistuksessa   ja   rytmiikan   analyysissa   saadut   yhtäaikaiset 
perustaajuusestimaatit  eivät  vielä   itsessään kerro  musiikillisesti  mitään,  ellei  niitä 
analysoida   musiikillisin   perustein   jollain   korkeammalla   abstraktiotasolla. 
Länsimaisessa   traditiossa   soinnuilla   on   keskeinen   osa   tässä   sekä   nuottiesityksen 
muodostamisessa.   Tässä  luvussa  perehdytään   aluksi   sointujen   algoritmiseen 
transkriptio   on   yleisesti   ja  sen   jälkeen   esitellään   muutamaa   menettelytapaa 
tarkemmin. 
 49
4.5.1 Yleiskatsaus sointujen transkriptiomenetelmiin
Sointujen tunnistusprosessiin sisältyy lähtökohtaisesti monia samoja vaikeuksia kuin 
moniääniseen  säveltunnistukseenkin,   sisältäväthän   ne   molemmat   yhtä   aikaa 
ilmenevien sävelten kartoittamista. Sointujen tunnistus eroaa kuitenkin ratkaisevasti 
säveltunnistuksesta   siinä,   että   tarkoituksena   ei   ole   eksaktien   perustaajuuksien 
löytäminen,   vaan   äänisignaalista   johdettujen   piirteiden   luokittelu   valmiiksi 
määriteltyihin   abstrakteihin   kokonaisuuksiin   joita   tässä   tapauksessa   soinnut 
ilmentävät. 
Kuten   sävelten   tunnistuksessakin,   sointujen   tunnistusta   vaikeuttavat   erityisesti 
äänisignaalien   perustaajuuksien   mukana   esiintyvät   yläsävelet,   jotka   vaihtelevat 
musiikissa käytettyjen soitinten ja niiden äänialan mukaan. Lisäksi sointujen sävelet 
voidaan   ottaa   mistä   tahansa   oktaavista   ja   mahdollisesti   missä   tahansa 
äänenkorkeusjärjestyksessä, mikä mutkistaa tehtävää entisestään. Soinnun sävelten 
vapaat   oktaavivalinnat   ja   äänenkorkeusjärjestys   voidaan   kuitenkin  helposti  ottaa 
huomioon  käyttämällä  apuna 12­ulotteista kromavektoria,  jonka kukin komponentti 
sisältää  kunkin kantasävelen  perustaajuuksien  summatut äänienergian intensiteetit 
kaikissa oktaaveissa. Jäljelle jäävä yläsävelten runsas esiintyminen hankaloittaa silti 
edelleen   etenkin   soinnuista   suoraan   muodostettujen   binääristen   sointuaihioiden 
käyttöä.   Soinnut   jotka   sisältävät   suureksi   osaksi   samoja   säveliä  myös   sekoittuvat 
tunnistuksessa   helposti   keskenään   varsinkin   sointujen   sisältämien   sävelten 
lukumäärän kasvaessa. [PaP07, OGF09]
Sointujen tunnistusprosessi koostuu soinnun juurisävelen ja sointutyypin löytämisestä 
kullekin kromagrammin  kromavektoreista koostuvalle  aika­ikkunalle. Musiikkinäyte 
tulee luonnollisesti jakaa näihin ikkunoihin ensin, esimerkiksi rytmiikan transkription 
keinoin  joita   käsiteltiin  luvussa  4.4.   Useimmiten   menetelmät   pitävät   sisällään 
harjoitusdatan avulla toteutetun oppimisen josta saadaan todennäköisyysmalli  sille, 
mikä   sointu  mahdollisesti  on  kyseessä   kun  äänisignaalista   on   johdettu   jokin   sitä 
korkeammalla   tasolla   kuvaileva   piirre.   Tämä   on   yleensä   ollut   kromavektori. 
Vaihtoehtoisesti voidaan harjoitusdatasta  ensin pyrkiä rakentamaan kutakin sointua 
kuvaavat   kromavektoriaihiot,   jolloin   sointujen   tunnistus  muuttuu   kromavektorien 
yhtäläisyyden arviointiongelmaksi. [Lee07, Roc09] 
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Myös kromavektoreista johdettuja 6­ulotteisia tonaalisia keskittymiä (tonal centroids) 
on   käytetty   korkeamman   tason   piirteenä   menestyksekkäästi.   Niiden   etuna   on 
pienemmän ulottuvuusmäärän tuoma käyttövarmuus, joka saavutetaan projektoimalla 
kromavektori kolmeen intervalliympyrätasoon.  Nämä  on muodostettu kvinteistä sekä 
duuri­   ja   mollitersseistä.   Tonaalisia  keskittymiä  käytettäessä   sointujen 
etäisyyslaskenta   painottaa   juuri   näitä   länsimaisen   musiikin   sointujen   yleisimpiä 
intervalleja tehostaen prosessia. [Lee07] 
Sointujen   transkriptiossa  on   käytetty  useimmiten  piilo­Markov­malleja   (hidden 
Markov models). Näitä käsitellään tarkemmin seuraavaksi. 
4.5.2 Piilo­Markov­mallit
Piilo­Markov­malleja  on   perinteisesti   sovellettu   puheentunnistuksessa   hyvällä 
menestyksellä.   Tämän   on  mahdollistanut  tutkimuksista  kertyneen   harjoitusdatan 
suuri määrä, jolloin on voitu saada menetelmän parametrien estimaatit tarkemmiksi 
ja   mallit   paremmin   todellisuutta   vastaaviksi.   Tätä   etua   ei   ole   sovellettaessa 
piilo­Markov­malleja  musiikillisiin   tehtäviin,   sillä   saatavilla   olevan   harjoitusdatan 
niukkuus ja musiikin akustisen varianssin suhteellinen suuruus puheeseen verrattuna 
asettavat tälle suuria haasteita. [LeS06, BWF11]  
Piilo­Markov­mallit  koostuvat   kahdesta   päällekkäisestä  stokastisesta  prosessista, 
jonka  päällimmäisen  prosessin   tila  voidaan  arvioida  vain  alemman  prosessin  tilan 
mittauksen   kautta.  Päällimmäinen   prosessi   on   näin   ollen   ”piilotettu”.  Mallin 
sisältämät  ajallisessa järjestyksessä olevat  piilomuuttujat kuvaavat  tämän prosessin 
tiloja. Näistä jokaista vastaa oma observaatiomuuttujansa, joka on alemman prosessin 
mitattu mittausarvo. Mallin observaatiotodennäköisyydet kuvaavat piilomuuttujien eri 
tilatyyppien  todennäköisyyttä  muodostaa  kukin  observaatiomuuttujien  mahdollinen 
arvo.  Tilojen  muutosmatriisi   puolestaan   sisältää  muutostodennäköisyydet   kaikkien 
piilomuuttujien  tilatyyppien  välillä.   Tilojen   keskinäinen   esiintyvyysriippuvuus   on 
rakennettu   näihin   todennäköisyyksiin.  Mallissa   on   oletuksena   tilastollinen 
riippumattomuus   observaatiomuuttujien   mittaustapahtumien   välillä,   joskin 
varsinaiset observaatiomuuttujien arvot ovat tietenkin riippuvaisia edellisistä arvoista 
kuten varsinaiset tilatkin mallissa ovat. [Rab89]
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Sointujen transkriptiossa mallin piilomuuttujat kuvaavat  sointuprogression sointuja 
sekvenssissä   ja  observaatiomuuttujat  äänisignaalista   johdettua  mittaustietoa,   jonka 
muodoksi  on   yleensä  valittu  12­ulotteinen   kromavektori.  Menetelmän   tilatyyppien 
lukumääränä  on  sointujen   transkriptiossa  huomioitujen  sointutyyppien   lukumäärä. 
Tämä joukko on lähtökohtaisesti epätäydellinen, ellei mukana ole kaikki mahdollisia 
sointuja joita kaavan  5 mukaan  on  melkein 25000. Yleensä mukana ovat olleet vain 
duuri­   ja   mollikolmisoinnut   kustakin   kantasävelestä  alkaen,   mikä   rajoittaa 
huomattavasti transkription tarkkuutta [OGF09]. 
Mallin   sisältämät   parametrit   rakennetaan   joko   musiikin   teorian,   kognitiivisten 
tutkimusten  tai  jonkinlaisen tilastollisen käsittelyn pohjalta. Tilastollinen mallinnus 
on yleensä tehty  aiemmin mainitulla ML­periaatteeseen  pohjautuvalla  iteratiivisella 
EM­algoritmilla  [ShE03].  Mallin   observaatiomuuttujien   käsittelemiseksi   jokaiselle 
analyysissä  huomioidulle   soinnulle  määritetään  oma 12  muuttujan   (kromavektorin 
kantasävelten)   normaalijakauma,   joka   koostuu   keskiarvovektorista   ja 
kovarianssimatriisista.   Rakentaessa   tilastollisesti   harjoitusdatan   avulla   nämä 
jakaumat   voidaan  yleensä  olettaa,   että   kunkin  soinnun   normaalijakauma  on 
universaali eikä sen pitäisi muuttua kovinkaan paljoa eri konteksteissa. Voidaan myös 
olettaa että  siirrettäessä  tiettyä  sointua alkamaan toisesta juurisävelestä,  tarvitaan 
normaalijakaumaa vain siirtää kyseisen intervallihypyn verran säilyttäen sen sisäisen 
muodon samana. Toisaalta mitkään soinnut eivät esiinny missään harjoitusaineistossa 
täysin tasavertaisesti,   joten aineistoon ylimukautumisen estämiseksi  on perusteltua 
opetella  vain  kunkin  sointutyypin  yksi  versio  kahdentoista  sijaan.  Muut  yksitoista 
saadaan tästä siirtämällä muuttujia ympyrässä tietyn verran jotta soinnun juurisävel 
saadaan oikeaan kohtaan. [PaP07]
Rakentaessa   sointujen   jakaumat  musiikin   teorian   pohjalta  ilman   harjoitusdataa 
vältytään   suurelta   määrää   laskentaa,   mutta   ongelmaksi   muodostuu   tällöin 
perustaajuuksien mukana ilmenevien yläsävelten  häiriönä  esiintyminen. Tämä tulisi 
ottaa huomioon normaalijakaumia rakentaessa lisäämällä yläsävelten kontribuutioita 
sointujen   keskiarvovektoreihin   ja   kovavarianssimatriiseihin   jollain   systemaattisella 
menettelyllä.   Tämä   voidaan   tehdä   esimerkiksi   lisäämällä   sointujen   mallien 
spektreihin   mukaan   kunkin   sen   sisältämän   perustaajuuden   eksponentiaalisesti 
vaimenevia harmonisia yläsäveliä [OGF09].
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Kun   observaatiotodennäköisyydet   ja   tilojen   muutosmatriisi   on   määritetty 
tilastollisesti tai musiikinteorian pohjalta, voidaan saatua piilo­Markov­mallia käyttää 
todennäköisimmän   piilomuuttujapolun,   niin   sanotun   Viterbi­polun   löytämiseen 
tapauksissa   joissa   piilomuuttujien   arvot   eivät   ole   tiedossa.   Piilomuuttujapolulla 
tarkoitetaan tässä tapauksessa tunnistuksen kohteena olevaa sointusekvenssiä, jonka 
soinnut   halutaan  estimoida.   Polun   etsintä   voidaan   suorittaa   dynaamiseen 
ohjelmointiin perustuvalla Viterbi­algoritmilla joka toimii niin ikään ML­periaatteella. 
Algoritmi   toimii   kausaalisesti   siten,   että   todennäköisin   läpikäyty   polku   riippuu 
kullakin hetkellä t vain sen hetkisestä observaatiomuuttujan arvosta, sekä hetkeen t­1 
asti   läpikäydystä   todennäköisimmästä   polusta.  Jos   tutkittavan   musiikkinäytteen 
sointusekvenssi  on  jo   tiedossa  ja  halutaan  määrittää  vain  sointujen alkamiskohdat 
äänisignaalissa,   voidaan   Viterbi­algoritmia   rajoittaa  pelkästään  paikannuksen 
suorittavaksi. Tämän onnistuminen rajoittamattomaan Viterbi­algoritmiin verrattuna 
on oletettavasti aina paljon todennäköisempää. [PaP07, BeP05, ShE03]
4.5.3 Soinnuntunnistus tehostetuilla sointupiirteillä 
Musiikkinäytteiden   äänisignaalien   kanssa   toimivien,   oikeanlaisten   sointuprofiilien 
rakentaminen   on  piilo­Markov­mallien   hyödyntämisessä   lähtökohtainen   ongelma. 
Kromavektorin   johtaminen   suoraan   äänisignaalin   taajuusspektristä   aiheuttaa 
soitettujen   sävelten  yhteydessä   ilmenevien  äänenvärillisten  yläsävelten   siirtymisen 
sävelluokkien   amplitudeihin   aiheuttaen   häiriötä.   Tätä   puutetta   voidaan   paikata 
tekemällä  perustaajuuksien  aktivointikartoitus   ennen  niiden   oktaavi­informaation 
hävittämistä,  joka   tapahtuu  kromavektorien   muodostuksessa.  Tällöin   kaikki 
taajuusspektrin informaatio voidaan ottaa paremmin huomioon sointuja määrittäessä 
kuin   suoraan   summaamalla   sävelten   esiintyvyyttä   taajuusspektristä   sävelluokkien 
perustaajuuksien kohdista.  [MaD10]
Kuten  moniäänisen   säveltunnistuksen   yhteydessä   todettiin,  voidaan  äänisignaalin 
taajuusspektriä  Y  approksimoida   generatiivisella   mallilla,   jossa   sen   oletetaan 
muodostuvan yksittäisten sävelprofiilien lineaarikombinaatiosta.  Nämä kombinaatiot 
painotetaan  epänegatiivisella  perustaajuuksien  aktivointivektorilla  x.  Malli   vastaa 
fysikaalista ymmärrystä siitä miten samanaikaisten sävelten amplitudit summautuvat 
ja  se  huomioi  vaihe­erojen   vaikutuksen  satunnaisena   häiriönä.  Kaikki   ne 
perustaajuudet joiden voidaan olettaa olleen käytettyjä  musiikkinäytteen soinnuissa 
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tulisi   olla   huomioituja   mallia   käytettäessä.   Näin   ollen,   jos   kyse   on   esimerkiksi 
vapaamuotoisesta kitaramusiikista,  pitäisi  sävelprofiileja olla yhteensä 48 (kitarassa 
on   yleensä   4   oktaavin   ääniala).  Tunnistustarkkuus   kuitenkin   paranee  mikäli 
käytetään   vain   niitä   sävelprofiileja   joiden   tiedetään   olevan   mukana   kaikkien 
mahdollisten sijaan [GrE10]. Malli on ilmaistu kaavassa 24, 
Y≈Ex ,                                                                                                                         (24)
jossa E on matriisi joka sisältää menetelmässä huomioidut sävelprofiilit. 
Jotta   taajuusspektristä  Y  voidaan   tehdä   kaavan  24  mukainen   hajotelma,   täytyy 
sävelprofiilit   määrittää   jollain   tapaa   ensin.  Eräs  tapa   on   generoida   idealisoituja 
sävelprofiileja, joihin sisältyy kunkin sävelen perustaajuuden lisäksi sen harmoniset 
yläsävelet  k  jotka  pistetään  vaimenemaan  geometrisesti.  Vaimenemisen 
geometrisuuden  muuttamisen  lisäksi sen  muodon muuttaminen  voidaan  yläsävelten 
taajuuksien noustessa perustella sillä, että kunkin soittimen resonanssitaajuudet ovat 
yleensä kiinnitettyjä. Tällöin yläsävelten taajuuksien kasvaessa niiden todennäköisyys 
osua instrumenttikohtaisille resonanssitaajuuksille pienenee. Vaimenemiskertoimet ak 
sävelprofiileissa saadaan kaavalla 25,
ak=s
k−1 ,                                                                                                                       (25)
jossa parametri s∈[0,1] määrittelee vaimenemisen muodon. [MaD10]
Sävelprofiilien   määrittämisen   jälkeen   ongelmana   on   löytää   paras   mahdollinen 
sävelten aktivointivektori  x  joka minimoi kaavan  24 approksimointivirheen kussakin 
aikaikkunassa.   Tämä   voidaan   ilmaista  euklidisena   etäisyytenä ∣∣Y−Ex∣∣ eli 
taajuusspektrin  sekä  sävelprofiilimatriisin  ja  sävelten aktivoinvektorin  tulon  välillä 
kullakin  ajanhetkellä.  Minimoinnin  suorittaminen  on  tunnettu  ongelma  ja  voidaan 
suorittaa epänegatiivisella pienimmän neliösumman menetelmällä (non­negative least  
squares,  NNLS)  erikseen   kullekin   aikaikkunalle  [LaH74].  NNLS   eroaa 
sävelkorkeuksien transkription yhteydessä esitellystä NMF­hajotelmasta efektiivisesti 
siinä, että NNLS operoi vain yhdessä analyysi­ikkunassa kerrallaan.  Se ei myöskään 
määritä suorituksensa aikana samalla myös spektriaihioita  automaattisesti, vaan ne 
pitää rakentaa itse.
Aktivointivektorien   määrityksen   jälkeen   voidaan   sointujen   määritykseen   käyttää 
piilo­Markov­mallien  sijaan  sitä  yleislaatuisempaa  dynaamista  Bayes­verkkoa,   jossa 
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voi   olla  useampia   piilomuuttuja­  ja   observaatiomuuttujakerroksia  sekä 
monimutkaisempia kausaalisia riippuvuuksia kuin tavallisissa piilo­Markov­malleissa. 
Eräs tällainen ratkaisu on esitetty kuvassa 9. [MaD10] 
Kuva 9: Eräs soinnuntunnistukseen käytetty dynaaminen Bayes­verkko [MaD10].
Kuvasta  9   nähdään   soinnuntunnistukseen   käytetyn   dynaamisen   Bayes­verkon 
muuttujat   ja   niiden   oletetut   kausaaliset   yhteydet,   sekä  kahden   vierekkäisen 
aika­askeleen  väliset  riippuvuudet.  Nämä   toistuvat   muissa  aika­askelissa 
samanlaisina.   Mallin   muoto   rakentuu   musiikillisista   periaatteista   ja   sen 
observaatiomuuttujina toimivat sävelten aktivointivektoreista johdetut kromavektorit. 
Nämä muuttujat on esitetty kuvassa tummennetuilla solmuilla, joissa kromavektori on 
jaettu   korkeisiin   (treble)   ja   mataliin   (bass)   säveliin   tunnistuksen   tehostamiseksi. 
Kuvan malli myös esimerkiksi olettaa, että bassonuotit ja sointuvaihdokset esiintyvät 
yleensä tahtien alussa ja että sävellaji (key) vaikuttaa aina sen hetkiseen sointuun ja 
seuraavan   aika­askeleen   sävellajiin.  Kiinnostuksen  kohteena   oleva   sointusekvenssi 
voidaan päätellä dynaamisessa Bayes­verkossa piilo­Markov­mallien tapaan niinikään 
Viterbi­tyyppisesti. [MaD10]
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5 Jazz­improvisaatioanalyysialgoritmi
Äänisignaalin  muodossa   olevan  musiikin  nuottiesitys   voidaan   johtaa   transkription 
välinein  tiettyjä  fysikaalisia   suureita,  kuten   taajuutta   ja   äänienergiaa  tutkimalla. 
Valmis nuottiesitys ei kuitenkaan suoraan tarkasteltuna kuvaa kaikkea musiikillisesti 
olennaista   informaatiota.  Tämän   ylemmän   abstraktiotason   informaation 
hahmottamiseen  tarvitaan  harmonista  analyysia,   joka  tutkii  musiikissa   ilmenevien 
sävelten   suhteita   toisiinsa   havainnollisin   musiikillisin   käsittein.  Näitä   ovat 
esimerkiksi luvussa 3 esitellyt sävelasteikot ja soinnut. Rytmiikan tutkiminen kuuluu 
myös olennaisesti musiikkiteoreettisen analyysin piiriin, mutta harmoninen analyysi 
nimensä  mukaisesti  keskittyy tarkastelemaan vain sävelten vaikutuksia yhdessä   ja 
erikseen musiikilliseen kokonaisuuteen jättäen sävelten rytmisen vaihtelun kokonaan 
huomiotta. Täten rytmiikkaa ei tässä osiossa enempää käsitellä.
Harmonisen   analyysin   eräässä   osa­alueessa,  jazz­improvisaatioanalyysissä,   on 
tarkoituksena etsiä musiikkinäytteen sointuprogression pohjalta tietoa mitä säveliä ja 
sävelasteikkoja käyttäen voidaan saavuttaa kullakin hetkellä soittajan haluama sointi. 
Analyysin   jälkeen   saatua   informaatiota   voidaan   käyttää   soittohetkellä   vapaasti 
hyväksi  kun  musiikkinäytteen  päälle   lisätään  omaa   etukäteen   suunnittelematonta 
tulkintaa,   improvisaatiota.  Mikäli   tämä   oma   lisätty   improvisaatio   saa  musiikissa 
huomion keskipisteen, puhutaan niin sanotusta soolonsoitosta.
Tämän tutkielman kokeellisen osan pääasiallisena tarkoituksena on luoda tekoälyyn 
ja  musiikillisiin   näkökohtiin  pohjautuva   järjestelmä,   jolla   voidaan   tehokkaasti   ja 
systemaattisesti analysoida soolonsoiton kannalta mitä tahansa soolonsoiton taustaksi 
haluttua musiikkinäytettä. Mikäli tätä näytettä ei ole saatavilla nuottiesitysmuodossa, 
voidaan   nuottiesitys   pyrkiä   rakentamaan  luvussa  4  esitetyin   menetelmin   mistä 
tahansa musiikkia sisältävästä äänisignaalista.
On syytä painottaa että tarkoituksena ei ole löytää musiikkinäytteen sävelasteikkoja 
kuten   säveltäjä   on   ne  mahdollisesti  määritellyt,   vaan   kehittää   vapaavalintaisista 
sävelasteikoista   koostuva   harmoninen   tiekartta   johdattamaan   improvisoija 
mahdollisimman helposti annettujen sointujen läpi. Tällöin ei ole olemassa yhtä ainoaa 
ideaalista ratkaisua johon tulisi pyrkiä. Tavoitteena on vain löytää ne ratkaisut, jotka 
ovat   oletusarvoisesti   hyödyllisimpiä.  Tässä   tapauksessa   se   merkitsee  sitä,   että 
ratkaisut optimoidaan tiettyjä musiikillisia periaatteita apuna käyttäen. 
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5.1 Aiemmat jazz­improvisaatioanalyysialgoritmit
Perinteisen  jazz­musiikin  sointuprogressiomaailma  on  ominaispiirteisesti   varsin 
rajoittunutta.   Arviolta   puolet   tai   enemmän   jokaisesta   jazz­standardikappaleesta 
rakentuu  niin   sanotuista   II­V­I   sointukadensseista   [Few05].   Tällaisia   ja   vastaavia 
rakenteita   hyväksi   käyttäen   jazz­improvisaatioanalyysia   on   pyritty   tekemään 
algoritmisesti  ennenkin,   joskin  varsin  vähän.  Menetelmät  ovat  olleet  suurelta  osin 
symbolisia   ja   vaikeasti  määriteltävien  parametrien  huikean  määrän  raskauttamia. 
Analyysin   sopivat  musiikkinäytteet  ovat   luonnollisesti  olleet  myös  vain  perinteisen 
jazz­musiikin ominaispiirteisiin rajoittuneita. [Cho11] 
Modernissa jazzissa ei kuitenkaan ole mitään sääntöjä: mikä tahansa sävelkokoelma 
voi toimia sointuna, mikä  tahansa sointu saattaa seurata edellistä  ja mikä  tahansa 
sävel   sopii  minkä   tahansa  soinnun  päälle,   jos   se  vain  halutaan  siinä  kontekstissa 
kuulla. Kaiken lisäksi käytetty soitinvalikoima voi olla aivan mitä tahansa puhtaasta 
melusta  kirkkokuoroon.  Jotta   tätä   vapautta  voitaisiin   jotenkin  kontrolloida,  täytyy 
harmonisen analyysin perussäännöt ottaa huomioon ennen niistä poikkeamista. Nämä 
säännöt muodostuvat sen peruskomponenttien, sävelasteikkojen ja soinnutuksen, eri 
käytännöistä.  Näitä   ei   tässä   kuitenkaan   tarkemmin   käsitellä,   vaan   tyydytään 
kehitetyn   algoritmin  kannalta  oleellisimpien  musiikillisten  lähtökohtien   esittelyyn 
joka tehdään seuraavaksi.
5.2 Jazz­improvisaatioanalyysialgoritmin lähtökohdat   
5.2.1 Sointu/sävelasteikko paradigma
Luvussa   3.4  mainittu  sointuteoria   liittyy   tiiviisti   sävelasteikkoihin.   Länsimaisessa 
traditiossa myös soinnut ovat kromaattisen asteikon 12 eri kantasävelen osajoukkoja. 
Tyypillisesti   jako   sointuihin   ja   sävelasteikkoihin   suoritetaan   funktionaalisuuden 
perusteella:   soinnun   sävelet   esiintyvät  musiikissa   yleensä   yhtä   aikaa,   siinä  missä 
asteikkojen nuotit on tapana soittaa useimmiten erikseen. Soinnuissa on myös yleensä 
vähemmän säveliä kuin asteikoissa, mutta tämäkään ei aina pidä paikkaansa. Näin on 
esimerkiksi  käytettäessä  pentatonisia  asteikkoja,  jotka   ovat   yleensä   diatonisten 
asteikkojen viiden kokoisia osajoukkoja.  Sointujen ja sävelasteikkojen suhde on myös 
epäsymmetrinen:   soinnut  muodostetaan   useimmiten   sävelasteikkojen   osajoukkoina 
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eikä   päinvastoin.   Toisaalta   soinnut   ovat   asteikkoja   ja   asteikot   sointuja.   Tämä 
paradigma toimii   tässä   tutkielmassa kehitetyn  jazz­improvisaatioanalyysialgoritmin 
perustana  ja on  myös  vahva peruste  perinteisen sointuteorian käsittelyn kokonaan 
pois jättämiselle. Sointuja käsitellään näin ollen vain sävelasteikkojen osajoukkoina, 
eikä  minkään   harmonisen   funktionaalisuuden   perusteella   menetelmän 
rajoittamattoman sovellettavuuden mahdollistamiseksi.
5.2.2 Tonaalinen keskus moderneissa konteksteissa
Klassisessa   musiikissa   ja   perinteisessä   jazzissa   on   usein   musiikillisista   syistä 
intuitiivisesti   selvää   millä   nimellä   käytettyä   sävelasteikkoa   on   nimettävä,   mutta 
modernissa   jazzissa   tai  muussa   vapaassa  musiikissa   se   on   usein  mahdotonta   ja 
tarpeetontakin.  Melodian kulku ja painotukset sekä  ympäröivät  soinnut  eivät  siinä 
enää  välttämättä   tarjoa selviä  viitteitä  siitä,  mikä   tonaalinen keskus on kulloinkin 
kyseessä   ja   usein   se   menettääkin   merkityksensä.   Mikäli   tonaalinen   keskus   on 
havaittavissa,   on   sen   käyttö   enemmän   kuin   perusteltavaa   kyseisen   musiikin 
paremmin hahmottamiseksi. Modernissa jazzissa tonaalisen keskuksen käsite toimii 
kuitenkin usein enempikin vain ohjenuorana improvisaation apuna, eikä varsinaisesti 
itsessään   kuvaile   musiikkia.  Tässä   tutkielmassa   kehitetyn 
jazz­improvisaatioanalyysialgoritmin   tarjoamat   tonaaliset   keskukset   ovatkin   vain 
eräänlaisia   improvisoinnissa   käytetyn   säveljoukon  referenssipisteitä  joiden   avulla 
käytetyt   asteikot   nimetään,   eivätkä   varsinaisia   tonaalisia   keskuksia   niiden 
perinteisessä   mielessä.   Eräät  huippumuusikot   eivät  jopa   ota   tonaalista   keskusta 
lainkaan   huomioon,   vaan   käsittelevät   harmoniaa   pelkästään   sävelasteikkojen 
muutoksina [Hol94].
5.2.3 Sävelasteikkojen ja niiden moodien käsittely
Ottaen huomioon tonaalisen keskuksen mahdollisen määrittelemättömyyden, voidaan 
harmoniaa   tehokkaammin   ja   yksinkertaisimmin   tarkastella   rajoittuen   vain 
varsinaisiin   sävelasteikkoihin.  Tällöin   moodien   käsittely  jätetään  kokonaan   pois 
tarkastelun   ensivaiheessa.   Näin   toimiessa   sävelasteikolle   ei   määritellä   lainkaan 
juurisäveltä,   vaan   tyydytään   tarkastelemaan   harmoniaa   enempi   joukko­opilliselta 
kannalta. Tämän menettelyn johdosta eri sävelten roolien huomioiminen harmoniassa 
jää   kokonaan   tarkastelusta   pois,   vaikka   sillä   on   perinteisessä   harmonisessa 
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analyysissa ollutkin hyvin oleellinen osa. Tämäkin on perusteltua menetelmän vapaan 
yleistettävyyden mahdollistamiseksi.
Jos   harmonisen   analyysin   tarkastelujoukkoon   lasketaan  mukaan   vain   varsinaiset 
sävelasteikot, on diatonisia asteikkoja 12 kutakin tyyppiä (duuri, melodinen molli ja 
harmoninen molli), vähennettyjä 3, ylinousevia 4 ja kokosävelasteikkoja 2. Jos mukaan 
lasketaan vielä kromaattinen asteikko, erilaisten sävelasteikkojen määräksi saadaan 
46. Tämä on huomattavasti helpommin käsiteltävä määrä kuin 313, joka on erilaisten 
asteikkojen lukumäärä jos edellä kuvattua redundanttisuutta ei huomioida.
Varsinaisista sävelasteikoista  johdetut osajoukot,  kuten pentatoniset asteikot,  tulisi 
myös huomioida harmonisessa analyysissä, mutta niiden useimmiten ollessa puhtaita 
osajoukkoja varsinaisista sävelasteikoista ne voidaan jättää analyysin ulkopuolelle ja 
liittää   lopputulokseen vasta mikäli  sille  koetaan tarvetta.  Jazz­musiikissa niillä  on 
kuitenkin oleellinen rooli improvisoinnissa, johtuen niiden suhteellisen monipuolisesta 
sovellettavuudesta hyvin monimuotoisissa harmonisissa tilanteissa [Jac96].
5.2.4 Harmonisen muutoksen minimoinnin periaate
Modernissa   jazz­improvisaatioanalyysissa   yleisesti   paras   lähtökohta   on   edetä 
harmonisuuden kautta, eli etsiä ensin kullakin hetkellä ne sävelasteikot joilla ei synny 
tai   syntyy   mahdollisimman   vähän   ristiriitoja   alla   olevien   sointujen   kanssa. 
Ristiriidattomuudella tarkoitetaan tässä tapauksessa sitä, että soinnussa ei ole yhtään 
säveltä   joka   ei   kuuluisi   myös   sävelasteikkoon.   Kyse   on   käytännössä   sopivan 
kuvauksen f: soinnut   sävelasteikot→  etsinnästä. [Poz98]
Kun   analyysia   laajennetaan   toimimaan   ajallisesti,   saatetaan   sointujen 
vaihdoskohdissa kohdata harmonisia muutoksia. Loogisin ja musikaalisin lähtökohta 
on   tällöin   minimoida   harmoninen   muutos,   eli   yrittää   vaihtaa   sävelasteikkoa 
mahdollisimman   vähän   kuitenkaan   aiheuttamatta   edellä   kuvailtua   ristiriitaa 
seuraavan   soinnun   ja   seuraavaksi   valitun   sävelasteikon   välille.   Toisin   sanoen, 
pyrkimyksenä   on   säilyttää   käytettyjen   asteikkojen   sävelkokoelma  mahdollisimman 
stabiilina   läpi   sointusekvenssin.   Tällainen   minimaalinen   harmoninen   muutos   on 
yleisesti koettu musiikissa miellyttävimmäksi ja helpoimmaksi musiikkikorvalle, joten 
on perusteltua aloittaa jazz­improvisaatioanalyysi tästä periaatteesta.
Huomioitavaa on, että kun jazz­improvisaatioanalyysi on suoritettu edellä mainituin 
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perustein   voi   improvisoija   tietenkin   lisätä   mielivaltaisesti   sävelasteikkojen 
ulkopuolisia   elementtejä   mukaan,   kuten   esimerkiksi   kromaattisuutta  eli 
puolisävelaskeljonoja. Tällainen vapaan harmonian käyttö on suositeltavaakin uusien 
ja   innovatiivisten   musiikillisten   ilmaisumuotojen   syntymisen   mahdollistamiseksi. 
Improvisoija voi myös käyttää  aivan mitä  tahansa muita sävelasteikkoja esitettyjen 
sijasta,   jos  haettu   sointi   on   sen  mukainen   eikä  se  vastaa  harmonisen  muutoksen 
minimoinnin periaatteen mukaan johdettuja asteikkoja. Koska ongelmaa lähestytään 
systemaattisesti,   on   harmonisen   muutoksen   minimoinnin   käyttö   kuitenkin 
perusteltua,   sillä   tällöin   ei   mukaan   tarvitse   ottaa   suurta   määrää   perinteisen 
jazz­improvisaatioanalyysin   hyvinkin   epämääräistä   ja   epätäydellistä   heuristiikkaa 
[Jac96,  Poz98]. Tämä   takaa menetelmän vapaan sovellettavuuden ja laskennallisen 
yksinkertaisuuden. 
5.2.5 Tonaalisten keskusten kartoitus
Kun   sointusekvenssin  päälle   sopivat   sävelasteikot   on  edellä  kuvatulla   tavalla 
määritelty,  on seuraava askel   tutkia mitä  moodia tai   tonaalista keskusta kustakin 
sävelasteikosta   on   mielekkäintä   pitää   improvisoinnissa   mielessä.  Esimerkiksi 
C­duuria voidaan kutsua myös esimerkiksi  A­molliksi, jos tonaalista keskusta ei ole 
määritelty kuten aiemmin todettiin. Yleisesti käytännöllisintä   ja selvintä  on yrittää 
pitää   tonaalinen   keskus   mahdollisimman   stabiilina   sävelasteikkojen   vaihtumiset 
kuitenkin   huomioiden.   Esimerkiksi  C­duurista   on   usein   mielekkäämpi   siirtyä 
C­molliin   kuin  Eb­duuriin   (jotka   siis   sisältävät   samat   sävelet   eli   ovat 
rinnakkaissävellajeja). Mielekkyys tietenkin riippuu siitä mitä harmonisia muutoksia 
sointusekvenssissä  on   tapahtunut  kokonaisuudessaan.   Mikäli   tonaaliseksi 
keskukseksi  vahvistuu  globaalisti   tai   lokaalisti  Eb  enemmän  kuin  C,  niin  voi  olla 
perusteltua suorittaa tämä suurempi intervallihyppy improvisoinnin helpottamiseksi. 
Fysikaalisesti   improvisoinnissa   tonaalisen   keskuksen   valintaan   vaikuttavat 
soitannolliset   ja   instrumenttikohtaiset   tekijät.   Esimerkiksi   suurin   mahdollinen 
tonaalisen keskuksen hyppy, puolioktaavi eli tritonus, on varsinkin pianolla selkeästi 
huonompi   vaihtoehto   improvisoinnin   hahmottamisen   kannalta   kuin   esimerkiksi 
puolisävelaskeleen   verran   siirtyminen   ylös   tai   alaspäin.   Kitarassa   tonaalisen 
keskuksen hypyn mielekkyys puolestaan riippuu paljon positiosta kitaran otelaudalla 
eikä   intervallin   koolla   ole   niinkään   väliä,   koska   intervallien   fyysinen   etäisyys 
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kielisoittimilla   ei   käyttäydy   kuten   pianolla.   Tässä   työssä   esitelty   tapa   valita 
tonaalinen   keskus   on   pyritty   rakentamaan   musiikilliset   ja   esitystekniset   seikat 
huomioiden,   jotta   improvisointi   olisi   mahdollisimman   helppoa.   Tonaalisen 
keskuksen/moodin   valintaan   palataan   jazz­improvisaatioanalyysialgoritmin  tarkan 
kuvailun yhteydessä tarkemmin.
5.3 Jazz­improvisaatioanalyysialgoritmin rakenne
5.3.1 Algoritmi pääpiirteissään
Kehitetty algoritmi ei  rajaa analysoitavan musiikkinäytteen sointuja millään lailla, 
vaan   kaikki  mahdolliset  sointusekvenssit   voidaan   hyväksyä   algoritmin   syötteiksi. 
Ajallisesti   algoritmi   ei   huomioi   sointujen   kestoa   vaan   käsittelee   sointusekvenssin 
jokaisen soinnun yhdenvertaisena, yksittäisenä aika­askeleena. Tämä yksinkertaistaa 
menettelyä   huomattavasti   säilyttäen   kuitenkin   kaiken   oleellisen   harmonisen 
informaation mukana tarkastelussa. Sointujen vaihtumisnopeus liittyykin enemmän 
esitystekniseen   tarkasteluun  kuin  harmonian  muutoksen  määrän  hahmottamiseen. 
Algoritmiin   voidaan   asettaa   kaikki   käytetyt   sävelasteikot   mielivaltaisesti,   joten 
tarkastelu   ei   välttämättä   rajoitu   pelkästään  luvussa  4.1   esiteltyihin   asteikkoihin. 
Oletusarvoisesti ne ovat kuitenkin aina standardisävelasteikkokokoelmana mukana.
Pääpiirteissään algoritmi ottaa syötteenä musiikkinäytteen sointusekvenssin soinnut 
ja   tulostaa   valmiin   analyysin   eli   kunkin   soinnun   päälle   ehdotetut   varsinaiset 
sävelasteikot ja tonaaliset keskukset. Algoritmi koostuu näin ollen kahdesta vaiheesta: 
sävelasteikkojen etsinnästä ja tonaalisten keskusten asettamisesta. 
Sävelasteikkojen   etsintä   suoritetaan   dynaamisen   ohjelmoinnin   periaatteella 
minimoimalla   syötteenä   toimivan   sointusekvenssin   sointujen   päälle   ehdotettujen 
sävelasteikkojen   välistä   myöhemmin   esiteltävää   etäisyysmittaa.   Löydetyt 
sävelasteikot   voidaan   nimetä   algoritmin   toisessa   vaiheessa   tehdyn   tonaalisten 
keskusten   asettamisen   jälkeen.   Esimerkiksi  A­molli   saadaan   kun   ensimmäisessä 
vaiheessa   sävelasteikoksi   muodostuu  C­duuri   ja   toisessa   vaiheessa   tonaaliseksi 
keskukseksi  A­sävel.  Dynaaminen   ohjelmointi   soveltuu   sävelasteikkojen   etsintään, 
sillä suoritettavan tehtävän globaalisti optimaalinen ratkaisu muodostuu paikallisista 
optimeista ja eri osaratkaisut jakavat samoja pienempiä osaratkaisuja [Cor09]. Tämä 
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menettelytapa   on   perusteltua   musiikin   kausaalisen   ja   lokaalin   luonteen   takia: 
musiikin hetkellinen vaikutelma määräytyy siitä  mitä   juuri  aiemmin on kuultu,  ei 
siitä mitä paljon aikaisemmin tai myöhemmin kuullaan. 
Toisessa vaiheessa ei voida käyttää  dynaamista ohjelmointia,  koska tällöin globaali 
optimi   ei  muodostu   paikallisista  ja   keskenään   riippumattomista  optimeista,   vaan 
optimaalisinta   on   edetä   askel   kerrallaan   valitsemalla   kulloinkin  sillä   hetkellä 
optimaalisimmalta tuntuvin  ratkaisu. Tämä on tunnusomaista ahneille algoritmeille 
[Cor09].  Menettelyä   voidaan  perustella  sillä,   että   tonaalisen keskuksen yhteydessä 
yksi  suuri  hyppy on paljon parempi   improvisoinnin kannalta kuin monta pientä  ja 
käsiteltävä ongelma on perusluonteeltaan  todennäköisesti  työläs. Vaihe etenee siten, 
että   sen   joka   askeleella   valitaan   pitkäkestoisin   löydetty   tonaalinen   keskus,   joka 
mahdollistaa sillä hetkellä tarkasteltuna mahdollisimman pitkäkestoisten tonaalisten 
keskusten   valinnan   myöhemmissä   askeleissa.   Näin   edetään   kunnes   koko 
sointusekvenssin päälle  on asetettu  jokin tonaalinen keskus.  Algoritmin pelkistetty 
toimintakaavio on esitetty kuvassa 10.
Kuva 10: Jazz­improvisaatioanalyysialgoritmin toimintakaavio.
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5.3.2 Sävelasteikkojen preferenssiryhmät ja traditionaalisuusaste
Asteikot jaetaan algoritmissa preferenssiryhmiin, joilla kullakin on oma etäisyysmitan 
laskennassa   käytettävä   kertoimensa,   jonka  vapaavalintainen 
traditionaalisuusasteparametri γ määrittää.   Kunkin   preferenssiryhmän   kerroin 
saadaan   korottamalla   preferenssiryhmän   järjestysnumero   traditionaalisuusasteen 
mukaiseen   potenssiin.   Traditionaalisuusastetta   kasvattamalla   tai   pienentämällä 
ryhmien preferenssierot kasvavat näin ollen eksponentiaalisesti suosien optimoinnissa 
joko  preferenssiryhmien alku­  tai   loppupään sävelasteikkoja traditionaalisuusasteen 
etumerkistä riippuen. Tämä on käytännöllistä, sillä mikäli jotkut algoritmin antamista 
sävelasteikoista   tuntuvat   harmonisesti   liian   epäsovinnaisilta,   voidaan 
traditionaalisuusasteen   korotuksella   saada   tulokseksi   perinteisempiä   asteikkoja 
mikäli   se   on   vain   ristiriidattomasti   mahdollista.   Negatiivisella 
traditionaalisuusasteella   puolestaan   voidaan   vastaavasti   suosia   eksoottisempia 
sävelasteikkoja,   jos   improvisoija   vaikkapa   haluaa   etsiä   modernimpia   harmonisia 
ratkaisuja sooloihinsa. 
Algoritmiin valmiiksi asetetut sävelasteikot on jaettu seitsemään preferenssiryhmään 
tärkeysjärjestyksessä  seuraavasti:  duuriasteikot, melodiset molliasteikot, harmoniset 
molliasteikot,   vähennetyt   asteikot,   kokosävelasteikot,   ylinousevat   asteikot   ja 
kromaattinen   asteikko.  Jako   on   tehty   omakohtaisen   näkemyksen   perusteella 
asteikkojen   käytön   yleisyydestä.  Algoritmin   asteikkojen   preferenssiryhmiä   voidaan 
myös vapaasti muokata mikäli sille koetaan tarvetta. Mitä tahansa asteikkoja voidaan 
myös lisätä analyysiin mukaan kuten aiemmin todettiin.
5.4 Jazz­improvisaatioanalyysialgoritmi yksityiskohtaisesti   
5.4.1 Algoritmin alustus 
Algoritmin   syötteeksi  annetaan   soolonsoiton   taustaksi   tarkoitetut   soinnut   alusta 
loppuun   järjestyksessä  sointusekvenssillä   ilmaistuna.  Tästä  sekvenssistä 
muodostetaan   algoritmin  käyttämät  aika­askeleet.  Sointujen   sävelet   määritellään 
vapaassa järjestyksessä siten, että kunkin soinnun mahdollinen juurisävel annetaan 
aina ensimmäisenä jotta se on tarvittaessa algoritmin tunnistettavissa. Tämän jälkeen 
jokaisen   aika­askeleen   soinnut   käydään   läpi   algoritmin  kaikilla   sävelasteikoilla   ja 
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luodaan rakenne johon on listattu ne sävelasteikot, joilla ei synny ristiriitaisuuksia 
kussakin   aika­askeleessa.   Kromaattinen   sävelasteikko   asetetaan   aika­askeleen 
sävelasteikoksi   epäspesifisyytensä   takia   kuitenkin   vain  ja   ainoastaan  silloin,  kun 
muuta   ristiriidatonta   sävelasteikkoa   ei   löydy.   Tällöin  kyse  on   atonaalisesta 
aika­askeleesta.   Sopivan   monipuolisella   sävelasteikkokokoelmalla   tällaisia 
aika­askeleita ei tulisi juurikaan ilmetä, jos kyse ei ole perusluonteeltaan atonaalisesta 
musiikista jolloin analyysi menettää muutenkin merkityksensä. 
5.4.2 Algoritmin ensimmäinen vaihe
Kun ristiriidattomat  sävelasteikot  on määritelty  kussakin  aika­askeleessa,  valitaan 
alustavasti   kussakin   aika­askeleessa   käytetty   sävelasteikko   dynaamisella 
ohjelmoinnilla   optimoimalla.  Tämä  on  kuitenkin  tarpeen   vain   jos   johonkin 
aika­askeleeseen   on   löydetty   useampi   ristiriidaton   sävelasteikko.   Optimoinnissa 
käytetty   etäisyysmitta   muistuttaa   periaatteiltaan   myös   harmoniseen   muutokseen 
pohjautuvaa   Lerdahlin   etäisyysmittaa  [Ler01],   mutta   eroaa   ratkaisevasti   siitä 
erityisesti   siinä,   että  kaikki   sävelet  ovat  esitetyssä   etäisyysmitassa  samanarvoisia, 
jolloin niiden musiikillisia rooleja ei tarvitse alussa määritellä erikseen. Tämä yleistää 
ja yksinkertaistaa menetelmää huomattavasti.
Etäisyysmitta  lasketaan  seuraavasti:  Kummastakin   sillä   hetkellä   käsiteltävästä 
sävelasteikosta   lasketaan  niiden  sävelten   määrä,   jotka   eivät  esiinny  tutkittavan 
osaratkaisun  liitoskohdan toisen puolen vertailun kohteena olevassa sävelasteikossa. 
Tämän   jälkeen  suoritetaan   jatkuvuuslaskenta,   jossa  lasketaan   kuinka   pitkässä 
jonossa   kumpikin   asteikko   esiintyy   sillä   hetkellä   tutkittavan   liitoskohdan   oman 
puolensa  osaratkaisussa.  Jatkuvuuslaskennan  suorituksella  suositaan korostuneesti 
pidempiä ketjuja samaa asteikkoa, jolloin optimaalisen asteikkojonon/asteikkojonojen 
harmoniset muutokset tehdään isompina kertahyppyinä. Ilman tätä jonon pituudella 
kompensointia olisi etäisyysmitan mukaan aina yhtä optimaalista siirtyä esimerkiksi 
C­duurista   (ei  sävelten  korotusmerkkejä)  G­duurin   (yksi  korotus)  kautta  D­duuriin 
(kaksi korotusta), kuin suoraan C­duurista D­duuriin. Jonojen pituuksilla jakamalla 
saavutetaan näin ollen yksinkertaisempi  lopputulos improvisaation helpottamiseksi, 
kun   suositaan   pitkäjänteisyyttä   asteikkojen   käytössä.  Lopuksi   etäisyysmitan 
kumpikin  osatermi   kerrotaan   asteikkojen  preferenssiryhmänumeron  palauttavalla 
funktiolla, joka korotetaan traditionaalisuusasteen mukaiseen potenssiin. 
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Optimointi   suoritetaan  kahden  aika­askeleen  etäisyysmitan  minimoinneista  alkaen 
koko   sointusekvenssin   kattavaan   globaaliin   optimiin   dynaamisen   ohjelmoinnin 
periaatteella.   Optimaalisten   osaratkaisujen   yhdistämisessä  kopioidaan  niiden 
sisältämät optimaaliset sävelasteikkojonot uuteen isompaan ratkaisuun ja summataan 
osaratkaisujen  jo  kertyneet  etäisyysmitat   liitoskohdan etäisyysmitan kanssa.  Usein 
saadut  osaratkaisut   voivat   pitää   sisällään   useita   yhtä   optimaalisia 
sävelasteikkojonoja,   joten   ne   kaikki   tulee   pitää   osaratkaisuissa  mukana,  jolloin 
osaratkaisut   ovat   useista   optimeista   koostuvia   osaratkaisujoukkoja.   Optimoinnin 
lopputuloksena   saadaan   määriteltyä   kuhunkin   aika­askeleeseen   optimaalisin 
sävelasteikko edellä kuvatun etäisyysmitan kannalta.
Edellä   kuvattu  jazz­improvisaatioanalyysialgoritmissa  käytetty   etäisyysmitta  JHD 
(jazz­harmonic  distance)   on   määritelty  tarkemmin  kaavassa  26,  jossa   indeksien 
alleviivauksella   on   merkitty   mistä   indeksistä   etäisyysmitan   osaratkaisujen 
sävelasteikot on tarkoitus ottaa tai niiden jonojen pituuksien laskenta aloittaa. 
JHD=
P(i , j , k )γ∗∣S i j k∖ S lmn∣
NLi j k
+
P(l ,m,n)γ∗∣Slmn∖ S i j k∣
NRl mn
,1≤i≤ j=l−1<m≤L .       (26)
Kaavassa 26 esiintyvät  k  ja  n  ovat  osaratkaisujoukkojen  (i,   j)  ja  (l,  m)  sisältämien 
osaratkaisujen  indeksejä,  Sijk  on  osaratkaisun  (i,   j,  k)  indeksin  j  sävelasteikon 
säveljoukko, Slmn on osaratkaisun (l, m, n) indeksin l sävelasteikon säveljoukko, P() on 
asteikkojen  preferenssiryhmien   järjestysnumeron  palauttava  funktio,  NLijk  on 
vasempaan suuntaan suoritettu osaratkaisun (i, j, k) asteikon j jonoesiintyvyys, NRlmn 
on oikeaan suuntaan suoritettu osaratkaisun (l, m, n) asteikon l jonoesiintyvyys, L on 
sointusekvenssin pituus ja  γ  on käytetty traditionaalisuusasteparametri.   
Usein  dynaamisen   ohjelmoinnin   suorituksen   jälkeen  yhtä  optimaalisia  koko 
sointusekvenssin   kattavia  sävelasteikkojonoja   on  kuitenkin  useita.  Tällöin   voidaan 
käyttää  mitä   tahansa  niistä   tai  useampia   joko  erikseen   tai  yhdistelemällä.  Mikäli 
niiden   määrää   halutaan   kuitenkin   rajata,   voidaan   poisto   suorittaa  seuraavien 
musiikillisten   kriteerien  mukaan:   asteikkojen   todennäköisyyden  maksimi,   asteikon 
vaihtumisen minimi,  sointujenmukaisuuden maksimi,   juurenmukaisuuden maksimi, 
asteikkojen   esiintyvyyden   maksimi  ja   asteikkopreferenssilistan   minimi.   Kriteerit 
käydään  läpi  tässä   järjestyksessä,   jolloin  optimaalisten sävelasteikkojonojen  joukon 
tulisi pienentyä kriteeri kriteeriltä kunnes on saavutettu haluttu määrä optimaalisia 
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ratkaisuja. Tässä työssä haluttu ratkaisujen määrä on yksi.
Asteikkojen   todennäköisyyden   maksimi   saavutetaan,   kun   jokin   optimaalinen 
sävelasteikkojono   vastaa   eniten   sointusekvenssin   päälle   asetettujen 
todennäköisimpien   asteikkojen   jonoa.   Tämä   määritetään   laajentamalla   jokaisesta 
aika­askeleesta/soinnusta  kaikkia   standardikokoelman   asteikkoja   (pois   lukien 
kromaattista  asteikkoa)   eteen   ja   taaksepäin,   kunnes   ristiriidattomuuden   rajat 
saavutetaan   kustakin   aika­askeleesta/soinnusta.   Soinnusta   eniten   laajentunutta 
sävelasteikkoa voidaan pitää soinnun todennäköisimpänä asteikkona.
Toinen   kriteeri   valitsee   optimaalisiksi   ne   asteikkojonot,   joissa   asteikko   vaihtuu 
lukumääräisesti   vähiten   koko   sointusekvenssin   aikana.   Sointujenmukaisuuden 
minimissä   optimaalisen  asteikkojonon  asteikoilla   on  vähiten   alla   olevien   sointujen 
säveljoukoista   eriäviä   säveliä   yhteenlaskettuna.   Juurenmukaisuuden   maksimissa 
optimaalisen   asteikkojonon   asteikkojen   ensimmäinen   sävel   vastaa   useimmin   alla 
olevien   sointujen   juurisäveliä.  Asteikkojen   esiintyvyyden   maksimissa   valitaan   se 
asteikkojono, jonka sisältämien eri asteikkojen keskimääräinen esiintyvyys on suurin. 
Viimeisen kriteerin  minimin  etsintä  suoritetaan summaamalla kunkin optimaalisen 
asteikkojonon   asteikkojen   preferenssiryhmien  järjestysnumerot   yhteen.   Siinä 
epätodennäköisessä   tilanteessa   jossa   tämäkään  kriteeri   ei   tuota   lopullista   tulosta, 
valitaan preferenssilistan mukaan leksikografisesti ensimmäisin sävelasteikkojono.
5.4.3 Algoritmin toinen vaihe 
Algoritmin   toisessa   vaiheessa   määritetään  aluksi  lohkokandidaatit 
lohkonlaajennuksella   kustakin   aika­askeleesta.   Lohkonlaajennuksella   tarkoitetaan 
tässä maksimaalisen määrän saman sävelen sisältävien vierekkäisten aika­askeleiden 
etsintää.  Toisin   sanoen,   kunkin  aika­askeleen   sävelasteikon  jokaisen  sävelen 
esiintyvyyttä   tutkitaan   viereisten   aika­askelien  sävelasteikoista   alkaen  molempiin 
suuntiin, kunnes säveltä ei enää aiemmista tai myöhemmistä aika­askeleista löydy. Se 
sävel   jonka  lohkolaajennos  on   laajin,  valitaan  kyseisen aika­askeleen generoimaksi 
lohkokandidaatiksi   tonaliteettipooliin.  Tämä  on   jokin  vapaavalintainen  priorisoitu 
tietorakenne.  Lopulliset   tonaaliset  keskukset  valitaan myöhemmin sen  sisältämistä 
lohkokandidaateista.   Jos   jossain  maksimaalisessa   lohkolaajennoksessa   on  mukana 
useita säveliä, valitaan ne kaikki lohkokandidaattiin mukaan. 
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Huomioitavaa  on,   että   lohkolaajennos   täytyy   tehdä  vain  niille  sävelille   joita  ei  ole 
aiemmin käsitellyn aika­askeleen valitussa sävelasteikossa mukana.  Ja tämä tietysti 
vain sillä  edellytyksellä,  että  aika­askelten lohkolaajennokset  tehdään aika­askelten 
mukaisessa  järjestyksessä.  Luonnollisesti   myös   jos   aiemman   aika­askeleen 
sävelasteikko on sama kuin edellisessä askeleessa esiintyvä, voidaan lohkonlaajennos 
jättää   kokonaan   tekemättä   kyseisessä   aika­askeleessa.   Tämä   on   varsin   yleistä 
yksinkertaisimmissa sointusekvensseissä. Mikäli tutkitun sävelasteikon mikään sävel 
ei   esiinny   viereisten  aika­askelten   sävelasteikoissa,   saadaan   yhden   aika­askeleen 
mittainen   lohkokandidaatti.   Täten   jokainen   aika­askel   tulee   täytetyksi   jollain 
tonaliteettipoolin lohkokandidaatilla niitä sointusekvenssin päälle asettaessa.
Lohkolaajennoksessa   saatavat   lohkokandidaatit   tallennetaan   tonaliteettipooliin 
suuruusjärjestyksen   mukaisesti   lohkolaajennoksen   edetessä.   Lohkolaajennoksen 
jälkeen aika­askeleet pyritään täyttämään mahdollisimman isoilla lohkokandidaateilla 
siten, että sointusekvenssin kaikille soinnuille on algoritmin lopussa määritelty jokin 
tonaalinen keskus.  Koska periaatteena on  toimia ahnaasti  asettamalla  aina suurin 
jäljellä   oleva   lohkokandidaatti   sointusekvenssin   päälle   ensin,   valitaan   se   aina 
ensimmäiseksi jos sille on vain tilaa. Tämän jälkeen se poistetaan tonaliteettipoolista.
Mikäli   sointusekvenssiin   kokonaan   mahtuvia   mutta   keskenään   päällekkäisiä 
suurimpia   lohkokandidaatteja   on   useita,   valitaan   aina   ensin   se   joka   on   lähinnä 
sointusekvenssin   alku   tai   loppupäätä.   Tämä  mahdollistaa   seuraavaksi   suurempien 
lohkokandidaattien  paremman mahtumisen sointusekvenssin  päälle.  Jos   tilanne  on 
valinnan   kannalta  symmetrinen,   valitaan   sointusekvenssissä   aiempana   oleva 
lohkokandidaatti  sillä  oletuksella,   että   improvisointi   on   parempi   aloittaa   helposti. 
Lohkokandidaattien   asetussykliä   jatketaan   näin   kunnes   mikään   suurimmista 
lohkokandidaateista ei mahdu enää kokonaisena sointusekvenssin päälle.
Kun   suurimmat   lohkokandidaatit   eivät   mahdu   sointusekvenssin   päälle   enää 
kokonaisina, pilkotaan ne pienemmiksi lohkokandidaateiksi. Tällöin lohkokandidaatin 
sointusekvenssin päälle mahtumaton osa hylätään ja mahtuva osa talletetaan uutena 
pienempänä lohkokandidaattina tonaliteettipooliin. Huomioitavaa on, että pilkottaessa 
voi syntyä korkeintaan vain yksi uusi lohkokandidaatti, koska sointusekvenssin päälle 
jo   mahtuneet   lohkokandidaatit   ovat   vähintään   yhtä   suuria   kuin   pilkottava 
lohkokandidaatti.
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Suurimman lohkokandidaattikokoluokan käsittelyn jälkeen siirrytään käsittelemään 
tonaliteettipoolin   seuraavaksi   suurinta   lohkokandidaattikokoluokkaa   vastaavasti 
edellä   kuvatulla   tavalla.   Tätä   lohkokandidaattien   sovitussykliä   jatketaan   kunnes 
yhden aika­askeleen mittaiset lohkokandidaatit on käsitelty tai kun sointusekvenssin 
jokainen   aika­askel   on   täytetty   jollain   lohkokandidaatilla.   Tällöin   kaikki 
sointusekvenssin aika­askeleet kuuluvat johonkin tonaliteettilohkoon ja niille on näin 
määrätty tonaalinen keskus.
Mikäli koko sointusekvenssi kuuluu kokonaan samaan tonaliteettilohkoon ja lohkossa 
on useampia säveliä, valitaan koko sointusekvenssin tonaaliseksi keskukseksi se sävel 
joka esiintyy useimmiten sointusekvenssin sointujen juurisävelenä. Jos juurisäveliä on 
joillain   tonaalisilla   keskuksilla   yhtä   paljon,   lasketaan  tonaalisten   keskusten 
esiintyvyydet sointusekvenssin soinnuissa. Jos tämänkin maksimi esiintyy useampaan 
kertaan,   suoritetaan  vertailu   duuriasteikkojen   harmonista   etäisyyttä   kuvaavassa 
kvinttiympyrässä   sillä   oletuksella,   että  siinä  C­säveltä   lähinnä   olevat   sävelet   ovat 
juurisävelinä   improvisoijalle   tutuimpia.  Mikäli   tämäkään ei   tuota   tulosta,   valitaan 
sävel   leksikografisesti   kun   säveljärjestys   on   sovittu   alkamaan   C­sävelestä.  Näin 
saadaan määriteltyä  kullekin sointusekvenssin  soinnuille  yksiselitteinen  tonaalinen 
keskus.  Jos   tonaalisia   keskuksia   halutaan   useampia,   voidaan   karsintakriteerien 
suoritus luonnollisesti lopettaa missä kohtaa tahansa.  
Jos sointusekvenssin päälle  on asetettu useampia tonaliteettilohkoja,   joissa ainakin 
osassa   on   useampia   säveliä,   toimitaan   seuraavasti:  Aluksi   lasketaan   jokaisen 
tonaliteettimuutostyypin   (esimerkiksi   C­sävelestä   A­säveleen)   esiintyvyys 
sointusekvenssin   tonaliteettilohkojen   muutoskohdissa.   Niissä   kohdissa   joissa   on 
useampia   tonaliteettimuutosvaihtoehtoja   otetaan   laskennassa   mukaan   kaikki 
mahdolliset lohkojen väliset muutokset. Musiikillinen peruste tälle on improvisoinnin 
helpottuminen   kun   tonaalisten   keskusten   muutokset   esiintyvät   samantyyppisinä 
mahdollisimman useasti.
Lopullinen tonaalisten keskusten valinta etenee aika­askelten mukaan alusta loppuun 
lineaarisessa   järjestyksessä,   jolloin   aluksi   valitaan   kahden   ensimmäisen 
tonaliteettilohkon   tonaaliset   keskukset.   Ensimmäiseksi   muutospariksi   valitaan   se 
kahden   ensimmäisen   tonaliteettilohkon   sävelpari,   jolla   esiintyy   sointusekvenssissä 
eniten   laskettuja   keskinäisiä  muutoksia.  Esimerkiksi  C­   ja  A­sävelen   tapauksessa 
lasketaan   yhteen  muutokset   C­sävelestä   A­säveleen   ja   toisinpäin.  Mikäli   jollakin 
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sävelparilla on yhtä  suuri esiintyvyys keskinäisissä  muutoksissa,  valitaan sävelpari 
seuraavien järjestyksessä olevien kriteerien mukaan: keskinäisen etäisyyden minimi 
kvinttiympyrässä,   yhteenlasketun  esiintyvyyden   maksimi  sointujen   juurisävelissä, 
yhteenlasketun  esiintyvyyden   maksimi  soinnuissa   ja   yhteenlasketun  etäisyyden 
minimi  C­sävelestä   kvinttiympyrässä.   Viimeisen   kriteerin   jälkeen   valitaan 
leksikografisesti alempi pari sen ensimmäisestä sävelestä alkaen. 
Ensimmäisen sävelparin löytymisen jälkeen tarvitsee määrittää  aina vain seuraava 
sävel   tonaliteettilohkojen  muutoskohdissa.  Valinta   suoritetaan   samoilla  kriteereillä 
kuin edellä sillä erotuksella, että ensimmäinen sävelparin sävel on aina jo valmiiksi 
kiinnitetty.   Kun   jokaiselle   sointusekvenssin   soinnulle   on   näin   yksiselitteisesti 
määritelty   tonaalinen   keskus,   tulostetaan   jazz­improvisaatioanalyysialgoritmin 
ensimmäisessä vaiheessa valitsemien sävelasteikkojen ja toisessa vaiheessa valittujen 
tonaalisten keskusten tyypit sointusekvenssin mukana. Tuloste muodostaa näin ollen 
automatisoidun jazz­improvisaatioanalyysin lopputuloksen.
Improvisoija  voi   tulkita  algoritmin   tulostetta   luonnollisesti  kuten parhaaksi  kokee. 
Algoritmin   antamia   tonaalisia   keskuksia   voidaan  esimerkiksi  helposti   muuttaa 
enemmän improvisoijan mieleisiksi. Usein jotkut sävelasteikkojen moodit ovat toisia 
tutumpia ja  helpompia improvisoijalle,   jolloin on parempi ajatella  asteikon alkavan 
kyseisen   moodin   juurisävelestä,   eikä   algoritmin   ehdottamasta   tonaalisesta 
keskuksesta.  Algoritmissa  ei   ole  kuitenkaan  huomioitu  näitä   koettuja  vaikeuseroja 
niiden   epämääräisyyden   vuoksi   ja  myös  siksi,   että   ne   voidaan   helposti   ottaa 
myöhemmin   tapauskohtaisesti   huomioon   algoritmin   tulostetta   tulkittaessa. 
Esimerkiksi duuriasteikon 7. moodia voidaan aina pitää  tavallisena duuriasteikkona, 
jos ehdotettua tonaalista keskusta nostetaan puolisävelaskeleella.  Tällöin kuitenkin 
menetetään algoritmin antaman tonaalisen keskuksen stabiiliuden tavoittelun antama 
hyöty.
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6 Harmoniset ja tonaaliset mittarit
Harmonisten ja tonaalisten mittarien kehittämisidea syntyi siitä toteamuksesta,  että 
jazz­improvisaatioanalyysialgoritmin   antama   numeerinen   optimiarvo   kertoo   jotain 
syötteenä olleen sointusekvenssin musiikillisista ominaisuuksista. Tämän perusteella 
luotiin  useita  erilaisia   dimensiottomia   mittareita   kuvastamaan  analysoitavan 
musiikkinäytteen   tiettyjä   musiikillisia  piirteitä.   Mittareita   voidaan   käyttää 
vapaavalintaisten   musiikkinäytteiden   systemaattisessa   vertailussa  ja 
luonnehdinnassa,  kunhan   niistä   voidaan  ensin  muodostaa  mittarien   laskentaan 
tarvittavat  musiikilliset  ilmentymät.  Näitä   ovat  soinnut,  sävelasteikot   ja   tonaaliset 
keskukset.  Ne   voidaan   määrittää  esimerkiksi  aiemmin   esitellyillä  musiikin 
transkriptiomenetelmillä ja kehitetyllä jazz­improvisaatioanalyysialgoritmilla.
Kehitetyt   mittarit   voidaan   jakaa   luokittain   sointu­,   sävelasteikko­,   ja 
tonaliteettispesifisiin   mittareihin,   sekä   yleisiin   mittareihin.   Spesifiset   mittarit 
tarvitsevat vain luokkakohtaista tietoa ja kuvailevat näin ollen vain oman luokkansa 
piirteitä.   Yleiset   mittarit   käyttävät   useamman   luokan   tietoja   ja   kuvailevat 
musiikkinäytteen sointusekvenssiä   ja sille  määriteltyjä  sävelasteikkoja  ja tonaalisia 
keskuksia enemmän kokonaisuutena.
6.1 Mittarien määritelmät
6.1.1 Sointuspesifiset mittarit
Sointuspesifisiä mittareita kehitettiin kaksi: sointuvariaatio (chord variation, CV) ja 
sointuharmonian   rikkaus   (chord   harmony   richness,   CHR).   Sointuvariaatio 
muodostetaan   sointusekvenssin   sävelien  muutosten   lukumäärästä,   joka   lasketaan 
määrittämällä sointuvaihdosparien säveljoukkojen yhdisteen ja leikkauksen erotuksen 
koot   eli   sointuvaihdoksessa  poistuvien   ja  mukaan   tulevien   sävelten  yhteismäärän. 
Laskemalla yhteen kaikkien vierekkäisten sointuparien säveljoukkojen yhdisteiden ja 
leikkausten erotusten koot saadaan mittari, joka kuvailee sointujen vaihtelevuutta, eli 
kuinka   paljon   sointujen   sisältämät   sävelet   muuttuvat   musiikkinäytteen   aikana. 
Sointuvariaatio on määritelty kaavalla 27,
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CV=∑
i=1
i=L−1
(∣Ci∪Ci+1∣−∣Ci∩Ci+ 1∣) ,                                                                              (27)
jossa L on sointusekvenssin pituus ja Ci on askeleen i soinnun sävelien joukko. 
Sointuharmonian rikkaus huomioi sointuvariaatiosta poiketen sointujen mahdollisen 
eri sävellajeissa (eli jossain sävelasteikossa) pysymisen. Tällöin sointuvaihdoksissa on 
sointujen   sävelten   vaihtumisella   sitä   pienempi   kontribuutio  mittarin   arvoon  mitä 
yleisempi   soinnun   todennäköisin   sävellaji   (tai   sävellajit)   musiikkinäytteessä   on. 
Soinnun   todennäköisimmän   sävellajin   määritys   tapahtuu   samalla   tapaa 
lohkolaajennoksella   kuten   jazz­improvisaatioanalyysialgoritmin   tonaalisuuslohkojen 
laajennoksessakin,   paitsi   että  tässä   tapauksessa  laajennetaan   sävelasteikkoja 
soinnuista eikä vain yhtä säveltä kerrallaan.
Koska   sävelasteikkokokoelma   jota   laajennoksessa   käytetään   vaikuttaa   mittarin 
arvoon,   suoritetaan   laajennos   aina  luvussa  3.3  ehdotetulla 
standardisävelasteikkokokoelmalla.  Kromaattinen   asteikko   huomioidaan 
laajennoksessa  kuitenkin  vain  ja   ainoastaan  jos   mikään   muu   asteikko   ei   ole 
ristiriidaton   alla   olevan  soinnun   kanssa.  Tällöin   laajennoksen   koko   on 
sointusekvenssin pituus L. Huomion arvoista on, että todennäköisyyden määritelmä on 
edellä tapaa määriteltynä lokaali eikä huomioi sointusekvenssissä toisistaan irrallaan 
olevia kokonaisuuksia mitenkään.
Sävelasteikon   laajennoksen   reunat   saavutetaan   kun   viereinen   sointu   ei   ole   enää 
ristiriidaton   laajennettavan   sävelasteikon  kanssa,   eli   kaikki   soinnun   sävelet   eivät 
kuulu   laajennettavaan  sävelasteikkoon.  Kaikkien asteikkojen  laajentamisen  jälkeen 
kasvatetaan   pisimmän   laajennoksen   tuottaneen   sävelasteikon   lukemaa 
sävelasteikkojen   esiintyvyysrakenteessa,   joka   pitää   sisällään   laskurit   kaikkien 
sävelasteikkojen   todennäköisestä   esiintyvyydestä   sointusekvenssissä.   Jos   yhtä 
todennäköisiä asteikkoja on jollekin soinnulle useita eli laajennokset ovat yhtä suuria, 
talletetaan   yhden   lisäys   esiintyvyysrakenteeseen   murto­osina   kaikille   yhtä 
todennäköisille  asteikoille.  Tällöin  esimerkiksi  kahden yhtä   todennäköisen  asteikon 
tapauksessa lisätään kummankin asteikon esiintyvyyksiin puolikkaat.
Sointuharmonian rikkauden lopullinen arvo lasketaan kuten sointuvariaationkin sillä 
erolla, että jokaisessa sointuvaihdoksessa määritelmässä olevat komplementit jaetaan 
kyseisen   soinnun   todennäköisimmän   asteikon   sointusekvenssin   pituuteen 
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suhteutetulla   esiintyvyydellä.   Sointusekvenssin   pituuteen   suhteutus   tehdään   jotta 
esiintyvyydet   olisivat   vertailukelpoisempia  eripituisille   sointusekvensseille.   Jos 
todennäköisimpiä asteikkoja on soinnussa useampia, käytetään niiden suhteutettujen 
esiintyvyyksien   keskiarvoa.  Menettely   takaa   sen,   että   mitä   monipuolisemmin   eri 
sävellajeja   sointusekvenssissä   käytetään   ja   mitä   monitulkintaisempia   soinnut 
mahdollisilta   sävellajeiltaan   ovat,   sitä   suuremman   arvon   mittari   saa   kun   vielä 
huomioidaan   sointuvariaation  mittariin   tuoma   lisä.  Sointuharmonian   rikkaus 
määritetään kaavalla 28,
CHR=∑
i=1
i=L−1
(∣C i∖C i+1∣∗LPi +∣
C i+1 ∖C i∣∗L
Pi+1 ) ,                                                                 (28)
jossa  Pi  on aika­askeleen  i  soinnun  todennäköisimpien asteikkojen keskimääräinen 
esiintyvyys.
6.1.2 Tonaalisuusspesifiset mittarit
Tonaalisia   keskuksia   ja   niiden  muutoksia   kuvailevia  mittareita   kehitettiin   kolme: 
tonaalisuusvariaatio   (tonality   variation,   TV),   tonaalisuusmuutosvarianssi   (tonality  
change   variance,   TCV)   ja   tonaalisuusentropia   (tonality   enthropy,   TE). 
Tonaalisuusvariaatio   muodostetaan   laskemalla   tonaalisten   keskusten   muutosten 
suuruudet yhteen sointusekvenssissä.  Muutosten suuruudeksi määritellään sävelten 
etäisyys puolisävelaskelina (eli on maksimissaan kuusi). Tonaalisuusmuutosvarianssi 
saadaan   tonaalisuusvariaatiosta   jakamalla   se   tonaalisten   keskusten   muutosten 
määrällä. Mittari kuvailee näin ollen tonaalisten muutosten keskimääräistä suuruutta 
tonaalisen keskuksen muuttuessa. Tonaalisuusentropia kuvailee nimensä mukaisesti 
tonaalisen keskuksen epäjärjestäytyneisyyttä. Mittari lasketaan kartoittamalla aluksi 
mitä   tonaalisen   keskuksen   muutoksia   sointusekvenssille   on   annettu   ja   mitä 
muutostyyppejä  Tj se näin ollen sisältää. Muutostyypeiksi luetaan kaikki mahdolliset 
sävelparit jättäen huomioitta niiden keskinäisen järjestyksen. Esimerkiksi muutokset 
A   C  ja C   A lasketaan samaksi muutostyypiksi. → → Tällöin erilaisia muutostyyppejä 
on 12­säveljärjestelmässä  yhteensä 66.
Tonaalisten   keskusten   muutosten   kartoituksen   jälkeen   jokaisen   löydetyn 
muutostyypin  alkioitten   keskimääräinen  keskinäinen  etäisyys  Dj  määritetään 
aika­askelina. Tämä voidaan suorittaa kullekin muutostyypille Tj kaavalla 29,
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D j=∑
i , k
k−i
(P j2 )
, (∀ i , k joillaT (i)=T j ,T (k)=T j ja i<k ) ,                                           (29)
jossa Pj on muutostyypin Tj esiintyvyys,  i  ja k ovat  aika­askelten indeksejä  ja  T(i) on 
funktio, joka palauttaa muutostyypin parametrina toimivan sointusekvenssin indeksin 
i kohdalta (mikäli siinä esiintyy jokin muutostyyppi). 
Jos   jokin   muutostyyppi   esiintyy   sointusekvenssissä   vain   kerran,   käytetään   sen 
etäisyytenä sointusekvenssin pituuden ja muutostyypin laajennoksen  suhdetta  L/Lj.  
Laajennoksella   tarkoitetaan   tässä   sitä   aika­askelten  määrää,   joka   rajaa   kyseisen 
yhden   kerran   ilmenevän   muutostyypin   sen  lähimmistä   tonaalisten   keskusten 
muutoksista (tai sointusekvenssin päätepisteistä). 
Etäisyyksien määrityksen  jälkeen kunkin muutostyypin  osuus mittarissa  lasketaan 
summaamalla harmonista sarjaa (1, 1/2, 1/3,..) muutostyypin esiintyvyyden verran ja 
painottamalla   saatua   sarjan   summaa   muutostyypin   aiemmin   lasketulla 
keskimääräisellä   keskinäisellä   etäisyydellä.   Lopullinen   mittarin   arvo   saadaan 
laskemalla   eri  muutostyypeistä   saadut   osasummat   yhteen.  Mittari   on  määritelty 
kaavalla 30,
TE=∑
j=1
j=66
∑
k=1
k=P j 1
k
∗D j ,                                                                                                    (30)
jossa Pj on muutostyypin Tj esiintyvyys ja Dj sen keskimääräinen keskinäinen etäisyys 
(joka on nolla jos Pj on nolla). 
Mittari   huomioi   tonaalisten  muutostyyppien   erilaiset   jakautumat   ja   esiintyvyydet: 
sointusekvenssin johonkin osaan keskittyvät   ja siinä  useasti toistuvat muutostyypit 
saavat   pienemmän   osuuden  mittarin   arvosta   kuin   epämääräisemmin   sijoitetut   ja 
lukumääräisesti   vähemmän   esiintyvät  muutostyypit.  Mittarilla   voidaan   näin   ollen 
kuvailla   musiikkinäytteelle   annettujen   tonaalisten   keskusten   vaihtelevuutta   ja 
kaoottisuutta etenkin improvisoijan kannalta hyödyllisesti.
6.1.3 Sävelasteikkospesifiset mittarit
Musiikkinäytteen sointusekvenssin päälle asetettujen sävelasteikkojen ominaisuuksia 
kuvailevia mittareita kehitettiin vastaavasti kolme: asteikkovariaatio (scale variation, 
SV), asteikkomuutosvarianssi (scale change variance, SCV) ja asteikkoentropia (scale  
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enthropy, SE). Asteikkovariaatio määritellään samalla tavalla kuin sointuvariaatiokin, 
paitsi   nyt  aika­askelten  sävelasteikoille   sointujen   sijasta.   Mittari   kuvailee 
sävelasteikkojen sävelten vaihtumisen määrää musiikkinäytteen aikana. 
Asteikkomuutosvarianssi saadaan jakamalla asteikkovariaatio asteikkojen vaihdosten 
lukumäärällä  musiikkinäytteessä. Näin saadaan mitta joka kuvailee keskimääräistä 
sävelasteikkojen   muutosvoimakkuutta   niiden   vaihdoissa.   Asteikkoentropia 
määritellään  samalla   tavalla   kuin   tonaalisuusentropiakin,   paitsi   että   nyt 
tonaalisuusmuutostyyppien   sijaan   laskennassa   käytetään   asteikkomuutostyyppejä, 
joita on standardisävelasteikkokokoelmalla yhteensä 46*45/2 eli 1035. Mittarin arvo 
kertoo   musiikkinäytteen   päälle   valitun   sävelasteikkosekvenssin   haastavuudesta 
improvisoijalle.
6.1.4 Yleiset mittarit
Yleisiä   mittareita   kehitettiin   kolme:  harmoninen   tehokkuus   (harmonic   effieciency, 
HE), vaihtosuhde (change ratio, CR) sekä  entropiatasapaino (enthropy balance, EB). 
Harmoninen   tehokkuus   saadaan   sointuvariaation  CV  ja   asteikkovariaation  SV 
suhteen logaritmina kaavalla 31.
HE=log CV
SV
.                                                                                                              (31)
Positiivisella  harmonisella  tehokkuudella  voidaan  ajatella  pienemmällä   asteikkojen 
variaatiolla   katettavan   enemmän   soinnuissa   tapahtuvaa   variaatiota.   Korkea 
harmoninen  tehokkuus  olisi   näin   ollen   paremmin   suunnitellun 
sävelasteikkovaihdosstrategian   merkki.   Mittari   ei   ota   kuitenkaan   kantaa   siihen, 
kuinka   teoreettisesti   sopiva   valittu   sävelasteikkovaihdosstrategia   on   ja   kuinka 
yksinkertainen asteikkojen alla oleva sointusekvenssi on harmonisesti.
Vaihtosuhde  CR  muodostetaan tonaalisten keskusten muutosten ja sävelasteikkojen 
muutosten   lukumäärien   suhteen   logaritmina  vastaavalla   tavalla   kuin  harmoninen 
tehokkuuskin. Positiivinen vaihtosuhde kuvastaa musiikkinäytteen päälle  valittujen 
tapahtumien   keskittyvän   enempi   tonaalisten   keskusten   muutoksiin,   siinä   missä 
negatiivinen   vaihtosuhde   ilmentää   muutosten   olevan   enemmän  sävelasteikkojen 
vaihdoksiin liittyvää.
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Entropiatasapaino  EB  saadaan   tonaalisuusentropian  TE  ja   asteikkoentropian  SE 
suhteen logaritmina.  Mittari  kuvaa kumpaan aspektiin  improvisaation ohjeistuksen 
vaihtelevuus ja kaoottisuus on enempi keskittynyttä. Siihen mittari ei ota kuitenkaan 
kantaa kumpi on lähtökohtaisesti vaikeampaa, jonkin tonaalisen keskuksen vaihto ja 
käyttö  vai   jonkin sävelasteikon vaihto   ja  käyttö  eri   tilanteissa.  Sävelasteikkojen  ja 
tonaalisten   keskusten   eri   kombinaatioiden   haastavuus   on   tapauskohtaista   ja 
improvisointia   suorittavista  muusikoista   riippuvaista,   joten  mitään   yhtä   eksaktia 
mittaria improvisaation vaikeudelle ei tässä tutkielmassa ole edes yritetty muodostaa.
Jotta eripituisia musiikkinäytteitä voitaisiin verrata sointujen määrästä riippumatta 
mahdollisimman  hyvin,  voidaan  sointuharmonian  rikkaudesta  sekä   variaatioista   ja 
entropioista   muodostaa   myös   normalisoidut  mittarit  jakamalla   mittarien   arvot 
mitatun musiikkinäytteen sointusekvenssin pituudella.  Mittarin arvo normalisoidaan 
tällöin saman tyyppisesti kuin vektoreitakin normalisoidaan. Näin käsitellyt  mittarit 
ovat  sointukohtaisesti  keskimääräisiä,  mikä   lisää   eripituisen   sointusekvenssin 
omaavien   musiikkinäytteiden  keskinäistä  vertailtuvuutta.   Mittarien   absoluuttiset 
arvot sopivat kuitenkin myös hyvin musiikkinäytteiden vertailuun, sillä ne kuvastavat 
kumulatiivisessa  mielessä  musiikkinäytteeseen kasaantunutta  kokonaisvaikeutta   ja 
diversiteettiä.  Kaikkien  edellä   esitettyjen  mittarien  nimet   ja  kuvaukset  on   koottu 
taulukkoon 2.
Taulukko 2: Harmonisten ja tonaalisten mittarien kuvaukset.
Lyhenne Nimi  Kuvaus
CV Chord 
variation
Kuvastaa   sointusekvenssin  sointujen   sävelten 
kokonaisvaihtumismäärää.
CHR Chord 
harmony 
richness
Sointujen   harmonisen   sisällön   vaihtelevuuden 
mitta.   Eroaa   sointuvariaatiosta   siten,  että 
sointujen   sävelten  muutosmäärää   painotetaan 
sointujen   todennäköisimmän   asteikon 
esiintyvyydellä sointusekvenssissä.
TV Tonality 
variation
Mitta   tonaalisen   keskuksen   kokonaismuutos­ 
määrälle   puolisävelaskelina.   Kuvailee   kuinka 
paljon   tonaalinen   keskus   kaikkiaan   liikkuu 
sointusekvenssin aikana.
TCV Tonality 
change 
variance
Tonaalisen   keskuksen   muutoskohtien 
keskimääräinen intervallihyppy.
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Lyhenne Nimi Kuvaus
TE Tonality 
entropy
Mitta   tonaalisen   keskuksen   epäjärjestäyty­ 
neisyydelle.   Ottaa   huomioon   eri   keskusten 
yleisyydet   ja   suhteellisen   sijoittumisen   sointu 
sekvenssissä.
SV Scale variation Kuvastaa sävelasteikkojonon sävelten kokonais­ 
vaihtumismäärää. Mitta käytettyjen asteikkojen 
sisältöjen vaihtelevuudelle.
SCV Scale   change 
variance
Sävelasteikkojen   vaihtumiskohtien 
keskimääräinen säveltenvaihtumismäärä.
SE Scale entropy Mitta   sävelasteikkojonon   epäjärjestäytynei­ 
syydelle.   Ottaa   huomioon   eri   asteikkojen 
yleisyydet ja suhteelliset sijoittumiset
HE Harmonic 
efficiency
Mitta   sille   kuinka   suurella   määrällä 
sävelasteikkojen   sävelten   vaihtelua   voidaan 
kattaa   sointusekvenssin  sointujen   sävelten 
kokonaisvaihtelumäärä.   Korkea   arvo   kuvaa 
kattavuuden   harmonista   tehokkuutta.   Ei   ota 
kantaa   kattavuuden   musiikilliseen 
oikeaoppisuuteen.
CR Change ratio Tonaalisen keskuksen hyppyjen määrän suhde 
sävelasteikkojen   muuttumisten   määrään 
sointusekvenssissä.  Mittari   kuvaa  sitä  kumpi 
improvisoinnin   aspekti   on   tiheämmässä 
muutosvauhdissa sointusekvenssin aikana. 
EB Entropy 
balance
Tonaalisen   entropian   ja   asteikkoentropian 
suhde.  Mittari   kuvaa   sitä  kumpaan   aspektiin 
improvisaation   ohjeistuksen   vaihtelevuus   ja 
todennäköinen vaikeus on enempi keskittynyttä. 
Ei   ota   kantaa   kumpi   on   lähtökohtaisesti 
vaikeampaa,   tonaalisen   keskuksen   vaihto   ja 
käyttö, vaiko sävelasteikon vaihto ja käyttö. 
NCV,NCHR, 
NTV,NTE, 
NSV, NSE 
N­etuliitteellä  merkityt   normalisoidut  mittarit 
kuvaavat   joidenkin edellä  esiteltyjen mittarien 
arvoja ”per sointu” periaatteella kumulatiivisen 
määrän sijaan.
6.2 Mittarien syötteen muodostus
Jotta sointusekvenssi kuvailisi mitattavaa musiikkinäytettä riittävän kattavasti, olisi 
sointuihin   liitettävä   analyysiä   varten   kunkin   soinnun   päällä   alkuperäisessä 
musiikkinäytteessä  pitkään  esiintyneet   sävelet.   Tällöin   esimerkiksi   yksinkertaiset 
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kolmisointutaustat joiden päälle on lisätty harmonisesti rikkaampia melodioita tulevat 
harmonian kannalta oikeammalla tavalla huomioiduiksi.  Sointuihin kuuluvia säveliä 
kartoittaessa tulee myös huomioida,  että  mittarien laskennassa ei   tehdä  eroa sille 
kuinka   vahvoja   tai   usein   esiintyviä  valitut  sävelet   ovat  soinuissa:  sävelet  ovat 
aika­askelissa  joko  kokonaan  mukana  tai   eivät   ollenkaan   kuten 
jazz­improvisaatioanalyysialgoritmin   yhteydessäkin.   Osa   mittareista   vaatii 
parametreikseen   myös   sävelasteikkojen   ja/tai   tonaalisten   keskusten   määritykset 
kullekin   musiikkinäytteen   sointusekvenssin   soinnulle.   Tämä   voidaan   tehdä 
jazz­improvisaatioanalyysialgoritmin avulla automaattisesti tai jollain muulla tavalla.
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7 Testaus ja tulokset
7.1 Testiaineisto
Testaukseen käytettiin  seitsemää  soolonsoiton taustana toiminutta  sointusekvenssiä, 
jotka   on   otettu   yleisesti   tunnetuista  jazz­kappaleista.  Modernimpaa   jazzia   testissä 
edustivat Frank Gambalen ”Yang” [Gam00] ja ”Credit Reference Blues” [Gam85] sekä 
Scott  Hendersonin   ”Peru”  [Hen91]  ja  Allan Holdsworthin   ”Zarabeth”   [Hol93].  Jotta 
algoritmin   käytöstä   voitaisiin   tutkia  myös  perinteisemmässä   kontekstissa,  otettiin 
mukaan vielä hyvin tunnetut ja suhteellisen vaikeina pidetyt jazz­standardikappaleet, 
John   Coltranen   ”Giant   Steps”   [Col90]   sekä   Victor   Youngin   ”Stella   By   Starlight” 
[You06]. Analyysiin otettiin vielä lisäksi Nino Rottan teema ”A Time For Us” Romeo & 
Julia  ­oopperasta  [Rot02],  jotta   algoritmin   testaukseen   saataisiin   mukaan   myös 
esimerkki   vähemmän   jazz­vaikutteisesta   musiikista.   Musiikkinäytteiden 
sointusekvenssit saattavat vaihdella paljonkin versiosta tai lähteestä riippuen, mutta 
tässä   tutkielmassa   niistä   on   käytetty   yksinomaan  taulukossa  3  olevia   muotoja 
(taulukon  sointusekvenssien  eksakti  vastaavuus   viitteissä   annettuihin 
musiikkitallenteisiin   tai  mihinkään  muihinkaan  niiden  eri   versioihin  ei   ole   tässä 
tarkastelussa millään tavalla olennaista).
Taulukko 3: Käytetyn testiaineiston musiikkinäytteiden sointusekvenssit.
Musiikkinäyte Soinnut
1 .Yang (4 sointua) E­11/9, Db­11/9, A­9, F/B 
2. Peru  (25 sointua) Abmaj7,   G­7,   C­7,   Bb­7,   F­9,   D­11,   B13b9,   C6/9, 
B/C#, Gbmaj9, G+7, Abmaj7, B­7#5, Bb­7, C­7, B­11, 
B­9,   Bmaj7/C#,   F13sus4,   F11,   A­13,   A­7,   B13b9, 
B13b9b5, G+7
3. Zarabeth (50 sointua) F/Bb,  A13b9/C,  Ab/E,  D/Eb,  Eb­/D,  Dbmaj13,  E/F, 
E­11,   Ebmaj13#11,   D­7,   G­7b6,   F#­7,   D/E,   Bb/C, 
C/D, Fmaj13 , A­11, Bb­6, Ab/C, Gb, Db, Bb­7, F­7, 
D­7,   Gbmaj7#11,   E/F,   E­11,   Ebmaj7#11,   G­7b6, 
F#­7,  D/E,  Bb/C,  B/C#,  B/D#,  Emaj7sus4,  G#­7b6, 
A­6,  B/G,  Eb­7,  Bb­7,  Bmaj7,  G/A,  F/Bb,  A13b9/C, 
Ab/E, D/Eb, Eb­/D, Bbadd9, Ab5, Bb13#9
4.   Credit   Reference   Blues 
(10 sointua)
C/G, D7/G, E/B, F/B, D/E, C/G#, A­7, C#­7, Eb/Bb, 
Bb­7
5. Giant Steps (26 sointua) Bmaj7,  D7, Gmaj7,  Bb7,  Ebmaj7,  A­7,  D7, Gmaj7, 
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Musiikkinäyte Soinnut
Bb7,  Ebmaj7,  F#7,  Bmaj7,  F­7,  Bb7,  Ebmaj7,  A­7, 
D7,  Gmaj7,  C#­7,  F#7,  Bmaj7,  F­7,  Bb7,  Ebmaj7, 
C#­7, F#7
6. Stella By Starlight
(30 sointua)
E­7b5,   A7,   C­11,   F7,   F­9,   Bb7,   Ebmaj7,   Ab13, 
Bbmaj7, E­7b5, A7, D­7, Bb­7, Eb9, Fmaj7, G­7, C7, 
A­7b5, D7+, G7+, C­7, Ab7, Bbmaj7, E­7b5, A7, D­7, 
Fdim, C­7b5, Ebdim, Bbmaj7 
7. A Time For Us
(21 sointua)
E­/G, F, C/E, D­, A­, E­/G, F, D­, E­, A­, E­ , A­, C, G, 
D­, A­ , Bb, F, E­, A­, E­/G
7.2 Jazz­improvisaatioanalyysialgoritmin testaus
Taulukkoa  3  tarkasteltaessa  on   selvää,   että   varsinkin  pitempien   ja  modernimpien 
musiikkinäytteiden yhteydessä  voi algoritmia vastaavan jazz­improvisaatioanalyysin 
manuaalisesti   suorittaminen  muodostua   hyvin   hankalaksi.   Käytännössä   analyysi 
jääkin   usein   varsin   sointukohtaiseksi,   jolloin   soitetaan   vain  jotain  sopivaa 
sävelasteikkoa   soinnun   juurisävelestä   alkaen.   Tällöin   kuitenkin 
jazz­improvisaatioanalyysialgoritmin   suorittamisen   tai   vastaavan   analyysin   tuomat 
edut   jäävät   käyttämättä   ja   toivotunlaisen   improvisaation   onnistumisen 
todennäköisyys saattaa heikentyä. 
Taulukossa 4 on listattu algoritmin määräämät sävelasteikot ja tonaaliset keskukset 
ensimmäiseksi   käsiteltävän   musiikkinäytteen   ”Yang”   sointusekvenssille 
traditionalisuusasteilla 0 ja ­1.
Taulukko 4: Musiikkinäytteen ”Yang” analyysitulokset.
Sointu Traditionaalisuusaste = 0 Traditionaalisuusaste = ­1
E­11/9 B (D­duuri, 6. moodi) B (D­duuri, 6. moodi)
Db­11/9 B (E­duuri, 5. moodi) B (E­duuri, 5. moodi)
A­9 B (C­duuri 7. moodi) B (E­harmoninen molli, 5. moodi)
F/B B (C­duuri 7. moodi) B (C­vähennetty asteikko, 8. moodi)
Jos   algoritmin   tulostetta   noudatetaan  täsmällisesti  traditionaalisuusasteella   nolla, 
käytetään  ensimmäisessä   soinnussa  B­mollia,   toisessa  B­miksolyydistä   ja  kahdessa 
viimeisessä   soinnussa   B­lokrista   moodia.   Tällöin   saavutetaan   stabiili   tonaalinen 
keskus   (B­sävel),  minkä   on   algoritmin  kehityksen  yhteydessä   oletettu  helpottavan 
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improvisaatiota.   Mikäli   näin   toimiminen   kuitenkin   koetaan   vaikeammaksi   tai 
musiikillisesti   epämääräisemmäksi   kuin   perinteisempi   lähestymistapa   jossa 
sävelasteikkoja tarkastellaan yleensä aina alla olevan soinnun juurisävelestä alkavina, 
voi improvisoija luonnollisesti tulkita asteikot aina sointujen juurisävelistä alkaviksi 
tai  miten   tahansa   haluaa.   Tällöin  kuitenkin  menetetään   stabiilimman   tonaalisen 
keskuksen   tuoma   vakaus.  Mutta   kuten  musiikissa   yleensä,   kyse   on  makuasiasta. 
Algoritmin tuloste toimii kuitenkin kaikissa tapauksissa hyvänä lähtökohtana muiden 
lähestymistapojen johtamiselle.
Algoritmin tulostetta perinteisempi improvisaatiotapa olisi soittaa aina duuriasteikon 
toista  moodia  mollisointujen   juurisävelestä   ja   viimeisessä   soinnussa   duuriasteikon 
seitsemättä moodia (eli lokrista moodia) soinnun juurisävelestä. Algoritmin antamien 
sävelasteikkojen mukaisesti toimiessa toisessa ja kolmannessa soinnuissa on sointujen 
juurisävelestä   katsottuna   kuitenkin   käytetty   duuriasteikon   kuudetta  moodia   eli 
luonnollista  molliasteikkoa,   eikä   edellä  mainittua   duuriasteikon   toista   eli   doorista 
moodia. Moodit eroavat kuitenkin vain kuudennen asteen säveleltään, jonka käyttö on 
muutenkin varsin vaihtelevaa musiikillisesta kontekstista riippuen. Improvisoija voi 
tietenkin   vapaasti   käyttää   aivan   kumpaa   tahansa   tai   kumpaakin   kuudetta 
sävelastetta   (duuri­   tai   molliseksti),   mikäli   sointi   sitä   tuntuu   vaativan.   Tämän 
tyyppiset valinnanvaraisuudet ovat kuitenkin muusikoille  yksinkertaisia  ja  helposti 
nähtävissä,   joten   niitä   ei   ole   sen   kummemmin   huomioitu   algoritmin   kehityksen 
yhteydessä yksinkertaisuuden tavoittelun vuoksi.
Traditionaalisuusasteella   ­1   kaksi   viimeistä   sointusekvenssin   sointua   saa 
preferenssiryhmältään alemmat sävelasteikot muiden pysyessä samoina. Kolmannessa 
soinnussa   on   valittu   harmonisen   mollin   5.   moodi,   jolloin   soinnun   juurisävelestä 
katsottuna   käytetäänkin   ylennettyä   kvarttia   tavallisen   sijaan   doorisesta  moodista 
näin   poiketen.   Tämä   tuo   modernia   sointia  improvisaatioon  oleellisesti  mukaan. 
Neljännessä   soinnussa  mennään   vielä   pitemmälle   käyttämällä   puolisävelaskeleella 
alkavaa   vähennettyä   asteikkoa   soinnun   juurisävelestä   B   alkaen.   Tällöin   ero 
traditionaalisuusasteella nolla käytettyyn lokriseen moodiin syntyy ylennetyn kvintin 
palautuksesta   puhtaaksi   kvintiksi   ja   puhtaan   kvartin   poistosta,   sekä   lisätystä 
duuriterssistä   ja  duurisekstistä   (vähennetyssä  asteikossa on 8 säveltä   ja   lokrisessa 
moodissa 7). Sointia voi arvioida vain kuuntelemalla miltä sävelet kuulostavat yhdessä 
ja  erikseen soinnun päälle   soitettuna.  Odotettavissa on,  että   sointi  on voimakkaan 
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dissonanssinen, mutta mikäli  tämä  on improvisoijan tavoite, niin ratkaisu on aivan 
yhtä hyvä kuin mikä tahansa muukin. 
Taulukosta  4 myös  nähdään, että  algoritmia hyödyntäessä  tonaalinen keskus pysyy 
stabiilina,   jolloin   improvisoija  voi  keskittyä  yhteen  tiettyyn  nuottiin  sävelasteikkoa 
vain tarvittaessa vaihdellen. Tämä ei ole täysin ilmeistä jos lähtökohtana on aiemmin 
kuvailtu   perinteinen   lähestymistapa,   jossa   on   tapana   vaihtaa   tonaalista   keskusta 
soinnun   juuren  mukaisesti.  Musiikkinäytteen  ”Credit  Reference  Blues”:n   vastaava 
taulukko on esitelty taulukossa 5 käyttäen nyt traditionaalisuusasteita 0 ja 2.
Taulukko 5: Musiikkinäytteen ”Credit Reference Blues” analyysitulokset.
Sointu Traditionaalisuusaste=0 Traditionaalisuusaste=2
C/G B (G­duuri, 3. moodi)  E (G­duuri, 6. moodi)
D7/G B (G­duuri, 3. moodi) E (G­duuri, 6. moodi)
E/B B (A­harmoninen molli, 2. moodi) E (A­duuri, 5. moodi)
F/B B (A­harmoninen molli, 2. moodi) E (C­duuri, 3. moodi)
D/E B (A­melodinen molli, 2. moodi) E (G­duuri, 6. moodi)
C/G# B (C­ylinouseva, 6. moodi) E (F­melodinen molli, 7. moodi)
A­7 B (E­harmoninen molli, 5. moodi) E (F­duuri, 7. moodi)
C#­7 B (Ab­harmoninen molli, 3. moodi) E (B­duuri, 4. moodi)
Eb/Bb B (Ab­harmoninen molli, 3. moodi) Bb (Ab­duuri, 2. moodi)
Bb­7 B (Ab­melodinen molli, 3. moodi) Bb (Ab­duuri, 2. moodi)
Tässä   esimerkissä   huomataan   traditionaalisuusasteen   kasvattamisen   vaikutus: 
ylinousevan   asteikon   ja   harmonisten   molliasteikkojen   käyttö   poistuu   ja   monet 
melodiset   molliasteikot   korvautuvat   duuriasteikoilla   kun   traditionaalisuuastetta 
korotetaan   riittävästi.   Sointusekvenssiä   ei   voida   kuitenkaan   täyttää   pelkillä 
duuriasteikon   moodeilla,   sillä   kuudetta   sointua   tarkasteltaessa   huomataan   että 
mikään duuriasteikko ei ole ristiriidaton kyseisen sointutyypin kanssa. Harmonisen 
mollin käyttö voi olla myös olla linjakkaampi ratkaisu mahdollistaen saman asteikon 
käytön   sointusekvenssin   sisältäessä   puolisävelaskeleella   eroavia   duurisointuja 
peräkkäin.   Tässä   esimerkissä   huomataan   hyvin,   että   useampien 
traditionaalisuusasteiden   käyttö   on   suotavaa   sointusekvenssiä   analysoitaessa   ja 
tulosten   yhdistäminen  jollain  tavalla   voi   usein   olla   optimaalisin   lähtökohta 
improvisoinnille.
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Taulukossa  6  on   annettu   algoritmin   antamat   tulokset   ”Giant   Steps” 
musiikkinäytteelle traditionaalisuusasteella nolla.
Taulukko 6: Musiikkinäytteen ”Giant Steps” analyysitulokset I.
Sointu Traditionaalisuusaste=0 Sointu   (jatkuu...)
Bmaj7 E (B­duuri, 4. moodi) Bb7 D (Eb­duuri, 7. moodi)
D7 D (G­duuri, 5. moodi) Ebmaj7 D (Eb­duuri, 7. moodi)
Gmaj7 D (G­duuri, 5. moodi) A­7 D (G­duuri, 5. moodi)
Bb7 D (Eb­duuri, 7. moodi) D7 D (G­duuri, 5. moodi)
Ebmaj7 D (Eb­duuri, 7. moodi) Gmaj7 D (G­duuri, 5. moodi)
A­7 D (G­duuri, 5. moodi) C#­7 Bb (B­duuri, 7. moodi)
D7 D (G­duuri, 5. moodi) F#7 Bb (B­duuri, 7. moodi)
Gmaj7 D (G­duuri, 5. moodi)  Bmaj7 Bb (B­duuri, 7. moodi)
Bb7 D (Eb­duuri, 7. moodi) F­7 Bb (Eb­duuri, 5. moodi)
Ebmaj7 D (Eb­duuri, 7. moodi) Bb7 Bb (Eb­duuri, 5. moodi)
F#7 E (B­duuri, 4. moodi) Ebmaj7 Bb (Eb­duuri, 5. moodi)
Bmaj7 E (B­duuri, 4. moodi) C#­7 Bb (B­duuri, 7. moodi)
F­7 D (Eb­duuri, 7. moodi) F#7 Bb (B­duuri, 7. moodi)
Algoritmin antama analyysi huomioi selkeästi II­V­I­tyyppiset kadenssit (esimerkiksi 
F­7, Bb7 ja Ebmaj7), joista esimerkki suurimmaksi osaksi koostuu. Uutta analyysissä 
on kuitenkin improvisaation apuna mahdollisesti käytettävien tonaalisten keskusten 
määrittely.  Tällöin eri II­V­I  ­kadensseissa ei välttämättä tarvitse vaihtaa tonaalista 
keskusta, vaan pelkän käytetyn sävelasteikon vaihtaminen riittää. Varsinkin sävelissä 
D   ja   Bb   pysyessä   voidaan   välttää   paljon   hakuammuntaa   ja   lisätä   harmonian 
vaihdellessa   sointiin   pysyvyyttä   käyttämällä   juuri   näitä   säveliä  tonaalisina 
keskuksina  asteikkojen   vaihtuessa   alla.   Tämä   on  hyvin   paljon   käytetty   tehokeino 
jazz­musiikissa  ja  antaa miellyttävän vaikutelman varsinkin silloin, kun alla olevat 
soinnut   sisältävät  näitä  samoja  säveliä  sointujen   kuitenkin   muuttuessa   muiden 
sävelten osalta [Tag06]. 
Taulukossa  7  on   esitelty   edellisen   esimerkin   jazz­improvisaatioanalyysi 
traditionaalisuusasteella ­1.
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Taulukko 7: Musiikkinäytteen ”Giant Steps” analyysitulokset II.
Sointu Traditonaalisuusaste= ­1 Sointu (jatkuu...)
Bmaj7 D   (Eb­harmoninen   molli,   7. 
moodi)
Bb7 Bb   (Eb­melodinen   molli,   5. 
moodi)
D7 D   (C­vähennetty   asteikko,   2. 
moodi)
Ebmaj7 Bb   (G­harmoninen   molli,   3. 
moodi)
Gmaj7 Bb   (B­harmoninen   molli,   7. 
moodi)
A­7 Bb   (G­melodinen   molli,   3. 
moodi)
Bb7 Bb   (D­vähennetty   asteikko,   6. 
moodi)
D7 Bb   (G­melodinen   molli,   3. 
moodi)
Ebmaj7 Bb   (G­harmoninen   molli,   3. 
moodi)
Gmaj7 Bb   (B­harmoninen   molli,   7. 
moodi)
A­7 Bb   (G­melodinen   molli,   3. 
moodi)
C#­7 Bb   (B­melodinen   molli,   7. 
moodi)
D7 Bb   (G­melodinen   molli,   3. 
moodi)
F#7 Bb   (B­melodinen   molli,   7. 
moodi)
Gmaj7 Bb   (B­harmoninen   molli,   7. 
moodi)
Bmaj7 Bb   (Eb­harmoninen   molli,   5. 
moodi)
Bb7 Bb   (D­vähennetty   asteikko,   6. 
moodi)
F­7 Bb (Eb­duuri, 5. moodi)
Ebmaj7 Bb   (G­harmoninen   molli,   3. 
moodi)
Bb7 Bb (Eb­duuri, 5. moodi)
F#7 Bb (Db­vähennetty asteikko, 7. 
moodi)
Ebmaj7 Bb (Eb­duuri, 5. moodi)
Bmaj7 Bb   (Eb­harmoninen   molli,   5. 
moodi)
C#­7 Bb  (D­vähennetty  asteikko,  6. 
moodi)
Fm7 Bb   (Eb­melodinen   molli,   5. 
moodi)
F#7 Bb   (B­harmoninen   molli,   7. 
moodi)
Taulukosta 7 nähdään, että  nyt suosimalla  alempia preferenssiryhmiä  pienemmällä 
traditionaalisuusparametrilla  muodostuu optimaalisemmaksi vaihtaa sävelasteikkoja 
useammin   ja   käyttää   erikoisempia   ratkaisuja.   Teknisesti   jokainen   algoritmin 
valitsema sävelasteikko sopii sointunsa päälle, mutta tuloksena on modernimpi sointi. 
Traditionaalisuusastetta   vähemmän   pienentämällä   saavutettaisiin   tasapainoisempi 
lopputulos,   jossa   olisi   kuitenkin   mukana  harvinaisempia   asteikkoja  pelkkien 
duuriasteikkojen  sijasta.  Traditionaalisuusasteparametrin   arvoa  edelleen 
hienosäätämällä  voidaan  päästä   ratkaisuihin,  joissa   on   mukana   parametrin   eri 
ääripäiden mahdollistamia ominaisuuksia sopivassa määrin.
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Musiikkinäytteen  ”A   Time   For   Us”   analyysi   muodostui   odotetusti   varsin 
yksinkertaiseksi,   sillä   sen   sointusekvenssissä   on   vain   yksi   sointu   (Bb)   joka   ei   ole 
pääsävellajin (A­molli, C­duurin 6. moodi) mukainen. Koska algoritmi pyrkii etsimään 
sävelasteikkoja sointusekvenssin päälle aiemmin esitellyin kriteerein, antaa algoritmi 
kolmelle  muullekin  soinnulle  Bb­soinnun ympärillä   sävelasteikoksi  F­duuriasteikon 
muutoin käytetyn A­molliasteikon sijasta. Teknisesti nämä kolme sointua (D­, A­ ja F) 
voisivat  kuulua myös A­molliasteikkoon, mutta tästä  esimerkistä  huomataan hyvin 
että   algoritmi   ei   yritä   etsiä   säveltäjän   tarkoittamia   sävellajeja,   vaan   tyytyy   vain 
ohjeistamaan   improvisoijaa   sointusekvenssin   läpi  mahdollisimman   helposti   tietyin 
musiikillisin   perustein.   Sävellajien   tarkalleen   määrittämiseksi   pitäisi   tutkia 
musiikkinäytteen melodialinjoja ja painotuksia, eikä silloinkaan välttämättä  voitaisi 
olla aina aivan varma  siitä  mikä  oli  säveltäjän omakohtainen harmoninen tulkinta 
kappaleesta,  ellei   tätä  ole  esimerkiksi  etumerkeillä   selkeästi   ilmaistu.  Tonaaliseksi 
keskukseksi   algoritmi   antaa   koko   sointusekvenssille   A­sävelen,   mikä   on   oiva 
kiintopiste   improvisaatiolle   ja   on  myös  musiikillisesti   perusteltua,   sillä   toimiihan 
kappaleen määriteltynä sävellajina pääosin A­molli.
Vastaavat   algoritmin   antamat   tulokset  musiikkinäytteille  ”Stella   By   Starlight”, 
”Zarabeth”   ja ”Peru” on annettu liitteissä  1, 2 ja 3 käyttäen traditionaalisuusastetta 
nolla.   Myös   näissä   on   havaittavissa   samoja   ominaispiirteitä   kuin   edellisissäkin 
esimerkeissä.  Algoritmin  hyödyllisyys  korostuu   entisestään  kun   analysoitavana   on 
näinkin pitkiä ja kompleksisia sointusekvenssejä. 
7.3 Harmonisten ja tonaalisten mittarien testaus
Harmonisten   ja   tonaalisten   mittarien   numeeriset   arvot   tutkittavien 
musiikkinäytteiden   sointusekvensseille   laskettiin   jazz­improvisaatioanalyysi­ 
algoritmin   antamilla   sävelasteikoilla   ja   tonaalisilla   keskuksilla.  Näihin  päädyttiin 
suorittamalla jazz­improvisaatioanalyysialgoritmia  esitetyillä  standardiparametreilla. 
Tällöin   käytetty  traditionaalisuusaste   oli   nolla   ja   sävelasteikkokokoelma   kuten 
luvussa  3.3  standardikokoelmaksi   esitettiin.  Testattujen   musiikkinäytteiden 
sointusekvenssien   pituuksien  vaihdellessa  suuresti,   on   tässä   hyvä   tarkastella 
tarkemmin vain normalisoitujen mittareiden arvoja. Normalisoimattomat mittaritkin 
sopivat  musiikkinäytteiden  ominaisuuksien   tarkasteluun   kokonaisuutena,  mutta 
tällöin       vertailua   suoritetaan   vain   absoluuttisessa   mielessä,   joka   ei   huomioi 
 84
sointusekvenssien   pituuseroja   mitenkään.  Sointuspesifisten   mittarien   arvot 
testiaineistolle on koottu taulukkoon 8. 
Taulukko 8: Sointuspesifisten mittarien arvot musiikkinäytteille.
Näyte/  
Mittari
Yang Peru Zarabeth C.R. 
Blues
Giant 
Steps 
Stella  by 
Starlight
A Time for 
Us
CV 16,00 127,00 238,00 49,00 123,00 148,00 88,00
CHR 92,00 1912,02 5427,00 539,94 443,68 2694,56 164,00
NCV 4,00 5,08 4,76 4,90 4,73 4,93 4,19
NCHR  23,00 76,48 108,00 53,99 17,06 89,81 7,80
Taulukosta  8  nähdään   odotettuja   seikkoja.   Normalisoitujen  sointuharmonian 
rikkauksien  voidaan  todeta   käyttäytyvän   odotetunlaisesti.   ”A   Time   for   Us”   on 
musiikkinäytteistä sointuharmonialtaan yksinkertaisin ja saakin selkeästi pienimmän 
normalisoidun sointuharmonian rikkauden arvon. ”Zarabeth” nousee odotetusti tällä 
mittarilla  mitattuna  koko  aineiston  kärkeen.   ”Giant  Steps”  puolestaan   osoittautuu 
soinnutukseltaan paljon yksinkertaisemmaksi kuin toinen hieman vastaava standardi 
”Stella  by Starlight”,  mikä  oli  myös ennakoitavissa  silmämääräisesti   tarkasteltuna. 
Ilmeisesti samanlaisina toistuvat kadenssit ja sointujen yksinkertaisuus vähentävät 
harmonista   rikkautta   huomattavasti   minkä   käytetty   mittari   huomaakin. 
Tonaalisuuspesifisten mittarien arvot musiikkinäytteille on koottu taulukkoon 10.
Taulukko 10: Tonaalisuusspesifisten mittarien arvot musiikkinäytteille.
Näyte/  
Mittari
Yang Peru Zarabeth C.R. 
Blues
Giant 
Steps 
Stella   by 
Starlight
A Time for 
Us
TV 0 4,00 20,0 0 10,00 4,00 0
TCV 0 2,00 4,00 0 2,50 4,00 0
TE 0 3,97 33,12 0 15,30 1,00 0
NTV 0 0,16 0,40 0 0,38 0,13 0
NTE 0 0,16 0,66 0 0,588 0,03 0
Taulukosta 10  huomataan  ensin  että  kolmelle musiikkinäytteelle on annettu täysin 
stabiili   tonaalinen   keskus.   Tällöin   tonaalisuuspesifisten   mittarien   käyttö   on 
tarpeetonta.   Sen   sijaan   niillä  musiikkinäytteillä  joissa  on   merkitty   tapahtuvan 
tonaalisten   keskusten  muutoksia,  voidaan   tehdä   keskinäistä   vertailua.   ”Zarabeth” 
osoittautuu asetettujen tonaalisten keskustensa puolesta niukasti vaativammaksi kuin 
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”Giant Steps” normalisoidun tonaalisuusvariaation mukaan. Tällöin tonaalinen keskus 
elää   ”per   sointu”  mielessä  enemmän.  Voidaan  myös   todeta,   että  musiikkinäytteen 
”Zarabeth” tonaalisuusmuutosvarianssin ollessa yhtä  suuri  musiikkinäytteen  ”Stella 
by Starlight” kanssa, ovat tonaalisten keskusten muutokset keskimäärin yhtä suuria 
niiden tapahtuessa.  Tämän mittarin arvo jää pienemmäksi musiikkinäytteelle ”Giant 
Steps”, koska sen tonaalisen keskuksen intervallihypyt ovat keskimäärin pienempiä. 
Tästä voi päätellä että  musiikkinäytteessä  ”Zarabeth”   tapahtuu selkeästi suurempia 
tonaalisen   keskuksen   hyppyjä   kuin  musiikkinäytteessä  ”Giant   Steps”,   mutta 
jälkimmäisessä tonaalisen keskuksen vaihdoksia tapahtuu paljon useammin kuten on 
helposti   nähtävissä.  Normalisoitua   tonaalisuusvariaatiota   ja   etenkin  normalisoitua 
tonaalisuusentropiaa   tarkastellessa   on   kuitenkin   selvää,   että   ”Zarabeth”   ja   ”Giant 
Steps”   ovat   näistä   musiikkinäytteistä   asetettujen   tonaalisten   keskusten   kannalta 
kompleksisimpia.   ”Stella   by   Starlight”   jää   suuresti   näistä   jälkeen   tällä  mittarilla 
mitattuna. Asteikkospesifisten mittarien arvot on koottu taulukkoon 11.
Taulukko 11: Asteikkospesifisten mittarien arvot musiikkinäytteille.
Näyte/  
Mittari
Yang Peru Zarabeth C.R. 
Blues
Giant 
Steps 
Stella  by 
Starlight
A Time for 
Us
SV 12,00 78,00 145,00 22,00 80,00 68,00 4,00
SCV 6,00 5,57 5,37 3,66 8,00 4,25 2,00
SE 3,33 108,66 477,66 22,50 57,68 144,50 6,00
NSV 3,00 3,12 2,90 2,20 3,07 2,26 0,19
NSE 0,83 4,35 9,55 2,25 2,21 4,81 0,28
Hieman yllättäen ”Giant Steps” nousee normalisoidulla asteikkovariaatiolla ja etenkin 
asteikkomuutosvarianssiltaan   vaihtelevammaksi   kuin   ”Zarabeth”.   Tällöin    sen 
asteikkojen   sävelkokoelma   elää   enemmän   sointusekvenssin  mukana.  Normalisoitu 
asteikkoentropia   kuitenkin   antaa   olettaa,   että  musiikkinäytteen   ”Zarabeth” 
sävelasteikkomaailma   on   selkeästi   kompleksisempi   kuin  musiikkinäytteen  ”Giant 
Steps”. Tällöin käytetään enemmän eri sävelasteikkoja ja niiden käyttö on laajemmin 
jakautunutta sointusekvenssin päällä. Suuri ero johtuu siitä, että asteikkoentropia ei 
huomio  sävelten muutosta  asteikkojen vaihdoissa,   vaan  määrittelee  muutoksen eri 
asteikkotyyppien esiintyvyyden ja sijoittelun mukaan. Musiikkinäyte ”A Time for Us” 
on normalisoitujen asteikkospesifisten mittarien mukaan jälleen yksinkertaisin, kuten 
on helppo todeta ilman mittareitakin. Yleisten mittarien arvot on koottu taulukoon 12. 
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Taulukko 12: Yleisten mittarien arvot musiikkinäytteille.
Näyte/  
Mittari
Yang Peru Zarabeth C.R. 
Blues
Giant 
Steps 
Stella   by 
Starlight
A Time for 
Us
HE 0,12 0,21 0,21 0,34 0,18 0,33 1,34
CR ­∞ ­0,85 ­0,74 ­∞ ­0,39 ­1,22 ­∞
EB ­∞ ­1,39 ­1,15 ­∞ ­0,58 ­2,00 ­∞
Huomionarvoisinta   on   ensiksi  musiikkinäytteen  ”A   Time   for   Us”   saama   korkea 
harmonisen tehokkuuden arvo. Tämä kuitenkin selittyy sillä, että lähes koko kappale 
kuuluu   samaan   sävellajiin,   jolloin   hyvin   pienellä   asteikkojen   variaatiolla   voidaan 
kattaa   suuri   sointujen   variaatio.   Tämä   on   tyypillistä   harmonisesti   hyvin 
yksinkertaisille   musiikkinäytteille.   Mittaria   tulisikin   käyttää   enempi   saman 
musiikkinäytteen eri sävelasteikkoratkaisujen keskinäiseen kuin musiikkinäytteiden 
väliseen   vertailuun,   elleivät   normalisoidut   sointuharmonian   rikkaudet   ole 
suurinpiirtein samaa tasoa. 
Vaihtosuhteet muodostuivat kaikilla kappaleilla negatiivisiksi mikä ei ole yllättävää, 
sillä   asetetut   asteikot   vaihtelevat   selkeästi   enemmän   kuin   asetetut   tonaaliset 
keskukset   myös   silmämääräisesti   nopeasti   tarkasteltuna.   Entropiatasapaino 
noudattaa myös samaa mallia ja siinäkin huomataan musiikkinäytteen ”Giant Steps” 
kompleksisuuden olevan selkeästi tonaalisen keskuksen muutosten hallitsemaa kuin 
muilla esimerkeillä. Vaihtosuhde eroaa entropiatasapainosta siinä, että se ei huomioi 
samojen asteikkojen tai tonaalisten keskusten vaihdosten esiintymistä uudelleen ja eri 
paikoissa,   vaan  taltioi  muutokset   pelkästään   lukumääräisesti.   Tässä   tapauksessa 
molemmat   mittarit  kuitenkin  antavat   suurin   piirtein   saman   suhteellisen 
vertailutuloksen  kaikissa  niissä  musiikkinäytteissä   joissa se voidaan laskea. Mikäli 
näin   ei   olisi,   eroasi   jokin  näistä  musiikkinäytteistä  merkittävästi   toisista 
entropiaominaisuuksiltaan,   eli   siitä  miten  epämääräisesti  rakentuvaa  harmonia   ja 
tonaalisuus  kyseisessä  musiikissa  on  sen sävelasteikkojen  ja  tonaalisten keskusten 
muutosmääriin nähden.
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8 Yhteenveto
Tutkielmassa   tutkittiin   aluksi   musiikin  automaattisen  transkription  raa'asta 
audiodatasta   suorittavia  nykymenetelmiä.  Nämä  voidaan   karkeasti   jakaa 
sävelkorkeuksien,   rytmiikan  ja  sointujen   tunnistukseen.   Muut   transkription 
osa­alueet   sivuutettiin   suurimmaksi   osaksi   sillä   perusteella,   että   ne   yleensä 
pohjautuvat   edellä   mainittuihin   musiikin   peruskomponenttien   hahmotukseen. 
Tarkoituksena   oli   luoda   kattava   ja   monipuolinen   katsanto   eri   menetelmien 
toimintaperiaatteisiin,  vahvuuksiin  ja heikkouksiin teoreettiselta  ja käytännölliseltä 
kannalta.   Tutkimuksen   perusteella   voidaan  kuitenkin  todeta,   että 
transkriptiomenetelmissä   on   tapahtunut   paljon  kehitystä  viime   vuosina   ja 
transkriptioon   sovellettujen   menetelmien   määrä   on   kasvanut  ja   erilaistunut. 
Muusikon   näkökulmasta   tarkasteltuna   algoritmisen   transkription   tulisi   ennen 
kaikkea pystyä  integroimaan enemmän sen eri osa­alueiden antamaa informaatiota, 
ollakseen   lähempänä   ihmisen   suorittamaa   transkriptiota.  Tätä   eivät   tutkitut 
menetelmät juurikaan huomioineet.
Jazz­improvisaatioanalyysialgoritmin   kehityksen   tavoitteena   oli   automatisoida 
jazz­muusikon   manuaalisesti   tekemä   improvisaation   mahdollisuuksien   kartoitus 
perusteellisesti   ja  mahdollisimman   käytännöllisesti.   Kehitetty 
jazz­improvisaatioanalyysialgoritmi antoi musiikillisia periaatteita noudattavaa tietoa 
algoritmin   syötteenä   olleiden  musiikkinäytteiden  sointusekvenssien  harmonisista 
mahdollisuuksista   improvisoinnin   kannalta.   Vapaasti   valittavilla   parametreilla 
rakennettiin   analyysiin   sisään   erilaisten   tulosten  mahdollisuus   samalla   syötteellä. 
Tällä  mahdollistettiin   se,   että  algoritmia  käyttävä  muusikko  voi  käydä   läpi  useita 
erilaisia parametrikonfiguraatioita ja muodostaa näiden pohjalta oman näkemyksensä 
improvisaation mahdollisuuksista kuten parhaaksi kokee. 
Tutkielmassa   kehitettiin   myös   musiikkinäytteiden   ominaisuuksia   kuvailevia 
dimensiottomia   numeerisia   mittareita,   jotka   jaettiin   sointu­,   tonaalisuus­   ja 
sävelasteikkospesifisiin   mittareihin   sekä   yleisiin   mittareihin.   Sointuspesifisten 
mittarien   arvot   laskettiin   jazz­improvisaatioanalyysialgoritmin   testauksessa 
käytettyjen  musiikkinäytteiden   sointusekvensseille.  Muiden  mittarien   laskennassa 
käytettiin lisäksi  jazz­improvisaatioanalyysialgoritmin ehdottamia sävelasteikkoja ja 
tonaalisia   keskuksia,   jotka   asetettiin   mittareilla   analysoitavan   musiikkinäytteen 
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oletetuiksi sävellajeiksi ja tonaalisiksi keskuksiksi. Esitetyt tulokset antavat olettaa, 
että  mittareita voidaan käyttää   informatiivisesti minkä   tahansa musiikkinäytteiden 
suhteelliseen   vertailuun   niiden   harmonisten   ominaisuuksien   ja   improvisaation 
näkökohtien kompleksisuuden kannalta. 
Jazz­improvisaatioanalyysialgoritmia voitaisiin kehittää eteenpäin liittämällä mukaan 
enemmän   jazz­teorian   perinteistä   heuristiikkaa   ja   mahdollistamalla   analyysin 
suorittavan   improvisoijan   henkilökohtaisten   mieltymysten   paremman   huomioon 
ottamisen   algoritmin   suorituksessa.  Näitä   huomioitavia   seikkoja   voisivat   olla 
esimerkiksi   se,  mitkä  moodit   ja   tonaaliset   keskukset   ovat  kullekin  improvisoijalle 
mieluisimpia. Tässä  tutkielmassa on vain tyydytty olettamaan, että kaikki tonaaliset 
keskukset   ja   sävelasteikot  moodeineen   ovat   yhdenvertaisia   ja   improvisoijalle   yhtä 
sopivia vaikka näin harvoin oikeasti on. Algoritmi voisi myös tutkia erikoisemmilla 
kriteereillä sävelasteikkojen sopivuutta sointujen päälle. Tässä on vaadittu vain, että 
sävelasteikon täytyy sisältää kaikki sen alla olevan soinnun sävelet ollakseen sopiva 
improvisaatiossa   kyseisen   soinnun   päällä.   Tämä   kuitenkin   estää   esimerkiksi 
kokosävelasteikon   sovittamisen  dom7­sointujen   päälle   puuttuvan   puhtaan   kvintin 
takia,   vaikka   tämä   on   hyvin   yleisesti   käytetty   tehokeino   jazz­improvisaatiossa. 
Algoritmi   voisi   ottaa   tällaisia   erikoistapauksia   huomioon   erilaisissa  musiikillisissa 
konteksteissa   joidenkin  erikseen  säädettävien  nyrkkisääntöjen   mukaan.    Kolmas 
kehittämislinja voisi olla harmonisten mittarien hyödyntäminen ja apuna käyttäminen 
jazz­improvisaatioanalyysialgoritmin   suorituksessa.   Esimerkiksi   asteikkoentropiaa 
voitaisiin   hyvin   käyttää   asteikkoratkaisujen   tärkeimpänä   seulomiskriteerinä 
esitettyjen   sijasta.   Pienempi   sävelasteikkoentropia   takaisi   improvisaation 
todennäköisemmän   helppouden   kun   samat   asteikot   esiintyisivät   ratkaisussa 
useammin ja lähemmin sijoitettuina.
Mittareita voitaisiin  kehittää  suorittamalla niiden  normalisaatio  jollain  paremmalla 
skaalauksella kuin sointusekvessin pituudella jakamalla. Tämä siksi, koska asteikkoja 
on   rajattu  määrä,  joten  harmonista   sarjaa   summaamalla   suositaan  aina  pitempiä 
sekvenssejä.  Tällöin esitettyjen entropioiden  mahdollinen  maksimiarvo lähestyy aina 
jotain raja­arvoa kullakin  sointusekvenssin  pituudella.  Tämän maksimiarvon kasvu 
sekvenssin   pidentyessä  ei   käyttäydy   lineaarisesti.  Näin   ollen  pitemmät   sekvenssit 
hyötyvät rajatusta asteikkomäärästä, jolloin mittarin arvo ei kasva yhtä vapaasti kuin 
lyhyemmillä sekvensseillä. Myös mittareissa käytettyä todennäköisyyden määritelmää 
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voitaisiin   laajentaa   huomioimaan  myös   toisistaan   irralliset   sointusekvenssin   osat 
todennäköisimpiä sävelasteikkoja määritettäessä.
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Liite 1. ”Stella by Starlight” analyysitulokset
Tässä  liitteessä  on   esitetty   musiikkinäytteen   ”Stella   by   Starlight”  tulokset 
käytettäessä  jazz­improvisaatioanalyysialgoritmia  traditionaalisuusasteella   nolla. 
Taulukossa on listattu kullekin soinnulle  algoritmin  ehdottama  tonaalinen keskus ja 
sävelasteikko.
Sointu Keskus ja asteikko Sointu Keskus ja asteikko
1. E­7b5 Bb (D­harmoninen molli) 16. G­7 Bb (F­duuri)
2. A7 Bb (D­harmoninen molli) 17. C7 Bb (F­duuri)
3. C­11 Bb (Bb­duuri) 18. A­7b5 Bb (G­harmoninen molli)
4. F7 Bb (Bb­duuri) 19. D7+ Bb (G­harmoninen molli)
5. F­9 Bb (Eb­duuri) 20. G7+ D (C­harmoninen molli)
6. Bb7 Bb (Eb­duuri) 21. C­7 D (Eb­duuri)
7. Ebmaj7 Bb (Eb­duuri) 22. Ab7 D (Eb­melodinen molli)
8. Ab13 Bb (Eb­melodinen molli) 23. Bbmaj7 D (D­harmoninen molli)
9. Bbmaj7 Bb (D­harmoninen molli) 24. E­7b5 D (D­harmoninen molli)
10. E­7b5 Bb (D­harmoninen molli) 25. A7 D (D­harmoninen molli)
11. A7 Bb (D­harmoninen molli) 26. D­7 D (C­vähennetty)
12. D­7 Bb (Bb­duuri) 27. Fdim D (C­vähennetty)
13. Bb7 Bb (Eb­duuri) 28. C­7b5 D (G­harmoninen molli)
14. Eb9 Bb (Ab­duuri) 29. Bbdim D (G­harmoninen molli)
15. Fmaj7 Bb (F­duuri) 30. Bbmaj7 F (Bb­duuri)
Liite 2. ”Zarabeth” analyysitulokset
Tässä  liitteessä  on   esitetty   musiikkinäytteen   ”Zarabeth”  tulokset  käytettäessä 
jazz­improvisaatioanalyysialgoritmia  traditionaalisuusasteella   nolla.  Taulukossa   on 
listattu kullekin soinnulle algoritmin ehdottama tonaalinen keskus ja sävelasteikko.
Sointu Keskus ja asteikko Sointu Keskus ja asteikko
1. F/Bb C (Bb harmoninen molli) 26. E/F C (A­harmoninen molli)
2. A13b9/C C (Db­vähennetty) 27. E­11 C (C­duuri)
3. Ab/E C (Db­harmoninen molli) 28. Ebmaj7#11 C (Bb­duuri)
4. D/Eb G (G­harmoninen molli) 29. G­7b6 C (Bb­duuri)
5. Eb­/D G (G­harmoninen molli) 30. F#­7 B (D­duuri)
6. Dbmaj13 G (F­harmoninen molli) 31. D/E B (D­duuri)
7. E/F G (F­harmoninen molli) 32. Bb/C E (F­duuri)
8. E­11 G (C­duuri) 33. B/C# Eb (E­duuri)
9. Ebmaj13#11 G (Bb­duuri) 34. B/D# Eb (E­duuri)
10. D­7 G (Bb­duuri) 35. Emaj7sus4 Eb (E­duuri)
11. G­7b6 G (Bb­duuri) 36. G#­7b6 Eb (E­duuri)
12. F#­7 G (D­duuri) 37. A­6 Eb (E­harmoninen molli)
13. D/E G (D­duuri 38. B/G Eb (E­harmoninen molli)
14. Bb/C G (F­duuri) 39. Eb­7 Eb (Gb­duuri)
15. C/D G (F­duuri) 40. Bb­7 Eb (Gb­duuri)
16. Fmaj13 G (F­duuri) 41. Bmaj7 Eb (Gb­duuri)
17. A­11 G (F­duuri) 42. G/A Eb (C­melodinen molli)
18. Bb­6 G (Ab­duuri) 43. F/Bb Eb (Bb­melodinen molli)
19. Ab/C G (Ab­duuri) 44. A13b9/C Eb (Db­vähennetty)
20. Gb C (Db­duuri) 45. Ab/E Eb (Db­harmoninen molli)
21. Db C (Db­duuri) 46. D/Eb Eb (G­harmoninen molli)
22. Bb­7 C (Db­duuri) 47. Eb­/D Eb (G­harmoninen molli)
23. F­7 C (C­vähennetty) 48. Bbadd9 Bb (Bb­duuri)
24. D­7 C (C­vähennetty) 49. Ab5 Bb (B­duuri)
25. Gbmaj7#11 C (Bb­harmoninen molli) 50. Bb13#9 Bb (D­vähennetty)
Liite 3. ”Peru” analyysitulokset
Tässä   liitteessä  on   esitetty   musiikkinäytteen   ”Peru”  tulokset  käytettäessä 
jazz­improvisaatioanalyysialgoritmia  traditionaalisuusasteella   nolla.  Taulukossa   on 
listattu kullekin soinnulle algoritmin ehdottama tonaalinen keskus ja sävelasteikko.
Sointu Keskus ja asteikko Sointu Keskus ja asteikko
1. Abmaj7 F (Eb­duuri) 14. Bb­7 F (Ab­duuri)
2. G­7 F (Eb­duuri) 15. C­7 F (Ab­duuri)
3. C­7 F (Ab­duuri) 16. B­11 Gb (A­duuri)
4. Bb­7 F (Ab­duuri) 17. B­9 Gb (A­duuri)
5. F­9 F (Ab­duuri) 18. Bmaj7/C# Eb (B­duuri)
6. D­11 F (C­melodinen molli) 19. F13sus4 Eb (Bb­duuri)
7. B13b9 F (C­vähennetty) 20. F11 Eb (Bb­duuri)
8. C6/9 F (C­duuri) 21. A­13 Eb (E­harmoninen molli)
9. B/C# F (Gb­duuri) 22. A­7 Eb (E­harmoninen molli)
10. Gbmaj9 F (Gb­duuri) 23. B13b9 Eb (C­vähennetty)
11. G+7 F (C­harmoninen molli) 24. B13b9b5 Eb (C­vähennetty)
12. Abmaj7 F (C­harmoninen molli) 25. G+7 Eb (C­harmoninen molli)
13. B­7#5 F (C­melodinen molli)
