We consider optimal control problems for convection-diffusion equations with a pointwise control or a control localized on a smooth manifold. We prove optimality conditions for the control variable and for the position of the control. We do not suppose that the coefficient of the convection term is regular or bounded, we only suppose that it has the regularity of strong solutions of the Navier-Stokes equations. We consider functionals with an observation on the gradient of the state. To obtain optimality conditions we have to prove that the trace of the adjoint state on the control manifold belongs to the dual of the control space. To study the state equation, which is an equation with measures as data, and the adjoint equation, which involves the divergence of L p -vector fields, we first study equations without convection term, and we next use a fixed point method to deal with the complete equations.
Introduction
We are interested in the following optimal control problem:
Can we control the temperature distribution of a fluid in a three dimensional domain by heating sources localized on a network of wires? More generally we are interested in heating sources (the control variables) concentrated on thin structures. For simplicity we consider the case of controls localized on a manifold γ included in a N -dimensional bounded domain Ω, but the case of a finite union of manifolds (a network of wires) can be considered as well. This optimal control problem clearly refers to a system of equations where the temperature and the fluid velocity are coupled. Such problems have been studied in the case of distributed or boundary controls (see for examples the references in [19] ). The case of controls localized on thin structures, which is interesting for technological applications, has not yet been studied in the literature. As it is shown in [20] , a fundamental step to tackle the complete Boussinesq system with controls localized on thin structures, first consists in studying a problem in which the fluid velocity is known. If y denotes the fluid temperature and V the fluid velocity, the temperature y Keywords and phrases: Pointwise control, optimal control, convection-diffusion equation, control localized on manifolds.
is the solution to the following convection-diffusion equation:
where Ω is a bounded domain in R N with a regular boundary Γ, N ≥ 2, Q = Ω×]0, T [, T > 0 is given fixed, Σ = Γ×]0, T [, A is a second order elliptic operator of the form Ay = − N i,j=1 D i (a ij (x)D j y) + a 0 (x)y, γ ⊂ Ω is a regular manifold of dimension 0 ≤ D ≤ N − 2, δ γ denotes the Dirac distribution on γ, and u is a function from γ×]0, T [ with values in R.
Convection-diffusion equations are often refered to flow related models, and a computational approach in the case of Neumann boundary control is carried out in [5] . In [4, 8] , the case of pointwise controls (which is a particular type of thin structure) is considered for the one-dimensional Burgers' equation.
In order to next study the complete Boussinesq system we must suppose that V is not too regular. In control problems for convection-diffusion equation studied in the literature, it is often supposed that V is bounded [5, 11, 12] . However, it is not reasonable to suppose that the solution (y, V ) to the Boussinesq system is such that V belongs to L ∞ (0, T ; (L ∞ (Ω)) N ). Here we only suppose that V belongs to Lm(0, T ; (L m (Ω)) N ), for somem > 2, m > 2 satisfying 1 m + N 2m ≤ 1 2 (for N = 2 or N = 3, the limit cases 1 m + N 2m = 1 2 , withm = m = 4 if N = 2, andm = 8 and m = 4 if N = 3, correspond to the regularity of strong solutions of the Navier-Stokes equations).
These assumptions are sufficient to next study problems where the heat equation is coupled with the Navier-Stokes equations in the two following cases [20] :
• the Boussinesq system linearized at (z, U), where (z, U) has the same regularity as strong solutions of the Boussinesq system; • the two-dimensional nonlinear Boussinesq system.
As it is shown in [13] , even in the case when V ≡ 0, studying equation (1) is not completely obvious. (In [13] , the domain is supposed to be a 3-dimensional cylindrical domain, and taking advantage of the particular form of the domain, the equation is split into a 2-dimensional elliptic equation with measures as data, and a heat equation with regular source terms.)
Here we shall use new regularity results for parabolic equations with measures as data obtained in [21] , where we have studied optimal control problems with controls localized on thin structures for semilinear parabolic equations.
In the present paper, we first study the control problem (P 1 ) i n f {I(y, u) | (y, u) ∈ L κ (0, T ; W 1,κ (Ω)) × K U , (y, u) satisfies (1)},
where
dt.
(C Q , C Ω , C γ are nonnegative constants.)
Next, we consider the case when γ is a point x 0 (that is δ γ = δ x0 . A finite union of points can be considered as well). In this case we are interested in characterizing the best location x 0 which minimizes the distance to an observed profile of temperature. The problem is formulated as follows:
This problem can be related to the identification of sources of pollution (see [16] ). Also mention that the techniques we have developed for parabolic equations with measures as data can be adapted to study the corresponding stationnary elliptic equations with measures as data. In both cases (elliptic and parabolic) these new results can be useful to tackle optimal control problems with point observations. In this case the Dirac measures are involved in the adjoint equations [9] . For a review on control problems with pointwise controls we refer to [17] (see also [3] ).
Let us briefly present the difficulties encountered in studying (P 1 ) and (P 2 ). Equation (1) is an equation with measures as data which may be studied by the transposition method [6] . However the regularity results in the literature [6, 18] are not sufficient to deal with the control problems (P 1 ) and (P 2 ).
To obtain optimal regularity results for a convection-diffusion equation of the form (1), or for the adjoint equation associated with (P 1 ), throughout the paper the idea consists in studying equations firstly when V ≡ 0, and next, by using a fixed point method, extending theses results to the general case. The fixed point method is developed in details in the proof of Proposition 2.7, and is next used for different propositions in the paper. We prove regularity results for the state equation in Section 2. The control problem (P 1 ) is studied in Section 3. The main difficulty to obtain optimality conditions for (P 1 ) is to prove that the trace of the adjoint state on γ×]0, T [ belongs to L q (0, T ; L σ (γ)). The adjoint equation for (P 1 ) is of the form
Still using the fixed point method described above, we study the minimal regularity required on h and p T to have p| γ×]0,
where y u is the solution to (1) corresponding to the optimal control u, and p T is equal to
, are satisfied under additional conditions on κ and θ (these conditions are stated in assumptions (A9, A10)). Optimality conditions for (P 1 ) are obtained in Theorem 3.5. The control problem (P 2 ) is studied in Section 4. To obtain optimality conditions for (P 2 ), we prove that the adjoint state belongs to L 1 (0, T ; C 1,ν (Ω)) (Th. 4.2). Next, we are able to characterize the optimal location of a pointwise control (Th. 4.3).
Numerical experiments for the computation of optimal solutions u for (P 1 ), and optimal pairs (u, x 0 ) for (P 2 ) are reported in [20] (Chap. 6).
State equation

Notation and assumptions
We make the following assumptions on the data.
The coefficient a 0 is positive and belongs to C(Ω), the coefficients a ij belong to C 1,ν (Ω) with 0 < ν ≤ 1, a ij = a ji , and they satisfy N i,j=1 a ij (x)ξ i ξ j ≥ m 0 |ξ| 2 for every ξ ∈ R N and every x ∈ Ω, with m 0 > 0.
(A2) Γ is of class C ∞ , and γ is a submanifold in Ω of dimension D ≤ N − 2, of class Ck withk = max 2, [ N −D σ ] + 1 .
(A3) V belongs to Lm(0, T ; (L m (Ω)) N ) and satisfies
where "div" denotes the divergence operator with respect to x ∈ Ω.
Remark. For simplicity we have supposed that Γ is of class C ∞ , but the results of the paper can be extended to less regular domains by using the techniques of [7] (Prop. 5).
Throughout the paper, we denote by T γ (respectively T γ×]0,T [ , T Σ ) the trace mapping on γ (respectively on γ×]0, T [, on Σ). We denote by C, C i , K, K i for i ∈ N, various constants depending on known quantities. The same letter may be used for different constants.
In [21] we have studied equation (1) in the case when V ≡ 0. By the transposition method, we have proven the following regularity results.
The mapping that associates y u with u is continuous from L q (0, T ; L σ (γ)) into L ∞ (0, T ; L r (Ω)) for every
(C([0, T ]; L r w (Ω)) denotes the space of continuous functions from [0, T ] into L r (Ω), endowed with its weak topology.)
Remark. The conditions expressed in (2) can be written in the following shorter form
Indeed if d 1 ≥ σ, taking δ 1 = q in (3), we obtain:
Therefore y belongs to L δ1 (0, T ; W 1,d1 (Ω)) for every (δ 1 , d 1 ) satisfying:
which is nothing else than the second condition in (2) . Finally observe that the condition
follows from (3) by taking δ 1 = q. Even if (2) and (3) are equivalent, using (2) avoids forgetting the condition
, and let y be the solution to equation (1) . The mapping y 0 → y is continuous from
In this section we want to extend these results to the case when V satisfies (A3) (Props. 2.7 and 2.8). Due to the weak regularity of V , we cannot use the transposition method. We obtain existence and regularity results for equation (1) by using a fixed point method. For this, we need some preliminary estimates that are stated below.
Preliminary estimates
First recall some results for analytic semigroups. We denote byÃ the operator defined by
For 1 ≤ < ∞, we denote by A the closure ofÃ in L (Ω). The operator −A is the generator of a strongly continuous analytic semigroup S (t) t≥0 in L (Ω) [2] . For 1 < < ∞ the domain of A is D(A ) = y ∈ W 2, (Ω) | ∂y ∂nA = 0 on Γ . For any 1 ≤ < ∞, 0 belongs to the resolvent of −A and there exists δ > 0 such that Re σ(A ) ≥ δ (it is a consequence of (A1) and of the fact that σ(A ) is independent of ). Therefore, for α > 0, there exists a constant K = K( , α) such that
for every t > 0 and every ϕ ∈ L (Ω) (see [14, 22] , A α is the α-power of A ). Thanks to this result the following lemma can be established.
for every ϕ ∈ L (Ω) and every t > 0. For every 1 ≤ ≤ λ ≤ ∞ with < ∞, and every α > 0, there exists a constant
for every ϕ ∈ L (Ω) and every t > 0.
Remark. Theorem 7.58 in [1] is stated with Ω and γ replaced by R N and R D , but as it is noticed in [1] , just before Theorem 7.58, the statement is also true for domains by using coverings, partitions of unity, and diffeomorphisms of class Ck.
, and w be the solution of the Cauchy problem:
and z be the solution of the equation:
The mapping that associates z with f is continuous from
The mapping that associates z with f is continuous from Lη(0, T ; (L η (Ω)) N ) into L δ (0, T ; L d (Ω)) for all (η, η, δ, d) satisfying:
Remark. Since f belongs to (D(Q)) N , equation (9) is defined in a classical sense.
Proof. The first continuity results are already proved in [21] and [27] . Here we only prove the second one. Let w be the solution of the Cauchy problem (7) when α = 0, then:
The mapping τ → f(τ ) (L η (Ω)) N belongs to Lη(0, T ). We denote by L i * (0, T ) the weak-L i (0, T ) space defined as follows ( [23] , p. 30):
where L 1 denotes the Lebesgue measure on (0, T ). Then the mapping
, the regularity result of Proposition 2.5 is also true for the solution z to the variational equation
Proposition 2.6. Let f be in D(Q), and z be the solution of the equation:
The mapping that associates z with f is continuous from Lη(0, T ; L η (Ω)) into L δ (0, T ; W r,d (Ω)) for all (r,η, η, δ, d) satisfying:
Proof. The first continuity result is already proved in [21] . Here we only prove the second one. Let us set α = k 2 .
. Let w be the solution of the Cauchy problem (7) , then:
State equation
In this section, we prove regularity results for equation (1) . We shall say that a function y ∈ L δ (0, T ;
To simplify the writing, throughout the sequel, we suppose that γ is included in Γ, but the results are true for γ ⊂ Ω.
Proposition 2.7. We consider the equation
Equation (16) admits a unique solution y in Lδ(0, T ;
The mapping that associates y with u is continuous from
Proof. 1 -Existence of a local solution. Let us set Qt := Ω×]0,t[, Σt := Γ×]0,t[. Let (δ, d) be a pair obeying (17) . By a fixed point method, we prove that the equation
admits a solution fort > 0 small enough. Let ξ belong to L δ (0,t; W 1,d (Ω)), and y ξ be the solution to the equation:
Then y ξ =ŷ +ỹ, whereŷ andỹ are the solutions to the equations:
Let ξ 1 and ξ 2 belong to L δ (0,t; W 1,d (Ω)). Still with Proposition 2.6, we have
where C 1 can be chosen depending on T , but independent oft. The mapping t → Cm 1
Thus the mapping ξ → y ξ is a contraction in the Banach space L δ (0,t; W 1,d (Ω)).
-Estimate of the local solution.
Consider the sequence (ξ n ) n defined by ξ 0 = 0 and ξ n = y ξn−1 . Then (ξ n ) n converges to the unique solution y of (18) . From the definition of y ξ0 , and due to Proposition 2.1, we deduce that
Moreover for all n we have
By letting n goes to ∞, we obtain:
3 -Existence of a global solution. We prove that a solution exists in L δ (0, T ; W 1,d (Ω)), by repeating the above process. Letŷ be the solution constructed on (0,t) in Step 2. Let (ξ 1 ,ξ 2 ) belong to L δ (t, 2t; W 1,d (Ω)). Define (ξ 1 , ξ 2 ) belonging to L δ (0, 2t; W 1,d (Ω)) by ξ 1 = ξ 2 =ŷ on (0,t), and ξ 1 =ξ 1 , ξ 2 =ξ 2 on (t, 2t). We still denote by y ξi the solution to equation (19) on (0, 2t) corresponding to ξ i for i = 1, 2. As in Step 2, we have:
Thus the mapping ξ → y ξ admits a unique fixed point in the metric space {π ∈ L δ (0, 2t; W 1,d (Ω)) | π = y on ]0,t[ }. We want to estimate the solution in L δ (0, 2t; W 1,d (Ω)). Let (ξ n ) n be the sequence defined by:
ξ 0 =ŷ on (0,t), ξ 0 = 0 on (t, 2t), ξ n = y ξn−1 on (0, 2t) .
Then (ξ n ) n converges to y in L δ (0, 2t; W 1,d (Ω)). From the properties of the fixed point, we have
Since y ξ0 is the solution to the equation
Therefore, we have:
4 -Estimate of the global solution in L δ (0, T ; W 1,d (Ω)). By induction, it is easy to prove that
where n = [ T t ] + 1, and where K n depends on n (observe that n depends ont, andt depends on V ). Therefore, there exists a constantC depending on V and T, such that y L δ (0,T ;W 1,d (Ω)) ≤C u L q (0,T ;L σ (γ)) . 5 -Estimate in L ∞ (0, T ; L r (Ω)). Observe that y = y 1 + y 2 , where y 1 and y 2 are the solutions to the equations: (17), we deduce that y belongs to L q (0, T ; W 1,d (Ω)). Set 1 = 1 m + 1 q , and 1 = 1 m + 1 d . Then˜ > 1, > 1, and V · ∇y belongs to L˜ (0, T ; L (Ω)).
Applying (17), we deduce that y belongs to L q (0, T ; W 1,d (Ω)). Set 1 = 1 m + 1 q , and 1 = 1 m + 1 d . Then˜ > 1, > 1, and V · ∇y belongs to L˜ (0, T ; L (Ω)).
Using the same argument as in the proof of Proposition 2.1 in [10] , we can prove that y belongs to
6 -Uniqueness. If we consider the equation 
. The mapping that associates the solution y with y 0 is continuous
The mapping that associates the solution y with y 0 is continuous from L ρ (Ω) into L ∞ (0, T ; L r (Ω)) for every 1 ≤ r < ρ. Moreover, y belongs to C([0, T ]; L r (Ω)) for every 1 ≤ r < ρ.
Proof. 1 -We still use a fixed point method. Let (δ 2 , d 2 ) be a pair satisfying (24) . Let ξ ∈ L δ2 (0,t; W 1,d2 (Ω)), and y ξ be the solution to the equation:
Then y ξ =ŷ +ỹ, whereŷ andỹ satisfy the following equations:
From Proposition 2.2, it follows thatŷ ∈ L δ2 (0,t; W 1,d2 (Ω)). Since δ 2 >m , and d 2 > m , thenm δ2 m+δ2 > 1, md2 m+d2 > 1, and V · ∇ξ belongs to Lm δ 2 m+δ 2 (0,t; L md 2 m+d 2 (Ω)). Using Proposition 2.6 for k = 1, we deduce that y ∈ L δ2 (0,t; W 1,d2 (Ω)). Thus y ξ ∈ L δ2 (0,t; W 1,d2 (Ω)).
We prove that the mapping ξ → y ξ admits a fixed point in L δ2 (0,t; W 1,d2 (Ω)) for somet > 0. Let (ξ 1 , ξ 2 ) belong to L δ2 (0,t; W 1,d2 (Ω)). Still with Proposition 2.6, we have:
Therefore the mapping ξ → y ξ is a contraction in L δ2 (0,t; W 1,d2 (Ω)), and it admits a unique fixed point in this space. Next, we can prove the existence of a unique global solution in L δ2 (0, T ; W 1,d2 (Ω)) as in the proof of Proposition 2.7. Due to Proposition 2.4, y 1 belongs to L ∞ (0, T ; L ρ (Ω)). Since
-Let
We take 1 d2 = 1 r − 1 m . Then (δ 2 , d 2 ) satisfies (24), and y belongs to L δ2 (0, T ; W 1,d2 (Ω)).
, then˜ > 1, and V · ∇y belongs to L˜ (0, T ; L r (Ω)). Due to Proposition 2.6, we deduce that y 2 belongs to C([0, T ]; L r (Ω)).
Control problem (P 1 )
3.1. Existence of solutions to problem (P 1 ) Theorem 3.1. Assume that hypotheses (A1) to (A7) are satisfied. Suppose that there exist (δ, d) satisfying (17) , and (δ 2 , d 2 ) satisfying (24) 
. Then the control problem (P 1 ) admits solutions.
Proof. Let (u n ) n be a minimizing sequence in K U . Then (u n ) n is bounded in L q (0, T ; L σ (γ)). We can suppose that (u n ) n converges to someū weakly-star in L q (0, T ; L σ (γ)). Since K U is convex and closed in L q (0, T ; L σ (γ)), thenū ∈ K U . Due to Propositions 2.7 and 2.8, the sequence (y n ) n is bounded in L δ (0, T ; W 1,d (Ω)) + L δ2 (0, T ; W 1,d2 (Ω)) for all (δ, d) satisfying (17) , and all (δ 2 , d 2 ) satisfying (24) . Therefore we can suppose that (y n ) n converges to someȳ for the weak topology of L δ (0, T ; W 1,d (Ω)) + L δ2 (0, T ; W 1,d2 (Ω)) for all (δ, d) satisfying (17) , and all (δ 2 , d 2 ) satisfying (24) . We can easily verify thatȳ is the solution to equation (1) corresponding toū. Since κ ≤ δ, κ ≤ d, κ ≤ δ 2 , κ ≤ d 2 for some (δ, d) satisfying (17) , and some (δ 2 , d 2 ) satisfying (24), (y n ) n converges toȳ for the weak topology of L κ (0, T ; W 1,κ (Ω)). Moreover, due to Propositions 2.8 and 2.7, we can prove that (y n (T )) n is bounded in L θ (Ω), and that (y n (T )) n converges toȳ(T ) for the weak topology of L θ (Ω). By classical arguments, we can prove that (ū,ȳ) is a solution of (P 1 ).
Regularity results for the adjoint equation
To study the control problem (P 1 ), we look for solutions to equation (1) belonging to L κ (0, T ; W 1,κ (Ω)). Therefore we must have κ ≤ δ, κ ≤ d, κ ≤ δ 2 , κ ≤ d 2 for some (δ, d) satisfying (17) , and some (δ 2 , d 2 ) satisfying (24) . Observe that if σ ≥ N −D N −D−1 , and if we take δ = q, then (17) is satisfied for all 1 ≤ d < N −D N −D−1 . If we take d 2 = ρ, then (24) is satisfied for all 1 ≤ δ 2 < 2. Due to these observations, to simplify the calculations, throughout the sequel we make the following additional assumptions.
We consider the following terminal boundary value problem
When h · n is not defined, equation (26) is a formal writing for the variational equation: . This is the reason why we now study the regularity of the solution p to equation (26) when h and p T satisfy such conditions. In particular, to prove the optimality conditions for (P 1 ), we establish that the trace of p on γ×]0, T [ belongs to L q (0, T ; L σ (γ)). We study equation (26) for p T ≡ 0 and h ≡ 0 in Theorem 3.2 and Theorem 3.3, for h ≡ 0 and p T ≡ 0 in Theorem 3.3. We summarize these results in Theorem 3.4. 
Equation (27) Proof. To study equation (27), we still use a fixed point method as in the proof of Proposition 2.7. Let ξ belong to Lη(T −t, T ; W 1,η (Ω)), and let p ξ be the solution of the equation:
Then˜ > 1, > 1, and V · ∇ξ belongs to L˜ (T −t, T ; L (Ω)). From Proposition 2.5, and Proposition 2.6 for k = 1, it follows that p ξ belongs to Lη(T −t, T ; W 1,η (Ω)).
Let ξ 1 and ξ 2 belong to Lη(T −t, T ; W 1,η (Ω)). Still with Proposition 2.6, we have:
where C is independent oft. Fort > 0 small enough, we have C V Lm(T −t,T ;(L m (Ω)) N ) < 1.
Therefore, there existst > 0 such that the mapping ξ → p ξ is a contraction in the Banach space Lη(T −t, T ; W 1,η (Ω)), and it admits a fixed point. As in the proof of Proposition 2.7, we can prove that equation (27) admits a unique global solution in Lη(0, T ; W 1,η (Ω)).
Ifη ≥ q and η > N − D, using Proposition 2.3, the trace of p on γ×]0, T [ belongs to L q (0, T ; L η (γ)). Since η > N − D ≥ σ , the trace of p on γ×]0, T [ belongs to L q (0, T ; L σ (γ)).
where p T belongs to L (Ω), with satisfying
. Equation (28) admits a unique solution in Lk(0, T ; W 1,k (Ω)) for some (k, k) satisfying
Moreover, the trace of p on γ×]0, T [ belongs to L q (0, T ; L σ (γ)).
Proof. We distinguish the cases ≤ N − D and > N − D. 1 -First consider the case ≤ N − D. From the inequality
, it follows that q < 2. There exists max(q ,m ) <k < 2 such that
Therefore there exists k > N − D > m such that
To study equation (28), we still use a fixed point argument. Let ξ belong to Lk(T −t, T ; W 1,k (Ω)), and p ξ be the solution of the equation:
Observe that V · ∇ξ belongs to L˜ (T −t, T ; L (Ω)), with˜ > 1, > 1. From Proposition 2.6, and Proposition 2.4 with α = 0, it follows that p ξ ∈ Lk(T −t, T ; W 1,k (Ω)).
Let ξ 1 and ξ 2 belong to Lk(T −t, T ; W 1,k (Ω)). Still with Proposition 2.6, we have:
where C is independent oft. There existst > 0 such that the mapping ξ → p ξ is a contraction in the Banach space Lk(T −t, T ; W 1,k (Ω)), and it admits a fixed point. As in the proof of Proposition 2.7, we can prove that equation (28) admits a unique solution in Lk(0, T ; W 1,k (Ω)).
Sincek ≥ q , and k > N − D ≥ σ , the trace of p on γ×]0, T [ belongs to L q (0, T ; L σ (γ)).
2 -Now we study the case > N − D. We choose N −D < r < 1, for example we can set r = 1 2 1 + N −D . We choose
Still using a fixed point method, we prove that equation (28) admits a unique solution in Lk(0, T ; W 1, (Ω)) ∩ L 2 (0, T ; W r, (Ω)). Let ξ belong to Lk(T −t, T ; W 1, (Ω))∩L 2 (T −t, T ; W r, (Ω)) be the solution of the equation:
From Propositions 2.4 and 2.6, it follows that p ξ belongs to Lk(T −t, T ; W 1, (Ω)) ∩ L 2 (T −t, T ; W r, (Ω)). Let ξ 1 and ξ 2 belong to Lk(T −t, T ; W 1, (Ω)) ∩ L 2 (T −t, T ; W r, (Ω)). Still with Proposition 2.6, we have:
where C is independent oft. There existst > 0 such that the mapping ξ → p ξ is a contraction in the Banach space Lk(T −t, T ; W 1, (Ω)) ∩ L 2 (T −t, T ; W r, (Ω)), and it admits a fixed point. As in the proof of Proposition 2.7, we can prove that equation (28) admits a unique solution in Lk(0, T ; W 1, (Ω)) ∩ L 2 (0, T ; W r, (Ω)). Since 2 ≥ q , and r > N − D ≥ σ , the trace of p on γ×]0, T [ belongs to L q (0, T ; L σ (γ)).
We have to study equation (26) in the case when h belongs to L . In this case, due to Theorems 3.2 and 3.3, the trace of p on γ×]0, T [ belong to L q (0, T ; L σ (γ)) if the following conditions are satisfied: 
We can summarize the above conditions in the assumptions stated below.
(A9) The exponent κ satisfies
These assumptions are satisfied in the following cases. When N = 3, D = 1,m = 8, m = 4, q = σ = 2, we can set ρ = 2, and (A9, A10) are satisfied for all 1 < κ < 2, and all 1 < θ < 2. In the case where N = 3, D = 1,m = 8, m = 4, q = σ = ∞, we can set ρ = ∞, and the previous assumptions are satisfied for all 1 < κ < 2, and all 1 < θ < 11 2 .
where y u is the solution of (1) corresponding to u ∈ L q (0, T ; L σ (γ)). Let p be the solution to the equation
Then the trace of p on γ×]0, T [ belongs to L q (0, T ; L σ (γ)).
Proof. From assumption (33), it follows that h ∈ Lη 1 (0, T ; L η1 (Ω))+Lη 2 (0, T ; L η2 (Ω)), for some (η 1 , η 1 ), (η 2 , η 2 ) satisfyingη i >m ,η i ≥ q , η i > N − D > m for i = 1, 2. From assumptions (34, 35), it follows that p T ∈ L (Ω) for some satisfying
. Thus, the theorem is a direct consequence of Theorems 3.2 and 3.3.
Optimality conditions for (P 1 )
Proposition 3.1. Let u ∈ L q (0, T ; L σ (γ)) and y u be the solution of (1) corresponding to u. Let p be the solution to the adjoint equation (36) . Let z be the solution to the equation
Proof. Observe that z(T ) belongs to L r (Ω) for all 1 ≤ r <
. With condition (34), we can find
, such that z(T ) belongs to L (Ω). Thus p T z(T ) belongs to L 1 (Ω). Due to Proposition 2.7, z belongs to L q (0, T ;
Then ∇z · ( h 1 k + h 2 k ) belongs to L 1 (Q), and converges, when k tends to infinity, to ∇z · h in L 1 (Q). Let (p k T ) k be a sequence of regular functions converging to p T in L (Ω) for all 1 ≤ <
, and p k be the solution to the equation:
Then we have
By passing to the limit when k tends to ∞, we obtain:
Theorem 3.5. If u is a solution of (P 1 ), then
where y u is the solution to equation (1) corresponding to u.
Proof. Let v be in K U , λ > 0, and denote by y λ the solution of (1) corresponding to u + λ(v − u). Due to (34), applying Proposition 2.7, y λ and y u belong to C([0, T ]; L θ w (Ω)).
1 -We set w λ = y λ − y u , then w λ is the solution to the equation:
With Proposition 2.7 and condition (34), for all (δ, d) satisfying (17), we have the estimate:
2 -Let us set z = (y λ − y u )/λ. Observe that z is independent of λ. Due to Proposition 2.7, z belongs to L δ (0, T ; W 1,d (Ω)) for all (δ, d) satisfying (17) , and z(T ) belongs to L r (Ω), for all 1 ≤ r <
From (43), it follows that p T and p λ T belong to L θ (Ω), and that Ω p λ T z(T ) dx −→ Ω p T z(T )dx as λ tends to zero.
We can verify that h λ · ∇z belongs to L 1 (Q), and Q h λ · ∇z dxdt −→ Q h · ∇z dxdt as λ tends to zero. Therefore, if we set F (u) = I(y u , u), thanks to the above calculations, we obtain:
Finally we can use the Green formula (38) to complete the proof.
Control problem (P 2 )
In this section we study the control problem (P 2 ). In this case δ γ is replaced by δ x0 , which corresponds to D = 0. We first prove the existence of an optimal pair (u, x 0 ), and next establish optimality conditions. For this, we make the following assumptions. Proof. Let (u n , x n ) n be a minimizing sequence in K U × K Ω . Then (u n , x n ) n is bounded in L ∞ (0, T ) × R N . We can suppose that (u n ) n converges to some u weakly-star in L ∞ (0, T ), and (x n ) n converges in R N to some x 0 ∈ K Ω . Since K U is convex and closed in L ∞ (0, T ), u belongs to K U . Let y n be the solution to (1) corresponding to (u n , x n ), and y u,x0 be the solution of (1) corresponding to (u, x 0 ). As in the proof of Theorem 3.1, we can prove that (y n ) n converges to y u,x0 for the weak topology of L δ (0, T ; W 1,d (Ω)) + L δ2 (0, T ; W 1,d2 (Ω)) for all (δ, d) satisfying (17) with D = 0, and all (δ 2 , d 2 ) satisfying (24) with D = 0. Moreover, we can prove that (y n (T )) n converges to y u,x0 (T ) for the weak topology of L θ (Ω). By classical arguments, we can next prove that (u, x 0 ) is a solution of (P 2 ).
Regularity results of the adjoint state
where p T belongs to L (Ω)) for all 1 ≤ < N (N −2)(θ−1) . Ifȳ is the solution of (1) corresponding to u and x 0 , if we set p T = θ|ȳ(T ) − y d | θ−2 (ȳ(T ) − y d ), then equation (45) corresponds to the adjoint equation for J associated with (x 0 , u).
Theorem 4.2. The solution p to equation (45) belongs to L 1 (0, T ; C 1 (Ω)). Moreover, for all N < < N (N −2)(θ−1) , there exists 0 < ν < 1, such that the mapping that associates p with p T is continuous from L (Ω) into L 1 (0, T ; C 1,ν (Ω)).
Proof. 1 -Due to condition (44) on θ, we can find such that N < < N (N −2)(θ−1) . Then > m . We choose (α, ξ) satisfying α > m > N,
Since N 2α − N 2m < 0, then ξ 2 < 1 < 1 + 1 m . Thus there existsα such that
With (48), we have
. From (46), we deduce that 1 − ξ 2 − N 2m + N 2α > 0 and 1 − ξ 2 − N 2m + N 2α > 1 2 − 1 m + N 2 . Thus there exists k satisfying
With (49), we obtain 1
. Thus we can choosek such that
With (49), we have k > > m . Due to (50), the pair (k, k) obeys (29). From Theorem 3.3, we deduce that p belongs to Lk(0, T ; W 1,k (Ω)).
-
We set 1 = 1 m + 1 k and 1 = 1 m + 1 k , then˜ > 1. From 1 m + 1 k < 1 m + 1 < 1 m + 1 m = 1, it follows that > 1 and V · ∇p ∈ L˜ (0, T ; L (Ω)). Let π be the solution to the equation:
− ∂π ∂t + Aπ = V · ∇p in Q, ∂π ∂n A = 0 on Σ, π(T ) = 0 in Ω.
From the choice ofk and k, with 1 α < 1 m < 1 m + 1 k , we obtainα ≥˜ , α ≥ , 1 + N 2 < 1 α + N 2α + 1 − ξ 2 . Due to Proposition 2.6, we deduce that π belongs to Lα(0, T ; W ξ,α (Ω)).
-Let π 2 be the solution to the equation:
− ∂π 2 ∂t + Aπ 2 = 0 in Q, ∂π 2 ∂n A = 0 on Σ, π 2 (T ) = p T in Ω.
Let (α 2 , ξ 2 ) be a pair satisfying
From Proposition 2.4, we deduce that π 2 belongs to L 1 (0, T ; W ξ2,α2 (Ω)), which is included in L 1 (0, T ; C 1 (Ω)).
4 -Let (α, ξ) obey (46), and (α 2 , ξ 2 ) obey (51). Then there exists ν such that
We have p = π + π 2 ∈ L 1 (0, T ; W ξ,α (Ω)) + L 1 (0, T ; W ξ2,α2 (Ω)), and L 1 (0, T ; W ξ,α (Ω)) + L 1 (0, T ; W ξ2,α2 (Ω)) is included in L 1 (0, T ; C 1,ν (Ω)). The estimate of p in L 1 (0, T ; C 1,ν (Ω)) in function of p T L (Ω) may be deduced from the analysis of Step 1 and Step 2. Then the sequence (p λ ) λ converges to p in L 1 (0, T ; C 1 (Ω)).
Proof. From Theorem 4.2, we know that the sequence (p λ ) λ is bounded in L 1 (0, T ; C 1,ν (Ω)) for some 0 < ν < 1. The identity mapping from C 1,ν (Ω) into C 1 (Ω) is compact. The sequence ( dp λ dt ) λ is bounded in L 1 (0, T ; (W 1,β (Ω)) ) for some β big enough. From a compactness result ( [25] , Cor. 5), we deduce that the identity mapping is compact from L 1 (0, T ; C 1,ν (Ω)) ∩ W 1,1 (0, T ; (W 1,β (Ω)) ) into L 1 (0, T ; C 1 (Ω)). Therefore the sequence (p λ ) λ converges to p in L 1 (0, T ; C 1 (Ω)). where p λ is the solution to equation (53) with p λ T = θ|y λ (T ) − y d | θ−2 (y λ (T ) − y d ). We conclude with Lemma 4.2 by passing to the limit in the above inequality.
