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A new numerical approach of the
spread of leaked gases is proposed.
A computational ﬂuiddynamics tech-
nique without a turbulent model is
employed.
Numerical solutions without uncer-
tainties produced by turbulentmodel
are shown.
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a b s t r a c t
This study proposes a newnumerical formulation of the spread of a ﬂammable gas leakage. A newnumer-
ical approach has been applied to establish fundamental data for a hazard assessment of ﬂammable
gas spread in an enclosed residential space. The approach employs an extended version of a two-
compartment concept, and determines the leakage concentration of gas using a mass-balance based
formulation. The study also introduces a computational ﬂuid dynamics (CFD) technique for calculatingeywords:
lammable gas leakage
xtended two-compartment model
as density
omputational ﬂuid dynamics (CFD)
azard analysis
three-dimensional details of the gas spread by resolving all the essential scales of ﬂuidmotionswithout a
turbulent model. The present numerical technique promises numerical solutions with fewer uncertain-
ties produced by the model equations while maintaining high accuracy. The study examines the effect
of gas density on the concentration proﬁles of ﬂammable gas spread. It also discusses the effect of gas
leakage rate on gas concentration proﬁles.
© 2014 The Authors. Published by Elsevier B.V. Open access under CC BY license.. Introduction
The spread of a ﬂammable gaseous substance into a residential
pace has signiﬁcant possibility to cause a hazardous event by an
gnition and subsequent combustion or explosion. For example,
he lower and upper ﬂammability limits of propane at 296.2K
nd 1.013×105 Pa have been reported as very low concentrations
f 2.03 and 10.10vol%, or, 0.835 and 4.16molm−3, respectively
1]. Considering its low minimum ignition energy of 0.48mJ at
∗ Tel.: +81 29 861 8227.
E-mail address: ryuichi.nagaosa@aist.go.jp
ttp://dx.doi.org/10.1016/j.jhazmat.2014.02.033
304-3894 © 2014 The Authors. Published by Elsevier B.V. Open access under CC BY licensea concentration of 5.2 vol% [2], or, 2.14molm−3, only a small
amount of leakage of propane in an insufﬁciently ventilated space
will be hazardous. Utilization of a ﬂammable gas in home-use
electrical appliances is therefore regulated strictly by international
standards, i.e., IEC 60335-2-40 [3], to avoid hazardous events.
A hazard assessment of the ﬂammable gas leakage into the
indoor environment has been obtained extensive research in the
ﬁeld of heating, ventilating, and air conditioning for the following
reason [4]. Several traditional refrigerants such as hydroﬂuorocar-
bons (HFCs) have been found to have extensive global warming
impacts. A typical value of the global warming potential (GWP) of
HFCs is in the order of 103; hence, the Kyoto Protocol [5] has spec-
iﬁed quantitative targets of emission reductions of six greenhouse
.
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ases, including HFCs [6,7]. It has also been revealed that emissions
fhigh-GWPrefrigerants into theatmospherewill accelerateglobal
arming signiﬁcantly if no actions to mitigate the emissions are
aken [8]. HFC-based refrigerants should be replaced by other sub-
tanceswith lowglobal-warming impacts to complywith theKyoto
rotocol. Several substances have been considered as alternatives
o phase out the high-GWP refrigerants [7,9]. While these candi-
ates have very low global-warming impacts, many of them are
ategorized as ﬂammable [4], and their practical applications in
he residential space are regulated by the IEC standard [3].
Extensive laboratory and in situ measurements of the concen-
rationproﬁles arenecessary toevaluate thepotential hazardposed
y ﬂammable gas spread. These measurements require a lot of
xperimental work to quantify gas ﬂow velocities and concentra-
ions in the residential space [10–12], since the proﬁles depend
trongly on many parameters and leakage scenarios. Assessing the
azard can be achieved in a more efﬁcient manner by utilizing the
umerical data based on computational ﬂuid dynamics (CFD) tech-
ique [13,14]. For example, Minor et al. [15] carried out a series
f numerical experiments on ﬂammable refrigerant spread in a
obile ﬂeet for assessing the hazard posed by an accidental leak-
ge. They predicted the spread of a low-GWPﬂammable refrigerant
ased on six leakage scenarios, exhibiting notable advantages of
umerical experiments [16]. The numerical works by Minor et al.
15,16] are a good example that demonstrates the critical role of
theoretical, or numerical approach to assess the hazard, provid-
ng a series of case studies of the ﬂammable refrigerant spread in
nclosed spaces, with details of leaked gas concentrations.
This study proposes a new numerical formulation of the gas
pread into the residential space, and combines it and a CFD
pproach for obtaining unsteady concentration proﬁles of the
eaked gas. An open-source CFD software package for transpar-
nt and traceable hazard analysis is employed. The CFD technique
oes not implement a turbulent model, and uncertainties pro-
uced by the model equations are not included. The accuracy of
he present numerical solutions is sufﬁciently high, since all the
ssential scales of ﬂuid motions are resolved by sufﬁcient num-
er of meshes with a sufﬁciently small time step. The numerical
echnique, without using a turbulent model, has been applied to
nvironmental sciences by the author, and the usefulness of the
odel-freemethodology has already been demonstrated in several
eferences [17–19].
The leakage process of the ﬂammable gas is modeled by a mass
alance based formulation, and the leakage concentration is deter-
ined by the formulation. This study performs three numerical
unsofﬂammable gas spreadusing twogaseswithdifferentdensity
s a series of case studies, and compares the effect of gas density
n the three-dimensional spread of these gases in the residential
pace. The effect of the gas leakage rate on the spread of the gases
eaked into the three-dimensional enclosed space is also demon-
trated.
. Numerical method
.1. Mathematical formulation of leaked gas spread
Fig. 1 shows a schematic representation of the newly proposed
wo-compartment concept. This concept is ﬂexible to establish a
athematical formulation in many ﬁelds of environmental sci-
nces, and an example of applications is found in Ref. [19].
ompartment I is the storage of the ﬂammable gas whose charge is
xpressed by S inmol.Molecularmass of the gas is designated byM
nkgmol−1, therefore, themassbased chargeof thegas is expressed
y Sm =M× S in kg. Compartment II is the residential space, which
s ﬁlled initially with ambient air of zero velocities at pressure p0 inFig. 1. A schematic representation of an extended compartment model for mathe-
matical formulation of a dense gas leakage into the indoor environment.
Pa, and temperature T0 in K. Molecular mass of ambient air is given
by M0 = 0.029kgmol−1 as a reference value. The gas is assumed to
be discharged into Compartment II through the leakage window,
whose area is Ain in m2. Its leakage velocity, concentration, and
temperature are designated by Uin(t) in ms−1, Cin(t) in molm−3,
and Tin(t) in K, respectively. The volume ﬂow rate of the leaked gas,
which is a mixture of the ﬂammable refrigerant and air, is given by
Q(t) =Ain ×Uin(t) in m3 s−1. It is also assumed that all the charged
gas is leaked between t=0 and tL in s.
We consider themass balance of the gas discharged through the
leakage window, and the following equation is obtained,
S = Ain
∫ tL
0
Uin(t)Cin(t)dt (1)
Eq. (1) can be reduced to the following equation by assuming that
both Uin(t) and Cin(t) are constant in time, respectively
Cin =
dS/dt
AinUin
= W
Q
(2)
where W≡dS/dt= S/tL is the leakage rate of the gas in mol s−1. Eq.
(2) shows that the leakage concentration of the ﬂammable gas can
be estimated using W and Q only.
2.2. Numerical procedure for CFD analysis
ACFD technique is implemented to evaluate theunsteady three-
dimensional details of concentration, velocity, and temperature
proﬁles. It is assumed that an air-refrigerantmixture is an ideal gas,
whose viscosity, , molecular diffusivity of gas in air,D, and thermal
diffusivity, ˛ are constant. Under the assumption that the leaked
gas is incompressible Newtonian ﬂuid, the governing equations are
expressed as follows,
∂Ui
∂xi
= 0 (3a)
∂Ui
∂t
= ∂
∂xj
(

∂ui
∂xj
− UjUi
)
− ∂
∂xi
(
p
0
)
+
{
M0(r − 1)
0
C + ˇT0
(
1 − T
T0
)}
gi (3b)∂C
∂t
= ∂
∂xj
(

Sc
∂C
∂xj
− UjC
)
(3c)
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Table 1
Parameterizations of the refrigerant leakage.
Parameter Nomenclature Value
Volume of the space V (m3) 27.0
Height of the leakage
windows from the
ﬂoor
H (m) 2.20
Area of the leakage
window
Ain (m2) 6.75×10−2
Leakage velocity Uin (ms−1) 1.25×10−1
Leakage ﬂow rate at
the window
Q (m3 s−1) 8.44×10−3
Ambient temperature T0 (K) 303.2
Ambient pressure p0 (Pa) 1.013×105
Leakage temperature Tin (K) 297.2
Temperature difference T (K) 6.00
Time duration of
leakage
tL (s) 240
Viscosity  (m2 s−1) 1.59×10−5
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DSchmidt number Sc(−) 1.00
Prandtl number Pr(−) 0.710
∂T
∂t
= ∂
∂xj
(

Pr
∂T
∂xj
− UjT
)
(3d)
here U= (U1, U2, U3) is the velocity vectors in ms−1, p is the
ressure in Pa, C is the concentration of the gas in molm−3, T is
he temperature in K, gi is the vector of the gravitational accel-
ration in ms−2, ˇ(≈1/T0) is the volume expansion coefﬁcient in
−1, and r(≡M/M0) is the density ratio between the leaked gas
nd air. Also, Sc≡/D and Pr≡/˛ are the Schmidt and Prandtl
umbers, respectively. The subscripts i and j (i, j=1, 2, 3) in the
overning equations are used to designate the x, y, and z direc-
ions, respectively. The gravitational force is acted in the y direction
nly, therefore, g1 = g3 =0, and g2 =− g are given in Eq. (4), where
=9.81ms−2 is the gravitational acceleration.
Table 1 summarizes parameterizations of the ﬂammable gas
eakage examined in this study. It considers the gas spread into an
ndoor spacewhosegeometry is a cubeof 27m3 (=3m×3m×3m).
he assumption of Sc≈1 has been conﬁrmed valid for several
aseous substances such as propane [20,21], and the present work
ssumes that the molecular diffusivity of the air-refrigerant mix-
ure is the same as the viscosity of airwithout respect to itsmixture
atio.Weuse kinematic viscosity of air at the speciﬁed pressure and
emperature aboveas, and =D≈1.59×10−5 m2 s−1. Also,weuse
he values of Pr =0.71 for solving Eq. (3d) [22].
.3. Numerical implementationThe governing equations are solved numerically by utilizing
n open-source CFD package, OpenFOAM [23]. The CFD package
pplies the PISO (Pressure-Implicit Splitting Operator) algorithm
o solve these governing equations. The numerical method is one
able 2
etails of numerical runs performed in this study.
Run
Gas –
Gas density relative to air r(−)
Molecular mass M(kgmol−1)
Total amount of leakage
(molecular mass base)
S (mol)
Total amount of leakage (mass
base)
Sm (kg)
Leakage rate (molecular mass
base)
W (mol s−1)
Leakage rate (mass base) Wm (kg s−1)
Leakage concentration Cin (mol m−3)
Total CPU time T (s)aterials 271 (2014) 266–274
of the extended ones of the SIMPLE (Semi-Implicit Method for
Pressure-Linked Equations) algorithm [24]. A second-order Crank-
Nicolson method is used for integrating the governing equations
in time, to maintain high accuracy and robust numerical sta-
blity compared with an implicit Euler method [24]. The spatial
derivatives in the nonlinear terms are approximated by a hybrid
scheme of a linear interpolation and an upwind difference ﬁl-
tered by a limiter function. The spatial discretization has been
effective to avoid overshooting and undershooting of the tem-
perature and concentration ﬁelds. A linear interpolation is used
for approximating the viscous terms in the governing equations.
This study does not introduce a turbulent model, while many
previous numerical works on hazardous gas spread have used tur-
bulent closures for the Reynolds-averaged governing equations
[25–30], or the subgrid-scale models for the large-eddy simulation
[31–33]. A new solver for dealingwith the governing equations has
been developed, and sufﬁciently resolved ﬁnite-volume meshes of
300×2402 (≈1.73×107) is generated to perform an exact com-
putation for the unsteady spread of an air-refrigerant mixture.
One of the advantages of the present numerical scheme is that no
adjustable parameters for a turbulent model are necessary. All of
the essential ﬂuid ﬂow motions are resolved by sufﬁcient number
of meshes, therefore, the effects of turbulent diffusion are involved
appropriately in the present numerical experiments. An example
of turbulent diffusion captured in the current numerical experi-
ments is visualized in theGraphical abstract, which shows presence
of turbulent motions of rotating ﬂuid ﬂow like a vortex [17], and
an example of turbulent vortices in the air ﬂows is also demon-
strated in the next section. The accuracy of the numerical solutions
presented in this study is considered high enough, since no uncer-
tainties produced by the turbulent model equations are involved.
Themodel-free numericalmethod has already been applied to sev-
eral issues in the ﬁeld of the environmental sciences [17–19].
The window is mounted 2.2m above the ﬂoor. The leakage
velocity Uin, concentration Cin, and temperature Tin, at the leakage
window are used as boundary conditions for solving the gover-
ning equations. The leakage velocity of the gases is a constant at
Uin =0.125ms−1 during the leakage events, the resulting ﬂow rate
Q=8.44×10−3 m3 s−1, or 18.1 cfm. Temperature of the leaked gas
at the leakage window is ﬁxed at Tin =297.2K, resulting in a 6K dif-
ference between the leaked gas and the ambient.We introduce two
nondimensional parameters,
C =
M0(r − 1)
0
W
Q
(4a)
T = 1 −
Tin
T0
(4b)to quantify the effects of both the temperature and concentration
differences on the leaked gas spread in the computational domain.
TheabsolutevalueofT is 0.0198 inall three cases,which is smaller
than C, 0.0491 for Run I, 0.295 for Run II, and 0.131 for Run III. The
I II III
A B A
1.5 4.0 1.5
0.0435 0.116 0.0435
8.0 8.0 21.3
0.348 0.928 0.928
0.333 0.0333 0.0889
1.45×10−3 3.87×10−3 3.87×10−3
3.95 3.95 10.5
904,389 1,604,634 1,105,395
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Fig. 3. Mapping of the ﬂuid ﬂow velocities in the y− z plane at x=2.0m, and the
x− y plane at z=1.5m obtained by Run I. Time of sampling data for this mapping is
FFig. 2. Sampling points of the concentration proﬁles in the y direction.
omparison shows that theeffect of the temperaturedifference, 6K,
s thought to be overridden by the effect of the density difference
n all numerical cases.
The ﬁve walls of the room, except for the wall X as shown in
ig. 1, are considered viscous, non-permeable, and adiabatic, hence
ig. 4. The effect of refrigerant density on proﬁles of the velocity magnitude at the centra240 s after the gas leakage. Concentration proﬁles are also plotted together with the
velocity vectors.the boundary conditions of U=0, and ∂C/∂n=∂T/∂n=0 are used,
where n is the direction perpendicular to the wall. At the wall X,
an artiﬁcial outﬂow of the gas, Uout = (Ain/Aw) × Uin, is enforced
l x− y plane at z=1.5m. Time from gas leakage is: (a) 120 s; (b) 240 s; (c) 300 s.
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8ig. 5. The effect of refrigerant density on proﬁles of the velocity magnitude at th
eakage is: (a) 120 s; (b) 240 s; (c) 300 s.
o compensate for the inﬂow at the leakage window, where Aw =
m2(= 3m × 3m) is the area of the wall X. The artiﬁcial outﬂow
as been conﬁrmed not to violate behavior of the gas spread in a
eries of preliminary computational attempts, since Uout is small
nough compared with Uin, Uout/Uin =7.5×10−3.
.4. Details of numerical runs
Table 2 shows details of three numerical runs of the ﬂammable
as spread. Two gases with different densities, A, and B, are used
o examine the effect of gas density on three-dimensional spread
f the ﬂammable gas. Gas A has r=1.5, or, M=0.0435kgmol−1, and
he other, B, is a gas of r=4.0, or, M=0.116kgmol−1.
The charge of the ﬂammable gas in Compartment I is S=8mol in
uns I and II, corresponding to the mass-based charge of 0.348kg
or A, and 0.928kg for B, respectively. The leakage concentrations
f the two gases are calculated as Cin =3.95molm−3. An additional
ase, Run III, is prepared to compare the concentration proﬁles of
he leaked ﬂammable gas under the same mass of discharge. The
harge of gas A is increased to S=21.3mol, or 0.928kg in Run III.
he leakage concentration of the gas is Cin =10.5molm−3, which is
/3 times higher than those in Runs I and II.plane above 0.01m from the ﬂoor of the indoor space (y=0.01m). Time from gas
The leakage events are assumed to occur for 240 s. The 4-minute
time span of the leakage events is the same as that considered in
the international standard [3]. This studyalso considers the concen-
tration proﬁles of the gas after the leakage is stopped at t= tL. The
governing equations are advanced for an additional 60 s after t= tL.
In the additional time duration, the leakage velocity and concen-
tration at the window become zero, and the leakage temperature
is changed suddenly from Tin to T0 at t= tL.
3. Results and discussion
This study evaluates the concentration proﬁles of the leaked
gases in the y direction at nine sampling points from (a) to (i) at
t=120, 240, and 300 s as shown in Fig. 2. The concentration pro-
ﬁles at (d) to (i), which are not on the center line of the space, are
evaluated using an arithmetic average of the proﬁles at (d′) to (i′),
respectively.
3.1. Turbulence in leaked gas ﬂowFig. 3 indicates velocity mapping obtained by the numerical
experiment of Run I. This ﬁgure indicates velocity mapping in the
y− z plane at x=2.0m, and in the x− y plane at z=1.5m at t=240 s,
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Fig. 6. Comparison of the time development of the concentration proﬁles of the leaked gases of A and B under the same molecular mass based leakage amount obtained by
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suns I and II at the nine sampling points (a) to (i).
ogether with plotting the concentration proﬁles of the leaked gas.
any turbulent vortices in the air ﬂow can be visualized in this ﬁg-
re. The presence of these vortices is very similar to those observed
n turbulent boundary layer computed by a direct numerical simu-
ation technique, as illustrated in Figure 16 of Ref. [17]. This velocity
ector mapping, therefore, demonstrates that the effect of turbu-
ent diffusion is involved appropriately in the present numerical
xperiments without implementing a turbulent model.
.2. Effect of leaked gas density on the concentration proﬁles
Figs. 4 and 5 compare the velocity proﬁles of the leaked gases of
and B at t=120, 240, and 300 s evaluated in both the x− y plane at
=1.5m, and the x− zplane at y=0.01m, respectively. The compar-
son uses the magnitude of the ﬂuid ﬂow velocities, U= (U ·U)1/2,
o compare the spread velocities. The velocity proﬁles show that
he spread velocities of B in Run II are larger than those of A from
he results of Runs I and III. The results can be interpreted eas-
ly by considering the density difference of the two gases. Gas B
as larger density compared with A, and the downward velocities
f B leaked from the window become larger, because of the large
ensity difference between the leaked gas and ambient air. Indeed,
C in Run II is the largest (C =0.295), followed by that in Run III
C =0.131), and Run I (C =0.0491). The comparison of the veloc-
ty proﬁles suggests that the gas density is critical to determine gas
pread. Also, the comparison of the velocity proﬁles of Runs I andIII demonstrates that the spread velocities of the gas increase with
increasing leakage rateW, however, the increase is not substantial.
It is also worth mentioning here that the gas ﬂow velocities
decay quickly after the leakages cease at t=240 s. The maximum
gas ﬂow velocities decrease to smaller than 0.05m s−1 at t=300 s
everywhere in the all numerical runs. The rapid decay suggests that
the concentration of the leaked gas in the space varies marginally
after the leakage is stoppedbecauseof the slowmolecular diffusion.
3.3. Effect of gas density on spread of the leaked gas
Fig. 6(a)–(i) compare the concentration proﬁles of the leaked
gas at t=120, 240, and 300 s, at nine sampling points from (a) to (i),
respectively. These comparisons show that the differences of the
concentrations of A and B are not signiﬁcant, although the plane-
averaged concentrations of gas A (≈0.75molm−3) is slightly higher
than thoseof gasB (≈0.65molm−3). It shouldbenoted that the total
amount of the two leaked gases are the same in volume, however,
the leakage amount of A in mass is 3/8 times smaller than that of
B. The major reason for the high concentration accumulation of A,
compared with that of B, can be explained by the difference of the
gas ﬂow velocities of A and B. The spread velocities of B are larger
than those of A, as shown in Figs. 4 and 5, and the spread of gas B is
faster than that of A. It is also clear from Fig. 6 that the variations of
the concentration proﬁles at t=240 and 300 s aremarginal, because
of very small molecular diffusion.
272 R.S. Nagaosa / Journal of Hazardous Materials 271 (2014) 266–274
Fig. 7. Comparison of the time development of the concentration proﬁles of the leaked gases of A and B under the same mass based leakage amount obtained by Runs II and
III at the nine sampling points (a) to (i).
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tWe also compare the concentration proﬁles of A and B obtained
y Runs II and III, in which the mass-based leakages rates are
he same, 0.928kg. Fig. 7(a)–(i) illustrates the concentration pro-
les of the two gases under the same mass-based leakage rate,
m =3.87×10−3 kg s−1. These plots demonstrate that the concen-
ration proﬁles of A are overwhelmingly larger than those of B. The
wo comparisons shown in Figs. 6 and 7 reveal that the accumula-
ion of the leaked gas in the region very near the ﬂoor wall is more
igniﬁcant as the gas density decreases. It is also observed that vari-
tions of the concentration proﬁles between t=240 and 300 s are
ery small, suggesting that the leaked gas is very stable because of
ery slow molecular diffusion.
.4. Effect of the leakage rate on spread of the leaked gas
Fig. 8(a)–(i) shows the effect of the leakage rate on the con-
entration proﬁles of the gas A at t=120, 240, and 300 s obtained
rom Runs I and III, respectively. The concentrations are normal-
zed by Cin as C* =C/Cin for a fair comparison of the concentration
roﬁles under the different leakage concentration, Cin. These com-
arisons show that the nondimensional proﬁles obtained by the
wo numerical runs are approximately the same for the leak-
ge rate of 1.45×10−3 ≤Wm ≤3.87×10−3 kg s−1 at t=240 and
00 s. Small degrees of difference in the concentration proﬁles
re found at t=120 s, at the time the concentration proﬁles are
nder development. We can therefore interpolate the effect of
he leakage rate on the spread of the gas using the concentrationproﬁles shown in Fig. 8 for the leakage rate of approximately
1.4×10−3 ≤ Wm≤4.0×10−3 kg s−1.
3.5. Discussion
The comparison of the concentration proﬁles shown in
Figs. 6 and 7 suggests that the hazard posed by the leaked gas
depends strongly on gas density. The present case studies throw
light on the higher hazard with less gas density. The results of
these three runs suggest that the substantial hazard of the leaked
gas should be evaluated carefully in the cases of ﬂammable gas
with smaller molecular mass. Several characteristics of ﬂamma-
bility should be incorporated into the present case studies for an
accurate hazard assessment. One of the important characteristics
for assessing the hazard is the lower and upper ﬂammability limits,
and a careful comparison between the concentration proﬁles and
the ﬂammability limits should be performed. The burning veloc-
ity, and the minimum ignition energy are also critical information
for assessing the possibility of the ignition to the leaked gas. The
present case studies provide a numerical framework to predict the
concentrationproﬁlesof the leakedgasbasedon theCFD technique,
but the numerical analyses do not cover the whole elements of the
hazard assessment. Further investigations are required to link the
numerical predictions of the concentration proﬁles to the hazard
analysis of ﬂammable gas leakage.
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Fig. 8. Comparison of the time development of the nondimensionalized concentration proﬁles of the leaked gas of A under the different leakage rate obtained by Runs I and
I
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tII at the nine sampling points (a) to (i).
. Conclusion and future direction
This study performed three numerical calculations of the
ammable gas spread using two gases with different gas densities.
t compared primarily the effect of gas density on the time-
ependent three-dimensional spread of these gases in a residential
pace. The results showed that the gas ﬂow velocities depend
tronglyongasdensity, since thespreadvelocities are intensiﬁedby
he density difference of the leaked gas and ambient air. This study
lso demonstrated the effect of the leakage rate on the gas spread.
he nondimensional concentration proﬁles normalized by Cin had
lmost the same proﬁles under the condition of the leakage rate of
he gas of approximately 1.4×10−3 ≤Wm ≤4.0×10−3 kg s−1.
While the present numerical modeling is useful to obtain the
oncentration proﬁles of the leaked ﬂammable gas, we need addi-
ional information to assess the hazard posed by gas leakage.
xtensive efforts must be made to link the concentration proﬁles
redicted by the numerical modeling to the assessment by eval-
ating the possibility of ignition to the leaked gas. The present
umerical modeling does not introduce a turbulent model to
ompute the concentration proﬁles of the leaked gas. While the
umerical results do not involve uncertainties produced by the tur-
ulentmodel equations, the computations requiremassivemeshes
o discretize the governing equations, resulting in huge CPU time
nd hardware requirements. The implementation of a suitable
urbulent model is necessary to reduce hardware requirements
nd CPU time, as shown in Table 2, and to expand availability of
he developed numerical tool for a wide variety of gas leakageconditions. In addition, the results of the numerical predictions
have not been validated by using a series of laboratory experi-
ments. Validations of the present numerical results by laboratory
and in situ measurements should be provided in the near future.
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