We present the results of applying data compression techniques to encrypted three-dimensional objects. The objects are captured using phase-shift digital holography and encrypted using a random phase mask in the Fresnel domain. Lossy quantisation is combined with lossless coding techniques to quantify compression rates. Lossless compression alone applied to the encrypted holographic data achieves compression rates lower than 1.05. When combined with quantisation and an integer encoding scheme, this rises to between 12 and 65 (depending on the hologram chosen and the method of measuring compression rate) with good decryption and reconstruction quality. Our techniques are suitable for a range of secure three-dimensional object storage and transmission applications.
INTRODUCTION
Many techniques for the optical encryption of image data have been proposed and implemented in recent years.
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Most perform encryption with a random phase mask positioned in the input, Fresnel, or Fraunhofer domains, or combination of domains. These invariably produce a complex-valued encrypted image. Digital holography [13] [14] [15] [16] [17] [18] [19] [20] can be used to measure complex-valued wavefronts, and it has been applied to the encryption of 2D conventional (real-valued) images. [7] [8] [9] Of these, the techniques based on phase-shift interferometry 15, 17, 20 (PSI) make good use of detector resources in that they capture on-axis encrypted digital holograms.
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The PSI technique has also been extended to the encryption of 3D objects.
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The advantage of digital techniques over holographic encryption methods that use more traditional photorefractive media 4, 5 is that the resulting encrypted hologram can be easily stored electronically or transmitted over conventional communication channels. This motivates the study of how conventional compression techniques could be applied to digital holograms. Hologram compression differs to image compression principally because our holograms store 3D information in complex-valued pixels, and secondly because of the inherent speckle content which gives the holograms a white-noise appearance. It is not a straightforward procedure to remove the holographic speckle because it actually carries 3D information. The noisy appearance of digital holograms causes lossless data compression techniques to perform poorly on such inputs.
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In this paper, we apply quantisation directly to the complex-valued holographic pixels. Treatments of quantisation in holograms can be found in the literature, 22, 23 and compression of real-valued 24 and complex-valued 21, 25 digital holograms has received some attention to date. This introduces a third reason why compression of digital holograms differs to compression of digital images; a change locally in a digital hologram will, in theory, affect the whole reconstructed object. Furthermore, when gauging the errors introduced by lossy compression, we are not directly interested in the defects in the hologram itself, only how compression noise affects the quality of reconstructions of the compressed 3D object. The structure of the paper is as follows. In Sect. 2, the hologram encryption procedure is outlined. In Sect. 3, we examine the amenability of encrypted digital holograms to lossless compression using four wellknown techniques, and in Sect. 4 apply the lossy technique of quantisation to the real and imaginary components of each encrypted holographic pixel. We combine quantisation with lossless compression in Sect. 5 to achieve far greater compression performance than using either technique alone, and conclude in Sect. 6.
DIGITAL HOLOGRAM ENCRYPTION
The encrypted complex-valued holograms are captured using an optical setup (shown in Fig. 1 ) based on a Mach-Zehnder interferometer architecture. 26, 27 A linearly polarised Argon ion (514.5 nm) laser beam is divided into object and reference beams, both of which are spatially filtered and expanded. The first beam illuminates the 3D object placed at a distance d 1 + d 2 from a 10 bit 2028 × 2044 pixel Kodak Megaplus CCD camera. A random phase mask is placed a distance d 1 from the 3D object. Due to free-space propagation, and under the Fresnel approximation, [28] [29] [30] the signal at the detector plane H E (x, y) is given by the superposition integral
where A M and φ M are the amplitude and phase, respectively, of the signal in the plane of, but immediately before, the random phase mask Φ. H E (x, y) will have both its amplitude and phase modulated by the mask and will have a dynamic range suitable for capture by a CCD camera.
The reference beam passes through half-wave plate RP 1 and quarter-wave plate RP 2 . This linearly polarised beam can be phase-modulated by rotating the two retardation plates. Through permutation of the fast and slow axes of the plates we can achieve phase shifts of 0, −π/2, −π, and −3π/2. The reference beam combines with the light diffracted from the object and forms an interference pattern in the plane of the camera. At each of the four phase shifts we record an interferogram. Using these four real-valued images, the complex camera-plane wavefront can be approximated to good accuracy using PSI.
In contrast to some phase encryption schemes, the amplitude as well as the phase of the detected signal will be encrypted. Both the amplitude and phase of the encrypted digital hologram look like random noise distributions. In addition, and in contrast to some Fourier-transform-based encryption schemes, the camera-plane signal has a dynamic range that is suitably scaled for capture by current CCD technology. often require a second phase mask for exactly this purpose.) A single random phase mask is therefore sufficient for this encryption scheme.
Digital holograms of five reasonably diffuse 3D objects were used in the experiments.
21 Figure 2 (a) shows one of the objects. This bolt object had approximate dimensions of 5 mm × 5 mm × 5 mm, and was positioned d 1 + d 2 = 390 mm from the 2028 × 2044 pixel camera. The intensity image in Fig. 2 (a) is reconstructed from a digital hologram captured using a version of the apparatus shown in Fig. 1 that did not contain a random phase mask. 26, 27 These reconstructions serve as a ground truth data when quantifying lossy compression errors later in the paper.
In our experiments we use digital holograms that have been captured optically using the apparatus in Fig. 1 without the phase mask, 26, 27 and we encrypt them on a computer using simulated free-space propagation. 31 The phase mask used in the simulations is shown in Fig. 2(b) . It consists of values chosen with uniform probability from the range [0, 2π) using a pseudo-random number generator. The mask has dimensions 2048×2048 pixels and in the encryption experiments our digital holograms were enlarged from 2028 × 2044 pixels to these dimensions by padding with zeros. For our experiments, the mask was positioned as shown in Fig. 1 such that the ratio of the distances d 1 : d 2 was 35 : 65. In Fig. 3 we show the amplitude and phase of the bolt hologram before encryption, and after encryption. In Fig. 4 we show the results of reconstructing an encrypted digital hologram, with and without the phase mask used in the encryption step.
LOSSLESS COMPRESSION OF ENCRYPTED DIGITAL HOLOGRAMS
The digital holograms were treated as binary data streams, and compressed using the lossless data compression techniques of Huffman, Lempel-Ziv (LZ77), Lempel-Ziv-Welch (LZW), and Burrows-Wheeler (BW). The holograms have dimensions 2028 × 2044 pixels and are originally in floating point representation with 8 bytes of amplitude information and 8 bytes of phase information for each pixel. This amounts to a file size of 64769 KB where 1 KB = 2 10 bytes. The holograms were first compressed without any encryption. Compressing separately the real and imaginary data streams achieves compression rates in the range [1.0, 6.66], where compression rate r is calculated from r = uncompressed size compressed size ,
and where a rate of 1.0 was used when no compression was achieved, or when the coded hologram was actually larger in size. By the term compression rate we indicate the number of bits of uncompressed data that are effectively communicated with a single bit of compressed data.
The full results for each of the techniques are shown in Table 1 (hologram No. 2 is the bolt). Each of the five holograms was encrypted with the phase mask shown in Fig. 2(b) . For our experiments, unencrypted holograms of the 3D objects were captured optically and then encrypted digitally. 31 The encrypted holograms contained Table 2 ).
As might be expected, each encrypted hologram is compressed less effectively than its unencrypted counterpart. Although the original (unencrypted) digital holograms have a white noise appearance [see Figs. 3(a) and (b)] it is evident that they must be coloured to some extent, because the compressors have been able to exploit some structure and redundancy within the original hologram data (as shown in Table 1 ). The structure in the original holograms is thought to be at the level of 2 to 3 pixel artefacts, and due to the character of individual speckles.
Very little such redundancy or structure could be found in the encrypted hologram data ( Table 2 ). The random phase mask, combined with Fresnel propagation, is very effective at removing apparent structure from the hologram data. For some encrypted holograms, with LZW in particular, the compressed sizes were even larger than the uncompressed. In these cases the uncompressed encrypted file was used and a compression rate of 1.0 resulted. These results illustrate the urgent need to explore lossy compression techniques suitable for encrypted digital holograms. One such lossy technique that has been successfully applied to 3D digital holograms is quantisation.
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QUANTISATION OF ENCRYPTED DIGITAL HOLOGRAMS
The loss in reconstruction quality due to applying quantisation to encrypted holograms was investigated. A combined rescale and quantisation step was employed. The encrypted holograms were rescaled linearly to the square in the complex plane [−1 − i, 1 + i], and the real and imaginary components of each holographic pixel were then quantised.
We choose an odd number of quantisation values (or levels) for each real and imaginary value: zero, and an equal number of positive and negative levels. As a result b bits encodes (2 b − 1) levels. For example, two bits encode levels {−1, 0, 1}, three bits encode levels {−1, −2/3, −1/3, 0, 1/3, 2/3, 1}, and so on. The combined rescale and quantisation operation is defined for individual pixels as
and was applied to each pixel (x, y) in the encrypted hologram H, where
and where β = 2 (b−1) − 1. Here, b represents the number of bits per real and imaginary value, max(·) returns the maximum scalar in its argument(s), and round(α) is defined as α + 0.5 . After quantisation, each real and imaginary value will be in the range [−1, 1].
The procedure for quantifying reconstruction loss due to quantisation was as follows. An encrypted digital hologram H(x, y) was quantised as H (x, y) according to Eq. (3). The hologram was decrypted and the entire hologram reconstructed, both simulated using a computer. The quality of the reconstruction U (x, y) was calculated by a comparison with the reconstruction U 0 (x, y) from an unencrypted (and unquantised) version of the digital hologram. The two reconstructions were compared in terms of normalised rms (NRMS) difference of their intensities, defined as
where (m, n) are discrete spatial coordinates in the reconstruction plane, and N y and N x are the height and width of the reconstructions, respectively. The slightest change to a digital hologram can result in an entirely different speckle pattern in the reconstruction domain. It could be argued that one should attempt to remove this somewhat quantisation-invariant speckle effect before measuring the quantisation error. Therefore we also present the results of applying a mean filtering operation to both the original and compressed intensities prior to calculating NRMS. Figure 5 shows a plot of NRMS difference against number of bits per (real and imaginary) data value in the encrypted hologram of the bolt object, with and without mean filtering over a neighborhood of 5 × 5 pixels. Figure 6 shows decrypted and reconstructed object intensities for the bolt object for selected quantisation resolutions. To some degree, the quantisation noise is masked visually by the presence of speckle; this would not be the case if incoherent images were encrypted and quantized. As recently suggested, 21 it should be possible to successfully apply lossless compression techniques to the quantised encrypted values, even though lossless compression completely failed on the full-resolution encrypted data ( Table 2) .
COMBINING QUANTISATION WITH LOSSLESS DATA COMPRESSION
By quantising the hologram data we reduce the number of symbols (different real and imaginary values) required to describe that hologram. This lossy step introduces structured defects into the hologram but, strictly speaking, does not compress it. The term 'quantisation compression' therefore always implies the use of an additional (usually lossless) compression stage.
We perform two lossless compression steps on the quantised encrypted hologram data. In the first, we encode each quantised real and imaginary value with the minimum whole number of bytes required to represent it (if the value contains b bits then it requires b/8 bytes). In the second, the real and imaginary streams were concatenated together and processed by one of the lossless techniques outlined earlier. Table 3 shows the results of this three-step compression process for the bolt hologram. Table 2 , where little redundancy could be found in the 8 byte data.) However, it could be argued that four 10 bit intensity interferograms cannot be combined to create a digital hologram with more than 10 or 12 bits of meaningful information in each value. The standard portable encoding for a 10 or 12 bit value would be a 2 byte data type. Therefore, we also include in Table 3 (in parentheses) the calculations of compression rate where we assume that the original encrypted hologram could be effectively represented with only 2 bytes per real and imaginary value. Table 2, Table 3 shows dramatic increases in compression rate for all quantisations, and across all lossless compression algorithms. For example, with 3 bit quantisation, a compression rate of 65 (16 assuming 2 byte original values) is possible with LZW for reasonable decryption and reconstruction quality.
Compared to
In order to quantify the gains made through lossless compression after quantisation, we compare the lossless algorithms to the simple bit packing technique. 25 Bit packing is the most general form of lossless compression through word-length reduction. It is also the most basic step that could be applied after data has been quantised. It therefore serves to best quantify the compression rate due to quantisation alone. Bit packing makes up for its lack of sophistication with its ease of implementation and its potential for very fast software and hardware implementations. It is most suitable in time-critical applications where quantisation has been applied, but where the data is still too noisy for a run-length or Huffman technique to perform well. It has already been successfully implemented in a digital hologram networking application. The plot in Fig. 7 illustrates the improvement over bit packing that can be achieved by employing one of the more sophisticated lossless techniques to quantised holographic data. This is a significant increase over the compression rate of 21.3 that is achievable using quantisation and bit packing alone. The plot in Fig. 7 is also noteworthy in that the lossless compression algorithms perform equally well on quantised data up to 4 bits. In such cases, one's choice of lossless algorithm would be determined by one's application requirements. For a secure 3D digital hologram networking application for example, one's concerns could include speed of the compressor and decompressor (in which case LZW/LZ77 might be preferable), reliability of the underlying network (in which case Huffman might be the only option), memory available to the compressor or decompressor, and whether the data is to be streamed or not (i.e. does one wish to start decompressing the data stream before the full stream has been received).
Finally, the designer of secure 3D digital hologram applications should have some way of directly relating the combined performance of quantisation and lossless compression to NRMS error in the decrypted and reconstructed objects. This is provided, in the case of quantisation plus BW compression, by the plot in Fig. 8 . This plot combines the results from Table 3 with the NRMS data from Fig. 5 . For illustration purposes, the points on the curve corresponding to 3 bit and 7 bit quantisation are highlighted.
CONCLUSION
This paper outlined the results of combining lossy and lossless techniques to the compression of encrypted digital holograms of 3D objects. The optical encryption technique, based on phase-shift digital holography, is suitable for secure 3D object storage and transmission applications. Lossless techniques, on their own, perform very poorly on encrypted (and unencrypted) digital hologram data because of its white noise characteristics. Quantisation has been applied to good effect on the encrypted hologram data, and reductions to as few as 3 bits in each real and imaginary value have resulted in good quality decompressed and decrypted 3D object reconstructions. Not only does quantisation perform significant compression itself (measured through the use of a basic bit packing algorithm), but it also reduces the number of symbols (for Huffman) and introduces structure into the bit stream (for LZ77 and LZW) to allow them to perform more effectively.
