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Few results have been obtained in this direction, since Maxwell proposed his equations a century ago. Two stand out as gems. The first is by Brillouin [1] , who established in 1921 that the average field energy in a dispersive, transparent, linear, and stationary system is ͗E 2 ͞ 2͘d͑ve͒͞dv 1 ͗H 2 ͞2͘d͑vm͒͞dv. (Transparency implies one may neglect dissipation, or the imaginary part of e v , for the given frequency.) So the difference to the average thermodynamic expression is ϳvde͞dv and vdm͞dv. Four decades later, Pitaevskiȋ [1, 2] calculated the average stress tensor for the same system by examining an ingenious setup, containing a resonance circuit and a capacitor filled with dielectrics. (Given the stress tensor, one can easily calculate the electromagnetic force.) Remarkably, he did not find any analogous term ϳ vde͞dv. In addition, he also obtained an expression for the dynamic correction to the dielectric function: e͑t͒ e stat ͑ ͑ ͑ ͑t͒͒ ͒ ͒ 1 e dyn , where e stat ͑ ͒ is the static dielectric function depending on a parameter , e.g., the density, while e dyn is the correction due to the time dependency of . Finally, he calculated the average magnetization of an otherwise unmagnetizable system, in the presence of both a strong, static magnetic field and a weak electric one of higher frequency. (This sounds cryptic, but should become quite clear later.) Because of his special setup, however, Pitaevskiȋ was forced to confine his considerations to a single frequency for the electromagnetic field. Any loosening of this restriction, to a slowly time-dependent amplitude [3] (i.e., a "quasimonochromatic" field), proved at first difficult-as the stress tensor was then no longer symmetric [4] -but was finally accomplished by the heroic efforts of Barash and Karpman [5] . A nice review is provided by Kentwell and Jones [6] .
There is no doubt that these are precious insights, but the numerous and disjoint preconditions are also indicative of the gaps in our understanding. And the need for a complete and coherent macroscopic theory of electromagnetism remains. However, in following the elaborate calculations and winding arguments of Ref. [5] , one cannot avoid the impression that anything possible has already been done, and the only hope to arrive at a greater understanding lies in radically altering the approach. This is what we have done, abandoning the integral relation involving the permittivity e, and switching to a local description by considering the equation of motion for the polarization. To our surprise, this was extremely fruitful and led to a macroscopic electromagnetic theory that is not confined by most of the mentioned restrictions, but certainly reduces to the above results if they do apply. More specifically, (i) we do not restrict the field strength and include any nonlinear constitutive relations. This breaks an impasse of the previous approach: One goes beyond linear response theory only at the price of losing all the simple relations, especially the identification of dissipation with the imaginary part of e v . (ii) Our theory accounts for both dispersion and dissipation and is valid in a wide frequency range, as long as the electromagnetic wavelength is not microscopic. This is to be contrasted with the quasimonochromatic frequencies within the collisionless, transparent region specified above. (iii) Our theory is valid for arbitrary velocities, as long as they are not relativistic. And it allows the simultaneous calculation of the time evolution of all the variables: velocity, density, energy, and the electromagnetic field. In comparison, the stress tensor has only been evaluated for vanishing velocity, and the density ͑t͒ is an input in the dielectric function, say in e stat ͑ ͑ ͑ ͑t͒͒ ͒ ͒ above, not the feedback from the electromagnetic force.
Recently, the fields D and B were treated in a consistent hydrodynamic fashion to rigorously derive the dynamics of polarizable and magnetizable systems in the low frequency limit [7] . Especially, thermodynamic forces and transport coefficients were introduced to account for the dissipation of D and B [8] . The theory has been applied to electrorheological fluids (ERF), ferrofluids, and nematic liquid crystals [9] . Although these results are valid for arbitrary field strength and nonlinear constitutive relations, we may understand them-in the language of 0031-9007͞ 96͞77(6)͞1043(4)$10.00the permittivity-as containing terms in e v of linear order in the frequency v. So dissipation is included, but not dispersion, which is at least of quadratic order. This is, of course, standard hydrodynamic treatment for implicit, microscopic variables, but there is also an established way to amend it: Explicitly include the dynamics of the relevant variables-one example is the consideration of the second viscosity [10] .
Tracing the cause for dispersion to the existence of a dynamically independent polarization P is, of course, not new: Textbooks frequently assume a relaxation equation for the polarization, to serve as a model for calculating the dielectric function. The point we are making here is that this approach, if executed with circumspection and embedded in the hydrodynamic theory consistently, is much more than a model. It can be made to account for the generic features of electromagnetic dispersion and dissipation, and especially yield expressions for the energy and the stress tensor without the above restrictions and caveats. More specifically, we include P and ᠨ P as additional variables, defined such to be independent of the microscopic specifics; then we derive their equations of motion while heeding the usual general principles and paying close attention to their transformation behavior. As will become clear below, this is an exercise in cogent deduction with little space for discretion. And the result is a fairly complete and rather simple macroscopic theory of electromagnetism in continuous media.
Magnetization pertains to sufficiently different physics to require an independent consideration. Also, spatial dispersion will not be considered here.
We start by discussing a few scales. We want to consider the interaction of an electromagnetic field with the usual hydrodynamic variables: the density , the energy U, the momentum density g. Without the electromagnetic field, the hydrodynamic theory confines the frequency and wave vector to vt ᐉeq ø 1, kj ᐉeq ø 1, where t ᐉeq is the time needed to establish local equilibrium, especially the temperature, and j ᐉeq denotes the spatial extent of the equilibrium state, or the grain size of hydrodynamic description. So we are dealing here with many grains, each of which is in a slightly different equilibrium state. If the electromagnetic force is only to change the drift velocity rather than the velocity distribution, the field should be homogeneous over the whole grain, or k em j ᐉeq ø 1, where k em denotes the wave vector of the field. Because of the largeness of the light velocity, c ¿ y, where y j ᐉeq ͞t ᐉeq is some characteristic atomic velocity, the corresponding frequency may be quite large, v em t ᐉeq k em j ᐉeq c͞y ¿ 1, and often covers the optical frequencies, at which the system may already be ballistic. So it is the unusually large light velocity that enables us to consider high frequency fields in a hydrodynamic theory. Of course, the hydrodynamic variables are still slow, and our consideration will be in essence an averaged one.
Next, the characteristic time scale t P of the polarization. It is of order x͞y with x denoting the spatial dimension of the microscopic charge distribution. x varies from atomic sizes to that of a suspended, mesoscopic ferroelectric particle in ERF, so t P varies between 10 215 and 10 26 s, with t P ഠ 10 210 s for water, consisting of molecules with a permanent dipole moment. At the two ends of t P , we have rather different physical situations for the dispersion (a phenomenon especially of the frequency v em t P ഠ 1): "ballistic dispersion," t ᐉeq ¿ t P , and "hydrodynamic dispersion," t ᐉeq ø t P . The ballistic results should also be valid for conductors at high frequencies, v em ͞s ¿ 1, when the dynamics of the polarization accounts for the deviation from the Ohm law. Now consider the total, and hence conserved, energy of a continuous dielectric medium at rest, y 0,
where the first term is simply the thermodynamic energy in the absence of fields. In fluids it is a function of density and entropy density s. The second term is a function of D 0 , B 0 , P, ᠨ P, and accounts for the additional energy in the presence of fields. (Any rest frame quantities is denoted with a subscript zero.) The polarization is (somewhat unusually) defined as a rest frame quantity,
We use a instead of ᠨ P as the actual variable, and define a over its conjugate variable b,
V = 3 v͞2 is the local rate of rotation. b denotes the change of P in its corotating rest frame; it always vanishes in equilibrium, while ᠨ P need not. [In a stationary system and for the field energy given in Eq. (4), the variable a assumes the form displayed in Eq. (19) below.] Note that although the terms following ᠨ P in Eq. (3) are of squared order and frequently considered insignificant, they reflect the correct transformation behavior and are the very ones that determine the form of the stress tensor. In fact, there is one alternative to Eq. (3): b ᠨ P 1 ͑v ? =͒P 1 P 3 V, where the difference, P͑= ? v͒, is a quantity that vanishes in equilibrium. Hydrodynamically, this would be an equivalent choice, as it merely renormalizes an Onsager coefficient; ballistically, they are inequivalent, and only Eq. (3) leads to a stress tensor as derived by Pitaevskiȋ, one that does not depend on the derivative with respect to the frequency [11] .
Given these variables (and employing the HeavisideLorentz system of units), the electromagnetic energy assumes the form
More precisely, this is an expansion in P and a: The first two terms, of zeroth order, depict the field energy without matter; the third term is the only one of first order, its form fixed by Eq. (2). The next two terms are of second order; in equilibrium, we have b 0, and h ϵ ≠U 0 ͞≠P 0, i.e., P xD 0 if only the first four terms are included. The last term in Eq. (4) is again of second order. (Counting B also, it is the sole third order term.) It leads to an H field different from B and a nonvanishing magnetization M that is, however, not an independent variable, M B 0 2 H 0 ϵ B 0 2 ≠U 0 ͞≠B 0 j ? P 3 a . (5) This is exactly the Pitaevskiȋ magnetization mentioned in the introduction [2] , now in a rather more explicit and transparent form. Note that the variable a is essentially ᠨ P at higher frequencies, where this magnetization can be interpreted as a rotating polarization ϳP 3 ᠨ P. Terms of higher order in P (and if necessary also in a) lead to nonlinearities in the Maxwell equations; they are indicated by the dots in Eq. (4) and not explicitly introduced. However, as we shall be working with a general energy to derive the dynamics, they are always implied.
Thermodynamic stability in addition to ruling out a spontaneous polarization implies 1 . x p . 0 and v
(Clearly, when the B field becomes too large, one needs to go to higher order terms.) There is no restriction on the sign of j. The parameter v P is the resonance frequency of the polarization, of which there are frequently many in a system, not just the single one given here. This fact can be accounted for by introducing as many "subpolarizations,"
chosen such that the two squared order terms of the energy are diagonal,
Including these subpolarizations in all the following equations would not be difficult, but it does tend to yield rather cluttered formulas. The third term in Eq. (1) is the microscopic energy U mic 0 ͑x 2 1 , x 2 2 , . . .͒ that accounts for all the remaining degrees of freedom of a macroscopic system. All x k , and U mic 0 , are defined such to vanish in local equilibrium, so they are irrelevant for the consideration of hydrodynamic dispersion. In the ballistic case, they are finite even in the transparent regime, as there is always some absorption and dissipation, however weak. Then U mic 0 serves as a transit hall, into which the field energy seeps continuously, to gradually convert to heat there. It is frequently a large transit hall, even if the energy lost is small: With ᠨ U em 2U em ͞t P , the fraction of field energy lost per unit time is 1͞t P ; the average time this energy remains in the hall is t ᐉeq , so the accumulated energy is U mic U em t ᐉeq ͞t P . This may well exceed U em by orders of magnitude. The results of Brillouin and Pitaevskiȋ were derived under the explicit assumption that U mic ø U em , or t ᐉeq ø t P , a somewhat contradictory condition for the ballistic dispersion. Fortunately, this assumption is not at all necessary: We may coarse grain the total energy, and opt for a temporal resolution of a few times t ᐉeq . Then Eq. (1) reduces to
Simple averaging will, of course, fail to yield ͗U mic 0 ͘ ᐉeq 0, as its variables are of quadratic (and higher) orders. But we are well justified to lump its contribution with that of the entropy, as the conversion from the field energy to heat is, at the given temporal resolution, instantaneous. Therefore, Eq. (8) is the correct expression for the average energy of a dielectric liquid with a dissipative and nonlinear constitutive relation. We can now retrieve the Brillouin formula from Eq. (4), or Eq. (7), and the equation of motion for P, Eq. (14) below. This calculation nicely reveals that it is the term xv 2 P a 2 ͞2 that gives rise to the frequency derivative vde͞dv in the Brillouin formula.
The energy U in a moving frame is needed to derive the dynamics. The transformation formula is
if the polarization P is kept as the rest frame quantity of Eq. (2). This pleasingly simple expression is a result of the accidental cancellation of the terms from the Galilean-Lorentz transformation [7] with that of the Tailor expansion, U͑D, B͒ U 0 ͑D 0 , B 0 ͒ 1 2y ? ͑E 3 H͒ 1 y 2 ͞2 U 0 ͑D, B͒ 1 y 2 ͞2. The energy U is preferably taken as a function of the thermodynamic momentum density [7] g g tot 2 D 3 B͞c, rather than of the total, conserved one g tot v 1 E 3 H͞c: As is easy to verify, ≠͑U 2 v ? g͒͞≠D D 2 ͑P 1 v 3 M͒ E, while ≠͑U 2 v ? g tot ͞≠D D 0 2 P E 0 , holding y constant in both cases. The same is true for the B field. So the total energy U is written as
where D and B are confined to satisfy = ? D e and = ? B 0, respectively; e is the charge density. Turning our attention now to the dynamics, we proceed as in Ref. [9] : The temporal Maxwell equations, the conservation laws, and the equation of motion for a are
The equation of motion for P, canonically conjugate to a, is contained in the definition of b, Eq. (3), and not independent. The reactive part of the stress tensor P ij , the energy flux Q i , and the rate of entropy production R are deduced to be
where A Ts 1 m 1 y i g i , and the Einstein convention to sum over repeated indices is implied. The explicitly symmetric form of the stress tensor, P ij P ji , was obtained by employing
a consequence of the rotational invariance of the energy U, Eq. (10). If there are more than one subpolarization, we have h a i P a i instead of h i P i . Although the above stress tensor is as such well defined, the averaged expression, ͗P ij ͘, reduces to the one of Pitaevskiȋ [2] , and that of Barash and Karpman [5] , in the respective limit.
We can calculate e v from Eq. (14), which assumes the form . Together, these terms reproduce the Pitaevskiȋ formula. They are mostly imaginary, accounting for the energy exchange between U mat and U em . Now to the dissipative terms: For hydrodynamic dispersion, we simply proceed as standard procedure prescribes and take the dissipative fluxes to be proportional to the thermodynamic forces,
The appropriate Onsager relations, such as 2l ij ͑2B͒ l ji ͑B͒, are implied. At higher frequencies, we need to first establish the fact that the lost in field energy is positive: R 1 ᠨ U mic . 0. As discussed above, starting with a local equilibrium state, the hydrodynamic wavelength of the field will not change the velocity distribution. Hence we need not be concerned with plasma instabilities that feed the field energy, and lead to a negative imaginary part of the permittivity [12] . On a more fundamental level, this unique sense of energy transfer is the criterion by which we have singled out P and a from the lot of microscopic degrees of freedom x 1 , x 2 , . . . . Given a certain energy content in the field D and B, there is a back and forth of energy flow between D, B, P, and a within each period; while the field energy that leaks into the other microscopic degrees of freedom is usually lost. In fact, for a strongly dissipative system, ͑v em ͞v P ͒ 2 ø v em t P , the resonance of Eq. (14) is overdamped. Then it is consistent to consider a as one of the many microscopic variables, as the energy leaked into a is lost to the field. On the other hand, if a system involves more variables in the tidal-like transfer of field energy, the present theory needs to be generalized to also include them-one example comes readily to mind: an independent magnetization.
Having established R 1 ᠨ U mic . 0, we again deduce h D z b t P b͞x in the weak field limit, so the stress tensor remains unchanged from the transparent case. Including the cross term ϳb ikj of Eq. (20) does not appreciably change this situation: The averaged contribution to the stress tensor vanishes.
Finally, the momentum conservation may be rewritten as 
Clearly, f P i 1 f a i is the expression for the ponderomotive force density of a dispersive, dissipative, nonlinear, and moving medium.
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