Diverse instruments have been used to encourage developing agriculture. In the process, billions of dollars have been spent on providing incentives to peasants. Given scarce resources, an important concern has been the issue of what policy instruments to emphasize. In this regard, useful policy information can be gleaned from the role of expected profits (revenue and input prices), assets (irrigation and infrastructure), and relevant risks, in evoking peasant response. Using panel data for the period 1967-68/1999-00 pertaining to 7 major Indian cash crops cultivated across 14 major states, we find strong evidence of a differential producer response in the postliberalization phase, although the important variables per se are much the same. Our results suggest that the preferred policy ought to emphasize availability of irrigation, affordable fertilizer, and rural infrastructure, rather than incessant increases in output prices. JEL Classification code: O13, Q11
Dynamic Output Response Revisited:
The Indian Cash Crops
Introduction
That agriculture has a key role to play in development was well-recognized by the early development theorists, but it also remains a very contemporary issue (World Bank 2007) . One of the more obvious benefits of a dynamic agriculture would be its positive role in easing the wagegoods constraint; which, if binding, could bring the entire growth process of a developing country to a pre-mature halt (Timmer 2002; Harris and Todaro 1970) . In the Indian context, tens of billions of rupees are spent annually by government agencies, to foster agricultural growth (Gulati and Narayanan 2003) . Yet, agricultural performance has not been particularly stellar. Hence the renewed need to understand the phenomenon of supply response, and the influence that recent liberalization policies may have had.
The success of public policy in promoting agricultural production depends, inter alia, on the producers' response to variations in expected profit (gross revenue and input prices), the assets base (particularly irrigation and infrastructure), and relevant risks. If these responses are not large enough, obviously other proximate determinants of output response may have to be considered.
Measuring the elasticities with respect to expected profit, irrigation and infrastructure should inform policy choices (Rosegrant, Kasryno and Perez, 1998; Ray, 1980) . Important also is to compare short-run elasticities of acreage/output with respect to both profit and assets to the long-run elasticities. A large difference may indicate various constraints on the producers' response in the short-run; so that policy could be more effective by removing these constraints rather than fiddling with the various ultimate (price and non-price) determinants influencing output response. Unsurprisingly, therefore, there has been a continuing debate in India on various aspects of these policies, particularly on which proximate determinants policy makers ought to aim their instruments, given scarce resources.
We observe, however, that even the relatively recent studies in this area in the Indian context are mostly dated, using data till only the mid-1970s or earlier (Narayana and Parikh, 1981; Ray, 1980; Krishna and Roychoudhury, 1980) , and/or very narrow in terms of state or crop coverage (Gulati and Sharma, 1990; Lahiri and Roy, 1985; Krishna and Roychoudhury, 1980) , and/or methodologically unsatisfactory. Gulati and Sharma (1990) implicitly assume naïve price expectations for their sample of farmers, and Ray (1980) reports long-run elasticities smaller than short-run elasticities, but does not explain the rationale for this persistent over-adjustment in the context of resource-constrained farmers. This paper addresses some of these limitations with more disaggregated and more recent data, and a variation in the standard Nerlove-type methodology. The analysis focuses on 7 Indian cash crops -Groundnuts, Rapeseed/Mustard, Sesamum, Cotton, Jute, Sugarcane, and Tobaccowhich are included in the list of mandate crops of the Commission on Agricultural Costs and Prices (CACP), the nodal agency at the helm of agricultural price policy in India. Panel data for the period 1967-68 to 1999-2000 are used for estimation, the cross-section units being the different states growing a given crop; which differs markedly from the extant studies in the Indian context, that use aggregate time series data (Gulati and Sharma, 1990; Lahiri and Roy, 1985; and Narayana and Parikh, 1981) . This state level disaggregation enables us to consider sources of variation that would not be possible otherwise as the competing crops need not be the same in each state for any given crop. Furthermore, we use farm harvest price data for the different crops rather than the most commonly used wholesale prices; because although the two tend to be close to each other around harvest, the latter tend to be considerably higher at other times and do not reflect the prices farmers receive. Methodologically, our specification employs quasi-rational expectations as a re-expression of the adaptive expectations hypothesis (differing subtly from the motivation behind Narayana and Parikh, 1981, as explained below). Finally, we explore the effect of the economic liberalisation of the late-1980s (Chand, 2002) . Employing a specification that allows for two different regressions corresponding to the pre-reform and postreform periods, we strongly reject that they are the same. Thus, liberalization appears to have significantly affected the output response of our sample of crops.
It is worth clarifying, that although we focus on supply response rather than marketed surplus response, the difference between the two is insignificant given that self-consumption of cash crops by producers is very small. Section 2 outlines the model used in this study, and the estimation methodology adopted. Section 3 provides a description of the data used. Section 4 presents the estimation results; and, finally, Section 5 underlines the important conclusions and policy implications.
The Model and Methodology used in this Study

The Economic Model
It may be argued that the representative agent, the farmer, determines the desired or long-run area under crop i in response to relative expected profit, 1 production risk, and various enabling factors. We may specify this relationship as In a developing country (particularly Asian) context, adjusting the actual acreage towards the desired level may not be possible in a single time-period. Farmer response may be constrained by very small acreages combined with the need to diversify production to spread risks, credit constraints, lack of availability of inputs etc. To allow for this possibility we hypothesize that the change in acreage between periods occurs in proportion to the difference between the desired acreage for the current period and the actual acreage in the previous period. 3 This may be expressed as
where, for crop i, A it is the actual acreage in period t, A i(t-1) is the actual acreage in period t-1, A d it is the desired acreage for period t, and ε 2it represents the random shocks such that ε 2it ~ (0, σ
The adjustment parameter γ must lie between 0 and 2 for the adjustment to converge over time, but because γ > 1 implies persistent over-adjustment, it is desirable that it lie between 0 and 1.
The structural form equations (1) and (2) yield the reduced form
where θ 0 = γα 0 ; θ 1 = 1-γ; θ 2 = γα 1 ; θ 3 = γα 2 ; ν it = γε 1it + ε 2it
This model, however, is not estimable because of the unobservable variable Π re it . To circumvent this problem, we adopt the following approach.
The Profit Variable
We approximate the expected profit underlying the unobservable variable in (3) as follows (Nerlove and Bessler 2001, Narayana and Parikh 1981) . For any crop i, the adaptive profit expectation hypothesis
may be expressed as an infinite-order AR process
This can then be rewritten as an ARMA(p, q) process under conditions of stationarity and invertibility (Judge et al. 1985) , i.e.
where µ it are white noise errors. More generally, if Π it is integrated of order d, we can estimate an ARIMA process of order (p, d, q) as follows
i.e. by regressing actual profits on the right hand side variables in (7), and using the estimated values of the dependent variable or ! it in lieu of expected profit Π e it for a given crop i. 4 In the literature (6) is referred to as 'quasi-rational expectations'. We would like to emphasize, however, that while (6) may be a representation of quasi-rational expectations (insofar as profit expectations are based on profits in the previous periods), we use it as a re-expression of the adaptive expectations hypothesis. In other words, while we recognize that the adaptive expectations and quasi-rational expectations hypotheses are observationally equivalent when expressed as (6), that need not imply dropping the former expectations formation hypothesis in favour of the latter. Equations (7) and (8) are, then, merely practical ways of estimating the adaptive expectations hypothesis re-written as (6).
Estimation of (8) A higher irrigated area is likely to have a positive effect on the area planted to most crop, insofar as it implies a greater availability of (assured) water. Such a response, however, is not necessarily true of dryland crops which perform relatively better in dryland conditions. Tobacco cultivation, for instance, appears to thrive on unirrigated land, and its yields decline with irrigation. Similarly, although rainfall is expected to have a positive effect on area allocation, particularly in the case of rain-fed agriculture, higher rainfall may lead to a shift in cropping patterns towards water-intensive crops.
The poor resource base of the majority of Indian farmers, particularly the fact that even today only about 40% of the cultivated area is irrigated (Government of India, 2003) , makes for high production risk. Of course, years in which output moves in a certain direction, prices tend to move in the opposite direction, so that our concern is with revenue risk. We represent this by two variables -price risk and yield risk. Price risk (CVP it ) is defined as the coefficient of variation of price differentials from the trend over the three previous periods, where the trend is first estimated for the entire sample period. In measuring yield risk, however, we must be mindful of -8 the fact that yield variation is endogenous to the extent that it is influenced by variations in inputuse by farmers. Therefore, because yield risk is supposed to reflect that part of yield variation which is not within the farmer's control, we proxy it by the coefficient of variation of the rainfall deviations from the 'long period average' rainfall over the three previous periods (CVR t ), where the 'long period average' is computed by the meteorological department as the average rainfall of the previous thirty years. 8 It is useful to note that we found the covariance between the rainfall and price risk measures to be virtually zero for four of our sample crops, and small for the other three; which implies that these measures are an adequate representation of revenue risk. 9 The higher the price risk or yield risk 10 associated with the production of a crop, the smaller would we expect the area allocation in favour of that crop to be.
Rural infrastructure -specifically in the areas of food storage and warehousing, agricultural research and extension, rural roads etc. -may also be expected to encourage acreage under a crop. Given that capital stock figures are non-existent, studies tend to use some measure based on capital expenditure figures; as do, for instance, Rosegrant, Kasryno and Perez (1998) .
Following them, we first converted data on annual rural capital expenditure into infrastructure stocks t s using the formula
, where t rce denotes annual rural capital expenditure, and ! denotes the annual depreciation rate (taken to be equal to 0.025). 11 These estimates were then deflated by the gross capital formation deflator for the primary sector, to derive the proxy for the infrastructure variable (INFRA t ).
Two other variables of interest in the context of the green revolution technology are fertilizer price (FERTPR t ), and the availability of high-yielding variety seeds. The former is defined as the ratio of the fertilizer price index to an index of other agricultural inputs. 12 Higher fertilizer price, by raising the cost of cultivation, may dampen the area response of a crop; farmers would attempt to substitute cheaper inputs for the relatively expensive ones to the extent possible, but beyond a point, would have to reign in production, especially for crops which are fertilizerintensive. In other words, there would a change in cropping pattern. As regards the improved seeds variable, data on the area under high-yielding varieties were never collected for our sample of crops, making it impossible to capture the effect of this variable per se. 13 Finally, the period since the late-1980s has been marked by gradual economic liberalization which saw the freeing up of input and output markets, and very significant changes in the international trade regime (Chand, 2002) . It is quite possible that these changes may have significantly altered the response of crops to the various regressors discussed above. Of course, the reforms may have had a 'level effect' and/or a 'slope effect'. To allow for both possibilities, we define the post-1986 dummy variable as P86D it = 1 for t > 1986, and 0 for the earlier years, and include in our set of regressors both this dummy variable as well as its interactions with the other regressors mentioned above.
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Acreage, Yield, and Output Elasticities
Although we have set out our model in terms of area response (leading to the derivation of the short-run and long-run area elasticities), farmers respond to various stimuli not just by adjusting area, but also by adjusting the other inputs into production (such as water, fertilizer, etc.). Indeed, in land-scarce countries such as India the latter response, leading to yield (or output per unit land) increases, is likely to dominate the area response (as is borne out by numerous studies, e.g.
Vaidyanathan, 1994). To capture the full supply response, therefore, we also estimate a yield response model, i.e. with yield (Y it ) in place of acreage (A it ) in equations (1), (2) and (3)
where all the regressors are as defined above (except rainfall which is now defined as the average monthly 'growth period' or crop season rainfall
, and we use ! it re in lieu of Π re it (as we did for the acreage model above). It is possible, however, for ! " to exceed 1 on occasion, insofar as yield is subject to the weather and not totally within the farmer's control. Of course, for stability it is sufficient that ! " lie between 0 and 2. The yield response model gives us the short-run and long-run yield elasticities. Adding together the area and yield elasticities, we can derive the output elasticities.
The Data Set and Methodology
The Data Set
This study focuses on 7 cash crops -the oilseeds Groundnuts, Rapeseed/Mustard, and 
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The two most important competing crops are defined on the basis of detailed state-wise information on the sowing, harvesting and peak marketing seasons of various crops, and the substitutable crops in the different states. This information is obtained from Government of India (2001); see also Narayana and Parikh (1981) . 17 This allows for cross-sectional or state-specific variation in the regressors used, as compared to all-India data which would reduce such variation by aggregating some variables and averaging others (as, for example, in Gulati and Sharma, 1990; Lahiri and Roy, 1985; and Narayana and Parikh, 1981) . Furthermore, for any given crop, the competing crops need not be the same in each state and, in fact, this was our experience for some crops. All these advantages of panel estimation increase the efficiency of the sample estimates, and render the results more representative of the constituent cross-sections.
As regards the price data used, we use farm harvest prices for computing the (expected) profits 18 for the different crops rather than the more commonly used wholesale prices. Since most Indian farmers have very limited storage facilities the predominant bulk of the crops are marketed soon after the harvest, and the prices farmers receive are the farm harvest prices.
Wholesale prices, on the other hand, are yearly averages of the prices prevailing in the wholesale markets. While these prices tend to be close to farm harvest prices around harvest time, during the rest of the year they can rule substantially higher, and do not necessarily reflect the prices farmers receive. 19 All the data were available from various sources in the public domain. 20 We observe variations across states, time and crops for all variables, except infrastructure, irrigation, rainfall, yield risk (proxied by rainfall risk), and fertilizer price, that vary across states and time, but not crops.
None of the sample cash crops performed spectacularly during the sample period 1967-68/99-00. Only the production of Rapeseed/Mustard increased at a substantial 2.3% per annum.
The production of Cotton and Sugarcane grew at a more modest 1.3% p.a.; and the production of Jute, Tobacco, Groundnuts and Sesamum grew at the disappointing rates of 1% p.a., 0.8% p.a., 0.6% p.a. and 0.6% p.a., respectively. Given that these are cash crops, and are cultivated for the express purpose of the revenue they earn, the subsequent sections attempt to determine the possible instruments that may be employed to encourage their production. Meanwhile the means, standard deviations, and units of the (untransformed) variables to be used in the analysis, for each of the crops, are reported in Table 1 .
The Methodology
For estimating the acreage and yield equations (3) and (3a) (with ! it re in place of ! it re ) for a given crop, we pool the panel data using an error components model. Let s = 1, ..., S represent the states and t the time. Suppressing the crop index i (because we estimate the same econometric model for each crop), we have
where We first difference the above model to get
and then use the Arellano and Bond (1991) one-step, robust estimator. This estimation provides consistent estimates of the reduced form model parameters. 21 Using these results, the structural form estimates are easily derivable. The estimation results are presented in Tables 2, 3 and 4, and discussed in the following section.
Estimation Results
For the area as well as the yield equations (Tables 2 and 3 In the case of the area equations, the hypothesis that the pre-reform and post-reform regressions are the same (i.e. the post-reform dummy and the interactions are all zero), is rejected for all the sample crops. This indicates that the post-liberalization response of area to various factors was significantly different from the pre-reform response. Area appears to be less responsive to revenue changes than in the pre-reform period, whereas it continues to be strongly responsive to irrigation and/or rainfall for most crops. In the case of the yield equations as well, the hypothesis that the pre-reform and post-reform regressions are the same, is rejected for all the crops. We find that yield too became less responsive to changes in the revenue variable for most crops, but remained strongly responsive to water availability (irrigation and/or rainfall) for almost all the crops. Overall, it appears that the policy variables of interest might be more the availability of fixed factors than the profitability of the crops. We examine these results in detail below.
The Area Response
Considering the area equations first (Table 2) , rainfall has a strong positive influence on the area planted under the different crops, and the associated long-run elasticities are quite substantial, with the exception of Tobacco. Thus, the post-reform elasticities range from about 0.06 for Rapeseed/Mustard, 0.09 for Cotton and Sugarcane, 0.12 for Groundnuts, 0.21 for Jute, to about 0.53 for Sesamum (Table 4) . 23 In fact, rainfall appears to be the most important variable determining area allocations over time, insofar as this regressor has relatively higher t-values for most of the crops, and is the only variable that is consistently strongly significant for these crops.
Although the rainfall variable turns out to be inexplicably negative significant for Sugarcane, note that it is economically insignificant, the associated 95% confidence interval being (-0.04, -0.01). This is understandable given the fact that almost 92% of the area under Sugarcane in the post-reform period was irrigated, markedly reducing its dependence on rainfall. We also find, that the post-reform rainfall elasticities are substantially higher than the pre-reform elasticities The area adjustment coefficient γ (Table 4) A similar value of γ for two different crops need not result from the same set of factors.
Thus, for Sugarcane, a γ value of about 0.25 is probably the result of the fact that it is already the second largest crop in India in terms of area cultivated. Given the competing demands for other crops, the need for crop-diversification as a risk-coping measure etc., further area allocation in favour of Sugarcane tends to be (relatively) muted. A roughly similar γ value of 0.31 for Sesamum, on the other hand, has more to do with the fact that till recently it was grown by small-scale, subsistence-oriented farmers with not much access to land and non-land inputs.
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The Yield Response
Coming to the yield equations (Table 3) , although none of the variables consistently stand out in terms of statistical significance, from the long-run elasticities in Table 4 we note that the post- 
The Total Output Response
Putting the area and yield responses together, we obtain the total output responses of the different crops to the regressors used. Of particular interest are the long-run elasticities of output of the crops, and we attempt to discern any patterns that may emerge from the elasticity estimates.
From Table 4 we find, first, that the consistently prominent output elasticities are those with respect to rainfall. The post-reform output elasticities are very substantial for Sesamum (1.88), Groundnuts (0.95), Jute (0.75), and Cotton (0.46); and are small only for Tobacco, Rapeseed/Mustard and Sugarcane, ranging less than 0.10. The small elasticity for Sugarcane merely reflects the fact that it is already the second largest crop in India in terms of area cultivated, with limited scope for further expansion; and virtually 92% of its area has access to assured irrigation, with limited scope for yield enhancement due to higher rainfall. A similar situation obtains for Rapeseed/Mustard which is the second-largest oilseed crop in terms of area cultivated, and has access to assured irrigation for more than half this area. Further, these elasticities are substantially higher for the oilseeds than for the commercial crops, reflecting the fact that oilseeds cultivation is mostly rainfed, whereas much larger percentages of the area under the commercial crops has recourse to assured irrigation. Taken together with the results discussed in the previous sections, we know that this influence of rainfall acts chiefly through larger area allocations. Interestingly, the output elasticities with respect to rainfall are higher in the post-reform than in the pre-reform period in most cases, perhaps reflecting the shift to relatively infertile land in the case of some crops as we suggested above.
Second, the output elasticities with respect to the irrigation variable are relatively large and positive for all the crops except Sesamum, ranging from a low of 0.04 for Jute post-reform to about 1.09 for Tobacco post-reform. Although the post-reform elasticities are substantially larger than the pre-reform magnitudes in the case of Groundnuts and Tobacco, they are significantly lower for Rapeseed/Mustard, Sesamum, Jute and Sugarcane; so that there doesn't appear to have been any consistent strengthening or weakening of output response to irrigation over time.
Third, the post-reform output elasticities with respect to relative gross profits are, on average, smaller for the oilseeds than for the cash crops. Thus, they are very small for Groundnuts (0.01) and Rapeseed/Mustard (0.03), although substantial for Sesamum (0.20); but are consistently substantial for Cotton (0.48), Jute (0.17) and Sugarcane (0.33). This picture accords well with that in the pre-reform period, insofar as the pre-reform output elasticities with respect to the profits variable were also quite substantial for the cash crops, although more variable for the oilseeds. These results are quite consistent with the fact that profitability is a major motivation in the cultivation of the latter.
Fourth, the post-reform output elasticities with respect to the risk variables appear to be relatively larger for the cash crops, indicating that revenue risk may have become an important issue for these crops in the post-liberalization period. Ceteris paribus, higher risk appears to hinder cultivation of these crops, and limits their output. By implication, risk mitigating measures are likely to prove beneficial for the output of these crops.
Fifth, the post-and pre-reform output elasticities with respect to fertilizer price do not show much consistency, being negative and substantial in some cases, positive and substantial in others, and almost zero in some. Thus, it is not clear whether higher fertilizer price, by raising the cost of cultivation, appears to induce area allocation away from the relatively fertilizer-intensive crops, thereby reducing their output.
Finally, the post-reform output elasticities with respect to the infrastructure variable are large and positive for Rapeseed/Mustard (0.83), Cotton (0.26) and Jute (0.45), which is consistent with our earlier result that better infrastructure resulted in an increase in area-cultivated of these crops.
For Groundnuts, Sesamum and Tobacco, however, improvements in rural infrastructure appear to induce a shift of these crops into relatively inferior land as we observed in the previous subsection, lowering yields and output.
Conclusions and Policy Implications
From the above analysis it is apparent, that the supply response of Indian agriculture is influenced to a relatively greater extent by the weather, input availability and assets, than by expected profits. Rainfall appears to be the single most important factor determining area response, and an important factor determining the yield response of some crops, even today. In other words, even after decades of massive irrigation projects, Indian agriculture continues to be weather-dependent. A second important factor appears to be the availability of irrigation. Taken together with the previous result, it is apparent that the most important policy variable from the viewpoint of long-run output response is the water input. Given that rainfall cannot be manipulated, availability of irrigation is the obvious one that policy can impinge upon. This, probably, also has a bearing on the influence of the risk variables, whose elasticities we found to be much larger in the post-reform period.
At this point, one may well ask 'If water is the scarce resource, is there scope for expanding irrigated area without diverting it from alternative (e.g. urban/industrial) uses?' 27 The answer to that question is: Yes, indeed. Note that currently the predominant mode of irrigation in India is 'flooding the furrows'. As is well known, this is subject to very high evapo-transpiration and run-off losses (as much as 80% in some cases), and only a small proportion of the water gets actually used. If, instead, the farmers were to switch to sprinkler and drip irrigation wherever feasible (and the government could play a big role here), a much larger area could have access to assured irrigation, given the same amount of water.
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In addition to water, it appears that the affordability of fertilizer, and the availability of rural infrastructure are also significant in determining variations in output, although to a much lesser extent. These observations do not, however, imply that the profit variable is necessarily unimportant as a determinant. In fact, expected profitability may be a major factor in motivating the production of cash crops such as Cotton, Jute, Sugarcane and Sesamum..
These results lead us to opine, that the authorities need to concentrate on the increased provision of assured irrigation, as also affordable fertilizer and rural infrastructure, instead of placing over-riding emphasis on the profit variable, if a substantial increase in the long-run output of the sample crops is to be achieved. Not only will increased irrigation have a direct positive impact on supply, it will also have an indirect impact insofar as access to irrigation serves to reduce yield risk.
-27 (Acharya and Chaudhri, 2001 ), this may be taken to be a simplifying assumption. 6 The irrigation variable is not measured as a proportion of cropped area, as that would introduce a negative bias into the relationship between the regressand (acreage) and the irrigation variable so defined. Thus, an increase in the regressand would imply a smaller percentage area irrigated, downwardly biasing the relationship between acreage and the irrigation variable.
7 See Lahiri and Roy (1985) for alternative specifications of the rainfall variable. 8 We are grateful to one of the referees for clarifying our understanding of these risk measures.
Let it P be the price of crop i in year t. Fitting an exponential trend, we derive it P , and thence it DP = it P -it P ('D' for the deviation). We measure CVP it as the standard deviation of (DP i,t-1 , DP i,t-2 , DP i,t-3 ) divided by the mean of ( 1
Similarly, let R t be the actual rainfall in year t, and t R the long-term average rainfall in year t (i.e. the average for the previous 30 years). Derive t DR = t R -t R ('D' for the deviation). We measure CVR t as the standard deviation of (DR t-1 , DR t-2 , DR t-3 ) divided by the mean of
! t R ). 9 The correlation between DP it and DR t (see footnote above for their definitions) is -0.087 for to mature; data that we did not have access to, and an exercise that is beyond the scope of this paper. 16 It would be ideal, of course, if data on all the variables were available to us by season, but this was not the case. 17 Many crops, other than the 7 crops studied here, were considered when deciding on the possible competing crops. Testing whether our results are sensitive to the choice of competing crops does not appear practical, for there is no obvious 'alternative' set of competing crops. Nor is it feasible to try out all other possible competing crop combinations (if only on data grounds). 18 Cost of production data were not available for the entire sample period (nor even for all the sample crops), and were in any case patchy. More specifically, it was not always possible to fill in the missing values by utilizing data from neighboring states with similar conditions, simply because data for the neighboring states was also not available for those years. Further, from the available data we found that the cost figures for the same crop in the same year tended to be very different even in adjoining states, leave alone non-contiguous states; so that it would be sheer bravado to fill in the missing values in some states by the cost of cultivation figures in other states for which data might be available. Finally, for most crops in our sample, cost of cultivation data are missing for many of the states growing those crops, and for one crop (Tobacco) cost data are not available for any state! Therefore, we could compute only (expected) gross revenue, which we used to proxy (expected) profits. Of course, given that production costs are not constant across states and over time, the 'expected profits' variables in our analysis ought to be interpreted as 'expected revenues'. other hand, is not a policy instrument in the same manner. 26 A formal regression analysis of the relationship between the area adjustment coefficient and its determinants is not possible, however, because of the lack of a time series on the coefficient by crop. 27 Needless to say, the overall strategy would also have to contend with difficult issues such as public investment in irrigation projects, implications of groundwater use, and even maintenance of traditional systems (such as tank irrigation). 28 A more complete statement about the benefits of such a switch would, of course, consider various effects -higher yields from lower moisture-stress and continuous growth; lower water and labor costs; more optimal and convenient fertilizer application; slower growth of weeds from application directly to the roots; lower incidence of chemical poisoning (implying better health and lower mortality) from not having to fertilize manually; lesser chemical poisoning of the soil and underground water; healthier crops, which may fetch a higher price; shorter maturation period and higher possibility of multiple cropping; slower lowering of the water table; and greater availability of water for alternative uses. Of course, à posteriori, one would have to consider whether these benefits are large enough to compensate for the expense of these technologies.
