Over the last few decades, nature has stimulated many successful heuristic optimization methods and computational tools for dealing with optimization problems. In this paper, we investigate the black hole clustering algorithm based on membrane computing. Formally, we embed the black hole clustering algorithm in the membrane structure, provide the three parts of the membrane system to perform black hole clustering algorithm, which are the membrane structure based on membrane computing, the objects in elementary membrane and the evolution rules in the elementary membrane, and analyze the performance of the black hole clustering algorithm based on membrane computing. The proposed algorithm in the paper is compared with some other classical algorithms, and the simulation results indicate the algorithm in the paper can achieve better performance in clustering.
Introduction
In recent decades, various heuristic algorithms have been developed [1] [2] . Most of the algorithms are inspired by the behaviors of natural phenomena [3] . For example, genetic algorithms (GAs) are a kind of searching optimal solution which was inspired by the process of the natural evolution, using natural genetic variation and natural selection operators [4] . The simulated annealing (SA) is a stochastic optimization algorithm developed by modeling the steel annealing process [5] . The ant colony optimization (ACO) was inspired from the behavior of the ant colony, which is able to find the shortest path to the food source [6] . The particle swarm optimization (PSO) was inspired from the swarm behavior, such as fish and bird schooling in nature [7] . The gravitational search algorithm (GSA) was developed based on the Newtonian gravity and the laws of motion [8] . The black hole algorithm (BH) was proposed as a new heuristic optimization approach for data clustering inspired from the black hole phenomena.
In this paper, the black hole algorithm based on membrane computing is proposed. Membrane computing was proposed by G. Păun inspired from the structure of the biological cells, aimed at abstracting a calculation model from the way of treating compound in the hierarchy of the cells [9] . Actually, there has been a growing interest in computer model abstracted from the viewpoint of biology [10] in the past few decades. For instance, swarm intelligence algorithms are evolutionary computation technique abstracted from biological communities [7] . The artificial life inspired from the individual life is a simulation of the life system by artificial [11] . As the optimization approach, the immune algorithms were developed based on immune system [12] . The Artificial neural network is a kind of mathematical model which was inspired from the neural network of the human body [13] .
Membrane computing has been a new branch of natural computation and received extensive attention of many scholars since it was put forward. So far, there have been many papers expound the membrane computing from various subjects, such as computer science [14] , biology [15] , linguistics [16] , automatic control [17] , etc, and applied in many fields including computer graphics [11] , approximate optimization [18] , economics [19] , etc.
The rest of the paper is organized as follows. Section 2 provides a brief review of the black hole algorithm and the membrane computing. In Section 3, the black hole based on membrane computing is described. The experimental results are demonstrated by comparing with other algorithms in Section 4. Finally, the summary and the conclusion are presented in Section 5.
Preliminaries
In this section, we briefly review the black hole algorithm and the membrane computing.
Firstly, we briefly describe the origin, process and the performance of the black hole algorithm, respectively.
The black hole algorithm (BH) proposed in [20] is a new optimization method for data clustering inspired by the black hole phenomenon in the universe. Actually, John Michell, the British natural philosopher, has put forward that there is a kind of object that runs faster than the light in the eighteens-century. However, this kind of object was not known as a black hole during that period and it was only in 1967 that John Wheeler first named the phenomenon of mass collapsing as the black hole. As we all known, black hole in universe is what forms when a star of massive size collapses. The gravitational power of the black hole is so high that there is no way for the nearby objects to escape from its gravitational pull. Even for the light, once it falls into a black hole, it will also be swallowed and gone forever.
Similar to other population-based algorithms, the black hole algorithm starts with an initial population of candidate (called star in [20] ) solutions and an objective function that is calculated for them. In every iteration of BH, the best candidate is selected to be the black hole according to the objective function. Then the black hole starts pulling other stars around it. In other words, all the stars start moving towards the black hole. If a star gets too close to the black hole, it will be swallowed by the black hole and gone forever and a new star will be randomly generated and placed in the search space and starts a new search. Briefly, the BH algorithm can be summarized as the following steps: a) Initialize a population of stars randomly in the search space. b) For each star, evaluate the objective function and select the best star which has the best fitness value as the black hole. c) Change the location of each star. d) If a star reaches a location with lower cost than the black hole, exchange their locations. e) If a star crosses the event horizon of the black hole, replace it with a new star in a random location in the search space. f) Repeat steps c) to e) until the stop criteria is reached. g) End From the process of the BH algorithm, we can see that it has a simple structure and it is easy to implement. The results in [20] show that the BH algorithm has the greater advantages than other algorithms in solving clustering problems.
Secondly, the development and the main structure of the membrane system are discussed below.
Membrane computing is also known as P system. It is indicated from [21] that P system consists of three parts: membrane structure, multisets of objects and evolution rules. The membrane structure is a hierarchical rooted tree of compartments that delimit regions, where the root is called skin. Multisets of objects are chemical substances present inside the compartments (membranes) of a cell and the evolution rules are chemical reactions that can take place inside the cell.
In the P system, the multisets of objects are placed in compartments surrounded by membranes, and evolved by some given rules. In this way, every compartment can exchange information with other compartments according to these evolution rules. P system is a model with active membrane, and the model is formed as follows: 1 2 ( , , , , , , )
is the initial degree of the P system. O is the alphabet of objects.
µ represents the membrane structure (a rooted tree). 1 2 , , , q ω ω ω  are strings over O , describing the multisets of objects placed in the q regions of µ , and R is a finite set of rules.
Generally, there are three main types of P system: Cell-like P systems, Tissue-like P systems and Neural-like P systems [22] . Cell-like P systems are developed mainly according to the life cycle of biological cells and intercellular substance exchange [23] . Tissue-like P systems are important expansion of cell membrane system which can exchange information between various cells [24] . Neural-like P systems are another type of P systems which were inspired by the biological neural system and are also the current hot topics in the study of membrane computing [25] .
To sum up, P systems are a class of distributed parallel computing models which have synchronous and non-deterministic properties and maximally parallel computing ability [13] . Because of the parallel character, not only NP complete problems can be solved in linear time in an easy way by P systems with active membranes [26] , even the limitations of Turing machine can be exceeded by the simple models of the P systems [15] .
The black hole algorithm based on MC (BH-MC)
Although the black hole algorithm mentioned above outperforms other traditional heuristic algorithms described in [20] , the rate of convergence in it is so slow that we should use more iterations to achieve the effect. In order to improve the algorithm performance, we introduce the membrane computing into the black hole algorithm (BH-MC, for short).
As mentioned above, the membrane system consists of three parts: membrane structure, multisets of objects and the evolution rules. Combined with the model described by Eq.(1), we give the model of membrane system which has been concretized in BH-MC as follows: The three parts of the membrane system combined with the BH algorithm will be introduced respectively as follows. The first is the membrane structure of the BH-MC. We adopt the Cell-like P system with a two-layer membrane structure which consists of a skin membrane and q elementary membrane in BH-MC. Fig.1 shows the membrane structure of the BH-MC briefly. As shown in Fig.1, 1, 2, ,  q are elementary membranes and each of them contains one or more objects and some evolution rules. In the designed cell-like P system, each elementary membrane contains n objects and evolution rules while the skin membrane without any evolution rules contains only one object which represents the global best object. The second is the objects in elementary membrane. Like other population-based methods, we generate the objects randomly in every By the way, the objects in different elementary membrane may be exactly the same in theoretically because of the randomness in the process of objects generation. Therefore, we adopt the following way in order to solve this problem:
where ω i is the set of objects in the i th elementary membrane. δ is the threshold in the interval [0, 1] . In this way, we can say that the objects in each elementary membrane are not exactly the same and the diversity of the objects is increased by it to a certain extent. The third is the evolution rules in the elementary membrane. There are three evolution rules in BH-MC, which consists of selection, move and absorb rules. The three evolution rules are described as follows: w is the association weight of data point i x with cluster j , which will be either 1 or 0 (if data point i x is assigned to cluster j : ij w is 1, otherwise 0).
ii. Move rule. After a star was selected as the black hole by the selection rule, the rest stars start moving towards the black hole according to the following equation: iii. Absorb rule. During the process of moving towards the black hole, some stars may cross the event horizon of the black hole. In this situation, these stars will be sucked by the black hole and the same number of the stars will be generated randomly at the same time to keep the number of candidate solutions constant. The radius of the event horizon is formulated as follows:
where BH f is the fitness value of the black hole and i f is the fitness value of the i th star. n is the number of stars. If the distance between a star and the black hole is less than R , that candidate will be sucked by the black hole and a new candidate is created randomly in the search space. If a star has the better fitness than the black hole, exchange their locations. e) In every elementary membrane, if a star crosses the event horizon of the black hole, it will be swallowed by the black hole and replaced by a new star in the search space. f) Repeat steps c) to e) until the stop criteria is reached. g) End.
Test results
In this paper, we use two datasets which are Iris and Wine to evaluate the performance of the proposed approach. The evaluation criterion of the algorithm is the sum of intra-cluster distance called M value in this paper, which was defined in Eq. (6) . Clearly, the smaller the M value, the higher the quality of the clustering.
On one hand, the performance of the BH-MC algorithm is compared against some classical algorithms, including K-means, PSO, GSA and BH. On the other hand, 2, 4 and 8 elementary membranes are used respectively in the membrane structure of the BH-MC to compare with BH algorithm. Theoretically, the bigger the number of the elementary membrane which means the more the diversity of the objects in our algorithm, the better the effect will be.
We describe the process of the BH-MC algorithm with 2 elementary membranes in details again, taking the Iris for example. The process of the BH-MC algorithm is described as follows:
Firstly, Iris has 150 data points which composed of 3 clusters and each data point has 4 features. Therefore, 150 m = and 3 k = in Eq. (6) for Iris. Assume that we set the number of the objects (stars) in each elementary membrane is 100. According to Eq. (3), the multisets of objects in elementary membrane can be described as follows: membranes respectively and then we save the better one between of the two objects as the global best object. Then, the global best object will replace the old black hole in each elementary membrane as the new black hole in the next iteration. Finally, calculate the radius of the event horizon in each elementary membrane according to Eq. (8) .
Similarly, the process of the experiment on Wine is the same as Iris. We will not repeat here.
A summary of the intra-cluster distances ( M values) obtained by the classical algorithm is shown in Table 1 . As seen from the results in Table 1 Fig.2 . The comparison on Wine dataset between BH and BH-MC Actually, the BH algorithm has achieved the same effect as our algorithm presented in Table 1 . However, the rate of convergence is so slow that the BH algorithm needs to sacrifice more iteration to achieve the best results. Fig.2 above shows the comparison on Wine dataset between BH algorithm and the BH-MC algorithm which used 2, 4 and 8 membranes respectively. As seen from Fig.2 clearly, the BH-MC algorithm achieves the better effect of the rate of convergence compared with the BH algorithm. 
Conclusion
In recent years, modelling and simulating the natural phenomena for solving complex problems has been a hot research area. In this paper, the BH-MC algorithm is proposed which combined with the advantage of the black hole algorithm and the membrane computing. The results of the experiment show that the BH-MC algorithm outperforms other classical algorithms. In future research, the BH-MC algorithm will find more and more different areas of applications.
