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Abstract Random quantum processes play a central role both in the study of fundamental mixing
processes in quantum mechanics related to equilibration, thermalisation and fast scrambling by black
holes, as well as in quantum process design and quantum information theory. In this work, we present
a framework describing the mixing properties of continuous-time unitary evolutions originating from
local Hamiltonians having time-fluctuating terms, reflecting a Brownian motion on the unitary group.
The induced stochastic time evolution is shown to converge to a unitary design. As a first main result, we
present bounds to the mixing time. By developing tools in representation theory, we analytically derive
an expression for a local k-th moment operator that is entirely independent of k, giving rise to approx-
imate unitary k-designs and quantum tensor product expanders. As a second main result, we introduce
tools for proving bounds on the rate of decoupling from an environment with random quantum processes.
By tying the mathematical description closely with the more established one of random quantum circuits,
we present a unified picture for analysing local random quantum and classes of Markovian dissipative
processes, for which we also discuss applications.
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21. Introduction and motivation
In recent years, several ramifications of quantum processes having a random component have become
prominent in the literature [1–9]. These are quantum mechanical processes, but ones which have a clas-
sical random component. Random circuits are discrete processes of this type, so quantum circuits com-
posed of unitary quantum gates, each quantum gate being randomly drawn according to some probability
measure [3, 8, 10–13]. Continuous-time processes belong to this class too, e.g. stochastically fluctuating
local Hamiltonians [9, 14]. For both discrete and continuous-time evolutions, similar questions arise.
This is, for instance, the question how long it takes or what depth of the quantum circuit is required until
suitable mixing – in a sense made precise below – is achieved, meaning that they approximate a so-called
unitary design [15].
This recent development parallels and further develops an established body of literature on fully
classical random processes: Markov chain mixing provides tools to capture details of the convergence
of a Markov chain to its stationary distribution, giving tight bounds on relevant time scales for mixing,
hitting or cover times [16]. Applications of this powerful mathematical framework range from algorithms
design in computer science to the understanding of processes of equilibration and thermalisation in
classical statistical mechanics. The famous cut-off phenomenon of card-shuffling is epitomic for the
many intriguing insights the theory has to offer, showing that decks of 52 cards have to be shuffled seven
times until the distribution is suddenly close in variation distance to the uniform mixture [17].
Such random quantum processes, as they will be called in this work, again have applications in algo-
rithms design, now quantum algorithms design [3, 8, 18]. They are used in quantum process tomography
and low rank matrix recovery [19, 20] and benchmarking [21], where they provide powerful tools to
avoid significant overheads otherwise necessary with naive deterministic prescriptions. They play a key
role in notions of decoupling [4], the task of approximately bringing a quantum mechanical system into
a tensor product state with its environment, which constitutes a key property of quantum mixing pro-
cesses. It also is an important primitive in quantum information theory [4, 22]: Indeed, it plays a central
role in arguments of state merging [23], the task of conveying a subsystem from a sender to a receiver. It
also is key to the proof of the quantum reverse Shannon Theorem [24] and is useful to capture quantum
channel capacities [25]. Error correcting codes, so codes that protect quantum information against un-
wanted local decoherence, can be built upon such random processes [6]. It should be clear from this that
the analysis of such processes constitutes a powerful proof tool in the context of quantum information
theory.
Maybe most intriguingly, they are used as proxies for natural mixing processes occurring in physi-
cal systems governed by quantum mechanical laws. Clearly, random processes are reminiscent in many
ways and sometimes exactly model thermalising dynamics of interacting quantum systems with many
constituents [26]. This link has particularly prominently been explored in the context of black hole ther-
malisation. This phenomenon is connected to the still unresolved puzzle how quickly black holes release
information about their microscopic state. Based on considerations from string theory and gauge-gravity
correspondences [27, 28], it is increasingly becoming clear that black holes do not destroy information
when evaporating. This insight raises the question on what time scales this release of information pre-
cisely happens. It has been suggested that the time scale is set by the time it takes to “scramble” the
microscopic degrees of freedom of the black hole, in a way that initial local perturbations will be locally
undetectable. Taking this idea seriously, it has been suggested in the famous “fast scrambling conjec-
ture” that black holes should indeed be perfect scramblers, taking a time logarithmic in the number of
degrees of freedom [9, 29]. Unfortunately, the microscopic models under consideration, most impor-
tantly the so-called matrix models [27], involve highly non-local interactions in interacting models that
embody both bosonic and fermionic degrees of freedom, are notoriously difficult to solve, even on mod-
ern supercomputers. For this purpose, research on the fast scrambling conjecture has focused much on
identifying proxies that share many similarities with the actual physical model, to get a handle on a pre-
cise quantitative understanding of the mechanisms that lead to such a fast scrambling. Classical models
have been considered [30], small-dimensional quantum models [31], random processes precisely of the
kind considered here, in the form of stochastically fluctuating local Hamiltonians [9], as well as random
circuits [2]. It is one of the key motivations of the present work to provide tools for studies of this kind.
3Indeed, stochastically fluctuating local Hamiltonians are less well understood than random circuits– and
importantly, a precise understanding of the equivalences of mixing times seems urgently needed.
It should also be clear that time-fluctuating processes as such are ubiquitous in nature. For such
processes, the dynamics is captured by a family of Hamiltonians of the form
Ht = H0 + Ft, (1)
such that both H0 and Ft are local Hamiltonians of a quantum system with many degree of freedom and
Ft is randomly fluctuating in time. Any experimental setting in quantum mechanics will necessarily be
interacting with a classical exterior in one way or the other. Many decoherence mechanisms can well be
approximated by a classical degree of freedom fluctuating randomly in time. In fact, effects like magnetic
field fluctuations are of this type, and so are Gaussian noisy processes in condensed matter physics. This
type of noise is usually seen as a detrimental type of decoherence, deteriorating the coherence present in
the quantum mechanical system. This connection to local dissipative dynamics will be made clear below.
Again, a precise understanding of these effects and their impact seems desirable.
Again more technologically or pragmatically speaking, it should be clear that fluctuating Hamilto-
nians of the form (1) by no means have to reflect unwanted external noise. Quite to the contrary, in
many applications in which random quantum circuits are envisioned, one can as well replace the quan-
tum circuit by the mere time evolution under such a fluctuating Hamiltonian. In many situations this can
lead to a significantly simplified prescription, compared to implementing precisely controlled quantum
gates that are designed according to samples of some suitable classical probability distribution. That is
to say, in a number of instances, fluctuating Hamiltonians can be seen as being vastly more feasible than
random circuits that require the accurate realization of quantum gates, at least from the perspective of
implementation.
Motivated by these considerations, in this work we investigate mixing properties of random quantum
processes in quantum many-body systems. Specifically, we consider a family of time-fluctuating local
Hamiltonians inducing a Brownian motion on the unitary group. We show that this locally generated
Brownian motion gives rise to an efficient approximate unitary k-design of arbitrary order, i.e. all its mo-
ment operators converge to those of the Haar measure. Furthermore, the convergence rate is comparable
to that of a random quantum circuit in discrete time. Our main technical contribution is a connection
between the generator of the local diffusion and the Casimir element of the special unitary group. This
allows us in turn to obtain an explicit uniform lower bound on the gap of the local generator, i.e. indepen-
dent of the order k. Hence, our results also provide a class of probability measures on the unitary group,
where the set of generated unitaries has the spectral gap property, albeit with an explicitly known con-
stant [32, 33]. This might be an unexpected result, as the convergence time of the k-th moment increases
with k for many processes.
We also show decoupling with almost linear scaling in the system size. We interpret the time-fluctuating
Hamiltonian in the framework of a continuous-time random walk, relating it with the discrete random
walk induced by random quantum circuits with Haar distribution. The continuous-time version has been
first formalised by Montroll and Weiss [34] as a sequence of random transitions (jumps) spaced out by
waiting times and been object of successive study [35], being applied to a wide range of fields of physics
[36–38]. In particular, an exact correspondence between the accelerated steps of the random walk in-
duced by random quantum circuits given in ref. [10] and the jumps of the continuous-time random walk
generated by the fluctuating Hamiltonian infers a close similarity between the discrete circuit and the con-
tinuous process and can be hence used to relate results from these two settings. Much of the present work
can hence be seen as providing a unifying framework to capture random quantum processes—continuous
and discrete in time—under a single umbrella. By bringing notions of fluctuating Hamiltonians closer
together with those of random quantum circuits, we provide a unified picture of mixing properties of
random quantum processes. The results laid out here are expected to provide powerful technical tools to
make further progress in those research questions for which such quantum processes having a classical
random component are relevant, maybe most intriguingly the fast scrambling conjecture.
42. Preliminaries
In this section, we introduce basic notions and concepts that will be made use of when stating the main
results. In the focus of attention will be the concept of a unitary design. A unitary design is a probability
distribution over unitary matrices that mimics properties of the Haar measure, in a similar sense as
a spherical design approximates the unit sphere. In order to capture approximate versions of unitary
designs – which will feature strongly throughout this work – several norms will be relevant. We finish
this section by introducing the concept of locally generated Brownian motion on the unitary group.
2.1. Norms. In this work, all Hilbert spaces and other vector spaces considered are finite dimensional, re-
flecting finite-dimensional quantum systems. We denote the vector space of linear operators on a Hilbert
spaceH by L(H). The trace norm of an operator X ∈ L(H) is defined by
‖X‖1 :=
∑
i
si(X), (2)
where we denote by si(X) the i-th singular value of X .
For linear maps on operators we introduce the following two norms.
1. The diamond norm [39] of T ∈ L(L(H)) is defined to be
‖T ‖ := sup
d
sup
X 6=0
‖(T ⊗ Id)X‖1
‖X‖1
, (3)
where Id denotes the identity element in L(L(Cd)). The diamond norm is most meaningful to quan-
tify how close two quantum channels are, reflecting physical processes.
2. The infinity norm ‖T ‖∞ of T is given as the largest singular value of T .
2.2. Exact and approximate unitary designs. In this work, we examine probability measures over the
unitary group and their mixing properties. We refer to them as distributions on the unitary group U(N).
A central role is played by the invariant distribution over all unitaries given by the Haar measure. In
many applications, one is interested in distributions which approximate properties of the Haar measure
but can be generated with limited resources (e.g. quantum circuits of a certain given depth or Hamiltonian
quantum evolution generated by local Hamiltonians for a certain run-time). Unitary k-designs capture the
ability of a distribution to mimic the properties of the Haar measure in the sense that expectation values
of polynomials of a certain order k are equal to those of the Haar measure. As pointed out above, they
have a wide range of applications in quantum algorithm design [3, 8, 18], in quantum state and process
tomography [19, 20], and in notions of benchmarking [21] – basically as a powerful tool for partial de-
randomisation. Conceptually, they feature strongly in descriptions of equilibration, thermalisation and
scrambling [2, 9, 29].
In order to make this concept of a unitary design precise, we define the k-th moment operator Mkµ on
L(H⊗k) with respect to a distribution µ on U(N) by
X 7→Mkµ(X) := Eµ
[
U⊗kX (U†)⊗k
]
. (4)
Exact unitary designs as well as suitable approximate versions thereof can be defined in terms of Mkµ .
Definition 1 (Unitary designs). Let µ be a distribution over the unitary group U(N). Then µ is an
ε-approximate unitary k-design if ∥∥Mkµ −MkHaar∥∥ ≤ ε. (5)
For ε = 0, the distribution µ is also called an exact unitary k-design.
5Physically implementing an exact unitary design is in general neither an obvious nor an efficient
task. Fortunately, for a plethora of applications, exactness of a design is not required. Instead, we are
usually interested in obtaining approximate unitary designs, i.e., distributions which behave similarly
as the Haar measure and which can be implemented efficiently. We would also like to note that there
are different formal definitions of approximate unitary designs, each of which being equipped with a
different interpretation and being relevant in a different context; a close examination has been done in
ref. [40].
An important method for obtaining a bound on ε is to analyse the gap of the moment operator Mkµ ,
leading to the following definition.
Definition 2 (Tensor product expanders). A distribution µ on the unitary group U(N) is a quantum
(λ, k)-tensor product expander if ∥∥Mkµ −MkHaar∥∥∞ ≤ λ. (6)
The following lemma links this definition to the one of designs.
Lemma 3 (Criterion for being an approximate unitary design [40, Lemma 2.2.14]). Let µ be a dis-
tribution on U(N). If µ is a quantum (λ, k)-tensor product expander, then µ is also an ε-approximate
k-design with ε = Nkλ.
The expectation value of polynomials with respect to the Haar measure over the unitary group can
be understood in terms of the Schur-Weyl duality. This says that MkHaar is an orthogonal projection onto
the span of operators representing a permutation of the k tensor copies of H (see ref. [41, Proposition
2.2] for a complete description). This means that all elements of this space are eigenvectors with unit
eigenvalues, while the complement space belongs to the kernel.
A similar connection between eigenvalues and eigenspaces can be made for universal distributions
as we will see in Lemma 5 below. In order to amplify closeness of a distribution µ on U(N) to the
Haar measure, one can convolute it ` times with itself and obtain a new measure µ?` on U(N). One can
effectively draw a unitary U from µ?` by drawing ` unitaries U1, U2, . . . , U` independently from µ and
take U as the product U = U1U2 . . . U`. Importantly, it holds that
Mkµ?` = (M
k
µ)
` . (7)
If the support of µ?` becomes dense in U(N) for large ` we call µ universal. More precisely, a
universal distribution can be defined as follows.
Definition 4 (Universal distribution). Let µ be a distribution on U(N). Then µ is said to be universal
if for all V ∈ U(N) and any δ > 0 there exists a positive integer ` such that
µ?` (Bδ(V )) > 0, (8)
where Bδ(V ) is the neighbourhood of V with radius δ > 0.
Here, the canonical way to capture the radius is in terms of the geodesic distance on U(N). It should
be clear, however, that any other equivalent metric gives rise to the same definition of universality. This
definition can be seen as a generalisation of a universal gate set: if µ is the uniform distribution over
finitely many unitaries then this set of unitaries is universal if and only if µ is universal. Universal
distributions induce moment operators satsifying the following property for all orders k.
Lemma 5 (Lemma 3.7 in ref. [10]). Let µ be a distribution on U(N). Then all eigenvectors of MkHaar
with unit eigenvalue are eigenvectors of Mkµ with unit eigenvalue. Additionally, if µ is universal then µ
is k-copy gapped for any positive integer k. This means that∥∥Mkµ −MkHaar∥∥∞ < 1. (9)
As a consequence, Mkµ?` converges to M
k
Haar for ` → ∞. For many practical applications, however,
a bound on the convergence rate is needed. Below, we will extend such a bound from quantum circuits
[12] to locally generated Brownian motion on U(N).
62.3. Locally generated Brownian motion on the unitary group. In this section, we define the central
objects studied in this work: Brownian motions on the unitary group. These are continuous-time stochas-
tic processes describing the unitary evolution of a quantum system with a fluctuating Hamiltonian and
whose increments satisfy specific properties. In this way, a distribution on U(N) is induced, which
changes over time and eventually converges to the Haar measure for arbitrary moments.
A deterministic family of Hamiltonians t 7→ Ht depending continuously on time t ∈ R generates a
unitary time evolution (see refs. [42, 43]) via the time-ordered exponential
Ut = T
[
exp
{
−i
∫ t
0
Hs ds
}]
. (10)
Conversely, Ht can be recovered from the increments
U†t Ut+∆t = 1− i∆t 〈Ht〉+O(∆t2) (11)
by taking the limit ∆t→ 0, where 〈Ht〉 denotes the time average of Hs over the interval [t, t+∆t).
In this work, we investigate how well a Brownian motion Ut that has stochastic increments of the
form of a local fluctuating Hamiltonian Ht generates an approximate unitary k-design as a function of
time t. First of all, we define Brownian motion as follows (c.f. refs. [44–46]):
Definition 6 (Brownian motion on the unitary group). A process Ut on the unitary group U(N) is
called Brownian motion if the following conditions are satisfied.
1. For all 0 < t1 < t2 < · · · < tn, the (left) increments Ut1U†0 , Ut2U†t1 , . . . , UtnU†tn−1 are independent.
2. For any time t ≥ 0, the increments are stationary, i.e., for any ∆t > 0 the increment Ut+∆tU†t is
equal in distribution to U∆tU
†
0 .
3. The paths t 7→ Ut are continuous almost surely.
Brownian motion Ut on the Lie group U(N) corresponds to Brownian motion Wt on the Lie algebra
u(N) through the exponential map, which for a matrix Lie group is given by the series exp(X) =∑∞
n=0X
n/n!. More precisely, one can construct Brownian motion onU(N) by injecting the differential
of a Brownian motion from u(N) via the product integral of the exponential map,
Ut = lim
∆t→0
1∏
`=t/∆t
exp
{
W`∆t −W(`−1)∆t
}
U0 , (12)
see ref. [47, Chapter 4.8] for a complete proof of existence and uniqueness of the process, and addition-
ally ref. [48, p. 226].
The Hamiltonian increments are denoted by
H`,∆t := iΘ`,∆t (13)
with
Θ`,∆t :=
1
∆t
[
W`∆t −W(`−1)∆t
]
(14)
being the increments in the Lie algebra u(N).
72.4. Local Hamiltonian increments. We now turn to describing the local Hamiltonian increments on
the physical quantum system consisting of n subsystems of dimension d, so that N becomes dn. Those
subsystems interact according to an interaction pattern captured by an interaction graph with vertex set
V and edge set E. In the special case of d = 2, this is referred to the qubit case, and the system is an
n-qubit system.
We assume that Θ`,∆t from eq. (14) is local with respect to an interaction graph (V,E), where each
vertex in V corresponds to a d-level subsystem. Only qudits connected by an edge e ∈ E may interact,
i.e.,
Θ`,∆t =
∑
e∈E
θ
(e)
`,∆t , (15)
where each local term θ(e)`,∆t is supported on e. The local terms are explicitly given by
θ
(e)
`,∆t = −ih(e)0 +
∑
µ
A(e)µ ξ
(e,µ)
`,∆t , (16)
where we specify each term in this equation in the following. h(e)0 are deterministic Hermitian operators
reflecting a constant drift in the evolution. Each noise operator A(e)µ acts on the two vertices connected
by e as Aµ and as the identity elsewhere. {Aµ }µ is a basis of the real Lie algebra
u(d2) := {X ∈ Cd2×d2 : X = −X†}. (17)
ξ
(e,µ)
k are real random variables representing the noise. We assume that the noise satisfies
E
[
ξ
(e,µ)
`,∆t
]
= 0, (18)
E
[
ξ
(e,µ)
`,∆t ξ
(e′,µ′)
`′,∆t
]
= − a
∆t
δ`,`′ δe,e′ κ
−1
µ,µ′ , (19)
where a > 0 is an arbitrary constant and the matrix κ is defined by
κµ,ν := −2d2Tr(A†µAν). (20)
As we will explain later, this matrix is in fact the Killing metric tensor associated with the basis {Aµ }µ.
Remark 7 (Orthonormal basis). If the basis {Aµ }µ is orthonormal then our assumption (19) on the
covariance simplifies to
E
[
ξ
(e,µ)
`,∆t , ξ
(e′,µ′)
`′,∆t
]
=
a
2d2∆t
δ`,`′ δe,e′ δµ,µ′ (21)
which represents white noise. This happens, for instance, if we choose the Pauli basis (see the example
processes in Section 5.4 and Section 3.2).
Remark 8 (Overcomplete sets of operators). Additionally, we may consider an overcomplete set of oper-
ators {Aµ } ∈ u(d2) as long as they give rise to a negative contribution to the generator (52), since this
will increase the gap of the moment operator induced by the stochastic evolution and hence make the
convergence even faster.
The above described Brownian motion with Hamiltonian increments as in eq. (15) with the specified
θ
(e)
` induces a Brownian motion Ut on the unitary group. We denote the distribution of Ut at time t by
SLH(t) and write the according expectation as ESLH(t) .
83. Main results
In this section, we present the two main results on mixing properties for local stochastic Hamiltonian
evolutions. Theorem 9, together with Corollary 10, asserts that the distribution over unitaries induced by
the Brownian motion as in Definition 6 is a quantum tensor product expander and hence an approximate
unitary k-design after a run time scaling polynomially in k and linearly in the system size n. This means
that it is suitable to efficiently reproduce certain properties of the Haar measure. Theorem 13 on decou-
pling says that any subsystem affected by a stochastic evolution reproducing Brownian motion becomes
uncorrelated with respect to a second (possibly initially correlated) subsystem in almost linear run time
in system size.
3.1. Tensor product expanders and approximate unitary designs. For any of the time-fluctuating local
Hamiltonians fulfilling the description in Section 2.3, each moment of the generated unitary process
becomes close to that of the Haar measure after a sufficiently long run time. This result can be expressed
in terms of quantum tensor product expanders or approximate unitary designs as follows.
Theorem 9 (Local Brownian motions onU(dn) are quantum (λ, k)-tensor product expanders). Let
UT be a unitary Brownian motions with the increments (15) with the interaction graph (V,E) being
either a complete graph or a 1D nearest neighbour graph. Then, for any run time
T ≥ 850dlogd(4k)e2d2k5k3.1/ ln(d)
ln(1/λ)
a
, (22)
UT is a quantum (λ, k)-tensor product expander.
Then, using Lemma 3, we immediately obtain the subsequent corollary.
Corollary 10 (Approximate unitary k-designs). For any run time
T ≥ 850dlogd(4k)e2d2k5k3.1/ ln(d)
nk log(d) + ln (1/ε)
a
, (23)
UT is an ε-approximate unitary k-design.
Theorem 9 can be seen as a unifying statement on random quantum processes. It extends the results
on random local quantum circuits, as considered in ref. [12, Corollary 7], to continuous time dynamics
under fluctuating Hamiltonians. Note that the scaling of the minimal runtime required for the generating
of a unitary k-design is by a factor of n smaller with respect to the circuit setting. This is due to the
number of Hamiltonian interactions per time step growing linearly in the system size for a 1D graph
(which is, as discussed in Lemma 22, the slowest setting among all complete graphs), while for local
random quantum circuits only one gate per step is applied. If we re-scale the stochastic Hamiltonian
with a pre-factor O(1/
√
n) so that the k-th moment operator may be written in the same form as the one
induced by a random quantum circuit, i.e. (cf. eqs. (69)-(71) for derivation),
Mk =
1
n
∑
j
(
mk
)j,j+1
, (24)
where
(
mk
)j,j+1
denotes the local moment operator applied on qubits j and j+1, then we would instead
obtain the same scaling for the mixing time. Therefore, we can consider the two scenarios as perfectly
compatible. As already discussed in the introduction, the time-continuous case might often be the more
natural and easier implementable choice in applications, such as tomography or random benchmarking:
They do not require the explicit implementation of random bipartite unitary matrices and often the nat-
ural fluctuations present in a system are already a good approximation of a locally generated Brownian
motion.
The full proof of Theorem 9 is given in Section 5. Its outline is the following.
9Proof idea of Theorem 9. We express the k-th moment operator MkSLH(t) in terms of a generator Gk so
that MkSLH(t) = exp(tGk). This generator has again the same locality structure as Hamiltonian incre-
ments in eq. (15), i.e.,
Gk =
∑
e∈E
g
(e)
k . (25)
The crucial point of our proof is to obtain a lower bound to the spectral gap for the invariant subspace
of g(e)k . This gap can be recovered thanks to a simple relation between g
(e)
k and the so-called Casimir
element of su(d2) in a certain (reducible) representation denoted by pik,k. Since the eigenvalues of the
Casimir element in each irreducible representation of su(N) are well known, we can determine the
spectrum in the representation pik,k from its irreducible decomposition. In particular, using an argument
based on the shape of Young diagrams, we derive a local gap, ∆(gk), independently of k from which we
finally deduce, applying results from ref. [12], a gap for Gk. This establishes the bound on the mixing
time.
3.2. Fast decoupling with stochastic quantum Hamiltonians. The second result is concerned with fast
decoupling properties of the random evolutions considered in this work. In the following, we restrict our
analysis to the qubit case in which d = 2 and where the noise operators are given by the Pauli matrices
σ0 = 1, σ1, σ2, and σ3. We connect to and extend the result on fast decoupling given in ref. [4] for a
continuous-time evolution. Inspired by the Hamiltonian given in ref. [9], for which a reading of the fast
scrambling conjecture has been studied, we set the increments in eqs. (15) and (16) of the Brownian
motion to be
Θn,`,∆t = −iHn,`,∆t := −i
(
2
n(n− 1)
)1/2∑
j<k
3∑
α,β=0
σjα ⊗ σkβ ξ(j,k,α,β)`,∆t , (26)
where σjα ⊗ σkβ means that σα ⊗ σβ is applied on qubits labeled j and k, respectively. We recall that
ξ
(j,k,α,β)
`,∆t are i.i.d. real random variables with zero mean and covariance
E
[
ξ
(j,k,α,β)
`,∆t ξ
(j′,k′,α′,β′)
`′,∆t
]
=
1
∆t
δ`,`′δk,k′δj,j′δα,α′δβ,β′ ∀j, k, α, β (27)
which is obtained from eq. (21) by choosing a. The pre-factor of (2/(n(n− 1)))1/2 is chosen so that the
initial rate of diffusion of a local operator scales as O(1/n). This is to normalize the time scale for the
diffusion process in order to compare it with the random quantum circuit model in refs. [4, 10], where
the probability that a local operator experiences a random gate is 2/n per discrete time step.
In what follows, we refer to an n-fold tensor product of Pauli operators (including the identity) on
qubits as a Pauli string and denote it by σα, with an n-dimensional index α = {0, 1, 2, 3}n representing
the label of each sub-element.
For our results, we need to define the permutation invariance property. This condition is required to
deduce a dominant probability distribution on the final Pauli coefficients when starting with an analysis
of the evolution of the Pauli weights. Indeed, the random walk on Pauli weights does not distinguish
among strings with same support size but different support, hence it provides the probability distribution
for each set of strings with the same support size, but not on Pauli strings taken singularly.
The permutation invariance property has already been debated in the proof of ref. [10] showing that
random quantum circuits with Haar measure are approximate unitary 2-designs. In ref. [49] it has been
discussed that this essential condition in the proof had not been granted and an argument making use on
random transpositions based on the work of Diaconis (see refs. [17, 50]) has been put forward solving this
issue. Since we cannot prove that permutation invariance is achieved with sufficiently high probability
by the stochastic Hamiltonian evolution itself within a run time scaling almost linearly in n, we impose
it as a pre-condition for the initial state. Actually, we can relax the condition and ask for a “large portion”
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Figure 1: In the decoupling theorem, an initial bipartite state ρAE is affected by a unitary evolution UA
chosen at according to a certain distribution µ. Then, subsystem A is mapped to another subsystem B
through a completely positive map TA→B . Finally, the distance between the final state and the product
state τB ⊗ ρE is characterised by entropy measures.
of the qubits, but not necessarily all, to be invariant with respect to an arbitrary permutation. This allows
us to apply our result to a larger family of states, for instance those whose support is very small. More
formally, we define the permutation invariance property as follows.
Definition 11 (Permutation invariance property). Let 0 ≤ γ < 1. Let σpi(µ) denote a Pauli string
whose label is given by interchanging the sub-indices of µ according to the permutation pi. Then, for
an arbitrary quantum state ρ of a n-qubit system, we say that it satisfies the γ-permutation invariance
property if there exists a subset of (1 − γ)n qubits which is invariant with respect to any permutation,
i.e.,
Tr[σµρ] = Tr[σpi(µ)ρ] (28)
for every Pauli string σµ and every permutation pi on this subset of qubits.
Note that any state ρ with |supp(ρ)| ≤ γn is permutation invariant with respect to this definition.
For the decoupling theorem, two initially correlated subsystems, which we denote by A and E, are
considered and their joint state is given by ρAE . Then, A is affected by a unitary evolution describing
Brownian motion. Subsequently a completely positive map T maps it into another system B. The map
TA→B can be equivalently described by its Choi-Jamiolkowski isomorphism [51], given by
τA′B = (IA′ ⊗ TA→B) (|ψ〉 〈ψ|)A′A (29)
with
|ψ〉A′A = |A|−1/2
∑
j
|j〉A′ ⊗ |j〉A (30)
being a maximally entangled state vector and A′ a copy of A and |A| denoting the Hilbert space dimen-
sion of A.
A decoupling theorem quantifies the distance, in terms of the 1-norm, of the final state of the above
described evolution from the product state τB ⊗ ρE , considering the expectation over the unitary distri-
bution. The bound on this expression is characterised by entropy measures of the initial state ρAE and
of the Choi-Jamiolkowski representation of the map T . More specifically, the entropy measure is the
conditional collision entropy of A given B, defined as (see ref. [52, Definition 2.9])
H2(A|B)ρ := sup
σB∈S=(HB)
− log tr
[((
1A ⊗ σ−1/4B
)
ρAB
(
1A ⊗ σ−1/4B
))2]
. (31)
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Our second main result states that, under a unitary evolution describing Brownian motion, decoupling
is achieved with a run time scaling almost linear in system size. We denote the Pauli basis coefficients
after a continuous-time evolution with run time T as
QT (µ, ν) :=
1
4n
Tr
[
σν ⊗ σνMk=2n,SLH(T )(σµ ⊗ σµ)
]
. (32)
First of all, we derive an upper bound on the distance between the distribution of these Pauli coefficients
and a distribution which is close to the uniform one.
Theorem 12 (Mixing condition for Pauli coefficients). For any constants δ ∈ (0, 1/16), η ∈ (0, 1)
there exist constants ς > 0 and 0 < γ0 ≤ 1/2 such that for a total run time T ≥ ς n log2 n and large
enough n ∑
ν∈{0,1,2,3}n,ν 6=0
∣∣QT (µ, ν)− pδ(ν)∣∣ ≤ 1
(3− η)`(n`) 1poly(n) (33)
where σµ is an arbitrary string whose support has size ` and has a subset of (1−γ)n qubits, with γ < γ0,
which is invariant with respect to any permutation, and pδ is a (possibly sub-normalised) distribution on
Pauli strings such that:
pδ(ν) ≤ 5
δn
4n − 1 ∀ν. (34)
From Theorem 12 we obtain the final result on decoupling, which can be seen as a statement unifying
the description of continuous and discrete processes. Specifically, it links the stochastic local Hamil-
tonian evolution (up to the permutation invariance property assumed for the initial state) to that of a
random quantum circuit under Haar distribution given in ref. [4, Theorem 3.2], and establishes a connec-
tion between the discrete random walk induced by a random quantum circuit and the continuous-time
random walk implied by the stochastic local Hamiltonian evolution. The actual proof of Theorem 13
from Theorem 12 follows by arguments analogous to the random quantum circuit case given in ref. [4].
Theorem 13 (Fast decoupling). Consider a bipartite quantum state ρAE ∈ SAE of an n-qubit systemA
coupled with some other system E. Let then ρAE undergo a unitary evolution Ut induced by stochastic
local Hamiltonian increments as in eq. (26) acting upon system A, followed by a completely positive
trace preserving map T : SA → SB which maps from A to another system B. Let τA′B denote the
Choi-Jamiolkowski isomorph of T . Then, for any δ ∈ (0, 1/16) there exist ς > 0 and 0 < γ0 ≤ 1/2
such that for all γ-permutation invariant states with γ < γ0 and total run times T ≥ ς n log2 n and for
large enough n
ESLH(T )
{∥∥∥T (UT ρAEU†T)− τB ⊗ ρE∥∥∥
1
}
≤
(
1
poly(n)
+ 5δn · 2−H2(A|B)τ−H2(A|E)ρ
)1/2
, (35)
where SLH(T ) denotes the distribution over the unitary group induced by the Brownian motion with run
time T .
Proof idea of Theorem 12. As a first step, we observe the evolution of the support size of Pauli strings
during the continuous-time process, looking for the probability to reach a support size within the interval
[3/4− δ, 3/4 + δ]when starting from an arbitrary Pauli string of weight `. The key point is that the jumps
of the continuous-time random walk on the Pauli weights induced by the fluctuating Hamiltonian corre-
spond exactly to the accelerated Markov chain (i.e., the chain conditioned on moving) deduced from the
random quantum circuit with Haar distribution as in refs. [4, 10]. This displays an equivalence between
the two settings and allows us to link results relating to the two types of processes. We then compute the
contribution of each string to this probability to obtain the desired condition for Pauli coefficients. More
precisely, we do so by using the permutation invariance property and the uniform randomisation of the
Pauli basis σ1, σ2, σ3 – the latter achieved by the evolution itself. We can then infer that almost all Pauli
strings with the same support size share the same probability.
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4. Applications
We discuss in the following two interesting applications for Brownian motion on the unitary group,
namely dissipative dynamics and black holes scrambling, and hint at a third one, making use of fluctuat-
ing Hamiltonian dynamics in quantum information processing.
4.1. Dissipative dynamics arising from fluctuations. As pointed out before, there is an intimate relation-
ship between time-fluctuating dynamics and Markovian dissipative evolution, a connection that will be
made manifest in this subsection. Brownian motion Ut on the unitary group yields an average dynamics
given by
ρ(t) := E[UtρU†t ] , (36)
which describes a dissipative quantum Markovian evolution of the state ρ. In this sense, time-fluctuating
classical noise is precisely a specific source of dissipation. As pointed out in the introduction, processes
of this kind are ubiquitous in nature and in quantum systems in the laboratory: they originate whenever
one does not have perfect control over the classical control parameters. At the same time, they can be
used as a tool. Indeed, the use of controlled dissipative Markovian dynamics has received much interest
in recent years [53–55].
The generator of the dynamical semi-group given by the evolution (36), and more generally of the k-
th moment operator from eq. (4), is calculated below in Lemma 15. For k = 1, the generator is explicitly
given in the following.
Proposition 14 (Fluctuations as dissipative processes). Let Ut be a Brownian motion with increments
Θ∆t as in eq. (14). Write Θ∆t as
Θ∆t = −iH0 + F∆t , (37)
where −iH0 and F∆t are its anti-Hermitian time constant and fluctuating parts, respectively, with
F∆t =
∑
µ
Bµ ξ
µ
∆t, B
†
µ = −Bµ , E[ξµ∆t] = 0 , and E[ξµ∆t ξν∆t] = −
a
∆t
δµ,ν .
Then ρ(t) = E[UtρU†t ] gives rise to a quantum dynamical semi-group and evolves according to the
Lindblad equation
d
dt
ρ(t) = −i [H0, ρ(t)]− a
∑
µ
(
BµρB
†
µ −
1
2
(
B†µBµρ+ ρB
†
µBµ
))
(38)
with ρ(0) = ρ.
This proposition is proven after Lemma 15.
4.2. Applications for fast scrambling. In the last decade, black holes have been considered from a quan-
tum information perspective, providing toy models and a fresh perspective to the field. In particular
it has been conjectured that they are fast scramblers [29, 56, 57]. A system is scrambled when any
previous perturbation has been thoroughly spread among the degrees of freedom so that to recover in-
formation contained in the perturbation one should access simultaneously a large fraction of the entire
system. The minimum time for mixing information is then called scrambling time. More specifically,
in ref. [29] three hypotheses have been outlined: the most rapid scramblers take logarithmic time in the
degrees of freedom, the bound is saturated for matrix quantum mechanics, i.e., systems whose degrees
of freedom are n × n matrices, black holes are the fastest scramblers in nature. The authors of ref. [9]
brought evidence about the conjectures regarding scrambling in logarithmic time by investigating Brow-
nian quantum circuit and Ising model on sparse random graphs. There are two related mixing conditions
for unitary dynamics that satisfy the requirements for scrambling, as discussed in refs. [29, 56], or ref.
13
[57], respectively. The relation between our results and both of these conditions will be discussed in the
following.
In ref. [56], one considers the black hole’s internal system A and the radiated environment E. Fur-
thermore, one defines an additional reference system R, initially maximally entangled with a quantum
memory system M that is subsequently thrown into the black hole. As the Hawking radiation leaks out,
we would like R to become maximally entangled with a subsystem of E on which we can have control,
hence having recovered the initial state of M , and so interpreting the black hole as a mirror (see Fig.
2). This may be translated into a scrambling condition through a decoupling theorem. As the black hole
evaporates, A shrinks into a smaller system B which decouples from R. More formally, this means that
EHaar
{∥∥∥∥TrA\B (UA ρARU†A)− 1B|B| ⊗ ρR
∥∥∥∥
1
}
≤ 2−γ , (39)
where ρAE is a quantum state where subsystem E shares m Bell pair with A, and A is otherwise mixed,
and γ is the difference between the number of qubits emitted as Hawking radiation and the number of
qubits of system M . The approximate statement
Eω
{∥∥∥∥TrA\B (UA ρARU†A)− 1B|B| ⊗ ρR
∥∥∥∥
1
}
≤
√
4−γ + 4mε (40)
is satisfied in expectation for an ensemble of unitary transformations ω, which is an approximate 2-design
in the sense that the Pauli coefficients are close to the uniform distribution, i.e.∑
ν 6=0
|qω(µ, ν)− qu(µ, ν)| ≤ ε ∀µ , (41)
where
qu(µ, ν) =
1
4n − 1 ∀µ, ν and qω(µ, ν) =
1
4n
Tr
[
σν ⊗ σνMk=2ω (σµ ⊗ σµ)
]
. (42)
This condition was shown in ref. [10] to be satisfied by a random quantum circuit of size O(n log n)
(when  = 1/poly(n)) and analogously by a stochastic local Hamiltonian, according to the analysis
on random walk in Section 6 and following the same reasoning as in ref. [10], with a run time T =
O(n log n). However, in order to compare time scales with ref. [9], we take the same convention and
divide the global scrambling time by the time to scramble a single subsystem ; in this case we obtain a
scrambling time of τ∗ = O(log n). Hence, our work also provides an alternative proof for the scaling
Figure 2: A quantum memory system M is initially entangled with a reference system denoted by R and
is subsequently thrown into a black holeA (left picture). As the black holes leaks out Hawking radiation,
it shrinks into a smaller system B. When a controlled subystem of the irradiated environment E′, has
become maximally entangled with the reference system R, the initial information M has been mirrored
(right picture).
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of the scrambling time in ref. [9], although our argument does not involve any intermediate conjectures,
such as the final statements of ref. [9, Appendix B].
In ref. [57], a slightly different scrambling condition is required for the unitarity of black hole evapo-
ration to hold, given postselection on the final state at the singularity inside the black hole. One considers
the composite systemHM ⊗Hin ⊗Hout representing the infalling matter, the infalling negative energy
Hawking radiation behind the event horizon and the outgoing positive energy Hawking radiation outside
the horizon, respectively. Again, one defines a reference system S which is maximally entangled with
a subsystem M1 ⊂ M . After the application of a random unitary transformation U on HM ⊗ Hin and
subsequently tracing out the complement subsystem of S, we have (cf. [57, eq.(3)]):
EHaar
{∥∥∥∥TrS (U ρU†)− 1S|S|
∥∥∥∥
1
}
≤
√
|HM1 |
|Hin| . (43)
A relaxed version of this bound, namely
Eω
{∥∥∥∥TrS (U ρU†)− 1S|S|
∥∥∥∥
1
}
≤
√
5δn
|HM1 |
|Hin| +
1
poly(n)
, (44)
where n = log2 (|Hin||HM |), follows from the condition
∑
ν 6=0
|qω(µ, ν)− 4δnqu(µ, ν)| ≤ 1
(3− η)`(n`) 1poly(n) , (45)
for every Pauli string σµ with support size ` .
The above condition was shown to hold in ref. [4] for random quantum circuits of size O(n log2 n).
Applying the equivalence established Section 6, it follows from Theorem 12 that this is fulfilled by a
stochastic local Hamiltonians in time τ ′∗ = O(log
2 n), when again we take the convention of ref. [9] and
divide global scrambling time by the time to scramble a single subsystem.
Note finally that recently, an interesting connection between chaos – as being captured by out-of-time-
order correlation functions – and pseudorandomness – as formalised in the notion of a unitary design –
has been established [59]. Invoking those results, the findings presented here on generating approximate
unitary designs by making use of time-fluctuating dynamics can be applied to assess quantum chaos in
this sense.
4.3. Applications in quantum information processing. We finally mentioned a third, immediate, applica-
tion, which seems yet particularly important when having potential technological applications in quan-
tum information processing in mind. It should be clear that whenever the aim is to realize an approximate
unitary design, the evolution under a fluctuating Hamiltonian already constitutes a valuable option. In
many domains of quantum information, specifically in notions of benchmarking, approximate unitary de-
signs are important primitives [19–21]. It is known that with a suitable random circuit one can generate
an ε-approximate k-design [12]. Such a prescription, however, requires the precise implementation of a
deep quantum circuit consisting of a large number of local quantum gates, namelyO(nk9(nk+log 1/ε)).
The above results have the interesting implication: instead of implementing a quantum circuit, a suitably
stochastic Hamiltonian evolution gives rise to exactly the same dynamics. In such an approach, the clas-
sically fluctuating parameters would have to be stored. This insight might have important applications in
quantum information processing.
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5. Stochastic time evolution generates tensor product expanders
In this section, we prove Theorem 9 bounding the time after which the stochastic time evolution becomes
a tensor product expander. As a crucial step we investigate the gap of the local generator induced by the
Hamiltonian increments as given in eq. (15).
The proof will be structured as follows: we first derive in Lemma 15 the generator of the k-th moment
operator and then describe how this allow us to express it as a tensor product expander using previous
results on random quantum circuits. In Subsection 5.1 we provide the central mathematical results of
this work, namely a diagonalisation of the local generator by relating it to the Casimir element in the
enveloping algebra of su(d2). Since only certain irreps are contained in the direct sum decomposition of
the Casimir element, we will observe that no eigenvalue can assume a value in the interval (0,1), giving
rise to a local gap.
Much of the developed machinery will build upon the representation theory of the special unitary
group. It will also be helpful to use the identification of maps on matrices with matrices (induced vec-
torisation of matrices) given by vec(XY Z) = (X ⊗ ZT ) vec(Y ) to express the k-th moment operator
as
Mkµ = Eµ[pik,k(U)] , (46)
where pik,k(U) is the (k, k)-mixed tensor representation of the group element U ∈ SU(N) given by
pik,k(U) := U
⊗k ⊗ U⊗k. (47)
We also make use of the corresponding representation of the Lie algebra su(N) which is also denoted
by pik,k and satisfies the following for all X ∈ su(N)
pik,k(exp(X)) = exp(pik,k(X)), (48)
with
pik,k(X) =
k∑
i=1
X ⊗ 1i +
2k∑
i=k+1
X ⊗ 1i (49)
and
X ⊗ 1i := 11 ⊗ . . .⊗ 1i−1 ⊗X ⊗ 1i+1 ⊗ . . .⊗ 12k. (50)
This representation plays a central role in our analysis of the gap of the k-th moment operator of the
stochastic time evolution.
The k-th moment operator MkSLH(T ) has a generator that we explicitly calculate in the following. In
fact, the lemma also holds for general Brownian motions on U(N), not only the locally generated ones
considered in our theorems.
Lemma 15 (The generator of the k-th moment operator). Let MkT be the k-th moment operator of a
unitary Brownian motion with increments Θ∆t as in eq. (14) at time T . Then
MkT = e
Gk T (51)
with
Gk = lim
t→0
(
E [pik,k(Θt)] +
1
2
E
[
pik,k(Θt)
2 t
])
. (52)
Note that as Θt is anti-Hermitian, Gk is negative semidefinite. If the Brownian motion is universal then
the kernel of Gk is the invariant subspace of Mk.
Most steps in the proof of this lemma will be also used again in the proof of Theorem 9.
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Proof. As MkT is a Markov process, we have
MkT = (M
k
∆t)
T/∆t . (53)
With the mixed tensor representation (47) and the definition of the k-th moment operator (4) we obtain
for a single time step
Mk∆t = E [pik,k (U∆t)] (54)
= E [pik,k (exp {Θ∆t∆t})] (55)
with U∆t = eΘ∆t∆t and the increments Θ∆t from eq. (14). Using a Taylor expansion yields
Mk∆t = E
[
epik,k(Θ∆t)∆t
]
(56)
=
∞∑
p=0
(∆t)p
p!
E [pik,k(Θ∆t)p] (57)
= 1dim(pik,k) + E [pik,k(Θ∆t)]∆t+ E
[
pik,k(Θ∆t)
2
] ∆t2
2
+O(∆t2) . (58)
Composing the time steps as in eq. (53), we obtain
MkT = lim
∆t→0
(
1dim(pik,k) +
(
E [pik,k(Θ∆t)] + E
[
1
2
pik,k(Θ∆t)
2∆t
])
∆t
)T/∆t
(59)
and finishes the proof.
As a direct application of this lemma and as an exercise for the proof of Theorem 9, we prove Propo-
sition 14 in the following.
Proof (Proposition 14). According to Lemma 15 the evolution has a generator
G1 = lim
t→0
E
[
Θt ⊗ 1+ 1⊗Θt
]
+
1
2
lim
t→0
E[(Θt ⊗ 1+ 1⊗Θt)2] t , (60)
where the mixed tensor representation pi1,1 from eq. (49) is used. It remains to show that the generator is
of Lindblad form. The proposition’s hypothesis yields
G1 = −iH0 ⊗ 1+ i1⊗H0 + 1
2
lim
t→0
E[(F 2t ⊗ 1+ 1⊗ F
2
t + 2Ft ⊗ F t)] t (61)
= −iH0 ⊗ 1+ i1⊗HT0 −
a
2
∑
µ
(B2µ ⊗ 1+ 1⊗B2Tµ − 2Bµ ⊗BTµ ) , (62)
where we have used that Bµ = −BTµ . The identification vec(XY Z) = (X ⊗ ZT ) vec(Y ) and B†µ =
−Bµ finish the proof.
We note the following theorem on random quantum circuits generated by general local distributions,
which is implicitly contained in ref. [12, Corollary 7].
Lemma 16 (Relating global and local gaps). Let µloc be a distribution on U(d2) and µ be the dis-
tribution on U(dn) that applies a unitary drawn according to µloc to a uniformly chosen edge of an
interaction graph i, i+ 1. Then, its moment operator satisfies
‖Mkµ −MkHaar‖∞ ≤ 1−
(
1− ‖mkµloc −mkHaarloc‖∞
) (
1− ‖MkRQC,Haar −MkHaar‖∞
)
, (63)
where Haarloc denotes the Haar measure on U(d2) and MkRQC,Haar the moment operator of the unitary
circuit with distribution µ = Haarloc.
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Proof. Setting
(
MkHaar
)⊥
= 1−MkHaar we have the relation
‖Mkµ −MkHaar‖∞ = ‖
(
MkHaar
)⊥
Mkµ
(
MkHaar
)⊥ ‖∞ (64)
= ‖ 1|E|
n−1∑
e∈E
(
MkHaar
)⊥
mk,(e)µloc
(
MkHaar
)⊥ ‖∞ . (65)
By denoting γ := ‖mkµloc −mkHaarloc‖∞, we find m
k,(e)
µloc ≤ (1 − γ)mk,(e)Haarloc + γ1, which implies the
operator inequality
(
MkHaar
)⊥(∑
e∈E
mk,(e)µloc
)(
MkHaar
)⊥ ≤ γ|E| (MkHaar)⊥ (66)
+ (1− γ) (MkHaar)⊥
(∑
e∈E
mk,(e)µHaarloc
)(
MkHaar
)⊥
. (67)
Since (1 − γ) is positive, we can use the bound A ≤ ‖A‖∞ for the second summand on the right hand
side which, together with
‖MkRQC,Haar −MkHaar‖∞ = ‖
(
MkHaar
)⊥
MkRQC,Haar
(
MkHaar
)⊥ ‖∞ (68)
finishes the proof.
Now we present the main proof of Theorem 9. Part of it will be completed with the lemmas stated
and proved subsequently.
Proof (Proof of Theorem 9). Thanks to Lemma 5 it is enough to bound the gap of the k-th moment
operator MkSLH(T ). According to Lemma 21, the time constant part of the Hamiltonian does not affect
the invariant subspace nor the gap ofMkSLH(T ). Hence, we can set without loss of generality h
(e)
0 = 0∀e.
Additionally, in Lemma 22 we prove that the gap of an interaction graph being a complete graph is larger
than the one of a 1D graph. We hence consider only the latter case in the proof.
Using the approximation (58) and expressing Θ in terms of the local terms θ(e) (as in eq. (16)) we
obtain
MkSLH(∆t) = 1dim(pik,k) +
∑
e∈E
E
[
pik,k(θ
(e)
∆t)
2
] ∆t2
2
+O(∆t2) (69)
Using another Taylor approximation yields
MkSLH(∆t) = 1dim(pik,k) +
1
n
∑
e∈E
E
[
pik,k
(√
n θ
(e)
∆t
)2] ∆t2
2
+O(∆t2) (70)
=
1
n
∑
e∈E
E
[(
exp{√n θ(e)∆t ∆t}
)⊗k,k]
+O(∆t2) . (71)
Next, we view G(θ(e)∆t) := exp{
√
n θ
(e)
∆t ∆t} as a random gate in a G-random quantum circuit con-
sidered in ref. [12]. The (system size independent) local k-th moment operator on edge e ∈ E is
m
k,(e)
∆t := E
[(
exp{√n θ(e)∆t ∆t}
)⊗k,k]
. (72)
Note that this k-th moment operator also corresponds to a Brownian motion but with a variance rescaled
by a factor of n, cf. also the parameter a in eq. (19). As its gap, i.e., the difference between the largest
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and second largest eigenvalue does not depend on e we simply denote the gap of mk,(e)∆t by ∆(m
k
∆t).
Then the local gap lemma 16 yields directly∥∥∥MkSLH(∆t) −MkHaar∥∥∥∞ ≤ 1−∆ (mk∆t) (1− ‖MkRQC,Haar −MkHaar‖∞) , (73)
with MkRQC,Haar being the k-th moment operator of single step of a local random quantum circuit whose
gates are chosen from the Haar measure. The gap of MkRQC,Haar can be lower bounded as [12, eq. (41)]
(
1− ‖MkRQC,Haar −MkHaar‖∞
) ≥ k− 2.5ln(d)−2.5 ln(d2+1)ln(d)
125dlogd(4k)e2e(d2 + 1)
(74)
≥ 1
425ndlogd(4t)e2 d2 k5 k3.1/ ln(d)
, (75)
where we have also used the inequalities right after [12, eq. (41)]. Together with eq. (73), these results
imply
‖MkSLH(∆t) −MkHaar‖∞ ≤ 1−∆(mk∆t) s/n (76)
with
s :=
(
425dlogd(4k)e2d2k5k3.1/ ln(d)
)−1
. (77)
In order to calculate ∆(mk∆t) we use Lemma 15, eq. (72) and
E
[
pik,k(θ
(e)
t )
]
= 0 (78)
so that we can express mk,(e)∆t as
m
k,(e)
∆t = exp
(
n g
(e)
k ∆t
)
(79)
= 1+ n g
(e)
k ∆t+O(∆t
2) (80)
with
n g
(e)
k =
1
2
lim
t→0
E
[
pik,k(
√
n θ
(e)
t )
2 t
]
=
n
2
lim
t→0
E
[
pik,k(θ
(e)
t )
2 t
]
.
(81)
Hence,
∆(mk∆t) = n∆(gk)∆t+O(∆t
2) , (82)
where ∆(gk) denotes again the spectral gap to the invariant subspace, i.e., minus the largest non-zero
eigenvalue of g(e)k .
As both k-th moment operators have the same unit eigenvalue eingenspace according to Lemma 5,
‖MkSLH(∆t) −MkHaar‖∞ is the second largest eigenvalue of MkSLH(∆t). Hence,
‖MkSLH(T ) −MkHaar‖∞ = lim
∆t→0
‖(MkSLH(∆t))T/∆t −MkHaar‖∞ (83)
= lim
∆t→0
(1− s∆(gk))T/∆t (84)
= exp (−T s∆(gk)) . (85)
Observation 18 and Lemma 19 yields that the gap is the same as the variance (19) of the noise, ∆(gk) =
a/2, which completes the proof.
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5.1. Local gap. In order to calculate the local gap ∆(gk), the following representations for the algebra
su(N) will be used.
Trivial rep. pi1 : su(N)→ gl(1,C), X 7→ 0, (86)
Fundamental rep. pif : su(N)→ gl(N,C), X 7→ X, (87)
Adjoint rep. piad : su(N)→ gl (su(N)) , X 7→ adX , (88)
where adX is defined by adX(Y ) := [X,Y ].
Observation 17 (Omitting the phase) From the mixed-tensor representation we note that we can re-
strict the analysis on the su(N) algebra instead of u(N): the phase factor in the semi-direct product
decomposition of any U ∈ U(N) ' SU(N)oU(1) is cancelled by its complex conjugate coming from
U . In this representation the two algebras are indistinguishable.
The Killing form K in su(N) is the symmetric bilinear form defined by
K(X,Y ) := Tr [adXadY ] . (89)
Denoting the Hilbert-Schmidt inner product ofX and Y (in the fundamental representation) by 〈X,Y 〉 =
Tr(X†Y ), the Killing form of su(N) can also be written as
K(X,Y ) = −2N 〈X,Y 〉 . (90)
In terms of a basis {Xµ}N
2−1
µ=1 of su(N) the Killing metric tensor κ is defined by
κµ,ν := K(Xµ, Xν) , (91)
as was already indicated in eq. (20). Then, the Casimir element in a matrix representation pi is
C(pi) :=
∑
µ,ν
κ−1µ,ν pi(Xµ)pi(Xν) . (92)
According to eqs. (81) and (16), the local generator g(e)k of our unitary process with vanishing driving
h
(e)
0 = 0 is given by
g
(e)
k =
1
2
lim
∆t→0
E
pik,k
N2−1∑
µ=1
A(e)µ ξ
(e,µ)
2
∆t = −a
2
N2−1∑
µ,ν=1
κ−1µ,ν pik,k
(
A(e)µ
)
pik,k
(
A(e)ν
)
(93)
(where N := d2). The second equality follows from our central assumption (19). All g(e)k are tensor
copies of a local operator gk. Therefore, we will suppress the subscripts e in this section from now on.
Observation 18 (Casimir element) Let gk be the generator of the local k-th moment operator in eq. (93).
Then
gk = −a
2
C(pik,k) . (94)
More generally, an overcomplete set {Aµ } can also be admitted, as already mentioned in Remark 8.
The final result about the convergence rate – up to a constant O(1) – is still valid as long as the generator
and the Casimir element are related by an equation of the form
gk = −a
2
′
C(pik,k) + g
′ , (95)
where a′ > 0 and g′ is negative semidefinite so that it can only increase the gap.
In the following, we prove that the eigenvalues of the Casimir do not assume a value within the
interval (0, 1), for all k.
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Lemma 19 (Casimir gap). Let Ik be the set of irreducible representations occurring in pik,k and let
mk(pi) ∈ N denote the multiplicity of each such representation pi. Then
C(pik,k) '
⊕
pi∈Ik
c2(pi)1dim(pik,k) ⊗ 1mk(pi), (96)
where
c2(pi)

= 0 if pi ' pi1,
= 1 if pi ' piad,
> 1 otherwise.
(97)
In particular, the spectral gap of C(pik,k) is independent of k.
Proof. Since the Casimir element is an element of the center of the universal enveloping algebra, from
Schur’s Lemma follows that it acts as a multiple of the identity in each irreducible representation (see
ref. [60, Chapter 12]), so that (96) is immediate. Now, since the tensor product between the fundamental
representation and its conjugate are isomorphic to the direct sum of the trivial and the adjoint ones, this
means that the representation pik,k is isomorphic to (pi1 ⊕ piad)⊗k.
The trivial representation is guaranteed to occur in the decomposition of pik,k into irreducible repre-
sentations (for example, via pi⊗k1 ) and leads to the eigenvalue c2(pi1) = 0. The adjoint representation
always occurs – for example, via piad ⊗ pi⊗(k−1)1 and permutations thereof – too, and leads to the eigen-
value c2(piad) = 1. If we can show that no other irreducible representation pi with c2(pi) ≤ 1 occurs, the
proof is complete.
One might think that this requires rather detailed knowledge about how tensor product representations
of the form pi⊗lad decompose into irreducible representations. To follow the next argument, some basic
knowledge regarding Young diagrams is necessary; please refer to Appendix A. It is in fact sufficient
to exploit a remarkably basic property which is shared by all the irreducible su(d2) representations
occurring in pik,k: their Young diagrams must have a number of boxes which is divisible by d2. This
can be seen for instance by induction: (pi1 and piad) are two representations made of 0 and d2 boxes
respectively. Now consider a representation pi whose number of boxes is divisible by d2; pi⊗ (pi1⊕ piad)
is again a direct sum of representation divisible by d2, since tensoring with the trivial one does nothing
and tensoring with the adjoint adds d2 boxes to the Young diagram of pi. According to Young calculus
only d2 boxes can be cancelled at once. Hence, if the statement is true for (pi1 ⊕ piad)⊗k−1, then it holds
for (pi1 ⊕ piad)⊗k.
Indeed, all such representations pi other than the trivial and the adjoint one satisfy c2(pi) > 1 as we will
show in Lemma 20 below.
Let λ := (λ1, . . . , λN−1) with λi ∈ N0 denote the Dynkin label of an irreducible representation pi
of su(N). The eigenvalue of the Casimir element in the irreducible representation pi is
c2(pi) =
1
2N
N−1∑
i,j=1
(λi + 2)(A
−1)i,jλj , (98)
where A is the Cartan matrix of su(N) [61, §21.3]. The inverse Cartan matrix is directly given by
(A−1)i,j =
1
N
{
i(N − j) if i ≤ j
j (N − i) if i > j , (99)
and is symmetric. We now show the following lemma.
Lemma 20 (Young diagrams). Let N > 2 and pi be an irreducible representation of su(N) such that
the number of boxes in its Young diagram is divisible byN . If pi is not isomorphic to the trivial or adjoint
representation, then c2(pi) > 1.
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Proof. First observe that we can immediately rule out all irreducible representations whose Young dia-
grams consist of a single column because the maximal column height for su(N) is N − 1 (i.e. Dynkin
labels having a single entry 1 and 0 everywhere else). In the following we will analyse the growth be-
haviour of the quadratic form (98) as we move from one irreducible representation (i.e. Dynkin label) to
the next one.
It will turn out very helpful to know the column sums of the inverse Cartan matrix A−1. Clearly, the
sum of the first (or equally the last) column is (N −1)/2. The sum of any other column is strictly greater
than this value. Indeed, pick a column j and denote its sum by aj . One can easily convince oneself that
aj = j (N − j)/2 .
Now we compare the quadratic Casimir eigenvalues of different irreducible representations, i.e.
Dynkin labels λ. As it turns out, adding 1 to any component of any Dynkin label λ always increases
this eigenvalue at least by almost 1/2,
c2(λ+ ei)− c2(λ) ≥ N
2 − 1
2N2
=: ∆N . (100)
Here ei is the i-th canonical basis vector of RN−1. So, starting from the trivial representation with
c2(0, 0, . . . , 0) = 0 we immediately obtain the crude lower bound
c2(λ1, . . . , λN−1) ≥ ∆N
N−1∑
i=1
λi = ∆N‖λ‖1. (101)
Observe that 2∆N < 1 < 3∆N . Thus we are guaranteed to obtain a quadratic Casimir eigenvalue strictly
greater than 1 whenever we add at least three arbitrary columns to the (empty!) Young diagram of the
trivial representation.
This leaves us with those irreducible representations whose Young diagrams have exactly two columns,
i.e. with the Dynkin labels (1, 1, 0, . . . , 0), (2, 0, 0, . . . , 0) and all permutations thereof. As is well known
(and can be checked easily with the explicit formula below) the quadratic Casimir eigenvalue of the ad-
joint representation (1, 0, . . . , 0, 1) is exactly 1. We would like to show that any other placement of the
two ones yields a strictly greater eigenvalue. Suppose these occur in positions 1 ≤ α < β < N . Then,
c2(λ) =
1
2N
(
(A−1)α,α + 2(A−1)α,β + (A−1)β,β + 2aα + 2aβ
)
≥ 1
2N
(
(A−1)1,1 + 2(A−1)1,N−1 + (A−1)N−1,N−1 + 2a1 + 2aN−1
)
= c2(1, 0, . . . , 0, 1)
= 1.
(102)
It is easy to see that this inequality turns into a strict one if either of the two ones is not at the first or last
position. Finally consider a Dynkin label λ with a single non-vanishing component λα = 2 at position α
(i.e., a Young diagram with exactly two columns of height α),
c2(λ) =
2
N
(
(A−1)α,α + aα
)
=
N + 2
N2
α(N − α). (103)
From the global minimum of the quadratic function α(N − α) we easily obtain the lower bound
c2(λ) ≥ 1 + N − 2
N2
(104)
and thus c2(λ) > 1 for all N > 2 as claimed.
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5.2. Hamiltonian driving. We now show that a time constant part in a stochastic Hamiltonian cannot
affect the gap of the k-th moment operator.
Lemma 21 (Hamiltonian driving). Let MkT be the k-th moment operator (4) of a universal Brownian
motion with increments Θ∆t as in eq. (14). Write Θ∆t as
Θ∆t = −iH0 + F∆t , (105)
where −iH0 and F∆t are its anti-Hermitian time constant and fluctating parts, respectively, with
F∆t =
∑
µ
Bµ ξ
µ
∆t, B
†
µ = −Bµ , E[ξµ∆t] = 0 , and E[ξµ∆t ξν∆t] = −
a
∆t
δµ,ν .
Let M˜kT be defined similarly but without driving, i.e., with H0 = 0. Then M˜
k
T and M
k
T have the same
gap, i.e.,
‖M˜kT −MkHaar‖∞ = ‖MkT −MkHaar‖∞. (106)
Proof. Lemma 5 implies that the gap of Mk∆t is ‖Mk∆t −MkHaar‖∞. Hence,
‖MkT −MkHaar‖∞ = lim
∆t→0
‖Mk∆t −MkHaar‖T/∆t∞ (107)
is the gap of MkT and, similarly, for M˜
k
T .
Using the connection between Brownian motion and its increments (12) and a Trotter-Suzuki approx-
imation we obtain
Mk∆t = E [exp{pik,k(−iH0 + F∆t)∆t}] +O(∆t2)
= E [exp{pik,k(F∆t)∆t}] exp{pik,k(−iH0)∆t}+O(∆t2)
= M˜k∆t exp{pik,k(−iH0)∆t}+O(∆t2) . (108)
As exp{pik,k(−iH0)∆t} is a fixed unitary, up to an error of order O(∆t2), the gap of Mk∆t and M˜k∆t are
the same. This finishes the proof.
5.3. More general interaction graphs. The generator from Lemma 15 of the k-th moment operator of
the unitary Brownian motion inherits the locality structure from the increments (15). Hence, it can be
written as
Gk =
∑
e∈E
g
(e)
k , (109)
where Gk is the generator associated to Θ∆t and g
(e)
k to θ
(e)
∆t according to eq. (52). Presumably, among
all connected graphs, the gap of Gk could have a minimum for 1D nearest neighbour graphs. Here, we
show that adding edges to this graph can only increase the gap, which can only lead to a faster mixing in
Theorem 9.
In the following lemma, the spectral gap ∆(G) of an operator G is the difference of the second
smallest and smallest singular value.
Lemma 22 (The spectral gap of the generator is concave). Let (Gi)i be a finite set of negative semidef-
inite and Hermitian operators with common non-trivial kernel and p be a probability vector. Then
∆
(∑
i
piGi
)
≥
∑
i
pi∆(Gi) . (110)
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This lemma implies that the gap of the generator (109) can only become smaller when one removes
edges from E, while keeping E connected. Hence, the gap in the case of a one dimensional graph can
also only be smaller as the gap in case of a complete graph.
Proof. LetK denote the common kernel of (Gi)i. Then it is also the kernel of any operator in the convex
hull of (Gi)i. The gap of Gi is the smallest singular value of Gi restricted to the orthogonal complement
of K and similarly for G :=
∑
i piGi. Hence, it is enough to show that the smallest singular value as
the function
G 7→ min
〈x|x〉=1
| 〈x|G |x〉 | (111)
is concave. But this follows from the smallest singular value being the minimum of the linear functions
G 7→ 〈x|G |x〉.
Remark 23 (Frustration free Hamiltonians). The same argument applies when the operators are all pos-
itive semidefinite. Hence, the gap of frustration free Hamiltonians, as considered in ref. [12], is also a
concave function, i.e., can only increase under taking convex combinations.
5.4. Example: White noise in the Pauli basis. We conclude the discussion on approximate unitary de-
signs with an example involving the specific setting in eqs. (26) and (27), and see that the choice of the
Pauli matrices as a basis precisely matches, under the representation theoretic approach, the assumption
on the covariance for the variables ξ.
Consider n = 2 qubits (thus N = 4) and the Hamiltonian increments
Θ∆t := −i
3∑
α,β=0
σα ⊗ σβ ξ(α,β)∆t , (112)
where ξ(α,β)∆t are i.i.d. real random variables with zero mean and covariance
cov[ξ
(α,β)
∆t ξ
(α′,β′)
∆t ] = δα,α′δβ,β′
1
∆t
, ∀α, β. (113)
Leaving out the term σ0 ⊗ σ0 ξ(0,0)∆t we can easily restrict Θ∆t to its traceless part
Θ0,∆t =
15∑
µ=1
τµ ξ
µ
∆t , (114)
where we defined the anti-Hermitian operators τµ := −iσµ1⊗σµ2 so that { τ1, τ2, . . . , τ15 } = { τ(0,1), τ(0,2), . . . , τ(3,3) }
form a basis of the fundamental representation of su(4). From eq. (20) we compute the Killing metric
tensor (91) with respect to this basis as
κµ,ν = −8Tr(τ †µτν) = −32δµ,ν . (115)
From eq. (19) and the assumption in eq. (113) immediately follows a = 32. Observation 18 tells us then
g2 = −16C(pi2,2) = and hence the second moment operator Mk=2SLH(∆t) has a gap of 16∆t, matching
eq. (134) in the decoupling section.
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6. Decoupling with stochastic Hamiltonian time evolution
The section is devoted to the proof Theorem 12. To show our result, we consider a fluctuating Hamil-
tonian on a complete graph whose increments are given in eq. (26), in the limit of ∆t → 0. As already
mentioned, this result is implies Theorem 13 by application of the same proof technique used for the
random quantum circuit case in ref. [4].
First, we analyse how the support size of an initial Pauli string evolves during the process, then we
observe how the qubits are made invariant under relabelling of the Pauli elements; this, together with
the permutation invariance condition, leads to the desired result. Decoupling of an arbitrary n-qubit
system A is mainly described by the second moment operator induced by the evolution. The expansion
coefficients in the Pauli basis are given in eq. (32). We recall that, since the Brownian motion on U(2n)
is Markovian, the second moment operator at time T on X is given by concatenating T/∆t times the
operator Mk=2n,SLH(∆t), i.e.,
Mk=2n,SLH(T )(X) = lim
∆t→0
Mk=2n,SLH(∆t) ◦ · · · ◦Mk=2n,SLH(∆t)︸ ︷︷ ︸
T/∆t times
(X) (116)
=: lim
∆t→0
©T/∆ts=1 Mk=2n,SLH(∆t) (X) . (117)
Note that, since the Hamiltonian in eq. (26) generating Brownian motion is dependent on system size,
we must include an additional subscript.
In Taylor approximation, up to an error O(∆t2), Mk=2n,SLH(∆t) results from the sum of two-qubit
moment operators acting on any possible qubit pair j, k, i.e.
Mk=2n,SLH(∆t) =
2
n(n− 1)
∑
j<k
(
Mk=22,SLH(∆t)
)j,k
+O(∆t2) . (118)
This can be seen through calculations analogous to the ones from eqs. (69)-(71). We can hence interpret
this process as a qubit pair being uniformly randomly chosen at every time step (` − 1)∆t and a two-
qubit unitary U2,`,∆t := exp{−iH2,`,∆t∆t} being applied. Therefore, in the following section we first
consider the restricted two-qubit case, which provides useful results and insights to be used for the
investigation of the general case with n qubits.
6.1. Two-qubit analysis of the second moment operator. Considering a two-qubit system, here we would
like to understand the evolution ofMk=22,SLH(T ) throughM
k=2
2,SLH(∆t) and show the following lemma, which
is compatible to the analysis of the local gap discussed in the previous section (as showed in Example 5.4)
.
Lemma 24 (Two-qubit case). Then the local second moment operator associated to the Hamiltonian
increments (26) converges exponentially to the second moment operator of the uniform distribution, i.e.
‖Mk=22,SLH(T ) −Mk=22,Haar‖∞ ≤ e−16T . (119)
Proof. To prove the convergence rate, we want to express Mk=2n,SLH(∆t) in terms of the Pauli basis and
compute the gap. We can see directly that the identity on 4 qubits is an eigenvector with unit eigenvalue
Mk=22,SLH(∆t)(14) = E
[
U⊗22,`,∆t14(U
†
2,`,∆t)
⊗2
]
= 14. (120)
We then observe the unitary evolution acting on a Pauli element σµ ⊗ σν , with µ, ν ∈ {0, 1, 2, 3}2 and
calculate its expectation with a Taylor expansion for the unitary, taking into account terms with leading
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order in ∆t (and omitting subscripts for H),
Mk=22,SLH(∆t)(σµ ⊗ σν) = E
[
U2,`,∆t (σµ1 ⊗ σµ2) U†2,`,∆t ⊗ U2,`,∆t (σν1 ⊗ σν2) U†2,`,∆t
]
(121)
= E
[(
12 − iH∆t− 1
2
H2∆t2
)
(σµ1 ⊗ σµ2)
(
12 + iH∆t− 1
2
H2∆t2
)
⊗
(
12 − iH∆t− 1
2
H2∆t2
)
(σν1 ⊗ σν2)
(
12 + iH∆t− 1
2
H2∆t2
)]
+O(∆t2).
We now recall that the ξ white noise variables are i.i.d. with zero mean and covariance as in eq. (27).
Considering only the non-vanishing linear terms in ∆t in the expectation, we have
Mk=22,SLH(∆t)(σµ ⊗ σν) = σµ ⊗ σν +∆t2E
[
HσµH ⊗ σν + σµ ⊗HσνH
]
− ∆t
2
2
E
[
H2σµ ⊗ σν + σµH2 ⊗ σν + σµ ⊗H2σν + σµ ⊗ σνH2
]
−∆t2E[[H,σµ]⊗ [H,σν ]]+O(∆t2). (122)
Let us consider the second term, in particular
E [HσµH ⊗ σν ] = 1∆t
(∑
α,β(σα ⊗ σβ)(σµ1 ⊗ σµ2)(σα ⊗ σβ)
)
⊗ (σν1 ⊗ σν2). (123)
If µ = 0, then
E [H 12H ⊗ σν ] = E
[
H2 ⊗ σν
]
=
16
∆t
12 ⊗ σν . (124)
Otherwise, for µ 6= 0, at least one among µ1 and µ2 is not 0. Let us assume µ1 6= 0. Then, ∀β,
σασµ1σα ⊗ σβσµ2σβ equals σµ1 ⊗ σβσµ2σβ for α = 0, µ1 and −σµ1 ⊗ σβσµ2σβ for the other two
indices of α. Thus, summing over α gives 0. The same applies for µ1 arbitrary, µ2 6= 0. We conclude
that the second term in the expression for Mk=22,SLH(∆t) vanishes if both µ and ν are different from {0, 0}.
Now we look at the first part of the third term and we get that
E
[
H2σµ ⊗ σν
]
=
1
∆t
∑
α,β
(σα ⊗ σβ)2σµ ⊗ σν = 16
∆t
σµ ⊗ σν . (125)
Hence, keeping terms to leading order in ∆t we have
Mk=22,SLH(∆t)(σµ ⊗ σν) = (1− 32∆t)σµ ⊗ σν −∆t2E [[H,σµ]⊗ [H,σν ]] (126)
= (1− 32∆t)σµ ⊗ σν −∆t
∑
α,β
[σα ⊗ σβ , σµ1 ⊗ σµ2 ]⊗ [σα ⊗ σβ , σν1 ⊗ σν2 ],
(127)
when both µ and ν are different from {0, 0}, and conversely
Mk=22,SLH(∆t)(12 ⊗ σν) = (1− 16∆t)12 ⊗ σν , (128)
Mk=22,SLH(∆t)(σµ ⊗ 12) = (1− 16∆t)σµ ⊗ 12. (129)
We now divide the set of all possible strings σµ ⊗ σν in three parts: the identity 14, the set of strings of
the form σµ ⊗ σµ, and all remaining strings of the form σµ ⊗ σν with µ 6= ν. We can then make use of
the matrix representation of the operator Mk=22,SLH(∆t) as a matrix with respect to Pauli basis, which gives
Mk=22,SLH(∆t) =
1 A
B
 , (130)
26
where A is a 15 × 15 matrix related to the set of σµ ⊗ σµ elements (without the identity 116) and B is
a 240 × 240 matrix for σµ ⊗ σν elements. The detailed proof of this finding is laid out in the separate
subsequent Lemma 25.
We now consider the matrix A; we compute the action of Mk=22,SLH(∆t) over all possible σµ ⊗ σµ and
look for eigenvalues. We obtain a non-degenerate eigenvalue 1 whose eigenvector is the uniform sum
over all non-identity Pauli matrices
F =
1
15
∑
γ 6=0
σγ ⊗ σγ . (131)
We then have a 9-fold degenerate eigenvalue 1 − 40∆t and a 5-fold degenerate eigenvalue 1 − 24∆t.
We are free to bound all these eigenvalues with 1 − 16∆t. We now deal with the action of the second
moment operator on terms of the form σµ ⊗ σν with µ, ν 6= 0 and µ 6= ν. Only four choices of σα ⊗ σβ
do not commute for a given pair µ, ν, i.e.:
Mk=22,SLH(∆t)(σµ⊗σν) = (1−32∆t)σµ⊗σν−4∆t{±σγ1⊗σd1±σγ2⊗σd2±σγ3⊗σd3±σγ4⊗σd4} (132)
with γi 6= di, for each σµ ⊗ σν . This means that each column of the matrix B has one entry (1− 32∆t)
(in the diagonal element) and four entries ±4∆t, and 0 otherwise. Hence,
‖B‖1 = max
j
∑
i
|ai,j | = 1− 16∆t. (133)
By the Gershgorin circle theorem, and taking also into account (128) and (129), we can upper bound the
highest eigenvalue of B with 1 − 16∆t. For a single time step, the two-qubit second moment operator
can be upper bounded by the following diagonal matrix
Mk=22,SLH(∆t) ≤

1
1
1− 16∆t
. . .
1− 16∆t
 , (134)
where we recall that the 2-fold degenerate eigenvalue 1 corresponds to the identity and ω.
Lemma 25 (Local second moment operator). Mk=22,SLH(∆t) is Hermitian, maps elements of the set of
strings of the form σµ ⊗ σµ to a linear combination of elements of the same set and elements of the set
of strings of the form σµ ⊗ σν with µ 6= ν again to a linear combination of elements of the same set,
such that there is no mixing between the two sets. Hence, we can represent the operator Mk=22,SLH(∆t) as
a matrix with respect to Pauli basis in the following form
Mk=22,SLH(∆t) =
1 A
B
 , (135)
where A is a 15× 15 matrix related to the set of σµ ⊗ σµ elements (without the identity 116) and B is a
240× 240 matrix for σµ ⊗ σν elements.
Proof. From eq. (126) and (127), follows directly thatMk=22,SLH(∆t) is Hermitian. Moreover we see, again
from eq. (127), that elements of the set σµ ⊗ σµ are mapped to a linear combination of elements of
the same set. This, in addition to the fact that Mk=22,SLH(∆t) is Hermitian, implies that elements of the set
σµ ⊗ σν with µ 6= ν are mapped again to a linear combination of elements of the same set.
Next, we make use of this analysis to understand how n-qubit Pauli strings evolve during the continuous-
time process. In Appendix B we collect the most relevant mathematical tools used in the second part of
this section. As already mentioned, the continuous-time random walk induced by the Hamiltonian in-
crements can be interpreted as a sequence of jumps defining a discrete random walk spaced out by i.i.d.
waiting times.
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6.2. Markov chain analysis on weights. The proof strategy for Lemma 12 begins with the analysis of
the evolution of the coefficients: we observe how the support size behaves during the process, inferring
a probability that, for a given initial string σµ with support size `, after run time T the string has support
size k. Conditioned on some specific event EW that we will discuss later, this probability can be upper
bounded as
P
({T, `, k} ∣∣ EW ) := ∑
|ν|=k
QTEW (µ, ν) ≤
(
n
k
)
3k
4δn
4n − 1 . (136)
Having a total of
(
n
k
)
3k strings with support size k, we then show that almost all of them have the same
probability.
Considering the analysis in the previous section on the two-qubit case and that, the local structure
of Mk=2n,SLH(∆t) given in eq. (118) we introduce a Markov chain over the weights of the string similarly
to ref. [10] (where this projected chain is called zero chain). The chain runs over the state space Ω =
{1, 2, . . . , n} and the transition probability from ` at time t to k at time t+∆t is described by the matrix
element
P (`, k) :=
∑
ν:|ν|=k
1
4n
Tr
[
σν ⊗ σνMk=2n,SLH(∆t)(σµ ⊗ σµ)
]
(137)
for any choice of µ with support size `.
Lemma 26 (Transition matrix of the zero chain). The zero chain has transition matrix P on state
space Ω = {1, 2, . . . , n},
P (`, k) =

1− 16`(3n−2`−1)n(n−1) ∆t k = `
16`(`−1)
n(n−1) ∆t k = `− 1
48`(n−`)
n(n−1) ∆t k = `+ 1
0 otherwise
(138)
for 1 ≤ x, y ≤ n.
Proof. We consider the analysis of the two-qubit second moment operator in Section 6.1. It is straight-
forward to note that, after application of Mk=2n,SLH(∆t), the weight of the string can only vary by 1 or stay
the same. The weight decreases if a pair of two non-identity terms σ ⊗ σ is chosen and is transformed
in a pair with one identity element (namely σ ⊗ 1 or 1⊗ σ); there are in total four choices for σα ⊗ σβ
which produce such a transition. According to the two-qubit case, the probability that one of these Pauli
operators is chosen is 4 · 4∆t = 16∆t and since the probability of choosing a pair with weight 2 is
`(`− 1)/(n(n− 1)), we have
P (`, `− 1) = 16`(`− 1)
n(n− 1) ∆t . (139)
The weight of the string can be increased if an identity term paired with a non-identity term is chosen (i.e.,
σ⊗1 or 1⊗σ) and transformed into a pair of two non-identity terms σ⊗σ. The probability of obtaining
such a result (conditioned on choosing such a pair) after application of the two-qubit second moment
operator is 24∆t, since there are in total 6 choices for σα⊗σβ to produce such a transition. Furthermore,
the probability of choosing an identity and non-identity pair is given by 2`(n− `)/(n(n− 1)); hence
P (`, `+ 1) =
48`(n− `)
n(n− 1) ∆t. (140)
Finally, the probability of staying at the same weight is obtained by simply requiring the total probability
to sum to unity.
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It is therefore possible to reach each state of the chain, meaning that it is irreducible. Moreover, the
chain contains self loops, being hence aperiodic. From these two properties follows that the chain is also
ergodic, thus converging to a unique stationary distribution.
Lemma 27 (Stationary distribution of zero chain). The stationary distribution of the zero chain is
ω0(k) =
3k
(
n
k
)
4n − 1 . (141)
Proof. This follows from straightforward calculation.
The stationary distribution is actually analogous to the one of the chain induced by a random quantum
circuit under the Haar measure (see ref. [10, Lemma 5.3]). Another crucial analogy is the exact equiva-
lence of the accelerated chain (i.e., the chain conditioned on moving) of the two different settings. This
means that, when moving, the random walk on weights is identically biased for both random quantum
circuits under Haar distribution and the stochastic Hamiltonian process. From the description of Mon-
troll and Weiss, the jumps of the random quantum circuit are contained in the fluctuating Hamiltonian
evolution, spaced out by i.i.d. waiting times. Concretely, the accelerated chain is given by
Paccel(`, k) =

0 k = `
`−1
3n−2`−1 k = `− 1
3(n−`)
3n−2`−1 k = `+ 1
0 otherwise.
(142)
With these analogies, we can prove the next theorem using results from the proof of ref. [4, Theorem
4.2]. We should take care of the parts of the proof involving the waiting time, because it is where the two
walks differ. We will also deal with the permutation invariance property in a more precise and explicit
way. Now, we reformulate the result for the continuous-time case.
Lemma 28 (Mixing condition on support size). Let P be the Markov chain transition matrix defined
in Lemma 26. For any constants δ ∈ (0, 1/16), η ∈ (0, 1) there exists a constant ς > 0 such that for
T ≥ ς n log2 n and all integers 1 ≤ ` ≤ n and 1 ≤ k ≤ n, we have for large enough n
P ({T, `, k}) =
∑
ν:|ν|=k
QT (`, k) ≤
(
n
k
)
3k
4δn
4n − 1 +
1
(3− η)`(n`) 1poly(n) , (143)
where {T, `, k} is the event that an initial Pauli string with support size `, after a run time T , has weight
equal to k.
Proof. We start by defining the following points,
r− :=
(
3
4
− δ
)
n and r+ :=
(
3
4
+ δ
)
n. (144)
Then, considering ref. [4, eq. (20)], it follows that for an initial weight of ` ∈ [r−, r+]
P({T, `, k}) ≤
(
n
k
)
3k
4δn
4n − 1 (145)
for any T > 0.
To deal with the case ` ∈ [1, r−), for random quantum circuits it has been shown that the proba-
bility that the interval [r−, r+] of the state space has been reached is very high for a number of gates
O(n log2 n). Here we prove the same scaling result for the run time of the continuous-time process, that
is, the total waiting time between the jumps can be bound with the following lemma.
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Lemma 29 (Waiting time).
P(EcW ) := P(Wr− > ς n log
2 n) ≤ 1
(3− η)`(n`) 1poly(n) (146)
for some sufficiently large ς .
The proof of the lemma is postponed to Appendix C to help readability. The case that remains to be
discussed is the one of an initial Pauli string with support size ` ∈ (r+, n] to reach [r−, r+]; again the
analysis is divided on accelerated steps and waiting times. Regarding the former, the probability of going
backward is larger than the one of moving forward starting from point z with
P (z, z + 1)
!
= P (z, z − 1), (147)
z − 1
3n− 2z − 1 = 3
n− z
3n− 2z − 1 , (148)
from which follows that
z =
3
4
n+
1
4
. (149)
This means that for any n > 1/(4δ) the probability of moving backward at each site of region (r+, n] is
at least 1/2 +  for some  > 0, and again using the argument for the case with ` < r− the probability
of not reaching r+ in S ≤ s steps is upper bounded by an exponential decreasing function for s ≥ φ′n
for sufficiently large φ′. In this instance, all waiting times are stochastically dominated by parameter
p(3n/4) = 12, hence there is no necessity to define an event equivalent to H . For S ≤ s accelerated
steps, using again a Markov’s inequality, the bound on the total waiting time is exponentially decreasing
in s for a run time Wr+ > (log 2/6)s. The proof of Lemma 28 is then complete.
6.3. From the zero chain to the full distribution. Once the weight distribution has reached an equilibrium
such that the condition in eq. (136) is fulfilled, we need to show that all Pauli strings sharing the same
weight have a similar probability. To prove this, we need to show that almost all Pauli strings with
the same support but different Pauli labels {1, 2, 3} are equivalent in probability. This, together with
the permutation invariance property assumed for the initial state, which is conserved during the whole
stochastic Hamiltonian process, will bring us to the desired result.
LetM be the Markov chain on the first n-qubits induced byM2n,∆t, and define an accelerated version
as
A :=
1
36∆t
(M − (1− 36∆t)I). (150)
If we define an operator
R =
2
n(n− 1)
∑
j<k
Rj,k , (151)
where Rj,k randomises one qubit site in the following way,
Rj,k(σ
j
µ ⊗ σkν ) =

1
3
∑
α=1,2,3 σ
j
α ⊗ 1k if µ 6= 0, ν = 0,
1
3
∑
α=1,2,3 1
j ⊗ σkα if µ = 0, ν 6= 0,
1
6
∑
α=1,2,3 σ
j
α ⊗ σkν + 16
∑
α=1,2,3 σ
j
µ ⊗ σkα if µ 6= 0, ν 6= 0,
1j ⊗ 1k if µ = ν = 0,
(152)
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then according to Section 6.1, the accelerated chain can be written as
A =
1
3
R+
2
3
L, (153)
where
L =
2
n(n− 1)
∑
j<k
Lj,k (154)
and
Lj,k(σ
j
µ ⊗ σkν ) =

1
6
∑
α=1,2,3 σ
j
µ+1 ⊗ σkα + 16
∑
α=1,2,3 σ
j
µ+2 ⊗ σkα if µ 6= 0, ν = 0,
1
6
∑
α=1,2,3 σ
j
µ ⊗ σkν+1 + 16
∑
α=1,2,3 σ
j
µ ⊗ σkν+2 if µ = 0, ν 6= 0,
1
12
(
σjµ+1 ⊗ σkν + σjµ+2 ⊗ σkν + σjµ ⊗ σkν+1 + σjµ ⊗ σkν+2
)
+ 16
(
σjµ+1 ⊗ 1k + σjµ+2 ⊗ 1k + 1j ⊗ σkν+1 + 1j ⊗ σkν+2
)
if µ 6= 0, ν 6= 0,
1j ⊗ 1k if µ = ν = 0,
(155)
with the notation σ3+1 = σ2+2 = σ1 and σ3+2 = σ2. Note that R does not produce any change
in the weight or transpositions between identities and non-identity elements, it solely performs a local
randomisation of the Pauli labels. This means that only the chain L is responsible for the random walk
on the weights.
We would like to upper bound the probability that more than βn sites have not been randomised after
s steps of chain R (we denote the complement of this event as ER). Knowing that there are
(
n
βn
)
such
regions, this is given by union bound
P(EcR) ≤
(
n
βn
)
(1− β)s ≤ 2h(β)n e−βs, (156)
where h : [0, 1] → [0, 1] is the binary entropy function. This probability can then be upper bounded
by an arbitrary exponentially decreasing function in n for some s = O(n). Hence, to ensure that s
randomisations have been performed to fulfill the event ER with sufficiently large probability, given
eq. (153) and by application of an Hoeffding’s inequality follows that it is again sufficient to apply O(n)
steps of the accelerated chain A. Since the waiting time is dominated by an exponential distribution with
parameter 36, the bound on the probability for the waiting time of this process to exceed WR = ςR n can
be bounded by an arbitrarily exponentially decreasing function in n for a sufficiently large ςR with the
same argument used for the random walk on weights when starting from ` > r+.
In conclusion, assuming that event EW and ER have been satisfied, we have for γ < γ0 ≤ 1/2 :
1. For strings ν with support size k ≤ γ0 n,
QT (µ, ν) ≤
∑
|ν|=k
QT (µ, ν) ≤
(
n
γ0 n
)
3γ0 n
4δn
4n − 1 ≤ 2
nh(γ0) 3γ0 n
4δn
4n − 1 . (157)
2. For strings ν with support size k ≥ (1− γ0)n, given event ER at least (1− β)n sites of the support
have been uniformly randomised, hence
QT (µ, ν) ≤ 1
3k−β n
∑
|ν|=k
QT (µ, ν) ≤ 2nh(γ0) 3β n 4
δn
4n − 1 . (158)
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3. For strings ν with support size γ0 n < k = κn < (1 − γ0)n such that κ − γ0 = O(1) (otherwise,
we can apply slightly modified versions of the bounds in the two previous cases), given event ER at
least (1 − β)n sites of the support have been uniformly randomised. In addition, if we assume the
γ-permutation invariance property for the initial string σµ, we obtain
QT (µ, ν) ≤ 1
3k−β n
1(
(1−γ)n
k−γn
) ∑
|ν|=k
QT (µ, ν) ≤ 3β n
[
1
κ− γ0
]γ0 n 4δn
4n − 1 . (159)
Now, for an appropriate choice of β and γ0,
QT (µ, ν) ≤ 5
δn
4n − 1 (160)
for all µ and ν.
Also, having proven that there exists ς such that, for all T ≥ ςn log2 n, P(EcR) is bounded by an
exponentially decreasing function in n and
P(EcW ) ≤
1
(3− η)`(n`) 1poly(n) . (161)
Having proven that, if both event have been satisfied and the permutation invariance property is assumed,
we have
QT (µ, ν) ≤ 5
δn
4n − 1 (162)
for all µ and ν, we conclude the proof for the main Lemma 12.
As mentioned in the main result section, the decoupling Theorem holds for all states which are invari-
ant with respect to any permutation on (1−γ)n qubits, in the sense of Definition 11, and not only for Pauli
strings taken singularly. Consider a set of min
{(
n−γn
`−γn
)
,
(
n−γn
`
)} ≤ b`,γ ≤ max{(n−γn`−γn), (n−γn` )}
Pauli strings {σµ }µ with support size ` which is invariant with respect to any of such permutations.
Assuming that the above events have been satisfied, at least the same number of qubits in the final Pauli
strings {σν }ν is invariant with respect to permutations since the stochastic evolution preserves this
property. Hence, for the argument from the previous subsection, we have:∑
µ
QT (µ, ν) ≤ b`,γ 5
δn
4n − 1 (163)
This, together with the fact that Tr[σµρ] is the same for all strings related by these permutations, allows
to apply the proof in ref. [4] for the decoupling Theorem for all density states ρ composed by permutation
invariant sets of Pauli strings.
7. Conclusions and outlook
In this work, we have investigated mixing properties of fluctuating local Hamiltonian evolutions, es-
tablishing a connection with random quantum circuits. The two settings differ on the distribution over
unitary group: in the random quantum circuits considered in other works two-qudit gates are chosen
from the Haar measure or a fixed distribution. The discretised stochastic Hamiltonian is described by
local terms weighted random coefficients also generating a gate set. However, the gate set depends on
the discrisation which required an involved analysis of the gap of the local moment operators. We show
that scaling in the system size in order to obtain an approximate unitary k-design are compatible in the
two settings: the total run time of the diffusion process provides a faster mixing time, by a factor of n, in
comparison of a local random quantum circuit due to the larger number of interactions per time step, but
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the two scenarios display the same scaling when they interact with two qubits only at each step. In this
way, we provide a unifying framework of random quantum processes.
In order to bound the gap of the local moment operator, we have made use of and further developed
tools from representation theory, significantly going beyond uses of representation theory in related
contexts [7, 62]. With this, we analyse how quickly the diffusion on the unitary group induced by the
local stochastic Hamiltonian mixes, where the local gap characterises the speed of the diffusion. The gap
can be lower bounded by an expression which is entirely independent of the number of copies k of the
system, which constitutes a possibly surprising result in its own right.
In the framework of a continuous-time random walk on weights induced by the stochastic Hamil-
tonian evolution, we prove a decoupling theorem with almost linear scaling in n, already shown to be
valid for random quantum circuits. The exact correspondence between the accelerated steps of the walk
derived from the random circuit and the jumps of the continuous-time random walk originating from the
stochastic Hamiltonian is a strong element of similarity: we can consider the steps of the circuit as if
they were dispersed within the continuous-time process and spaced out by i.i.d. waiting times. Again, a
unifying picture is hence provided.
All these results allow us to unify in one single mathematical framework random quantum processes
in the form of quantum circuits and continuous-time phenomena governed by time-fluctuating Hamilto-
nians. This is of interest for both a pragmatic and application-oriented [3, 4, 8, 10–13, 22] as well as a
conceptual point of view [2, 9, 29], indeed giving guidance on how fast time-fluctating processes lead to
mixing or “fast scrambling”.
Given the close connection of fluctuating processes with classes of local dissipative processes, we
also gain new insights into the impact of dissipation to quantum many-body dynamics. Turning the logic
of approximating the Haar measure upside down, this work shows how dynamics can deviate from the
uniform measure without affecting its mixing properties. It is the hope that the present work stimulates
further research on random quantum processes, both as far as the mathematical development and the
exploration of its implications are concerned.
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Appendix A (Young diagrams)
In order to study the decomposition of the mixed tensor representation pik,k, we make use of Young
diagrams for su(N). These are arrays of boxes arranged in N − 1 left-justified rows whose length is
non-increasing from top to bottom, each of them connected to an irreducible representation, e.g.,
.
In particular, the following holds true.
– The Young diagram of the fundamental representation is given by one single box .
– The trivial representation does not have any box; we can denote it by ∅.
– The adjoint representation is given by a column ofN−1 boxes and a second column made of a single
box. For example, the adjoint representation of su(5) is given by
.
– The conjugate representation of a Young diagram whose first row contains ` boxes is given by the
complementary diagram (rotated by 180 degrees) shaping the rectangle of N rows and ` columns.
For example, for su(5) the conjugate representation of
is since they build .
Note that the conjugate diagram of the fundamental representation is given by a single column of
N − 1 boxes, while the adjoint representation is self-conjugate.
Young diagrams are particularly helpful when decomposing the tensor product of two representations
into a direct sum of irreducible representations. Here, one follows two steps: first, one combines the
boxes of the two diagrams by adding, one at a time, all boxes in the first row of the second diagram
to the first one, respecting the condition of non-increasing length from top to bottom for the rows of
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the newly created diagrams and remembering that each of them can have at most N rows. One repeats
the procedure for all rows in the second diagram. As a second step, one discards all diagrams which
do not satisfy specific rules that we are not going to mention here; for a full description, see ref. [58].
Furthermore, for the algebra su(N) all columns with N boxes occurring in a diagram can be deleted.
Recalling that the tensor product of the fundamental representation and its conjugate can be decom-
posed as a direct sum of the trivial and the adjoint representation and taking again su(5) as an example,
we have
U ⊗ U = pif ⊗ pif = ⊗ = ∅ ⊕ = pi1 ⊕ piad , (164)
since a diagram with a column of N = 5 boxes is equivalent to the trivial representation.
An alternative way to express an irreducible representation of su(n) is to associate a Dynkin label
(λ1, λ2, . . . , λN−1), where λb gives the number of columns made of b boxes. For instance, the funda-
mental representation is given by the label (1, 0, . . . , 0) and the adjoint representation by (1, 0, . . . , 0, 1).
Appendix B (Stochastic processes and Markov chains)
A (discrete) stochastic process with a sequence of random variables X1, X2, . . . whose next step de-
pends solely on the current state is called a Markov chain. We consider a countable set of values Λ =
{λ1, λ2, . . . } which the variables Xj can assume during the process and denote it as state space. For the
variable Xj we can then assign a probability distribution ωj = (ω1j , ω
2
j , . . . ) where ω
k
j = P(Xj = λk).
If the state space is finite, the transition fromXj toXj+1 can be described by a transition matrix Pj with
entries
pa,b = P(Xj+1 = λb|Xj = λa) (165)
such that we have
ωj+1 = ωj Pj . (166)
If the process is homogeneous, then each transition is governed by the same transition matrix P , and
ωn = ω0 P
n. (167)
The stationary distribution of the process ω satisfies
ω = ω P (168)
and can hence be regarded as a fixed point of the chain.
For an ergodic chain, we refer as the mixing time of the chain to the number of steps required to
reach closeness to the stationary distribution. For two arbitrary distributions ω and η, the total variation
distance is given by
‖ω − η‖TV =
1
2
‖ω − η‖1 =
1
2
∑
j
|(ω)j − (η)j | . (169)
Then the mixing time is defined as
τ(ε) := max
ω0
min
t≥0
{
t :
∥∥ω0P t − ω∥∥TV ≤ ε} , (170)
where ω0 is the initial probability distribution and ω the stationary distribution.
The function {N(t) : t ≥ 0} counting the number of jumps occurred up to the positive time t defines
a Poisson process if the following properties are satisfied.
1. N(0) = 0.
2. The increments are independent and stationary.
3. Each incrementN(t+∆t)−N(t) is distributed as a Poisson random variable with parameter (mean)
λt.
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The last condition implies that E[N(t)] = λt and, in particular, the probability that two or more jumps
occur in the time interval is negligible when it is small.
The waiting time W between two consecutive jumps is then described by an exponential distribution,
having for λ > 0 a cumulative distribution function
P(W ≤ t) = 1− e−λ t (171)
and a probability density function
f (t) = λ e−λ t. (172)
Appendix C (Proof of Lemma 29)
To prove this result on the waiting time, we first assume that we reach the region [r−, r+] within S ≤
s accelerated steps for some s = O(n) and we bound the probability that the waiting time exceeds
ς n log2 n. We will deal with the case of P(S > s) afterwards. Now, let M be the smallest site visited
during the walk, and let {yi}Si=1 be a sequence of accelerated steps where S ≤ s, with waiting times
{Wi}Si=1 respectively, satisfying the event
H =
n⋂
j=1
[
S∑
k=1
I(Xk ≤ j) ≤ zj/µ
]
, (173)
where I is the indicator function and Xk is the random variable assuming values in Ω = {1, 2, . . . , n}
describing the state of the chain at step k and z chosen as O(log n). In words, this means that, if H
occurs, then no site has been visited “too often”. This is a useful event, since the smaller is the value of
the current state of the chain, the smaller is the parameter of the exponential distribution dominating the
waiting time. Namely, we have
1− P (k, k) = 16k(3n− 2k − 1)
n(n− 1) dt ≥
16k
n
∆t. (174)
So, dealing with three events, we consider the bound
P(W > t) = P(W > t ∩ H ∩ S ≤ s) + P(W > t ∩ H ∩ S > s)
+ P(W > t ∩ Hc ∩ S ≤ s) + P(W > t ∩ Hc ∩ S > s)
≤ P(W > t | H ∩ S ≤ s) + P(H ∩ S > s)
+ P(Hc ∩ S ≤ s) + P(Hc ∩ S > s)
≤ P(W > t | H ∩ S ≤ s) + P(Hc | S ≤ s) + P(S > s). (175)
Conditioning on the two previous event and setting M = m for arbitrary m ∈ {1, . . . , `}, we have to
find an upper bound for the waiting time being too large; more precisely for a given run time t, we show:
Lemma 30 (Waiting time conditioning on event H).
max
{yi}
P
(
W (y1) + · · ·+W (yS) ≥ t
∣∣M = m , H) ≤ e− 8kn t 2zm/µezm/(2µ) logn. (176)
Proof. (Proof of Lemma 30) We recall that this is the exactly the sequence visiting m for zm/µ (for
simplicity, we assume it to be an integer) times and all other j > m sites for z/µ times, hence
W (y1) + · · ·+W (yS) ≤
zm/µ∑
i=1
Em,i +
z/µ∑
i=1
r∑
k=m+1
Ek,i, (177)
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where Ek,i are i.i.d. exponential distributions with parameter p(k) = 16k/n. Now applying Markov’s
inequality we obtain
P
zm/µ∑
i=1
Em,i +
z/µ∑
i=1
r∑
k=m+1
Ek,i > t
 ≤ E
[
exp
{
α
(∑zm/µ
i=1 Em,i +
∑z/µ
i=1
∑r
k=m+1Ek,i
)}]
eαt
(178)
= e−αt
(
p(m)
p(m)− α
)zm/µ r∏
k=m+1
(
p(k)
p(k)− α
)z/µ
for α < p(m). Let us choose α = p(m)/2, then we have
P
zm/µ∑
i=1
Em,i +
z/µ∑
i=1
r∑
k=m+1
Ek,i > t
 ≤ e− 8mn t 2zm/µ( r∏
k=m+1
2k
2k −m
)z/µ
(179)
≤ e− 8mn t 2zm/µezm/(2µ) logn.
With this lemma we obtain an equivalent result for the waiting time as in ref. [4] up to the prefactor of
t. Hence, for t > ς n log2 nwith ς sufficiently large, applying the bounds on the probabilities P(M = m)
for each value of m ∈ {1, . . . , `} proved for the random quantum circuit case, we have
P
(
Wr− > t | H ∩ S ≤ s
)
=
∑`
m=1
(M = m) max
{yi}
P (W (y1) + · · ·+W (yS) ≥ t |M = m) (180)
≤ 1
(3− η)`(n`) 1poly(n) .
The last two probability terms in eq. (175) depend only on the path of the accelerated random walk
before reaching the interval [r−, r+]. Looking at the accelerated chain and considering ` being in the
region [1, (3/4− δ)n), we have 3(n− `)/(3n− 2l − 1) ≥ 1/2+δ for any n. So, constructing a random
walk X ′k starting at the origin moving forward with probability 1/2 + δ and backward with 1/2 − δ, it
follows
P (S > s) ≤ P (X ′s < r− − `) (181)
= P (X ′s < 2δ s− (2δ s+ `− r−))
≤ exp
(
− (2δs+ `− r−)
2
2s
)
,
where in the last inequality we have used the Chernoff bound in ref. [10, Lemma A.3] assuming 2δs+`−
r− > 0. We conclude that the probability for the waiting time to be larger than s ≥ φn is exponentially
decreasing in n for large enough φ. The last remaining term in eq. (175) can instead be bounded by (see
ref. [4])
P(Hc | S ≤ s) ≤ 1
(3− η)`(n`) 1poly(n) (182)
so that the proof of Lemma 29 is now complete.
