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Der folgende Aufsatz behandelt Sprachen mit Modul - und Prozeßkonzept 
sowie Interpretlerbare Programmiersprachen und schließt mit zusammen-
fassenden Argumenten den Beitrag . Sprachen fur die Programmierung -
eine ÜberSicht. ab Der erste Teil der Serie ist In d A. Nr. 9 vom 25. fe -
bruar 1985 erschienen. der zweite In «TR» Nr. 13 vom 26. März 1985. 
Modulare und interpretierbare 
Programmiersprachen 
Von Jochen LudewIg 
Nach einer Programmänderung muß 
ein PAscAI.-Programm jeweils vollstän-
dig neu übersetzt werden . Bei großen 
Programmen ist dies sehr aufwendig, 
bei sehr großen Systemen (beispiels· 
weise 100000 Zeilen) praktisch unmög· 
lieh . 
Separate Compilierung. MODULA 
Abhilfe schafft die Möglichkei t, Teile 
des Programms separat zu übersetzen. 
Dazu wird es in Moduln (FORTRAS : 
Hauptprogramm und Subroutines) zer· 
schnitten. die einzeln compiliert werden 
können (ßild 1). 
Dadurch wird der Aufwand bei Pro· 
grammänderungen erheblich verringert , 
und die Verwendung vorhandener Pro-
gramme und Programmbibliotheken 
wird erleichtert. 
Hei der separaten Compilierung tritt das 
Problem auf. nicht mehr das gesamte 
Programm auf Konsistenz prüfen zu 
können. So läßt es sich etwa in FORTRAN 
nicht automati sch verhindern, daß das 
fo lgende, aus zwei Übersetzungseinhei -
ten bestehende Programm ohne Feh ler-
meldung akzeptiert wird. obwoh l Para-
meter fa lschen Typs in fal scher Zahl 
übergeben werden . 
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Viele Jahre wurde das Problem der se· 
paraten übersetzung in den Sprachen 
der ALGOL-Familie ausgek lam mert. da 
man keine Möglichkeit zu einer saube-
ren Behandlung hatte. Erst mit MOüü LA 
(modl/lar fanguage) legte WIRHI 1976 
ei n brauchbares Konzept vor. MOOULA 
entstand auf der Grund lage von PASCAL 
Dr. rer. nat . JO(""l Il.' Ll.I)[wIG in Leiter des Projd:· 
les Sort .... are Engmt tring am Bro .... n·8o'·tri·For· 
schungszcnlrum in ll~den·D.iu .... il. 
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zunächst als Spezia lsprache zur System-
programmierung: daher fehlte eine 
Reihe von PASCAL-Konzepten . Bald 
wurde es jedoch weiteren twickelt zu 
MODULA-2 [17J und dabei wieder ange-
reichert. so daß die neue Fassung we-
sentlich näher bei PASCAL liegt und im 
wesentlichen (semantisch) eine Erweite-
rung darstell t. Alle folgenden Aussagen 
beziehen sich auf MODUI.A-2: das Uf-
sprüngliche MODULA spiel t praktisch 
keine Rolle mehr. 
In MOOl..' LA-2 werden Moduln (die 
Übersetzungseinheiten) jeweils durch 
zwei Teile beschrieben, einen Defini-
tionsmotJul, der die äußere Schnittstelle 
defi niert. und einen Implementierullgs-
modul. der das eigentliche Programm 
enthä lt. Andere Moduln haben grund . 
sätzlich nur zu den im Delinitionsmo-
du l enthaltenen, explizit exponierten In-
formationen Zugang. ßei übersetzung 
eines Definiti onsmodu ls wird ein 5,1"111-
bolfile erzeugt, auf das der Compi ler 
später zu rückgreift. Dadurch kann die 
Konsistenz auch über die einzelne 
Übersetzung hinaus sichcrgcstcllt wer· 
den. Durch die Trennung zwischen 
Definition und Implemenlierung wird 
auch die gleichzeitige Arbeit an mehre-
ren Moduln erleichtert. 
Beispiel: eine Warteschlange 
als MDDULA-Modul· 
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Der Definitionsmodul enlhält also die 
für einen anderen Modul notwendigen 
syn takti schen Informationen , die Funk-
tionalität ist nur durch einen Kommen-
tar besch rieben. Der zugehörige lmpl e-
• nach 117]. 5.82 f. 
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menlierungsmodul kann beispielsweise 
so aussehen: 
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Andere Moduln müssen nun die benö-
tigten Namen explizit importieren. zum 
Bei spiel mi t 
'~"'''''-''''' ''''''''''''''. 
Der Prozeduraufruf ((gel (17)>1 in einem 
anderen Modul erzeugt bei der Über-
setzung eine Fehlermeldung, denn der 
Compi ler (!Weiß » aus dem Symbollile 
({ Buffer )), daß «gell) einen VAR-Para· 
meter benötigt, daß also eine Konstante 
unzulässig ist. 
Information Hiding 
und abstrakte Datentypen 
Das Programm oben ist da s klass ische 
Beispiel für das Kapseln einer lokalen 
Inrormation in einem speziellen Modul. 
Die Kon stante N und die Varia blen 
buf. n , in und oul sind modullokal , das 
hei ßt. sie werden nicht exportiert und 
sind daher für die anderen Moduln 
nicht sichtbar. Dadurch wird die Rea/i· 
.üerlwg der Warteschlange zu einer pri . 
vaten Angelegenheit dieses einen Mo· 
dul s. Sie kann oh ne Schwierigkeiten 
geändert werd en (beispielsweise durch 
Verwendung ei ner verkeueten Liste an· 
stelle eines Feldes); solange die äußere 
Schnittstelle eingehalten wird. b leibt 
das Zusammenspiel mit anderen Mo-
duln sicher unverändert. 
Die Vorteile dieses Verfahren s, das von 
PAR NAS 1971 unter der Bezeichnung des 
illformalion hidillg besch rieben wurde, 
zeigen sich leicht am fo lgenden Ver-
gleich: 
Bei eine r (seh r einfachen) Bank seien 
die folgenden Operationen möglich : 
Empfang und Veran lassung bargeldlo· 
ser Zahlungen, Ein- und Auszahlung 
von Bargeld und Abfrage des Komo-
Das wiChtigste Kennzeichen eines guten 
Programmierers ist seine Disziplin . . . 
(Foto: HR. Bramaz) 
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standes. Der Kunde kann alle diese 
Operationen am Bankscha lter oder 
schriftlich auslösen, ohne sich um die 
interne Organisation zu kümmern. 
Grundsätzlich ist es für ihn ohne Be-
lang. ob sein Geld in einem speziellen 
Fach aufbewahrt wird oder ob es mit 
a llen anderen Geldern zusa mmengelegt 
ist und nur eine Buchführung die Zu-
ordnun g zu ei nze ln en Komen speichert. 
Nehmen Wif an, der Kunde habe stan 
dessen Kenntnisse der internen Organi-
sa ti on und die Möglich keit des direkten 
Zugriffs, zum ßeispiel indem er in 
Selbstbedienung Geld in eine bestimm te 
Kasse einlegt oder daraus entnimmt. 
Zum einen wäre es bei einer Unstim-
migkeit der Abrechnung so gut wie un-
möglich , den Grund festzustellen. Aber 
selbst mit den ehrlichen und fehle rfrei 
arbeitenden Kunden könnte das Ver-
fahren auf Dauer nicht funktionieren. 
weil die Bank bei einer Umstellung ih-
rer in ternen Organisation einer unüber-
sehbaren Zah l von Kunden die Ände-
rung mineilen und ihre Beachtung über-
wachen mü ßte. 
Die gleichen Probleme gibt es auch in 
Programmen : Wo Daten in einem gro-
ßen Programmsystem allgemein zu-
gänglich sind. kann nicht mehr ohne 
wei teres restgestellt werden, ob sie nur 
korrekt gebraucht und verändert wer-
den . Wird die Darstell un g der Daten 
veriindert, so sind die Folgen nicht zu 
überblicken. Die Kapselung von Daten, 
wie sie oben durch die Operationen get 
und put erreicht ist, wird daher heute 
allgemein als eines der wicht igsten Pro-
grammierprinzipien betrachtet. Es be-
währt sich auch dort ausgezeichnet, wo 
Peripheriegeräte angesprochen werden : 
alle geräteabhängigen Merkmale wie 
die ZahlendarsteIlung werden in einen 
speziellen Modul gelegt. und nur dieser 
mu ß geändert werden. wenn das Gerät 
durch ein anderes ersetzt wird. 
Aus dem Ve rgleich mit der Bank läßt 
sich auch ein anderes Merkmal dieses 
Vorgehens ablesen: welches vor allem 
bei großen Systemen wicht ig ist. Eine 
Haushaltskasse kann auch nach dem 
Selbstbedienungsverfahren verwal tet 
werden. so wie ein überschaubares 
Programm auch ohne (( Inrormation 
hiding ») noch handhabbar ist. Daher 
kön nen (u nvermeidlich kleine) Bei-
spiele die Vorteile nur andeuten. 
In der Sprache SIM ULA ( 1967) wa ren in 
Form der CLASS zum erstenmal Kon-
strukte vorgesehen. mit deren Hilfe Da-
tentypen und darauf zulässige Operatio-
nen gekapselt we rd en konnten. Daher 
spricht man auch von Abstract Data Ty-
pes .' die spezielle Realisierung der 03-
ten wird du rch die Abstrakt ion unsicht· 
bar. nur ihre runktiona le Schnittstelle 
ist durch d ie Operationen zugä nglich. 
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Bild 1. Oie Moduln eines Programms lassen sich einzeln compilie-
ren. 
Das Beispiel der Bank zeigt. warum 
man von Typen spricht: Die Operati o-
nen wie Einzahlung usw. gelten ni cht 
für ein spezielles Konto, sondern für 
alle Objekte des Typs Konto. In Mo· 
OULA und AOA wu rde dieses Prinzip aus 
SIMULA weiterentwickelt. 
Parallele Prozesse 
Auf einem ein rachen Rech ner des VON-
NEUMANN-Typs läuft jeweils ei n einzi-
ges Program m bis zum Ende. dann folgt 
das nächste. Dieser streng sequentielle 
Betrieb hat fo lgende Nachteile: 
- Bei der Ein- und Ausgabe muß d ie 
Zentraleinheit (CPU) relati v lange 
warten , oft den größten Teil der Zei t. 
da die Peripheriegeräte Zeiten in der 
Größenordnu ng von Hundertstel- bis 
Zehntelsekunden benötigen, während 
die C PU weniger als eine Mikrose-
kunde pro Operation braucht. 
Wenn mehrere technische Abläufe 
überwacht werden so llen und d ie 
Antwortzeit des Rechners kritisch ist. 
si nd vielfach Reaktionen außerha lb 
des sequentiellen Programmablaufs 
nötig. 
- Wo an einem System mehrere Benut-
zer arbeiten , ist die Besch reibung 
durch ei nen ei nzigen bedienenden 
Prozeß im Rechner äußerst kompli-
ziert. 
Rechner mit mehreren Prozessoren. 
die parallel arbeiten können , lassen 
sich sequentiell überhaupt nicht aus-
nutzen. 
Aus diesem Grunde wurde das Konzept 
der parallelen Prozesse geschaffen. 
Diese arbei ten aur verschiedenen Pro-
zessoren (echt parallel) oder auf einem 
einzigen in nicht vorher definierter zeit-
licher Verzah nung (quasiparallel). Für 
die Programmierung ist dieser Unter-
schied unwesentlich : wir gehen daher 
nachrolgend vom allgemeineren Fall , 
der echten Parallelität. aus. 
Solange die parallelen Prozesse völlig 
unabhängig vonei nander sind, entste-
hen keine Probleme. denn die Prozesso-
ren ignorieren einander. Erst durch die 
Notwend igkeit. die Prozesse mltelnan· 
der kommunizieren zu lassen (zu m 
Zweck des Datenaustauschs oder zu r 
Koordi nation der Zugri ffe auf gemein-
same Betriebsmittel). wi rd die Sache 
kompliziert. 
Un tersuchungen in den sechziger Jah-
ren haben zwei wesentliche Grundsätze 
für die Organisation paralleler Prozesse 
ergeben : 
- Es darf IIfller keinen Umständen zu ei-
ner Situation kommen, in der zwei 
oder mehr Prozesse wechselseitig auf-
ei nander warten «(Verklemm ung», 
«Dead lock», t(deadly embrace»). 
Es ist unzulässig, Annahmen darüber 
zu machen , wie schnell parallele Pro-
zesse rortschreiten, das heißt, die Ge-
schwind igkeit darf keine Rolle spi e-
len, weder wen n ein Prozeß extrem 
schn ell oder langsam ist (führt sonst 
zu den «raci ng cond itions») noch 
wenn alle exakt gleich schnell si nd 
(verursacht eventu ell das stä nd ige 
hömche «arter-you»-Warten). 
Die Progra mm abschnitte, in denen 
parallele Prozesse auf gemeinsame Va-
riablen oder Betriebsmittel zugreifen, 
werden als kritische Absc/mitte «((critical 
regions») bezeichnet. DIJI\STRA hat 1968 
ein Verfahren angegeben, diese durch 
sogena nnte Semaphore zu schützen. 
Vorbild (und Stirter des Namens) waren 
die Signale der Eisenbahntech nik. 
Ein Semaphor S ist eine spezielle Varia-
ble mit ganzzah ligem, niemals negati-
vem Wert. Auf sie sind nur zwei Opera-
tionen zugelassen, wai t (S) und send (S) 
(bei DUI\ST KA peS) und V(S) . Send (5) 
bedeutet , daß der Wert von S um I 
erhöht wird. Bei wait (5) wird er um I 
gesenkt, falls er größer als Null war; 
andernra lls wird die Wait-Operation 
verzögert. bis 5 du rch Send-Operatio-
nen anderer Prozesse positiv geworden 
ist. 
Beispiel: Erzeuger und Verb raucher (in 
ei ner MODULA-ähnlichen Notation) 
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Beide Prozesse können aSYllchron arbei-
ten, jedoch wird der Verbraucher verzö-
gert. wenn er den Her!;teller überholen 
will. 
Im Sinne des Maschinencodes bestehen 
wail und send im allgemeinen aus meh-
reren Einzeloperalionen. Werden meh-
rere solche Zugrifre aur denselben Se-
maphor parallel ausgeführt, so kann das 
Endergebnis verfälscht werden, wie das 
folgende Beispiel (links send (S), rechls 
wail (S), Zeitachse in der Mitte) ver-
deutlicht. 
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Das Ergebnis ist falsch, denn es spiegel! 
nur die Wail-Operation. Es ist daher 
notwendig, die Operationen send und 
wail IIIl/ei/bar zu machen. Dies gilt auch 
für jeden anderen Mechanismus zur 
Prozeßkommunikation: Immer ist eine 
unteilbare Operation für die Realisie-
rung erforderlich. Bei quasiparallelen 
Systemen kann dies <luch durch das 
Betriebssystem garanliert werden, bei 
echter Parallelität ist eine geeignete 
Maschinenoperation notwendig. 
In den letzten Jahren wurden verschie-
dene komfortablere und/ oder sicherere 
Mechanismen entwickelt. darunter die 
Parh-Expressions von CAMPBELL und 
HABERMA:-:N, die Monirore von HOARE 
und das Rendenous in AnA. 
Die Programmiersprache AD' 
Das US-Departmenl of Defense (DoD) 
wendet für Software jährlich eine 
Summe von etwa 3 Mia S auf. Al s eine 
Möglichkeit, diese Kosten zu senken, 
wurde die Vereinheitlichung der zahl-
reichen eingesetzten Programm iersp ra-
chen (es sollen mit Dialekten C(wa 400 
sein) identifiziert. So entstand die Pro-
grammiersprache AOA, benannt nach 
der Gräfin AüGl;STA AOA LOVEl ACE, 
Tochter Lmm BYRo~S, die als erste Pro-
grammiererin (der nicht realisierten 
«ana lytical engine» von BABBAGE) zur 
Geschichte der Programmierung beige-
tragen hat. 
AnA wurde in einem mehrst ufigen Aus-
wahlverfahren von verschiedenen Stei-
len enlwickelt (die Gesamtkosten liegen 
bisher über 20 Mio S); das Rennen 
machten schließlich JEA.' D. le HBJAJI 
und seine Mitarbeiter bei Cii HoneyweH 
Bull in Frankreich. Dies e rklär( , wieso 
eine Sprache des DoD so enge Ver-
wandtschaft mit den europäischen 
Sprachen wie PASCAL und MODL'LA auf-
weist. 
AOA wurde entspreChend den Bedürf-
nissen der Auftraggeber für die Pro-
grammierung komplexer "embedded 
TECHNISCHE RUNDSCHAU 1 8/85 
Informatik Datentechnik 
system s» entworfen. Dieses Wore be-
zeichnet Programme, die Teile größerer 
Systeme. zum Beispiel eines Waffensy-
stems, werden. Natürlich sind die Erfor-
dernisse bei Systemsoftware (beispiels-
weise Betriebssystemen) und bei indu-
striellen Echtzeitsystemen ganz ähnlich, 
so daß die Sprache für ein weites Spek-
trum von Anwendungen in Frage 
kommt. 
AOA soll als Standardsprache praktisch 
alle anderen Sprachen und Dialekte 
verdrängen und selbst keine Dialekte 
bilden. Für das erste ist es notwendig, 
daß AOA sehr mächtig ist und nicht für 
man che Probleme ungeeignet. Daher ist 
AOA eine recht umfangreiche Sprache, 
di e - in vollem Umfang - sicher nur mit 
erheblichem Aufwand erlernt werden 
kann. Aber man sollte sich darüber im 
klaren sein, daß man diesen volten 
Umfang natürlich oft nicht benötigt. 
Wer etwa nur sequentielle Programme 
schreibt, hat keinen Grund, die Mecha-
ni smen zur Prozeßkom munikation zu 
erlernen. Es wird also erforderlich sei n, 
für Zwecke der Ausbildung Teilmengen 
der Sprache zu definieren. Diese wer-
den dann aber nicht schwieriger sein 
als andere Sprachen derselben Mächtig-
keit. 
Um die Bildung von Dialekten zu ver-
hindern , hM das DoD von Beginn an 
seh r rigorose Maßnahmen getroffen: 
AOA ist ein eingetragenes Warenzeichen 
des DoO und darf daher nur mit dessen 
Genehmigung verwendet werden. Da-
durch behält das DoD die Kontrolle 
und kann jede Abweichung von der 
präzisen Definition, die vor kurzem in 
revidierter Fassu ng erschienen ist 
(000, 1983), mit dem Entzug des Na-
mens bestrafen. Wer einen AOA-Über-
setzer auf den Markt bringen will, muß 
diesen zunächst dem 000 zur Geneh-
migung vorlegen. In einer ausgefeilten 
Prozedur wird er geprüft und freigege-
ben. 
Für den Anwender hat diese Strenge 
große Vorteile: Zum erstenmal ist si-
chergestellt, daß Programme wirklich 
portabel sind, es sei denn, sie verwen-
den spezielle maschinenabhängige Be-
fehle, die bei der Erstellung von Sy-
stemsoftwa re nicht ganz entbehrlich 
si nd, aber wenigstens sauber gekenn-
zeichnet werden. Auch muß der Pro-
grammierer nicht für jede Maschine 
einen neuen Dialekt lernen. 
AOA ist der Sprache MODULA recht ähn-
lich. den Moduln entspricht das Pack-
age. bestehend aus package-specijicotion 
(Definitionsreil) und package-body (Im-
plementierungsteil). Wie MODUlA ge-
stallet auch ADA, maschi nennah zu pro-
grammieren; kann man sich bereits auf 
ein Betriebssystem stützen , so bietet 
AOA mehr höhere Konstrukte an, zum 
Beispiel fur die Synchronisation (<< Ren -
dezvous») oder für die Behandlung 
von Ausnahmesituationen (Exception-
Handling). Das sogenannte Typing, 
a lso die Zuordnung von Typen zu 
Variablen und anderen Objekten, 
wurde in AOA noch verfeinert. Auch 
wenn MOOt:LA zu den sauber definier-
ten Programm iersprachen zä hlt, ist AOA 
in diesem Punkt sicher überlegen, vor 
allem auch durch die Standardisierung 
der Abnahmeprozedur. Mit den soge-
nannten GenericJ. vor allem den Gene-
ric Packages, bietet AOA ein neues Kon-
zept, das gewisse Möglichkeiten von 
Makroprozessoren mit dem Komfort 
und der Sicherheit hoher Programmier-
sprachen kombiniert. 
Pragmatisch belrachtet, wird sich AOA 
aber nicht wegen seiner (sicher vorhan-
denen) positi ven Merkmale durchset-
zen, sondern aufgrund des finanziellen 
Drucks, den das 000 auf den Markt 
ausübt. Gegenwärtig sind praktisch alle 
Rechnerhersteller und viele Software-
häuser mit der Implementierung von 
Compi!ern beschäftigt, 1983 wurde 
(nach einem experimentellen Übersetzer 
der New York University) der erste 
echte AOA-Compiler vom DoD vali-
diert. 
Ein wesentlicher Vorzug von ADA, auf 
den hier nicht näher eingegangen wer-
den kann, besteht im sogenannten 
"AoA Programming Support Environ-
ment)) (A PSE), durch das erstmals (ähn-
lich wie im sehr erfolgreichen UNIX-
System [1 81) auch die Bediensch nitt· 
stelle festgelegt ist. Damit si nd nicht nur 
die Programme, sondern auch die Pro-
grammierer und die Bediener des Sy-
stems IlportabellJ geworden. 
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Abschließend soll hier das schon früher 
benutzte Beispiel der Fakullätsberech-
nung mit AUA gezeigt werden. Es zeigt 
sehr charak teristisch. wie das Programm 
nun a uch Problemfäll e wie die Eingabe 
ein er negati ven oder einer zu großen 
Zahl sauber behandelt (siehe Exception-
Statements am Ende). Daß es dadurch 
länger wird. ist nicht vermeidbar. 
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Zu den Komm entaren , die du rch dop-
peltes Min us eingeleitet werden, fo lgen-
der Hinweis: Die Ko mm entare werden 
in A DA nicht wi e in PASCA L und ähn li -
chen Sprachen durch zwei Symbole um-
schlossen, zum Beispiel 111 ... )11, sondern 
end en automatisch am Zeilen ende wie 
bei FORTRA~ oder COBOL. kö nnen aller-
dings auch in der Zei le beginnen . Pro-
gramm e werden dadurch besser lesbar, 
und Fehler durch fehlendes Kom-
mentarende-Symbo l sind au sgeschlos· 
sen . 
Di e Literatur über A[)A ist scho n heute 
sehr umfangrei ch. (1 9) bietet einen lei ch· 
ten Zugang, [20, 21J si nd se hr zu emp· 
feh len. 
Compiler und Interpreter 
Das Prin zip der Progra mmubersetzung 
ist im ersten Teilbeit rag der Serie in der 
1.TR .. Nr. 9 (26. 2. 1985) erklärt worden. 
Der Cumpiler erh ält ein vollständiges 
Quellprogramm und liefert ein entspre-
che ndes Masch inenprogramm (das im 
allgemeinen noch gebunden werden 
muß). Bei der Programmausjiillrllllg ist 
der Compil er un beteiligt. 
Iflferpre(er arbeiten a nders: Das Pro-
g ramm wird nicht übersetzt , sondern in 
Quellsprache ausgeführt. Der Interpre-
ter analysiert jeweils den anstehenden 
Bereh[ , illff'rpmierl ihn und führt ihn 
aus. Bild 2 zeigt die beiden Verfahren 
schemati sch. 
Di e Co mpilierun g wird darin du rch den 
obe ren , di e I nterpretat ion durch den 
unteren Weg vom Quellprogramm zu 
den Ergebnissen repräsentiert. Tabell e I 
nennt die wese ntlichen Konsequenzen 
aus der Entscheidung rur das ei ne oder 
das andere Verfahren. 
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Di e Ausführungszeit is t natürlich bei 
Interpretation erhebl ich l ä n~er, denn es 
ist ja bei jedem Schritt eine Ubersetzung 
nötig. Dies ist vor allem dann sehr inef· 
fizient. wenn einige wenige Befeh le sehr 
oft durchlaufen werden. Der Implemen-
tierungsaufwand ist bei einem Com piler 
beträchtlich höher, allerdings vor all em 
durch einen gewissen Grundaufwand. 
Der Sprachum fang beetnnuUt ei nen 
Interpreter wei taus stärker als einen 
Compiler. Interpreter b rau chen weni ger 
Speicherplatz als Compiler, schon des-
halb, weil sie keinen Maschin encode er-
zeugen. Interpretation setzt voraus. daß 
jede Zeile ein zeln (also oh ne Kenntnis 
des Ko ntex ts) interpretierbar ist. Dam it 
sind vi ele Merkma[ e höherer Sprachen, 
wIe Dekl a ra ti onen. D,tten slru kturen, 
Unterprogramme usw .. nicht mehr be-
herrschbar. Das heißt. Interpreter sind 
für solche Sprachen pri nzipi ell ungeeig-
net. In der Prax is werden daher oft 
Merkma[e der Compiler in die Interpre-
ter übernommen. 
Zusammenfassend läßt sich sagen: Bei 
Interpretern steigen der Aufwand zur 
Imp[ementierung sowie der Zei t- und 
Speicherplatzbedarr im wesentlichen 
propo rtional mi t dem Umrang der 
Sprache. wobei von einer gewissen 
Komplexität an das inlerpretierende 
Verfahren nicht mehr ausreicht. Für 
Compi ler entsteht bei den drei genann-
ten Kenn größen ein erh eblicher Grund · 
aufwand (auch für sehr ein fache Spra -
chen ), der d a nn aber nicht mehr drama-
tisch ansteigt. wenn d ie Sprache um · 
rangreicher und komplizierter wird . 
BAStC 
Die gen<lnnten Eigen SChaften eines In-
terpreters deuten darau f hin , daß diese r 
Ansatz dann vortelth aft ISt, wenn 
die Progra mll) iersprache einfach ist 
(nicht im Sin ne des Gebrauchs, son-
dern im Sinne ihrer Konzeption) 
- der Speicherpla tz sehr knapp ist 
die Ausführungszeit der Programme 
keine wesentliche Ro lle spielt 
T~bl- lIe I. .\lnkmalr .on Compilt r und Inlerprelrr . 
Compiler lnlfrprtltr 
Obcrsetzungszeit je nach Pro· null 
grammliinge 
und Compi· 
ler \·er$Chie· 
den lang 
"usrühru ngsze;1 'on lang 
Implemem;erungs· 
aufwand hoch ,e;ing 
Speicherbedarr 
ÜberSetlung kompli-
höher ,crin,er 
z;enerer Strukturen ,eeignet ungeeignet 
- der ßenutzer interakti v program-
miert. testet und korrigiert und uno 
gern auf die Übersetzung von Pro-
grammen wanet 
und ni cht zuletzt 
- der Hersteller des Übersetzers kein en 
großen Aufwand treiben kann 
Damit ist der Bereich der Kfeinrechl/er 
(Personal- oder Home-Computer) cha-
rakterisiert. So hat sich vor allem auf 
diesem Gebiet eine Sprache rur die in-
terpretative Verarbeitun g, d ie Sprache 
BASIC ( Beginner's All Purpose Symbolic 
Instru ct ion Code), a ls erfolgrei chste 
Programmi ersprache e rwiesen. BASIC 
wurde 1965 am Dartmouth College. 
New Ham pshire, vo n KEME N" und 
KUlnz ent wickelt. (Die nachfolgende 
Besprechung bezieht sich auf das ur-
sprüngliche BASIC. Au s dieser Sprache 
hat sich eine solche Vielralt von Dia-
[ekten gebildet, daß hier gar nicht erst 
\'e rsucht werden 50 [1. irgendeinen 
Überblick zu gewi nnen.) 
BASIC entsland zu einer Zei t. da es rur 
di e interaktive Arbei t keine Bildschirm-
terminals, sondern nur Fern schreiber 
( Konsol·Schreibmaschinen) gab. Aur 
diesen Geräten ka nn nur zeilenweise 
editiert werden. Daher begin nt in BASIC 
jedes Statemen t mit einer Zei[ennum· 
mer. Durch di ese ist sein Pl atz im Pro· 
gra mm bestimm t (das heißt, die Rei hen-
folge der Eingabe ist un wesentlich, die 
Ordnung erfolgt aufgrund der Zeilen-
numm ern). Dann folgt eine der fo lgen-
den Anweisungen: 
.. ' ...... ,.> ........ , .... "._ .. ~. , 
....... 1._. , .. _.1 
-~ ,,,'-, """'"'' ''''''' ' 
........ , .. , ... , .. ~ "" ... , 
"""~ .. .... ' ..... ,_' .... _ , ,... .... ,-, , ..... " .. ... -.' 
, ........ , . . .. ,,~ . ... ~ .... . . n." .... " , ... "", .. ,., 
.. ".""". , ........ -" .... , 
..... " ... ,........... ,,,.,, ..... _ .. ,., 
.. , ............ , ... _ .. " , .. ~ .. ~ .......... _ ... ~.~ . . , .. ,,- , 
.~ , ....... ,,_· .... 1 
... , .......... '-, 
." , ,, ... ,., .. , .... , ,., .... , ... , 
... ,,, ... ,., _ •• "_ ... ,,... " M .... , ... , 
....... , .... '. ,.-' ....... _ , 
.... . -.. ,-" .. "., 
.. ' .. "" ... , ." ... ,. I • • ~ .. ~ . , ._._ , 
Außerdem gibt es elf Anwei sungen rür 
Matrixoperationen und eini ge mathe-
ma tische Funktionen wie Quadratwur· 
zer. Zufallszah l usw. Eine frühe Erwei-
terung betraf die Verarbeitung von 
St rings (Zeichenreihen). 
Namen bestehen in BASIC aus nu r einem 
einzigen Bu chstaben , a uf den noch ei ne 
Ziffer folgen darf. Zah len werden in je-
dem Fall als Realzahl en behandelt , es 
gibt also keinen T yp für ganze Zahlen 
(vergleiche die Ergebnisse im Beispie[ 
unten). 
Ei n BASIC- Programm zur Berechnung 
der Faku[tätsrunktion sieht so aus: 
,. .. " •• ". n •• 
.. "' .. , ,. ", .. ",-... 
" ... , .. , 
............... , 
.... , ..... 
.. ..... 
... "" -..... ,,,,--.'.-, .. -.. 
" ...... 
. -
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Informatik Datentechn ik 
Quellprogramm 11 libersetzen 
Einzelbefehl 
(in Quellensprache) interpretieren Ergebnisse 
Bild 2. Schematische Darstellung 
Compiler und Interpreter. 
der Verfahrensweise von 
An den Zeilennummern erkennt man, 
daß zwei Zeilen nachtriiglich ei ngefügt 
wurden, die Zei len 25 und 75. Dadurch 
wurde eine Sch leife über mehrere Werte 
für Z rea lisiert. Eingelesen wird au s den 
Daten im DATA-Statemenl. Ein Lauf 
des Programm s li efert folgende Ergeb-
nisse: 
,,,"," .. ,_ 
,."" . ., "~ 
""',, .. , ... 
, 
" 
" 
'" 
'" 
'" 
,. 
", .... " 
""",." 
Ein inleraklivcs System läßt sich auf to-
tem Papier schlecht beschreiben. man 
muß sich vorste ll en, daß alle Tätigkei -
ten wie Eingeben und Editieren , Ausge-
ben auf dem Terminal und Testen ohne 
Wechsel der Betriebsart durcheinander 
a usgeführt werden können. So wird das 
Programm zeilenweise eingegeben, mit 
LI ST kontrolliert und schließlich mit 
RUN gestartet. Anschließend kann das 
Programm durch Eingabe, Ersetzung 
oder Löschen einzelner Zeilen geändert 
und erneut gestartet werden. Wegen der 
ineffizienten Programmausfü hrung gibt 
es heute vielfach zusätzlich BASic-Co m-
piler, mit denen ein getestetes Pro-
gramm in effizienten Code übersetzt 
werden blnn. 
Kritik an BASIC 
BASIC ist struktu rfeindlich. Die Sprache 
besitzt (immer in ihrer ursprünglichen 
Form) weder ein echtes Unterpro-
grammkonzept noch Datentypen (ab-
gesehen von Feldern), es fehlen aussa-
gek räftige Variablennamen und Kon-
strukte zur syntaktischen Gliederung 
der Programme. 
Die charakteristischen Eigenschaften 
der Sprache BASIC und des zugehörigen 
interaktiven BASIC-Systems fördern eine 
bestimm te Arbei tsweise: Der Program-
mierer probiert schnell mal etwas aus. 
nickt ein paar Befehle ein. probiert wie-
der, ändert hier und dort etwas, bis das 
Programm zu tun schei nt , was er erwar-
tet. Dieses Vorgehen, von Kritikern mit 
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einem abgewandelten amerikanischen 
Werbespruch als «Code now, think 
later» beschrieben, steht im scparfen 
Konni kt mit den Erkenntnissen auf 
dem Gebiet des Software-Engineering 
(die Disziplin, die sich damit befaßt, 
wie man korrekle Programme mit mög-
lichst geringem Aufwand produziert und 
erhä lt). Wir wissen heute, daß mehr als 
zwei Drinel des Personalaufwands der 
((Wartung» dienen , also der Korrektur 
und Änderung fertiger Programm e. Der 
Wanungsaufwand wird vor allem durch 
drei Faktoren beeinOußt: 
- durch die Fehlerdichte 
- durch die Verständlichkeit des Pro-
gramms und 
- durch die Qualität seiner Struktu-
rierung. Dieser Punkt entscheidet 
darüber, wie groß der Teil des Pro-
gramms ist, in dem ein Fehler gesucht 
oder eine Änderung durchgeführt 
werden muß 
Die interakti ve Programmierung er-
scheint uns gefühlsmäßig so attraktiv, 
weil wir unmittelbar ein Ergebnis sehen. 
Wir nehmen dafür in Kauf, daß wir mit 
einem sch lecht (oder eigentlich gar 
nicht) strukturierten Programm arbei-
ten. Da komplexe Datentypen und 
andere Konstrukte, die d ie Übersicht 
erhöhen würden, feh len, können wir 
unsere Programme kaum weitergeben 
oder fremde verstehen (eigene Pro-
gramme sind auch fremde, wenn sie äl-
ter sind). Die Fehler hoffen wir durch 
Probieren zu entdecken . obwohl wir 
wissen , daß man durch Teste n keine si-
cheren Aufschlüsse erhält. 
Aus diesen Erwägungen fo lgt, daß BA· 
SIC eine schlechte Programmiersprache 
ist. Das gilt auch und vor allem fü r die 
Ausbildung. Untersuchungen haben 
gezeigt, daß die Programmiersprache, 
d ie wir a ls erste erlernt haben, unsere 
An zu programmieren in derselben 
Weise p riigt , wie es auf anderen Gebie-
ten unsere Muttersprache tut. Daher ist 
BASIC der denkbar sch lechteste Einstieg 
in die Programmierung ( DAVID GltlES, 
1976: «Today thousands of teenagers in 
the US are having their first algorithmic 
thoughts poJ1uted by th is la nguage.H 
Der ganze Artikel ist sehr lesenswert 
[22]). 
WARNING: 77le Programmer Gel/e-
ral lias delermined Ihal BA SIC hack-
illg may be ha:ardOIlS fO lire program-
ming heallh ofJOIlIIgs/ers. For delails 
see R. L. WE,\'ELBLAT's «77le col/se-
quellce of Ol/es first programmi/lg 
lallguage». Software - Pract;ce 0/1(1 
Experience / / (/98/). pp. 733-740. 
AuS .. Communicalio ns of lhe ACI>I". Vol. 17, 1. 
p. 13. 
Zu BASIC gibt es eine Reihe von Lehrbü-
chern, zum Beispiel von SCHÄRF [231. 
Wegen der großen Unterschiede zwi-
schen den BASIc- Dialekten ist es aller-
dings vortei lhaft. die speziellen Hand-
bücher der jeweiligen Implementierung 
zu benutzen. 
Neben BASIC gibt es noch andere. je-
doch weniger weit verbreitete Sprachen 
für die interakti ve Programmierung. 
Hier ist vor allem APL zu nennen. APL 
hat wegen seiner äußerst knappen, dem 
Laien völlig unverständlichen Notation, 
die einen besonderen Zeichensatz (viele 
griechische Buchstaben und Sonderzei-
chen) und damit spezielle Terminal s 
erforderl, eine kl eine Gemeinde über-
zeugter Fans, die sich oft einen Sport 
da raus machen, komplizierle Probleme 
mit einem Programm zu lösen, das in 
eine einzige Zeile paßt (die berüchtigten 
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((Oneliner»). Af'l gilt daher unter den 
((Ungläubigen» als prakt isch unlesbllr. 
Programmqualität. Effizienz 
und Optimierung 
Bei der Kritik an BASIC wurden bereits 
einige Programmqualitiiten genannt. 
Will man die angestrebten Eigenschaf· 
ten klassifizieren , so unterscheidet man 
zwischen denjenigen. die die Arbeit mil 
dem Progr;lmm betreffen (beispiels· 
weise Korrektheit, Robuslheit, Erfi· 
zienz). und denen. die charakteri sieren. 
wie schwierig Arbeiten Gm Programm 
sind (etwa Portabilität. StruklUrierung 
und Verstiindlichkeit, Qualität der Pro-
grammdokumentation). Zwischen den 
verschiedenen Qualitäten besteht im all-
gemeinen ein Konnikt, so daß der Pro-
grammierer einen Kompromiß suchen 
muß. mit welchem sich insgesam t das 
beste Resultat erzielen hißt. 
Viele von un s folgen d:lbei ei nem star-
ken Hestreben. de~ Aspekt der Effizienz 
übermäßig hoch zu bewerten und da-
durch vor allem die Qualitäten der 
zweiten Gruppe zu vernachlässigen. 
Dies gi I1 sowohl für die Effizienz der 
Programmerslellung «((schnell zum Lau-
fen bringen») als auch und vor allem 
für die der Programmausführung. Dies 
hat hauptsiichlich drei Gründe: 
- Wir lernen an kleinen Beispielen pro-
grammieren. bei denen wir das Pro-
gramm schnell gllnz überblicken und 
entsprechend im Detail bellrbeiten 
können. Dadurch lernen wir die Pro-
bleme des Entwurfs und der Wartung 
großer Programme kaum ktinnen. 
- Die Rechner früherer hhre. mit de-
nen wir unsere ersten Erfahrungen 
gesam mell ha ben. hallen einen sehr 
kleinen Speicher und waren langsam; 
wir mußlen daher speicher- und lauf-
zeiteffizient programmieren. Ähnli. 
ches gilt heute für die Rechner in 
Schulen und für die Horne-Compu-
ter. 
- Wir betrachten das laufende Pro-
gramm als unser mit Abstand wich-
tigstes Ziel. nicht das Vorhandensein 
einer präzisen Dokumentation oder 
einer transparenten Programmstruk-
tur. Auch unsere Vorgesetzten kön-
nen die Frage. ob ein Programm 
schon läuft, wesentlich leichter beant-
worten als die nach Qualitä ten. die 
sich bis heute nicht objektiv beurtei· 
len lassen. 
Aus diesen Gründen haben WIf es uns 
zur Gewohnheit gemacht, möglichst 
schnell einen möglichst effizienten 
Code zu schreiben. Wir bel rügen dabei 
uns selbst und un se re Auftraggeber: uns 
selbst. weil wir beim Teslen einen uno 
verhältnismäßig hohen Aufwand trei-
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ben. und unsere Auftraggeber, weil 
diese bei der spä teren Programmwar-
tun g für unsere Eile und die Optimie-
rung des Programms bezahlen. Daher 
gel ten für die Optimierung des Pro-
gramms die beiden Regeln von MI-
CHAEL JACKSON: 
Tue es /lidlf.' 
Wenn du es unbedingl W/I mußI. we es 
späler! 
Diese Regeln besagen. daß eine Opti-
mierung in sehr vielen Fäll en ganz 
unangebracht ist. Der Speicherplatz ist 
heute in praktischen Anwendungen 
meist kein Problem mehr, und wo er als 
Problem erSCheint, wäre es oft viel bi l-
liger, zusätzliche Hardware anzuscha f-
fen. als bei der Software Uhrmacherci 
zu betreiben. Hin sichtlich der Laufzeit 
ist bei Programmen oder Programmlei-
len. die nur selten gebr,wcht werden, 
die Optimierung unsinnig. 
Als Preis der frühen Optimierung ver· 
zichten wir in der Regel auf die Trans-
parenz des Progr:lmms und damit auf 
unsere Gewißheit. daß es korrekt ist. 
Wir sollten daher besser so vorgehen. 
wie es der obere Weg in Bild 3 zeigt: 
Kriterien für gute 
Programmiersprachen und 
gute Programmierer 
Wir haben nun die Vo raussetzungen. ei-
nige Kriterien fü r den Vergleich von 
Programmierspr:lchen zu sammeln (Ta· 
belle 2). Es wu rd e bereits zu Beginn des 
ersten Beitrages erwähnt. daß Program-
miersprachen nicht nur eine technische. 
sondern auch eine psychologische Seite 
haben und daß ihre Bewertung daher 
unvermeidlich subjekliv ist. Allerdings 
ist es möglich, aufgrund empirischer 
Untersuchungen die Urteile zu überprü-
fen. Dies gil t besonders im Hinblick auf 
die ganze FehlerproblenHltik. Wegwei-
send ist dah er hi er die Feststellung. daß 
es unser größtes Problem ist, ein Pro-
gramm korrekl zu implementie ren und 
auch bei Änderungen die Korrektheit 
zu erhalten. ßeides soll mit möglichst 
geringem Aufwand erfolgen (aber nicht 
zu Lasten der Korrektheit). Eine gute 
Programmiersprache soll daher jede 
mögliche Hilfe zur Vermeidung und Er-
kennung von Fehlern leisten und im üb-
rigen leicht erlernbar und ausreichend 
mächtig sein. Sie soll den Programmie-
rer nicht zwingen, Übersetzungen vor-
zunehmen. die die Maschine intern be-
sorgen kön nte; andernfalls lenkt sie 
seine Aufmerksamkeit von den kriti-
schen Punkten ab und behindert seine 
Arbeit. 
FOKTKAN hat in Tabelle 2 mi t 6. 1, 6.4 
und 6.5 drei wichtige Plu spunkte, im 
übrigen aber fast nur Negativanzeigen. 
T3belie 2. K.ilc.ien rür den Yerglekh .on I' rogram-
mit rspnchtn. 
I . "amen 
t.1 Keine Beschränkungen bei der l5nge '·on 
Namen 
2. KonSlanlen lind Typen 
2.1 DeI'inilion symbolischer Konstamen und 
Typen 
22 Aufbau ~omple~e. Datentypen 
2.3 Strikte Typprufung (Serong Typing) 
2.4 Ull1erSlii lzung bei der 8ildung ab , trakter 
Datenlypen 
J . Wffllu"eisungen 
J. I Nebenwirkungen (Side ErfeclS) ausge· 
s~hloss(n od(r scharf komrollien 
4. "bl~ur 
4.1 Sichere. ges~hlossene Konmuxte rur den 
Ablauf 
4.2 Proz(duren mil nach Kommuniblions· 
richlung qualifi zieretn Parametern 
4.3 Keine allgemeine Sprunganweisung 
(GOTO). Slal1 de ~sen Aussp.ung und Aus· 
nahmebehandlung (Exceplion Handling) 
4.4 Höheres Sprachkontept rur die Prozeß-
kommunikalion 
~. Sli l und Umhng 
5.1 Nach einem eing~ngigen Prinzip aufge· 
~aul (nicht zusammengestoppelt) 
5.2 Überschaubar. leichl erlernbar 
5.3 An math~mati ,chcm Formatismus o rien· 
tiere 
b. übNsctlcr 
6. 1 Muß in niilzlicher Frist auf den richtigen 
Maschinen .. ermgbar sein 
6.1 Benutzerfreundtiche Fehicrbehandlung 
b.J EinheitliChe Bedienschniustelle 
6.4 Separate Compilierung 
6.5 Hinreichend dfizienler Zieicode 
PASCAL erfüll t dagegen viele der Forde-
rungen. schmerzlich vermißc werden 2.4 
und 6.4 , außerdem sind die Kriterien 
unter 4. nicht oder nicht befriedigend 
erfüllt. [n MODUl A-2 sind alle diese 
Mängel behobera. dafür hapert es bei 
6.1 ; 6.3 bleibt ebenso ungelöst wie bei 
PASCAL ADA sch ließlich wird. wenn 
Compiler in ausreichender Zahl verfüg· 
bar sind und diese 6.5 erfüllen. allen 
Kriterien (auch 6.3) genügen außer 5.2: 
an dieser Stelle müssen unsere Bemü-
hungen ansetzen. ein didakt isches Kon-
zept zu schaffen. Es soll te allerdi ngs 
auch klar sein, daß die Schwierigkeiten 
bei der Einführung von AOA nicht so 
sehr bei ADA selbst liegen als vielmehr 
bei der mangelnden Basis, da vielfach 
Grundkenntnisse des Software Engi-
neering fehlen. 
Noch weniger klar lassen sich die Ei-
gel/sr!Ja!ten eines guten Programmierers 
angeben. Natürlich ist es vorteilhaft, 
wenn er sich auf eine gründliche Ausbil-
dung stützt, abstrak t denken kann, 
komplizierte Zusammenhänge schnell 
versteht, ein gutes Gedächtnis hat usw. 
Hier sollen einige Merkmale genan nt 
werden. die weniger leicht ins Auge 
springen: 
- Das wichti gste Ken nzeichen eines 
guten Programmierers ist seine Dis-
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Informatik Datentechnik 
auf Korrektheit l iel .ende 
r--------, Programmierung r;.",,,,,c. =::---, 
I I IneffizJ9ntes, Problem I aber korrektes .. Programm 
L - -----;,C,1, lokale L"'o""""'---' 11 E.ffizien z Optimierung 
~ z.elende . (wo nöt ig ) 
::'::~:::;. p,og'imm,::,~gm ~ r:c:,="=.:;.~=,=~s=;",,-.--' 
hah es Programm V les Progrilmm~_ 
Bild 3. Geeignete und ungeeignete VOfgehensweise zur Pro-
grammoptimierung. 
: iplill . Dank ihr widersteht er dem 
Drang, so schnell wie mögli ch zu co-
dieren und zu testen, legt statt dessen 
sein e Programm.e gründl ich und 
sauber an und dokum entiert I'or der 
Codierung. Unzulänglichkeiten der 
Programmi ersprache kann der Pro-
grammi erer durch Disziplin teil weise 
ausgleichen, indem er, wo nötig, uso 
tut , al s ob)), al so etwa in FOKTRAI' 
GOTO nur so einselZl, wie es in Mo· 
DULA möglich ist, usw. Die Disziplin 
veran laßt ihn auch, sich an Regeln 
und Normen zu hallen und seine Pro-
gramm e nach dem Probl em zu for-
men und nicht nach sich selbst 
( •• ego-free- programming»)_ Schließ-
lich schützt ihn die Di szipl in vor Un-
beständigkeit und Schwäche gege n-
über wechselnden Wün schen au s der 
Um ge bung (er kann NEIN sagen ). 
Ein guter Programmierer hat ein 
intU!ln'es Verständnis dafür, was 
Komplexiläl bedeutet. Der Unter-
schied zwischen 10 Zeilen und 10000 
Zeilen besteht für ihn nicht nur in ei-
nem Faktor tausend. Er wdß, welch e 
Quali,äf des Problems durch die 
Quantit ät hinzukommt, und er richtet 
sich auf die damit verbundenen 
Schwierigkeiten ein. 
Imm er wieder wird der Programmie-
rer von einer soliden Grundlage in 
Mathematik profitie ren (Algebra, Au -
tomatenlheorie usw_): fehlt diese r Teil 
der Ausbi ldung, so läßt er sich neben 
der Pra xis kaum noch nachholen. 
Um mit ei ner sich schnell entwickeln-
den Techn ik Schritt zu halten, ist ein 
guter Programmierer flexibel und 
lemfreudig; er ist kooperolh' und auch 
bereit, seine Arbeit der Kritik se in er 
Kollegen auszusetzen. 
Es sollte nach a llen Aussagen di eses 
Berichts klar sein , daß Programmi eren 
einerseits keine <.schwarze Kunst>! is t. 
anderseits aber auch kein Kinderspiel, 
das jeder Laie nach ein paar Wochen in 
einem Programmi erkurs - oder schlim-
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mer noch nach elRlgen privaten Versu-
chen am Home-Computer - beherrscht. 
Programmi eren ist ein .. Kopfwerk.>, 
das man solide erl ernen und anwenden 
sollte. Daran ändert auch die Tatsache 
nichts, daß heute in der Praxis viel 
Pfusch üblich ist. 
Teilgebiete. die In diesem 
Aufsatz nicht behandelt sind 
Dieser Beitrag kann nicht nächendek-
kend sein . Zu den \'iele n wichtigen Tei l-
gebieten , die nicht behandelt werden , 
zählen 
Spezialsprachen für bestimmte An-
wendungen . zum Beispiel numeri sch 
gesteuerte Werkzeugmaschinen 
die Sprachen aus dem Gebiet der 
künstlichen Intelligenz (LISP, PRO· 
LOG) 
die Di skussion ti beT grafische Spra-
chen und damit der Hin weis, daß 
Flußdiagramme überholt sind und 
zumindest NASSI-SII !'IEIDERM AN-Dia-
gram me benutzt werden sollten (24) 
eine Erweiterung des Programm ier-
sprachenbegriffs in Ri chtung auf 
Sprachen, die zur Spezifikation und 
zum Entwurf verwendet werden [25) 
axiomatisch e Spezifikati on und tran s-
formatori sche Programmentwick-
lung, Verifikation und Validati on von 
Programmen 
Methoden zur Definition von Pro-
grammi ersprachen (über BNF hin-
aus) 
die Bedeutung nichtprozeduraler 
Sprachen und ihr Zusamm enhang mit 
neueren Entwicklungen weg von der 
VON- NE U:<.tAl'!'I- Maschine [26) 
die Grundzüge der Sprachen theorie, 
vor a llem die Einteilung in reguläre, 
kontextrreie und kontextsensiti ve 
Sprachen und einige wi chtige Lehren 
der Theorie. 
Außerdem si nd natürlich viele bekannte 
Programmiersprachen nicht oder nur 
kurz erwä hnt , wie beispielsweise 
PEA RL, C, ßlISS, JOVIAL, CORAL. 
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Der IIcitrag ist ~IH einer Vonragsr~ih~ ;n den 
~ Techn ischen Abendkursen B3d~n" en tst ~nden 
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