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Abstract. We consider the quantized Knizhnik-Zamolodchikov-Bernarddifference equa-
tion (qKZB) with step p and values in a tensor product of finite dimensional evaluation
modules over the elliptic quantum group Eτ,η(sl2), the equation defined in terms of
elliptic dynamical R-matrices. We solve the equation in terms of multidimensional q-
hypergeometric integrals and describe its monodromy properties. We identify the space
of solutions of the qKZ equation with the space of functions with values in the tensor
product of the corresponding modules over the elliptic quantum group Ep,η(sl2).
1. Introduction
In this paper we solve the system of elliptic quantum Knizhnik–Zamolodchikov-Bernard
(qKZB) difference equations associated with the elliptic quantum group Eτ,η(sl2) with
values in finite dimensional evaluation representations and describe the monodromy prop-
erties of solutions.
The qKZB equation [F] is a quantum deformation of the KZB differential equation
obeyed by correlation functions of the Wess-Zumino-Witten model on tori. The qKZB
equation has the form
Ψ(z1, . . . , zj + p, . . . , zn) = Kj(λ, τ, p, η; z1, . . . , zn; ηΛ1, . . . , ηΛn)Ψ(z1, . . . , zn).
The unknown function Ψ takes values in a space of vector valued functions of a complex
variable λ, and the operators Kj are expressed in terms of R-matrices of the elliptic
quantum group Eτ,η(sl2). The parameters of this system of equations are τ (the period
of the elliptic curve), η (“Planck’s constant”), p (the step) and n “highest weights”
Λ1, . . . ,Λn ∈ C.
In the trigonometric limit τ → i∞, the qKZB equation reduces to the trigonometric
qKZ equation [FR] obeyed by correlation functions of statistical models and form factors
of integrable quantum field theories in 1+1 dimensions [JM, S].
The KZB differential equation can be obtained in the semiclassical limit: η → 0, p→ 0,
p/η finite.
Solutions of the qKZB equation with values in a tensor product VΛ1 ⊗ . . . ⊗ VΛn of
evaluation Verma modules over the elliptic quantum group Eτ,η(sl2) with generic highest
weights Λ1, . . . ,Λn were constructed in [FTV1], [FTV2]. The solutions have the form
Ψ(z) =
∑
k1,...,kn
Ik1,...,kn(z)f
k1v1 ⊗ ...⊗ f
knvn,
1
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where {fk1v1⊗ . . .⊗f
knvn} ∈ VΛ1⊗ ...⊗VΛn is the standard basis in the tensor product of
the Verma modules, and the coefficients Ik1,...,kn(z) are given by suitable multidimensional
hypergeometric integrals.
If weights become positive integers, i.e. if the evaluation Verma modules of the tensor
product VΛ1⊗...⊗VΛn become reducible , then some of the coefficients in the sum become
divergent.
In this paper we prove that the restricted sum
Ψ0(z) =
∑
k1≤Λ1,...,kn≤Λn
Ik1,...,kn(z)f
k1v1 ⊗ . . .⊗ f
knvn
remains well defined. Moreover, we show that the sum Ψ0(z) defines a solution of the
qKZB equation with values in the tensor product Lλ1 ⊗ ... ⊗ Lλn of finite dimensional
evaluation modules over the elliptic group Eτ,η(sl2). We use the method developed in
[MV] to construct solutions of the rational qKZ equation with values in irreducible sl2
modules.
This result allows us to obtain a description of the monodromy properties of solutions
in a way parallel to [FTV2]. The monodromy transformations of solutions are described
in terms of R-matrices associated with pairs of representations of the ”dual” elliptic
quantum group Ep,η(sl2), where p is the step of the difference equation. The description of
the monodromy is analogous to the Kohno-Drinfeld description [K], [D] of the monodromy
group of solutions of the KZ differential equations associated to a simple Lie algebra in
terms of the corresponding quantum group.
We show that the residues of divergent hypergeometric solutions of the qKZB equation
are again hypergeometric solutions of the qKZB equation with new weights up to some
explicit scalar factors.
The paper is organized as follows.
In Section 2 we recall a construction of the space of elliptic weight functions. In Section
3 we describe the elliptic R-matrices and the qKZB equation. In Section 4 we consider
hypergeometric integrals. This Section contains the main results of this paper, Theorems
2 and 3. In Section 5 we use the results from Section 4 and [FTV2] to describe solutions
of the qKZB equation and their monodromy properties.
2. Elliptic weight functions
2.1. The phase function. Fix natural numbers n, l. Fix complex parameters τ , η, p
such that Im τ > 0, Im η < 0 and Im p > 0. Fix Λ = (Λ1, . . . ,Λn), z = (z1, . . . , zn) ∈ C
n.
Set r = e2piip, q = e2piiτ , aj = ηΛj, j = 1, . . . , n .
Recall that the Jacobi theta function
θτ (t) = −
∑
j∈Z
epii(j+
1
2
)2τ+2pii(j+ 1
2
)(t+ 1
2
),
has multipliers −1 and − exp(−2piit − piiτ) as t → t + 1 and t → t + τ , respectively. It
is an odd entire function whose zeros are simple and lie on the lattice Z+ τZ.
Define one variable phase function Ω(t, a) by the convergent infinite product
Ω(t, a) := Ω(t, τ, p; a) =
∞∏
j=0
∞∏
k=0
(1− rjqke2pii(t−a))(1− rj+1qk+1e−2pii(t+a))
(1− rjqke2pii(t+a))(1− rj+1qk+1e−2pii(t−a))
. (1)
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The one variable phase function Ω(t, a) has the properties
Ω(t + p, a) = ra
θτ (t+ a)
θτ (t− a)
Ω(t, a) Ω(t, a)
θτ (t+ a)
θτ (t− a)
θp(t+ a)
θp(t− a)
= Ω(−t, a).
We also have Ω(t, τ, p; a) = Ω(t, p, τ ; a).
Given a one-variable phase function Ω(t, a), we define an l-variable phase function by
Ω(t1, . . . , tl, z1, . . . , zn, a1, . . . , an) =
l∏
j=1
n∏
m=1
Ω(tj − zm, am)
∏
16i<j6l
Ω(ti − tj,−2η).
2.2. The elliptic action of the symmetric group. Let f = f(t1, . . . , tl) be a function.
For complex numbers τ, η and a permutation σ ∈ Sl, define the functions [f ]τ,ησ via the
action of the simple transpositions (i, i+ 1) ∈ Sl, i = 1, . . . , l − 1, given by
[f ]τ,η(i,i+1)(t1, . . . , tl) = f(t1, . . . , ti+1, ti, . . . , tl)
θτ (ti − ti+1 − 2η)
θτ (ti − ti+1 + 2η)
.
If for all σ ∈ Sl, [f ]σ = f , we will say that the function is symmetric with respect to
the elliptic action.
2.3. Spaces of elliptic weight functions. Let n = 1. Define a one-point elliptic weight
functions wl(t1, . . . , tl, λ, τ, η; z, a) by
wl(t1, . . . , tl, λ, τ, η; z, a) =
∏
i<j
θτ (ti − tj)
θτ (ti − tj + 2η)
l∏
j=1
θτ (tj − z − a+ λ+ 2ηl)
θτ (tj − z − a)
.
Let n, l be natural numbers. Set Znl = {l¯ = (l1, . . . , ln) ∈ Z
n
≥0 |
n∑
i=1
li = l} and for
m = 0, 1, . . . , n, set lm =
m∑
i=1
li.
For l¯ ∈ Znl , define an elliptic weight function wl¯(t1, . . . , tl, λ, τ, η; z1 . . . , zn, a1 . . . , an)
by
wl¯(t, λ, τ, η; z, a) = (2)
∑
σ∈Sl

 n∏
i=1

 1
li!
wli(tli−1+1, . . . , tli , λ−
i−1∑
j=1
2ηµj, τ, η; zi, ai)
i−1∏
m=1
li∏
s=li−1
θτ (tm − zs + as)
θτ (tm − zs − as)




σ
,
where µi = ai/η − 2li, i = 1, . . . , n.
For fixed z, a ∈ Cn, λ, τ, η ∈ C, the space spanned over C by all elliptic weight functions
wl¯(t, λ, τ, η; z, a), l¯ ∈ Z
l
n, is called the space of elliptic weight functions and is denoted by
Fl(λ, τ, η; z, a). Set F0(λ, τ, η; z, a) = C and F (λ, τ, η; z, a) =
∞⊕
l=0
Fl(λ, τ, η; z, a).
Let h = Ch be a one-dimensional Lie algebra with generator h. For each Λ ∈ C
consider the h -module VΛ = ⊕
∞
j=0Cej , with hej = (Λ − 2j)ej . We think of VΛ as an
evaluation Verma module over the quantum elliptic group Eτ,η(sl2), see [FV1].
Let V ∗Λ = ⊕
∞
j=0Ce
∗
j be the restricted dual of the module VΛ. It is spanned by the basis
(e∗j ) dual to the basis (ej). We let h act on V
∗
Λ by he
∗
j = (Λ− 2j)e
∗
j .
Let ω(λ, τ, η; z, a) : V ∗Λ1 ⊗ . . . ⊗ V
∗
Λn → F (λ, τ, η; z, a) be a C-linear map sending
e∗l1⊗. . .⊗e
∗
ln to wl¯(t, λ, τ, η; z, a). For generic values of parameters, the map ω(λ, τ, η; z, a)
is an isomorphism of vector spaces, see [FTV2].
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2.4. Admissible weight functions. Let Λ = (Λ1, . . . ,Λn) ∈ C
n, l¯ = (l1, . . . , ln) ∈ Z
n
≥0.
An i-th coordinate of l¯ is called Λ-admissible if either Λi 6∈ Z≥0 or Λi ∈ Z≥0 and li ≤ Λi.
The index l¯ is called Λ-admissible if all its coordinates are Λ-admissible. Denote BΛ(l¯) ⊂
{1, . . . , n} the set of all non-Λ-admissible coordinates of l¯.
For fixed z, a ∈ Cn, λ, τ, η ∈ C, the space spanned over C by elliptic weight functions
wl¯(t, λ, τ, η; z, a), l¯ ∈ Z
l
n, l¯ is Λ-admissible, is called the space of Λ-admissible elliptic
weight functions and is denoted by F adml (λ, τ, η; z, a). Set F
adm
0 (λ, τ, η; z, a) = C and
F adm(λ, τ, η; z, a) =
∞⊕
l=0
F adml (λ, τ, η; z, a).
For a non-negative integer Λ, let SΛ ∈ VΛ be the subspace given by SΛ =
∞⊕
j=Λ+1
Cej .
For a complex number Λ 6∈ Z≥0, let SΛ be the trivial subspace. Let LΛ = VΛ/SΛ. For a
non-negative integer Λ, we think of LΛ as a finite dimensional evaluation representation
of the quantum elliptic group Eτ,η(sl2), see [FV1].
Define a map ωadm(λ, τ, η; z, a) : L∗Λ1 ⊗ . . . ⊗ L
∗
Λn → F
adm(λ, τ, η; z, a) by the same
formula as ω(λ, τ, η; z, a).
3. The QKZB equation
3.1. The elliptic R-matrix. Let n = 2. The spaces of functions F (λ, τ, η; z1, z2,Λ1,Λ2)
and F (λ, τ, η; z2, z1,Λ2,Λ1) coincide, see [FTV2]. The elliptic R-matrix is an operator
R(λ, τ, η; z1, z2,Λ1,Λ2) ∈ End(VΛ1 ⊗ VΛ2) dual to the transition matrix expressing the
basis w˜ij = ω(λ, τ, η; z2, z1, a2, a1)e
∗
j ⊗ e
∗
i of the space F (λ, τ, η; z,Λ) in terms of the basis
wij = ω(λ, τ, η; z1, z2, a1, a2)e
∗
i ⊗ e
∗
j . Namely,
R(λ, τ, η; z1, z2,Λ1,Λ2)ei ⊗ ej =
∑
kl
Rklijek ⊗ el, ω˜kl =
∑
ij
Rklijωij.
The elliptic R-matrix R(λ, τ, η; z1, z2,Λ1,Λ2) is characterized by an intertwining prop-
erty with respect to the action of the elliptic quantum group Eτ,η(sl2) on tensor products
of evaluation Verma modules, see [FV1].
The elliptic R-matrix has the following properties, see [FTV2].
1. R(λ, τ, η; z1, z2,Λ1,Λ2) is a meromorphic function of λ, z1, z2,Λ1,Λ2.
2. R(λ, τ, η; z1, z2,Λ1,Λ2) depends on z1, z2 only through the difference z1 − z2. Ac-
cordingly, we write R(λ, τ, η; z1 − z2,Λ1,Λ2) instead of R(λ, τ, η; z1, z2,Λ1,Λ2).
3. The zero weight property: for all λ, τ, η, z,Λ1,Λ2, [R(λ, τ, η; z,Λ1,Λ2), h
(1) + h(2)] =
0.
4. For any Λ1,Λ2,Λ3, the dynamical Yang–Baxter equation
R(12)(λ− 2ηh(3), τ, η; z,Λ1,Λ2)R
(13)(λ, τ, η; z + w,Λ1,Λ3)R
(23)(λ− 2ηh(1), τ, η;w,Λ2,Λ3)
= R(23)(λ, τ, η;w,Λ2,Λ3)R
(13)(λ− 2ηh(2), τ, η; z + w,Λ1,Λ3)R
(12)(λ, τ, η; z,Λ1,Λ2)
holds in End(VΛ1 ⊗ VΛ2 ⊗ VΛ3) for all λ, τ, η, z, w.
5. For all λ, τ, η, z,Λ1, Λ2, R
(12)(λ, τ, η; z,Λ1,Λ2)R
(21)(λ, τ, η;−z,Λ2,Λ1) = Id. This
property is called the unitarity of R-matrix.
6. The elliptic R-matrix R(λ, τ, η; z,Λ1,Λ2) preserves SΛ1 ⊗ VΛ2 + VΛ1 ⊗ SΛ2 for all
λ, z. In particular, the elliptic R-matrix R(λ, τ, η; z,Λ1,Λ2) induces operators, still
denoted by R(λ, τ, η; z,Λ1,Λ2), on the quotients LΛ1 ⊗ LΛ2 . These operators obey
the dynamical Yang–Baxter equation.
We use the following notation: if X ∈ End(Vi), then we denote by X
(i) ∈ End(V1 ⊗
. . . ⊗ Vn) the operator X , acting non-trivially on the i-th factor of a tensor product of
vector spaces, and if X =
∑
Xk ⊗ Yk ∈ End(Vi⊗ Vj), then we set X
(ij) =
∑
X
(i)
k Y
(j)
k . If
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X(µ1, . . . , µn) is a function with values in End(V1 ⊗ . . .⊗ Vn), then X(h
(1), . . . , h(n))v =
X(µ1, . . . , µn)v if h
(i)v = µiv, for all i = 1, . . . , n.
3.2. The qKZB equations. Fix complex parameters η, τ, p. Fix also n complex num-
bers Λ1, . . . ,Λn. Let M = VΛ1 ⊗ · · · ⊗ VΛn or M = LΛ1 ⊗ · · · ⊗ LΛn . The kernel of
h(1) + · · · + h(n) on M is called the zero-weight subspace and is denoted M [0]. The
quantized Knizhnik-Zamolodchikov-Bernard (qKZB) equation is a system of difference
equations for a function Ψ(λ, τ, p, η; z1, . . . , zn) of n complex variables z1, . . . , zn with val-
ues in the space of meromorphic functions of a complex variable λ with values in M [0],
where τ, p, η are parameters of the equation.
The qKZB equation [F] has the form
Ψ(λ, τ, p, η; z1, . . . , zj + p, . . . , zn, a) = Kj(λ, τ, p, η; z1, . . . , zn, a)Ψ(λ, τ, p, η; z1, . . . , zn, a),
Kj(λ, τ, p, η; z, a) = Rj,j−1(zj−zj−1+p) . . .Rj,1(zj−z1+p)ΓjRj,n(zj−zn) · · · , Rj,j+1(zj−zj+1),
j = 1, . . . , n. Here Rk,m(z) is the elliptic R-matrix R
(k,m)(λ − 2η
∑
h(s), τ, η; z,Λk,Λm),
where the sum is taken over s = 1, . . . , m−1, s 6= k, acting on the k-th andm-th factors of
the tensor product, and Γj is the linear difference operator such that ΓjΨ(λ) = Ψ(λ−2ηµ)
if h(j)Ψ = µΨ.
4. Analytic properties of hypergeometric integrals
4.1. Hypergeometric integrals. Fix natural numbers n, l and N . Fix complex pa-
rameters τ , η, p such that Im τ > 0, Im η < 0 and Im p > 0. Fix Λ = (Λ1, . . . ,Λn), z =
(z1, . . . , zn) ∈ C
n, and set aj = ηΛj, j = 1, . . . , n . Let a = (a1, . . . , an), t = (t1, . . . , tl).
Let Ω(t, τ, p, η; z, a) be the l-variable phase function introduced in (1). Fix l¯, m¯ ∈ Z ln and
let wl¯(t, λ, τ, η; z, a) and wm¯(t, µ, p, η; z, a) be the elliptic weight functions introduced in
(2). Let ξ be an entire function of one variable which is 4ηN -periodic, ξ(λ+4ηN) = ξ(λ).
Assume that for all i = 1, . . . , n,
Im ai ≫ Im τ , Im ai ≫ Im p , and − Im η ≫ Im τ , −Im η ≫ Im p .
Consider the integral
Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) =
∫
[0,N ]l
Xξ
l¯,m¯
(t, λ, µ, τ, p, η; z, a) dt, (3)
where dt = dt1 ∧ . . . ∧ dtl and
Xξ
l¯,m¯
(t, λ, µ, τ, p, η; z, a) =
ξ(pλ+ τµ −
n∑
l=1
2alzl + 4η
m∑
j=1
tj) Ω(t, τ, p, η; z, a)wl¯(t, λ, τ, η; z, a)wm¯(t, µ, p, η; z, a).
The integral will be called a hypergeometric integral. We call the parameter
n∑
i=1
ai/η−2l
the weight of hypergeometric integral. Note that the integrand of the hypergeometric
integral, Xξ
l¯,m¯
(t, λ, µ, τ, p, η; z, a), in (3) is N-periodic.
In order to define the function Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) for other values of parameters we
use analytic continuation. The result of the analytic continuation can be represented as
an integral of the integrand over a suitably deformed torus, which we denote by T lN .
Namely, the poles of the integrand Xξ
l¯,m¯
(t, λ, µ, τ, p, η; z, a) are at most of first order
and lie at the hyperplanes given by equations
ti − zk = ±(ak + rp+ sτ) +m, ti = tj ± (2η − rp− sτ) +m, (4)
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where 1 6 i < j 6 l, k = 1, . . . , n and r, s ∈ Z≥0, m ∈ Z.
We move the parameters τ, p, η, a1, . . . , an, z1, . . . , zn and deform the integration torus
accordingly so that the torus does not intersect the hyperplanes (4) at every moment of
the deformation. Then the analytic continuation of the function Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) is
given by the integral
Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) =
∫
T l
N
Xξ
l¯,m¯
(t, λ, µ, τ, p, η; z, a) dt .
Theorem 1. (Theorem 29 in [FTV2]) The hypergeometric integral Iξ
l¯,m¯
(τ, p, η; z, a) can
be analytically continued as a holomorphic univalued function to the domain of the pa-
rameters λ, µ, τ, p, η, a, z satisfying conditions (5)-(9) below. ✷
Im τ > 0 , Im p > 0 , Im η < 0 . (5)
The numbers τ and p are linearly independent over Z. (6)
{2η, 4η, . . . , 2mη} ∩ {Z+ τZ+ pZ} = ∅ . (7)
{2ak + 2sη} ∩ {Z+ τZ+ pZ} = ∅, k = 1, . . . , n , s = 1−m, . . . ,m− 1 . (8)
{zl ± al − zk ± ak + 2sη} ∩ {Z+ τZ+ pZ} = ∅, k, l = 1, . . . , n , l 6= k , (9)
s = 1−m, . . . ,m− 1 ,
for arbitrary combination of signs.
4.2. Analytic continuation. In this Section we formulate a stronger version of Theo-
rem 1.
We will often assume that the parameters τ, p, η, z1, . . . , zn,Λ1, . . . ,Λn satisfy the fol-
lowing conditions.
{2ηs | s ∈ Z>0, s < max{2,ReΛ1, . . . ,ReΛn}, s ≤ l} ∩ {Z+ τZ+ pZ} = ∅ , (10)
{2ak − 2sη | s ∈ Z>0, s < ReΛm, s < l} ∩ {Z+ τZ+ pZ} = ∅, k = 1, . . . , n , (11)
{zk − zm ± (ak + am) + 2sη} ∩ {Z+ τZ+ pZ} = ∅, s = 1− l, . . . , l − 1, (12)
k,m = 1, . . . , n , m 6= k.
Note that conditions (10)-(12) imply conditions (7)-(9).
Theorem 2. Let τ, p, η ∈ C satisfy conditions (5), (6). Let z0, a0 = ηΛ0 ∈ Cn satisfy
conditions (10)-(12). Let l¯, m¯ ∈ Znl . Assume that for all i = 1, . . . , n, either the i-th
coordinate of l¯ or the i-th coordinate of m¯ is Λ0-admissible, i.e. B(l¯)
⋂
B(m¯) = ∅. Then
the hypergeometric integral Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) is holomorphic at z0, a0. Moreover, there
exists a contour of integration T lN (z
0, a0) ⊂ Cl independent on l¯, m¯, such that for all z, a
in a small neighborhood of z0, a0, we have
Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) =
∫
T l
N
(z0,a0)
Xξ
l¯,m¯
(t, λ, µ, τ, p, η; z, a) dt .
The proof of Theorem 2 is the same as the proof of Theorem 10 in [MV].
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4.3. A functorial property of hypergeometric integrals. Let a0 = ηΛ0 ∈ Cn, l¯, m¯ ∈
Znl . Recall that BΛ0(l¯) ∈ {1, . . . , n} denotes the set of all non-Λ
0-admissible coordinates
of l¯. Let B = BΛ0(l¯) ∩ BΛ0(m¯).
Introduce Λ˜0(B) = (Λ˜01, . . . , Λ˜
0
n) ∈ C
n by the rule: Λ˜0i = Λ
0
i if i 6∈ B and Λ˜
0
i = −Λ
0
i − 2
if i ∈ B. Let a˜0(B) = ηΛ˜0(B).
Let l¯′(B) = (l′1, . . . , l
′
n), where l
′
i = li if i 6∈ B and l
′
i = li − Λi − 1 if i ∈ B. Similarly,
let m¯′(B) = (m′1, . . . , m
′
n), where m
′
i = mi if i 6∈ B and m
′
i = mi − Λi − 1 if i ∈ B.
We have l′1 + . . .+ l
′
n = m
′
1 + . . .+m
′
n = l −
∑
i∈B
Λi − |B|, where |B| is the number of
elements in the set B. We denote this number l′(B).
Let B = {b1, b2, . . . , b|B|}. For a function g(z, a), introduce a function
(resa=a0g)(z, a
0) = (resab|B|=a
0
b|B|
. . . resab2=a
0
b2
resab1=a
0
b1
g(z, a))
∣∣∣∣
ai=a0i , i 6∈B
.
Theorem 3. Let τ, p, η ∈ C satisfy conditions (5), (6). Let z0, a0 = ηΛ0 ∈ Cn satisfy
conditions (10)-(12). Let l¯, m¯ ∈ Znl and B = BΛ0(l¯)∩BΛ0(m¯). Then the hypergeometric
integral Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) has a pole of order |B| at z0, a0. Moreover,
(resa=a0I
ξ
l¯,m¯
)(λ, µ, τ, p, η; z0, a0) = (13)
 l∏
s=l′(B)+1
θτ (λ+ 2sη) θp(µ+ 2sη)
s

 cB(τ, p, η, z0, a0) Iξl¯′,m¯′(λ, µ, τ, p, η; z0, a˜0),
where cB(τ, p, η, z, a
0) is a nonzero holomorphic function at z0 given below.
Note that Iξ
l¯′,m¯′
(λ, µ, τ, p, η; z0, a˜0) is an l′(B)-dimensional hypergeometric integral. We
have BΛ˜0(l¯
′) ∩ BΛ˜0(m¯
′) = ∅. By Theorem 2 the integral Iξ
l¯′,m¯′
(λ, µ, τ, p, η; z0, a˜0) is well
defined. Note also that the weights of hypergeometric integrals in the right hand side
and in the left hand side in (13) are equal.
Theorem 3 connects l- and l′(B)-dimensional hypergeometric integrals of the same
weight.
Now, we describe the function c(τ, p, η, z, a0). For j ∈ {1, . . . , n}, k ∈ Z≥0, let
Nj,k(τ, p, η; z, a) =
k∏
s=0
(
j−1∏
i=0
Ω(zi − zj , ai + aj − 2sη)
n∏
i=j+1
Ω(zj − zi, ai + aj − 2sη)
)
.
For k ∈ Z≥0, let
yk(τ, p, η) =
dk(η)
(k + 1)!
(Ω′(−2η,−2η))k
k−2∏
i=0
k∏
j=i+2
Ω(2(i− j)η,−2η)
k−1∏
i=1
Ω(kη − 2iη, kη),
where Ω′(t, a) denotes derivative with respect t and
dk(η) = Ω(t, kη)Ω(−t, kη)|t=kη .
For k ∈ Z≥0, let
xk(τ, η) =
1
(k + 1)! θ′τ (0)
k−1∏
i=0
k∏
j=i+1
θτ (2(i− j)η)
θτ (2(i− j + 1)η)
k∏
i=1
1
θτ (2iη)
.
Then
cB(τ, p, η, z, a
0) =
∏
s∈B
xΛ0s(τ, η) xΛ0s(p, η) yΛ0s(τ, p, η)Ns,Λ0s(τ, p, η; z, a
0).
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The proof of Theorem 3 is the same as the proof of Theorem 12 in [MV].
5. Solutions of the qKZB equation
5.1. Solutions of the qKZB equation with values in VΛ1 ⊗ . . .⊗ VΛn. Fix complex
numbers τ, p, η, Λ1, . . . ,Λn and set ai = ηΛi. Assume that the parameters τ, p, η,
a1, . . . , an satisfy conditions (5) - (6), (10)-(11) and Λ1 + . . .+ Λn = 2l for some positive
integer l.
Fix a natural number N . Let ξ be an entire function of one variable which is 4ηN -
periodic, ξ(λ+ 4ηN) = ξ(λ).
Let VΛ = ⊕
∞
j=0Cej and V = VΛ1⊗. . .⊗VΛn . For any l¯ ∈ Z
l
n, set el¯ = el1⊗. . .⊗eln ∈ V .
Introduce a V [0]⊗ V [0]-valued function uξ by
uξ(λ, µ, τ, p, η; z, a) = e−pii
µλ
2η
∑
l¯,m¯∈Zln
Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) el¯ ⊗ em¯. (14)
Introduce a function
α(λ, η) = exp(−piiλ2/4η) ,
and operators D(λ, η; a) ∈ End(V [0])
Dk(λ, η; a) =
α(λ − 2η
∑k
m=1 h
(m), η)
α(λ − 2η
∑k−1
m=1 h
(m), η)
exp(piiηΛk(
k−1∑
m=1
Λm −
n∑
m=k+1
Λm)). (15)
Theorem 4. Under the above conditions, for any j = 1, . . . , n, we have
uξ(. . . , zj + p, . . . ) = Kj(λ, τ, p; z1, . . . , zn, a)⊗D
−1
j (µ, η; a) u
ξ(. . . , zj , . . . ),
uξ(. . . , zj + τ, . . . ) = D
−1
j (λ, η; a)⊗Kj(µ, p, τ ; z1, . . . , zn, a) u
ξ(. . . , zj , . . . ),
and, if in addition the function ξ is 2al-periodic for all l = 1, . . . , n, then
uξ(. . . , zj + 1, . . . ) = u
ξ(. . . , zj , . . . ).
Here Kj(λ, τ, p, η; z1, . . . , zn, a) is the qKZB operator defined in Section 3.2, i.e. the op-
erator of the qKZB equations with step p and defined in terms of elliptic R-matrices with
modulus τ .
Theorem 4 follows from Theorem 31 in [FTV2] and Theorem 2.
Let f : V [0]→ C be a linear function. Consider the functions
Ψξf(z, λ, µ, τ, p) = (1⊗ f) (1⊗D(µ, p, η; z, a)) u
ξ(λ, µ, τ, p; z, a)
and
Φξf (z, λ, µ, τ, p) = (f ⊗ 1) (D(λ, τ, η; z, a)⊗ 1) u
ξ(λ, µ, τ, p; z, a) ,
where an End(V [0])-valued function D(µ, p, η; z, a) is given by
D(µ, p, η; z, a) =
n∏
j=1
Dj(µ, η; a)
zj/p . (16)
Theorem 4 means that for a fixed µ, the function Ψξf is a solution of the qKZB equations
with modulus τ and step p, and for a fixed λ, the function Φξf is a solution of the qKZB
equations with modulus p and step τ .
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5.2. Solutions of the qKZB equation with values in LΛ1 ⊗ . . . ⊗ LΛn. Let LΛ =
VΛ/Sλ as in Section (2.4) and L = LΛ1⊗. . .⊗LΛn . Introduce a L[0]⊗L[0]-valued function
uξadm by
uξadm(λ, µ, τ, p, η; z, a) = e
−piiµλ
2η
∑
Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) el¯ ⊗ em¯, (17)
where the sum is over all Λ-admissible indices l¯, m¯ ∈ Z ln.
Theorem 5. Under the above conditions, for any j = 1, . . . , n, we have
uξadm(. . . , zj + p, . . . ) = Kj(λ, τ, p; z1, . . . , zn, a)⊗D
−1
j (µ, η; a) uadm(. . . , zj, . . . ),
uξadm(. . . , zj + τ, . . . ) = D
−1
j (λ, η; a)⊗Kj(µ, p, τ ; z1, . . . , zn, a) u
ξ
adm(. . . , zj , . . . ),
and, if in addition the function ξ is 2al-periodic for all l = 1, . . . , n, then
uξadm(. . . , zj + 1, . . . ) = u
ξ
adm(. . . , zj , . . . ).
Here D(λ, η; a) ∈ End(L[0]) is defined by (15) and Kj(λ, τ, p, η; z1, . . . , zn, a) ∈ End(L[0])
is the qKZB operator defined in Section 3.2, i.e. the operator of the qKZB equations with
step p and defined in terms of elliptic R-matrices with modulus τ .
Theorem 5 follows from Theorem 4.
Let f : L[0]→ C be a linear function. Consider the functions
Ψξf(z, λ, µ, τ, p) = (1⊗ f) (1⊗D(µ, p, η; z, a)) u
ξ
adm(λ, µ, τ, p; z, a)
and
Φξf(z, λ, µ, τ, p) = (f ⊗ 1) (D(λ, τ, η; z, a)⊗ 1) u
ξ
adm(λ, µ, τ, p; z, a) ,
where an End(L[0])-valued function D(µ, p, η; z, a) is given by (16).
Theorem 5 means that for a fixed µ, the function Ψξf is a solution of the qKZB equations
with modulus τ and step p, and for a fixed λ, the function Φξf is a solution of the qKZB
equations with modulus p and step τ .
5.3. A functorial property of the hypergeometric solutions. Let Λ0 ∈ Cn, VΛ0 =
VΛ0
1
⊗. . . VΛ0n and LΛ0 = LΛ01⊗. . .  LΛ0n For a subset B ⊂ {1, . . . , n}, introduce a V [0]⊗V [0]-
valued function uξB by
uξB(λ, µ, τ, p, η; z, a) = e
−piiµλ
2η
∑
Iξ
l¯,m¯
(λ, µ, τ, p, η; z, a) el¯ ⊗ em¯,
where the sum is over all indices l¯, m¯ ∈ Z ln such that BΛ0(l¯) = BΛ0(m¯) = B.
Note that uξB can be considered as a square submatrix of u
ξ given by (14), in particular,
we can identify uξB=∅(λ, µ, τ, p, η; z, a
0) = uξadm(λ, µ, τ, p, η; z, a
0).
Theorem 6. Let τ, p, η ∈ C satisfy conditions (5), (6). Let z0, a0 = ηΛ0 ∈ Cn satisfy
conditions (10)-(12). Then
(resa=a0u
ξ
B)(λ, µ, τ, p, η; z
0, a0) =
 l∏
s=l′(B)+1
θτ (λ+ 2sη) θp(µ+ 2sη)
s

 cB(τ, p, η, z0, a0) uξadm(λ, µ, τ, p, η; z0, a˜0),
where cB(τ, p, η, z, a
0) is a scalar nonzero holomorphic function at z0 the same as in
Theorem 3 and the parameter a˜0 is also the same as in Theorem 3.
Theorem 6 follows from Theorem 3.
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5.4. Monodromy of the solutions. Set
Ψξ(λ, µ, τ, p, η; z, a) = (1⊗D(µ, p, η; z, a)) uξadm(λ, µ, τ, p, η; z, a) ,
where uξadm is given by (17) and D(µ, p, η; z, a) is given by (16). According to Theorem
17, the L[0] ⊗ L[0]-valued function Ψξ is a solution of the qKZB equation with respect
to the first factor.
For j = 1, . . . , n, introduce a linear operator Bj(λ, p, η; z, a) ∈ EndL[0] by
Bj(λ, p, η; z, a) = exp(2piiη
∑
m,m6=j
(zm − zj)ΛmΛj/p)Dj(λ, η; a).
Then the function
Ψξj(λ, µ, τ, p, η; z, a) = (Bj(λ, p, η; z, a)⊗ 1)Ψ
ξ(λ, µ, τ, p, η; z1, . . . , zj + τ, . . . , zn, a)
is a new solution of the same equation, cf. Theorem 16 in [FTV2].
The next Theorem describes a relation between the two solutions Ψξj and Ψ
ξ, and can
be considered as a description of the monodromy of the hypergeometric solutions with
respect to shifts of variables zj by τ .
Theorem 7.
Ψξj(λ, µ, τ, p, η; z, a) =
(
1 ⊗ Fj(p, η; z, a)D(µ, p, η; . . . , zj + τ, . . . , a)×
×Kj(µ, p, τ, η; z, a)D
−1(µ, p, η; . . . , zj, . . . , a)
)
Ψξ(λ, µ, τ, p, η; z, a)
where Fj(p, η; z, a) = e
2piiη
∑
l, l 6=j(zl−zj)ΛlΛj/p and Kj(µ, p, τ, η; z, a) is the j-th operator of
the qKZB equations with step τ and modulus p.
Theorem 7 follows from Theorem 38 in [FTV2] and Theorem 5.
The monodromy of solution uξadm with respect to shifts zi by 1 is described by Propo-
sition 39 in [FTV2] whose proof can be applied to our situation.
The monodromy of solutions uξadm with respect to permutation of variables zi and zj
is described by Theorem 36 in [FTV2] whose proof can be applied to our situation.
The theta function properties of solutions uξadm are described by Theorem 33 in [FTV2]
whose proof can be applied to our situation.
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