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Section 1: Introduction 
This report is concerned with the study of best uniform approximation 
to f E C[a,b) from the linear space generated by some finite subset 
U == {uo,u1, ... ,u} of C[a,b). 
n 
p* E span U such that 
By a best uniform approximation we mean 
max{jf(x) ~p*(x) j: x E [a,b]} = min{max{jf(x) -p(x) I x E [a,b]} 
: p E span u}. 
We explore, firstly, the case U = {l,x, ... ,xn}. It will be shown in 
Section 4 that in this situation each f E C[a,b) has a unique best approx-
imation and for this best approximation there is a strong characterisation 
theorem. It is then natural to ask whether these results are true for a 
more general U = {u 0 ,u 1 , ••• ,u } . 
n 
If a strong type of linear independence 
known as the Haar condition is imposed on U then this will indeed turn out 
1. 
to be the case. We will attempt to develop this condition using an approach 
more intuitively obvious than those found in many standard texts. 
When the Haar condition is not satisfied the problem rapidly becomes 
complicated and it appears that much work remains to be done in this area. 
A theorem concerning a particularly simple situation is given in Section 8. 
Section 2: Notation 
A brief summary of notation which will be used without definition during 
the course of this report. 
# will signify that a desired contradiction has been achieved. 
P [x) will denote the set of real polynomials in x of degree :,;:;;; n. 
n 
2. 
Let fEc[a,b]. Then ilf II max{ I f(x) I x E [a,b]}, the uniform 
norm of f on (a,b]. 
Let f E C[a,b], p E span U. Then 
E+ == {x E [a,b] (f(x) -p(x)) ==ilf-pll} 
E {x E [a, b] - ( f ( x) - p( x) ) == II f - p II} 
E (f) + -(or just E) == E U E • 
Note that EC [a,b] is the inverse image of {-llf-pll,11£-pll} under 
the continuous function f - p so that E is closed and bounded hence 
compact. 
Section 3: Preliminary Theorems 
We are interested in finding a best approximation to f E C[a,b] from P, 
a finite dimensional subspace of C[a,b]. The first question to be asked 
is, of course, does a best approximation always exist? The answer is 
clearly affirmative as outlined in the following theorem. 
Theorem (3.1) Let f E C(a,b], Pa finite dimensional subspace of C[a,b]. 
Then 3p* E p such that lit - p*ll = min {If - Pl : p E p}, i.e. there does exist 
a best approximation. 
Proof 
Let q E P, Q == {g E C[a,b]: 11£-gll < 11£-qil}. Then 
min{llf- pll : p E p} == min{llf- pll : p E P n Q} and since ilf - pll is a continuous 
function on p n Q (a compact set) this minimum is attained, 
i.e. 3p* E P n QC P such that 
11£ - p*ll min { llf - p II : p E p} 
There is a more useful description of the best approximation known as 
the Kolmogorov Characterisation Theorem. It is just a formal expression 
of the idea that p* E Pis a best approximation to f E C(a,b] iff we can't 
add any p E P to p* to give a better approximation. 
Theorem (3.2) (Kolmogorov Characterisation Theorem) , Let P be a linear 
subspace of C [a,b] and f E c[a,b]\p, Then p* E P is a best approximation 
to £ from P if£ ~p E P such that 
{p(x) > 0 x E E+ 
p(x) < 0 xE E 
(Recall that E+ {x E [a,b] f(x) - p* (x) = lit - p* II}, 
E = {x E [a,b] f(x) - p* (x) = - 11£ - p * II } l . 
Proof 
[~J 
Suppose that p* is a best approximation and that 3p E P satisfying the 
requirements of the theorem. 
Then Vx EE, (f(x) - p*(x))p(x) > 0. 
Since Eis compact and (f(x) - p*(x))p(x) is continuous 3E > 0 such that 
min{(f(x) - p*(x))p(x) : x EE}= 2E. 
Also, by continuity 
G = {xE [a,b]: (f(x) -p*(x))p(x) E (E,''0 )} 
2E is an open set (containing E). For ;\ E R such that 0 < A < -- we have, 
llpll 2 
Vx E G, 0 < (f(x) - (p*(x)) + ;\p(x))) 2 (f(x) - p*(x)) 2 - 2;.\(f(x) - p*(x))p(x) 
+ ;.\ 2 (p (x)) 2 
< lit - p*il 2 - 2EA + ;.\~llp11 2 
< II t - p*ll 2. 
Now F = [a,b]\c is compact and lt(x) - p*(x) I <lit p*ll so 36 > 0 such that 
Vx E F, lt(x) - p*(x) I < lit - p*ll - 8. 8 For ;.\ E H such that 0 < A < 2lrpll 
we have Vx E F, If (x) - (p* (x) + Ap (x)) I < If (x) - p* (x) I + A IP (x) I 
< II £ - p * II - 8 + A II p II 
Thus for A E R such that O < A 
* approximation to f than p . # 
< llt - p*ll. 
< . { 2E 8 } * 
mln ~I 2llpll p + ;.\p E P is a better 
Suppose that p* E P is not a best approximation. Then there exists 
3. 
a better approximation q E P. 
Clearly, Vx E + f(x) - q(x) < f(x) - p*(x) E 
=? 0 < q(x) - p*(x) 
Vx E E f(x) - q(x) > f(x) - p*(x) 
=? 0 > q(x) - p* (x) 
i.e. letting p = q - p* completes the proof. 
This characterisation of p* is of vital importance in what follows. 
Section 4: Approximation from P [x] 
n 
As an introduction to our main topic we consider uniform approximation 
to f E C[a,b] from P [x] . 
n 
It will be shown that there is a concrete and 
useful characterisation of best approximation in this case and that we can, 
in fact, speak of the unique best approximation. We hope to understand the 
fundamental properties of this problem and so make some sort of meaningful 
generalisation. It is with this aim in mind that the following approach 
has been chosen. Although it is neither the briefest nor most elegant it 
appeals as that which shows most clearly the idea involved. An alternative 
development in a more general setting will be presented in Section 6. 
Firstly, recall the Kolmogorov Characterisation Theorem from the 
previous section. 
Theorem (3.2) Let P be a linear subspace of c[a,b] and f E c[a,b]\p. 
Then p* E P is a best approximation to f from P iff ~p E P such that 
{
p(x) > 0 
p(x) < 0 x EE 
Now consider the case P = P [x] . 
n 
It should be obvious that if E 
consists of less than n + 2 points, then we can construct a p(x) as above 
simply by interpolation. So J(f - p*) (x) J attains its maximum at (at least) 
n + 2 points. With a little further thought one realises that given a set 
of less than n + 2 points x 1 < x 2 < ... < x. it is easy to construct p E P ~] J n 
4. 
such that p(x) has alternating signs from x. to x. 1 . l i+ Bearing these ideas 
in mind the next theorem follows naturally. 
Theorem (4.1) Let f EC [a,b]\p [x], p* E P [x]. 
n n 
Then p* is a best approx-
imation to f from P [x] iff (f - p*) (x) attains its maximum modulus at n + 2 
n 
points of [a,b] with alternating sign. 
Proof ( [3] ,pp8-9) . 
5. 
Suppose that p* is not a best approximation. Then 3p E P [x] satisfying 
n 
the conditions of Theorem (3.2). This p(x) is continuous, of degree at most 
n and has alternate sign at n + 2 points. Thus it has at least n + 1 roots 
and so p(x) = 0. # 
Hence p* is a best approximation. 
[ ~1 
(This proof is just an expanded version of that given in Shapiro [3] • The 
necessary detail tends to obscure the simplicity of the argument, the essential 
points of which are in italic print, with justification following). 
eg. 
We construct a sequence of points from E with x. 1 being the next point i+ 
<f-pt) 
I 
I 
a Xi 
I 
I 
:x;. 
I 
i; 
+ -Note that E ,E are compact. 
I 
I 
14 6 
Let x 1 be the smallest element of E and 
+ suppose without loss of generality that x
1 
EE . Let x 2 minimise 
(E- n [ x
1 
,
00 ) is compact so contains such an x 2 ) and 
Let x 3 minimise {x - x 2 : x E E+ ii [ x 2 , 00)}. We have 
Continue in this fashion to obtain a sequence x 1 < x 2 < ... such that 
(f -p*) (x) attains its maximum modulus on {x.} with alternating sign. The 
. l 
sequence terminates only if E (-l)J n [ x. ,00 ) = ¢ for some j E i\I. 
J 
If our set {x.} has n + 2 or more members then the proof is complete. 
l 
So suppose it has only j members~ j < n + 2. 
(a) 
(b) 
We can define A. 1 ,A. 2 , ••• , Aj-l such that 
A.. E (x. ,x. 1 ) l l i+ 
e.+ E'- Ii+ £-
eg. ~. ~. ~, ~ I I I 
a, Xi ), ~ ~ XJ ~ Xot. Ii, 
i 
Note that E(-l) n (x. ,x. 1 ) = </> l i+ 
since otherwise we contradict the minimality definition of xi+l" 
(-l)i+l 
Let ]Ji = max{x : x E E n [xi ,xi+l]}. 
(-l)i EE 
Then clearly ]J. ~ x. and 
l l 
< . ]Ji xi+l since xi+l 
( l)i+l 
E - n [A. ,x. 
1
) 
l i+ 
En [A..,x. 1 ) l i+ 
Let A . E ( ]J . , x . 1) . l l i+ Then 
= ¢ and this, with (1) gives 
= </> • 
(1) 
(2) 
j-1 
Form p(x) = TI (x - A. ) E P [x] . 
i n 
Then either p(x) or -p(x) satisfies 
i=l 
the conditions of Theorem (3.2) and sop* is not a best approximation. # 
Q 6 
p(x) has roots {A. 1 ,A. 2 , ••• , Aj_1} precisely and changes sign at these points. 
Suppose without loss of generality, that j is odd and that p(x 1 ) > o. Then 
+ n (x ,x 1) </> from ( 1) and this with (2) gives E = n n+ 
E+ n (A2n-l'A2n) </> Vn E {2, 3, ... , j-1 } 2 . Since p(x) > 0 
Vx ~ (A2n-l 'A2n) it follows that p (x) (f (x) - p* (x)) > 0, Vx E 
+ E . 
6. 
Similarly p(x) (f(x) - p*(x)) < O, Vx EE and sop* is not a best 
approximation. # 
This completes the proof. 
Def ini ti on ( 4. 1) Let f E C [a,b] , p* E P [x] and suppose that 
n 
3 x 0 ,x 1 , •.• , xn+l E [ a,b] such that x 0 < x 1 < < x 1 with n+ 
(a) jf(x.) - p*(x.)j 
l l 
Vi E {O,l, ... , n+l} 
(b) f (xi) - p* (xi) = - (f (xi+l) - p* (xi+l)). 
Th { } · 11 d lt t' t f f * and p* en x 0 ,x 1 , ••• , xn+l is ca e an a erna ing se or - p 
is called an alternant of f. 
It is important to examine the properties of P [x] which are used in 
n 
this proof. If we require an analogue to the above theorem in some 
generalisation of polynomial approximation then clearly we will need to 
preserve these essential properties in some form. The only properties of 
P [x] used are (in the[~ and[~] proofs respectively): 
n 
(a) 
(b) 
Any p E P [x]\{o} has at most n roots 
n 
<A., j < n, 3p E P [x] such that p(x) changes 
J n 
Given A < A < 
1 2 
sign at each A. and 
l 
p(x) =Oon{A 1 ,A 2 , ... , A , } precisely. J 
If for some finite dimensional subspace P of c[a,b] we have these 
properties then the above theorem will hold. It will be shown in Section 5 
that (b) is, essentially, a consequence of (a) and so this generalised 
fundamental theorem of algebra will be the essential condition in all that 
follows. 
Given that p~,p~ E Pn[x] are both best approximations to f E c[a,b] 
k ' * * we now that there must exist alternating sets for f - p
1 
and f - p 2 • This 
is a strong requirement and it is not unreasonable to expect p~,p~ to be 
closely related in some way. In fact they must be equal, as the following 
theorem shows. 
Theorem (4.2) Each f E C[a,b] has a unique best approximation from P [x]. 
n 
7. 
Proof 
Let p*,p* E P [x] be best approximations to f. 
1 2 n 
a best approximation so 3 x 
1 
,x2 , ... , xn+ 2 E [ a,b] such that 
i.e. 
Since 
Vi E { 1, ... , n + 2} 
1 * 1 * i 2(f-p1)(xi) +2(f-p2)(xi) (-1) E. 
I (f - p*) (x.) I, I (f - p*) (x.) I < IE I we have 
J l 2 l 
p (x.) 
l 
p*(x) 
J 
Vi E {l, ... , n + 2} 
* p 2 (X) I Vx E [ a,b] 
* The above characterisation of p , the best approximation to f, is useful 
in a number of cases, either to actually determine p* or, given an alternant 
* q of f, to identify q as p . Following are two simple examples. 
Example (4.1) Find the best uniform approximation to ex on [ 0, l] from P 1 [x] . 
By theorems (4.1) and (4.2) it is sufficient to find p(x) =0 ax + b 
such that 3 x 1 ,x 2 ,x 3 E [ O,l], 0 < x 1 < x 2 < x 3 < 1 extreme points of 
e (x) x = e p(x) with e(x) = - e(x 2) The extreme points of e(x) 
are either the endpoints or where e' (x) = 0. But 
e' (x) 0 ==> e x 0 ==> x 9,n a = - a 
so xi = o, x2 9,n a, x3 = 1. 
Thus e (0) = - e (x 2) e (1) I 
so 1 - b atn a+ b - a = e - (a +b) I 
hence a = e - 1 and 1 b = ~ (1 - e) (.Q,n (e - 1) - 1) + l] 
i.e. 1 (e - 1) x + -§-I (1 - e) (9,n (e -1) -1) + 1) is the best approximation from 
P 
1 
[x] to ex on [ 0, l] . 
Example (4.2) The manic polynomial of degree n with the least maximum 
1-n -1 
modulus on [ -1, l] is 2 T (x) , where 'I' (x) = cos (n cos x) is the Tchebycl1eff 
n n 
8. 
polynomial of degree n. 1-n (Note that 2 T (x) is monic, of degree n). 
n 
Let p(x) be monic, of degree n. Then 3r(x) E P
0
_ 1 [x] such that 
p(x) n x r (x). Clearly p(x) will be the polynomial we seek iff r(x) 
is the best approximation to xn from P 
1 
[x] . 
n-
By theorem (4.1) this is the 
case iff p(x) 
{ x. =cos~ J n 
that 21 -nT (x) 
n 
n 
= x - r(x) has an alternating set (of n + 1 points). 
j 0,1, ... , n} is just such a set for 21-nTn(x) so it 
p(x). 
Section 5: Tchebycheff Systems 
But 
follows 
In the previous section we developed, in theorems (4.1) and (4.2), two 
9. 
powerful properties of best approximations to f E c[a,b] from the linear space 
generated by {l,x, ... , xn}. Our immediate aim is to answer the following 
question: for which sets of continuous functions {u 0 ,u 1 , ••• , un} can we develop 
similar theorems concerning the best approximations to f E C[a,b] from the 
linear space generated by U = {u 0 ,u 1 , ••• , un}? 
Definition (5.1) An element of span U is termed a generalised polynomial 
(since it is just a linear combination of u. 's). 
l 
For reasons outlined after the proof of Theorem (4.1) the next 
definition is the obvious starting point. 
Definition (5.2) Then U is said to 
satisfy the Haar condition on [a,b] iff each non-trivial generalised 
polynomial has no more than n zeros on [ a,b] . Alternatively, the functions 
l\, i = 0, 1, ... , n are said to form a Tchebycheff system (on [ a, b] ) . 
Definition (5.3) 
D( x 0 ,x I, ••.. 1 x ] -n 
u (x ) 
0 I 
u (x ) 
o n 
u (x ) 
I n 
u (x ) 
n n 
An equivalent formulation of Tchebycheff systems will also be useful. 
Lemma (5.1) U forms a Tchebycheff system iff Vx 0 ,x 1 , ••• , xn E [a,b] such 
Proof 
Let A 
< x < b 
n 
u (x ) 
n n 
n 
and let p (x) I 
i=O 
c.u. (x) be a non-trivial generalised polynomial. 
l l 
Then Ac 
p (x ) 
n 
So p(x) has n + l zeros iff for some x
0
.x
1
, ••• , 
i.e. iff A is singular 
The result follows. 
x E [ a,b] 
n 
Ac 0 
The above formulation leads easily to a fundamental property of 
Tchebycheff systems. 
10. 
Then Vx 0 ,x 1 , ••• , xn-l E [ a,b] 
such that a< x 0 < x 1 < ... < x < b there exists a generalised polynomial n-1 
Lemma (5.2) Let U form a Tchebycheff system. 
u(x) vanishing only at {x 0 ,x 1 , ••• , xn_1} and changing sign at each xi E (a,b). 
Proof 
Pu t u ( x) = D r x I x 0 I x 1 I ' •• , x l]. 
n-
Then clearly u(x) is a generalised 
polynomial vanishing at {x ,x
1
, ••• , x 1 } and by Lemma (5.1) vanishing only o n-
on this set. 
It remains only to show the sign changing property. Consider without 
loss of generality, the case i = 0 with a < x
0
• Let h E R such that 
(a continuous function of t) . By Lemma (5.1) <ji(t) "Io, Vt E [O,h] and so 
has constant sign on [o,h]. 
Now ¢ (O) u (x 0 - h) 
while ¢ (h) D [x 0 ,x 0 +h,x 1 , ••• , xn_1] 
- D [x 0 + h , x 0 , x 1 , • • • , x n _ 1] 
- u(x0 +h). 
Thus u changes sign at x 0 • 
The point be.hind our definition of a Tchebycheff system was a desire to 
develop theorems analogous to Theorem (4.1) and Theorem (4.2) with the linear 
subspace generated by U = {u ,u , ... , u} (denoted by span U) playing the 
o 1 n 
role of P [x] . 
n 
Recalling the proofs of these theorems it should now be 
apparent that in order to do this we need only the following lemma. 
Lemma ( 5 . 3) Let U form a Tchebycheff system. 
such that a< x
0 
< x 1 < ... < xk <band k ~ n - l there exists a generalised 
polynomial u vanishing only on {x 0 ,x 1 , ••• , xk} and changing sign at each xi. 
Remark. Noting that the case k = n - l has already been proven 
(i.e. Lemma (5.2)) one would expect this result to follow easily. In fact, 
the proof is rather long. 
Proof of the Lemma 
Let € > 0 such that a < a + (n - k - 1) s < x
0
• Then by Lemma (5.2) 
only on S = {a +s, ... , xk} and changes sign at each point in S. 
11. 
Let us (x) = (-1) to [x,a + s, ... , xk] where t is chosen so that u (b) > 0. 
€ 
We can assume that llu (x) II = l (just multiply u (x) by a positive constant). 
€ € 
Now the sequence defined by putting s = ~ , n E N is a subset of the compact 
n 
set {p E span U : llpll 
Clearly u (x) > 0 
u (x) < 0 
u(x) = O 
l} so has a non-trivial limit polynomial u(x). 
x E [ xk , b] U [ xk- 2 , xk- l] U 
x E [ xk-l'xk] U [ xk-3'xk-2] U 
x E {xo' ... ' xk} 
We now distinguish two cases: 
Case 1. n - k - 1 even. 
12. 
Let x' E [a,b] such that u(x') t O. Suppose without loss of generality 
that u (x' ) > O. Then 3s,o >Osuch that [x' -s,x' +E:] C (a,b) and 
x E [x' -s,x' +E:] => u(x) > o. 
Put z. = x' 
l 
2iE: 
-E:+ i=l,2, ... ,n-k-1. 
n-k-1 I 
,.._, 
Then by Lemma (5.2) there exists a non-trivial polynomial u(x) changing sign 
at {x 0 , ••• , xk, 
[a,b]\[x' I 
- E: ,x 
z , ... , z k 1 } and agreeing in sign with u(x) on l n- -
+ s] . Now let A E R such that O < A < __ o__ . 
II;:;' (x) II 
Then (u +A~) (x) vanishes only on {x
0
, ••• , xk} and changes sign at each of 
these points. 
Case 2. 
I 
I 
I 
I 
Xo 
fl(x) 
n - k - 1 odd. 
' I .t' Define x , E:, v, z 1 , ••• , 
I 
I 
I 
I 
Zt.~ 
, 1 
11 
11 
I 1 
ti ~ 
I I 
I I 
:x:!°' c I 
I 
;:t::a. 
zn-k- 2 as before. 
I 
I 
~ 
Then by Lemma (5.2) there 
exists a non-trivial polynomial u(x) changing sign on {x
0
, ••• , xk,z 1 , ••• , 
and vanishing also at b. Similarly there exists u(x) changing sign at 
x 0 , ••• , xk 1 z 1 , ••• , zn-k-2 and vanishing also at a. 
z } 
n-k-2 
13. 
It follows that 3A., µ E R such that (u +Av+ µu) vanishes only on 
{x
0
,x
1
, .•• , xk} and changes sign at each of these points. 
Theorem (5.1) Let U form a Tchebycheff system on [a,b] and let f E C[a,b]. 
Then 
(i) p* is a best approximation to f from span U iff f - p* has an alternating 
set. 
(ii) The best approximation to f is unique, 
Proof. 
These proofs are obvious after consideration of the proofs of theorems 
(4.1) and (4.2). Note in particular that the [=}] direction of (i) requires 
Lemma (5.3). 
The proof of the above theorem was essentially, the goal of this 
report. An attempt has been made to justify the necessary steps as they 
were made rather than from hindsight. The surprising fact is that we have 
made just the right generalisations and definitions in the sense that U must 
form a Tchebycheff system if each f EC [a,b] is to have a unique best 
approximation from span U. 
Theorem (5.2) (Haar Unicity Theorem) . ([ l] ,p81) 
If Vf E c[a,b] f has a unique best 
approximation from span U then U forms a Tchebycheff system. 
Proof. 
Suppose that U does not form a Tchebycheff system. Then by Lemma 
(5.1) there exist x ,x , ... , x E [a,b] such that a~ x 0 < x 1 < o I n < x ~ b n 
and the matrix [u. (x.)] is singular. 
J l 
trivial vectors orthogonal to the row and column spaces of [u. (x.)] 
J l 
n 
respectively. Then I 
i=>O 
Note that for any p(x) = 
a. u. (x.) = 0 
l l J 
n 
n I b. u . (x. ) , j 
. 0 l J l 
i= n 
= 0,1, ... , n. 
n 
n n 
I c. u, (x) we have l b .p (x , ) = 
l i i=O J J 
I b. I c. u. (x.) = o 
·0J·o11 J i=O J= l= 
(1) 
n 
Put q(x) = l 
i=Q 
a.u. (x) E span u. 
l l 
j 0,1, ... , n and without loss of 
14. 
Then q(x) is non-trivial with q(x.) = O 
. J 
generality we may suppose that llqll < 1. 
Now construct f E C [a, b] such that II £11 = 1 and f (x . ) 
J 
sgnb . I j = 0 I 1 I ••• I n 
J 
(such a function clearly exists). Let h(x) = f(x) (1 - Jq(x) J) so that 
h (x.) f (x.) = sgnb., j = 0, 1, ... , n. 
J J J We claim that for any p E span U we 
have llh-pll ~l. If not then lln-pll < 1 so 
n 
sgnp(x.) = sgnf(x.) 
J J 
j =0,1, ... , n. But then l b,p(x.) 
j=O J J 
> o. # (see (1)) 
Now VA E [ 0, l] I Vx E[a,b], 
Jh(x) - Aq(x) J < Jh(x) J + AJq(x) J 
Jf(x) J (1- Jq(x) J) + AJq(x) I 
<1 
sgnb., 
J 
so Aq(x) is a best approximation to h(x) VA E [0,1] thus there is no unique 
best approximation to f. 
Section 6: An alternative approach 
We present here a considerably more elegant route to Theorem (5.1). 
The disadvantage of this approach is that there is a lack of intuitive 
continuity from one step to the next. Because of this the argument is 
presented simply as a series of theorems with little attempt to justify 
their general direction. It is suggested that one first read the state-
ments of all the theorems in this section before considering the individual 
proofs. (This treatment is exactly that given by Cheney [ l] and is included 
solely for completeness) . 
Definition (6.1) A finite convex combination of elements from a set A is 
n 
a linear combination of the form I 
i=O 
8. ~O, a. EA 
l l 
i = 0, ... , n. 
8.a. where n EN, 
l l 
n 
I 
i=O 
e. 
l 
1 and 
Definition (6.2) A set A is convex iff each finite convex combination of 
elements from A is itself in A. 
Definition (6.3) Given any set A we define Jf(A) , the convex hull of A to 
be the set of all finite convex combinations of elements from A. 
Remark. J((A) is the smallest convex set containing A. 
Theorem ( 6 .1) (Carath~odory) ( [l] ,pl7) . 
Let A be a subset of an n dimensional linear space. Then each point 
of JCTA) is expressible as a convex combination of n + 1 or fewer elements 
of A. 
Proof. 
Let a E Jf(A) . Then a = 
k 
I 
i=O 
8.a. for 
l l k 
some k,8. ,a. such that 
J; l l 
I k E 1\1, 8 . ~ 0 , a . E l' j_ = 0 I 1 I ••• I k and l l 8. = i. l i=O 
Assume that k is minimal (i.e. there is no convex combination of fewer 
elements from A that is equal to a). Then 8. > 0 i = o, ... , k. 
l 
Let y. = a. - a. Note that 
l l 
Suppose that k > n. 
a linearly dependent set. 
k 
k 
I 8.y. = o. 
i=O l l 
Then {y
1
, ••• , yk} has more than n elements so is 
k 
Thus 3a. E R such that l. la j f 0 and 
l i~l i 
k 
15. 
I a .. y. = o. If we define a 0 = 0 then VA ER, I (8. +Aa.)y. = 0. Choose i=l l l i=O i i i 
;\ so that I A I is as small as possible under the condition that 8. + Aa. = 0 
J J 
for some j E {O, ... , k}. The remaining coefficients are all non-negative 
and do not all vanish since 80 + Aao = 80 > o. But now 
k 
I (8.+Aa.)(a-a.) =0 
i=O i i i 
if j k k 
'* a { I ( 8 . + Aa. ) } - l I ( 8 . + Aa. ) a. 
i=O l l i=O i i i 
ifj 
- a finite convex combination contradicting the minimality of k. 
Hence we have the result. 
Corollary (6.1) ([l],pl8). 
The convex hull of a compact subset, X, of R is compact. 
n 
Proof. (For a more standard proof see [l]). 
n 
Let s = { (8 
0
, ••• , e ) : e. ~ o, I e. = i}. 
n i i=O l 
S is a compact subset 
of R . 
n+l Then by Theorem (6.1) Jf(X) is a continuous image of 
S x ~ (compact) hence compact. 
n+l 
Theorem (6. 2) ( [l],pl9) 
Every closed convex subset, K, of (R ,II 11 2 ) contains a point of minimum n 
norm. 
Proof. 
Let (x ) EK such that limllx II = d = infllx II 
n n--?oq n xE K 
Then llx. -x.11 2 = 2llx.ll 2 + 2llx.ll 2 - 4ll~(x. +x.)112 and since K is convex 
l J l J 2 l J 
~2 (x. + x.) E K so 11-21 (x. + x.) II ~ d. l J l J 
Thus II x. - x .11 2 ,;;;;; 211 x. 112 + 211 x . 11 2 - 4d 
l J l J 
---7 0 as i,j ---7 00 
hence (x ) ---7 x EK and llxll d. 
n 
Theorem (6. 3) ( [l] ,pl9). 
Let U be a compact subset of (R ,II 112) . Then ~ z E R such that 
n n 
<u,z> > o, Vu Eu iff 0 E Jt(U) . 
Proof. 
[ =>] 
Suppose that O 5t' Jf(u) • Then by Corollary (6.1) Jf(U) is compact and so 
by Theorem (6.2) 3z E Jf(U) of minimum norm. Let u E U. 
Then Su+ (l -8)z E Jf(o) I ve ER such that 0 ~ e,;;;;; l. Hence 
0:;;;;; II Ou + ( 1 - 8) z 112 - II zll 2 = e 2 11 u - z 11 2 + 20 < u - z,z > . 
Considering small positive 8 this implies that <u, z> ~II zll 2 > 0 so z is a 
solution of the inequality. 
[ ¢=J 
Suppose that 0 E Jf(U) . Then 3A. ~ 0, u. EU such that 0 
l l 
n 
I 
i=O 
:\. u .. 
l l 
16. 
17. 
0 
So Vz E R , O = 
n l A, <u., z>. l l This equation would be, violated if 9-=0 
<u., z >>o, i = O, ... ,n. 
l 
Theorem (6.4) ( [l] ,p74). 
Let {u 0 , ••• ,u} form a Tchebycheff system, a< x 0 <x1 < 
n 
< x <b 
n+l 
and Ao,A.1 1 ••• ,;\ 1 E R\{o}. Let~= [u0 (x),u1(x), ... ,u (x)] (so~ ER ). n+ n n+l 
Then o E JC({Ao~ 0 , ••• ,;\ 1~ 1 }) iff A.A. 1 < o, i = 0,1, ... ,n+l. n+ n+ i i+ 
Proof. 
D[x0 ... _,x] has constant sign independent of the points n 
a~ xo < ... < x < o 
n 
If not we have a < xo < < x < b, a < Yo < . . . < y < b such that 
n n 
D[xo, ... ,x] <o <n[yo, ... ,y ]. Since D is continuous in its n + l .variables 
n n 
3;\E (O,l) such· that D[;\x0 + (1-A)yo, ... , Ax + (1-;\)y] = O. n n By Lemma (5 .1) 
it follows that 
Ax. + ( l - ;\) y. = AX . + ( 1 - A) y. for some i, j , i f j . 
l l J l 
This is impossible 
since {x.},{y,} are strictly increasing. 
l l 
n+1 
0 E JC({AoXo, ••• ,An+l xn+l}) iff 380, ... ,8n+l > 0 such that 
iio 8 i \xi = 0 · 
If there exist such 8, then dividing by 
l 
0 EJC({;\o~o, ... ,;\ l~ l}). 
n+ n+ 
n+l 
l 
i=O 
8, gives 
l 
{ 
A A } :::;:. If OE JC( Aox 0 , ... ,A 1x 1 ) then 380, ... ,8 1 ~ O n+ n+ n+ 
n+l A 
with 
0 = l 
i=O 
8. A.x .. 
l l l 
Suppose without loss of generality that 80 = 0. 
{~1, ... ,~ 1 } is linearly dependent so D[x1 1 ••• ,x 1 J = 0. # n+ n+ 
Then 
Hence o E J{'({Aoxo_, ... _,;\ 1x 1 }J n+ n+ iff 380_, ... ,, 8n+l > ·o such that 
XO 
n+1 (8.;\.IJ l - 8\ 1,, x. I i.e. (by Cramer 1 s 
i=O o Ao 1.-
rule) 
8.;\. 
1- 1-
- 80 :\a = 
D[x 1 _, ••• ,x. 1_,x 0 _,x. 1_, ••• _,x +l] i-- i-+ n 
Since it requires i - 1 interchanges in the numerator determinant to restore 
the natural order of the arguments it follows that the required 8.'s exist 
1-
i ff the ;\. 's alternate i-n sign. 
1-
We are now ready to reprove Theorem (5.1) (i). 
Theorem. (5.1) (i). 
Let {uo, ... ,u} form a Tchebycheff system on [a,b] and let f E C[a,b]. 
n 
Then p* is a best approximation to f from span ( {uo, ... , u }) iff f - p* has 
n 
an alternating set. 
Proof. 
Obvious. 
The case f E span ( {uo, ... , u }) is obvious so suppose II f - p*ll > 0 . 
n 
By Theorem (3.2) ~p E span({uo, ... ,u }) such that 
n 
(f-.p*)(x)p(x) >o Vx EE. 
n 
Writing p ( x) \ / A> R l di ui (x) = ' d, x we have ~d E n+l such that 
i=O 
< d, (f - p*) (x) ~ > > O, Vx EE. Since { (f - p*) (x) ~: x EE} is compact we 
can apply Theorem (6.3) to give 
0 E JC( { ( f - p*) ( x) ~ : x E E}) . 
By Theorem (6.1) 0 
x. EE, x. ~ x. i ~ j. 
1 1 J 
k 
I 
i=O 
;\,(f-p*)(x.)~., k ~n, :\. >o i = o, ... ,k and 
1 1 1 1 
Since {uo, ... ,u} forms a Tchebycheff system 
n 
{~. : i = 0,1, ... ,k} is linearly independent for k < n (by Lemma (5 .1)) 
1 
so it follows that k = n. If we now arrange the x. in increasing order 
1 
then by Theorem (6.4) the A, (f - p*) (x.) alternate in sign hence so do the 
1 1 
(f-p*)(x,). 
1 
18. 
19. 
Section 7: Examples 
We now present some basic examples and applications of the theorems 
of Section 5. 
Example 7 .1. {l,x, ... xn} forms a Tchebycheff system on any [a,b] CR. 
Example 7.2. {l,x2 ,x4 } forms a Tchebycheff system on [O,l] but not on 
[-1, l]. 
(by analogy with the Vandermonde determinant) so 
but, for example D[-1,0,1] ==OJ. 
Example 7. 3. {l,cos 8,cos 28, ... ,cos n8,sin 8, ... ,sin n8} forms a Tchebycheff 
system on any [a,b] ~ [0,2TI). 
n 
[Any generalised polynomial l (akcosk8+bksink8) can be written in 
k==O 
form 
n 
I ik8 
l Clke 
k==-n 
-in8 
e 
2n 
I 
k==O 
Cl k-n 
ik8 
e 
Let z 
i8 2n k 
e and (by the fundamental theorem of algebra) L ckz has 
k==O 
at most 2n roots. Since [a,b] ~ [0,2TI] it follows that Vz EC, z i8 e 
n 
has at most one solution 8 E [a,b] and so l (ak cos k8 + b sin k8) has at 
k==O k 
most 2n roots]. 
Example 7. 4. Suppose {u0 ,u 1 , ••• ,u} forms a Tchebycheff system and let 
n 
r E C[a,b] such that Vx E [a,b], r(x) f 0. Then {ruo 1 ru1, ... ,ru} also 
n 
forms a Tchebycheff system on [a,b]. 
n 
[Since l 
i==O 
a. (ru.) ( x) 
l l 
n 
o <=} I 
i==O 
a. u. (x) 
l l 
0] . 
Example 7. 5. ( [2] ,pp287-288). This example is sketched only. 
analytic details are left to the reader. 
The 
l 
We wish to find p* the best approximation to (c > 1) on 
x-c 
[-1,l] from P [x]. 
n 
Consider the £unction 
'''( K[znf3-z+ 
'V x) = 2 l - f3 z 
-n _l_-__,_f3_z l 
z f3 - z 
where x 
l -1 
2 (z + z ) , 
l -1 
c = 2( f3 + f3 ) , K 
We claim that: 
(i) l 3p* E P [x] such that lp(x) = -- - p* (x) 
n x-c 
(ii) l/J(x) has an alternating set of n + 2 points. 
Firstly, since l/J is a rational function of z, ~J ( x) 
- 1 
polynomials p,q. Also l/J(x(z)) = l/J(x(z )) so 
lp(x) 
and thus l/J(x) 
- 1 p ( z) _ p ( z ) 
q ( z) - q ( z - l) 
- 1 pi(z+z ) 
-1 qi(z+z ) 
-1 
p ( z) + p ( z ) 
-1 q(z) +q(z ) 
for some polynomials p 1 ,q1. 
~for some 
q (z) 
(this is clear after 
- 1 i 
consideration of the expansion of ( z + z ) ) . Hence lp(x) pi (2x) 
q1 ( 2x) 
l Clearly 1p(x(z)) is discontinuous only at z = {f3, S} and in both cases x = c. 
K(l-f32)2 
Since lim (x- c)l/J(x) = = i, l/J(x) must be of the form 
x-+c 4f3n+2 
1 l/J(x) 
x-c 
where p*(x) E p [x]. 
n 
Now if we put z 
- p·k (x) 
i8 
e then x 
i8 -i8 
l (z+-1) -- e +e e = cos so that 
2 z 2 
as x moves along ·e the interval [-1,1] z traces the curve {el : 0 ~ e ~TI}. 
Note that 
{Zn arg 
and that I z I 
f3- z } = {o => l/J ( x) 
l-f3z TI 
1 => I zn f3 -_ z I 
1 - f3z 
=> l/J (x) ~ K . 
l 
e {Zn f3 - z } It follows that as moves from 0 to TI, arg 1 _ f3z increases from 
TI to (n+ 2)TI so l/J(x) has an alternating set and p*(x) is the best 
20. 
approximation to 
x-c 
1 
;--
Since B = c - /c 2 -l 
11-1 - - p*(x) II = K = (c - ~n/(c2 -1) 
x - c 
k+l 
x 
x-.\ 
As a trivial extension note that 
xk+l - \k+l \k+l k k-1 k \k+l 
, + --, = x + AX + . . . + \ + -- , k ~ n X-A X-A X-A 
k+l 
x 
so the best approximation to -- on [-1,1) from P [x] is 
x-A n 
k k-1 k k+l 
x + AX + ... + A' + A p* (x) 
Section 8: Uniform Approximation without the Haar Condition 
If the functions {u0 , ••• ,u } do not form a Tchebycheff system then 
n 
the question remains,. "For which functions £ E C [a ,bl does there exist a 
unique best approximation?". Theorem (5.2) tells us that the set F of such 
functions is certainly a proper subset of C[a,b] and the following theorem 
shows us that F 7- cp in general. Given {u 0 , ••• ,u} can we characterise F 
n 
in any way? The answer to this question does not appear obvious, even 
in simple cases. 
Theorem (8.1) 
Let p* be a best approximation to f EC [a,b] from span {u 0 , ••• ,u } n 
on [ a,b]. If :Jc,dER such that E(f) C [c,d] C [a,b] and {u 0 , ... ,u} forms n 
a Tchebycheff system on [c,d] then p* is the unique best approximation to f 
on [ a,b] (and [ c,d]) and f-p* has an alternating set (in [ c,d]). 
Proof. 
It is clearly sufficient to show that p* is a best approximation to 
f on [c, d] . If not then by Theorem (3.2) 3p E span u such that 
> 0 (p (x) 
C(x) < 0 
+ 
xEE 
x EE 
(Note E(f) C [c,d]) 
and again by Theorem (3.2) p* is not a best approximation on [a,b]. # 
21. 
This theorem is demonstrated by the following example. 
Example ( 8 . 1) Any f E C[O,l] with f(O) = 0 has a unique best approximation 
p* from span{x,x 2 } on [O,l] and f - p* has an alternating set. 
For instance if f(x) = x 3 we can construct our unique best approx-
imation as follows. 
We require a,o E R such that x 3 - ax 2 -:- bx has the following form. 
0 
I 
I 
----, 
I 
I 
Now the Tchebycheff polynomial of degree three is x ( 4x 2 - 3) so 
13. 13 2 (x-2) [4(x-2) - 3] looks like 
0 
~-.... ----------, 
I 
I 
I 
and thus 3!c E (/3,~) such that 
with 
Hence 
(c - ! 3 ) [4 (c -· /3) 2 - 3] = 1 2 2 
(ex :.: h) [4 (ex /3) 2 - 3] 
2 2 
0 
having the form: 
I 
-----, 
I 
I 
1 { . h h) 2 -(ex - - 2 ) [4 (ex - 2 3]} is the required best approximation. 4c3 
22. 
23. 
Section 9: Conclusion 
Originally, I started out by considering the problem outlined in 
Section (8) (that is - "What is the situation if U is not a Tchebycheff 
system?'') and quickly decided that this question was difficult, if not 
impossible, to answer. It seemed that as a first step I should familiarise 
myself with an approach to Theorem (5.1) which lent itself to consideration 
of this more general problem. The difficulty that I encountered in finding 
such a treatment in any of the standard approximation theory texts led to 
the idea of this report. 
I hope that at this stage the reader has a good intuitive understanding 
of the principles and problems of best uniform approximation from finite-
dimensional subspaces of C[a,b]. If this is so then my aim has been achieved. 
As to the original problem, it remains unanswered but Theorem (8.1) is, at 
least, a step in the right direction. 
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