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The Hopf oscillator has been shown to capture many phenomena of the auditory and vestibular systems. These systems
exhibit remarkable temporal resolution and sensitivity to weak signals, as they are able to detect sounds that induce
motion in the Å regime. In the present work, we find the analytic response function of a nonisochronous Hopf oscillator
to a step stimulus and show that the system is most sensitive in the regime where noise induces chaotic dynamics. We
show that this regime also provides a faster response and enhanced temporal resolution. Thus, the system can detect a
very brief, low-amplitude pulse. Finally, we subject the oscillator to periodic delta-function forcing, mimicking a spike
train, and find the exact analytic expressions for the stroboscopic maps. Using these maps, we find a period-doubling
cascade to chaos with increasing force strength.
Chaos is typically considered a harmful element in dynam-
ical systems, as it limits their predictability and regularity.
For example, a chaotic heartbeat is an indicator of car-
diac fibrillation.1 Chaos may also be responsible for the
anti-reliability of neurons.2 However, there is some evi-
dence that the sensitivity to initial conditions that char-
acterizes chaotic systems could be helpful for weak-signal
detection.3–5 In the current work, we demonstrate analyt-
ically that the instabilities which give rise to chaotic dy-
namics in the Hopf oscillator are responsible for enhanced
temporal resolution and sensitivity to weak signals.
I. INTRODUCTION
The auditory and vestibular systems display remarkable
mechanical sensitivity. The end organs are able to detect mo-
tion in the Å regime, below the level of thermal fluctuations
in the surrounding fluid.6 Humans are able to resolve two
clicks temporally separated by only 10 microseconds,7 with
the stimulus waveforms presented into both ears. The sensi-
tivity and temporal resolution of the inner ear are not fully un-
derstood, and physics of its signal detection remains an active
area of research.8
Mechanical detection of sound and acceleration is per-
formed by hair cells, sensory cell that were named after the
organelle that protrudes from their apical surface. This or-
ganelle consists of rod-like stereovilli that are organized in in-
terconnecting rows and are collectively named the hair bundle.
Transduction channels are embedded at the tips of these stere-
ovilli and are coupled to the interconnecting tip links. When
an external signal deflects the hair bundle, it modulates the
opening probability of its transduction channels. Thus, the
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hair bundle transduces the mechanical energy of the signal
into an electrical potential change in the cell via the influx of
ionic current through the channels.9
Hair bundles of several species exhibit autonomous oscilla-
tions in the absence of an external stimulus.10 These sponta-
neous oscillations were shown to violate the fluctuation dissi-
pation theorem,11 indicating that they are a manifestation of
an internal active mechanism.12 We previously demonstrated
in a series of experiments that these spontaneous oscillations
exhibit chaotic dynamics.13 By tuning the experimental pa-
rameters of the biological preparation, we were able to mod-
ulate the degree of chaos in the system and demonstrated that
the weakly chaotic regime gives rise to enhanced sensitivity.5.
Further, we showed that the temporal resolution of the detec-
tor increases with increasing levels of chaos. These results
were shown to be consistent with simulations of a numerical
model for hair cell dynamics.
In the current work, we provide a theoretical treatment of
the beneficial role of chaos in signal detection by the hair
cells. We focus on noise-induced chaos, as biological sen-
sory systems operate in thermal environments. The normal
form equation for the Hopf bifurcation has been used to model
many dynamical systems.14 It was shown to capture a num-
ber of experimentally observed phenomena exhibited by the
inner ear, including the sensitivity and frequency selectivity
of hearing.15,16 Furthermore, it provides us with the simplest
model that reproduces the main characteristics of hair bundle
dynamics. We consider here the nonisochronous Hopf oscilla-
tor, for which the angular frequency depends on the radius.17
By varying the parameters of the system, we modulate the
degree of nonisochronicity, and thus the level of chaos that
would be observed in the presence of noise.5 We calculate
the sensitivity to a constant-force stimulus analytically and
find the nonisochronous system to be both more sensitive and
faster to respond than the isochronous one.
Experiments performed on live hair cells have shown that
the bundles exhibit a non-monotonic response to large, step-
function stimuli, which resembles the ringing of an under-
damped oscillator.18,19 This so-called “twitch” is observed
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2FIG. 1. (a) The fractal structure of the Hopf oscillator with common noise: 104 slightly different initial conditions (confined to the grey circle)
were evolved by 500 time steps to produce the black points. (b) A zoomed-in version of the region in the grey box. µ = α =Ω0 = 1, β = 100,
D= 0.05, where Ω0 and D are the natural frequency and noise strength, respectively.
only in living, active cells and is believed to be a manifes-
tation of an internal active process, as a passive hair bundle
exhibits an overdamped response. The phenomenon may play
an important role in hearing, as it provides a possible mecha-
nism by which the hair cell can amplify an incoming signal.
In the current work, we show that the Hopf oscillator can re-
produce the twitch when the stimulus induces a saddle-node
on invariant circle (SNIC) bifurcation resulting in a spiral-sink
fixed point. Further, we find the parameter conditions that al-
low such behavior, providing us with a very simple model for
this biological phenomenon.
Lastly, we explore the routes to chaos in the system, by find-
ing the exact analytic expressions for the stroboscopic maps
in the presence of a periodic delta-function stimulus. Us-
ing these maps, we find a period-doubling cascade to chaos
upon increasing the forcing strength when the system is non-
isochronous. Further, we find the same route to chaos upon
increasing the degree of nonisochronicity, while keeping the
forcing strength constant.
II. THEORETICAL MODEL
We use the normal-form equation for the Hopf bifurcation,
including terms up to cubic order, and introduce additive forc-
ing:
dz
dt
= (µ+ iω0)z− (α+ iβ )|z|2z+Fz(t), (1)
where z(t) = x(t)+ iy(t) and Fz(t) = Fx(t)+ iFy(t). Here, x(t)
represents the bundle position, while y(t) reflects internal pa-
rameters of the bundle and is not assigned a specific mea-
surable quantity. Chaotic dynamics arise when this system
is driven by common Gaussian white noise:20 Fz(t) = ηx(t)+
iηy(t), where 〈ηx(t)ηx(t ′)〉= 〈ηy(t)ηy(t ′)〉= 2Dδ (t−t ′), and
〈ηx(t)ηy(t ′)〉 = 0 (Fig. 1). We previously demonstrated that,
under these conditions, the Lyapunov exponent can be approx-
imated as5
λ ≈ Dβ
µ
. (2)
When β 6= 0, the oscillator is nonisochronous: the frequency
is dependent on the amplitude of oscillations. Prior work
has demonstrated that nonisochronous systems exhibit noise-
induced chaos5. For simplicity, we study this instability in a
noiseless system, while noting that in the presence of noise,
the degree of chaos would be proportional to β .
Auditory and vestibular stimuli induce lateral deflections
on the hair bundle, so we consider forces in the xˆ direction,
which coincides with the direction of autonomous oscillation.
In polar coordinates, the model takes the form:
dr
dt
= µr−αr3 +Fx(t)cosθ (3)
dθ
dt
= ω0−β r2−Fx(t) sinθr . (4)
We observe that, in the absence of forcing, there is a stable
limit cycle of radius r0 =
√
µ
α for µ > 0. Further, there is a
nullcline in the phase at radius rnc =
√
ω0
β . If the force causes
3the stable limit cycle to approach this radius, the angular fre-
quency slows down, and the system approaches a SNIC bifur-
cation. We show that the forcing can perturb the shape of the
limit cycle, causing an intersection between the stable limit
cycle and rnc. This SNIC bifurcation causes a pair of fixed
points (one stable, one unstable) to appear on the limit cycle
(see Appendix A). When the system is poised in close proxim-
ity to this bifurcation, noise can most easily induce a chaotic
response, and the system is very sensitive to external signals.
III. RESPONSE TO A CONSTANT-FORCE STIMULUS
We consider forcing of the form Fx(t) = f0Θ(t− t0), where
Θ is the Heaviside step function, and look at the response of
a system in the oscillatory regime (µ > 0). We assume that
the forcing is weak compared to the stability of the limit cycle
( f0µr0 << 1). We can therefore assume that the forcing acts
as a small perturbation on the shape of the limit cycle and
ignore the transient in r at the onset of the forcing. Looking
for solutions near the limit cycle, we let r(t) = r0 + δ r(t),
where r0 =
√
µ
α is the limit cycle radius in the absence of
forcing. Inserting this approximation into Eq. (3) and keeping
only terms that are linear in δ r yields
d
dt
δ r =−2µδ r+ f0Θ(t− t0)cosθ , (5)
which has a steady-state solution δ r = f0 cosθ2µ for t > t0.
Therefore, the first order perturbation to the shape of the limit
cycle is given by:
r(t) = r0 +
f0 cosθ(t)
2µ
. (6)
Inserting this solution into Eq. (4) and keeping only the first-
order forcing terms, we find that
dθ
dt
=Ω0− f0 sinθr0 −
β r0 f0 cosθ
µ
, (7)
where Ω0 = ω0−β r20 is the natural frequency. We integrate
the equation to solve for θ(t):∫ t
t0
dt ′ =
∫ θ
θ0
dθ ′
Ω0− f0 sinθ ′r0 −
β r0 f0 cosθ ′
µ
, (8)
where θ0 is the phase of the oscillator at the onset of the step.
Evaluating the integral yields
−1
2
γ(t− t0) = tanh−1(Q(θ))− tanh−1(Q(θ0)), (9)
where
γ =
√( f0
r0
)2
+
(β r0 f0
µ
)2−Ω20 (10)
and
Q(θ) =
(Ω0 + β r0 f0µ ) tan(
θ
2 )− f0r0
γ
. (11)
Inverting Eq. (9) yields
θ(t) = 2tan−1
(
γ tanh
(
− 12γ(t− t0)+ tanh−1(Q(θ0))
)
+ f0r0
Ω0 + β r0 f0µ
)
.
(12)
Using the identity tanh−1(x) = 12 log(1+x)− 12 log(1−x), we
can also write Eq. (9) in exponental form:
e−γ(t−t0) =
(1+Q(θ))(1−Q(θ0))
(1−Q(θ))(1+Q(θ0)) . (13)
A. Response Amplitude
We use the mean displacement in x to characterize the re-
sponse amplitude:
〈∆x(t)〉= 〈r(t)cosθ(t)〉stim−〈r(t)cosθ(t)〉0, (14)
where the first and second terms on the right side are time
averages in the presence and absence of the stimulus, respec-
tively. The second term yields zero. Inserting Eq. (6), we
obtain
〈∆x(t)〉= r0〈cosθ(t)〉stim+ f02µ 〈cos
2 θ(t)〉stim, (15)
which can be solved semi-analytically by inserting Eq. (12)
and taking the time average over a long time series (Fig. 2).
Depending on the choice of parameters, γ is either purely
real or purely imaginary. Eq. (13) indicates that the solu-
tions are oscillatory for imaginary γ and decay exponentially
to a fixed point for real γ . In the latter case, we can find
the mean displacement analytically. This fixed point corre-
sponds to the intersection between the perturbed limit cycle,
r(t) = r0 +
f0 cosθ
2µ , and the angular nullcline rnc =
√
ω0
β . We
set these two radii equal to each other and find that
cosθ =
2µ
f0
(√
ω0
β
− r0
)
. (16)
We insert this solution into Eq. (15) and substitute in the nat-
ural frequency, Ω0 = ω0−β r20, to obtain:
〈∆x(t)〉= 2µr0
f0
(√
Ω0
β
+ r20− r0
)
+
2µ
f0
(√
Ω0
β
+ r20− r0
)2
.
(17)
This analytic curve is plotted in Fig. 2. Note that at a fixed
natural frequency Ω0 and in the limit of large β , the radius
of the angular nullcline rnc approaches the limit cycle radius.
With these two circles close together, any small perturbation
to the limit cycle can cause an intersection, resulting in a sta-
ble fixed point.
4FIG. 2. (a) Mean displacement of the Hopf oscillator in response to a constant-force stimulus found semi-analytically (black points) and
fully analytically (solid curve). (b) Response time of the oscillator characterized by the exponential decay time in response to a step force.
Black points represent the values found from numerical simulations, and the solid curve represents the analytic approximation. For (a-b),
µ = α = Ω0 = 1 and f0 = 0.01. The dashed line indicates the point where the forcing is able to induce a SNIC bifurcation. (c) An example
of the twitch, a non-monotonic response (solid) to a step force (dashed), for µ = α = Ω0 = 1, β = 50, and f0 = 0.1. The response curve
represents the average over 200 different initial conditions, evenly separated in phase.
B. Temporal Resolution
We characterize the temporal resolution of the system by
calculating the response time (decay time) to a step stimulus.
Our results are limited to real γ , as this regime shows an ex-
ponential decay to a stable fixed point upon the application of
a stimulus. For imaginary γ , the system would continue to os-
cillate in the presence of a step stimulus. We perform a Taylor
series expansion of the right side of Eq. (13) in the vicinity of
the stable fixed point (see Appendix B):
θ(t)≈ 1−Q(θc)
2
2Q′(θc)
(
e−γ(t−t0)−1
)
+θ0, (18)
where θc is the angle of the stable fixed point. The decay time
of this solution is
τres =
1
γ
=
1√
( f0r0 )
2 +(β r0 f0µ )
2−Ω20
. (19)
We fit exponential functions to the numerical simulations of
the response and compare the values to the analytic form of
τres in Fig. 2.
C. Non-monotonic response
In the regime of large β and/or strong forcing, the aver-
aged response curve does not resemble an exponential decay.
Rather, the response is non-monotonic and resembles the ob-
served phenomenon known in hair bundle mechanics as “the
twitch”18,19 (Fig. 2). In our simple model, the non-monotonic
behavior is a result of a spiral sink forming after the step force
induces a SNIC bifurcation. The trajectories spiraling to the
fixed point give rise to the ringing behavior in x(t). In this sec-
tion, we find the conditions necessary for the Hopf oscillator
to produce this phenomenon. We find the fixed point (Rc,θc)
using Eqs. (3) and (4):
0 = µRc−αR3c + f0 cosθc (20)
0 = ω0−βR2c− f0
sinθc
Rc
. (21)
The Jacobian at the fixed point takes the form:
J =
(
µ−3αR2c − f0 sinθc
−2βRc+ f0 sinθcR2c − f0
cosθc
Rc
)
(22)
which can also be written as
J =
(
µ−3αR2c βR3c−ω0Rc
ω0
Rc
−3βRc µ−αR2c
)
(23)
by using Eqs. (20) and (21) to eliminate θc. A spiral sink
is present if and only if the trace of J is less than zero, the
determinant of J is greater than zero, and 4det(J)−Tr(J)2 >
0.21 Since we are considering the limit cycle regime, we have
µ > 0. We will also use the condition that Rc ≥ r0 =
√
µ
α .
Since this effect is most pronounced when β is large, we will
assume that the second term in Eq. (4) is larger in magnitude
than the first (β r20 >ω0). With these assumptions, the first two
conditions are always satisfied:
5FIG. 3. Mean displacement of the Hopf oscillator in response to a brief, constant-force stimulus. (a) and (b) represent the responses to a pulse
of duration 14 and
1
16 of the natural period of oscillation, respectively. µ = α =Ω0 = 1, f0 = 0.01, and the vertical dashed line represents the
value of β at which the forcing is able to induce a SNIC bifurcation.
Tr(J) = 2µ−4αR2c ≤ 2µ−4αr20 =−2µ < 0 (24)
and
det(J) = µ2
(
3
(Rc
r0
)4−4(Rc
r0
)2
+1
)
+ω20
(
3
(βR2c
ω0
)2−4(βR2c
ω0
)
+1
)
> 0,
(25)
since Rcr0 ≥ 1 and
βR2c
ω0
≥ β r20ω0 > 1. The third and final condition
is satisfied when
β >
2ω0 +
√
3µ2 +ω20
3r20
(26)
and β > α√
3
(see Appendix C). Thus, we have found the con-
ditions on the parameters of the Hopf oscillator such that it
can reproduce the experimentally observed twitch.
IV. RESPONSE TO A SHORT-PULSE STIMULUS
We now find the response amplitude to a brief, weak force
of amplitude f0 and duration T :
Fx(t) = f0
(
Θ(t)−Θ(t−T )
)
. (27)
The solution during the force step was already found in Eqs.
(6) and (12), provided that the initial conditions at the onset of
the pulse are on the stable limit cycle. We use these equations
to find the displacement induced in x(t). The mean displace-
ment is obtained by computing the average of (x(T )− x(0))
over many different initial conditions. The mean displacement
is used to quantify the responsiveness of the system.
In Fig. 3, we show that there is a local maximum in re-
sponsiveness at the SNIC bifurcation, as in the steady-state
case. However, we observe an additional local maximum as
β increases beyond the bifurcation point. Increasing β in
this regime increases the speed at which the trajectories move
across the circle to the fixed point. This increase is benefi-
cial for the responsiveness of the system. However, the in-
crease in β also moves the fixed point in the −xˆ direction,
thereby reducing the mean displacement in x (see Appendix
A). The competition between these two effects results in a lo-
cal maximum. The location of this maximum is dependent on
the pulse duration, which determines the time needed for the
trajectories to reach the fixed point, starting from the initial
conditions.
V. EFFECTS OF A SPIKE TRAIN
We now find the response to periodic, delta-function
forcing. We construct the stroboscopic Poincaré maps
analytically22 and observe the transition to chaos. First, we
find the analytic solution in the absence of forcing by integrat-
ing Eqs. (3) and (4) with Fx(t) = 0. The first can be solved
using partial fraction decomposition:∫ t
ti
dt ′ =
∫ r
ri
dr′
µr′−αr′3 =
∫ r
ri
( 1
µr′
− αr
′
µ(αr′2−µ)
)
dr′,
(28)
6FIG. 4. Bifurcation diagrams generated from the radial stroboscopic map at each impulse of the spike train. The interval between spikes was
set to be the natural period of oscillations (τ = 2piΩ0 , µ = α =Ω0 = 1). (a) β = 3, while f0 is varied. (b) f0 = 0.1, while β is varied.
which yields
rso(t,ri) =
√
µ
α− (α− µ
r2i
)e−2µt
, (29)
where we have set the initial time ti to zero, and ri is the radius
at this time. We insert this solution into Eq. (4):
dθ
dt
= ω0− βµα− (α− µ
r2i
)e−2µt
. (30)
Integrating this equation yields
θso(t,ri,θi) = θi+ω0t+
β
2α
log
(
µ
αr2i (e2µt −1)+µ
)
,
(31)
where θi is the phase at t = 0. We now include the spike-train
stimulus:
Fx(t) = f0
n=∞
∑
n=1
δ (t−nτ). (32)
The first impulse occurs at time t = τ . Before this time
(t = τ−ε), the solution is simply r(τ−ε) = rso(τ−ε,ri) and
θ(τ−ε) = θso(τ−ε,ri,θi). Projecting Fx(τ) onto polar coor-
dinates, we find the solution at the time of the first impulse to
be:
r(t = τ) = R1 = rso(τ,ri)+ f0 cos
(
θso(τ,ri,θi)
)
(33)
θ(t = τ) =Θ1 = θso(τ,ri,θi)−
f0 sin
(
θso(τ,ri,θi)
)
rso(τ,ri)
. (34)
The solution between the first and second impulses (t = τ+ε)
takes the form:
r(τ+ ε) = rso(ε,R1) (35)
θ(τ+ ε) = θso(ε,R1,Θ1), (36)
where we treat the coordinates at the previous impulse as the
initial conditions and reset the time. We now construct the
stroboscopic Poincaré maps using this recursive method. We
find the radius and phase at every spike, Rn = r(t = nτ) and
Θn = θ(t = nτ), to be:
Rn+1 = rso(τ,Rn)+ f0 cos
(
θso(τ,Rn,Θn)
)
(37)
Θn+1 = θso(τ,Rn,Θn)−
f0 sin
(
θso(τ,Rn,Θn)
)
rso(τ,Rn)
. (38)
These stroboscopic maps are valid for both the oscillatory
and quiescent regimes. We have made no assumptions on the
choice of parameters or the strength of the forcing. Upon in-
creasing either f0 or β , we observe a period-doubling cascade
to chaos (Fig. 4).
7VI. DISCUSSION
In a prior study, we demonstrated that nonisochronicity re-
sults in noise-induced chaos for even very weak levels of noise
and any nonzero β . In the present work, we demonstrated
analytically that nonisochronicity is responsible for enhanced
responsiveness to weak force steps, with the most responsive
system being poised near the SNIC bifurcation. Further, we
demonstrated that detection of a single constant-force pulse
is highly rapid in a nonisochronous system. By varying β in
the Hopf oscillator equation, we control the degree of non-
isochronicity and study its impact on response characteristics.
We show that the oscillator can detect very short pulses for a
wide range of β , with the ideal value depending on the du-
ration of the pulse. We also showed that the speed of the
response, as measured by the exponential decay time to the
constant force, increases with increasing β .
Although we considered the noiseless system in this work,
upon including even a small amount of noise, β can be di-
rectly mapped onto the Lyapunov exponent. We previously
demonstrated enhancement of sensitivity and temporal reso-
lution with numerical models, where we varied the Lyapunov
exponent directly5. The results of this numerical study are
consistent with that of the present work. Nonisochronicity in
a noiseless system hence directly correlates with the degree of
chaos in the presence of noise.
Numerical models of hair cell dynamics typically require
many variables to reproduce the experimentally observed
twitch. Here, we demonstrated that this 2-dimensional model
can capture the main features of this effect. This has, thus far,
been the simplest model of hair cell dynamics able to produce
this behavior. We have shown that the twitch can be explained
through bifurcation theory: the stimulus yields a SNIC bifur-
cation with one of the fixed points being a spiral sink. Further,
we found the parameter conditions required to see the effect.
Finally, we found the exact analytic expressions for the stro-
boscopic Poincaré maps in r and θ , when the oscillator is sub-
jected to periodic, impulsive forcing. These maps are valid for
any parameter regime and any degree of forcing. Using these
stroboscopic maps, we observe a period-doubling cascade to
chaos upon increasing either the forcing strength or β . The
nature of this stimulus resembles that of efferent activity. In
hair cell dynamics, efferent activity is believed to be the bio-
logical feedback responsible for modulating the sensitivity of
the detector and may serve as a protective mechanism in pre-
venting damage caused by acoustic trauma.23 In the present
work, we demonstrated that an efferent-like stimulus can in-
duce or modulate the degree of chaos, thus affecting the sensi-
tivity of the system. Future work entails measuring the change
in chaoticity and sensitivity caused by efferent activity.
Chaos is often considered an unfavorable element in dy-
namical systems, as it limits their predictability and regular-
ity. However, chaos is likely present in a number of real-world
systems, as they contain many degrees of freedom and exhibit
nonlinearities. Here, we have shown analytically that the in-
stabilities that give rise to chaotic dynamics are also respon-
sible for enhanced sensitivity and temporal resolution in the
Hopf oscillator, suggesting a beneficial role of chaos in the
auditory and vestibular systems. We propose that chaos may
play a role in signal detection in other noisy biological sys-
tems where timing and sensitivity are essential.
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Appendix A: SNIC Bifurcation
FIG. 5. Illustration of the SNIC bifurcation. The solid and dashed
curves represent the stable limit cycle and angular nullcline, respec-
tively. Filled and empty points represent attracting and repelling
fixed points, respectively. (a) Phase space diagram with no forcing.
(b) A constant force in the xˆ direction pushes the limit cycle into the
angular nullcline, producing a semi-stable fixed point. (c) Upon in-
creasing the force, the semi-stable fixed point splits into an attracting
and a repelling fixed point. (d) Stronger forcing causes these two
points to separate further.
Appendix B: Response Time
We perform a Taylor series expansion of the right side of
Eq. (13) around θc, the angle of the stable fixed point. Keep-
ing only first-order terms (Q(θ) ≈ Q(θc) +Q′(θc)(θ − θc))
yields
e−γ(t−t0) ≈ (1+Q(θc)+Q
′(θc)(θ −θc))
(1−Q(θc)−Q′(θc)(θ −θc))
× (1−Q(θc)−Q
′(θc)(θ0−θc))
(1+Q(θc)+Q′(θc)(θ0−θc)) .
(B1)
8Expanding and keeping only linear terms in (θ−θc) and (θ0−
θc) results in
e−γ(t−t0) ≈ 1+ 2Q
′(θc)
1−Q(θc)2 (θ −θ0) (B2)
or
θ(t)≈ 1−Q(θc)
2
2Q′(θc)
(
e−γ(t−t0)−1
)
+θ0. (B3)
This solution has response time
τres =
1
γ
=
1√
( f0r0 )
2 +(β r0 f0µ )
2−Ω20
. (B4)
Appendix C: Parameter Conditions for the Twitch
The third condition required for a spiral sink is 4det(J)−
Tr(J)2 > 0, yielding
4µ2
(
3
(Rc
r0
)4−4(Rc
r0
)2
+1
)
+4ω20
(
3
(βR2c
ω0
)2−4(βR2c
ω0
)
+1
)
−4µ2
(
4
(Rc
r0
)4−4(Rc
r0
)2
+1
)
> 0,
(C1)
which simplifies to
ω20
(
3
(βR2c
ω0
)2−4(βR2c
ω0
)
+1
)
− µ
2R4c
r40
> 0. (C2)
We can rewrite this condition as
(3β 2r40−µ2)
(Rc
r0
)4−4βω0r20(Rcr0
)2
+ω20 > 0, (C3)
which is always satisfied if the leading order term is greater
than zero (β > α√
3
) and
3β 2r40−µ2−4βω0r20 +ω20 > 0, (C4)
since Rcr0 ≥ 1. Solving for β yields
β >
2ω0 +
√
3µ2 +ω20
3r20
. (C5)
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