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Abstract. The relationship between dependent variable and independent variables can be described using linear 
regression model. The model equation is called global model. But if the data is a spatial data, where the differences of 
locations affect the model, then global model is no longer relevant. One of method can be used to analysis for spatial data 
is Geographically Weighted Regression (GWR). GWR is local model that represents model for each location. DKI 
Jakarta is a province with the highest human development index value in Indonesia. The HDI value is calculated based on 
some basic components of quality of life. In this paper, we analyze the HDI using multiple linear regression and we get a 
global model. But because DKI Jakarta consists of some regions with different condition, then we also used spatial data 
analysis methods. Then we apply GWR method to analyze the HDI in Jakarta. On the GWR model acquired local models 
for each location. We compared two models of global and local, the results showed that the factors that affect HDI in 
every region at DKI Jakarta are different. Based on the analysis by linear regression and GWR, the results show that the 
SSE of GWR model is smaller than linear regression model. So the GWR model is better than linear regression model.  
INTRODUCTION 
Human Development Index (HDI) values can be used to evaluate how much benefit of development to the 
population in a region. HDI was introduced by the United Nations Development Program (UNDP) in 1990 as a 
reference in the assessment of a country and published regularly in the annual report of the Human Development 
Report (HDR). According to UNDP, HDI is the achievement of human development based on some basic 
components of quality of life. HDI measures three dimensions of human development. There are long and healthy 
life, access to knowledge and the amount of expenditure or consumption to achieve a decent standard of living [1]. 
Human development index is one of important thing because the HDI be an indicator of a country's classification. 
Based on UNDP [2], Indonesia’s HDI value has increase of 45.3 percent or an average annual increase of about 1.14 
percent at 1980 to 2013. In 2013 Indonesia’s HDI value is 0.684, which is in medium human development category. 
Indonesia is in position at 108 of 187 countries and territories.  
Several research about Human Development Index are Neumayer [3] who made a constructive proposal to link 
the HDI with sustainability, Setiawan and Hakim [4] used Error Correction Model and Biswas and Caliendo [5] 
used Principal Component Analysis. Melliana and Zain [6] used regression models for panel data analysis to the 
HDI in East Java and in addition Evianto [7] also used panel regression models to analyze the HDI in West Java. 
Irawan [8] used linear regression model for the HDI in Indonesia. 
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Special Capital City District of Jakarta, known as DKI Jakarta is one of province in Indonesia. DKI Jakarta is a 
province with the highest human development index value in Indonesia. Because DKI Jakarta has the highest HDI 
value in Indonesia, it is necessary to study the factors that affect HDI in DKI Jakarta. On the other hand, DKI 
Jakarta consists of regency and five cities. There are Thousand Islands, South Jakarta, East Jakarta, Central Jakarta, 
West Jakarta and North Jakarta [9]. The analysis of HDI commonly uses a global model. But the global model only 
reliable if there is no variability between regions [10]. So if the relationship between dependent variable and 
independent variables differs from location to location, we have to use local spatial statistical technique, such as 
Geographically Weighted Regression. In linear regression model using ordinary least square estimation, which 
produce a single equation namely global model to explain relationships between dependent variable and independent 
variables, GWR generates spatial data to explain the spatial variation in the relationships among variables [11]. 
Propastin, Kappas and Erasmi [12] apply GWR to investigate the impact of scale on prediction uncertainty by 
modeling relationship between vegetation and climate. They also compare the models of conventional ordinary least 
square regression and GWR. The result showed that local approach provides a better solution. 
This paper was to apply linear regression model to analyze the HDI in DKI Jakarta. However, each region in 
DKI Jakarta has different conditions. This allows an effect on the value of the HDI and the factors that affect the 
HDI. Therefore, it needs to be evaluated whether the difference in areas of DKI Jakarta affecting differences in the 
factors that affect the HDI value. Because of that in this paper, the HDI was analyzed using Geographically 
Weighted Regression to evaluate the spatial effect. 
MULTIPLE LINEAR REGRESSION 
The variable being predicted and influenced by several variables is called dependent variable. While the 
variables that influenced and being used to predict the dependent variable is called independent variable. Regression 
analysis is approximate the relationship between independent variable and dependent variable using a straight line. 
The simplest type of regression analysis called simple linear regression, which involving one independent variable. 
Multiple linear regression is regression analysis involving more than one independent variable. Multiple linear 
regression model is following this equation [13].  
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Where  
y  : dependent variable  
0E   : intercept of regression model 
kE  : slope of regression model, this is parameter of the k-th independent variable  
kx   : the k-th independent variable  H  : error of regression model, where assumed identical, independent and Normal distribution with mean zero and 
variance constant σ2. 
 
The parameters of model in equation (1) which to be estimated are β0 and βk. The least square method used to 
estimate parameters of regression equation. To calculate estimated parameters of multiple regression model, used 
this equation. 
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(2) 
Where Y is vector for dependent variable, X is matrix containing value of independent variables and b is vector of 
parameter. XT is transpose of matrix X and [XTX]-1 is inverse of matrix XTX. There are the design of vectors and 
matrix [14]: 
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The data contains n observations and k independent variables. Because multiple linear regression model is use k 
number of independent variable, then variable selection is important. There are many methods can be used to 
selecting variables for a regression model. The several methods are Forward selection (step-up), Backward selection 
(step-down) and Stepwise selection. According to Nathans, Oswald and Nimon [15] stepwise regression method is 
often used to define a set of independent variables that represent the best set of predictors of the dependent variable. 
Procedure of forward selection method is selected one variable that has the highest R2 in the model, then select 
another variable which increases R2 and stop adding variables when none of the remaining variables are significant. 
But the variable have been entered cannot removed. Procedure of backward selection method is begin with all 
variables enter in the model, then the variables which not significant in the model are removed. Procedure of 
stepwise selection is combination of forward and backward procedure, so this method can be adding variables and 
removing variables [16].  
GEOGRAPHICALLY WEIGHTED REGRESSION 
One of method that used to analyze spatial model is Geographically Weighted Regression (GWR). This method 
is developed from linear regression with Weighted Least Square (WLS) method. GWR use different weight for each 
location. This is based on Tobler Law, who said that “Everything is related to everything else, but near things are 
more related than distant things”. It means GWR model assume that the near location give more effect than far 
location [17, 18, 19]. GWR is a method developed from multiple linear regression model of equation (1), which 
consider the local variations so that the coefficients in the model rather than global estimates are specific to the 
location i [20]. GWR model can be described as follows: 
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Where  
iy   : dependent variable of the location i 
0E    : the local estimated intercept for location i 
kE    : the local estimated parameter of the k-th independent variable at location i 
ikx    : the k-th independent variable at location i 
iH  : error of the location i, where assumed identical, independent and Normal distribution with mean zero and 
variance constant σ2.  
 
Parameter estimation of GWR model is done by minimizing the sum of squared of residuals. To obtain estimates 
the parameters of GWR model as follows [21]: 
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Wi is a matrix that contains the weight of each location. The weighting scheme based on the proximity of i to the 
sampling locations around i. Based on equation (4) obtained the predicted value for Y (dependent variable) at each 
location as follows: 
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(6) 
The parameters of model were estimated for each location. This showed that each location has different 
parameters, then each location has a different regression models. If the parameters of GWR model in each location 
are constant, then the model is called global model. That means GWR model is same with the linear regression 
model. This showed that the GWR models are used when there is a spatial effect for each location. So each location 
has a different model. The most important thing in GWR model is weighting because of the weight represents a 
value for each location. The location is near have a stronger influence in the estimation than farther locations [22]. 
There are several methods that can be used in determining the weight of GWR model using kernel functions, 
including Gaussian distance function, Exponential function, Bi-square function and Tricube kernel function. 
Gaussian distance function described as follows [23]. 
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wij is a weighting coefficient of j sample used for estimation on the i-th location. Then dij is Euclidean distance and h 
is bandwidth, this value is very important because that arrange variance and biased of model. If bandwidth value is 
too small, then variance will too large and models will under smoothing. While, if bandwidth value is too large, then 
make biased and models will over smoothing. Therefore GWR model have to use optimal value of bandwidth. One 
of method can be use to determining optimal value of bandwidth is Cross Validation (CV) criterion as follows: 
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iYz  is estimated value of Y  by leaving out the i-th observation. So, if we want to get optimal value of h then 
produce the minimal value of CV. 
DATA AND METHODS 
Source of data in this paper take from Central Bureau of Statistics (BPS – Statistics). There are some variables 
used in this paper. Dependent variable is Human Development Index (HDI). Meanwhile, Independent variables 
contains three dimensions that influence HDI, there are a long and healthy life, knowledge, and decent standard of 
living. Based on that three dimensional, then we used six independent variables which represent these dimensions 
[24]. 
X1 : Percentage of Poor People  
X2 : Gross Regional Domestic Product at 2000 Constant Prices  
X3 : Life Expectancy  
X4 : Literacy Rate  
X5 : Average Length of School Year  
X6 : Expenditure per Capita  
In this paper, the HDI data analyzed using linear regression to determine the variables that affect the HDI. If the 
difference of location has an effect on the HDI, then the factors that affect the HDI at each location will different. 
Therefore, to determine whether there is effect of location, we used GWR models. The steps to analyze data using 
GWR model as follows: 
1. Standardize of each independent variables. 
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2. Calculate the Euclidean distance (dij) between locations based on equation (8). 
3. Determine optimal value of bandwidth (h) using Cross Validation (CV) criterion, based on equation (9). 
4. Calculate weighted matrix (W) using kernel function based on equation (7) and get matrix W in equation (5). 
5. Estimate the parameters of GWR model as in equation (4). 
6. Describe GWR models for each location, based on equation (2). 
RESULTS AND DISCUSSION 
HDI Data were analyzed using linear regression with ordinary least square estimation. The number of variable 
equal to the number of observations, so it is used multiple linear regression analysis with stepwise selection method. 
Based on the results of multiple linear regression analysis obtained two variables are significant, namely X3 (life 
expectancy) and X4 (literacy rate). The linear regression model of two variables without intercept, because the 
intercept is not significant. This model called global model, the model as follow. 
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TABLE 1. Estimate parameters of global model 
Variable Estimate Std. Error t-value p-value 
X3 0.6335 0.1073 5.903 0.00412 
X4 0.4293 0.1073 3.999 0.01614 
 
HDI = 0.6335 Life Expectancy + 0.4293 Literacy Rate 
 
The global model above was obtained the Sum Square of Error (SSE) 0.1105666 and Adjusted R Square 0.9668. 
This shows that the variability of HDI can be explained by the model about 96.68% while 3.32% explained by other 
variables not included in the model. Furthermore, the HDI were analyzed using GWR with two independent 
variables which significant at global model. Before carrying out the analysis using GWR, first determine optimum 
bandwidth. 
Kernel function used to determine the optimum bandwidth in this paper is the Gaussian distance function. Based 
on the results obtained by the minimum value of CV give the optimum bandwidth is 0.1397296. Bandwidth is used 
to determine the weight to create GWR model. Parameter significance test results in each location indicate that the 
independent variables which affect the HDI for each location is different. Here are the results of the t-value for each 
variable in each location. 
Based on Table 2, there are differences of significant variables in cities or regency in Jakarta. In the cities of DKI 
Jakarta, the variables that affect the HDI in the cities at DKI Jakarta are only life expectancy. While in the regency, 
Thousand Island, there are two significant variables, namely life expectancy and literature rate. This result shows 
that the difference of location affect the Human Development Index in DKI Jakarta. So if the government wants to 
increase the value of the HDI in the cities, it only needs to pay attention to life expectancy. While at Thousands 
Islands other than life expectancy must also consider literature rate. GWR analysis results produce Sum Square of 
Error (SSE) is 0.0382295. When compared the Sum Square of Error on multiple linear regression model showed that 
the SSE of GWR is smaller. So that for HDI in DKI Jakarta, the GWR model better than global model. 
TABLE 2. Estimate parameters of GWR model 
Location Thousand 
Islands 
South 
Jakarta 
East 
Jakarta 
Central 
Jakarta 
West 
Jakarta 
North 
Jakarta 
b0 
t-value 
0.0704 
0.92347 
0.17898 
1.57815 
0.1583 
1.39672 
0.1631 
1.44757 
0.1716 
1.51441 
0.14997 
1.32397 
b1 
t-value 
0.70508 
6.58725* 
0.3956 
2.40195* 
0.3874 
2.36129* 
0.4006 
2.4498* 
0.4126 
2.51952* 
0.4021 
2.45057* 
b2 
t-value 
0.43117 
3.95142* 
0.23911 
1.65634 
0.2523 
1.72596 
0.2512 
1.7427 
0.2483 
1.7044 
0.26117 
1.79978 
*significant at the 5% level with a value of t-table (0.05; 3) is 2.35336 
 
Table 3 showed comparison between global model and local model. Global model was obtained from linear 
regression and local model was get from GWR model. Both methods produce SSE value. The best model is 
determined from the comparing of SSE value. The best model is a model which generates smaller SSE value. Based 
on concluded that GWR model generate SSE value smaller than multiple linear regression. Therefore it can be 
concluded that the GWR model better than multiple linear regression. 
 
TABLE 3. Comparison between linear regression and GWR model 
Method Sum Square of Error (SSE) 
Linear Regression 0.1105666 
Geographically Weighted Regression (GWR) 0.0382295 
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CONCLUSION 
There are six independent variables used in the model, these variables determined based on three dimensions that 
influence HDI. The analysis of multiple linear regression model shows that there are two significant variables in the 
model, namely life expectancy and literacy rate. The global model of multiple regression were obtained the Sum 
Square of Error (SSE) and Adjusted R Square. These values can be used to evaluate the goodness of the model. SSE 
value is 0.1105666 which is close to zero, it can be concluded that a good model because produces a very small 
error. Whereas if Adjusted R Square is getting close to 100% then a good model. It can be concluded that the model 
generated from a linear regression has been good, but needs to be evaluated spatial effect of data. Because if there is 
a spatial effect on the data, then the local models will be better than the global model that is obtained from a linear 
regression model. Therefore we compare the results of linear regression model with GWR models.  
Based on GWR analysis results indicate that there is a difference between Thousand Islands and other locations. 
The significant variables in the Thousand Islands are life expectancy and literacy rate, this result is same with global 
model. Whereas at four other locations in DKI Jakarta only one variable that affecting HDI. The variable that 
significant is life expectancy. This indicates that there is the effect of the location that makes difference of variables 
that affect the HDI at each location. It means that when we apply the local model at each location produce different 
models. So there is a difference of result between global models and local models. Then we need to choose the best 
model among global and local models. The best model of global or local models was determined based on 
comparison of SSE value. Because SSE value was indicate error value of model. The result of comparison shows 
that the SSE of GWR models is smaller than the multiple linear regression models. That means local model better 
than global model. So for the HDI in DKI Jakarta, GWR models are better than linear regression model.  
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