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Abstract
Shannon, in his seminal work, formalized the transmission of data over a commu-
nication channel and determined its fundamental limits. He characterized the relation
between communication rate and error probability and showed that as long as the com-
munication rate is below the capacity of the channel, error probability can be made
as small as desirable by using appropriate coding over the communication channel and
letting the codeword length approach infinity. He provided the formula for capacity of
discrete memoryless channel. However, his proposed coding scheme was too complex to
be practical in communication systems.
Polar codes, recently introduced by Arıkan, are the first practical codes that are known
to achieve the capacity for a large class of channel and have low encoding and decoding
complexity.
The original polar codes of Arıkan achieve a block error probability decaying exponen-
tially in the square root of the block length as it goes to infinity. However, it is interesting
to investigate their performance in finite length as this is the case in all practical com-
munication schemes.
In this dissertation, after a brief overview on polar codes, we introduce a practical
framework for simulation of error correcting codes in general. We introduce the impor-
tance sampling concept to efficiently evaluate the performance of polar codes with finite
bock length.
Next, based on simulation results, we investigate the performance of different genie-
aided decoders to mitigate the poor performance of polar codes in low to moderate
block length and propose single-error correction methods to improve the performance
dramatically in expense of complexity of decoder. In this context, we also study the
correlation between error events in a successive cancellation decoder.
Finally, we investigate the performance of polar codes in non-binary channels. We
compare the code construction of S¸as¸og˘lu for Q-ary channels and classical multilevel
codes. We construct multilevel polar codes for Q-ary channels and provide a thorough
comparison of complexity and performance of two methods in finite length.
i

Acknowledgments
It has been a great pleasure for me to work on this thesis under supervision of Professor
Emre Telatar. I would like to thank him for his guidance, support and contributions that
made this work possible. I am extremely grateful to his assistant Mohammad Karzand
for his kind helps and valuable advices.
I thank Professor Christophe Vignat who agreed to be the expert on oral exam of the
thesis. I also thank Dr. Eren S¸as¸og˘lu and Seyed Hamed Hassani for beneficial discussions
and sharing their experience on polar codes with me.
I thank Damir Laurenzi for providing the cluster of computers with which I could run
massive simulations that constitute an important part of this work.
Thanks to all my friends in Switzerland who made my life, thousands of kilometers
far from home, pleasant.
Last but not the least, I thank my parents Dordaneh Dorreh and Hamid Bastani Parizi
for their endless love and support.
iii
Contents
Abstract i
Contents iv
1 Introduction to Polar Codes 1
1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Channel Polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Polar Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.1 GN -Coset Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.2 Successive Cancellation Decoding . . . . . . . . . . . . . . . . . . 11
1.4.3 Polar Code Design Rule . . . . . . . . . . . . . . . . . . . . . . . 14
1.5 Performance And Complexity of Polar Coding . . . . . . . . . . . . . . . 14
1.5.1 Encoding Complexity . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5.2 Decoding Complexity . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.6 Polar Code Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.6.1 Monte Carlo Estimations of Bhattacharyya Parameters . . . . . . 21
1.6.2 BEC as a Special Case . . . . . . . . . . . . . . . . . . . . . . . . 22
1.6.3 Vardy and Tal Approximation Method . . . . . . . . . . . . . . . 24
2 Efficient and Accurate Simulations of Error Correction Codes 35
2.1 Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2 Importance Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.1 Importance Sampling for Forward Error Correction Codes . . . . 40
2.2.2 Results for Polar Codes . . . . . . . . . . . . . . . . . . . . . . . 44
2.3 Taking Advantage of Channel’s Symmetry . . . . . . . . . . . . . . . . . 45
2.4 A Numerical Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Genie Aided Decoding 49
3.1 Analysis of Genie Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.1 Correlation between polarized BEC channels . . . . . . . . . . . . 52
3.1.2 Hyperactive Genie . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.1.3 Numerical Evidences . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 Performance Improvement by Single Error Correction . . . . . . . . . . . 63
iv
4 Non-binary Channel Coding 71
4.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Multilevel Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.2 Multilevel Polar Codes . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 Non-binary Polar Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.1 Prime-Size Alphabet . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.2 Arbitrary Finite Alphabet Size . . . . . . . . . . . . . . . . . . . 84
4.3.3 Implementation Concerns . . . . . . . . . . . . . . . . . . . . . . 86
4.3.4 Performance and Complexity Analysis . . . . . . . . . . . . . . . 88
4.3.5 Note on Non-binary Code Construction . . . . . . . . . . . . . . . 90
4.4 Comparison of Multilevel and Non-Binary Polar Codes . . . . . . . . . . 91
4.4.1 Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4.2 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4.3 Scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.5 Results for ASK Signaling over AWGN . . . . . . . . . . . . . . . . . . . 93
4.5.1 Derivation of Encoder/Decoder Relationships . . . . . . . . . . . 94
4.5.2 Sensitivity to Change of SNR . . . . . . . . . . . . . . . . . . . . 98
4.5.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5.4 Remarks On The Order of Decoding . . . . . . . . . . . . . . . . 103
5 Conclusion 113
Bibliography 117
v

Introduction to Polar Codes 1
“Channel polarization” was initially discovered by Arıkan in [1] as a means for construct-
ing capacity achieving codes for symmetric binary-input memoryless channels (B-DMCs).
Polar codes are the only explicitly described codes known so far to provably achieve the
capacity of all symmetric B-DMCs. The polarization idea, later on, was studied in more
detail by researchers in the information theory community and it turned out that it is
actually a more general phenomena that can be exploited in a broader range of problems
such as source coding, multiple access channel, etc.
In this chapter, we shall briefly review this phenomena which is the basis of the
following chapters. We will restate the results in [1] and for the sake of brevity, we will
omit some of the proofs.
1.1 Notations
Throughout this thesis, we use uppercase letters (like X) to indicate a random variable,
and its lowercase version (x) for a realization of that random variable.
We denote the sets by script-style uppercase letters like S except for the standard
fields like R or FQ. By superscript C we mean the complementary of a set (e.g., S
C).
The complementary set, however, should be defined with respect to a reference set which
will be explicitly described whenever it is not clear from context. Finally, by |S| we mean
the cardinality of S.
By boldface letters like x we mean either a column vector or a matrix (which will
be clear from context). We simply denote the elements of a vector/matrix by its normal
name with subscripts that indicate the index of that element (for example xi or xi,j for
vector x or matrix x respectively). We denote the row vectors with a small arrow on top
of them like ~x. We denote the nˆ n identity matrix by In.
x
j
i (similarly ~x
j
i ) indicates the sub-vector rxi, ¨ ¨ ¨ , xjsT (similarly rxi, ¨ ¨ ¨ , xjs) when-
ever i ď j and a null vector otherwise. We also use the shorthand notations of xji,e and
x
j
i,o to denote the sub-vectors of x formed by even and odd indices from i to j respectively.
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An alternative way of indicating the sub vectors is by notation xI (where I is a set of
indices) which means the sub-vector made up of the elements of x with indices in I.
The Kronecker product of two matrices A, mˆ n and B, sˆ r is defined as:
AbB “
»—– A0,0B ¨ ¨ ¨ A0,n´1B... . . . ...
Am´1,0B ¨ ¨ ¨ Am´1,n´1B
fiffifl (1.1)
whose dimensions are ms ˆ nr. The Kronecker power Abn is defined recursively as
AbAbpn´1q, @n ě 1 and conventionally Ab0 “ 1.
The indicator function 1Spxq is defined as
1Spxq “
#
1 if x P S
0 otherwise
. (1.2)
Moreover, whenever we use the indicator symbol with a boolean condition (for example
1xě2) we mean the variable which takes value 1 when the condition is true and 0 otherwise.
We also define the bar notation as follows:
x¯ “ 1´ x, (1.3)
where the subtraction is defined depending on the field/group from which x is chosen.
In general, we denote a “memoryless” channel with W : X ÝÑ Y where X is the
input alphabet of the channel, Y its output alphabet, and the transition probability
W py|xq, x P X , y P Y . We write WN : XN ÝÑ YN to denote the “vector” channel
corresponding to N independent uses of W :
WNpy|xq “
N´1ź
i“0
W pyi|xiq
where x and y denote the vectors of N channel inputs and outputs respectively.
1.2 Preliminaries
Definition 1.1 (Binary Discrete Memoryless Channel (B-DMC)). If the input alphabet
of a memoryless channel W : X ÝÑ Y is X “ F2 “ t0, 1u, the channel will be called
Binary Discrete Memoryless Channel which we abbreviate as B-DMC.
Definition 1.2 (Symmetric Capacity of a B-DMC). For a B-DMC W , the symmetric
capacity is defined as:
IpW q ,
ÿ
yPY
ÿ
xPX
1
2
W py|xq log W py|xq1
2
W py|0q ` 1
2
W py|1q . (1.4)
Definition 1.3 (Bhattacharyya Parameter of a B-DMC). For a B-DMC W , the Bhat-
tacharyya parameter is defined as:
ZpW q ,
ÿ
yPY
a
W py|0qW py|1q. (1.5)
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We didn’t put any restrictions on the output alphabet. Whenever the output alphabet
is continuous, the summations (over y P Y) will be replaced by integrations.
Symmetric Capacity and Bhattacharyya parameter, measure the maximum possible
rate of reliable information transmission (using uniformly distributed inputs) and the
reliability of transmission respectively. Recall that the Bhattacharyya parameter is an
upper bound on probability of maximum-likelihood decision when W is used once to
transmit a bit.
It is easy to check 0 ď ZpW q ď 1 and if the base of logarithm is 2, IpW q will also lie
in r0, 1s.
Lemma 1.1. For any B-DMC W we have the following bounds:
IpW q ě log 2
1` ZpW q , (1.6a)
IpW q ď
a
1´ ZpW q2, (1.6b)
IpW q ě 1´ ZpW q. (1.6c)
Remark. Although the lower bound of (1.6c) is stronger than the bound of (1.6a) we
have mentioned both of them since the stronger lower bound will be obtained using the
statistical analysis on Polar Codes. See [1, Proposition 1] and [1, Proposition 11].
As it is expected by intuition, Lemma 1.1 suggests that whenever the transmission
rate is close to one, the reliability is high (ZpW q « 0) which means a situation that the
B-DMC is in fact very “good” channel. In contrast, when the maximum possible rate
is close to zero, the channel is very “bad” which in turns means the reliability is low
(ZpW q « 1). As depicted in Figure 1.1 except those extremal cases, most of the B-DMCs
have moderate symmetric capacity and reliability. Shortly we will see that polarization is
nothing but a transform that moves a bunch of (identical) B-DMCs that lie in the middle
of the I´Z plane to the extremal edges of the plane (useless channels or perfect noiseless
channels).
Definition 1.4 (Symmetric B-DMC). A B-DMCW is said to be symmetric if there exits
a permutation pi1pyq such that:
1. pi´11 “ pi1 and
2. W py|1q “ W ppi1pyq|0q, @y P Y
The symmetric capacity of a symmetric B-DMC is equal to its Shannon capacity.
Lemma 1.2. Let’s denote the identity permutation by pi0. Then for a symmetric B-DMC
W ,
W py|x` aq “ W ppiapyq|xq “ W ppixpyq|aq, @a, x P F2. (1.7)
Likewise, for the vector B-DMC WN : XN ÝÑ YN we have:
WNpy|x` aq “ W ppiapyq|xq “ W ppixpyq|aq, @a,x P FN2 (1.8)
where piapyq “
“
pia0py0q, pia1py1q, ¨ ¨ ¨ , piaN´1pyN´1q
‰T
.
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Figure 1.1: As Lemma 1.1 suggests, for any B-DMC the pZpW q, IpW qq pair lies in the
shaded region
The proof is immediate and we omit it.
Definition 1.5 (Binary Symmetric Channel (BSC)). A BSC is B-DMC W with Y “
t0, 1u where:
W p0|0q “ W p1|1q, and W p1|0q “ W p0|1q.
A BSC can be entirely described by a single parmeter p , W p1|0q which is called its
“crossover” probability. We denote such a BSC with BSCppq.
It is easy to verify that the symmetric capacity and Bhattacharyya parameter of a
BSCppq are equal to:
IpW q “ CBSC “ 1´ h2ppq
ZpW q “ ZBSC “ 2
a
pp1´ pq
respectively, where h2ppq is the binary entropy function defined as:
h2ppq “ p log2
1
p
` p1´ pq log2
1
1´ p. (1.9)
Definition 1.6 (Binary Erasure Channel (BEC)). A BEC is a B-DMC W such that for
each y P Y either:
1. W py|0qW py|1q “ 0 or
2. W py|0q “ W py|1q.
In the latter case y is called an erasure symbol. A BEC can be described with its erasure
probability which is defined as:
 ,
ÿ
@yPY:W py|0q“W py|1q
W py|0q
4
U2
U1
b
W
W Y2
Y1
X1
X2
W2
Figure 1.2: Single step polar transform
and will be denoted as BECpq.
For a BECpq, the symmetric capacity and Bhattacharyya parameters are:
IpW q “ CBEC “ 1´ 
ZpW q “ ZBEC “ .
This shows BECs are the channels that form the lower bound plotted in Figure 1.1
1.3 Channel Polarization
Having established the basics and notations, we are ready to study the polarization
phenomena proposed by Arıkan. Assume we have a B-DMC W . We take two copies
of this channel and combine them as depicted in Figure 1.2. Simply, instead of feeding
the two inputs to two channels directly, we add them up and feed the result to the first
channel and feed the second channel with the second input.
Hence, we have defined a super channel W2 : X
2 ÝÑ Y2 as:
W2py1, y2|u1, u2q “ W py1|u1 ` u2qW py2|u2q. (1.10)
It is easy to verify that if U1 and U2 are chosen independently and uniformly from
X “ F2, X1 and X2 will also have uniform distribution in F2 and they will be independent
as well. Hence, we will have the following equalities:
IpW2q “ IpU1U2;Y1Y2q “ IpX1X2;Y1Y2q “ 2IpW q (1.11)
which shows the transformation is preserving the mutual information.
On the other side, we can expand IpU1U2;Y1Y2q by chain rule as:
IpU1U2;Y1Y2q “ IpU1;Y1Y2q ` IpU2;Y1Y2|U1q “ IpU1;Y1Y2q ` IpU2;Y1Y2U1q (1.12)
where the last equality follows from independence of U1 and U2.
Next, we look at the second term, IpU2;Y1Y2U1q:
IpU2;Y1Y2U1q “ HpU2q ´HpU2|Y1Y2U1q
ě HpU2q ´HpU2|Y2q “ IpW q (1.13)
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Combining (1.13) with the chain rule expansion (1.12) and the information preserving
property (1.11) we can conclude that:
IpU1;Y1Y2q ď IpW q ď IpU2;Y1Y2U1q (1.14)
Last inequalities suggest that if we consider the channel seen from U1 to pY1, Y2q
pair we see a channel “worse” than the original channel (in terms of symmetric mutual
information) while the channel seen from U2 to pU1, Y1, Y2q is a “better” channel1. Hence,
we could split the super channel into two channels and define the worse and better B-
DMCs as:
W´py1, y2|u1q “
ÿ
u2PX
1
2
W2py1, y2|u1, u2q
W`py1, y2, u1|u2q “ W2py1, y2|u1, u2q
with the property that:
IpW´q ď IpW q ď IpW`q
The transformation we just described (including channel combining and channel split-
ting) is the basis for channel polarization. Indeed, if we apply the transform once again
on W` and W´ (which is equivalent to using the main channel W four times), we get
channels that are “better than better” or “worse than worse”. In the following sense:
IpW`´q ďIpW`q ď IpW``q
IpW´´q ďIpW´q ď IpW´`q
Even though it is not obvious yet, but we would expect after repeating this transform
several times, we end up with a set of “extremal” channels which are either perfect
(noiseless) or useless.
Let us formalize what we have seen so far:
Definition 1.7 (Single Step Polar Transform). Having a B-DMCW , the single step polar
transform pW,W q ÞÑ pW´,W`q transforms two identical copies of W to two B-DMCs,
W´ : X ÝÑ Y2 and W` : X ÝÑ Y2 ˆ X as:
W´py1, y2|u1q “
ÿ
u2PX
1
2
W py1|u1 ` u2qW py2|u2q (1.15a)
W`py1, y2, u1|u2q “ Wy1|u1 ` u2qW py2|u2q (1.15b)
1At this point the reader may ask while U1 is an input of the physical channel, how it can be
considered as the output of the forged channel. In the other words, how the receiver can have access to
U1. This question will be answered shortly when we introduce the successive cancellation decoder.
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Lemma 1.3 (Local Transformation of Rate). Suppose we apply the local polar transform
on a B-DMC W , pW,W q ÞÑ pW´,W`q, then:
IpW`q ` IpW´q “ 2IpW q (1.16a)
IpW´q ď IpW`q (1.16b)
with equality iff IpW q “ 1 or IpW q “ 0 (i.e., W is an “extremal” channel itself).
Lemma 1.4 (Local Transformation of Reliabilty, [1, Proposition 5]). Suppose we apply
the local polar transform on a B-DMC W , pW,W q ÞÑ pW´,W`q, then:
ZpW`q “ ZpW q2 (1.17a)
ZpW´q ď 2ZpW q ´ ZpW q2 (1.17b)
ZpW´q ě ZpW q ě ZpW`q. (1.17c)
with equality in (1.17b) iff W is a BEC.
Note that (1.17a) and (1.17b) imply that equality in (1.17c) happens iff W is an
extremal channel (ZpW q “ 1 or ZpW q “ 0). Moreover since ZpW´q `ZpW`q ď 2ZpW q
we conclude that the single step polar transform improves the reliability of channels.
Lemma 1.5 (Polar Transform of BEC [1, Proposition 6]). If W is a BEC with erasure
probability , applying the single step transform pW,W q ÞÑ pW´,W`q, produces two BECs
W` with erasure probability 2 and W´ with erasure probability 2 ´ 2. Conversely, if
W´ or W` is a BEC, then W is BEC. Moreover, py1, y2q is an erasure symbol for W´
iff either y1 or y2 is an erasure symbol of W . Similarly, py1, y2, u1q is an erasure symbol
for W` iff both y1 and y2 are are erasure symbols of W .
The second step of channel combining, is shown in Figure 1.3; Two independent
copies of W2 are combined exactly in the same fashion that we combined two copies
of W previously and the “super channel” W4 is obtained. One can write the mapping
pU1, U2, U3, U4q ÞÑ pX1, X2, X3, X4q as:»——–
X1
X2
X3
X4
fiffiffifl “ G4
»——–
U1
U2
U3
U4
fiffiffifl .
where
G4 “
»——–
1 1 1 1
0 0 1 1
0 1 0 1
0 0 0 1
fiffiffifl
After channel combining one can forge four binary-input channels out of the super
channel W4 which is equivalent to applying the single step polar transform (defined in
Definition 1.7) to each of W´ and W` we had obtained from single step transform as
follows: we have two “bad channels”W´ (one from V1 to Y1, Y2 and the other one from V3
to Y3, Y4), then we apply the single step transform to these two channels and obtainW
´´
7
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Figure 1.3: The second step of polar transform
(the channel from U1 to Y1, Y2, Y3, Y4) and W
´` (from U2 to Y1, Y2, Y3, Y4, U1). Similarly,
we have applied the same transform on good channels (W`s) and obtained W`´ (from
U3 to Y1, Y2, Y3, Y4, U1, U2) and W
`` (from U4 to Y1, Y2, Y3, Y4, U1, U2, U3).
In general, the nth step of channel combining, corresponding to N “ 2n uses of the
original B-DMC W is shown in Figure 1.4. RN is the reverse shuﬄe permutation, with
the input output relationship as follows:
Vi “ S2i
Vi`N{2 “ S2i`1, i “ 0, 1, ¨ ¨ ¨ , N{2´ 1
It is easy to verify that the mapping U ÞÑ V is linear and hence by induction the
overall mapping from U to the input of raw vector channel WN : XN ÝÑ YN is linear.
For the time being, we just denote this transform byGN and the input output relationship
by x “ GNu. Later, we will derive explicit formula for GN .
We defined the n level channel combining by a linear transform on the vector of
channel input and derived the super channel WN : X
N ÝÑ YN as
WN py|uq “ WN py|GNuq . (1.18)
Extending the single step procedure, we can forge N “ 2n binary-input channels
W
piq
N : X ÝÑ YN ˆ X i, i “ 0, 1, ¨ ¨ ¨ , N ´ 1 out of the super channel WN as follows:
W
piq
N
`
y,ui´10 |ui
˘
,
ÿ
uN´1i`1 PXN´i
1
2N´i
WN py|uq . (1.19)
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Figure 1.4: n steps of channel combining corresponding to N “ 2n uses of W
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Each pair of those binary-input channels are obtained by applying the single step
polar transform (Definition 1.7) to one of the forged binary-inputs of the previous step.
Namely: ´
W
piq
N{2,W
piq
N{2
¯
ÞÑ
´
W
p2iq
N ,W
p2i`1q
N
¯
i “ 0, 1, ¨ ¨ ¨ , N{2´ 1.
Due to this recursive construction, the results of lemmas 1.3 and 1.4 are true for
every step of polarization. Moreover, by induction we can conclude that the n-level polar
transform will preserve the rate and improve the reliability in the following sense:
N´1ÿ
i“0
IpW piqN q “ NIpW q, (1.20)
N´1ÿ
i“0
ZpW piqN q ď NZpW q (1.21)
with equality in (1.21) iff W is a BEC.
Note that since Lemma 1.5 is valid for every single step of polar transform, all W
piq
N s
will be BEC iff W is a BEC.
The more interesting property of polar transform is that the forged channels converge
to extremal channels (i.e., either perfect noiseless or useless channels) for sufficiently large
n:
Theorem 1.1 (Channel Polarization, [1, Theorem 1]). For any B-DMC, the channels
W
piq
N (obtained through channel combining and splitting procedure described by (1.18) and
(1.19) respectively) polarize in the sense that for any δ ą 0,
lim
nÑ8
1
N
ˇˇˇ!
W
piq
N : IpW piqN q ą 1´ δ
)ˇˇˇ
“ IpW q,
lim
nÑ8
1
N
ˇˇˇ!
W
piq
N : IpW piqN q ă δ
)ˇˇˇ
“ 1´ IpW q
Moreover, the speed of convergence of the channels is exponentially fast:
Theorem 1.2 (Rate of Polarization, [2]). For any B-DMC W and any β ă 1
2
lim
nÑ8
1
N
ˇˇˇ!
W
piq
N : ZpW piqN q ď 2´N
β
)ˇˇˇ
“ IpW q.
Corollary 1.1. For any B-DMC W with IpW q ą 0, any fixed R ă IpW q, and fixed
β ă 1{2, there exits a sequence of sets AN Ă t0, 1, ¨ ¨ ¨ , N ´ 1u, N “ 1, 2, 4, ¨ ¨ ¨ , 2n, ¨ ¨ ¨
such that IpW q ě 1
N
|AN | ě R and ZpW piqN q ď 2´N
β @i P AN .
Lemma 1.6 ([1, Proposition 13]). If the B-DMC W is symmetric, then the super channel
WN and forged channels W
piq
N are symmetric in the following sense:
WNpy|uq “ WNppiGNapyq|u` aq, (1.22)
W
piq
N py,ui´10 |uiq “ W piqN ppiGNapyq,ui´10 ` ai´10 |ui ` aiq (1.23)
for all a,u P XN , y P YN , N “ 2n, 0 ď i ď N ´ 1.
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1.4 Polar Coding
In the view of the results we obtained in Section 1.3 it is predictable that polar coding
is nothing but polarizing a B-DMC and then sending the information over the “good”
forged channels. In this section we formalize this idea.
1.4.1 GN -Coset Codes
We start by studying a broader class of linear block codes that contain polar codes. For
these codes the block length is a power of two (N “ 2n) and the encoding (u ÞÑ x) is
done as:
x “ GNu (1.24)
where GN is the linear transform relating the input-output of n-level polar transform as
we saw in Section 1.3.
Let A be an arbitrary subset of t0, 1, ¨ ¨ ¨ , N ´ 1u and define the “complementary” set
AC , t0, 1, ¨ ¨ ¨ , N ´ 1uzA. (1.24) can then be rewritten as:
x “ GN rAsuA `GN rACsuAC (1.25)
where by GN rAs we mean the sub-matrix formed by keeping the columns of GN whose
indices are in A.
By fixing A and uAc we obtain a mapping from the binary vectors uA of length
K , |A| to codewords of length N (x). This mapping is called GN -coset-code.
Clearly the rate of this code is R “ K
N
. A is referred to as information set and the
bits uAC P FN´K2 are called frozen bits.
A particular GN -coset-code is identified by set of parameters pN,K,A,uAC q.
1.4.2 Successive Cancellation Decoding
Given a GN -coset code with parameters pN,K,A,uAC q, a message (corresponding to the
binary vector uA) can be encoded to the vector x as we just described.
This codeword is transmitted through the channel and the receiver sees the corre-
sponding channel output vector y which is related to the sent codeword x by channel
transition probability WNpy|xq. The task of decoder is now to reproduce the sent code-
word x given the code parameters. Due to the one-to-one correspondence between x and
u, the task is equivalent to reproducing a correct estimation of u, which we denote by uˆ.
Moreover, since the decoder knows uAC , the problem will be reduced to estimating uA.
In this regard, a Successive Cancellation (SC) decoder can be proposed as in Algo-
rithm 1.
The decoder can be mathematically formalized in the following equation:
uˆipy, uˆi´10 q “
#
ui if i P AC ,
hipy, uˆi´10 q otherwise
(1.26)
where hi : Y
N ˆ X i ÝÑ X is defined as:
hipy, uˆi´10 q “
$&%0 if
W
piq
N
py,uˆi´1
0
|0q
W
piq
N
py,uˆi´1
0
|1q ě 1,
1 otherwise.
(1.27)
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Algorithm 1 Successive Cancellation Decoding
Input: Channel output y, pN,K,A,uAC q.
Output: uˆ an estimation of u.
for all i P t0, 1, ¨ ¨ ¨ , N ´ 1u do
if i P AC then
uˆi Ð ui
else
if
W
piq
N
py,uˆi´1
0
|0q
W
piq
N
py,uˆi´1
0
|1q ě 1 then
uˆi Ð 0
else
uˆi Ð 1
end if
end if
end for
return uˆ
The SC decoder, resembles the maximum likelihood decoding with the difference that
in the decisions (1.27) estimations of channel-output are used. Indeed, the ith decision is
ML decision iff all decisions before that are correct (which includes the trivial case that
all bits before i are frozen).
Theorem 1.3 (Performance of SC Decoder). Let’s denote PwpN,K,Aq the average word-
error probability of SC decoding averaged over the ensemble of the 2N´K different GN -
coset codes generated by all possible choices of uAC and over all possible sent codewords
with uniform priors on both frozen bits and sent codeword. Then
PwpN,K,Aq ď
ÿ
iPA
Z
´
W
piq
N
¯
(1.28)
Proof. Note that PwpN,K,A,uAC q, the word error probability of the specific GN -coset
code with parameters pN,K,A,uAC q is defined as:
PwpN,K,A,uAC q “
ÿ
uAPXK
1
2K
ÿ
yPYN :uˆ‰u
WNpy|uq (1.29)
and hence PwpN,K,Aq is:
PwpN,K,Aq “
ÿ
u
AC
PXN´K
1
2N´K
PwpN,K,A,uAC q. (1.30)
If both uA and uAC are chosen uniformly in prior, the probability assignment P r¨s on
the probability space
`
XN ˆ YN ,P˘ will be:
P rtpu,yqus “ 2´NWNpy|uq. (1.31)
Hence, combining (1.29) and (1.30) we can deduce that:
PwpN,K,Aq “ P rEs (1.32)
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where
E “  pu,yq P XN ˆ YN : uˆA ‰ uA( (1.33)
Now if we define Bi as the event that the first decision error occurs at bit i, namely:
Bi “
 pu,yq P XN ˆ YN : ui´10 “ uˆi´10 , ui ‰ uˆipy,ui´10 q( , (1.34)
we can see that E “ ŤiPA Bi.
Next, we observe that:
Bi Ă
 pu,yq P XN ˆ YN : ui ‰ hipy,ui´10 q(
Ă
!
pu,yq P XN ˆ YN : W piqN py,ui´10 |uiq ď W piqN py,ui´10 |u¯iq
)
, Ei. (1.35)
Ei is the event that ML decoding of a single bit sent through channel W
piq
N is decoded
wrongly (assuming the ties are broken in favor of u¯i in the decision function of (1.27)).
Note that the second inclusion follows from the fact that we don’t know in which direction
the ties are broken in the decision function. The probability of Ei is then upper bounded
by the Bhattacharyya parameter of that channel:
P rEis “
ÿ
pu,yqPXNˆYN
1
2N
WNpy|uq1Eipu,yq (1.36)
ď
ÿ
pu,yqPXNYN
1
2N
WNpy|uq
gffeW piqN py,ui´10 |u¯iq
W
piq
N py,ui´10 |uiq
ď ZpW piqN q. (1.37)
Note that in a special case of a BEC, the event Ei only includes the erasures (i.e. the
cases that W
piq
N py,ui´10 |uiq “ W piqN py,ui´10 |u¯iq) and the last inequality reduces to equality.
The claim follows considering the definition of E as the union of Bis, inclusion of
(1.35), and the bound of (1.37).
Corollary 1.2. For each given pN,K,Aq there exists at least one frozen-bit vector uAC
such that the word-error probability of theGN -coset code defined by parameters pN,K,A,uAC q
satisfies:
PwpN,K,A,uAC q ď
ÿ
iPA
Z
´
W
piq
N
¯
(1.38)
Lemma 1.7. For a symmetric B-DMC W the events Ei defined in (1.35) has the property
that:
pu,yq P Ei ðñ pa` u, piGNapyqq P Ei (1.39)
for any i “ 0, 1, ¨ ¨ ¨ , N ´ 1.
Proof. The proof follows from the symmetry of channels W
piq
N in the sense of (1.23) and
the definition of Ei.
Corollary 1.3. For a symmetric B-DMC W , the events Ei are independent of the choice
of encoder input vector u. In the sense that P rEi|tU “ uus “ P rEis
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Proof. Let x “ Gnx,
P rEi|tU “ uus “
ÿ
yPYN
WNpy|uq1Eipu,yq
“
ÿ
yPYN
WNppixpyq|0q1Eip0, pixpyqq “ P rEi|tU “ 0us
Corollary 1.4. For a symmetric B-DMC W , every GN -coset code with parameters
pN,K,A,uAC q satisfies:
PwpN,K,A,uAC q ď
ÿ
iPA
Z
´
W
piq
N
¯
(1.40)
Corollary 1.4 implies the explicit construction of GN -coset-codes in general and polar
codes in particular for symmetric B-DMCs. Indeed, we see that all we need is to have an
appropriate choice of information bits (about which we will discuss shortly) and for any
choice of frozen bits (for example the simple all-zero sequence) the desired performance
is achievable.
1.4.3 Polar Code Design Rule
As we mentioned previously, polar codes are specific members of the class of GN -coset
codes. The result of Theorem 1.3 and Corollary 1.2 suggest that the optimal performance
of GN -coset codes under SC decoding can be achieved if:
1. A is chosen such that the upper bound of (1.28) is minimized and
2. uA is found such that the individual code performance satisfies the upper bound
(in Corollary 1.2 it is suggested that such a frozen-bit vector exists).
Choosing A such that the first condition is satisfied is called polar coding rule.
Definition 1.8 (Ensemble of Polar Codes). For a fixed B-DMC W and a rate 1 ě
R ě 0, Ensemble of Polar Codes are the sub class of GN -coset codes with parameters
pN, bNRc,Aq where A is chosen according to the polar coding rule (such that (1.28) is
minimized).
Throughout the rest of this chapter we denote the word-error probability of these
codes under SC decoding as PwpN,Rq which is the average of word-error probability of
individual polar codes over the choice of frozen-bits uAC .
1.5 Performance And Complexity of Polar Coding
So far, it should be clear that how polar coding can be exploited to design capacity
achieving codes. Indeed, Corollary 1.1 suggests that for any rate (below the symmetric
capacity of the B-DMC W ) there exits a subset of t0, 1, ¨ ¨ ¨ , N ´1u that contains “good”
channels. This is the set that is chosen by polar coding rule and yields the capacity
achieving codes.
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Theorem 1.4 (Performance of Polar Codes). For any given B-DMC W and fixed R ă
IpW q, the word-error probability of the ensemble of polar codes (averaged over the choice
of frozen bits) satisfies:
PwpN,Rq “ o
´
2´N
β
¯
, (1.41)
for any β ă 1
2
.
Proof. The proof follows by combining the results of Corollary 1.1 (and observing that
the set suggested there is the set chosen by polar coding rule as the information bits set)
and Theorem 1.3.
Remark. Observe that polar coding rule and consequently the achieved performance are
essentially based on the structure of decoder . It is possible to have different decoders
and alternative code design rules accordingly. For example in [3] the authors have shown
that for MAP decoding, the Reed-Muller codes (other members of the GN -coset-codes)
are optimal codes.
Theorem 1.5 (Polar Codes on Symmetric Channels). For any symmetric B-DMC W ,
and fixed R ă IpW q, the word-error probability of any GN -coset code for which the
information bits set A is chosen according to polar coding rule satisfies:
PwpN, dNRe,A,uAC q “ op2´Nβq (1.42)
for any fixed β ă 1
2
and uAC fixed arbitrarily.
Proof. The proof follows from Corollary 1.4 which states that the bound of Theorem 1.3 is
independent of the choice of frozen bits. So the proof of Theorem 1.4 is valid independent
of the choice of frozen bits and the claim follows.
Remark. Even though the mentioned theorems suggest that word-error rate of polar codes
decrease exponentially with block length for large enough block lengths, in practice, they
show relatively poor performance at rates very close to the capacity for low to moderate
block lengths. This phenomena is due to existence of some unpolarized channels that
will be included in the information bits set as the rate increases. In [4] the authors have
analyzed the behavior of unpolarized channels. We will see in the following chapters
that there exists methods to mitigate the effect of unpolarized channels and improve the
performance of SC decoder.
So far we have seen that polar codes can achieve the symmetric capacity of any B-DMC
under successive cancellation decoding. For the special class of symmetric B-DMCs the
symmetric capacity is equal to the Shannon capacity and moreover the capacity-achieving
property will be independent of the choice of frozen bits. Now we would like to show that
the complexity of both encoding and decoding is relatively low.
1.5.1 Encoding Complexity
To analyze the complexity of encoding we shall start by deriving formulae for the gener-
ator matrix GN . From Figure 1.4 we can see that GN can be written as:
GN “
`
I2 bGN{2
˘
RN
`
IN{2 b F
˘
(1.43)
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where F “
„
1 1
0 1

and RN is the reverse shuﬄe operator we described earlier.
In [1] it has been shown that by some simple manipulations GN can be written also
as:
GN “ BNFbn (1.44)
where BN is the bit-reversal permutation defined as follows: Assume v “ BNu. Then
vi “ ubit´reversalN piq for all i “ 0, 1, ¨ ¨ ¨ , N ´1, where the bit-reversal operation is defined
below.
Definition 1.9 (Bit-Reversal Operation). ForN “ 2n and 0 ď i ď N´1, let bn´1, ¨ ¨ ¨ , b1, b0
be the binary expansion of i, namely:
i “
n´1ÿ
j“0
bj2
j . (1.45)
Then the size-N bit-reversal operation, denoted by bit´ reversalN piq defined as:
bit´ reversalN piq “
n´1ÿ
j“0
bn´1´j2j (1.46)
Note that bit´ reversalN pbit´ reversalN piqq “ i and B´1N “ BN .
Using the notion of bit-reversal permutation, we can derive the recursive formulae for
GN as follows:
GN “ BNFN , (1.47)
FN “ F2 b FN{2, (1.48)
F2 “
„
1 1
0 1

(1.49)
Theorem 1.6 (Encoding Complexity of GN -coset codes). For any GN -coset block code
the time complexity of encoding is
χT,EpNq “ OpN logNq. (1.50)
Moreover the encoding can be done using either
χS,EpNq “ OpN logNq (1.51)
or
χS,EpNq “ OpNq (1.52)
memory elements.
Proof. Let’s ignore the bit-reversal operation for the moment and compute the complexity
of FNu which we denote by χ˜T pNq. Computation of FNu reduces to N2 binary additions
and two-times computing FN{2. Assuming computation of binary addition takes unit
time:
χ˜T pNq “ N
2
` 2χ˜T
ˆ
N
2
˙
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Starting with χ˜T p2q “ 2, we end up with χ˜T pNq “ OpN logNq. Now, observe that the
bit-reversal permutation has the worst case complexity of OpNq operations. Hence the
claim on the time complexity follows.
As for the space complexity, observe that for computing FNu we need to compute two
length N{2 vectors FN{2uN{2´10 and FN{2uN´1N{2 , each of which in turn requires 2 vectors
of length N{4 and so on. Hence we need to store N logN elements in total. This yields
the first claim on space complexity.
However, it is notable that by the time of computing FNu we only need the results
of computation from the previous step, namely two length N{2 vectors and the results
of computations by FN{4 are unnecessary. Hence, in practice at each time instant only
two length N vectors must be stored. So, we can implement the encoder using only 2N
memory elements which proves the second claim.
1.5.2 Decoding Complexity
For any binary hypothesis, the likelihood ratios (defined below) are sufficient statistics of
channel output.
Λpyq , W py|0q
W py|1q (1.53)
In the SC decoding, the decision function of (1.27) will be based on the value of
Λ
piq
N py, uˆi´10 q ,
W
piq
N py, uˆi´10 |0q
W
piq
N py, uˆi´10 |1q
(1.54)
Since each pair of polarized channels at level n are obtained by applying the single
step polar transform on two copies of a channel at level n´ 1 (namely,
´
W
piq
N{2,W
piq
N{2
¯
ÞÑ´
W
p2iq
N ,W
p2i`1q
N
¯
) each pair of likelihood ratios at level n can be computed recursively
from the likelihood ratios at level n ´ 1. Considering the channel combination formulae
of (1.15a) and (1.15b) we can obtain the recursive formulae for computing the likelihood
ratios needed for the SC decoder as follows:
Λ
p2iq
N
`
y, uˆ2i´10
˘ “ ΛpiqN{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
Λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯
` 1
Λ
piq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
` Λpiq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯ (1.55a)
Λ
p2i`1q
N
`
y, uˆ2i0
˘ “
$’’’&’’’%
Λ
piq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
Λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯
if uˆ2i “ 0,
Λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯
Λ
piq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯ if uˆ2i “ 1
(1.55b)
The recursive relationships, break each likelihood ratio calculation at length N (which
are called decision-level likelihood ratios) to two likelihood ratio calculations at lengthN{2
each of which broken into two likelihood ratio calculations at length N{4. This process
continues until we reach the length 1 calculations which are channel-level likelihood ratios :
Λ
p0q
1 pyq “
W py|0q
W py|1q (1.56)
17
The first approach to implement the SC decoder is to compute the likelihood ratios
for each information bit using the recursive formulae we just obtained separately. This is
feasible but as shown in [1] the complexity of this approach for likelihood ratios calculation
will be OpN2q.
However, looking carefully at (1.55a) and (1.55b) we can see that for computing each
pair of likelihood ratios at level n,´
Λ
p2iq
N
`
y, uˆ2i´10
˘
,Λ
p2i`1q
N
`
y, uˆ2i0
˘¯
,
two identical likelihood ratios´
Λ
piq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
,Λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯¯
at level n´ 1 (corresponding to length N{2) are required.
Consequently, to compute all N likelihood ratios at level n,´
Λ
p2iq
N
`
y, uˆ2i´10
˘
,Λ
p2i`1q
N
`
y, uˆ2i0
˘¯
, i “ 0, 1, ¨ ¨ ¨ , N{2´ 1,
N likelihood ratios at level n´ 1 should be computed:
Λ
piq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
, i “ 0, 1, ¨ ¨ ¨ , N{2´ 1.
Λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯
, i “ 0, 1, ¨ ¨ ¨ , N{2´ 1,
Continuing the argument in the similar fashion, we conclude that in total Np1`logNq
likelihood ratio calculations should be carried out in order to have all of the likelihood
ratios at level n. Clearly some of them that correspond to frozen bits are not used for
decisions. This argument shows that sharing the intermediate results of likelihood ratios
between the decision functions can reduce the complexity of the decoder.
Based on what we have seen, the SC decoder will have a scratch-pad of likelihood
ratios that are computed progressively as the decoding algorithm proceeds in the following
way: The decoder starts from the first bit of u, uˆ0. Regardless of the fact that this bit is
frozen or not, it attempts to compute Λ
p0q
N pyq which in turn breaks into computation of
Λ
p0q
N{2pyN{2´10 q and Λp0qN{2pyN´1N{2 q. Each of those computations break into two computations
at length N{4 and this continues until it reaches into Λp0q1 pyiq, i “ 0, 1, ¨ ¨ ¨ , N´1 which
are fed into the decoder as sufficient statistics of the channel outputs. Now the decoder
can decide on the value of the first bit or set it from the known frozen bit vector (if
the bit is frozen) and proceed to the second bit. For the second bit, the decoder has
to compute Λ
p1q
N py, uˆ0q which is again a function of Λp0qN{2pyN{2´10 q, Λp0qN{2pyN´1N{2 q, and uˆ0.
However since the two likelihood ratios exist in the scratch-pad, only one computation
using the (1.55b) is required to compute the likelihood ratio of the second bit. The
decoder similarly continues to compute the likelihood ratios of the third bit, for which
part of the required likelihood ratios at lower levels are already computed.
Theorem 1.7 (Complexity of SC Decoding). The time complexity of SC decoding is
χT,DpNq “ OpN logNq. (1.57)
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Moreover, the decoder can be implemented using
χS,DpNq “ OpN logNq (1.58)
or
χS,DpNq “ OpNq (1.59)
memory elements.
Proof. The discussion we had so far shows the claim about time complexity (assuming
computation of each likelihood ratio using either (1.55a) or (1.55b) takes unit time).
Similarly we need N logpNq ` N memory elements to store the likelihood ratio scratch-
pad which proves the first claim on space complexity.
The second claim on the space complexity follows from the “space-efficient” imple-
mentation of SC decoder proposed in [5].
Technical Notes on the Implementation of SC Decoder
In an operational system, some subtle details should be considered in implementing the
decoder due to the quantization of computation results and finite precision of calculations.
Moreover, it is always desirable to simplify the arithmetic operations required in the
algorithm as much as possible.
In practice, it is easier to compute the log-likelihood ratios given the channel output
which is defined as:
λpyq “ log Λpyq “ log W py|0q
W py|1q (1.60)
Additionally, working with log-likelihood ratios has the advantage that it takes values
in R (unlike likelihood ratio that takes only positive real values) which exploits the entire
range of the values that can be stored in a machine.
Using the log-likelihood ratios, we can rewrite the combination formulae (1.55a) and
(1.55b) as:
λ
p2iq
N
`
y, uˆ2i´10
˘ “ log exp
”
λ
piq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
` λpiq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯ı
` 1
exp
”
λ
piq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯ı
` exp
”
λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯ı
(1.61a)
λ
p2i`1q
N
`
y, uˆ2i0
˘ “
$&%λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯
` λpiq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
if uˆ2i “ 0,
λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯
´ λpiq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
if uˆ2i “ 1
(1.61b)
Equation (1.55a) is known as arc-tangent addition. Since if we define
α “ tan´1 Λpiq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
and
β “ tan´1 Λpiq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯
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the expression is indeed computing tanpα ` βq. This formula is encountered in other
decoding algorithms (for example the Belief Propagation algorithms) and as we see its
log-domain version (1.61a) will require very complicated arithmetic operations which are
never affordable in a real system. Hence, its is usually approximated by the following
lemma:
Lemma 1.8. The results of combination formula (1.61a) can be approximated as:
λ
p2iq
N
`
y, uˆ2i´10
˘ « sign´λpiq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯¯
min
!ˇˇˇ
λ
piq
N{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯ˇˇˇ
,
ˇˇˇ
λ
piq
N{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯ˇˇˇ)
(1.62)
Proof. Let λ “ λp2iqN
`
y, uˆ2i´10
˘
, λ1 “ λpiqN{2
´
y
N{2´1
0 , uˆ
2i´1
0,o ` uˆ2i´10,e
¯
and λ2 “ λpiqN{2
´
yN´1
N{2 , uˆ
2i´1
0,o
¯
.
We have
λ “ log e
λ1`λ2 ` 1
eλ1 ` eλ2 .
Now observe that changing the sign of either λ1 or λ2 changes the sign of λ hence:
λ “ sign pλ1λ2q log e
|λ1|`|λ2| ` 1
e|λ1| ` e|λ2| .
Assuming |λ1| ď |λ2| we have:
λ “ sign pλ1λ2q log e
|λ1| ` e´|λ2|
e|λ1|´|λ2| ` 1
“ sign pλ1λ2q
ˆ
|λ1| ` log 1` e
´p|λ2|`|λ1|q
1` e´p|λ2|´|λ1|q
˙
Defining s , |λ2| ` |λ1|, d , |λ2| ´ |λ1|, εps, dq , log 1`e´s1`e´d we get:
λ “ sign pλ1λ2q p|λ1| ` εps, dqq (1.63)
The extrema of εps, dq in the region s ě d ě 0 happen at ps, dq “ p8, 0q or ps, dq “ p8,8q,
bound the error term as:
´ log 2 ď εps, dq ď 0.
Combining this with (1.63) we get:
sign pλ1λ2q |λ1| ´ log 2 ď λ ď sign pλ1λ2q |λ1| ` log 2 (1.64)
which proves the claim. Indeed the approximation is off from the exact value at most by
log 2. Furthermore, it is notable that for a software implementation the form of (1.63) is
more suitable than (1.61a) as it does not involve exponentiation of positive numbers or
subtracting two large numbers.
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The approximation of Lemma 1.8 is used in real implementations of many decoders
(for example Turbo Decoders) and the experiments have shown that it will not affect
the performance of decoder in terms of word-error rate. Note that in the end sign of
log-likelihood ratio is important for making correct decisions. This approximation shows
that the decoder can be implemented with basic arithmetic operations of addition and
comparison.
In the Belief Propagation decoders that have an iterative nature, it is not easy to
analytically show the approximations will not change the final decisions. However, for
the SC decoder, since a finite number of approximation errors add up in the decision-level
log-likelihood ratios, it might be possible to prove that the approximations will not affect
the performance of SC decoder. This can be an interesting topic for further studies.
1.6 Polar Code Construction
So far we have seen that for any B-DMC W , there exists a polar code of block length
N “ 2n which is characterized by the information bit set A such that |A| ď NIpW q with
exponentially small word-error rate under successive cancellation decoding.
However, the challenge is to find that code, or more precisely, the information bits set
A. Although Corollary 1.1 suggest that there exist such an information bits set, it does
not specify which indices in t0, 1, ¨ ¨ ¨ , N ´ 1u belong to that set.
Unfortunately, there is no explicit method for computing the mutual informations
(or Bhattacharyya parameters) of the polarized channels W
piq
N for a general B-DMC W
except when W is a BEC. In this section we review the methods that are proposed for
finding the indices of “good” and “bad” polarized channels.
1.6.1 Monte Carlo Estimations of Bhattacharyya Parameters
Arıkan proposed in [1] a Monte Carlo approach to estimate the Bhattacharyya parameters
of the polarized channels for an arbitrary B-DMC W .
The Bhattacharyya parameter of the ith polarized channel can be rewritten as:
ZpW piqN q “
ÿ
ui´1
0
PX i,yPYN
b
W
piq
N py,ui´10 |0qW piqN py,ui´10 |1q
“ E
»–
gffeW piqN pY,Ui´10 |U¯iq
W
piq
N pY,Ui´10 |Uiq
fifl (1.65)
where the joint distribution of Y,U is P ry,us “ 2´NWNpy|uq
The above expectation can be approximated by its empirical mean which can be
computed using Monte Carlo methods. More precisely, we generate the samples of py,uq
from distribution P ry,us “ 2´NWNpy|uq by transmitting the all-zero codeword through
the channel and then using the SC decoder (with A “ H and uAC “ 0, which is a
genie-aided decoder) to compute the value of likelihood ratio we see at the output of each
channel as defined in (1.54).
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The variable inside the expectation in (1.65) is the inverse of square root of the
likelihood ratios for each channel whose mean can be approximated by the empirical
average of its samples.
After we obtain the channel estimation results (for a specific codeword length, N) for
any given rate we can choose the information bits accordingly and the code is constructed.
The main problem with the above estimation process is that we need a large number
of samples to obtain accurate estimations of mean.
1.6.2 BEC as a Special Case
One exception among the binary symmetric channels is the binary erasure channel (BEC)
for which the analytical formulae for calculating the mutual information or Bhattacharyya
parameters of the polarized channels are known. Now we briefly describe the mentioned
formulae and the way we implement them for estimating the polarized channels in case
the B-DMC of interest is a BEC.
As Lemma 1.5 suggests, if the channel W is a BEC with erasure probability , the
transformed channels obtained from two copies of W , W´ and W` are also BEC and
their erasure probabilities are respectively:
´ “ 2´ 2 (1.66a)
` “ 2. (1.66b)
We use the above mentioned equations to compute the erasure probabilities of the
polarized channels W
piq
N recursively. Starting by the original BEC, one can compute the
erasure probabilities of two channels W
p0q
2 and W
p1q
2 . Then starting from each of the
two BECs we just obtained, we create two of the BECs at level 2 (W
piq
4 , i “ 0, 1, 2, 3)
and so on. Recall that for a BEC the Bhattacharyya parameter is equal to its erasure
probability.
However, we should be careful about the precision of arithmetics. Indeed, the equa-
tions of (1.66a) and (1.66b) are not in a suitable form for being directly implemented since
the erasure probability is itself a very small number whose second power can be much
smaller in turn which causes precision lost if we compute directly using the mentioned
equations.
Instead we may define the one-to-one map a : r0, 1s ÝÑ R:
apq “ log 1´ 

(1.67)
which maps the erasure probability from the interval of r0, 1s to whole set of real numbers
and uses the double precision of machine much better.
Using the mentioned map, we can easily derive the following relationships:
 “ 1
1` ea (1.68)
a´ “ a´ logp2` e´aq (1.69a)
a` “ a` logp2` eaq (1.69b)
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Hence, we implement the recursions using the new parameter a instead of . A very
delicate point to consider is that in the equations (1.69a) and (1.69b) we might encounter
overflows since we are computing the exponential of a potentially positive number. So
we can carefully rewrite the mentioned equations as:
a´ “
#
a´ logp2` e´aq if a ą 0
2a´ logp1` 2eaq if a ă 0 (1.70a)
a` “
#
a` logp2` eaq if a ă 0
2a` logp1` 2e´aq if a ą 0 (1.70b)
Using the recursions we just described, the Bhattacharyya parameter of each forged
BEC W
piq
N , i “ 0, 1, ¨ ¨ ¨ , N ´ 1 can be computed using logN operations. However,
for computing the Bhattacharyya parameter of all forged channels at level n “ log2N
the results of computations can be shared (for example computation of ZpW p0qN q and
ZpW p1qN q only differ in last combinations). Consequently, the total time complexity of
code construction for BEC will be χT,C “ OpNq and the required space scales as χS,C “
OplogNq.
As shown in Lemma 1.4, BEC has an extremal behavior in the sense that if we start
by an arbitrary channel W with a certain Bhattacharyya parameter (denoted by Z) and
a BEC (denoted by W˜ ) with the same Bhattacharyya parameter (and hence erasure
probability) and polarize them, for any N and i we have:
Z
´
W
piq
N
¯
ď Z
´
W˜
piq
N
¯
(1.71)
with equality iff W is also a BEC.
We can take advantage of (1.71) for having a conservative estimate of the Bhat-
tacharyya parameters of the polarized versions of any channel by approximating it with
a BEC with the same Bhattacharyya parameter.
This approach will never misidentify the good indices because we know that if the
BEC approximation of channel W˜
piq
N is good (which means Z
´
W˜
piq
N
¯
is small) then the
channel itself W
piq
N is good (has a low Bhattacharyya parameter). We are choosing the
frozen bits (bad channels) conservatively in the sense that a channel W
piq
N can indeed be
good whereas its corresponding BEC approximation W˜
piq
N is bad.
Asymptotically as N Ñ 8 the fraction of the good indices for W˜ will be I
´
W˜
¯
“
1 ´ Z while that of the original channel W is I pW q and we know for a fixed reliability
(Bhattacharyya parameter) BEC has the lowest symmetric capacity (IpW˜ q) as shown
in Lemma 1.1. Indeed, with this approximation, we will commit a rate-loss equal to
IpW q ` ZpW q ´ 1.
Nevertheless, if we don’t want to employ the code at a rate very close to the capacity
of channel, one can quickly determine the frozen bits using this approximation instead of
waiting for the lengthy Monte Carlo simulations to estimate the correct Bhattacharyya
parameters of the channel.
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1.6.3 Vardy and Tal Approximation Method
The main issue with computing the Bhattacharyya parameter (or symmetric capacity)
of the polarized channels W
piq
N is that their output alphabet size is huge. Recall that
the output alphabet size of W
piq
N is generally |Y |N |X |i (let the output alphabet Y be
discrete for the moment). Consequently, one needs to compute 2|Y |N |X |i transition
probabilities per channel in order to characterize its rate/reliability measures. This is
almost impossible although (1.15a) and (1.15b) give us the recursive relationships to
compute those transition probabilities.
However, as proposed in [6] it is possible to find approximations of the polarized
channels in such a way that the output alphabet size of the approximated channels
are finite. For the approximated channels any parameter of interest can be computed
efficiently and as shown by the authors the approximations are indeed very accurate and
enable us to construct polar codes for any underlying B-DMC W . We will briefly explain
this method here.
Channel Degradation and Upgradation
The approximations we just talked about are formally obtained through degradation and
upgradation defined here:
Definition 1.10 (Degraded Channel). A channel |W : X ÝÑ qY is degraded with respect
to channel W : X ÝÑ Y if there exist a channel Q : Y ÝÑ qY such that for all y P qY and
x P X , |W py|xq “ ÿ
y1PY
W py1|xqQpy|y1q. (1.72)
We write |W  W to denote |W is degraded with respect to W .
Definition 1.11 (Upgraded Channel). A channel xW : X ÝÑ pY is upgraded with respect
to channel W : X ÝÑ Y if there exist a channel Q : pY ÝÑ Y such that for all y P pY and
x P X ,
W py|xq “
ÿ
y1P pY
xW py1|xqQpy|y1q. (1.73)
We write xW  W to denote xW is upgraded with respect to W .
By definition (and as shown in Figure 1.5):
|W  W ðñ W  |W. (1.74)
Moreover, a channel is both degraded and upgraded with respect to itself (taking Q as
the identity function in both definitions 1.10 and 1.11). If a channel W 1 is both degraded
and upgraded with respect toW (i.e. W 1  W andW  W 1) then we sayW is equivalent
to W 1 and we write W ” W 1.
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|W
X W Q Y
Y 1
(a) Degrading
W
X xW Q YY 1
(b) Upgrading
Figure 1.5: Degradation and Upgradation processes
Example 1.1. Assume both W1 and W2 are AWGN with noise powers N1 and N2
respectively, if N1 ď N2 then W1  W2. The reason as as follows:
W1py|xq “ 1?
2piN1
e
´ py´xq2
2N1
W2py|xq “ 1?
2piN2
e
´ py´xq2
2N2
Taking Q as another AWGN with noise power N2 ´ N1 proves the claim. This can be
verified either by looking at Figure 1.5 and considering the fact that the overall signal
path from X to Y sees a Gaussian noise with variance N2 or the following:ż
y1PR
Qpy|y1qW1py1|xqdy1 “
ż
y1
1a
2pipN2 ´N1q
e
´ py´y1q2
2pN2´N1q
1?
2piN1
e
´ py1´xq2
2N1 dy1
“
ż
y1
1?
2piN1
1a
2pipN2 ´N1q
e
´
„
py´xq2
2N2
` pN2y1´pN1y`pN2´N1qxqq2
2pN2´N1qN1N2

dy1
“ 1?
2piN2
e
´ py´xq2
2N2
ż
y1PR
1b
2piN1pN2´N1q
N1
e
´
ˆ
y1´
N1y`pN2´N1qx
N2
˙
2
2
N1pN2´N1q
N2 dy1
“ 1?
2piN2
e
´ py´xq2
2N2 “ W2py|xq
Lemma 1.9 ([6, Lemma 1]). If |W : X ÝÑ qY is degraded with respect to symmetric
B-DMC W : X ÝÑ Y, that is |W  W , then:
Zp|W q ě ZpW q and (1.75)
Ip|W q ď IpW q. (1.76)
Similarly, if xW  W ,
ZpxW q ď ZpW q and (1.77)
IpxW q ě IpW q. (1.78)
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Lemma 1.9 shows that degradation (upgradation) transforms a symmetric B-DMC to
a worse (better) channel in terms of rate and reliability.
Lemma 1.10 ([6, Lemma 3]). Let W : X ÝÑ Y be a B-DMC and |W and xW be its
degraded and upgraded versions respectively, i.e., |W  W  xW , then:
|W´ W´  xW´ (1.79a)|W` W`  xW` (1.79b)
where “plus” and “minus” versions of the channels are obtained by single-step polar trans-
form pW,W q ÞÑ pW´,W`q according to Definition 1.7.
Corollary 1.5. Let W , |W and xW be defined as in Lemma 1.10, then the polarized
channels forged from N “ 2n independent copies of each of them (applying (1.18) and
(1.19) to each of them separately) will satisfy:
|W piqN  W piqN  xW piqN , i “ 0, 1, ¨ ¨ ¨ , N ´ 1 (1.80)
Code Construction Algorithms
The code construction method proposed in [6] is based on approximating each of the
polarized channels W
piq
N by their upgraded and degraded versions in such a way that
the upgraded/degraded versions are “easy to deal” channels. More precisely, the idea is
to find the upgraded/degraded versions of each polarized channel such that the output
alphabet size of them are limited to a parameter µ. Such channel can be described with
a limited number of parameters and its properties (Bhattacharyya parameter, symmetric
capacity, etc.) can be computed easily.
Next, as deduced from Lemma 1.9 the parameter of interest (e.g., Bhattacharyya)
for the actual channel W
piq
N is bounded by the corresponding parameter of the degraded
channel from one side and that of the upgraded channel from the other side. If this bound
is tight we have good approximation for the parameters of interest and we can find the
indices of “good” and “bad” polarized channels obtained from the original channel W .
Let’s assume we have access to two “merging” functions as follows:
|W “ degrading´ merge pW,µq
returns a degraded version of W such that the output alphabet size of |W ( qY) is at most
µ. Similarly: xW “ upgrading´ merge pW,µq
creates an upgraded version of W such that that the output alphabet size of xW ( pY) is at
most µ. We will describe how to obtain such merging functions later.
The approximation procedure described in Algorithm 2.
Using Lemma 1.10 at each step of the algorithm shows that the outputs of the algo-
rithm are upgraded and degraded versions of W
piq
N . Additionally, at each step the polar
transform is applied to channels with output alphabet size at most µ. The result will be
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Algorithm 2 Approximation Algorithm
Input: The underlying B-DMC W , parameter µ, and an index i P t0, 1, ¨ ¨ ¨ , N ´ 1u.
Output:
~
W
piq
N and
z
W
piq
N such that
~
W
piq
N  W
piq
N 
z
W
piq
N
Compute bn´1, ¨ ¨ ¨ , b1, b0, the n-bit binary expansion of i.|W Ð degrading´ merge pW,µqxW Ð upgrading´ merge pW,µq
for j “ 0, 1, 2, ¨ ¨ ¨ , n´ 1 do
if bj “ 0 then
W˜d Ð |W´
W˜u Ð xW´
else
W˜d Ð |W`
W˜u Ð xW`
end if|W Ð degrading´ merge´W˜d, µ¯xW Ð upgrading´ merge´W˜u, µ¯
end for
return p|W,xW q
channels with larger output alphabet size potentially. However, the upgrading/degrading
merges approximate the transformed channels with channels with alphabet size limited
to µ.
Note that the approximations of this algorithm are not the channels we consid-
ered in Corollary 1.5. In that corollary we considered the “polarized versions of up-
graded/degraded channels” while here we obtain the “upgraded/degraded versions of the
polarized channels”.
Having the approximations from Algorithm 2 we can construct the polar code with the
rate of interest easily. For example if for some i,
~
W
piq
N is a “good” channel, we know that
i should be in the information bits set since W
piq
N is indeed a better channel. Likewise, ifz
W
piq
N is a “bad” channel, we conclude i should not be in the information bits set since the
original channel W
piq
N is worse. In summary, if we denote
qA and pA the information bits
sets (for a given rate R) constructed from the upgraded and degraded approximations of
the polarized channels respectively we have the following inclusions:
qA Ď A Ď pA (1.81)
Merging Functions
Now we shall specify the merging methods proposed in [6]. In fact, the problem of
finding “optimal” merging functions is still open. Even it is not clear what is the correct
definition of “optimality” in this context. Hence, we just restate the functions proposed
in [6], keeping this in mind that it might be possible to find better merging functions
although the proposed functions provide accurate enough code construction algorithms.
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The channels of interest are Symmetric B-DMCs W : X ÝÑ Y ,X “ F2 and for the
time being we will put two restrictions on channel output which are:
1. Channel output alphabet size |Y | is finite.
2. For each y P Y , y and pi1pyq (described in Definition 1.4) are distinct. We will use
the shorthand notation of pi1pyq “ y¯.
Consequently, we can assume the output alphabet of channel is Y “ ty0, y1, ¨ ¨ ¨ , yL´1, y¯0, y¯1, ¨ ¨ ¨ , ¯yL´1u
for some L. Later we will see how we can relax the mentioned conditions.
Recall that by (1.53), Λpyq “ 1
Λpy¯q and we assume we have labeled the output symbols
such that:
1 ď Λpy0q ď Λpy1q ď ¨ ¨ ¨ ď ΛpyL´1q. (1.82)
The following lemma shows how a channel can be degraded to the one whose output
alphabet size is reduced by a 2:
Lemma 1.11. Let W : X ÝÑ Y a Symmetric B-DMC and yi and yj two arbitrary
symbols in Y. Define qY “ Yztyi, y¯i, yj, y¯ju Y ty˚, y¯˚u
and
|W py|xq “
$’&’%
W py|xq if y R ty˚, y¯˚u,
W pyi|xq `W pyj|xq if y “ y˚,
W py¯i|xq `W py¯j|xq if y “ y¯˚.
Then |W  W .
Proof. Take the intermediate channel Q as the channel that maps yi and yj to y˚ (with
probability 1), y¯i and y¯j to y¯˚ and the rest of input symbols to themselves.
The degrading merge function can now be constructed by successively applying the
Lemma 1.11 to a channel until the resulting degraded channel has the input alphabet-
size lower than the parameter µ. However, this can be done in many ways as the two
alphabets yi and yj can be chosen arbitrarily.
If we defined “optimality” in terms of the amount of loss in symmetric capacity, we
would like to find the degrading merge in such a way that the result has maximum
symmetric capacity. It is shown ([6, Theorem 6]) that to construct such a degrading
merge function, the alphabets we merge should be consecutive (when the symbols are
ordered as in (1.82)). Hence the degrading merge function will first need to find and
index i such that the degraded channel obtained by applying Lemma 1.11 has the highest
possible mutual information and then apply the mentioned lemma to reduce the alphabet
size by two. This procedure is repeated until the resulting degraded channel has output
alphabet size less than (or equal to) µ.
Assuming the input alphabet size of W in the input of degrading´ merge pW,µq has
alphabet size at most 2µ2 (obtained by “plus” channel operation) it has been shown that
the proposed degrading merge function can be implemented to run in Opµ2 log µq time.
Finding an upgrading merge function seems less natural. Merging the output symbols
of a channel to get a worse one sounds logical while doing the same in order to obtain a
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better channel seems odd at first glance. However, it turns out to be possible as proposed
in the following lemmas. Since the proofs are similar to the degrading situation and can
be found in [6] we omit them.
Lemma 1.12 ([6, Lemma 7]). Let W : X ÝÑ Y a Symmetric B-DMC and yi and yj two
arbitrary symbols in Y. Let Λi “ Λpyiq and Λj “ Λpyjq and assume 1 ď Λi ď Λj. Let
ai “ W pyi|0q and bi “ W py¯i|0q and αj and βj as:
αj “ Λj ai ` bi
Λj ` 1 ,
βj “ ai ` bi
Λj ` 1 .
Define
tpα, β|xq ,
#
α if x “ 0
β if x “ 1
for α, β P R and x P X . Next, define:pY “ Yztyi, y¯i, yj, y¯ju Y ty˚, y¯˚u
and
xW py|xq “
$’&’%
W py|xq if y R ty˚, y¯˚u,
W pyi|xq ` tpαj, βj|xq if y “ y˚,
W py¯i|xq ` tpβj, αj|xq if y “ y¯˚.
Then xW  W .
It is notable that if we choose a pair of output symbols yi, yj such that Λpyiq “ Λpyjq
(if there exists such a pair), both lemmas 1.12 and 1.11 result in the same channel which
is indeed equivalent to the initial channel (|W ” W ” xW ) with two less output symbols.
Indeed since likelihood ratios are sufficient statistics for the output of any binary channel,
we don’t need to have different output symbols with the same likelihood ratio.
Lemma 1.13 ([6, Lemma 9]). Let W : X ÝÑ Y a Symmetric B-DMC and yi, yj and
yk three arbitrary symbols in Y. Let Λi “ Λpyiq, Λj “ Λpyjq Λk “ Λpykq and assume
1 ď Λi ă Λj ă Λk. Let aj “ W pyj|0q and bj “ W py¯j|0q and αi, βi, αk and βk as:
αi “ ΛiΛkbj ´ aj
Λk ´ Λi ,
βi “ Λkbj ´ aj
Λk ´ Λi ,
αk “ Λk aj ´ Λibj
Λk ´ Λi ,
βk “ aj ´ Λibj
Λk ´ Λi .
Let tpα, β|xq be defined as in Lemma 1.12 and define:pY “ Yztyi, y¯i, yj , y¯j , yk, y¯ku Y ty˚, y¯˚, y‹, y¯‹u
29
and
xW py|xq “
$’’’’’’&’’’’’’%
W py|xq if y R ty˚, y¯˚, y‹, y¯‹u,
W pyi|xq ` tpαi, βi|xq if y “ y˚,
W py¯i|xq ` tpβi, αi|xq if y “ y¯˚,
W pyk|xq ` tpαk, βk|xq if y “ y‹,
W py¯k|xq ` tpβk, αk|xq if y “ y¯‹.
Then xW  W .
It has been shown that the channel obtained by Lemma 1.13 is degraded with respect
to the one obtained from Lemma 1.12, hence it is a better upgraded version of W .
However, the problem with Lemma 1.13 is that if two symbols yi and yk are too close
in terms of their likelihood ratio (Λi « Λk) the computations will become unstable in
Lemma 1.13.
Consequently, the upgrading merge function will be defined in a fashion similar to the
degrading merge function as follows: First one has to check if there exists consecutive
output symbols yi and yi`1 such that their likelihood ratios are “too close” (for example
Λpyi`1q
Λpyiq ď 1` δ for some small δ). If such cases exist, we use Lemma 1.12 to merge them.
This initial step is repeated until no close output symbol pairs are found. The second
phase of algorithm starts by finding the index i such that merging yi, yi`1, yi`2 using
Lemma 1.13 results in the channel with highest mutual information. Those symbols are
merged and the second phase is repeated until the resulting upgraded channel has input
alphabet size less than µ. This method requires Opµ2 log µq running time.
Complexity of Code Construction
As we see in Algorithm 2, each run of the algorithm, invokes upgrading´ merge p¨, µq
and degrading´ merge p¨, µq n “ logN times. Hence, the time complexity of each run
of the algorithm is OplogNµ2 log µq.
However, for a complete code construction we need to run Algorithm 2 N times (for
each of the polarized channels). We can see that the intermediate results can be shared
for different channels (for example approximations of W
p0q
N and W
p1q
N only differ in the
last round of the “for” loop in Algorithm 2). Hence, we can conclude that the time and
space complexity of code construction will be:
χT,C “ Opµ2 log µNq, (1.83)
χS,C “ Opµ logNq (1.84)
which is much more efficient than time-consuming Monte Carlo simulations.
Representing B-DMCs as a Collection of BSCs
In this part, we provide a general method of representing any B-DMC as a collection of
BSCs which is a very suitable form to use in the merging functions. Moreover, with this
method we can maintain general code construction algorithms and reduce the problem of
code construction for an arbitrary B-DMC to the problem of representing it as a collection
of BSCs (each of which called a sub-BSC ).
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X P F2 W λpyq “ log W py|0qW py|1q Z P R
Y P Y
W :
Figure 1.6: Equivalent channel obtained by considering the likelihood ratio as the output
For any B-DMC, the log-likelihood ratio of the output is a sufficient statistic for
decoding. Hence, for any B-DMC W : X ÝÑ Y we can define an equivalent channel
W : : X ÝÑ R whose output is the log-likelihood ratio of the original channel (see
Figure 1.6)
However, the transition probabilities of the equivalent channel must have specific
property:
Lemma 1.14. LetW : X ÝÑ Y be an arbitrary B-DMC andW : : X ÝÑ R its equivalent
as depicted in Figure 1.6. Then:
W :pz|0q “ ezW :pz|1q (1.85)
Moreover, if W is symmetric, W : is also symmetric in the following sense:
W :p´z|1q “ W :pz|0q (1.86)
Proof. The claim is obtained by observing that the log-likelihood ratio of z is z itself.
Furthermore, observe that in a symmetric channel, substituting y and pi1pyq is equivalent
to substituting z by ´z.
Now, lets define ρ , |Z| and S , sign pZq. Observe that ρ measures the reliability of
the decision that the ML decoder takes. The decision boundary of ML decision is z “ 0.
Lemma 1.15. Let W : X ÝÑ Y be a symmetric B-DMC and W : as in Lemma 1.14 and
ρ “ |Z|. ρ is independent of the channel input x.
Proof.
P rρ “ r|X “ 0s “ P r|Z| “ r|X “ 0s
“ P rZ “ r|X “ 0s ` P rZ “ ´r|X “ 0s
“ W :pr|0q `W :p´r|0q
On the other side,
P rρ “ r|X “ 1s “ P r|Z| “ r|X “ 1s
“ P rZ “ r|X “ 1s ` P rZ “ ´r|X “ 1s
“ W :pr|1q `W :p´r|1q
“ W :p´r|0q `W :pr|0q
31
Lemma 1.16. Let W and W : be as defined in Lemma 1.15. Given ρ “ r, the channel
seen from X to S is a BSC with parameter pprq “ 1
1`er , i.e.,
P rS “ ´1|ρ “ r,X “ 1s “ P rS “ 1|ρ “ r,X “ 0s “ 1´ pprq, (1.87)
P rS “ 1|ρ “ r,X “ 1s “ P rS “ ´1|ρ “ r,X “ 0s “ pprq. (1.88)
Proof.
P rS “ 1|ρ “ r,X “ 0s “ P rS “ 1, ρ “ r|X “ 0s
P rρ “ rs
“ W
:pr|0q
W :pr|0q `W :p´r|0q
“ W
:pr|0q
W :pr|0q `W :pr|1q
“ W
:pr|0q
W :pr|0q ` e´rW :pr|0q “
er
1` er
The rest of transition probabilities can be obtained in a same fashion.
Note that for a BSC
`
1
1`er
˘
the log-likelihood ratio is ˘r.
Proposition 1.1 (Decomposition of Symmetric B-DMCs into sub-BSCs). Every sym-
metric B-DMC can be described by a set of possible “reliabilities” R Ă R` and the
distribution of reliability Pρ : R ÝÑ r0, 1s.
Proof. In the view of the results of lemmas 1.15 and 1.16 we can describe the internal
structure of the equivalent channel W : : X ÝÑ R as follows: Corresponding to each
pair of log-likelihood ratio (˘r, r ě 0) there exist a BSC with parameter pprq “ 1
1`er .
Without looking at the input, one of these BSCs are selected at each time according to
the distribution Pρprq “ P rρ “ rs then the input is fed to that BSC. The output of W :
is the log-likelihood ratio of that BSC.
Proposition 1.2. Assume W : X ÝÑ Y is a Symmetric B-DMC that has the following
properties:
1. Channel output alphabet size |Y | is finite.
2. For each y P Y, y and pi1pyq (described in Definition 1.4) are distinct.
Hence |Y | “ 2L. This B-DMC can be decomposed into at most L sub-BSCs with the
approach described in Proposition 1.1, namely |R| ď L. Moreover all elements of R are
strictly positive.
Proof. We will use the shorthand notation of pi1pyq “ y¯. Observe that we can assume
the output alphabet is Y “ ty0, y1, ¨ ¨ ¨ , yL´1, y¯0, y¯1, ¨ ¨ ¨ , ¯yL´1u. Each pair of output py, y¯q
alphabet correspond to a pair of log-likelihood ratio pλpyq,´λpyqq which means R has at
most L distinct elements. Observe that since λpyq and ´λpyq are distinct for all y P Y non
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of them can be zero. Note that, if there exits identical log-likelihood ratios for different
output pairs (let’s say for distinct pairs pyi, y¯iq and pyj, y¯jq, ri “ |λpyiq| “ |λpyjq| “ rj)
the corresponding sub-BSCs can be merged into a new sub-BSC which is chosen with
probability Pρpriq ` Pρprjq. This is exactly the equivalent channel obtained by applying
Lemma 1.11 and Lemma 1.12.
Proposition 1.3. Assume W : X ÝÑ Y is a Symmetric B-DMC that has the following
properties:
1. Channel output alphabet size |Y | is finite.
2. For each y P Y, y and pi1pyq (described in Definition 1.4) are distinct. Except one
element y? P Y such that y? “ pi1py?q.
Hence |Y | “ 2L` 1. This B-DMC can be decomposed into at most L` 1 sub-BSCs with
the approach described in Proposition 1.1, namely |R| ď L` 1.
Proof. Except for y? the arguments in Proposition 1.2 apply to all elements of Y . For y?
we can easily verify that λpy?q “ 0 which adds 0 to the elements of R when decomposing
W .
Remark. By repeatedly applying Proposition 1.3 to any B-DMC with finite output al-
phabet size we can decompose it to finite number of sub-BSCs. Moreover, observe that
the elements y? does not increase size of R. Essentially size of R is determined by the
number of elements y P Y such that y and pi1y are distinct.
Example 1.2. a BECpq, can be decomposed into 2 BSCs: R “ t0,`8u, Pρp0q “ ,
Pρp`8q “ 1´ .
The results we obtained, shows that every symmetric B-DMC with discrete output
alphabet can be described in a homogeneous fashion which is suitable for degrade/upgrade
procedures as well. Moreover, any parameter of the channel of interest can be computed
by computing the corresponding parameters of the sub-BSCs and then averaging them
with respect to the distribution Pρ.
Continuous Output Channels
The method suggested in Proposition 1.1 does not limit the channel output alphabet to
be discrete. However, in order to apply the approximation methods, one has to quantize
the output of a continuous output channel and degrade it to a channel with finite discrete
outputs.
This quantization can be carried out in a straightforward manner using the decompo-
sition method in the following way: The continuous set R is partitioned into L disjoint
subsets R0,R1, ¨ ¨ ¨ ,RL´1 and then the whole bunch of sub-BSCs corresponding to each
subset will be merged into a single BSC. The probability of choosing each of the new
sub-BSCs will then be qPρprjq “ şrPRj Pρprq.
The problem of choosing an optimal partitioning strategy is still open. For example
in [6] the authors have proposed a strategy as follows: Each sub-BSC (corresponding to
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ρ “ r) has a capacity which is a function of r. Denoting this capacity (with a slight abuse
of notation) by Crrs, the subsets are defined as:
Rj “
"
r P R : j
L
ď Crrs ď j ` 1
L
*
(1.89)
Then it has been shown ([6, Lemma 13]) that the loss of mutual information by this
quantization strategy is bounded as:
0 ď IpW q ´ Ip|W q ď 1
L
(1.90)
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Efficient and Accurate
Simulations of Error
Correction Codes 2
Perhaps numerical simulations are the most important tool for both verifying the results
of the analysis as well as obtaining some rough idea about what the results of an specific
analysis could be. However, the results of numerically inaccurate computations can be
easily deceptive.
Consequently, having a correct simulation framework is of crucial importance and in
this section we will see how we can write accurate simulation programs.
Basically, a simulation of any error correction code (even a communication system
from a more general point of view) consists of generating the samples of noise and source
information in a certain number of trials and measuring the probability of an event of
interest (e.g. bit error probability) by counting the number of times that event occurred
and dividing it by the total number of trails.
Usually, “the event of interest” is a rare event. Hence, we must have sufficiently large
number of trials in order to observe a certain number of its occurrences throughout the
trials. This implies very long simulations especially when the event of interest is very
rare.
Let’s consider the following example: assume the bit error rate for a certain code is
in the order of 10´6. This means if we simulate transmission of roughly 1 million bits,
we might see one wrongly decoded bit. Even with this number of trials, the results we
obtain are not accurate since it is very probable that the event does not happen.
Fortunately, there exits a method called Importance Sampling that helps us get more
accurate results in shorter times for simulating the rare events. We will discuss this
method in this chapter.
2.1 Monte Carlo Simulations
The most common method for computing the probability of the events of interest is to
use the Monte Carlo simulations. More formally, we are interested in computing the
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probability of an event E under a given probability distribution P p¨q on the sample space
Ω.
In this approach, one generates M independent samples from sample space (xi P
Ω, i “ 1, 2, . . . M) according to distribution P p¨q and for each sample, checks if the
event of interest is occurred or not (more formally if xi P E or not). Finally the number
of occurrences is divided by total number of samples (M) and announced as an estimation
of PrEs.
The mathematical explanation for correctness of Monte Carlo estimations is the fol-
lowing: The output of the estimator can be written as:
PˆMC “ 1
M
Mÿ
i“1
1Epxiq. (2.1)
If the number of samples is sufficiently large, based on the law of large numbers we can
write:
PˆMC « EP r1Es “ PP rEs (2.2)
Note that we used the subscript P to indicate we are calculating the probability or
expectation assuming the distribution P on the sample space.
Lemma 2.1. The Monte Carlo estimator is unbiased and consistent with variance:
varMC “ 1
M
pP ´ P 2q (2.3)
where we defined P , PP rEs for ease of notation.
In order for the estimations to be reliable their variance should be low enough. A
natural measure for the reliability of the results is the ratio between the standard deviation
of the estimations and the correct value which we denote by δ. For the Monte Carlo
estimator this ratio is:
δMC “
b
1
M
pP ´ P 2q
P
“ 1?
M
c
1
P
´ 1 (2.4)
Now if the estimator is written in such a way that it produces a fixed number of
samples (M) regardless of rareness of the event of interest, we can see that when the
event becomes more rare (P Ñ 0), the reliability of the estimations will deteriorate
(δ Ñ 8).
However, one can easily verify that the correct way of writing the simulator is to
continue generating the samples at least a certain number of events are seen. Let’s
denote this number by E. In order for the event E with probability P is seen E times we
must roughly generate M « E
P
samples. Hence one can rewrite (2.4) as:
δMC “ 1?
E
?
1´ P ă 1?
E
(2.5)
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Note that in practice we would like to have a certain accuracy for the estimations and
hence we can determine E from (2.5) using the desired accuracy (for example, if we want
the results to be within 1% of the real value, we can easily see that we need to generate
at least 10000 occurrences of E).
These conditions suggest Algorithm 3 as a good way to estimate the probability of
rare events.
Algorithm 3 Accurate Monte Carlo Simulation
Input: The probability space pΩ, P p¨qq, the event of interest E and the requested accuracy
(δ).
Output: Pˆ an estimation of P rEs with property 1 ´ δ ď Pˆ
PrEs ď 1 ` δ with very high
probability.
E Ð 1
δ2
countÐ 0
trialsÐ 0
while count ă E do
Draw x P Ω according to P pxq
if x P E then
countÐ count` 1
end if
trialsÐ trials` 1
end while
Pˆ Ð count
trials
return Pˆ
The method mentioned in Algorithm 3 has the advantage that its result is accurate
enough and the simulation time is just as long as needed for reaching the required accu-
racy. In other words, if we terminate the Monte Carlo simulations based on the number
of trials we might generate too many samples when the event of interest is not of very
low probability or too few samples when the event of interest is too rare.
In practice, however, it is also necessary to put some termination conditions based on
the number of trials in order to avoid writing the simulation codes that will never halt
(in case the event of interest has a very low probability). It is clear that in this case, we
can compute the accuracy of results based on the number of events we have generated
(that can be less than the desired number E) using (2.5) (see Algorithm 4).
2.2 Importance Sampling
We just saw that if the event of interest E is rare, in order to compute its probability
using Monte Carlo approach one needs to run very long simulations and since in practice
the number of samples we generate is limited (let’s denote it by M), it would be very
probable that the output of MC Estimator is zero (particularly if P ă 1
M
). Even if the
output is non-zero, the number of events that are generated can be very low and hence
(according to (2.5)) the accuracy of the results is very low.
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Algorithm 4 Practical Monte Carlo Simulations
Input: The probability space pΩ, P p¨qq, the event of interest E and the requested accuracy
(δ), maximum number of trials M .
Output: Pˆ an estimation of P rEs and the achieved accuracy δ˜ with property 1 ´ δ˜ ď
Pˆ
PrEs ď 1` δ˜ with very high probability.
E Ð 1
δ2
countÐ 0
trialsÐ 0
while count ă E and trials ăM do
Draw x P Ω according to P pxq
if x P E then
countÐ count` 1
end if
trialsÐ trials` 1
end while
Pˆ Ð count
trials
δ˜ Ð 1?
count
{Ideally should be equal to δ}
return Pˆ , δ˜
For example, consider an event E whose probability is roughly 1
M
. We can see that the
Monte Carlo simulator of Algorithm 4 will probably only generate one event (count “ 1)
and the results can have 100% error.
In this situation, another method is used which is called “Importance Sampling”. In
Importance Sampling estimation we draw the samples xi according to a fake distribution
Qp¨q on the probability space instead of P p¨q and we estimate the probability of interest,
PP rEs as:
PˆIS “ 1
M
Mÿ
i“1
1Epxiqwpxiq (2.6)
where
wpxq , P pxq
Qpxq . (2.7)
Intuitively, we see that it is better to choose Qp¨q such that E is more probable under
that. This is roughly true and we will formally show the optimal choice of Qp¨q shortly.
First we see the properties of the mentioned estimator:
Lemma 2.2. IS estimator is unbiased and consistent with variance:
varIS “ 1
M
˜ÿ
xPE
wpxqP pxq ´ P 2
¸
(2.8)
where P , PP rEs.
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Proof.
EQrPˆISs “ 1
M
Mÿ
i“1
EQr1Erxiswpxiqs
“ EQr1Erxswpxqs
where the last equality follows from the fact that xis are identically distributed. Now
observe that:
EQr1Epxqwpxqs “
ÿ
xPE
1EpxqwpxqQpxq
“
ÿ
xPE
1EpxqP pxq “ PP rEs
As for the variance of estimator:
EQ
”
Pˆ 2IS
ı
“ EQ
«
1
M2
ÿ
i,j
1Epxiqwpxiq1Epxjqwpxjq
ff
“ 1
M2
ÿ
i,j
EQ r1Epxiqwpxiq1Epxjqwpxjqs
“ 1
M2
˜ÿ
i“j
EQ r1Epxiqwpxiq1Epxjqwpxjqs `
ÿ
i‰j
EQ r1Epxiqwpxiq1Epxjqwpxjqs
¸
“ 1
M2
`
MEQ
“
1Epxqwpxq2
‰`MpM ´ 1qEQ r1Epxqwpxqs2˘
“ 1
M
˜ÿ
xPE
wpxqP pxq ` pM ´ 1qP 2
¸
Since:
varMC “ EQ
”
Pˆ 2IS
ı
´ EQ
”
PˆIS
ı2
the claim will be obtained.
Equation (2.8) shows that if we choose
Qpxq “ P pxq1Epxq
P
(2.9)
we will obtain a zero-variance estimator. But this is impossible in practice since we
actually need to estimate P . However, we can get the hint that a good choice of Qp¨q is
the one that is similar to the original distribution P p¨q in the region of error event and
zero elsewhere.
Actually the name “Importance Sampling” follows from the fact that the optimal
distribution is the one that puts all of the weight on the important (error producing)
samples of the sample space.
There exist different methods for finding optimal distribution for performance eval-
uation of error correcting codes in Gaussian channel, such as [7] and [8]. However, we
obtain some results for case of BSC and BEC in the sequel.
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2.2.1 Importance Sampling for Forward Error Correction Codes
In this part, we will see how we can exploit Importance Sampling to efficiently evaluate
the performance of error correction codes. We restrict out analysis to two special B-
DMCs, namely BSC and BEC. However, we believe the results can be generalized to
other symmetric discrete output B-DMCs as well. We also note that there is nothing
specific to polar codes in our analysis and the whole results can be used for performance
evaluation of any other error correcting code whose minimum distance is known.
In the problems related to error correcting codes, the “rare events of interest” are
decoding errors such as word-error or bit-error. For example the word-error event of a
code is defined as :
E “
!
Di : Xi ‰ Xˆi
)
where X is the vector of sent codeword and Xˆ will be the vector of decoded codeword.
It can be easily seen that the sample space of interest is the set of all possible codewords
and all possible channel outputs Ω “ C ˆ YN where C Ă XN is the codebook.The
probability distribution is denoted by PX,Ypx,yq. In coding arguments we usually assume
a uniform distribution on choice of codewords hence:
PX,Ypx,yq “ 2´NRWNpy|xq, @x,y P C ˆ YN (2.10)
where WN : XN ÝÑ YN is the channel corresponding to N uses of the initial binary
channel W which in case of a memoryless channel reduces to:
WNpy|xq “
Nź
i“1
W pyi|xiq
and R is the code rate (hence we have |C| “ K “ NR codewords).
Now the question will be what is the correct choice of the fake distribution QU,Y on
the sample space? This distribution depends on the distribution of codewords and the
channel transition probability.
While we have the freedom of choosing the fake distribution arbitrarily, in order to
keep the problem simple, we consider the following restrictions further:
• The distribution of sent codeword is not altered and they are always chosen uni-
formly.
• We maintain the memorylessness of channel.
Hence, the problem will reduce to finding the transition probability of the fake B-DMC
W˜ : X ÝÑ Y such that the variance of IS estimator is minimized.
Using (2.7) we can see the weight of each event px,yq P Ω is
wpx,yq “
N´1ź
i“0
W pyi|xiq
W˜ pyi|xiq
(2.11)
We should mention that only the channel output sample should be drawn according
to the fake distribution, however, the log-likelihood ratios should remain unchanged.
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Recall that for any B-DMC W , there exists an equivalent channel W : whose output is
the log-likelihood ratio of the original channel (see Figure 1.6). The sample space using
the equivalent channel will be the space of codewords and possible likelihood ratios. In
Importance Sampling we only change the distribution according to which the elements
of sample space are drawn not the elements themselves.
No we restrict the channels of interest to BSC and BEC. We start by analyzing the
BSC and then use the same arguments for BEC.
BSC
If the B-DMC of interest is a BSC (which is described with its crossover probability
parameter p). Naturally, the fake channel W˜ is also a BSC with another crossover prob-
ability q. As a result:
W pyi|xiq
W˜ pyi|xiq
“
#
1´p
1´q if yi “ xi
p
q
if yi ‰ xi.
(2.12)
If we define nf as the number of channel flips occurred in a one codeword, namely:
nf “ |tyi, i “ 0, 1, ¨ ¨ ¨ , N ´ 1 : yi ‰ xiu| (2.13)
we can write the weight corresponding to a channel output and codeword pair as:
wpx,yq “
ˆ
p
q
˙nf ˆ1´ p
1´ q
˙N´nf
(2.14)
From basic coding theorems, we know that for a given error correcting code, if the
number of flipped bits are less than dmin
2
the error event does not happen1. So in order to
see an error event, the channel should at least flip t “ dmin
2
` 1 of its inputs. Rewriting
equation (2.8) we see:
varIS ď 1
M
˜
Nÿ
nf“t
P pNf “ nf q
ˆ
p
q
˙nf ˆ1´ p
1´ q
˙N´nf
´ P 2
¸
(2.15)
Note that P pNf “ nf q is probability of channel flipping nf bits under the original channel
distribution. Moreover, the inequality comes from the fact that making nf ě t flips does
not necessarily produces a decoding error since the sent codeword can still be the closest
codeword to the received sequence if the errors does not move the sent codeword toward
another codeword (so we can say tNf ě tu Ě E). Nevertheless, we have:
P pNf “ nf q “
ˆ
N
nf
˙
pnf p1´ pqN´nf . (2.16)
Now the problem is to find an optimal q such that (2.15) is minimized. Since in (2.15),
P is the actual probability of error event and it is independent of q and M is a positive
constant indicating number of trials, the problem reduces to minimizing:
cpqq “
Nÿ
nf“t
ˆ
N
nf
˙
pnf p1´ pqN´nf
ˆ
p
q
˙nf ˆ1´ p
1´ q
˙N´nf
(2.17)
with respect to 0 ď q ď 1.
1This is indeed true for a ML decoder.
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Lemma 2.3. The minimum of function
cpqq “
Nÿ
i“t
ˆ
N
i
˙
pip1´ pqN´i
ˆ
p
q
˙iˆ
1´ p
1´ q
˙N´i
0 ď p ď 1
2
with respect to 0 ď q ď 1 is obtained at
q “
#
p if t ă Np
t
N
if t ě Np (2.18)
Proof. Let’s define
p1 ,
p2
q
p2
q
` p¯2
q¯
.
It can be verified that:
cpqq “
ˆ
p2
q
` p¯
2
q¯
˙N Nÿ
i“t
ˆ
N
i
˙
p1ip1´ p1qN´i.
Now observe that the sum above is the probability of a binomial random variable with
parameter p1 to be greater than t which is well approximated by exp
“´ND ` t
N
}p1˘‰ if
t
N
ě p1 where Dp¨}¨q is the Kullback-Leibler divergence defined as:
Dpx}yq “ x log
ˆ
x
y
˙
` p1´ xq log
ˆ
1´ x
1´ y
˙
.
We also define
λ ,
t
N
hence:
cpqq « exp
„
N
ˆ
log
ˆ
p2
q
` p¯
2
q¯
˙
` λ log p
1
λ
` λ¯ log p¯
1
λ¯
˙
.
So, minimizing cpqq with respect to q is equivalent to minimizing
epqq ,
ˆ
log
ˆ
p2
q
` p¯
2
q¯
˙
` λ log p
1
λ
` λ¯ log p¯
1
λ¯
˙
with respect to q.
Taking derivative of epqq with respect to q we will obtain:
Be
Bq “
´
´p2
q2
` p¯2
q¯2
¯
´
p2
q
` p¯2
q¯
¯ ` ˆBp1Bq
˙ˆ
λ
p1
´ λ¯
p¯1
˙
“
´
´p2
q2
` p¯2
q¯2
¯
´
p2
q
` p¯2
q¯
¯ ` p2p¯2q2q¯2´
p2
q
` p¯2
q¯
¯2 ˆ λp1 ´ λ¯p¯1
˙
“
´
´p2
q2
` p¯2
q¯2
¯
´
p2
q
` p¯2
q¯
¯ ` p2p¯2q2q¯2´
p2
q
` p¯2
q¯
¯2
¨˝
λ
´
p2
q
` p¯2
q¯
¯
p2
q
´
λ¯
´
p2
q
` p¯2
q¯
¯
p¯2
q¯
‚˛
“ 1
p2
q
` p¯2
q¯
„
´p
2
q2
` p¯
2
q¯2
` λ p¯
2
q¯2q
´ λ¯ p
2
q2q¯

.
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Equating the derivative to zero we obtain:
p¯2q2 ´ p2q¯2 ` p¯2qλ´ p2q¯2λ¯
q2q¯2
“ 0
ñ `p2 ` q ´ 2pq˘ pq ´ λq “ 0.
Solving the above equation for q we obtain:
q “
#
λ
p2
2p´1
The second solution is not in domain of 0 ď q ď 1 (particularly when p ă 1{2 it is
negative) hence the solution is
q “ λ “ t
n
(2.19)
Now we should check if our assumption for approximating the binomial distribution with
an exponential term is valid with this choice of q or not. Setting q “ λ we obtain:
p1 “ p
2λ¯
p2λ¯` p¯2λ.
For the approximation to be valid, we must have:
λ ě p1
ñ p2λλ¯` p¯2λ2 ě p2λ¯
ñ p1´ 2pqλ2 ` 2p2λ´ p2 ě 0
The last expression is quadratic in λ and with the assumption of p ď 1
2
it is a convex
parabola with one root at λ “ p and another negative root. Hence it is positive if λ ě p.
For the case that λ ď p we obtain the same approximations except we must replace
λ by p. This proves the lemma.
Replacing t “ dmin
2
` 1 in the Lemma 2.3 we obtain:
qBSC «
#
p if dmin
2
` 1 ď Np
1
2
dmin`1
N
otherwise
(2.20)
BEC
A BEC is well described with its erasure probability which is normally noted by . How-
ever, in this subsection we note the erasure probability of a BEC with p to easily see the
analogy with the analysis of BSC.
Again the fake channel is a BEC with erasure probability of q and we can write:
W pyi|xiq
W˜ pyi|xiq
“
#
1´p
1´q if yi “ xi
p
q
if yi “ E,
(2.21)
where E stand for the erasure symbol of the channel.
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Similar to BSC, if we define ne as the number of erasures happened among all N bits
of a codeword we can write
wpx,yq “
ˆ
p
q
˙ne ˆ1´ p
1´ q
˙N´ne
(2.22)
We know an error correcting code with minimum distance dmin can correct up to dmin
erasures. Hence, in order for a decoding error event to occur, the channel should at least
erase t “ dmin ` 1 bits of the input codeword and probability of having ne erasures in
channel is:
P pNe “ neq “
ˆ
n
ne
˙
pnep1´ pqN´ne . (2.23)
Plugging the derived expressions into (2.8) we see that the variance of IS estimations
in case of a BEC channel is exactly the same as that of BSC and can be obtained just
by substituting the dummy variable nf in (2.15) with ne. Consequently, we can use the
results of Lemma 2.3 and obtain the optimal fake erasure probability as:
qBEC «
#
p if dmin ` 1 ď Np
dmin`1
N
otherwise
(2.24)
2.2.2 Results for Polar Codes
So far, our discussions were not specific to polar codes and the arguments are true for
any error correcting code. We saw that the only property of the code we need to know is
its minimum distance.
In [3, Lemma 4] the minimum distance of a polar code of codeword length N “ 2n
is upper-bounded by 2
n
2
`c?n. However this bound is not helpful since it is valid for very
large block lengths.
Even if we do the simulations for large block lengths, we need to find the minimum
distance as a function of rate since in low rates the error events become more rare (as the
minimum distance increases) while the mentioned result does not depend on the rate.
Nevertheless, since in the simulations we exactly know the position of information bits
we know the columns of generator matrix (recall that the generator matrix of the code is
GN rAs). In general, the minimum distance of a code is less than the minimum weight of
its generator matrix columns, however in [3, Lemma 3] it is proved that for polar codes,
the minimum distance is exactly minimum weight of the columns of the generator matrix.
We use Proposition 17 in [1] to find the hamming weight of generator matrix columns
which states that if the binary expansion of 0 ď i ď N ´ 1 is b0b1 . . . bn´1 then Hamming
weight of ith column of GN is:
2wHpb0,b1,¨¨¨ ,bn´1q (2.25)
where
wHpb0, b1, ¨ ¨ ¨ , bn´1q ,
n´1ÿ
i“0
bi (2.26)
One critical point in all of the arguments we had so far is the assumption that the
decoding errors happen at minimum distance of the code. This assumption might not be
always true. For example, Gallager in [9, Section 3.6] argues that most of the decoding
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errors of random codes happen at a distance of Nαpsq which is greater than the minimum
distance of the code2. Even the general coding-theory arguments on the distance at which
the decoding errors occur are true for ML/MAP decoder and might not be valid for the
SC decoder.
Moreover, we can see that as the block length increases, the ratio of dmin{N decreases
toward zero and at some point, the equations (2.20) and (2.24) will give us the original
channel (namely the crossover/erasure probability of p).
Hence, it still remains an important problem to see at which distance (or more gen-
erally due to which phenomena) most of the decoding errors happen for polar codes and
then choose the fake channel sampling parameter accordingly.
The results we obtained here are, to some extents, too conservative. However, when
they are applicable they will still give us better numerical results.
2.3 Taking Advantage of Channel’s Symmetry
As we saw in Chapter 1 symmetric B-DMCs have specific properties. Indeed, polar
codes are good candidates for those class of channels since their Shannon capacity can
be achieved using these codes.
In terms of error events, as we saw in Corollary 1.3 the errors in SC decoder are
independent of the source information vector. Consequently, for a symmetric B-DMC,
we can always assume the sent codeword is all zero codeword and any conclusions we
draw on this basis is valid for the code. In practice we use this fact and we eliminate the
complexity of generating random codewords and encoding them from our simulations and
initiate the computations from the channel output samples assuming all zero codeword
is sent.
However, we should pay attention to decoding process when ties occur in decision. A
tie in SC decoding happens when the log-likelihood ratio of a certain bit is zero. If we
break the ties in favor of zeros the results could be easily misleading.
An example of this case is when we simulate a BEC in a rate very close to capacity
or even at rates above capacity where we expect to see some decoding errors (at least
for short block lengths). However, even if we use no polarization, namely we just use the
raw channels for transmitting bits, the log-likelihood ratios will be either infinity or zero
(meaning erasure) which are all decoded into zeros. Therefore we see no decoding errors
while this is not true in practice.
The safest way to implement the decoder is to use random decisions when ties occur.
Which is, if log-likelihood ratio is zero, the decoder flips a fair coin and based on the
result announces 0 or 1 as the value of the decoded bit.
2.4 A Numerical Example
In this section, we see a numerical example that justifies the results we recently obtained.
Let’s consider the polar code with block length of N “ 64. This length is too low
for practical use, however, the ratio between the minimum distance of the code and the
2Nevertheless we know that polar codes does not behave as random codes, hence we cannot use that
result for simulating polar codes.
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block length is such that the fake distribution will be something different from original
channel transition probability in importance sampling.
We simulated the code both on BECp0.1q whose capacity is 0.9 bits per channel use
and BSCp0.1q whose capacity is approximately 0.53 bits per channel use to obtain the
word-error rate of the code.
The results of estimations are shown in tables 2.1 and 2.2. Estimations are done in
M “ 106 iterations and then each estimation is repeated 100 times. We have intentionally
put the termination condition of the simulations on the number of trials so that we can
have a fair comparison between two methods in different rates.
Rate dmin q
ř
iPA Z
´
W
piq
N
¯
PˆwMC PˆwIS
σMC
PˆwMC
σIS
PˆwIS
0.13 16 0.266 4 ¨ 10´16 – 6.1 ¨ 10´18 – 9.9
0.25 16 0.266 5.8 ¨ 10´13 – 3.9 ¨ 10´13 – 6.5
0.38 8 0.141 2.8 ¨ 10´7 6 ¨ 10´8 9.8 ¨ 10´8 4 8.9 ¨ 10´1
0.50 8 0.141 2.7 ¨ 10´5 1.4 ¨ 10´5 1.3 ¨ 10´5 2.7 ¨ 10´1 9.4 ¨ 10´2
0.63 8 0.141 1.8 ¨ 10´3 1 ¨ 10´3 8.9 ¨ 10´4 3 ¨ 10´2 1.5 ¨ 10´2
0.75 4 0.100 6.9 ¨ 10´2 3.3 ¨ 10´2 3.3 ¨ 10´2 5.7 ¨ 10´3 4.7 ¨ 10´3
0.88 2 0.100 9.8 ¨ 10´1 3.5 ¨ 10´1 3.5 ¨ 10´1 1.4 ¨ 10´3 1.4 ¨ 10´3
Table 2.1: Estimation of Pw on BECp0.1q using Monte Carlo and Importance Sampling
methods
Rate dmin q
ř
iPA Z
´
W
piq
N
¯
PˆwMC PˆwIS
σMC
PˆwMC
σIS
PˆwIS
0.09 32 0.266 5 ¨ 10´5 8.6 ¨ 10´6 5.3 ¨ 10´6 3.2 ¨ 10´1 1.5 ¨ 10´2
0.17 16 0.141 1.3 ¨ 10´2 1.7 ¨ 10´3 1.5 ¨ 10´3 2.6 ¨ 10´2 1.2 ¨ 10´2
0.25 16 0.141 1 ¨ 10´1 1.4 ¨ 10´2 1.3 ¨ 10´2 8.9 ¨ 10´3 3.6 ¨ 10´3
0.33 8 0.100 4.7 ¨ 10´1 6.8 ¨ 10´2 6.7 ¨ 10´2 3.5 ¨ 10´3 3.8 ¨ 10´3
0.41 8 0.100 1.5 ¨ 100 2 ¨ 10´1 2 ¨ 10´1 2 ¨ 10´3 2 ¨ 10´3
0.48 8 0.100 3.4 ¨ 100 4 ¨ 10´1 4 ¨ 10´1 1.2 ¨ 10´3 1.4 ¨ 10´3
Table 2.2: Estimation of Pw on BSCp0.1q using Monte Carlo and Importance Sampling
methods
For the BEC as we see, we are unable to obtain any results about the error events
for two first low rates using Monte Carlo approach, since in fact the events were so rare
that they never occur in totally 100 million runs. This is actually natural, since by Corol-
lary 1.4, Pw is upper bounded by sum of the Bhattacharyya parameters of the channels
in the information set which is shown in the table as well. However, the importance
sampling makes the error events of interest happen and the estimator will be successful,
despite its relatively high variations (see the ratio between the standard deviation of the
estimations and their average).
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For the rate of 0.38, the Monte Carlo estimator has produced non-zero output in some
of the runs, however, we see that compared to the IS estimator, the estimations are very
inaccurate (the result of MC has 400% error while that of the IS has 89%).
In higher rates, we see that the results of IS and MC estimations are approximately
equal, however, generally the IS estimator has lower variance, so its results are more
reliable.
We have the same observations for BSCp0.1q. We see that for low rates, the Monte
Carlo estimator has high variations. As we increase the rate, the results of two estimators
become closer, while the variations of the IS estimator is lower than that of the MC
estimator.
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Genie Aided Decoding 3
Perhaps the main disadvantage of polar codes is their poor performance in low to mod-
erate block lengths. This can be either an intrinsic weakness of the codes or the sub-
optimality of the successive cancellation decoder.
Due to the structure of SC decoding, errors propagate throughout the decoding pro-
cess; if the decoder takes a wrong decision on ith bit, it can potentially decide incorrectly
on any of the following bits, despite the probable good likelihood ratio for those bits.
Stating differently, if the likelihood ratio for decision on ith bit is not good enough, the
ML decoder can potentially decode all other bits except that one correctly while the SC
decoder will probably decode more wrong bits. Note that in terms of word-error rate
there would be no difference between ML decoder or SC decoder in the mentioned sce-
nario since both of them would decode a wrong codeword. However, as we see in this
chapter, most of the error events in the SC decoder in certain rates of communication
stem from a single wrong decision which will cause the decoding path to deviate from
that of the correct codeword in potentially many bits which results in a codeword much
different than the sent codeword while the ML decoder’s output can only differ with the
sent codeword in a single bit.
This observation has several important implications. For example, if one wants to
improve the performance of the decoders by converting them to list decoders, typically
much larger list sizes would be required for the SC decoder compared to ML decoder.
We will also see that it might be possible to improve the performance of SC decoder by
only detecting and correcting the first wrong decision throughout the decoding process.
One method for analyzing the errors in SC decoding is to consider a genie aided
decoder in which a genie corrects the decisions of the decoder after it decides on every
bit and prevents it from deviating from the correct decoding path. The behavior of this
genie can give us useful information about error events in the ordinary SC decoding. For
example the event that genie does not help at all is equivalent to correct decoding of the
codeword.
We partially focus the analysis of genie aided decoding on BEC. When the B-DMC
is BEC all forged channels will also be BECs and this simplifies the analysis. However,
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some of the results can be generalized to other channels as well. We should also point out
that as we saw in Chapter 1 BEC is somehow a extremal case of all binary symmetric
channels, hence the results for BEC can at least provide some bounds for other binary
channels.
3.1 Analysis of Genie Behavior
The genie-aided decoder is formally defined as follows: the “genie” knows the sent code-
word and at each decoding step of the SC decoder if the decision is wrong it corrects
the decision. Hence the SC decoding algorithm (Algorithm 1) will be modified to the
genie-aided SC decoder in Algorithm 5
Algorithm 5 Genie-Aided Successive Cancellation Decoding
Input: Channel output y, pN,K,A,uAC q and information bits uA.
Output: g, a binary vector exhibiting genie’s behavior.
g Ð 0
for all i P t0, 1, ¨ ¨ ¨ , N ´ 1u do
if i P AC then
uˆi Ð ui
else
if
W
piq
N
py,uˆi´1
0
|0q
W
piq
N
py,uˆi´1
0
|1q ě 1 then
uˆi Ð 0
else
uˆi Ð 1
end if
if uˆi ‰ ui then
uˆi Ð ui
gi Ð 1
end if
end if
end for
return g
Let’s define the indicator random variable G
piq
N , i “ 0, 1, ¨ ¨ ¨ , N ´ 1 as the ran-
dom variable which takes the value of 1 if the genie helps at ith bit and 0 other-
wise. Hence g, the output of Algorithm 5, will be a realization of the random vector
GN “
”
G
p0q
N , G
p1q
N , ¨ ¨ ¨ , GpN´1qN
ıT
.
In genie-aided decoding, since by the time of deciding on bit i all previous bits are
correct (either they are decided correctly or the genie has corrected their wrongly decided
value), the decisions of (1.26) can be rewritten in the following way:
uˆi
`
y,ui´10
˘ “ #ui if i P Ac
hi
`
y,ui´10
˘
if i P A. (3.1)
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Proposition 3.1. For any binary discrete memoryless channel W , and i P A
P
”
G
piq
N “ 1
ı
ď Z
´
W
piq
N
¯
. (3.2)
For i P Ac, trivially P
”
G
piq
N “ 1
ı
“ 0.
Proof. The second part of the claim is trivial. Proof of the first part is quite similar to
the proof of Theorem 1.3. Observe that the genie acts if uˆi ‰ ui, hence, for i P A,
P
”
G
piq
N “ 1
ı
“ P “hi `uˆi´10 ,y˘ ‰ ui‰
ď P rEis ď Z
´
W
piq
N
¯
where Ei is defined in (1.35).
Corollary 3.1. If the B-DMC W is BEC and the decision function (1.27) is randomized
such that the ties are broken in favor of 0 or 1 randomly with equal probability, for i P A
P
”
G
piq
N “ 1
ı
“ 1
2
Z
´
W
piq
N
¯
(3.3)
Proof. If W is a BEC, all forged channels (W
piq
N ) are BEC with erasure probability
Z
´
W
piq
N
¯
. Moreover, the events Ei only include the erasures, namely:
Ei “
!
pu,yq P XNYN : W piqN py,ui´10 |uiq “ W piqN py,ui´10 q
)
,
and P rEis “ Z
´
W
piq
N
¯
.
In case of erasure the decoded bit is correct with probability 1
2
, hence:
P
”
G
piq
N “ 1
ı
“ 1
2
P rEis (3.4)
We are interested in total number of genie helps, which we define by
SI ,
ÿ
iPA
G
piq
N . (3.5)
This quantity gives us useful information about the performance of ordinary SC de-
coder. For example probability of correct decoding is equal to the probability of the
event EC “ tSI “ 0u. Hence we attempt to characterize the distribution of this random
variable.
SI is sum of non identical and correlated binary random variables and it could be dif-
ficult to obtain its distribution. Difference in the distributions of binary random variables
G
piq
N is obvious from Proposition 3.1. However, the dependence between them might not
be clear.
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To see the dependence, we can simply consider the following example: Assume the
B-DMC is a BEC and for the code of block length N “ 2n, both indices i “ N ´ 2 and
j “ N ´ 1 are in the information bits set. Note that those channels are obtained by
“minus” and “plus” operations on the same erasure channel at level n´1. We know from
the Lemma 1.5 that if the plus channel erases the minus channel should have erased.
Hence, if G
pjq
N “ 1, then GpiqN will be 1 with probability 12 .
Proposition 3.2. In genie-aided decoding, average number of genie helps is upper bounded
as:
E rSIs ď
ÿ
iPA
Z
´
W
piq
N
¯
. (3.6)
When W is a BEC we have
E rSIs “ 1
2
ÿ
iPA
Z
´
W
piq
N
¯
. (3.7)
Proof. The result is easily obtained by taking the expectation from both sides of 3.5 and
applying the results of Proposition 3.1 and Corollary 3.1.
3.1.1 Correlation between polarized BEC channels
The main difficulty in characterizing the behavior of the genie is due to the correlation
between the random variables G
piq
N . In this section we derive the second order statistics
of those random variables, when the underlying B-DMC W is a BEC, recursively.
Let’s start by a single BEC where the binary random variable E
p0q
1 denotes the indi-
cator of the event that the BEC erases. The following equalities are obvious:
E
”
E
p0q
1
ı
“ .
E
”
E
p0q
1
2
ı
“ .
We take two independent copies of that channel and name the indicator variable for
the second channel E
p1q
1
1
. Note that due to independence we have
E
”
E
p0q
1 E
p0q
1
1ı “ 2.
We apply the polar transform to obtain two channels at level 1 which are both BECs
(denoted by W
p0q
2 and W
p1q
2 ). By Lemma 1.5 we know if minus channel erases if either of
the initial channels erase while the plus one erases when both of them erase. Hence the
indicator functions for the new forged BECs are:
E
p0q
2 “ Ep0q1 ` Ep0q1
1 ´ Ep0q1 Ep0q1
1
E
p1q
2 “ Ep0q1 Ep0q1
1
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Those recursions are true for each step of polarization. Assuming we have N “ 2n
polarized channels at level n, in order to obtain the polarized channels at level n` 1 we
take two independent copies of this N channels and apply the polar transform to each
pair of them. Hence, 2N indicator variables at level n` 1 will be:
E
p2iq
2N “ EpiqN ` EpiqN
1 ´ EpiqN EpiqN
1
, (3.8a)
E
p2i`1q
2N “ EpiqN EpiqN
1
(3.8b)
for i “ 0, 1, ¨ ¨ ¨ , N ´ 1.
Having the first order and second order statistics for the indicator variables E
piq
N i “
0, 1, . . . , N ´ 1:
Z
piq
N , E
”
E
piq
N
ı
, (3.9)
R
pi,jq
N , E
”
E
piq
N E
pjq
N
ı
, (3.10)
we can obtain the first and second order statistics for the indicator variables at level l`1
as follows:
First we easily find the first order statistics:
E
”
E
p2iq
2N
ı
“ E
”
E
piq
N ` EpiqN
1 ´ EpiqN EpiqN
1ı
“ E
”
E
piq
N
ı
` E
”
E
piq
N
1ı´ E ”EpiqN EpiqN 1ı
“ E
”
E
piq
N
ı
` E
”
E
piq
N
1ı´ E ”EpiqN ıE ”EpiqN 1ı
“ 2ZpiqN ´ ZpiqN
2
where we used the independence of E
piq
N and E
piq
N
1
. Similarly:
E
”
E
p2i`1q
2N
ı
“ E
”
E
piq
N E
piq
N
1ı “ E ”EpiqN ıE ”EpiqN 1ı
“ ZpiqN
2
Recall that the recursions we just obtained are exactly (1.17b) (with equality for BEC)
and (1.17a).
For the second order statistics we have:
E
”
E
p2iq
2N E
p2jq
2N
ı
“ E
”´
E
piq
N ` EpiqN
1 ´ EpiqN EpiqN
1¯´
E
pjq
N ` EpjqN
1 ´ EpjqN EpjqN
1¯ı
“ E
”
E
piq
N E
pjq
N ` EpiqN EpjqN
1 ´ EpiqN EpjqN EpjqN
1
` EpiqN
1
E
pjq
N ` EpiqN
1
E
pjq
N
1 ´ EpiqN
1
E
pjq
N E
pjq
N
1
´EpiqN EpiqN
1
E
pjq
N ´ EpiqN EpiqN
1
E
pjq
N
1 ` EpiqN EpjqN EpiqN
1
E
pjq
N
1ı
paq“ Rpi,jqN ` ZpiqN ZpjqN ´Rpi,jqN
` ZpiqN ZpjqN `Rpi,jqN ´ ZpjqN Rpi,jqN
´Rpi,jqN ´ ZpiqN Rpi,jqN `Rpi,jqN Rpi,jqN
“ 2ZpiqN ZpjqN ´ 2pZpiqN ` ZpjqN ´ 1qRpi,jqN `Rpi,jqN
2
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where in (a) we have again used the independence between the variables with prime and
the ones without that.
Moreover, we have:
E
”
E
p2iq
2N E
p2j`1q
2N
ı
“ E
”´
E
piq
N ` EpiqN
1 ´ EpiqN EpiqN
1¯´
E
pjq
N E
pjq
N
1¯ı
“ E
”
E
piq
N E
pjq
N E
pjq
N
1 ` EpiqN
1
E
pjq
N E
pjq
N
1 ´ EpiqN EpjqN EpiqN
1
E
piq
N
1ı
“ Rpi,jqN ZpjqN ` ZpjqN Rpi,jqN ´Rpi,jqN
2
“ 2ZpjqN Rpi,jqN ´Rpi,jqN
2
and by symmetry:
E
”
E
p2i`1q
2N E
p2jq
2N
ı
“ 2ZpiqN Rpi,jqN ´Rpi,jqN
2
.
Finally:
E
”
E
p2i`1q
2N E
p2j`1q
2N
ı
“ E
”
E
piq
N E
piq
N
1
E
pjq
N E
pjq
N
1ı
“ Rpi,jqN Rpi,jqN
“ Rpi,jqN
2
Hence, the second (and first) order statistics of 2N indicator variables at level l ` 1
will be:
Z
p2iq
2N “ 2ZpiqN ´ ZpiqN
2
, (3.11a)
Z
p2i`1q
2N “ ZpiqN
2
. (3.11b)
R
p2i,2jq
2N “ 2ZpiqN ZpjqN ´ 2pZpiqN ` ZpjqN ´ 1qRpi,jqN `Rpi,jqN
2
, (3.12a)
R
p2i,2j`1q
2N “ 2ZpjqN Rpi,jqN ´Rpi,jqN
2
, (3.12b)
R
p2i`1,2jq
2N “ 2ZpiqN Rpi,jqN ´Rpi,jqN
2
, (3.12c)
R
p2i`1,2j`1q
2N “ Rpi,jqN
2
. (3.12d)
Alternatively, instead of the second order moments R
pi,jq
N , E
”
E
piq
N E
pjq
N
ı
we can work
with the correlations defined as:
C
pi,jq
N , E
”
E
piq
N E
pjq
N
ı
´ E
”
E
piq
N
ı
E
”
E
pjq
N
ı
. (3.13)
In this case, the equations (3.12a) to (3.12d) would be translated to:
C
p2i,2jq
2N “ 2
´
1´ ZpiqN
¯´
1´ ZpjqN
¯
C
pi,jq
N ` Cpi,jqN
2
, (3.14a)
C
p2i,2j`1q
2N “ 2ZpjqN
´
1´ ZpiqN
¯
C
pi,jq
N ` Cpi,jqN
2
, (3.14b)
C
p2i`1,2jq
2N “ 2ZpiqN
´
1´ ZpjqN
¯
C
pi,jq
N ` Cpi,jqN
2
, (3.14c)
C
p2i`1,2j`1q
2N “ 2ZpiqN ZpjqN Cpi,jqN ` Cpi,jqN
2
. (3.14d)
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Lemma 3.1. In general the mth order moments of the random variables E
piq
2N , i “
0, 1, ¨ ¨ ¨ , 2N ´ 1 can be computed by knowledge of the mth order moments of random
variables E
piq
N , i “ 0, 1, ¨ ¨ ¨ , N ´ 1.
Proof. By mth order moment we mean:
E
”
E
pj1q
2N E
pj2q
2N ¨ ¨ ¨Epjmq2N
ı
(3.15)
for some set of indices j1, j2, ¨ ¨ ¨ , jm which are not necessarily distinct.
Let i “ b j
2
c, and observe that Epjq2N is a polynomial of degree 1 in each of E
piq
N and E
piq
N
1
(see (3.8a) and (3.8b)). This means in expansion of E
pj1q
2N E
pj2q
2N ¨ ¨ ¨Epjkq2N we will have the
terms in form of E
pi1q
N E
pi2q
N ¨ ¨ ¨EpilqN ˆ Epk1qN
1
E
pk2q
N
1 ¨ ¨ ¨EpkpqN
1
for some l ď m and p ď m.
By independence of the variables with prime and the one without prime we see that
the expectation of such product terms will be product of two expectations each of which
is at most an mth order moment of the random variables E
piq
N .
Having the second order statistics, we can also compute the variance of the ran-
dom variable SI . First let’s redefine the indicator variables G
piq
N that we defined at the
beginning of the section in terms of the indicator variables for erasures E
piq
N s. Due to
randomized tie-breaking in the decoder we have:
G
piq
N “
#
B
`
1
2
˘
if E
piq
N “ 1,
0 if E
piq
N “ 0
(3.16)
where Bppq denotes a binary random variable that is 1 with probability p. Observe that
given E
piq
N , i P I Ă t0, 1, ¨ ¨ ¨ , N ´ 1u corresponding GpiqN , i P I are independent.
Consequently we have:
E
”
G
piq
N
ı
“ P
”
G
piq
N “ 1
ı
“ P
”
G
piq
N “ 1|EpiqN “ 1
ı
P
”
E
piq
N “ 1
ı
` P
”
G
piq
N “ 1|EpiqN “ 0
ı
P
”
E
piq
N “ 0
ı
“ 1
2
P
”
E
piq
N “ 1
ı
“ 1
2
E
”
E
piq
N
ı
. (3.17)
and
E
”
G
piq
N G
pjq
N
ı
“ P
”
G
piq
N “ 1, GpjqN “ 1
ı
“ P
”
G
piq
N “ 1, GpjqN “ 1|EpiqN “ 1, EpjqN “ 1
ı
P
”
E
piq
N “ 1, EpjqN “ 1
ı
` P
”
G
piq
N “ 1, GpjqN “ 1|EpiqN “ 0 or EpjqN “ 0
ı
P
”
E
piq
N “ 0 or EpjqN “ 0
ı
“ 1
2
ˆ 1
2
ˆ P
”
E
piq
N “ 1, EpiqN “ 1
ı
“ 1
4
E
”
E
piq
N E
pjq
N
ı
. (3.18)
Note that (3.17) can be used alternatively to prove Corollary 3.1.
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Proposition 3.3. The variance of the number of genie helps SI for BEC with N “ 2l
levels of polarization is:
var rSIs “ 1
4
ÿ
i,jPA
C
pi,jq
N (3.19)
where C
pi,jq
N can be obtained recursively via (3.14a) to (3.14d).
Proof. The claim is obtained easily by applying the definition of variance to (3.5)
var rSIs “ E
“
S2I
‰´ E rSIs2
“
ÿ
i,jPA
E
”
G
piq
N G
pjq
N
ı
´
ÿ
i,jPA
E
”
G
piq
N
ı
E
”
G
pjq
N
ı
“
ÿ
i,jPA
´
E
”
G
piq
N G
pjq
N
ı
´ E
”
G
piq
N
ı
E
”
G
pjq
N
ı¯
“ 1
4
ÿ
i,jPA
´
E
”
E
piq
N E
pjq
N
ı
´ E
”
E
piq
N
ı
E
”
E
pjq
N
ı¯
“ 1
4
ÿ
i,jPA
C
pi,jq
N
where we have used (3.17) and (3.18).
Even though the mean and variance are not sufficient to characterize a random variable
completely, using the results of propositions 3.2 and 3.3 and the recursive relationships
for BEC we can compute and plot the average and the variance of number of genie helps
SI for BEC at different rates to obtain some rough ideas about the behavior of SI .
Recall that as N Ñ 8 a fraction around IpW q percent of the Z
´
W
piq
N
¯
s will go to 0
that correspond to the indices we put in the information set. This means that SI will be
sum of the random variables that are zero with probability 1 and hence its variance will
also be zero.
However, in finite length setting, we see that the code does not perform very well as
the rate approaches the capacity. This is due to some non-polarized channels that we have
to include in the information bits set which contribute to SI as some indicator variables
that can be both zero and one with non-negligible probabilities which also increase the
variance of SI .
The performance of code is essentially determined by the probability of the event that
tSI ě 1u which is equivalent to the word-error event. Considering this point of view, we
have the following lemma:
Lemma 3.2. Polar coding rule minimizes an upper bound on the probability of the event
E “ tSI ě 1u.
Proof. Using Markov inequality:
P rEs “ P rSI ě 1s ď E rSIs ď
ÿ
iPA
Z
´
W
piq
N
¯
56
in general, and for the BEC:
P rEs “ P rSI ě 1s ď E rSIs “ 1
2
ÿ
iPA
Z
´
W
piq
N
¯
.
Polar coding rule puts the channels with lowest Bhattacharyya parameter in the infor-
mation bits set.
In the view of the mentioned lemma, if one can characterize the exact distribution of
SI (which seems to be difficult) potentially better coding rules can be proposed in terms
of the choice of information bit so as to P tSI ě 1u is minimized itself. Alternatively,
it might be possible to show that the polar coding rule of Arıkan is equivalent to the
optimal choice of information bits in the sense that it will minimizes the probability of
error of the SC decoder.
Computations show that for the rates far below the capacity the average and variance
of SI will be very close to zero (as we expect), however as we see in Figure 3.1 as
the rate approaches to the capacity of the channel the average of SI will increase and,
considering its standard deviation (plotted as vertical dotted lines), it can be non-zero
with considerable probability. This is the region where the code’s performance is poor.
Note that we have intentionally plotted the curves for the rates above the capacity, the
reason will be clear later.
To improve the performance of code at the rates close to the capacity, we shall consider
the event E1 , tSI “ 1u at the first step. We know that the error event E includes this
event. However if this event constitutes a considerable part of the whole error events
we can conclude that most of the error events are due to a single wrong decision whose
detection (and correction) can be simple enough. Consequently code’s performance could
be improved significantly.
The curves in Figure 3.1 also confirm that considering the average and the standard
deviation of SI , at the rates close to the capacity (but not too close), its value can barely
exceed one.
It seems to be very difficult to obtain further analytical results to characterize the
distribution of SI or at least the probability of the event tSI “ 1u. However, for the BEC
we can do deeper analysis by defining a hyperactive genie and analyzing its behavior.
3.1.2 Hyperactive Genie
The hyperactive genie is a genie who acts on frozen bits as well as the information bits,
although it is not necessary. More precisely, we saw that in an efficient implementation
of the SC decoder the likelihood ratios of the frozen bits will also be calculated. In a
genie-aided decoder, we can consider that decisions are also taken on the frozen bits and
corrected by the hyper-active genie. The formalization in Algorithm 6 might be useful
to understand the idea.
For the hyperactive genie the result of Proposition 3.1 is true without exceptions for
frozen bits. Namely, (3.2) is valid for all i “ 0, 1, ¨ ¨ ¨ , N ´ 1.
We can similarly define the total number of the hyperactive genie helps as
S ,
N´1ÿ
i“0
G
piq
N . (3.20)
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Figure 3.1: Average number of Genie helps for BEC.
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Algorithm 6 Successive Cancellation Decoding with Hyperactive Genie
Input: Channel output y, pN,K,A,uAC q and information bits uA.
Output: g, a binary vector exhibiting genie’s behavior.
g Ð 0
for all i P t0, 1, ¨ ¨ ¨ , N ´ 1u do
if
W
piq
N
py,uˆi´1
0
|0q
W
piq
N
py,uˆi´1
0
|1q ě 1 then
uˆi Ð 0
else
uˆi Ð 1
end if
if uˆi ‰ ui then
uˆi Ð ui
gi Ð 1
end if
end for
return g
We will shortly see that total number of this hyperactive genie helps follow a binomial
distribution.
Lemma 3.3. If the underlying B-DMC W : X ÝÑ Y is a BEC, in a genie-aided SC
decoder, total number of erasures in polarized channels is equal to the total number of
erasures at channel outputs.
Proof. Assume that all-zero codeword is sent. The likelihood ratios on which the decoder
decides are either 1 or8. Recall that the likelihood ratios are computed through recursive
relationships (1.55a) and (1.55b).
First consider the simplest case of N “ 2, which means we have two channel likelihood
ratios (Λ
p0q
c and Λ
p1q
c ) based on which we compute:
Λ
p0q
2 “
Λ
p0q
c Λ
p1q
c ` 1
Λ
p0q
c ` Λp1qc
and
Λ
p1q
2 “ Λp0qc Λp1qc
For computing the second likelihood ratio we used the assumption that all-zero code-
word is sent and even if the first decision is not correct, the second likelihood ratio is
calculated based on correct decision on the first bit (due to presence of the genie).
If both channel likelihood ratios are `8 (means no erasure) both of the obtained
likelihood ratios will be `8 (i.e. non of the forged channels will erase). If either of them
is 1 (means erasure on one of the channels) first likelihood ratio will be 1 (and hence one
erasure at the decision level) and if both of them are one, the second likelihood ratio will
also be one (which means two erasures at decision level).
Furthermore, observer that after one level of polarization the likelihood ratios are still
either one or infinity.
59
For any level of polarization, the decision likelihood ratios are all obtained by recursive
application of the equations we just mentioned.
Since the single step combination preserves the number of erasures and possible like-
lihood ratios we can conclude that the whole combination process preserves the number
of erasures at the channel output. This proves our claim.
Corollary 3.2. Let the erasure indicator RVs E
piq
N be as defined in Section 3.1.1. The
hamming weight of the random vector
EN ,
”
E
p0q
N , E
p1q
N , ¨ ¨ ¨ , EpN´1qN
ıT
follows a binomial distribution with parameters N and . Namely:
P rwH pENq “ ws “
ˆ
N
w
˙
w p1´ qN´w . (3.21)
Proposition 3.4. Total number of helps of the hyperactive genie follows a binomial
distribution with parameters N and {2 if the underlying B-DMC, W is a BEC. Namely:
PrS “ js “
ˆ
N
j
˙´ 
2
¯j ´
1´ 
2
¯N´j
. (3.22)
Proof. First let’s define the random vector
GN ,
”
G
p0q
N , G
p1q
N , . . . , G
pN´1q
N
ıT
and note that S “ wH pGNq.
Observe that (according to (3.16)) given the random vector EN , GN will be a random
vector of i.i.d B
`
1
2
˘
random variables on the positions where E
piq
N is one and zero elsewhere.
Hence:
P rwH pGNq “ j|EN “ eN s “
ˆ
wH peNq
j
˙ˆ
1
2
˙wHpeN q
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So:
P rwH pGNq “ js “
ÿ
@eN
P rwH pGNq “ j|EN “ eN sP rEN “ eN s
“
ÿ
@eN
ˆ
wH peNq
j
˙ˆ
1
2
˙wHpeN q
P rEN “ eN s
“
Nÿ
w“0
ÿ
@eN :wHpeN q“w
ˆ
wH peNq
j
˙ˆ
1
2
˙wHpeN q
P rEN “ eN s
“
Nÿ
w“0
ˆ
w
j
˙ˆ
1
2
˙w ÿ
@eN :wHpeN q“w
P rEN “ eN s
“
Nÿ
w“0
ˆ
w
j
˙ˆ
1
2
˙w
P rwH pENq “ ws
paq“
Nÿ
w“0
ˆ
w
j
˙ˆ
1
2
˙w ˆ
N
w
˙
w p1´ qN´w
pbq“
Nÿ
w“j
ˆ
w
j
˙ˆ
N
w
˙ˆ
1
2
˙w
w p1´ qN´w
where in (a) we used the results of Corollary 3.2 and in (b) the fact that the summand
is zero for w ă j. Now we can use the combinatorial identity `w
j
˘`
N
w
˘ “ `N
j
˘`
N´j
w´j
˘
and
write:
P rwH pGNq “ js “
ˆ
N
j
˙ Nÿ
w“j
ˆ
N ´ j
w ´ j
˙ˆ
1
2
˙w
w p1´ qN´w
“
ˆ
N
j
˙N´jÿ
l“0
ˆ
N ´ j
l
˙´ 
2
¯l`j
p1´ qN´j´l
“
ˆ
N
j
˙´ 
2
¯j N´jÿ
l“0
ˆ
N ´ j
l
˙´ 
2
¯l
p1´ qN´j´l
pcq“
ˆ
N
j
˙´ 
2
¯j ´
1´ 
2
¯N´j
where (c) is due to the fact that
řN´j
l“0
`
N´j
l
˘ `

2
˘l p1´ qN´j´l is the binomial expansion
of
`

2
` p1´ q˘N´j.
Looking carefully at the curves of Figure 3.1 we see that at rate R “ 1, average
number of genie helps is exactly equal to N 
2
and its standard deviation is
b
N 
2
`
1´ 
2
˘
.
The hyperactive genie might simplify the analysis of the genie aided decoder. If we
define SF ,
ř
iPAC G
piq
N , we see the random variable that we are interested in, SI is:
SI “ S ´ SF (3.23)
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Asymptotically, SF is sum of the indicator variables G
piq
N over the indices in the frozen
bits set. Since for i P AC around N of the erasure indicator variables EpiqN will be almost
always one and the rest zero, SF will follow a binomial distribution with parameters N
and 1
2
. We see that this variable is almost always concentrated around N 
2
(note that
as N Ñ 8, the standard deviation of SF scales with
?
N hence the ratio between its
standard deviation and average goes to zero).
So, intuitively we can see that SI ’s distribution should be the distribution of deviation
of S around its mean. Looking from another point of view, if we ask to have m erasures
in the polarized channels, due to polarization, first the Np1´ Rq channels in AC should
erase and as a result SF is more probable to take non-zero values. Then, the remaining
Np1 ´ Rq ´m erasures must occur at the channels in A that contribute to the value of
SI . The challenge is to analytically show that SF ’s value is around Np1 ´ Rq with high
probability.
Unfortunately we couldn’t find such an analytical proof. One result that we obtained
regarding the random variables SF and SI is the following:
Proposition 3.5. Assume we partition the set of channels into the following three disjoint
subsets:
Gδ “ ti : ZpW piqN q ď δu,
Bδ “ ti : ZpW piqN q ě 1´ δu,
Mδ “ ti : δ ă ZpW piqN q ă 1´ δu.
(Note that normally, A Ě Gδ). We have the following bounds:
PrSF ě |Bδ|s ě
ˆ
1´ δ
2
˙|Bδ |
(3.24a)
PrSI ď |Mδ|s ě p1´ δq|Gδ| (3.24b)
Proof. For the sake of brevity, we drop the subscript δ when we denote the subsets we
defined in the argument.
PrSF ě |B|s ě P
”
G
piq
N “ 1 : @i P B
ı
“ P
”
G
piq
N “ 1 : @i P B|EpiqN “ 1 : @i P B
ı
P
”
E
piq
N “ 1 : @i P B
ı
“
ˆ
1
2
˙|B|ź
iPB
P
”
E
piq
N “ 1|EpjqN “ 1 : j ă i, j P B
ı
paqě
ˆ
1
2
˙|B|ź
iPB
P
”
E
piq
N “ 1
ı
ě
ˆ
1
2
˙|B|
p1´ δq|B|
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where in (a) we have used the positive correlation between the channels: If channel j
erases, the erasure probability of channel i can only be increased. Similarly we have:
P rSI ď |M|s ě P
”
G
piq
N “ 0 : @i P G
ı
ě P
”
G
piq
N “ 0 : @i P G|EpiqN “ 0 : @i P G
ı
P
”
E
piq
N “ 0 : @i P G
ı
“
ź
iPG
P
”
E
piq
N “ 0|EpjqN “ 0 : j ă i, j P G
ı
pbqě
ź
iPG
P
”
E
piq
N “ 0
ı
ě p1´ δq|G|.
Again note that if channel j does not erase, this can only increase the probability that
channel i does not erase and this yields (b).
Results of Proposition 3.5 can be combined with the results on the rate of channel
polarization and escape rate (in [2] and [4]) to see the asymptotic behavior of the genie
although we are chiefly interested in its behavior in finite length regime in the present
work.
3.1.3 Numerical Evidences
Since we couldn’t analytically derive the distribution of number of genie-helps, we can
estimate its empirical distribution from simulations.
In figures 3.2a to 3.2c we see (as we expected) for a range of the rates close to the
channel’s capacity, the distribution of genie helps is concentrated around 1. We have also
plotted the probability of the following three events in Figure 3.3:
EC “ tSI “ 0u
E1 “ tSI “ 1u
E2` “ tSI ě 2u
These evidences confirm our guess that at the rates close to the channel’s capacity,
most of the decoding errors in SC decoder stem from a single deviation of the decoding
path from the correct path.
Furthermore, it is predictable that SI should follow a bell-shaped distribution. This
is consistent with our analytical results on S “ SF ` SI whose distribution is binomial
and the fact that we expect SI to model the variations of S around its mean value.
3.2 Performance Improvement by Single Error
Correction
The numerical results we obtained in the previous section suggest that for a range of
rates not very close to the capacity the main source of SC decoding error events is only
one wrong decision that causes the decoder to decode the wrong codeword. Note that
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Figure 3.2: Histogram of Number of Genie Helps for BECp0.1q.
this does not mean that most of wrongly decoded codewords differ only in one bit with
the correct one since in the ordinary SC decoding the errors propagate and potentially
all information bits following the bit which is correctly decoded in genie-aided decoder
can be decoded wrongly.
However, we expect to be able to improve the performance of SC decoding by detecting
and correcting that single decoding error and decrease the probability of error of decoding
from P rE1s ` P rE2`s to P rE2`s.
This modification improves the performance at the rates where E1 constitutes a con-
siderable part of the whole error event E “ tSI ě 1u. Stating differently, improvements
will take place at the rates that P rE1s is considerably larger than P rE2`s. The curves in
Figure 3.3 show that such a region exists.
One can define an improvement factor as
α pRq , P rE1s
P rE2`s . (3.25)
in order to have a mathematical figure on the performance improvement we can obtain
by single error correction.
In Figure 3.4 see the plot of α calculated from our numerical results. Figure 3.5 shows
that the performance can be improved significantly in moderate rates if we could have a
genie that helps us only once, which is equivalent to correcting the decoding errors that
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Figure 3.3: Probability of events EC , E1 and E2` for BECp0.1q.
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Figure 3.3: Probability of events EC , E1 and E2` for BECp0.1q.
stem from a single wrong decision (note that these curves are simply obtained by plotting
P rE1s ` P rE2`s and P rE2`s in different rates).
Now the challenge is to see how we can detect the index where the genie should help
the decoder to improve the performance. The following methods can be proposed:
Likelihood Test A single wrong decision will propagate to potentially all of the fol-
lowing bits. Hence, the resulting codeword would most probably be an atypical sequence.
The decoder can re-encode the decoded codeword and compute the likelihood of the result
which will be usually very low in case of a decoding error.
The decoder can use this evidence as a sign of decoding error and then try to re-decode
the codeword and flip the value of first information bit (assuming the wrong decision was
on the first bit) and pass the result through the likelihood test again. Then, this process
can be repeated until the resulting codeword passes the likelihood test.
This method increases the worst case complexity of SC decoder from O pN logNq to
O pN2 logNq (since if the wrong decision is on the last bit, the decoder should roughly
repeat the above process N times to find the correct result).
Moreover, it is possible that this method fails which is the case that more than one
wrong decisions are made in the decoding process (whose equivalent genie-aided decoder
event is tSI ě 2u).
However, this method can only improve the performance of SC decoding up to the
ML decoding. Since the output of the mentioned algorithm can be a codeword which
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Figure 3.4: Single error correction improvement factor for BECp0.1q as defined in (3.25).
passes the likelihood test (is a likely codeword) but is not the sent codeword. In the other
words, we hope the result of this method to be equivalent to asking a genie to correct the
first wrong decision of an ordinary SC decoder while the result can be flipping a correct
decision and keeping the wrong decision that all yield a wrong codeword that passes the
likelihood test.
Frozen bits for BEC We saw previously that BEC is a special case in the sense that
all forged channels will be BEC.
Assume the frozen bits are all set to zero at the encoder. The decoder starts by
computing the likelihood ratio of the first bit which is most probably frozen and since
the channel W
p1q
N is a BEC, the result can only be 1 or `8. Then the decoder proceeds
to calculate the likelihood ratios of the following bits until it reaches the next frozen bit.
Let’s denote its index by i. We know that if all information bits before i are decoded
correctly, the likelihood ratio Λ
piq
N should be again either 1 or `8, hence if this value is
calculated as 0 we will deduce that one of the information bits before bit number i must
be decoded wrongly.
Then the decoder can come back and flip the value of the first information bit and
re-decode the following bits and check if Λ
piq
N is again 0 or not?
This method can reduce the average complexity of the decoding compared to the
likelihood test, but the worst case complexity will be the same. It is not clear if this
method will be equivalent to asking the genie to correct the first wrong decision or it can
result in flipping some correct decisions.
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Figure 3.5: Single error correction significantly improves the finite-length performance of
polar codes.
Discovering other possible methods for detecting the single wrong decision is an inter-
esting question to be studied in future. One class of approaches can be based on adding
some structured redundancies (like parity checks) to information bits so that the decoder
can use them as a hint for correctness of decisions. These methods naturally decrease
the effective rate of the code. However, if this rate loss is not significant they can still be
useful to improve the performance of polar codes.
Another approach might be to statistically analyze the position of wrong decision in
the genie-aided decoder and try to relate it to Bhattacharyya parameter of the channel
on which the wrong decision is taken and the absolute value of the log-likelihood ratio
(which measures the reliability of decisions as we discussed in Chapter 1) that caused the
wrong decision. These are natural measures as one expects the decision errors to be more
likely to happen on less polarized channels and as a result of marginal likelihood ratios.
Based on these analysis one might be able to come up with an scheme that detects the
position of wrong decision with high probability.
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Non-binary Channel Coding 4
In many communication systems, it is always desirable to use high-order modulation
schemes in order to improve on bandwidth efficiently. In these situations, one symbol is
obtained by combining several bits and sent over the communication channel. From an
information theoretic point of view, we see that as the communication SNR increases the
(Shannon) capacity of the channel increases beyond one bit per channel use. So, in order
to reach the capacity it is essential to send more than one binary digits per channel use.
Error correcting codes can also be used here to achieve the capacity of this high SNR
channel. This channel is not a binary channel anymore, hence the binary error correcting
codes are no longer suitable for it.
In order to deal with this non-binary channel, one has two alternatives: to design and
employ the error correcting codes for channels with more than two input alphabets or
the classical multilevel coding scheme where a non-binary input symbol is constructed by
combining bits of different codewords (from different codes).
In this chapter we focus on employing polar codes for channels with non-binary input
using both of the mentioned approaches and compare them.
It is worthwhile to note that in any communication system, one can always make hard
decisions on channel output and decode it into discrete symbols and then use an error
correcting code for the equivalent discrete output channel or alternatively see the signal
level channel as a channel with continuous output alphabet and design a code for that
channel which is technically known as feeding the decoder with soft decisions.
Usually the latter is preferable in terms of the rates one can achieve. In fact, data
processing inequality implies one can never improve the capacity by making hard decisions
and converting the continuous output channel to a discrete output one.
For example consider binary antipodal signaling over an AWGN channel with Es
N0
“
5dB. Note that the Shannon capacity of this channel is
C “ 1
2
log2
ˆ
1` 2Es
N0
˙
“ 1.4359 bits per channel use
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which is clearly not achievable by binary signaling. Nevertheless, the equivalent binary-
AWGN channel has a capacity equal to 0.9762 bits per channel use. In contrast, if one
first uses hard decisions to decode the sent bit, the bit-error probability would be:
Pb “ Q
ˆc
2Es
N0
˙
“ 6ˆ 10´3.
The capacity of a BSC with cross-over probability of 6 ˆ 10´3 can be calculated to be
0.9471 which is lower than that of the BAWGN.
4.1 Definitions
As in the binary case, we denote the (non-binary) channel by its transition probability
W py|xq : X ÝÑ Y where y P Y is its output symbol (possibly continuous) and x P X is
one of Q discrete possible inputs of the channel (hence |X | “ Q). We can always assume
that the input symbol is obtained through a one-to-one mapping from the binary strings
of length L “ log2Q.
Definition 4.1 (Bit-addressing map). A one-to-one mapping M : FL2 ÝÑ X that
maps the binary vectors of length L “ log2Q to channel input alphabets is called “bit-
addressing” map:
M :
`
xp0q, xp1q, . . . xpL´1q
˘ ÞÑ x.
Remark. In the sequel we use the shorthand notation of ~x ,
`
xp0q, xp1q, . . . xpL´1q
˘
.
In a practical communication system, usually the “bit-addressing” map is the modu-
lator that maps the individual information bits to signal points.
Lemma 4.1. If the elements of the random bit-string
~X “ `Xp0q, Xp1q, . . . , XpL´1q˘
are chosen i.i.d. and uniformly distributed from F2, and Mp ~Xq is a one-to-one map,
X “Mp ~Xq will also be uniformly distributed in X .
We would like to use polar codes in order to achieve the symmetric capacity of W
which is defined as:
I pW q “
ÿ
xPX
ÿ
yPY
1
Q
W py|xq log W py|xqř
x1PX
1
Q
W py|x1q . (4.1)
In the special case of a Gaussian channel, as proposed in [10], if we choose the mapping
M such that the distribution of X “ Mp ~Xq approaches a normal distribution, the
Shannon capacity of the channel can be achieved which is:
C “ 1
2
log
ˆ
1` E r|X|
2s
σ2
˙
(4.2)
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Figure 4.1: At high SNRs, it is essential to increase the input alphabet size to approach
the Shannon capacity of the channel.
It is clear that the symmetric capacity IpW q cannot exceed L “ log2Q bits per channel
use. However, as mentioned before, by increasing the alphabet size, one can approach
the Shannon capacity of the channel.
For example in Figure 4.1 we have plotted the Shannon capacity of a Gaussian channel,
(4.2), and the symmetric capacity of Q-ASK signaling over that channel versus SNR. Note
that even for the binary signaling (B-AWGN channel) there is no closed form to compute
the capacity (4.1) and the results should be obtained using numerical integration methods.
4.2 Multilevel Coding
We start by the classical method of non-binary channel coding. In multilevel coding, the
idea is to perform L levels of binary channel coding on each bit that constructs the Q-ary
input symbol of the channel. We first introduce the general definitions and theorems of
multilevel coding briefly and proceed with designing multilevel polar codes.
4.2.1 Preliminaries
As we mentioned before, for multilevel coding, one basically defines L binary-input sub-
channels as follows:
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Definition 4.2 (Multilevel Subchannels). Having the Q-ary input channel W : X ÝÑ Y
and the bit-addressing map M : FL2 ÝÑ X , L “ log2Q binary sub-channels W ` : F2 ÝÑ
Y ˆ F`2 will be defined as:
W `
`
y, ~x`´10 |xp`q
˘
,
ÿ
~xL´1
``1 PF
L´p``1q
2
1
2L´p``1q
W py|M p~xqq (4.3)
for ` “ 0, 1, ¨ ¨ ¨ , L´ 1.
Simply, the first channel (W 0) is assumed the binary channel whose input is Xp0q and
its output is Y (considering the contribution of all other bits to Y and as and additional
noise). The second one is the channel whose input is Xp1q and its output is the pair of
Y,Xp0q (again seeing the effects of Xp2q, Xp3q, . . . as noise terms) and so on.
Remark. It is possible to define the sub channels using a different ordering. For example
we can define the first channel as the channel whose input is XpL´1q and its output is
Y , considering the contribution of all other terms as noise. Then the second channel as
the one whose input is XpL´2q with the output pair Y,XpL´1q alternatively. In fact there
exists L! possibilities to define the channels. In practice this choice could be important
as we see later on, although this does not affect the theoretical results we provide here.
Nevertheless, for the sake of consistency of notation we always use the ordering we just
defined. It is always possible to consider any changes in the decoding order by modifying
the definition of bit-addressing map M.
Theorem 4.1. As far as the elements of bit-string ~X are chosen independently uniformly
distributed total capacity of the binary sub-channels defined in Definition 4.2 will be equal
to the symmetric capacity of the Q-ary channel W , IpW q which is defined in (4.1).
Proof. IpW q as defined in (4.1) is equal to IpX;Y q whenever X is uniformly distributed,
now we have the following equalities:
IpX;Y q paq“ I
´
Mp ~Xq;Y
¯ pbq“ I ´ ~X;Y ¯
pcq“
L´1ÿ
`“0
I
´
Xp`q;Y | ~X`´10
¯
pdq“
L´1ÿ
`“0
I
´
Xp`q;Y, ~X`´10
¯
“
L´1ÿ
`“0
IpW q
where (a) is due to Lemma 4.1, (b) is since the bit-addressing map M is bijective, (c)
is the chain-rule for mutual information and (d) is due to independence of Xp`q and
~X`´10 .
In the view of Theorem 4.1, one can use a separate binary code of block length N
for each of the L mentioned binary sub-channels. Let’s denote these codes by C`, ` “
0, 1, ¨ ¨ ¨ , L´ 1. Each code has its own rate defined as
R` ,
log2 |C`|
N
, ` “ 0, 1, ¨ ¨ ¨ , L´ 1,
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and clearly the elements of each codebook are binary vectors of length N which we denote
by Xp`q, ` “ 0, 1, ¨ ¨ ¨ , L´ 1
In the encoder K “ NR bits of source information1, are first divided into L different
groups, each containing K` “ NR` bits such that:
K “
L´1ÿ
`“0
K`. (4.4)
Next, each group is encoded using the corresponding code to a codeword Xp`q.
The ith element of the length N channel input is then generated by mapping the ith
bits of the all L codewords with M to the channel input symbol. Namely, the length N
Q-ary vector of channel input will be:
X “
»——————–
M
´
X
p0q
0 , X
p1q
0 , . . . , X
pL´1q
0
¯
M
´
X
p0q
1 , X
p1q
1 , . . . , X
pL´1q
1
¯
...
M
´
X
p0q
N´1, X
p1q
N´1, . . . , X
pL´1q
N´1
¯
fiffiffiffiffiffiffifl (4.5)
Complexity of encoding scheme depends on the complexity of individual binary en-
coders, and clearly that of the bit-addressing map M. However, the bit-addressing map
is always a very simple operation since (as the name suggests) it only requires selecting
one of Q “ 2L elements of channel input alphabet X .
The decoder then, starts by decoding the first codeword. Provided that the first code
is designed properly, the result of decoding Xˆp0q is exactly the first sent codeword Xp0q.
Hence, the decoder can decode the second sent codeword Xp1q for which the knowledge
of channel output and Xp0q is essential (recall that the second channel was the one whose
output is the pair of Y,Xp0q). This process is continued until all L codewords are decoded.
Observe that the complexity of decoding essentially depends on the structure of the
bit-addressing map M. Generally, at the time of decoding the `th level codeword, the
equivalent channel’s output alphabet is Y ˆ F`2. Even though only likelihood ratios are
sufficient statistics for decoding, combining all outputs and computing the likelihood
ratios can be complex depending on the structure of M. For example, in terms of space
complexity, initially the decoder needs only to storeN channel outputs, while for decoding
the `th level codeword, it can generally be necessary to store all p` ´ 1q ˆN bits of the
previously decoded codewords. Nevertheless, in practice, a cleverly designed map can
simplify the whole decoding process.
The decoding method we just described is known in as multistage decoding. It might
be predictable that due to the nature of the decoding process error propagation can be
an important flaw in the scheme.
The usefulness of multistage decoding is its relative low-complexity. It can be easily
seen that one only needs to use L binary decoders successively to implement such a de-
coder. Provided that the codes are designed properly, the multistage decoder can achieve
the capacity of the Q-ary channel without need for the complexity of maximum-likelihood
1Note that R can now be an arbitrary ratio
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decoding as formalized in the following Theorem which is somehow paraphrasing Theorem
2 of [11]:
Theorem 4.2. The symmetric capacity IpW q of the Q-ary channel W can be achieved
by multilevel encoding and overall maximum-likelihood decoding if and only if the rates
R` satisfy the following conditions:
(i)
řL´1
`“0 R
` ď I `Y ;Xp0q, Xp1q, ¨ ¨ ¨ , XpL´1q˘ “ IpW q
(ii)
ř
`PS R
` ď I `Y ;  Xpiq : i P S( |  Xpjq : j P SC(˘, for all possible subsets S Ă t0, 1, ¨ ¨ ¨ , L´ 1u
where SC “ t0, 1, ¨ ¨ ¨ , L´ 1u zS.
Moreover, if the individual rates satisfy:
R` ď I `W `˘ (4.6)
where W `s are the binary sub channels defined in Definition 4.2, multistage decoding will
be sufficient to achieve the capacity.
Proof. We don’t go into deep technical details of the proof since our aim is to mainly
show the relationship between the first part and the second part of the theorem.
The problem of multilevel coding can be seen as a multiple-access channel with inputs
Xp0q, Xp1q,. . . , XpL´1q and output Y . Then the conditions in the first part of the claim
follow from basic multiple-access channel coding results (see [12] for example).
The second part is simply application of the channel coding theorem to individual
binary channels.
It is instructive to consider a simple case of two-level coding where we have to consider
two rates, R0 and R1. As depicted in Figure 4.2, condition (i) says that sum of two rates
cannot exceed the total capacity of the system, hence pR0, R1q should lie below the
dashed line in the figure. Moreover, condition (ii) further restricts the rate to be inside
the shaded pentagonal region where all rates are achievable using (a possibly complex)
maximum likelihood decoder.
However, if we don’t operate at the rates inside the dark triangle, only multistage
decoder will be sufficient to achieve the desired rate.
Particularly, every rate pair on the tangent line connecting points A and B is achiev-
able using the maximum-likelihood decoder, while the multistage decoder is sufficient to
approach the vertices (A or B).
While according to Theorem 4.2 it is possible to approach the capacity of the Q-ary
channel by choosing the rates of individual codes equal to the capacity of the individual
binary sub-channels asymptotically (namely the equality condition in (4.6)), in an op-
erational system, due to the finite length of codewords, the achievable rate (for a given
word error rate) is always lower than total capacity. Hence the question will be that how
to choose the individual code rates such that total transmission rate is equal to a given
rate R ă I pW q. In the literature there exists different ad-hoc rate design rules which are
summarized in [11].
Before proceeding with the special results on multilevel polar codes, we mention the
following result regarding degradation/upgradation of non-binary channel and the corre-
sponding binary sub-channels.
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I
`
Y ;Xp0
˘
I
`
Y ;Xp0q|Xp1q˘ I `Y ;Xp0qXp1q˘
I
`
Y ;Xp0qXp1q
˘
I
`
Y ;Xp1q|Xp0q˘
I
`
Y ;Xp1q
˘
A
B
R0
R
1
Figure 4.2: Multistage decoding is sufficient for achieving the capacity of the modulation
scheme if the individual rates are chosen properly.
Theorem 4.3. If the channel |W : X ÝÑ qY is degraded with respect to channel W :
X ÝÑ Y (according to Definition 1.10) then all binary sub-channels constructed from |W
(according to Definition 4.2) , |W ` : F2 ÝÑ qY ˆ F`2, ` “ 0, 1, ¨ ¨ ¨ , L ´ 1 are degraded
with respect to the corresponding binary sub-channels constructed from W . Namely:|W `  W `, @` “ 0, 1 ¨ ¨ ¨ , L´ 1. (4.7)
Moreover, the same results are true if we replace degradation with upgradation (according
to Definition 1.11).
Proof. By definition |W  W means there exists a channel Q : Y ÝÑ qY such that:|W py|xq “ ÿ
y1PY
W py1|xqQpy|y1q.
Hence:
|W ` `y, ~x`´10 |xp`q˘ “ ÿ
~xL´1
``1 PF
L´p``1q
2
1
2L´p``1q
|W py|M p~xqq
“
ÿ
~xL´1
``1 PF
L´p``1q
2
1
2L´p``1q
ÿ
y1PY
Qpy|y1qW py1|M p~xqq
“
ÿ
y1PY
Qpy|y1q
ÿ
~xL´1
``1 PF
L´p``1q
2
1
2L´p``1q
W py|M p~xqq
“
ÿ
y1PY
Qpy|y1qW ` `y, ~x`´10 |x`˘
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which shows |W `  W, @`. The proof for upgradation follows simply by observing thatxW  W implies W  xW . Hence W `  xW ` which in turn imples xW `  W `.
4.2.2 Multilevel Polar Codes
So far we have briefly seen the principal multilevel coding theorems. The main idea, as
explained before is to use L binary codes in parallel. Note that the only assumption on
the underlying binary codes is that all of them are designed at appropriate rates such
that they can be decoded without errors.
While there is no obligation in using the same type of code for all levels, we would like
to focus on the case of using L parallel polar codes in a multilevel code for non-binary
channel coding. As we will see in the sequel, polar codes have a number of nice properties
that qualifies them as a good candidate for multilevel coding.
Recall that in the multilevel setting, each individual code is working on the cor-
responding binary sub-channel W ` which is a binary discrete memoryless channel by
definition. Hence all of the results on the performance of conventional binary polar codes
(we saw in Chapter 1 are valid for the performance of individual codes in the multilevel
setting. So we just need to focus on the problem of combining individual codes and
overall performance of the scheme here.
First, let’s review and fix some notation: We define the “word-error” event for indi-
vidual codes of a multilevel code of block length N as :
E ` ,
!
D i P t0, 1, ¨ ¨ ¨ , N ´ 1u : Xˆp`qi ‰ Xp`qi
)
. (4.8)
where Xˆp`q is the output of the `th stage of multistage decoding. We also denote the
probability of this event (the word-error probability of the `th code) as: P `w “ P
“
E `
‰
.
Furthermore, the global “word-error” event is the event that at least one of the code-
words are decoded wrongly, namely:
E ,
!
D i P t0, 1, ¨ ¨ ¨ , N ´ 1u, ` P t0, 1, ¨ ¨ ¨ , L´ 1u : Xˆp`qi ‰ Xp`qi
)
. (4.9)
Likewise we denote the global word-error probability by Pw “ P rEs. It is obvious that:
E “
L´1ď
`“0
E ` (4.10)
Theorem 4.4 (Upper-bound on error probability of multilevel polar codes). In an L-level
polar coding scheme with successive cancellation decoder, the global word-error probability
is bounded as:
Pw ď
L´1ÿ
`“0
ÿ
iPA`
Z
´
W `
piq
N
¯
. (4.11)
Where A` is the information bits set chosen for the `th level binary polar-code.
Proof.
E “
L´1ď
`“0
E ` “
L´1ď
`“0
¨˝
E ` X
˜
`´1ď
`1“0
E `
1
¸C‚˛.
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Hence the word-error probability can be written as:
Pw “ P rEs “ P
»–L´1ď
`“0
¨˝
E ` X
˜
`´1ď
`1“0
E `
1
¸C‚˛fifl
paq“
L´1ÿ
`“0
P
»–E ` X˜ `´1ď
`1“0
E `
1
¸Cfifl (4.12)
where (a) is since the events E ` X
´Ť`´1
`1“0 E
`1
¯C
are disjoint. Now observe that the event
E ` X
´Ť`´1
`1“0 E
`1
¯C
is the event that `th level code is decoded wrongly and all previous
level codes are decoded correctly, which is a subset of the event that the `th level polar
code (with the decoder possessing correct value of all previous codewords Xp`
1q, `1 ă `)
is decoded wrongly. The latter is the error event of a plain binary polar code under SC
decoding, which is bounded in Theorem 1.3. Hence:
P
»–E ` X˜ `´1ď
`1“0
E `
1
¸Cfifl ď ÿ
iPA`
Z
´
W `
piq
N
¯
.
Plugging the above bound into (4.12) yields (4.11).
Corollary 4.1 (Assymptotic Behavior of Multilevel Polar Codes). For large enough block
length, N , word error probability of L-level polar code under SC cancellation decoding
satisfies:
Pw “ o
´
L2´N
β
¯
. (4.13)
for fixed β ă 1
2
if the individual code rates are assigned appropriately, that is:
R` ď IpW `q,
Proof. The result is obtained by combining the results of Theorem 4.4 and Theorem 1.4.
Here comes the first specific property of multilevel polar coding: Due to the explicit
code construction properties of polar codes, we can have specific code design rule for
multilevel polar codes. Considering the results of Theorem 4.4, we can conclude that
the best strategy for assigning the individual rates to L parallel polar codes is to choose
their corresponding information bits set such that the double sum in (4.11) is minimized,
similar to Arıkan’s method for constructing the (single level) polar codes. This idea can
be formalized in Algorithm 7.
Note that we didn’t provide any explanations about how to obtain the Bhattacharyya
parameters and assumed that they are available since W `s are all binary symmetric
channels for which we can estimate or approximate the Bhattacharyya parameters of the
polarized channels using the methods explained in Section 1.6.
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Algorithm 7 Code construction for multilevel polar codes
Input: Bhattacharyya parameters Z
´
W `
piq
N
¯
for i “ 0, 1, ¨ ¨ ¨ , N ´1 ` “ 0, 1, ¨ ¨ ¨ , L´1
and the target rate R ă L
Output: Information bits sets of individual codes, A` ` “ 0, 1, ¨ ¨ ¨ , L ´ 1 such thatřL´1
`“0 |A
`| “ dNRe.
Initialize A` ÐH @` “ 0, 1, ¨ ¨ ¨ , L´ 1
while
řL´1
`“0 |A
`| ă NR do
p`, iq Ð argmin`1,i1:i1RA`1 Z
´
W `
1 pi1q
N
¯
;
A` Ð A` Y tiu;
end while
return A`, ` “ 0, 1, ¨ ¨ ¨ , L´ 1
Theorem 4.5 (Complexity of Multilevel Polar Coding). In L-level polar coding (for a
channel with Q “ 2L-ary alphabet), for the block length N , the complexity of encoding
and decoding are:
χT,E “ O pLN logNq (4.14a)
χT,D “ O pLN logNq (4.14b)
respectively.
Furthermore, the space complexity of L-level polar encoding and decoding are
χS,E “ O pN logNq (4.15a)
χS,D “ O pN logNq (4.15b)
respectively if the conventional implementation of polar encoder/decoder is used. Using the
space-efficient implementations proposed in sections 1.5.1 and 1.5.2 the space complexities
can be reduced into
χS,E “ O pNq (4.16a)
χS,D “ O pNq (4.16b)
respectively.
Proof. Simply L individual polar encoding (decoding) procedures are required for mul-
tilevel encoding (decoding) and the complexity of polar encoding (decoding) is χT,E “
O pN logNq (χT,D “ O pN logNq) as shown in theorems 1.6 and 1.7.
Additionally, while one needs to deal with L different binary channels in the multilevel
scheme, indeed is not necessary to implement L individual encoders/decoders. On the
encoder side, the encoding process only depends on the position of information bits.
Hence, one can use a single polar encoder, L times in a row and just take care of the
correct position of information/frozen bits at each step.
Similarly, since the SC decoder works with the likelihood ratios of the channel output
(which are sufficient statistics), after computing those quantities at each level (which
depends on the channel transition probability), the same SC decoder can be used (with
different information bits sets).
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In conclusion, the space complexity of the encoder (decoder) will not be increased
compared to the binary case.
It is notable that in practice, at the decoder side, after each decoding an encoding
should probably be run in order to remove the contribution of the codeword just decoded
from the channel output (consider the example of 2L-ASK we just had). However, this
only increases the constant factor of the complexity term.
According to Theorem 4.5, the code construction time complexity will also beO pLN logNq
if one chooses to estimate the Bhattacharyya parameters for code construction by Monte
Carlo approach (and its space complexity will not increase). The channel estimation for
L-level code can also be integrated into a part of SC decoder in an operational system
as suggested by Arıkan. Alternatively, the approximation methods introduced in Sec-
tion 1.6 (particularly the method described in Section 1.6.3) can be directly employed to
approximate the Bhattacharyya parameters of the sub-channels and construct the code
with O pLNq time and O plogNq space complexity.
Choice of Frozen Bits
In the conventional polar coding, it has been shown that if the channel is symmetric, the
value of frozen bits does not affect the performance of code (see Corollary 1.4). While
this is true for individual binary sub-channelsW ` in many standard modulation schemes,
it is noticeable that we have assumed that the value of higher-level codewords are seen as
additional noise terms by lower-level decoders. As a consequence, choosing an arbitrary
(probably constant) value for frozen bits in this case will bias the noise of other levels
and can affect the performance. So, essentially the frozen bits should now be chosen
randomly. In practice this is not a big problem. One solution is to define a pseudo-
random generator in both transmitter and received and ask them to agree on the initial
seed during the handshaking phase of the session. Afterwards, the transmitter chooses
the value of frozen bits using the output of this pseudo-random generator whose value is
known to the receiver which does not introduce any biasing effects.
Adaptive Modulation Schemes
Adaptive modulation methods are widely used in practical digital communication sys-
tems. When the physical channel conditions are good, higher-order modulations (for
example 1024-QAM) are used to exploit the entire capacity of channel while in low SNRs
(or when very high level of reliability is required, for example one transmitting the frame
controls) lower order modulation schemes are employed. As it might be predictable, an
important advantage of multilevel coding (and in particular multilevel polar codes) is
that the adaptive modulation algorithms can easily be embedded with the channel en-
coder/decoder. Number of code levels L can easily be increased or decreased without
need for changing the encoder/decoder structure since they both employ a normal binary
polar encoder/decoder consecutively L times.
It is also worthwhile to note that the code construction algorithm (Algorithm 7), an
adaptive modulation scheme is implicit. When the physical channel is bad, its capacity
IpW q is essentially low. Since this quantity is equal to the cumulative sum of the capacity
of the binary sub-channels I
`
W `
˘
(which are positive quantities) this implies that some
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of these capacities I
`
W `
˘
should be close to zero. This in turn implies the corresponding
Bhattacharyya parameters of the polarized versions of those channels are high, hence the
code construction algorithm will essentially assign the rate 0 to the codes for those very
noisy sub-channels. This is indeed equivalent to using lower levels of codes for information
transmission, i.e., lower order modulations.
4.3 Non-binary Polar Codes
One of the nice properties of the polarizing phenomena introduced by Arıkan is that it
happens also for non-binary alphabets. This property is well studied in [13, Chapter 3]
and is used to construct polar codes for channels with non-binary input. We will briefly
review the results here with focus on comparing this method with multilevel polar codes.
We will omit the proof of most of the arguments in this section as they are rather long
and can be found in [13].
Throughout this section, without loss of generality, we assume that the channel input
alphabet is X “ FQ “ t0, 1, ¨ ¨ ¨ , Q´ 1u. This normally does not correspond to actual
physical channel input alphabet and in practice an intermediate mapping (such as bit-
addressing) would be necessary to relabel the input alphabet.
First, we have to extend the definition of Bhattacharyya parameter for binary alphabet
which is defined as
Z pW q “
ÿ
yPY
a
W py|0qW py|1q.
For a channel with non-binary input, the Bhattacharyya distance between two alphabets
x and x1 is defined as:
Z pWx,x1q “
ÿ
yPY
a
W py|xqW py|x1q. (4.17)
Indeed the notation Wx,x1 denotes the channel W whose input alphabet is restricted
to the two-element subset tx, x1u Ă X . The average Bhattacharyya parameter of the
channel will be defined as:
Z pW q “
ÿ
x,x1PX ,x‰x1
1
QpQ´ 1qZ pWx,x1q. (4.18)
Like the binary case, Bhattacharyya parameter bounds the error probability of the
optimal (maximum likelihood) decision rule on the output of the channel W py|xq as
follows:
Lemma 4.2 ([13, Proposition 3.2]). The error probability of maximum-likelihood decision
on the output of a Q-ary channel W is bounded as:
Pe ď pQ´ 1qZ pW q (4.19)
(where Z pW q is defined in (4.18))
Moreover, similar relationships between Bhattacharyya parameter and capacity can
be derived:
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Lemma 4.3 ([14, Proposition 3]). We have the following relationships between IpW q and
ZpW q:
IpW q ě log Q
1` pQ´ 1qZpW q (4.20a)
IpW q ď log Q
2
` plog 2q
a
1´ ZpW q2 (4.20b)
IpW q ď 2pQ´ 1qplog eq
a
1´ ZpW q2 (4.20c)
4.3.1 Prime-Size Alphabet
The first result regarding the polarization of non-binary channels is restricted to the case
that alphabet size Q is a prime number.
Lemma 4.4 ([13, Lemma 3.1]). If Q, channel alphabet size, is a prime number, the
transformation:
W´ py1, y2|u1q ,
ÿ
u2
1
Q
W py1|u1 ` u2qW py2|u2q
W` py1, y2, u1|u2q , W py1|u1 ` u2qW py2|u2q,
where the addition in u1 ` u2 is a modulo-Q addition, polarizes the Q-ary channel in the
sense that:
I
`
W´
˘ ď I pW q ď I `W`˘
and
I
`
W`
˘` I `W´˘ “ 2I pW q .
Observe that Lemma 4.4 suggests that the polar transform in Q-ary case (when Q is
prime) is exactly that of the binary case which was defined recursively as:
GN “ BNFN ,
FN “ F2 b FN{2,
F2 “
„
1 1
0 1

(where BN is the bit-reversal permutation).
Hence, the same binary polar encoder can be used for channels with prime alphabet
size just by replacing the modulo-2 additions with modulo-Q additions.
Similar to the binary case, for N “ 2n, if we define x , GNu and the vector channel
WN : X
N ÝÑ YN as
WN py|uq , WN py|xq “
N´1ź
i“0
W pyi|xiq,
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we can have N , Q-ary input channelsW
piq
N : X ÝÑ YNˆX i, i “ 0, 1, ¨ ¨ ¨ , N´1 defined
as:
W
piq
N
`
y,ui´10 |ui
˘
,
ÿ
uN´1i`1 PXN´i
1
QN´pi`1q
WNpy|uq.
Theorem 4.6 (Polarization of Q-ary Channels, [13, Theorem 3.1]). For all  ě 0,
lim
nÑ8
1
N
ˇˇˇ!
i : I
´
W
piq
N
¯
ą 1´ 
)ˇˇˇ
“ I pW q
lim
nÑ8
1
N
ˇˇˇ!
i : I
´
W
piq
N
¯
ă 
)ˇˇˇ
“ 1´ I pW q
Basically, Theorem 4.6 suggest that among N “ 2n forged channels, a fraction equal
to IpW q of them converge to perfect noiseless channels while the rest (a fraction 1´IpW q
of them) converge to complete noisy (useless) channels. Considering Lemma 4.3 one may
alternatively propose that polarization happens in Bhattachryya parameters exactly the
same as what happens in the binary case (indeed, the relationship between IpW q and
ZpW q is used in the first version of proof of Theorem 4.6 in [14]).
Having established the similarities between the binary and non-binary case (for prime
alphabet size) it is easy to deduce the structure of polar encoder/decoder for non-binary
input channels as well as the performance and complexity of the code. However, we
postpone this analysis in order to maintain the generality of the results and study the
case of arbitrary input channels first.
4.3.2 Arbitrary Finite Alphabet Size
Unfortunately, it turns out that polarizing transform of Arıkan does not necessarily polar-
ize the channels with composite alphabet size (Q) due to existence of proper non-trivial
subgroups in pX ,`q. (see [13, Proposition 3.1]).
S¸as¸og˘lu has proposed two different solutions for polarizing channels with arbitrary
alphabet size in [14] and [13] respectively.
First solution is based on keeping the problematic addition operation in “minus”
operation and replacing the identity operation (X2 “ U2) in creation of the “plus” channel
by a random permutation over X (X2 “ ΠpU2q). Then, it has been shown that this
transform, averaged over the random permutation, polarize the channel and it has been
concluded that there exists at least one permutation (out of all Q! possible permutations)
that gives us the polarizing transform.
The main drawback of this method is that it complicates the process of code construc-
tion as basically for each “plus” operation, in the recursion tree of code construction one
potentially has to examine all Q! possible permutations to find the polarizing permuta-
tion. Fortunately, in encoding/decoding these known permutations will be used and no
randomization is involved.
Second scheme, proposed by S¸as¸og˘lu based on the fact that the problem arises from the
addition in creating the “minus” version of channels. Hence the solution will essentially
be to replace it with another operation such that the channels polarize. We will review
this method in details here and use it throughout the rest of our discussion.
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Definition 4.3 (Polarizing map, [13, Defintion 3.1]). The mapping f : X 2 ÝÑ X is
called polarizing if:
1. for all x2 P X , the mapping x1 ÞÑ fpx1, x2q is invertible,
2. for all x1 P X , the mapping x2 ÞÑ fpx1, x2q is invertible, and
3. for all 2 ď m ď Q´ 1 and distinct a0, a1, ¨ ¨ ¨ , am´1 P X , the matrix
B “ rBijs , Bi,j “ fpai, ajq, i, j “ 0, ¨ ¨ ¨ ,m´ 1
has at least m` 1 distinct elements.
Remark. S¸as¸og˘lu has shown that the mapping fpx1, x2q “ x1 ` pipx2q (with modulo-Q
addition) and the permutation pi : X ÝÑ X defined as:
pipxq “
$’&’%
bQ
2
c if x “ 0
x´ 1 if 1 ď x ď bQ
2
c
x otherwise
(4.21)
is polarizing.
Corollary 4.2. For composite Q, modulo-Q addition is not a polarizing map.
Proof. In the group pFQ,`q, at least there exist one element a P FQ whose order is less
than Q (and hence the group has non-trivial proper subgroups). Choose m equal to the
order of this element and ai “ ia i “ 0, 1, ¨ ¨ ¨ ,m ´ 1. Then Bij “ pi ` jqa is an
element of the subgroup generated by a. Since the order of this subgroup is m, Bijs take
only m distinct values and condition 3 is contradicted.
Lemma 4.5 ([13, Theorem 3.1]). For any arbitrary discrete memoryless channel with
finite alphabet size and a polarizing map f (according to Definition 4.3), the transforma-
tion
W´ py1, y2|u1q ,
ÿ
u2
1
Q
W py1|fpu1, u2qqW py2|u2q (4.22a)
W` py1, y2, u1|u2q , W py1|fpu1, u2qqW py2|u2q, (4.22b)
polarizes the Q-ary channel in the sense that:
I
`
W´
˘ ď I pW q ď I `W`˘
and
I
`
W`
˘` I `W´˘ “ 2I pW q .
Remark. The information preserving property is due to the fact that the mapping pU1, U2q ÞÑ
pfpU1, U2q, U2q is a one-to-one mapping which is in turn guaranteed by condition 2 in Def-
inition 4.3.
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In the view of Lemma 4.5 we can deduce that polarization takes place for sources with
arbitrary finite alphabet using an appropriate polarizing map and the corresponding po-
larizing transform. Due to the non-linearity of the map, it is no longer possible to describe
the code as a linear transform (matrix multiplication) but this is of no importance. The
recursions for encoding are still valid:
GN puq “ BNFN puq ,
FN puq “
»– f ´FN{2 ´uN{2´10 ¯ ,FN{2 ´uNN{2¯¯
FN{2
´
uNN{2
¯ fifl ,
F1 puq “ u.
Note that in the above notation fp¨, ¨q operates element-wise on its arguments.
Exactly in a similar fashion, for N “ 2n, we can define x “ GNpuq the vector channel
WN : X
N ÝÑ YN and the polarized channelsW piqN : X ÝÑ YNˆX i, i “ 0, 1, ¨ ¨ ¨ , N´1
and conclude that Theorem 4.6 is indeed valid for sources with any finite alphabet size
as far as the polarizing map is selected correctly.
4.3.3 Implementation Concerns
We saw that polar codes for Q-ary input channels can be obtained by slight modifica-
tions to binary polar codes. Hence the implementation of encoder/decoder are indeed
quite the same. However, we briefly explain some issues that should be considered in
implementation of non-binary polar encoder/decoder.
Polarizing Map
The first obvious difference between binary polar codes and their non-binary counterpart
is that the (modulo-2) addition in derivation of the “minus” channel should be replaced
with a more complicated polarizing map.
Since the input alphabet is discrete, in a real implementation, a Q ˆQ lookup table
of all possible values of f can be precomputed and stored in both encoder and decoder.
Then computation of the polarizing map will only be reduced to reading the corresponding
value from the table. An operation whose cost (time) is more or less the same as binary
addition.
Hence, we conclude that replacing the addition by the non-linear polarizing map, will
not introduce any cost to the system (in terms of time complexity) and just adds the
space required for a small lookup table to the system.
Decoding the Q-ary channel’s output
While the only difference between binary and non-binary encoder is presence of the non-
linear polarizing map, the polar decoder will be more different in a non-binary setting.
In general, in a binary channel, the task of the decoder is to decide between two
possible value of the input, which can be essentially accomplished by only considering a
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single likelihood ratio per channel output:
Λpyq “ W py|0q
W py|1q
In contrast, in a non-binary setting, the decoder should choose among one ofQ possible
channel inputs for which the knowledge of all Q a prior distributions:
W py|0q,W py|1q, ¨ ¨ ¨ ,W py|Q´ 1q
which increases the space complexity of the decoder by a factor of Q.2
In polar decoder, the binary SC decoder starts with N “ 2n likelihood ratios of the
channel outputs and combine them in n levels using the recursions (1.55a) and (1.55b)
to obtain the decision-level likelihood ratios. As we saw, it is also possible to work with
log-likelihood ratios alternatively to have simpler operations in the update relationships.
However, the non-binary case, the decoder starts with set of Q a-priori distributions
per channel output and combine them using the direct relationships (4.22a) and (4.22b)
at each step to finally obtain a-priori distributions at the decision level. Combining
the probabilities in the “plus” direction, (4.22b), requires Q multiplications (one per
each element of the set tW`py1, y2, u1|u2q, @u2u) while in the “minus” direction the
combination requires Q2 multiplications (as Q multiplications per element of the set
tW´py1, y2|u1q, @u1u is necessary).
Apart from simplifying the combination rules (replacing multiplications by additions)
by working in logarithm domain and simple calculations of log-likelihood ratios from
observed channel output (compared to calculation of probabilities by direct evaluation
of channel transition probability) as we saw in Section 1.5.2, log-domain calculations fit
the machine precision very well since they will be real numbers that occupy the whole
range of double precision numbers. Moreover, in case of hardware implementation and
fixed-point calculations, since the values are well-spread, quantization errors can barely
affect the decoding performance.
In comparison, in non-binary case, the inputs and outputs of computations are all
values between 0 and 1 which occupy only a small portion of all double-precision numbers.
For fixed-point implementations the quantization errors will be more likely to affect the
decisions.
Indeed, due to polarization, we could guess that the a-priori distributions will converge
to peaky distributions around the sent value (for good channels) and very flat distributions
(for bad channels). In both of the cases, most of the values of W
piq
N p¨|uiq will decrease
toward zero. Our numerical experiments show that this decrement is so fast that even
for small block lengths (N “ 256) the computations will be unstable and at the decision
level all a-priori probabilities will be zero (which are indeed some very tiny numbers below
machine’s precision).
One quick solution to this problem is to convert the a-priori probabilities to a-
posteriori probabilities at each node of the decoding using the very simple normalization
2The keen reader will observe that indeed storing Q ´ 1 values (for example the ratios
W py|1q
W py|0q , ¨ ¨ ¨ ,
W py|Q´1q
W py|0q or Q ´ 1 of a-posteriori distributions) is sufficient for decision. However, in large
alphabet sizes, this will not make a big difference.
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(assuming the input alphabet is uniformly distributed in X ):
P pu|yq “ W py|uqř
@u1 W py|u1q
, @u. (4.23)
This way, at least we ensure that at each node sum of the values we have is one and they
cannot be extremely low to fall below the machine’s precision.
It can be shown with some simple calculations that in order to work with a posteri-
ori probabilities, the combination relationships of (4.22a) and (4.22b) remain the same
by just exchanging the a-priori probabilities with a-posteriori ones and multiplying a
normalization factor in the following way:
P´ pu1|y1, y2q “ C´
ÿ
u2
1
Q
P pfpu1, u2q|y1qP pu2|y2q (4.24a)
P` pu2|y1, y2, u1q “ C`P pfpu1, u2q|y1qP pu2|y2q (4.24b)
where C´ and C` are constant terms independent of u1 and u2 respectively.
Hence, in practice, the SC decoder can be initialized with a-posteriori probabilities
of channel. Afterwards, at each combination step, first a scaled version of P´ and P`
values will be computed using the old combination procedures (assuming the constant
factors to be unity) and the results will be normalized such that they sum up to one.
This way, the computations can be stabilized, however they are still not as good as that
of binary codes in terms of accuracy and efficiency.
4.3.4 Performance and Complexity Analysis
Due to the analogy that we have shown between binary and non-binary polar codes,
analysis of complexity and performance of non-binary codes is quite the same.
Lemma 4.6 ([13, Lemma 3.5]). Let f : X 2 ÝÑ X be such that both functions fpx1, ¨q :
X ÝÑ X and fp¨, x2q : X ÝÑ X are invertible for all x1 and x2. Defining the “plus” and
“minus” channels exactly as in Lemma 4.5, we have:
Z
`
W´
˘ ď pQ2 ´Q` 1qZpW q,
Z
`
W`
˘ ď pQ´ 1qZpW q2
where ZpW q is defined in (4.18).
Note that in Lemma 4.6 the mapping f should not necessarily be polarizing, only the
first two conditions in Definition 4.3 are sufficient for the results to hold.
Having the bounds of Lemma 4.6, the same method in [2] can be applied to obtain
the rate of polarization:
Theorem 4.7 ([13, Theorem 3.5]). For all 0 ă β ă 1
2
and N “ 2n,
lim
nÑ8
1
N
ˇˇˇ!
i : ZpW piqN q ď 2´N
β
)ˇˇˇ
“ IpW q
where W
piq
N s are the Q-ary forged channels we defined previously.
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Corollary 4.3. For any 0 ă β ă 1{2 the word-error probability of Q-ary polar code is
bounded as:
Pw “ o
´
Q2´N
β
¯
Proof. The proof follows from plugging the results of Theorem 4.7 and Lemma 4.2 into
the proof of Theorem 1.4
Theorem 4.8 (Complexity of Q-ary Polar Coding). For a Q-ary polar code of block
length N , the time complexity of encoding and decoding are:
χT,E “ O pN logNq (4.25a)
χT,D “ O
`
Q2N logN
˘
(4.25b)
respectively.
Moreover, the space complexity of encoding/decoding will be
χS,E “ O pN logNq (4.26a)
χS,D “ O pQN logNq (4.26b)
respectively using the conventional implementation of polar codes or
χS,E “ O pNq (4.27a)
χS,D “ O pQNq (4.27b)
by generalizing the space efficient implementations introduced in sections 1.5.1 and 1.5.2.
Proof. The claims generally follow from the discussion in Section 4.3.3.
The encoder, will be obtained by replacing the modulo-2 addition in binary encoder by
the polarizing map. Assuming the computation of polarizing map is done in unit time the
claim on its time-complexity will be quickly deduced. Considering its space complexity,
we again see that polarizing map can only potentially add the space requirement of a
QˆQ look-up table and this yields the claim about possible space complexities.
For the decoder, we saw that at each node Q values corresponding to Q different pos-
sible values of the input alphabet should be stored which multiplies the space complexity
of the decoder by a factor of Q. Moreover, the “plus” and “minus” combination oper-
ations require Q2 or Q operations respectively, hence the time complexity of the binary
polar decoder will be multiplied by Q2.
Remark. Attention should be paid when comparing the time-complexity of binary and
non-binary polar codes. In fact, the Landau notations describe how the algorithm scales
with block length and alphabet size with respect to the “principal” operations that take
unit time. However, these principal operations are quite different in binary and non-
binary setting.
In binary encoder, the principal operation is modulo-2 addition, while in the non-
binary case it is a memory access. Normally these two operations are the same in terms
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of complexity, hence we could expect that increasing the alphabet size from 2 to Q ą 2
will not change the running time of a polar encoder considerably.
However, in binary decoder, as we saw in Section 1.5.2 that the decoder can be
implemented using simple operations of addition and comparison. In contrast, the non-
binary decoder requires double-precision multiplication which is much more complex than
addition. Hence, despite the scaling factor of Q2 in the Landau notations (which for
example proposes that the decoding time should be multiplied by 4 when going from
binary to 4-ary channel) we will see a much more significant difference in running time
of the decoder by switching from binary to non-binary.
Choice of frozen symbols
It is worthwhile to mention that in case of non-binary channel, since we don’t have
a similar notion of channel symmetry we cannot arbitrarily choose the value of frozen
channels. They should be chosen randomly in order for the operational performance of
the code to be consistent with the theoretical results.
As we have noted before, this can be done by initializing a pseudo-random number
generator at both transmitter and receiver side with a common seed. Both sides can
agree on the seed during the initiation phase of communication.
4.3.5 Note on Non-binary Code Construction
It is clear that like the binary case, one should know the position of “good” and “bad”
polarized Q-ary channels in order to design a code of a given rate R. For binary case we
saw that the only case of exact and efficient channel probing (and hence code construc-
tion) is for the erasure channel (BEC). Apart from that, either the lengthy Monte-Carlo
estimations or the approximations (all introduced in Section 1.6) should be employed.
The same situation is true for a non-binary setting with the difference that even there
is no equivalent for BEC in non-binary input channels for which we know the exact
evolution of Bhattacharyya parameters.
In [13] it is postulated that the approximation method we explained in Section 1.6.3
can be extended in a straightforward manner so that the non-binary codes can be con-
structed with OpQ2Nq time and OpQ logNq space complexity. This seems to be an im-
portant necessity as we see that extension of Monte-Carlo estimation method of Arıkan
will be highly inefficient for non-binary channels.
First observe that according to (4.17):
Z pWx,x1q “
ÿ
yPY
d
W py|x1q
W py|xqW py|xq “ Ey|x
«d
W py|x1q
W py|xq
ff
. (4.28)
Hence, the pairwise Bhattacharyya distances (ZpWx,x1q) for each channel can be esti-
mated by transmitting alphabet x (hence we used the subscript y|x for the expectation
operator above) and computing the empirical average of the value
b
W py|x1q
W py|xq in a genie-
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aided decoder (i.e., setting all bits as frozen bits) which converges to its statistical mean3.
This method can be used for every pair of channel input alphabet and then the estima-
tions can be plugged into (4.18) to obtain the Bhattacharrya parameter of each channel.
This approach requires QpQ´ 1q Monte Carlo estimations which can be a huge number
even for moderate alphabet size considering the increased complexity of decoder (with
a factor of Q2 compared to the binary case). For example for 4-ary channel coding, we
would need 12 Monte-Carlo estimations, each of which takes (more than) 4 times the
running time of a binary decoder.
However, it is clear that at each decoder run after transmission of x, much more
transition probabilities other than W py|x1q are also computed which are never used.
Hence we can rewrite (4.18) to obtain a slightly more efficient channel estimation method
as follows:
Z pW q “ 1
QpQ´ 1q
ÿ
x,x1PX ,x‰x1
Z pWx,x1q
“ 1
QpQ´ 1q
Q´1ÿ
x“0
Q´1ÿ
x1“0
1x‰x1Z pWx,x1q
“ 1
QpQ´ 1q2
Q´2ÿ
x“0
Q´1ÿ
x1“x`1
Z pWx,x1q
“ 2
QpQ´ 1q
Q´2ÿ
x“0
Q´1ÿ
x1“x`1
Ey|x
«d
W py|x1q
W py|xq
ff
“ 2
QpQ´ 1q
Q´2ÿ
x“0
Ey|x
«
Q´1ÿ
x1“x`1
d
W py|x1q
W py|xq
ff
(4.29)
Using (4.29), we can do the Bhattacharyya parameters estimation by transmitting
each alphabet x and computing the empirical mean of
řQ´1
x1“x`1
b
W py|x1q
W py|xq . This way we
will have the elements of the summand in the outer sum in (4.29) and we can sum them up
to have the estimation of Bhattacharyya parameter. This way, at least we have reduced
the number of Monte-Carlo estimations required from QpQ´ 1q to Q´ 1.
Nevertheless, due to the lengthiness of Monte-Carlo estimations, for large input al-
phabet sizes, extension of the methods in [6] is of crucial importance.
4.4 Comparison of Multilevel and Non-Binary Polar
Codes
As we have seen in the previous sections, there exist two different methods for reliable,
capacity achieving information transmission over a non-binary channel: Multilevel Cod-
ing which uses a sequence of binary codes in parallel and non-binary codes which directly
3We use the a-priori probabilities in our discussions. However it is obvious that since the a-priori
and a-posteriori distributions differ in a constant normalization factor (independent of the input) as in
(4.23), they can be interchanged without affecting the results.
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encode and decode the non-binary alphabet. Moreover, we showed that polar codes are
good candidates for both schemes and in both cases the capacity of non-binary chan-
nel can be achieved using large enough block length. Here, we would summarize the
characteristics of each of the methods and compare them.
4.4.1 Complexity
• Comparing the results of Theorem 4.5 and Theorem 4.8 we see that the advantage
of non-binary polar coding is that the time-complexity of encoding does not increase
with the alphabet size, while in the multilevel case, it increases logarithmically.
• Decoding time-complexity will increase quadratically with the alphabet size in non-
binary polar coding whereas in the case of multilevel coding it again increases
logarithmically.
• The binary decoder can be implemented using very basic arithmetic operations
(addition and comparison for “plus” and “minus” combination of log-likelihood
ratios) while the non-binary decoder will demand more processing power to compute
the combination rules.
• The space complexity of non-binary decoder will increase linearly with the alphabet
size while for the multilevel scheme this will be independent of alphabet size.
• The binary decoder is less sensitive to quantization noise due to finite precision of
computations as we mentioned in Section 4.3.3.
• The efficient methods for binary code construction can readily be applied to mul-
tilevel polar codes while for the non-binary scheme we still need to use the lengthy
Monte-Carlo channel estimations.
It is, however, notable that from a system level point of view, complexity of the com-
munication system that uses multilevel polar codes will partially depend on complexity of
the bit addressing map which in turn determines the complexity of combining the results
of lower level codes and computing the likelihood ratios for the current decoding level.
In contrast, in a non-binary setting, this intermediate step is not required. Evaluation of
the channel transition distributions at output points is sufficient to initialize the decoder.
4.4.2 Performance
Unfortunately, even for the binary case, no closed form results are available for finite
length performance of polar codes.
The results of Corollary 4.1 and Corollary 4.3 both provide upper bounds on asymp-
totic behavior of the word-error probability of the codes. Hence we cannot use them to
compare the performance of two schemes.
So we can only rely on numerical simulations as we will see later. However, we expect
to obtain better performance (in terms of word-error rate) in non-binary polar codes
compared to the multilevel setting in return of the higher complexity cost that we pay.
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4.4.3 Scalability
As we noted before, in an operational system, the modulation order is normally varied
according to the physical channel state. This means that a single system normally should
be capable of dealing with channels with different alphabet sizes.
We saw that in multilevel coding, as far as Bhattacharyya parameters for different
channels at different levels are available, increasing or decreasing the number of code
levels (and hence the input alphabet size of channel) is easily accomplished since the
encoding (decoding) is principally done by running a binary encoder (decoder) L times
in a row.
In contrast, in the non-binary setting, both encoder and decoder are highly dependent
on the channel input size. In the encoder side, changing the channel alphabet size will
require the change in the polarizing map which is implemented as a look-up table. This
can be difficult, but the difficulty can be mitigated to some extent by finding polarizing
maps that are less dependent on input alphabet size. However, the decoder has much
stronger dependency on the alphabet size as in every node the number of values that are
stored is equal to the size of channel input alphabet. Hence in a VLSI implementation
the decoding circuit should be entirely replaced in case of a change in the input alphabet
size.
So we conclude that non-binary codes cannot be easily embedded in the systems with
adaptive modulation capabilities since for every modulation order, a different decoder
circuit (and potentially a different encoding circuit) will be required.
4.4.4 Summary
Table 4.1 summarizes the results of the comparison we just explained.
Multilevel Coding Q-ary coding
Encoding
Complexity
χT,E “ OplogQ ¨N logNq
χS,E “ OpNq
χT,E “ OpN logNq
χS,E “ OpNq
Decoding
Complexity
χT,D “ OplogQ ¨N logNq
χS,D “ OpNq
χT,D “ OpQ2N logNq
χS,E “ OpQNq
Asymptomatic
Performance
Pw “ o
´
logQ ¨ 2´Nβ
¯
, β ă 1{2 Pw “ o
´
Q2´N
β
¯
, β ă 1{2
Table 4.1: Comparison of Multilevel and Non-binary polar codes
4.5 Results for ASK Signaling over AWGN
In this part, we have simulated the non-binary polar coding methods we described for
ASK signaling over AWGN, which is a very typical fashion in real communication systems,
and we present the results.
First we derive the mathematical relationships we need for implementing the en-
coder/decoder and then proceed with the results of simulations.
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4.5.1 Derivation of Encoder/Decoder Relationships
As it is known from basics of digital communications, in Q-ASK signaling, one of the Q
signal points from the set
X “ t´pQ´ 1q,´pQ´ 3q, . . . , pQ´ 3q, pQ´ 1qu (4.30)
is chosen and sent through the physical channel that adds white Gaussian noise η „
N p0, σ2q. Hence the received channel output will be:
Y “ X ` η. (4.31)
Note that normally Q is a power of 2, namely Q “ 2L.
It is clear that the channel has continues output (Y “ R) and its transition probability
is simply:
W py|xq “ 1?
2piσ2
exp
ˆ
´py ´ xq
2
2σ2
˙
. (4.32)
When we use the channel N times, the output of channel will be a vector Y like:
Y “
»———–
Y0
Y1
...
YN´1
fiffiffiffifl “
»———–
X0
X1
...
XN´1
fiffiffiffifl`
»———–
η0
η1
...
ηN´1
fiffiffiffifl (4.33)
where ηis are i.i.d.
Since η is the filtered and sampled version of noise with power spectrum density of
N0
2
“ σ2, the transmission SNR will be accordingly defined as:
Es
N0
“ E r|X
2|s
2σ2
“ Q
2 ´ 1
6σ2
(4.34)
where the last equality is obtained assuming the messages (and accordingly the elements
of the sent signal) are uniformly chosen among Q possible messages.
Note that the Shannon capacity of the Gaussian channel (with the same SNR) is:
C “ 1
2
log2
ˆ
1` E r|X
2|s
E r|η2|s
˙
“ 1
2
log2
ˆ
1` Es
2N0
˙
. (4.35)
The “bit-addressing” map (see Definition 4.1) is conventionally defined as:
M p~xq “
L´1ÿ
`“0
p´1qxp`q2` (4.36)
For Q-ary coding over this channel, the only requirement is to map the elements of
FQ (output alphabet of encoder) to X defined in (4.30) which can be done in numerous
ways. For example we can use φ : FQ ÝÑ X
φpxq “ 2x´ pQ` 1q.
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Then, what remains is to evaluate the channel transition distributions W py|φpxqq @x P
FQ which is defined in (4.32) for each element of the channel output vector Y and feed
them into the Q-ary polar decoder.
For multilevel coding, however, we need a bit more complicated computations before
we can start the decoders. The encoding process is rather straightforward and just
involves running L binary decoders and combining their outputs using the bit addressing
map and obtaining the vector of channel input (as in (4.5)).
For the sake of brevity, let’s define a bipolar version of a bit as
ψ , p´1qx x P F2.
We will use ψ P t˘1u instead of x P F2 throughout the rest of discussion, as they are
completely equivalent. Next, we define a generalized version of ASK bit-addressing map
(4.36) as:
M p~xq “
L´1ÿ
`“0
ψp`qA`. (4.37)
Note that in general this mapping might not be one-to-one depending on the choice
of amplitudes A`. Nevertheless, we assume they are chosen such that the mapping is
one-to-one.
The Gaussian channel output can be rewritten as:
Y “
»———–
řL´1
`“0 Ψ
p`q
0 A`řL´1
`“0 Ψ
p`q
1 A`
...řL´1
`“0 Ψ
p`q
N´1A`
fiffiffiffifl`
»———–
η0
η1
...
ηN´1
fiffiffiffifl (4.38)
which shows that contribution of the elements of each levels’ codeword to the channel
output that the receiver observes (as well as the physical channel noise) is additive.
Lemma 4.7. Assume Y is defined as:
Y “ Ψ1 `Ψ2 ` η
where η, Ψ1 and Ψ2 are independent. Then Y˜ “ Y ´Ψ1 is sufficient statistic for detecting
Ψ2 using the observations pY,Ψ1q.
Proof.
P rY “ y,Ψ1 “ ψ1|Y ´Ψ1 “ y˜,Ψ2 “ ψ2s “ P rΨ1 `Ψ2 ` η “ y,Ψ1 “ ψ1|Ψ2 ` η “ y˜,Ψ2 “ ψ2s
“ P rΨ1 “ y ´ y˜,Ψ1 “ ψ1|Ψ2 ` η “ y˜,Ψ2 “ ψ2s
“ P rΨ1 “ y ´ y˜,Ψ1 “ ψ1s
“ 1y´y˜“ψ1 .
The independence of the result from value of Ψ2 yields the sufficiency of Y˜ “ Y ´Ψ1.
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Corollary 4.4. In ASK signaling, where the bit-addressing map is defined as in (4.37),
for `th binary sub-channel W ` : X ÝÑ Y ˆ X `, ` “ 0, 1, ¨ ¨ ¨ , L ´ 1 defined in Defini-
tion 4.2,
yp`q “ y ´
`´1ÿ
`1“0
ψp`qA`
is sufficient statistics.
Proof. Observe that by definition the `th sub-channel’s input is ψ` and its outputs are
y, ~ψ`´10 . Also note that by definition additive noise η and bits of codewords ψ
p`qs are
independent. Hence we can apply Lemma 4.7 repeatedly to obtain the claim.
As a consequence, we can define “equivalent” binary sub-channels as the channel
seen from Ψp`q to Y p`q and replace W p`qs in general Definition 4.2 by these equivalent
sub-channels W˜ `. The input-output relationship for W˜ ` will be:
Y p`q “ Ψp`qA` `
L´1ÿ
`1“``1
Ψp`
1qA`1 ` η. (4.39)
Hence, the channel transition probability can be derived as:
W˜
`
yp`q|ψp`q˘ “ ÿ
~ψL´1
``1 Pt˘1uL´p``1q
1
2L´p``1q
fη
˜
yp`q ´ ψp`qA` ´
L´1ÿ
`1“``1
ψp`
1qA`1
¸
(4.40)
where fηp¨q is the PDF of η (in our case Gaussian PDF).
The advantage of this alternative description of multilevel code is that each equivalent
sub-channel has a single (real valued) output which reduces the complexity of the decoder.
Moreover, the channel outputs can be updated recursively after each stage of decoding.
Simply input of the first decoder (` “ 0) is vector Yp0q “ Y (the physical channel
output itself). After decoding the first level codeword Xp0q, the receiver can simply
subtract the contribution of this codeword from the channel output and form:
Yp1q “ Y ´
»————–
p´1qXp0q0 A0
p´1qXp0q1 A0
...
p´1qXp0qN´1A0
fiffiffiffiffifl (4.41)
which is the input of second level “equivalent” channel. This process can be repeated at
every stage of decoding. Namely, after decoding the codeword of level `, it is sufficient
to compute
Yp``1q “ Yp`q ´
»————–
p´1qXp`q0 A`
p´1qXp`q1 A`
...
p´1qXp`qN´1A`
fiffiffiffiffifl (4.42)
and use it for the next stage of decoding. Note that due to the recursive manner of the
equation we just described there is no need to store all previously decoded codewords, just
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the channel output vector will be updated at each stage by subtracting the last decision
from it.
Moreover, we have some other nice recursions that can be useful for code construction
and computation of likelihood ratios (which are inputs of SC decoder):
Proposition 4.1. The channel transition probabilities of the “equivalent” channels W˜ `
can be obtained through following recursions:
W˜ `
`
y|ψp`q˘ “ 1
2
ÿ
ψp``1qPt˘1u
W˜ ``1
`
y ´ ψp`qA`|ψp``1q
˘
(4.43a)
W˜L´1
`
y|ψpL´1q˘ “ fη `y ´ ψpL´1qAL´1˘ (4.43b)
Proof. Proof will be followed by simple manipulations of (4.40)
Proposition 4.2. The likelihood ratios for the “equivalent channels” W˜ `
`
yp`q|ψp`q˘ de-
fined as:
Λ`pyq , W˜
` py|1q
W˜ ` py| ´ 1q (4.44)
can be computed via the double recursions:
Λ`pyq “ F``1py, A`q1` Λ``1py ´ A`q
1` Λ``1py ` A`q , (4.45a)
F`py,Bq “ F``1py ` A`, Bq1` Λ``1py ´ B ` A`q
1` Λ``1py ` B ` A`q (4.45b)
with initial values:
ΛL´1pyq “ fη py ´ AL´1q
fη py ` AL´1q (4.46a)
FL´1py,Bq “ fη py ´ B ´ AL´1q
fη py ` B ´ AL´1q (4.46b)
Note that F p¨, ¨q is an auxiliary value defined as:
F`py,Bq , W˜
` py ´ B| ´ 1q
W˜ ` py ` B| ´ 1q .
Proof. Considering the recursions in transition probabilities:
Λ`pyq “ W˜
` py|1q
W˜ ` py| ´ 1q
“ W˜
``1 py ´ A`|1q ` W˜ ``1 py ´ A`| ´ 1q
W˜ ``1 py ` A`|1q ` W˜ ``1 py ` A`| ´ 1q
“ W˜
``1 py ´ A`| ´ 1q
W˜ ``1 py ` A`| ´ 1q
1` Λ``1py ´ A`q
1` Λ``1py ` A`q
“ F``1py, A`q1` Λ``1py ´ A`q
1` Λ``1py ` A`q
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Similarly:
F`py,Bq “ W˜
` py ´B| ´ 1q
W˜ ` py `B| ´ 1q
“ W˜
``1 py ´B ` A`|1q ` W˜ ``1 py ´ B ` A`| ´ 1q
W˜ ``1 py `B ` A`|1q ` W˜ ``1 py ` B ` A`| ´ 1q
“ W˜
``1 py ´B ` A`| ´ 1q
W˜ ``1 py `B ` A`| ´ 1q
1` Λ``1py ´ B ` A`q
1` Λ``1py ` B ` A`q
“ F``1py ` A`, Bq1` Λ``1py ´ B ` A`q
1` Λ``1py ` A` A`q
Remark. In practice it is also possible to work with the logarithm domain version of the
recursions in Proposition 4.2. First advantage of this is that for the Gaussian channel we
have the following simple initial conditions:
λL´1pyq “ log ΛL´1pyq “ 2AL´1
σ2
y,
logFL´1py,Bq “ 2B
σ2
py ` AL´1q .
Moreover, the recursions will be very similar to the “minus” combination formulae
for log-likelihood ratios in SC decoder which can be (approximately) implemented using
basic addition/comparison arithmetic operations (as we saw in Chapter 1).
4.5.2 Sensitivity to Change of SNR
One particular property of AWGN channel is that increase (decrease) in SNR is equivalent
to upgrading (degrading) the channel (see Example 1.1).
Furthermore, as we see in Theorem 4.3, if the underlying non-binary channel W :
X ÝÑ Y is upgraded (degraded) all binary sub-channels forged in Definition 4.2 will be
upgraded (degraded).
Combining these results with the results of Corollary 1.5 we can conclude that both
of the coding schemes over AWGN are not too sensitive to change of SNR in the following
sense:
Assume we have designed a code for a certain rate whose word-error probability is
a certain acceptable amount. If SNR is increased, the channel will be upgraded. Even
though the capacity of the new channel is higher and we can probably have a code with
higher rate, the current code (designed for a channel with lower SNR) will perform at
least as good as before on the new channel since the indices in the information bits set
correspond to the polarized channels that are upgraded with respect to the low SNR
case. Note that this code might not be exactly the polar code for the new channel since
(with the same rate) we might be able to find better polarized channels to put in the
information bits set.
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4.5.3 Simulation Results
In this section, we provide some simulation results on performance of multilevel and
non-binary polar codes for ASK signaling over AWGN.
We have simulated multilevel polar codes for the alphabet sizes of up to 32 and block
lengths of 256, 1024 and 4096. At each SNR, different codes are designed for the rates
from 50% to 90% of channel capacity at that SNR.
Asymptotically (as N Ñ 8) the binary polar codes at all levels can be decoded
without errors as far as the individual rates are kept below the individual capacities of
binary sub-channels. Hence there would be no error-propagation issues. However, in
finite block length, decoding errors in a specific code can affect the decoding result of
(potentially all) following level codes.
Recall that, we conventionally defined the bit-addressing map for ASK as:
M p~xq “
L´1ÿ
`“0
p´1qxp`q2`
which means the codeword which is decode first (` “ 0) corresponds to the signal with
low amplitude (which is also contaminated with all higher level, high amplitude signals as
well as additive noise). In contrast, the last level codeword appears as a high-amplitude
signal in channel input and by the time of decoding it should only contain the effects of
additive Gaussian noise.
However, we might change this ordering. For example assume the first level codeword
is mapped to the highest amplitude signal in the Gaussian channel input (which is again
contaminated by the signal components of other levels that now have lower amplitudes)
while the last codeword is mapped to the lowest amplitude signal, hence the bit-addressing
map would be:
M p~xq “
L´1ÿ
`“0
p´1qxp`q2L´1´`
There exist L! different orderings for assigning the codewords to different amplitudes.
Since this ordering can change the performance of code (in finite length) we are interested
to see its effect by means of simulations.
However, for the sake of simplicity, we have only considered two different orderings
that we just mentioned:
• “High to Low Ordering” (abbreviated as HLO in the plots) which means the first
decoded codeword is mapped to the highest amplitude (2L´1) signal component and
the last one to the lowest amplitude.
• “Low to high ordering” (abbreviated as LTO) which means assigning the first code-
word to be decoded to the lowest amplitude component and the last codeword to
the highest amplitude component.
Additionally, we have simulated the non-binary polar codes (using the polarizing map
of (4.21)) at the same rates to compare their performance with that of multilevel coding.
However, due to increasing time-complexity of non-binary decoder and code construction
we only have their performance results for limited block lengths and alphabet sizes.
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Figure 4.3: Performance of Polar Codes for 4-ASK signaling over AWGN
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Figure 4.3: Performance of Polar Codes for 4-ASK signaling over AWGN
As depicted in figures 4.3 to 4.6, multilevel polar codes can be used at rates close to
the symmetric capacity of signaling scheme with low word-error probability. We see that
in order for the rate to be close to the capacity we need large block lengths. Typically
with block length of N “ 4096 and at operational SNRs, we can approach the rates close
to 90 % of capacity by employing the multilevel polar codes.
Unlike one would expect at first glance, the order of assigning codewords to signal
levels seems to be very important. More surprisingly, the simulation results suggest that
decoding the weak codewords first results in much better word-error rates. We will discus
in more detail about this observation further.
We can also see the polarization effect from the curves. Recall that at different SNRs
codes with different rates are employed such that the ratio between code rate and capacity
is constant. So in general there is no reason for the word-error rate to decrease when
we increase the SNR. However, we see this and the reason is that as we increase the
SNR the underlying B-DMCs become better channels. Namely their capacity increases
and Bhattacharyya parameter decreases. Hence, at higher SNR polarization starts with
a channel which is closer to the extremal points and after a fixed number of polarizing
transforms we will have more number of extremal channels (and less unpolarized ones).
So even with increase of rate we get better performance.
To some extents, this behavior appears in Q-ary codes well. However, we see more
fluctuations in curves.
A remarkable observation is that despite more decoding complexity non-binary codes
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Figure 4.4: Performance of Polar Codes for 8-ASK signaling over AWGN
does not perform better than multilevel codes. This evidence can imply that using the
proposed polarizing map of (4.21) does not polarize the non-binary channel fast enough.
4.5.4 Remarks On The Order of Decoding
Numerical results on multilevel polar codes suggest that better performance is obtained
if decoding is started from the codeword assigned to weakest amplitude and continued
toward the ones mapped to higher amplitude components compared to the reverse case.
Here we would like to shortly explain the potential reasons of this behavior.
Let us consider only the simple two level case. Each use of channel will produce an
output in the form of:
Yi “ Ψp0qi A0 `Ψp1qi A1 ` ηi, i “ 0, 1, ¨ ¨ ¨ , N ´ 1. (4.47)
We can assume η is unit variance Gaussian noise without loss of generality and A1 ě
A0.
For the multilevel code, we essentially deal with two channels, a pure Gaussian chan-
nel (which is the channel seen by the code decoded last) and a channel whose noise is
a mixture of Gaussian noise η and the bipolar signal of the other level (˘A0 or ˘A1
depending on the order of decoding).
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Figure 4.5: Performance of Polar Codes for 16-ASK signaling over AWGN
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Figure 4.5: Performance of Polar Codes for 16-ASK signaling over AWGN
Let’s denote the Gaussian channel with WAG where A is the amplitude of signal sent
over that channel and the other channel with WAM (again A is the amplitude of signal
sent over that channel).
Now the question is how the channel pairs pWA1G ,WA0M q and pWA0G ,WA1M q , and more
importantly multilevel polar codes on them compare. Even though there is no standard
comparison figure.
Clearly:
I
`
WA0G
˘` I `WA1M ˘ “ I `WA1G ˘` I `WA0M ˘ (4.48)
Moreover we can verify that:
I
`
WA0G
˘ ď I `WA1G ˘
I
`
WA1M
˘ ě I `WA1M ˘
Z
`
WA0G
˘ ě Z `WA1G ˘
Z
`
WA1M
˘ ď Z `WA1M ˘
which shows in the Z ´ I plane (see Figure 1.1), both of the channels pWA1G ,WA0M q are
closer to the extremal channels compared to pWA0G ,WA1M q
Hence, after a certain number of polarization levels, the resulting channels from the
first pair are more polarized than the results from the second pair (or there are less
unpolarized channels in the set of forged B-DMCs). Consequently in order to choose a
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Figure 4.6: Performance of Polar Codes for 32-ASK signaling over AWGN
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Figure 4.6: Performance of Polar Codes for 32-ASK signaling over AWGN
specific number of channels among all 2N polarized channels (N channels for each level)
we can pickup more extremal channels if we start from pWA1G ,WA0M q.
Numerical computations show another evidence which is:
Z
`
WA0G
˘` Z `WA1M ˘ ě Z `WA1G ˘` Z `WA0M ˘ .
See Figure 4.7. In this example we have used the standard ASK amplitude assignment,
namely A1
A0
“ 2.
This evidence can be proved analytically as follows:
Proposition 4.3. Consider the 4-ary AWGN channel whose input/output relationship
is:
Yi “ Ψp0qA0 `Ψp1qA1 ` η
where η „ N p0, 1q independent of Ψp1q,Ψp0q, A1 ě A0 by assumption and
`
Ψp0q,Ψp1q
˘
is
the channel input chosen uniformly from t˘1u2.
Let the two binary sub-channels seen in the two-stage decoding be:
WA0M :Ψ
p0q ÞÑ A0Ψp0q `
`
Ψp1qA1 ` η
˘
,
WA1G :Ψ
p1q ÞÑ A1Ψp1q ` η
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respectively (if we decode from the low-amplitude bit to the high-amplitude bit) or:
WA1M :Ψ
p1q ÞÑ A1Ψp1q `
`
Ψp0qA0 ` η
˘
,
WA0G :Ψ
p0q ÞÑ A0Ψp0q ` η
respectively. Then
Z
`
WA0G
˘` Z `WA1M ˘ ě Z `WA1G ˘` Z `WA0M ˘ . (4.49)
Proof. We know:
WA0M
`
y|Ψp0q˘ “ ÿ
Ψp1qPt˘1u
1
2
1?
2pi
e´
1
2
py´A1Ψp1q´A0Ψp0qq2
WA1G
`
y|Ψp1q˘ “ 1?
2pi
e´
1
2
py´A1Ψp1qq2
The Bhattacharyya parameter of the Gaussian sub-channel is known to be:
Z
`
WA1G
˘ “ e´A212 . (4.50)
For the sub-channel with mixed noise we have:
WA0M py|1qWA0M py| ´ 1q “
ÿ
Ψp1qPt˘1u
1
2
1?
2pi
e´
1
2
py´A1Ψp1q´A0q2 ÿ
Ψp1qPt˘1u
1
2
1?
2pi
e´
1
2
py´A1Ψp1q`A0q2
“
ˆ
1
2
1?
2pi
˙2 ”
e´y
2`2A1y´A20´A21 ` e´y2`2A0A1´A20´A21`
e´y
2´2A0A1´A20´A21 ` e´y2´2A0y´A20´A21
ı
“
ˆ
1
2
1?
2pi
˙2
e´py2`A20`A21q r2 coshp2A1yq ` 2 coshp2A0A1qs
paq“
ˆ
1?
2pi
˙2
e´py2`A20`A21q “cosh2pA1yq ` cosh2pA0A1q ´ 1‰
where in (a) we have used the identity coshp2xq “ 2 cosh2pxq ´ 1. The Bhattacharyya
parameter of the sub-channel will therefore be:
Z
`
WA0M
˘ “ ż
y
b
WA0M py|1qWA0M py| ´ 1qdy
“
ż
y
1?
2pi
e´y
2{2e´pA20`A21q{2
b
cosh2pA1yq ` cosh2pA0A1q ´ 1dy
“ e´pA20`A21q{2E
„b
cosh2pA1ηq ` cosh2pA0A1q ´ 1

(4.51)
On the other side, it is easy to verify e´α
2{2 “ E rcoshpαηqs which yields:
Z
`
WA1G
˘ “ e´A21{2 “ e´pA20`A21q{2e´A20{2 “ e´pA20`A21q{2E rcoshpA0ηqs . (4.52)
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Combining (4.51) and (4.52) we can write:
Z
`
WA1G
˘` Z `WA0M ˘ “ e´pA20`A21q{2E „coshpA0ηq `bcosh2pA1ηq ` cosh2pA0A1q ´ 1
(4.53)
Similarly we can show:
Z
`
WA0G
˘` Z `WA1M ˘ “ e´pA20`A21q{2E „coshpA1ηq `bcosh2pA0ηq ` cosh2pA0A1q ´ 1
(4.54)
Therefore the difference between the left hand side and the right hand side of (4.49) is:“
Z
`
WA0G
˘` Z `WA1M ˘‰´ “Z `WA1G ˘` Z `WA0M ˘‰ “
e´pA20`A21q{2E
„
coshpA1ηq `
b
cosh2pA0ηq ` cosh2pA0A1q ´ 1
´ coshpA0ηq ´
b
cosh2pA1ηq ` cosh2pA0A1q ´ 1

(4.55)
Now we show as far as A1 ě A0 the term inside the expectation is non-negative which
proves the claim.
coshpA1ηq `
b
cosh2pA0ηq ` cosh2pA0A1q ´ 1
´ coshpA0ηq ´
b
cosh2pA1ηq ` cosh2pA0A1q ´ 1
“ coshpA1ηq ´ coshpA0ηq
` cosh
2pA0ηq ´ cosh2pA1ηqb
cosh2pA0ηq ` cosh2pA0A1q ´ 1`
b
cosh2pA1ηq ` cosh2pA0A1q ´ 1
“ pcoshpA1ηq ´ coshpA0ηqq»–1´ coshpA0ηq ` coshpA1ηqb
cosh2pA0ηq ` cosh2pA0A1q ´ 1`
b
cosh2pA1ηq ` cosh2pA0A1q ´ 1
fifl
(4.56)
First, since A1 ě A0, coshpA1ηq ě coshpA0ηq. Moreover, since cosh2pA0A1q ě 1,b
cosh2pA0ηq ` cosh2pA0A1q ´ 1 ě coshpA0ηq.
Similarly b
cosh2pA1ηq ` cosh2pA0A1q ´ 1 ě coshpA1ηq,
hence:b
cosh2pA1ηq ` cosh2pA0A1q ´ 1`
b
cosh2pA0ηq ` cosh2pA0A1q ´ 1 ě coshpA1ηq`coshpA0ηq.
which shows the term inside the brackets in (4.56) is non-negative. This proves the
claim.
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Figure 4.7: Comparison of Bhattacharyya parameters in different decoding orders
The third comparison showing the channel pair pWA1G ,WA0M q is better than the pair
pWA0G ,WA1M q is the following: Assume we approximate the mixed-noise channel WM with
a Gaussian channel with the same SNR. Let P` ,
A2
`
2
, ` “ 0, 1. Hence P1 ě P0.
By (4.48) we have:
1
2
log p1` P0q ` 1
2
log
ˆ
1` P0
1` P1
˙
“ 1
2
log p1` P1q ` 1
2
log
ˆ
1` P1
1` P0
˙
(4.57)
Now let us compute the sum of cutoff rates of individual channels in each pair. Since
the cutoff rate of a Gaussian channel is 1
2
log
`
1` SNR
2
˘
we have:
R0
`
WA0G
˘`R0 `WA1M ˘ « 12
ˆ
log
ˆ
1` P0
2
˙
` log
ˆ
1` P1
2p1` P0q
˙˙
(4.58)
R0
`
WA1G
˘`R0 `WA0M ˘ « 12
ˆ
log
ˆ
1` P1
2
˙
` log
ˆ
1` P0
2p1` P1q
˙˙
(4.59)
Now we can show:
R0
`
WA0G
˘`R0 `WA1M ˘ ď R0 `WA1G ˘`R0 `WA0M ˘ (4.60)
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as follows:
log
ˆˆ
1` P0
2
˙ˆ
1` P1
2p1` P0q
˙˙
ď log
ˆˆ
1` P1
2
˙ˆ
1` P0
2p1` P1q
˙˙
ðñ
ˆ
1` P0
2
˙ˆ
1` P1
2p1` P0q
˙
ď
ˆ
1` P1
2
˙ˆ
1` P0
2p1` P1q
˙
ðñ 2
ˆ
P0 ` P1
1` P0
˙
` P0P1
1` P0 ď 2
ˆ
P1 ` P0
1` P1
˙
` P1P0
1` P1
ðñ 2
ˆ
P0 ` P1
1` P0 `
P0P1
1` P0
˙
´ P0P1
1` P0 ď 2
ˆ
P1 ` P0
1` P1 `
P0P1
1` P1
˙
´ P0P1
1` P1
paqðñ ´ P0P1
1` P0 ď ´
P0P1
1` P1
ðñ 1
1` P0 ě
1
1` P1
where (a) is true since (4.57) implies P0 ` P11`P0 ` P0P11`P0 “ P1 ` P01`P1 ` P0P11`P1 .
So if we accept the approximation by Gaussian channel, we conclude that even though
both channel pairs pWA1G ,WA0M q and pWA0G ,WA1M q have equal overall capacity, the total
cutoff rate of former is higher than that of latter. Hence, in some sense the first pair is
better.
All these evidences, show that unlike our initial intuition, assigning the first codeword
to weaker signal component should result in better performance when the codeword length
is finite.
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Conclusion 5
In this thesis, we mainly focused on the issues that arise while employing polar codes in
practical communication systems.
In Chapter 1 we studied the polarization phenomena and showed that polar codes can
achieve the capacity of all symmetric binary memoryless channels. Their low encoding
and decoding complexity, in addition to their explicit construction , makes them good
candidates to be employed in real systems.
In particular the successive cancellation decoder equations are more or less similar
to the equations of the other decoders which are used currently in operational systems.
Those equations are generally implemented using simple arithmetic operations of addition
and comparison. However, the non-iterative nature of successive cancellation decoder is
an important property that might lead to an analytical proof for robustness of the decoder
to the approximations and quantization errors in computations.
The other difficulties with utilizing polar codes in real systems are code construction
and sensitivity of code performance to changes in channel conditions. Using the notions
of degraded and upgraded channels we described the approximation algorithms proposed
by Vardy and Tal that quickly identify good and bad polarized channels.
Despite the exponentially decreasing error probability of polar codes in large block
lengths, for low to moderate block lengths they do not perform very well. In Chapter 3 we
analyzed the error events of the successive cancellation decoder and based on numerical
computations concluded that at certain code rates, decoding errors stem from a single
wrong decision which deviates the decoding path and causes the output of decoder to be
far away from the sent codeword. This suggests that poor performance of polar codes with
finite length at a range of rates not too close to channel’s capacity can be significantly
improved by employing a means for detecting the single decision error. Even though we
couldn’t provide any analytical proofs due to hardness of the problem, the simulation
results confirm this suggestion.
The other implication of this observation is that by detecting the index of wrongly
decoded bit, one can construct list decoders with maximum list size of 2 for polar codes
whose performance is much better than that of ordinary successive cancellation decoder.
113
At this point, next steps can be taken in two different directions:
1. Investigating more properties of error events and proving the considerable gains in
performance one can get by single error correction.
2. Discovering the structures and algorithms for detecting and correcting the single
errors with negligible rate loss.
Many of the physical channels of interest have a capacity equivalent to more than
one bit per channel use. AWGN channel is a well known example. Hence, non-binary
symbols should be transmitted across these channels in order to exploit their capacity
which emerges the need for non-binary channel coding schemes.
As we saw in Chapter 4 polar coding can be extended to non-binary channels. For
this purpose, one alternative is the classical multilevel coding approach which divides the
non-binary channel into several binary sub-channels. For each of that channels a separate
binary polar code can be employed and combination of those codes achieve the capacity
of non-binary channel. We showed that the explicit construction of polar code is a nice
property that leads to an explicit rate assignment rule in multilevel polar coding. Low
complexity and scalability are two important characteristics of multilevel polar codes.
Since both encoder and decoder in this scheme reduce to multiple instances of binary
encoder and decoder, implementation of multilevel polar codes will be robust and fast
with basic arithmetic operations. Furthermore, we showed that efficient binary code
construction algorithms are ready to be applied to binary sub-channels and construct the
multilevel code.
The other alternative for non-binary channel coding is the Q-ary polar coding schemes
proposed by S¸as¸og˘lu. He has showed that with a slight change in channel combining re-
lationships non-binary channels can be polarized in a fashion analogous to binary chan-
nels. Hence, non-binary polar codes can be designed similar to binary polar codes. The
complexity of Q-ary decoding is higher than that of multilevel decoder. This difference
becomes important especially when the alphabet size increases. The other difficulty with
Q-ary decoder is the higher complexity of decoder equations which results in the need
for high processing power to carry out multiplications and makes the computations more
sensitive to quantization errors.
A substantial issue in Q-ary polar coding is code construction problem. Original code
construction method of Arıkan can be extended to Q-ary codes, however, the procedure
will be extremely long especially in large alphabet sizes. Consequently, we concluded
that generalization of the binary approximation algorithms to non-binary setting is a key
requirement for employing these codes.
We also provided some specific results on employing both of the mentioned schemes
on Gaussian channels. Generally, a change in SNR of the channel will be equivalent to a
change in the underlying channel for which the code is designed. This change, in turn,
will require the code to be constructed again as the indices of good and bad channels
might be changed. However, in case of the Gaussian channel, we saw that change in SNR
is equivalent to upgrading or degrading the underlying memoryless channel. As a result,
we can ensure that no significant changes will happen in performance of codes in case of
this change so the coding schemes are not sensitive to SNR changes.
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Our simulation results show that both of the non-binary coding schemes perform quite
well on AWGN channel. Low complexity multilevel polar codes can achieve the capacity
of channel with block length of N “ 4096 which is practically feasible.
We expect the performance of Q-ary codes to be better than that of multilevel codes
in return of their increased complexity. However, the simulation results are not consistent
with this prediction. Nevertheless, it is notable that choice of polarizing map can affect
the performance of code. So one might find polarizing maps other than the one suggested
by S¸as¸og˘lu to improve the performance of Q-ary polar codes.
In multilevel polar codes, simulation results show that order of decoding can affect the
performance of code. Finding the optimal order of decoding analytically is an interesting
problem to study in future.
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