We show that the Cauchy problem for the quintic NLS on R is globally well-posed in H s for 4/9 < s ≤ 1/2. Since we work below the energy space we can not immediately use the energy.Instead we use the "I-method" introduced by J.Colliander,M.Keel,G.Staffilani, H.Takaoka,T.Tao.This method allows us to define a modification of the energy functional that is "almost conserved" and thus can be used to iterate the local result.
Introduction
We consider the semilinear Schrödinger initial value problem(IVP)
This equation is proposed as a modification of the Gross-Pitaevski approximation in low dimensional Bose Liquids [6] . The Cauchy problem is locally well-posed for s > 0.This result was proved by T.Cazenave and F.B.Weisler [1] . A local result also exists for s=0 but the time of existence depends on the profile of the data as well as the norm.Since we are in the defocusing case we can iterate to get a global solution for s ≥ 1 using the energy conservation.Below the energy space the best global result is due to J.Collinder,M.Keel,G.Staffilani, H.Takaoka,T.Tao [2] , [3] .They proved that (1) is globally well-posed for s > 1/2. Our aim is to prove that a global solution exists for all time for u 0 ∈ H s , 4/9 < s ≤ 1/2.
notation
We use A B to denote an estimate of the form A ≤ CB for some constant C. If there exist constants C and D such that DB ≤ A ≤ CB we say that A ∼ B. If
ξ is the inhomogeneous Sobolev norm then we can define the X s,b spaces as the set of tempered distributions such that
whereû(ξ, τ ) = e −i(xξ+tτ ) u(x, t)dtdx is the space-time Fourier transform of u and < ξ >= 1 + |ξ|. We also define the restricted X s,b (I × R) spaces by u X s,b (I×R) = inf{ U s,b : U| I×R = u}. With D we symbolize the operator with symbol |ξ|. We now give some useful notation for multilinear expressions.If n ≥ 2 is an even integer we define a spatial multiplier of order n to be the function M n (ξ 1 , ξ 2 , . . . , ξ n ) on the hyperplane Γ n = {(ξ 1 , ξ 2 , . . . , ξ n ) ∈ R n : ξ 1 + ξ 2 + . . . + ξ n = 0} which we endow with the standard measure δ(ξ 1 + ξ 2 + . . . + ξ n ). We can symmetrize M n using
If M n is a multiplier of order n, 1 ≤ j ≤ n is an index and k ≥ 1 is an even integer we define the elongation X k j (M n ) of M n to be the multiplier of order n + k given by
In addition if M n is a multiplier of order n and f 1 , f 2 , ..., f n are functions on R we define
where we adopt the notation Λ n (M n ; f ) = Λ n (M n ; f,f, ..., f,f ).Finally we often write ξ ij for ξ i + ξ j .
3 The "I-method" and the basic theorem
The "I-method" for the Schrödinger equation in one dimension was develop in [2] , [3] . Traditionally to prove global well-posedness in H 1 we use the energy given by
which can be written as
using the multininear notation. In our case since we work in H s with s < 1 we cannot use the energy E(u). So we are looking for a substitute notion of "energy" that can be defined for a less regular solution and that has a very slow increament in time.This will be enough to establish our global result.To do so we consider in the frequency space an C ∞ monotone multiplier m(ξ) taking values in [0,1] such that
where N ≫ 1 is a large parameter which we shall choose later. Next we define the multiplier operator I :
This operator is smoothing of order 1 − s. Indeed we have:
for any s 0 , b 0 ∈ R. Our substitute energy will be defined by E 1 (u) = E(Iu). Obvioussly this energy makes sense even if u is only in H s . Thus
For our purposes in this paper we define the second energy
where M 6 (ξ 1 , ξ 2 , ..., ξ 6 ) is a multiplier to be chosen later. Using equation (1) we can prove the following differentiation law for the multilinear forms:
Our idea is to consider the second energy and use the above differentiation law.Then we get multilinear forms of type Λ 2 ,Λ 6 ,Λ 10 If we chose M 6 properly we can simplify the expression for the derivative of the second energy. Thus by differentiating
using (7),symmetrizing and choosing we can force Λ 6 to be zero.Since we are summing on the hyperplane Γ 2 ,Λ 2 = 0.The only multinilear form is now Λ 10 and this multiplier is a sum of elongations of M 6 .As we show below this multiplier is bounded which is the main ingredient in exploiting the decay of the derivative of the second energy.For calculations of this type although in a different context see [3] where a Schrödinger equation with derivative nonlinearily is treated. Finally using the funtamental theorem of calculus we have the following lemma.
Lemma 1. Let u be an H 1 solution to (1) . Then for any T ∈ R and δ > 0 we have To iterate the global result by standard limiting arguments we just need an apriori bound for our solutions in H s . This is bound comes from the next theorem.
Then for any T > 0 and s > 4/9 we have that sup
where the right hand side does not depend on the H 1 norm of u.
To prove this theorem we need 4 propositions. Proposition 1. Assume M 6 is the multiplier given by
Then M 6 C.
Before we start we fix some notation.We define N i := |ξ i | and we write N * 
N.
Proof. By symmetry we can assume that N * 1 = |ξ 1 |. Obviouslly away from the singular set the multiplier is bounded. So the only interesting case is when 
Note that if all the ferequencies are equal or equivalent then M 6 is bounded since Before we state the second proposition let us give the basic estimates that we use throughout this paper. In our arguments we will often use the trivial embedding u s 1 ,b 1 ≤ u s 2 ,b 2 , whenever s 1 ≤ s 2 and b 1 ≤ b 2 and the following Strichartz estimates
From (3) and Sobolev embedding we have that
and interpolation between (2) and (4) give us
where α(p) = (1/2+)(
p−6 p
).
Proposition 2. Assume that
Proof. Recall that
and that for u ∈ H 1 ,
In additon
Claim:
Proof of claim: By proposition 1 we have
We first perform a Littlewood-Paley decomposition of the six factors u so that ξ i are essentially the constants N i . To recover the sum at the end we borrow a (N *
where we used the Sobolev embedding and (6) with s > 4/9 > 2/5. Thus
The next result that we will use in the iteration process is in [2] and the proof that uses techniques as in C.E.Keing,G.Ponce,L.Vega [4] , [5] can be adapted to our case where s > 4/9. Proposition 3. Let u be an H 1 solution to (1) . Then if T ∈ R be such that Iu(T ) H 1 ≤ C, for some C > 0, we have that
for some δ > 0 that depends on C.
Before we prove the next proposition we state the following Strichartz-type estimate that can be found in [2] .
Lemma 2. For any Schwartz functions u, v with Fourier support in
Proposition 4. For any Schwartz function u we have
Proof. Note that since in proposition 1 we proved that M 6 is bounded the same is true for M 10 which is a sum of different elongations of M 6 .Thus also |M 10 | C. 
where we applied several times Hölder's inequality.
where α(14) = (1/2) + (
So in this case
Since similarly
But the Fourier transform of < D > Iu max is supported in |ξ| ∼ N max and the Fourier transform of u * 3 is supported in |ξ| ∼ N * 3 ≪ N max .By lemma 2 we have that
In addition
where α(18) = 1/3+ < 4/9 which implies that u Now we are ready to prove Theorem 1.
Proof. Let λ > 0 to be chosen later.We can easily check that u(x, t) is a solution to (1) if and only if u λ (x, t) = The main idea of the proof is that if in each step of the iteration we have the same bound for Iu
As a remark let us mention that one naturally can think to define the third energy,or in general higher and higher approximations of the energy,when trying to push down the global result,since the regularity index s depends on the decay of the multilinear forms.In our case the symbol, even for the third energy,becomes very singular and as far as we know is extremely hard to get the desired decay.So a modification of this method maybe turns out to be what we really need to go down to s > 0.
