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Abstract: The paper provides the fractional integrals and derivatives of the Rie-
mann-Liouville and Caputo type for the five kinds of radial basis functions (RBFs),
including the powers, Gaussian, multiquadric, Matern and thin-plate splines, in one
dimension. It allows to use high order numerical methods for solving fractional
differential equations. The results are tested by solving two fractional differential
equations. The first one is a fractional ODE which is solved by the RBF collocation
method and the second one is a fractional PDE which yesis solved by the method
of lines based on the spatial trial spaces spanned by the Lagrange basis associated
to the RBFs.
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1 Introduction
Fractional calculus has gained considerable popularity and importance due to its
attractive applications as a new modelling tool in a variety of scientific and en-
gineering fields, such as viscoelasticity [13], hydrology [1], finance [5, 23], and
system control [22]. These fractional models, described in the form of fractional
differential equations, tend to be much more appropriate for the description of
memory and hereditary properties of various materials and processes than the tra-
ditional integer-order models. In the last decade, a number of numerical methods
have been developed to solve fractional differential equations. Most of them rely
on the finite difference method to discretize both the fractional-order space and
time derivative [6, 7, 15, 19, 27, 29]. Some numerical schemes using low-order
finite elements [2, 24], matrix transfer technique [10, 11], and spectral methods
[14, 16] have also been proposed.
Unlike traditional numerical methods for solving partial differential equations,
meshless methods need no mesh generation, which is the major problem in finite
difference, finite element and spectral methods [20, 26]. Radial basis function
methods are truly meshless and simple enough to allow modelling of rather high
dimensional problems [3, 4, 9, 12, 21]. These methods can be very efficient numer-
ical schemes to discretize non-local operators like fractional differential operators.
In this paper, we provide the required formulas for the fractional integrals and
derivatives of Riemann-Liouville and Caputo type for RBFs in one dimension.
2 2 PRELIMINARIES
The rest of the paper is organized as follows. In section 2 we give some important
definitions and theorems which are needed throughout the remaining sections of
the paper. The corresponding formulas of the fractional integrals and derivatives of
Riemann-Liouville and Caputo type for the five kinds of RBFs are given in section
3 . The results are applied to solve two fractional differential equations in section
4. The last section is devoted to a brief conclusion.
2 Preliminaries
In this section, we outline some important definitions, theorems and known proper-
ties of some special functions used throughout the remaining sections of the paper
[17, 18, 28]. In all cases α denotes a non-integer positive order of differentiation
and integration.
Definition 1. The left-sided Riemann-Liouville fractional integral of order α of
function f (x) is defined as
aIx
α f (x) = 1
Γ(α)
∫ x
a
(x− τ)α−1 f (τ)dτ , x > a.
Definition 2. The right-sided Riemann-Liouville fractional integral of order α of
function f (x) is defined as
xIb
α f (x) = 1
Γ(α)
∫ b
x
(τ − x)α−1 f (τ)dt, x < b.
Definition 3. The left-sided Riemann-Liouville fractional derivative of order α of
function f (x) is defined as
aDx
α f (x) = 1
Γ(m−α)
dm
dxm
∫ x
a
(x− τ)m−α−1 f (τ)dτ , x > a,
where m = ⌈α⌉.
Definition 4. The right-sided Riemann-Liouville fractional derivative of order α
of function f (x) is defined as
xDb
α f (x) = (−1)
m
Γ(m−α)
dm
dxm
∫ b
x
(τ − x)m−α−1 f (τ)dτ , x < b,
where m = ⌈α⌉.
3Definition 5. The Riesz space fractional derivative of order α of function f (x, t)
on a finite interval a ≤ x ≤ b is defined as
∂ α
∂ |x|α f (x, t) =−cα (aDx
α + xDb
α) f (x, t),
where
Cα =
1
2cos
(
piα
2
) , α 6= 1,
aDx
α f (x, t) = 1
Γ(m−α)
dm
dxm
∫ x
a
(x− τ)m−α−1 f (τ , t)dτ ,
xDb
α f (x, t) = (−1)
m
Γ(m−α)
dm
dxm
∫ b
x
(τ − x)m−α−1 f (τ , t)dτ .
Definition 6. The left-sided Caputo fractional derivative of order α of function
f (x) is defined as
a
D
C
x
α f (x) = 1
Γ(m−α)
∫ x
a
(x− τ)m−α−1 f (m)(τ)dτ , x > a,
where m = ⌈α⌉.
Definition 7. The right-sided Caputo fractional derivative of order α of function
f (x) is defined as
x
D
C
b
α f (x) = (−1)
m
Γ(m−α)
∫ b
x
(τ − x)m−α−1 f (m)(τ)dτ , x < b,
where m = ⌈α⌉.
The definitions above hold for functions f with special properties depending
on the situations. It is clear that
aDx
α f (x) = Dm [aIx m−α f (x)] ,
xDb
α f (x) = (−1)mDm [xIbm−α f (x)] ,
a
D
C
x
α f (x) = aIxm−α
[
f (m)(x)
]
,
x
D
C
b
α f (x) = (−1)mxIbm−α
[
f (m)(x)
]
.
Theorem 1. For β >−1 and x > a we have
aIx
α(x−a)β = Γ(β +1)
Γ(α +β +1)(x−a)
α+β .
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Proof.
aIx
α(x−a)β = 1
Γ(α)
∫ x
a
(x− τ)α−1(τ −a)β dτ
=
1
Γ(α)
∫ x−a
0
uα−1(x−u−a)β du,
where u = x− τ . Now with the change of variable z = u
x−a , we get
aIx
α(x−a)β = (x−a)
α+β
Γ(α)
∫ 1
0
zα−1(1− z)β dz
=
(x−a)α+β
Γ(α)
B(α ,β +1)
=
Γ(β +1)
Γ(α +β +1)(x−a)
α+β .
Theorem 2. For β > α −1 and x > a we have
aDx
α(x−a)β = Γ(β +1)
Γ(β −α +1)(x−a)
β−α .
Proof.
aDx
α(x−a)β = Dm
[
aIx
m−α(x−a)β
]
=
Γ(β +1)
Γ(m−α +β +1)D
m
[
(x−a)m−α+β
]
=
Γ(β +1)
Γ(β −α +1)(x−a)
β−α .
Theorem 3. For β > α −1 and x > a we have
a
D
C
x
α
(x−a)β = Γ(β +1)
Γ(β −α +1)(x−a)
β−α .
Proof.
a
D
C
x
α
(x−a)β = aIxm−α
(
(x−a)β
)(m)
=
Γ(β +1)
Γ(β −m+1)aIx
m−α(x−a)β−m
=
Γ(β +1)
Γ(β −α +1)(x−a)
β−α .
5Theorem 4. The following relations between the Riemann-Liouville and the Ca-
puto fractional derivatives hold [8]:
a
D
C
x
α f (x) = aDxα f (x)−
m−1
∑
k=0
f (k)(a)
Γ(k+1−α)(x−a)
k−α ,
x
D
C
b
α f (x) = xDbα f (x)−
m−1
∑
k=0
(−1)k f (k)(b)
Γ(k+1−α) (b− x)
k−α .
We now list some known properties of some special functions,
Γ(2x) =
22x−1
pi
Γ(x)Γ(x+
1
2
), for all 2x 6= 0,−1,−2, · · · (2.1)
b(α ,β ;x) = x
α
α
F21(α ,1−β ;α +1;x), (2.2)
F21(a,b;c;x) = (1− x)c−a−bF21(c−a,c−b;c;x), (2.3)
d
dx (x
ν Kν(x)) =−xνKν−1(x),
(x)2n = 22n
(x
2
)
n
(
1+ x
2
)
n
,
Dmxλ =
Γ(λ +1)
Γ(λ −m+1)x
λ−m, m ∈ N,
where Γ(x), b(α ,β ;x), Fpq(a1, . . . ,ap;b1, . . . ,bq;x), Kν(x), and (x)n denote the
Gamma function, lower incomplete Beta function, Hypergeometric series, mod-
ified Bessel function of the second kind, and Pochhammer symbol, respectively.
3 Fractional derivatives of RBFs in one dimension
Since RBFs are usually evaluated on Euclidean distances, we have to evaluate
D
α φ(r) = Dα φ(|x− y|), for all x,y ∈ R,
where Dα can be one of the notations used for fractional integrals and derivatives
in section 2 and φ(r) is one of the RBFs listed in Table 1, [25]. The following
theorems show that finding the fractional integrals and derivatives of φ(x) can lead
to those of RBFs in one dimension.
Theorem 5. For all x,y ∈R and x > a we have
aIx
αφ(|x− y|) = ξ α (ξ (a−y)Ixα φ)(|x− y|),
where ξ = sign(x− y).
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Proof. We get
aIx
α φ(x− y) = 1
Γ(α)
∫ x
a
(x− τ)α−1φ(τ − y)dτ
=
1
Γ(α)
∫ x−y
a−y
(x− y−u)α−1φ(u)du,
where u = τ − y. Then
aIx
αφ(x− y) = ((a−y)Ixα φ)(x− y). (3.4)
Moreover,
aIx
α φ(y− x) = 1
Γ(α)
∫ x
a
(x− τ)α−1φ(y− τ)dτ
=
(−1)α
Γ(α)
∫ y−x
y−a
(y− x−u)α−1φ(u)du,
where u = y− τ . Then
aIx
αφ(y− x) = (−1)α ((y−a)Ixα φ)(y− x). (3.5)
Then (3.4) and (3.5) give the result.
Remark 1. Similarly, one can show that for all x,y ∈ R and x < b
xIb
αφ(|x− y|) = (−ξ )α (ξ (b−y)Ixα φ)(|x− y|),
where ξ = sign(x− y).
Theorem 6. For all x,y ∈ R and x > a we have
aDx
α φ(|x− y|) = ξ−α (ξ (a−y)Dxα φ)(|x− y|),
where ξ = sign(x− y).
Proof. We get
aDxαφ(x− y) = Dm[aIxm−αφ(x− y)]
= Dm[
(
(a−y)Ixm−αφ
)
(x− y)]
=
(
(a−y)Dxα φ
)
(x− y).
(3.6)
Moreover,
aDxα φ(y− x) = Dm[aIxm−αφ(y− x)]
= Dm[(−1)m−α ((y−a)Ixm−αφ)(y− x)]
= (−1)2m−αDm[((y−a)Ixm−αφ) (y− x)]
= (−1)−α ((y−a)Dxαφ) (y− x).
(3.7)
Then (3.6) and (3.7) give the result.
7Remark 2. Similarly, one can show that for all x,y ∈ R and x < b
xDb
αφ(|x− y|) = (−ξ )−α (ξ (b−y)Dxα φ)(|x− y|),
where ξ = sign(x− y).
Theorem 7. For all x,y ∈R and x > a we have
a
D
C
x
αφ(|x− y|) = ξ−α
(
ξ (a−y)D
C α
x
φ
)
(|x− y|),
where ξ = sign(x− y).
Proof. We get
a
DC
x
αφ(x− y) = aIxm−α [(φ(x− y))(m)]
= aIxm−α [φ (m)(x− y)]
= ((a−y)Ixm−αφ (m))(x− y)
= (
(a−y)D
C
x
αφ)(x− y).
(3.8)
Moreover,
a
DC
x
α φ(y− x) = aIxm−α [(φ(y− x))(m)]
= (−1)maIxm−α [φ (m)(y− x)]
= (−1)2m−α((y−a)Ixm−αφ (m))(y− x)
= (−1)−α(
(y−a)D
C
x
α φ)(y− x).
(3.9)
Then (3.8) and (3.9) give the result.
Remark 3. Similarly, one can show that for all x,y ∈ R and x < b
x
D
C
b
α φ(|x− y|) = (−ξ )−α
(
ξ (b−y)D
C α
x
φ
)
(|x− y|),
where ξ = sign(x− y).
In the sequel, we evaluate the Riemann-Liouville fractional integral and deriva-
tive, and also the Caputo fractional derivative of φ(x) corresponding to the five
kinds of RBFs listed in Table 1.
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3.1 Powers
For φ(x) = xβ the following results hold.
Theorem 8. For x > 0 we have
0Ix
α xβ = Γ(β +1)
Γ(α +β +1)x
α+β , β >−1
0Dx
α xβ = Γ(β +1)
Γ(β −α +1)x
β−α , β > α −1
0D
C
x
α
xβ = Γ(β +1)
Γ(β −α +1)x
β−α , β > α −1.
Proof. Theorems 1, 2 and 3 for a = 0 give directly the results.
Theorem 9. For a 6= 0, n ∈ N and x > a we have
aIx
α xn = n!(x−a)α
n
∑
k=0
an−k(x−a)k
(n− k)!Γ(α + k+1) ,
aDx
α xn = n!(x−a)−α
n
∑
k=0
an−k(x−a)k
(n− k)!Γ(k−α +1) ,
a
D
C
x
α
xn = n!a−m(x−a)m−α
n−m
∑
k=0
an−k(x−a)k
(n−m− k)!Γ(m−α+ k+1) .
Proof. The Taylor expansion of xn about the point x = a gives
xn =
n
∑
k=0
n!an−k
(n− k)!k! (x−a)
k.
Now, according to the linearity of the Riemann-Liouville fractional integral and
derivative, we have
aIx
α xn =
n
∑
k=0
n!an−k
(n− k)!k! aIx
α(x−a)k
=
n
∑
k=0
n!an−k
(n− k)!k!
Γ(k+1)
Γ(α + k+1)(x−a)
α+k
= n!(x−a)α
n
∑
k=0
an−k(x−a)k
(n− k)!Γ(α + k+1) .
3.2 Gaussian 9
aDx
α xn =
n
∑
k=0
n!an−k
(n− k)!k! aDx
α(x−a)k
=
n
∑
k=0
n!an−k
(n− k)!k!
Γ(k+1)
Γ(k−α +1)(x−a)
k−α
= n!(x−a)−α
n
∑
k=0
an−k(x−a)k
(n− k)!Γ(k−α +1) .
a
D
C
x
α
xn = aIx
m−α(xn)(m) =
n!
(n−m)!aIx
m−αxn−m
= n!a−m(x−a)m−α
n−m
∑
k=0
an−k(x−a)k
(n− k)!Γ(m−α + k+1) .
Remark 4. Similarly, one can show that for x < b and n ∈ N
xIb
αxn = n!(b− x)α
n
∑
k=0
bn−k(x−b)k
(n− k)!Γ(α + k+1) ,
xDb
αxn = n!(b− x)−α
n
∑
k=0
bn−k(x−b)k
(n− k)!Γ(k−α +1) ,
x
D
C
b
α
xn = (−1)mn!b−m(b− x)m−α
n−m
∑
k=0
bn−k(x−b)k
(n−m− k)!Γ(m−α + k+1) .
3.2 Gaussian
For φ(x) = exp(−x2/2) the following results hold.
Theorem 10. For x > 0 we have
0Ix
α e−
x2
2 =
xα
Γ(1+α)
F22
(
1
2
,1; 1+α
2
,
2+α
2
;−x
2
2
)
,
0Dx
α e−
x2
2 =
x−α
Γ(1−α)F22
(
1
2
,1;
1−α
2
,
2−α
2
;−x
2
2
)
,
0D
C
x
α
e−
x2
2 =
x−α
Γ(1−α)F22
(
1
2
,1; 1−α
2
,
2−α
2
;−x
2
2
)
.
Proof. The Taylor expansion about the point x = 0 gives
e−
x2
2 =
∞
∑
n=0
(−1)n
2nn! x
2n.
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Therefore
0Ix
αe−
x2
2 =
∞
∑
n=0
(−1)n
2nn! 0
I
x
αx2n =
∞
∑
n=0
(−1)n
2nn!
Γ(2n+1)
Γ(2n+α +1)
x2n+α
=
xα
Γ(1+α)
∞
∑
n=0
(1)2n
(1+α)2nn!
(
−x
2
2
)n
=
xα
Γ(1+α)
∞
∑
n=0
(12)n(1)n
(1+α2 )n(
2+α
2 )nn!
(
−x
2
2
)n
=
xα
Γ(1+α)
F22
(
1
2
,1; 1+α
2
,
2+α
2
;−x
2
2
)
.
0Dx
αe−
x2
2 =
∞
∑
n=0
(−1)n
2nn! 0Dx
α x2n =
∞
∑
n=0
(−1)n
2nn!
Γ(2n+1)
Γ(2n−α +1)x
2n−α
=
x−α
Γ(1−α)
∞
∑
n=0
(1)2n
(1−α)2nn!
(
−x
2
2
)n
=
x−α
Γ(1−α)
∞
∑
n=0
(12)n(1)n
(1−α2 )n(
2−α
2 )nn!
(
−x
2
2
)n
=
x−α
Γ(1−α)F22
(
1
2
,1; 1−α
2
,
2−α
2
;−x
2
2
)
.
0D
C
x
α
e−
x2
2 =
∞
∑
n=0
(−1)n
2nn! 0D
C
x
α
x2n
=
x−α
Γ(1−α)F22
(
1
2
,1; 1−α
2
,
2−α
2
;−x
2
2
)
.
3.2 Gaussian 11
Theorem 11. For a 6= 0 and x > a we have
aIxαe−
x2
2
= (x−a)α
∞
∑
n=0
(−1)n(2n)!
2nn!
(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(α + k+1)
)
,
aDxα e−
x2
2
= (x−a)−α
∞
∑
n=0
(−1)n(2n)!
2nn!
(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(k−α +1)
)
,
am(x−a)α−m
a
DC
x
α
e−
x2
2
=
∞
∑
n=0
(−1)n(2n)!
2nn!
(
2n−m
∑
k=0
a2n−k(x−a)k
(2n−m− k)!Γ(m−α + k+1)
)
.
Proof.
aIx
αe−
x2
2 =
∞
∑
n=0
(−1)n
2nn! aIx
α x2n
=
∞
∑
n=0
(−1)n
2nn!
(2n)!(x−a)α
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(α + k+1)
= (x−a)α
∞
∑
n=0
(−1)n(2n)!
2nn!
(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(α + k+1)
)
.
aDx
αe−
x2
2 =
∞
∑
n=0
(−1)n
2nn! aDx
αx2n
=
∞
∑
n=0
(−1)n
2nn! (2n)!(x−a)
−α 2n∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(k−α +1)
= (x−a)−α
∞
∑
n=0
(−1)n(2n)!
2nn!
(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(k−α +1)
)
.
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a
D
C
x
α
e−
x2
2 =
∞
∑
n=0
(−1)n
2nn! aD
C
x
α
x2n
=
∞
∑
n=0
(−1)n
2nn! (2n)!a
−m(x−a)m−α
(
2n−m
∑
k=0
a2n−k(x−a)k
(2n−m− k)!Γ(m−α + k+1)
)
= a−m(x−a)m−α
∞
∑
n=0
(−1)n(2n)!
2nn!(
2n−m
∑
k=0
a2n−k(x−a)k
(2n−m− k)!Γ(m−α + k+1)
)
.
Remark 5. Similarly, one can show that for x < b
xIb
αe−
x2
2 = (b− x)α
∞
∑
n=0
(−1)n(2n)!
2nn!
(
2n
∑
k=0
b2n−k(x−b)k
(2n− k)!Γ(α + k+1)
)
,
xDb
αe−
x2
2 = (b− x)−α
∞
∑
n=0
(−1)n(2n)!
2nn!
(
2n
∑
k=0
b2n−k(x−b)k
(2n− k)!Γ(k−α +1)
)
,
x
D
C
b
α
e−
x2
2 = (−1)mb−m(b− x)m−α
∞
∑
n=0
(−1)n(2n)!
2nn!(
2n−m
∑
k=0
b2n−k(x−b)k
(2n−m− k)!Γ(m−α + k+1)
)
.
3.3 Multiquadric
For φ(x) = (1+ x2/2)β/2, β ∈ R the following results hold.
Theorem 12. For x > 0 we have
0Ix
α
(
1+ x
2
2
) β
2
=
xα
Γ(1+α)
F32
(
1
2
,1,−β
2
;
1+α
2
,
2+α
2
;−x
2
2
)
,
0Dx
α
(
1+ x
2
2
) β
2
=
x−α
Γ(1−α)F22
(
1
2
,1,−β
2
;
1−α
2
,
2−α
2
;−x
2
2
)
,
0D
C
x
α
(
1+
x2
2
) β
2
=
x−α
Γ(1−α)F22
(
1
2
,1,−β
2
;
1−α
2
,
2−α
2
;−x
2
2
)
.
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Proof. The Taylor expansion about the point x = 0 gives(
1+ x
2
2
) β
2
=
∞
∑
n=0
(β2 )
(n)
2nn!
x2n.
Therefore
0Ix
α
(
1+ x
2
2
) β
2
=
∞
∑
n=0
(β2 )
(n)
2nn! 0
I
x
αx2n
=
∞
∑
n=0
(−1)n
(
−β2
)
n
2nn!
Γ(2n+1)
Γ(2n+α +1)
x2n+α
=
xα
Γ(1+α)
∞
∑
n=0
(1)2n
(
−β2
)
n
(1+α)2nn!
(
−x
2
2
)n
=
xα
Γ(1+α)
∞
∑
n=0
(12)n(1)n
(
−β2
)
n
(1+α2 )n(
2+α
2 )nn!
(
−x
2
2
)n
=
xα
Γ(1+α)
F32
(
1
2
,1,−β
2
;
1+α
2
,
2+α
2
;−x
2
2
)
.
0Dx
α
(
1+ x
2
2
) β
2
=
∞
∑
n=0
(−1)n
(
−β2
)
n
2nn! 0
D
x
α x2n
=
∞
∑
n=0
(−1)n
(
−β2
)
n
2nn!
Γ(2n+1)
Γ(2n−α +1)x
2n−α
=
x−α
Γ(1−α)
∞
∑
n=0
(1)2n
(
−β2
)
n
(1−α)2nn!
(
−x
2
2
)n
=
x−α
Γ(1−α)
∞
∑
n=0
(12)n(1)n
(
−β2
)
n
(1−α2 )n(
2−α
2 )nn!
(
−x
2
2
)n
=
x−α
Γ(1−α)F32
(
1
2
,1,−β
2
;
1−α
2
,
2−α
2
;−x
2
2
)
.
0D
C
x
α
(
1+ x
2
2
) β
2
=
∞
∑
n=0
(−1)n
(
−β2
)
n
2nn! 0
D
C
x
α
x2n
=
x−α
Γ(1−α)F32
(
1
2
,1,−β
2
;
1−α
2
,
2−α
2
;−x
2
2
)
.
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Theorem 13. For a 6= 0 and x > a we have
aIx
α
(
1+
x2
2
) β
2
= Γ(1+β/2)(x−a)α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(α + k+1)
)
,
aDx
α
(
1+ x
2
2
) β
2
= Γ(1+β/2)(x−a)−α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(k−α +1)
)
,
a
D
C
x
α
(
1+
x2
2
) β
2
= Γ(1+β/2)a−m(x−a)m−α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n−m
∑
k=0
a2n−k(x−a)k
(2n−m− k)!Γ(m−α + k+1)
)
.
Proof.
aIx
α
(
1+ x
2
2
) β
2
=
∞
∑
n=0
(β2 )
(n)
2nn! aIx
α x2n
=
∞
∑
n=0
Γ(1+β/2)
Γ(β/2−n+1)2nn!(2n)!(x−a)
α
(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(α + k+1)
)
= Γ(1+β/2)(x−a)α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(α + k+1)
)
.
3.3 Multiquadric 15
aDx
α
(
1+
x2
2
) β
2
=
∞
∑
n=0
(β2 )
(n)
2nn! aDx
α x2n
=
∞
∑
n=0
Γ(1+β/2)
Γ(β/2−n+1)2nn! (2n)!(x−a)
−α 2n∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(k−α +1)
= Γ(1+β/2)(x−a)−α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n
∑
k=0
a2n−k(x−a)k
(2n− k)!Γ(k−α +1)
)
.
a
D
C
x
α
(
1+ x
2
2
) β
2
=
∞
∑
n=0
(β2 )
(n)
2nn! a
D
C
x
α
x2n
=
∞
∑
n=0
Γ(1+β/2)
Γ(β/2−n+1)2nn! (2n)!a
−m(x−a)m−α
(
2n−m
∑
k=0
a2n−k(x−a)k
(2n−m+ k)!Γ(m−α + k+1)
)
= Γ(1+β/2)a−m(x−a)m−α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n−m
∑
k=0
a2n−k(x−a)k
(2n−m− k)!Γ(m−α + k+1)
)
.
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Remark 6. Similarly, one can show that for x < b
xIb
α
(
1+ x
2
2
) β
2
= Γ(1+β/2)(b− x)α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n
∑
k=0
b2n−k(x−b)k
(2n− k)!Γ(α + k+1)
)
,
xDb
α
(
1+
x2
2
) β
2
= Γ(1+β/2)(b− x)−α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n
∑
k=0
b2n−k(x−b)k
(2n− k)!Γ(k−α +1)
)
,
x
D
C
b
α
(
1+ x
2
2
) β
2
= (−1)mΓ(1+β/2)b−m(b− x)m−α
∞
∑
n=0
(2n)!
2nn!Γ(β/2−n+1)(
2n−m
∑
k=0
b2n−k(x−b)k
(2n−m− k)!Γ(m−α + k+1)
)
.
3.4 Thin-plate splines
For φ(x) = x2n ln(x), n ∈ N the following results hold.
3.4 Thin-plate splines 17
Theorem 14. For x > 0 we have
0Ix
αx2n ln(x)
=
Γ(2n+1)
Γ(2n+1+α)
xα+2n (ln(x)+Ψ(2n+1)−Ψ(2n+1+α)) ,
0D
C
x
α
x2n ln(x)
=
Γ(2n+1)
Γ(2n+1−α)x
2n−α
(
ln(x)+Ψ(2n−m+1)−Ψ(2n+1−α)
+m!Γ(2n−m+1)
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1)
)
,
0Dx
α x2n ln(x)
=
Γ(2n+1)
Γ(2n+1−α)x
2n−α
(
ln(x)+Ψ(2n−m+1)−Ψ(2n+1−α)
+m!Γ(2n−m+1)
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1)
)
,
where Ψ(x) is the logarithmic derivative of the Gamma function.
Proof.
aIx
α x2n ln(x) = 1
Γ(α)
∫ x
a
(x− τ)α−1τ2n ln(τ)dτ
=
1
2
d
dn
(
1
Γ(α)
∫ x
a
(x− τ)α−1τ2ndτ
)
=
1
2
d
dn
(
aIx
αx2n
)
.
Then it suffices to find the derivative of the Riemann-Liouville fractional integral
of the powers RBF x2n with respect to n. Therefore
0Ix
α x2n ln(x) = 1
2
d
dn
(
Γ(2n+1)
Γ(α +2n+1)
xα+2n
)
,
which in turn gives
0Ix
α x2n ln(x)
=
(
Γ′(2n+1)xα+2n +Γ(2n+1)xα+2n ln(x)
)
Γ(2n+1+α)
(Γ(2n+1+α))2
−Γ
′(2n+1+α)Γ(2n+1)xα+2n
(Γ(2n+1+α))2
.
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Now by substituting
Γ′(2n+1) = Ψ(2n+1)Γ(2n+1),
Γ′(2n+1+α) = Ψ(2n+1+α)Γ(2n+1+α),
we have
0Ixα x2n ln(x)
=
Γ(2n+1)
Γ(2n+1+α)
xα+2n (ln(x)+Ψ(2n+1)−Ψ(2n+1+α)). (3.10)
Since it is well known that for the thin-plate splines and their derivatives at x = 0
the limiting value 0 is considered avoiding the singularity, according to theorem 4
we have
0Dx
α x2n ln(x) = 0D
C
x
α
x2n ln(x).
Now for the Caputo fractional derivative, we have
0 D
C
x
α
x2n ln(x) = 0Ixm−α
(
x2n ln(x)
)(m)
.
But for x 6= 0
(
x2n ln(x)
)(m)
=
m
∑
r=0
(
m
r
)
dm−r
dxm−r x
2n dr
dxr ln(x)
=
Γ(2n+1)
Γ(2n−m+1)x
2n−m ln(x)
+
m
∑
r=1
(
m
r
)
dm−r
dxm−r x
2n dr
dxr ln(x)
=
Γ(2n+1)
Γ(2n−m+1)x
2n−m ln(x)
+
m
∑
r=1
(
m
r
)
Γ(2n+1)x2n−m+r
Γ(2n−m+ r+1)
(−1)r−1(r−1)!
xr
=
Γ(2n+1)
Γ(2n−m+1)x
2n−m ln(x)
+m!Γ(2n+1)x2n−m
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1) .
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Then
0D
C
x
α
x2n ln(x)
=
Γ(2n+1)
Γ(2n−m+1)0Ix
m−αx2n−m ln(x)
+m!Γ(2n+1)
(
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1)
)
0Ix
m−αx2n−m
=
Γ(2n+1)
Γ(2n+1−α)x
2n−α
(
ln(x)+Ψ(2n−m+1)−Ψ(2n+1−α)
+m!Γ(2n−m+1)
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1)
)
.
Theorem 15. For a 6= 0 and x > a we have
aIx
α x2n ln(x)
=
x2n+α(x−a)α
aα Γ(1+α)
(
F21
(
α ,α +2n+1;α +1; a− x
a
)
(ln(x)−Ψ(α +2n+1))
+α
∞
∑
k=0
(α +2n+1)kΨ(α +2n+ k+1)(a− x)k
(α + k)akk!
)
,
a
D
C
x
α
x2n ln(x)
=
Γ(2n+1)x2n−α (x−a)m−α
am−αΓ(1+m−α)
(
F21
(
m−α ,2n−α +1;m−α +1; a− x
a
)
(
ln(x)−Ψ(2n−α +1)
Γ(2n−m+1) +m!
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1)
)
+
(m−α)
Γ(n−m+1)
∞
∑
k=0
(2n−α +1)kΨ(2n−α + k+1)
(m−α + k)akk! (a− x)
k
)
.
Proof. We know that
aIx
α xβ = a
β (x−a)α
Γ(1+α)
F21
(
1,−β ;α +1; a− x
a
)
.
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Then by using (2.3), we get
aIx
α xβ = x
α+β (x−a)α
aα Γ(1+α)
F21
(
α ,α +β +1;α +1; a− x
a
)
. (3.11)
Thus
aIx
α x2n ln(x)
=
1
2
d
dn
(
xα+2n(x−a)α
aα Γ(1+α)
F21
(
α ,α +2n+1;α +1; a− x
a
))
=
xα (x−a)α
2aα Γ(1+α)
d
dn
(
x2nF21
(
α ,α +2n+1;α +1;
a− x
a
))
=
xα (x−a)α
2aα Γ(1+α)
(
2x2n ln(x)F21
(
α ,α +2n+1;α +1; a− x
a
)
+ x2n
d
dn
(
F21
(
α ,α +2n+1;α +1; a− x
a
)))
. (3.12)
Moreover,
d
dn
(
F21
(
α ,α +2n+1;α +1;
a− x
a
))
=
d
dn
(
∞
∑
k=0
(α)k(α +2n+1)k
(α +1)k
(a− x)k
akk!
)
,
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and so
d
dn
(
F21
(
α ,α +2n+1;α +1;
a− x
a
))
=
∞
∑
k=0
(α)k(a− x)k
(α +1)kakk!Γ(α +2n+1)2(
2Γ′(α +2n+ k+1)Γ(α +2n+1)
−2Γ′(α +2n+1)Γ(α +2n+ k+1)) ,
=
∞
∑
k=0
2(α)k(a− x)k
(α +1)kakk!Γ(α +2n+1)
(Γ(α +2n+ k+1)(Ψ(α +2n+ k+1)−Ψ(α +2n+1))) ,
=
∞
∑
k=0
2(α)k(a− x)k
(α +1)kakk!
((α +2n+1)k (Ψ(α +2n+ k+1)−Ψ(α +2n+1))) ,
= 2α
∞
∑
k=0
(α +2n+1)kΨ(α +2n+ k+1)(a− x)k
(α + k)akk!
−2Ψ(α +2n+1)F21
(
α ,α +2n+1;α +1; a− x
a
)
.
Then by substituting the relation above into (3.12) and simplifying the expressions,
we obtain
aIx
α x2n ln(x)
=
x2n+α(x−a)α
aα Γ(1+α)
(
F21
(
α ,α +2n+1;α +1;
a− x
a
)
(ln(x)−Ψ(α +2n+1))
+α
∞
∑
k=0
(α +2n+1)kΨ(α +2n+ k+1)(a− x)k
(α + k)akk!
)
. (3.13)
Now for the Caputo fractional derivative, we have
a
D
C
x
α
x2n ln(x) = aIxm−α
(
x2n ln(x)
)(m)
.
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Then by using (3.13) and (3.11), and after simplifying the expressions, we have
a
D
C
x
α
x2n ln(x)
=
Γ(2n+1)
Γ(2n−m+1)aIx
m−αx2n−m ln(x)
+m!Γ(2n+1)
(
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1)
)
aIx
m−αx2n−m
=
Γ(2n+1)x2n−α (x−a)m−α
am−αΓ(m−α +1)
(
F21
(
m−α ,2n−α +1;m−α +1; a− x
a
)
(
ln(x)−Ψ(2n−α +1)
Γ(2n−m+1) +m!
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1)
)
+
(m−α)
Γ(2n−m+1)
∞
∑
k=0
(2n−α +1)kΨ(2n−α + k+1)
(m−α + k)akk! (a− x)
k
)
.
Remark 7. Similarly, one can show that for x < b
xIb
αx2n ln(x)
=
x2n+α(b− x)α
bα Γ(1+α)
(
F21
(
α ,α +2n+1;α +1;
b− x
b
)
(ln(x)−Ψ(α +2n+1))
+α
∞
∑
k=0
(α +2n+1)kΨ(α +2n+ k+1)(b− x)k
(α + k)bkk!
)
,
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x
D
C
b
α
x2n ln(x)
=
(−1)mΓ(2n+1)x2n−α (b− x)m−α
bm−αΓ(m−α +1)
(
F21
(
m−α ,2n−α +1;m−α +1; b− xb
)
(
ln(x)−Ψ(2n−α +1)
Γ(2n−m+1) +m!
m
∑
r=1
(−1)r−1
r(m− r)!Γ(2n−m+ r+1)
)
+
(m−α)
Γ(2n−m+1)
∞
∑
k=0
(2n−α +1)kΨ(2n−α + k+1)
(m−α + k)akk! (b− x)
k
)
.
3.5 Matern
For φ(x) = xν Kν(x) with non-integer ν > 0, the following results hold.
Theorem 16. For x > a we have
aIx
αxν Kν(x)
=
pi
2sin piν
(
2ν xα
Γ(1−ν)Γ(1+α)F23
(
1
2
,1;1−ν , α +1
2
,
α +2
2
;
x2
4
)
− 2
νΓ(ν + 12)√
piΓ(α +2ν +1)
xα+2νF12
(
ν +
1
2
;
α +2ν +1
2
;
α
2
+ν +1; x
2
4
)
− a2
ν xα−1
Γ(α)
∞
∑
k=0
a2kF21
(
2k+1,1−α ;2k+2; a
x
)
(2k+1)Γ(−ν + k+1)4kk!
+
a2ν+1
2νΓ(α)
xα−1
∞
∑
k=0
(
a2k
4kk!(2ν + k+1)Γ(ν + k+1)
F21(2ν +2k+1,1−α ;2ν +2k+2; x
2
4
)
))
.
Proof. We know that
aIx
α xν Kν(x) =
pi
2sin(piν)
(aIx
αxν J−ν(x)− aIxα xν Jν(x)) ,
where
Jν(x) =
( x
2
)ν ∞∑
k=0
(
x2
4
)k
k!Γ(ν + k+1) .
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Now
aIx
αxν Jν(x)
=
1
Γ(α)
∫ x
a
(x− τ)α−1τνJν(τ)dτ
=
1
Γ(α)
∫ x
a
(x− τ)α−1τν
(τ
2
)ν ∞∑
k=0
(
τ2
4
)k
k!Γ(ν + k+1)dτ
=
∞
∑
k=0
1
Γ(α)2ν 4kk!Γ(ν + k+1)
∫ x
a
(x− τ)α−1τ2ν+2kdτ .
By the change of variable u = τ
x
, we have
∫ x
a
(x− τ)α−1τ2ν+2kdτ
= xα+2ν+2k
∫ 1
a
x
(1−u)α−1u2ν+2kdu
= xα+2ν+2k
(
Γ(2ν +2k+1)Γ(α)
Γ(α +2ν +2k+1) −b
(
2ν +2k+1,α ; a
x
))
.
Therefore
aIx
α xν Jν(x)
=
∞
∑
k=0
xα+2ν+2k
2ν 4kk!Γ(α)Γ(ν + k+1)(
Γ(2ν +2k+1)Γ(α)
Γ(α +2ν +2k+1) −b
(
2ν +2k+1,α ; a
x
))
=
∞
∑
k=0
Γ(2ν +2k)xα+2ν+2k
2ν−14kk!Γ(ν + k)Γ(α +2ν +2k+1)
−
∞
∑
k=0
b(2ν +2k+1,α ; a
x
)xα+2ν+2k
2ν 4kk!Γ(α)Γ(ν + k+1) .
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Now by using (2.1) and (2.2) we get
aIx
α xν Jν(x)
=
∞
∑
k=0
2νΓ(ν + k+ 12)x
α+2ν+2k
√
piΓ(α +2ν +2k+1)k!
− a
2ν+1xα−1
2νΓ(α)
∞
∑
k=0
a2kF21(2ν +2k+1,1−α ;2ν +2k+2; ax )
4kk!(2ν +2k+1)Γ(ν + k+1)
=
xα+2ν2ν√
pi
∞
∑
k=0
Γ(ν + k+ 12)x
2k
Γ(α +2ν +2k+1)k!
− a
2ν+1xα−1
2νΓ(α)
∞
∑
k=0
a2kF21(2ν +2k+1,1−α ;2ν +2k+2; ax )
4kk!(2ν +2k+1)Γ(ν + k+1)
=
xα+2ν2ν Γ(ν + 12)√
piΓ(α +2ν +1)
∞
∑
k=0
(ν + 12)kx
2k
(α +2ν +1)2kk!
− a
2ν+1xα−1
2νΓ(α)
∞
∑
k=0
a2kF21(2ν +2k+1,1−α ;2ν +2k+2; ax )
4kk!(2ν +2k+1)Γ(ν + k+1)
=
xα+2ν2ν Γ(ν + 12)√
piΓ(α +2ν +1)
∞
∑
k=0
(ν + 12 )kx
2k
(α2 +ν +
1
2)k(
α
2 +ν +1)k4kk!
− a
2ν+1xα−1
2νΓ(α)
∞
∑
k=0
a2kF21(2ν +2k+1,1−α ;2ν +2k+2; ax )
4kk!(2ν +2k+1)Γ(ν + k+1)
=
2νΓ(ν + 12 )√
piΓ(α +2ν +1)
xα+2νF12
(
ν +
1
2
;
α
2
+ν +
1
2
,
α
2
+ν +1;
x2
4
)
− a
2ν+1xα−1
2νΓ(α)
∞
∑
k=0
a2kF21(2ν +2k+1,1−α ;2ν +2k+2; ax )
4kk!(2ν +2k+1)Γ(ν + k+1) .
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Moreover,
aIx
α xν J−ν(x)
=
1
Γ(α)
∫ x
a
(x− τ)α−1τνJ−ν(τ)dτ
=
1
Γ(α)
∫ x
a
(x− τ)α−1τν
(τ
2
)−ν ∞∑
k=0
(
τ2
4
)k
k!Γ(−ν + k+1)dτ
=
∞
∑
k=0
2ν
Γ(α)4kk!Γ(−ν + k+1)
∫ x
a
(x− τ)α−1τ2kdτ
=
∞
∑
k=0
2ν xα+2k
Γ(α)4kk!Γ(−ν + k+1)
(
Γ(2k+1)Γ(α)
Γ(α +2k+1) −b(2k+1,α ;
a
x
)
)
= 2ν xα
∞
∑
k=0
Γ(2k+1)x2k
4kk!Γ(−ν + k+1)Γ(α +2k+1)
−
∞
∑
k=0
2ν xα+2kb(2k+1,α ; a
x
)
4kk!Γ(α)Γ(−ν + k+1)
=
2ν xα
Γ(1−ν)Γ(1+α)
∞
∑
k=0
(1)2kx2k
(1−ν)k(1+α)2k4kk!
−2
νxα−1a
Γ(α)
∞
∑
k=0
a2kF21(2k+1,1−α ;2k+2; ax )
4k(2k+1)Γ(−ν + k+1)k!
=
2ν xα
Γ(1−ν)Γ(1+α)
∞
∑
k=0
(12 )k(1)kx
2k
(1−ν)k(1+α2 )k(2+α2 )k4kk!
−2
νxα−1a
Γ(α)
∞
∑
k=0
a2kF21(2k+1,1−α ;2k+2; ax )
4k(2k+1)Γ(−ν + k+1)k!
=
2ν xα
Γ(1−ν)Γ(1+α)F23
(
1
2
,1;1−ν , 1+α
2
,
2+α
2
;
x2
4
)
−2
νxα−1a
Γ(α)
∞
∑
k=0
a2kF21(2k+1,1−α ;2k+2; ax )
4k(2k+1)Γ(−ν + k+1)k! .
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Thus
aIx
αxν Kν(x)
=
pi
2sin piν
(
2ν xα
Γ(1−ν)Γ(1+α)F23
(
1
2
,1;1−ν , α +1
2
,
α +2
2
;
x2
4
)
− 2
νΓ(ν + 12)√
piΓ(α +2ν +1)
xα+2νF12
(
ν +
1
2
;
α +2ν +1
2
;
α
2
+ν +1; x
2
4
)
− 2
νxα−1a
Γ(α)
∞
∑
k=0
a2kF21(2k+1,1−α ;2k+2; ax )
(2k+1)Γ(−ν + k+1)4kk!
+
a2ν+1
2νΓ(α)
xα−1
∞
∑
k=0
(
a2k
4kk!(2ν + k+1)Γ(ν + k+1)
F21
(
2ν +2k+1,1−α ;2ν +2k+2; x
2
4
)))
.
Theorem 17. For x > a we have
a
D
C
x
α
xν Kν(x) = (−1)maIxm−αxν−mKν−m(x).
Proof. By definition, we have
a
D
C
x
α
xν Kν(x) = aIx
m−α(xν Kν(x))(m) = (−1)maIxm−αxν−mKν−m(x).
Remark 8. For the special case a = 0 and x > 0 we have
0Ix
αxν Kν(x)
=
pi
2sin piν
(
2ν xα
Γ(1−ν)Γ(1+α)F23
(
1
2
,1;1−ν , α +1
2
,
α +2
2
;
x2
4
)
− 2
ν Γ(ν + 12)√
piΓ(α +2ν +1)
xα+2ν F12
(
ν +
1
2
;
α +2ν +1
2
;
α
2
+ν +1;
x2
4
))
.
0D
C
x
α
xν Kν(x) = (−1)m0Ixm−αxν−mKν−m(x).
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Remark 9. Similarly, one can show that for x < b
xIb
α xν Kν(x)
=
(−1)α pi
2sin piν
(
2νxα
Γ(1−ν)Γ(1+α)F23(
1
2
,1;1−ν , α +1
2
,
α +2
2
;
x2
4
)
− 2
νΓ(ν + 12 )√
piΓ(α +2ν +1)
xα+2νF12(ν +
1
2
;
α +2ν +1
2
;
α
2
+ν +1;
x2
4
)
− 2
ν xα−1b
Γ(α)
∞
∑
k=0
b2kF21(2k+1,1−α ;2k+2; bx )
(2k+1)Γ(−ν + k+1)4kk!
+
b2ν+1
2ν Γ(α)
xα−1
∞
∑
k=0
(
b2k
4kk!(2ν + k+1)Γ(ν + k+1)
F21
(
2ν +2k+1,1−α ;2ν +2k+2; x
2
4
)))
,
x
D
C
b
α
xν Kν(x) = (−1)−α a D
C
x
α
xν Kν(x).
4 Application
In this section we apply the results of the previous section to solve two fractional
differential equations. The first one is a fractional ODE which is solved by the
RBF collocation method and the second one is a fractional PDE which is solved by
the method of lines based on the spatial trial spaces spanned by the Lagrange basis
associated to the RBFs. In both cases, we work with scaled RBFs, i.e.
φ
( |x− y|
c
)
,
where the RBF scale c controls their flatness. The infinite sums appearing in the
previous formulas are truncated once the terms are smaller in magnitude than ma-
chine precision.
4.1 Test problem 1
Consider the following fractional ODE [22]:
0Dt
3/2u(t)+u(t) = f (t), t ∈ (0,T ],
u(0) = u′(0) = 0.
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Let ti, 1 ≤ i ≤ n be the equidistant discretization points in the interval [0,T ] such
that t1 = 0 and tn = T . Then the approximate solution can be written as
u(t) =
n
∑
j=0
λ jφ(|t − t j|),
where t j’s are known as centers. The unknown parameters λ j are to be determined
by the collocation method. Therefore, we get the following equations for the ODE
n
∑
j=0
λ j 0Dt3/2φ(|ti − t j|)+
n
∑
j=0
λ jφ(|ti − t j|) = f (ti) (4.14)
for i = 2, . . .n−1,and the following equations for the initial conditions
n
∑
j=0
λ j φ(|t1 − t j|) = 0, (4.15)
n
∑
j=0
λ j φ ′(|t1 − t j|) = 0. (4.16)
Then (4.14)-(4.16) lead to the following system of equations:

 0Dt3/2φ +φφ1
φ ′1

 [λ ] =

 F0
0

 .
The necessary matrices and vectors are
φ = (φ(|ti − t j|))2≤i≤n−1,1≤ j≤n ,
0Dt
3/2φ =
(
0Dt
3/2φ(|ti − t j|)
)
2≤i≤n−1,1≤ j≤n
,
φ 1 = (φ(|t1 − t j|))1≤ j≤n ,
φ ′1 =
(φ ′(|t1 − t j|))1≤ j≤n ,
λ = (λ j,1 ≤ j ≤ n)T ,
F = ( f (ti),2 ≤ i ≤ n−1)T .
Now, we take 501 points in the interval 0 ≤ t ≤ 50 and work with the powers RBF
φ(x) = x3 with c = 10−4. The numerical solutions are plotted with different right-
hand side functions f (t) = 1, f (t) = te−t , and f (t) = e−t sin(0.2t) in Figures 1, 2,
and 3, respectively. The results are in agreement with the results of [22].
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4.2 Test problem 2
Consider the following Riesz fractional differential equation [28]:
∂u(x,t)
∂ t =−Kα ∂
α
∂ |x|α u(x, t), x ∈ [0,pi], t ∈ (0,T ],
u(x,0) = u0(x),
u(0, t) = u(pi, t) = 0,
(4.17)
where u is, for example, a solute concentration and Kα represents the dispersion
coefficient. Let xi, 1 ≤ i ≤ n be the equidistant discretization points in the in-
terval [0,pi] such that x1 = 0 and xn = pi . Now, we construct the Lagrange basis
L1(x), . . . ,Ln(x) of the span of the functions φ(|x− x j|), 1 ≤ j ≤ n via solving the
system
L(x) = φ(x)A−1,
where
L(x) = (L j(x))1≤ j≤n,
φ(x) = (φ(|x− x j|)1≤ j≤n,
A = (φ(|xi − x j|))1≤i≤n,1≤ j≤n .
If L is a differential operator, and if the RBF φ is sufficiently smooth to to allow
application of L , the required derivatives L L j of the Lagrange basis L j come via
solving
(L L)(x) = (L φ)(x)A−1.
Due to the standard Lagrange conditions, the zero boundary conditions at x0 = 0
and x = pi are satisfied if we use the span of the functions L2, . . . ,Ln−1 as our trial
space. Then the approximate solution can be written as
u(x, t) =
n−1
∑
j=2
β j(t)L j(x),
with the unknown vector
β (t) = (β j(t),2 ≤ j ≤ n−1).
We now write the PDE at a point xi, 2 ≤ i ≤ n−1 as follows:
n−1
∑
j=2
β ′j(t)L j(xi) =−Kα
n−1
∑
j=2
β j(t) ∂
α
∂ |x|α L j(xi).
The initial conditions also provide
β j(0) = u0(x j), 2 ≤ j ≤ n−1.
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Thus we get the following system of ODEs
β ′(t) =−Kα
( ∂ α
∂ |x|α L∗β (t)
)
,
with the initial conditions
β (0) =U0,
where
∂ α
∂ |x|α L =
( ∂ α
∂ |x|α L j(xi)
)
2≤i≤n−1,2≤ j≤n−1
,
U0 = (u0(xi),2 ≤ i ≤ n−1)T .
Now, consider problem (4.17) with the parameters α = 1.8, Kα = 0.25, T = 0.4,
and u0(x) = x2(pi − x). The numerical solution is plotted by using the Gaussian
RBF with c = 1, and taking 101 discretization points, in Figure 4. In the second
experiment, we use parameters α = 1.5, Kα =−0.25, T = 0.5, and u0(x) = sin(4x).
The numerical solution is plotted by using the Gaussian RBF with c= 1, and taking
101 discretization points, in Figure 5. The results are in agreement with the results
of [28]. It should be noted that using the multiquadric RBF with β = 1 and c = 1
also gives the same results.
5 Conclusion
The Riemann-Liouville fractional integral and derivative and also the Caputo frac-
tional derivative of the five kinds of RBFs including the powers, Gaussian, mul-
tiquadric, Matern and thin-plate splines, in one dimension, are obtained. These
formulas allow to use new fractional variations of numerical methods based on
RBFs. Two examples of such techniques are given. The first one is a fractional
ODE which is solved by the RBF collocation method and the second one is a frac-
tional PDE which is solved by the method of lines based on the spatial trial spaces
spanned by the Lagrange basis associated to RBFs.
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Table 1: Definition of some types of RBFs, where β , ν, and n are RBF parameters.
Name Definition
Gaussian exp(−r2/2)
Multiquadric (1+ r2/2)β/2
Powers rβ
Matern/Sobolev Kν (r)rν
Thin-plate splines r2n ln(r)
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u
Figure 1: Solution of the test problem 1 for f (t) = 1.
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Figure 2: Solution of the test problem 1 for f (t) = te−t .
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Figure 3: Solution of the test problem 1 for f (t) = e−t sin(0.2t).
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Figure 4: Solution of the test problem 2 with α = 1.8, Kα = 0.25, and T = 0.4.
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Figure 5: Solution of the test problem 2 with α = 1.5, Kα =−0.25, and T = 0.5.
