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Resum 
 
Actualment el tràfic de vídeo per Internet és el més significatiu. Està previst 
que aquesta tendència vagi en augment en el futur de manera molt 
representativa, en part motivat per l’aparició de formats d’alta definició o 
superiors. En qualsevol xarxa aquesta informació es transporta com els líquids 
en una xarxa de canonades o com els cotxes per una autopista. Aquests 
fluxos de dades comparteixen els recursos, però la informació en si és 
independent. Els dispositius intermediaris de la xarxa es limiten a reenviar 
aquesta informació que reben d’entrada. 
 
En aquest sentit, Network Coding apareix com una alternativa a l’enrutament 
clàssic que permet realitzar multicast de manera més eficient. Aquesta tècnica 
de distribució proposa que els nodes intermitjos processin les dades rebudes a 
més de reenviar-les.  
 
L’objectiu del treball és realitzar una aplicació de streaming de dades utilitzant 
Network Coding. Primer s’introdueix la idea de Network Coding tot analitzant 
les característiques, els avantatges i inconvenients respecte a mètodes 
tradicionals i descrivint-ne el funcionament bàsic. Per entendre millor la 
tècnica, en el treball s’hi presenta un exemple sobre el tractament dels 
missatges tant a nivell de codificació com de descodificació. 
 
Un cop introduït el mecanisme, s’explica el disseny de l’aplicació. Es descriu 
l’escenari que s’ha configurat i es detallen tots els components que hi 
intervenen. Seguidament s’explica la implementació de l’aplicació, avaluant els 
resultats obtinguts segons els paràmetres de configuració definits en 
l’aplicació. Per últim, es treuen les conclusions oportunes segons els resultats 
obtinguts i es defineixen les línies a seguir de cara a futures millores. 
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Overview 
 
 
Currently, the Internet video traffic is the most significant. It is expected that 
this trend will go on increasing in the future, in part motivated by the 
emergence of high definition formats. In any network topology this information 
is transported as liquids in a pipe network or cars on a highway. These data 
streams share the resources, but the information itself is independent. The 
intermediate network devices are limited to forward this information that receive 
on the input. 
 
In this way, Network Coding appears as an alternative to the classical routing 
that allows multicast more efficiently. This distribution technique proposes 
intermediate nodes processes the data received. 
 
The goal is to make an application for streaming data using Network Coding. 
First, we introduce the idea of Network Coding by analyzing the characteristics, 
advantages and disadvantages comparing traditional methods and describing 
its basic operation. To better understand the technique, the work presents an 
example of the processing of messages in both encoding and decoding. 
 
Once introduced the mechanism, we explain the design of the application. We 
describe the scenario that has been configured and listed all the components 
involved. Then we explain the implementation of the application, evaluating the 
results according to the settings defined in the application. Finally, draw the 
appropriate conclusions based on results and guidelines are defined for future 
improvements. 
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CAPÍTOL 1. INTRODUCCIÓ 
 
Actualment el tràfic de vídeo per Internet és el més significatiu. Està previst que 
aquesta tendència vagi en augment en el futur de manera molt representativa, 
en part motivat per l’aparició de formats d’alta definició o superiors. En 
qualsevol xarxa aquesta informació es transporta com els líquids en una xarxa 
de canonades o com els cotxes per una autopista. Aquests fluxos de dades 
comparteixen els recursos, però la informació en si és independent. 
 
En moltes ocasions ens trobem amb problemes d’ample de banda degut a colls 
d’ampolla. Això ens provoca una certa disminució en el rendiment de la xarxa, i 
davant aquesta situació, s’han de buscar maneres eficients de poder 
transmetre aquest (i altres) tipus de dades de manera escalable a través 
d’Internet. 
 
En aquest sentit, Network Coding apareix com una alternativa a l’enrutament 
clàssic que permet realitzar multicast de manera més eficient. Aquesta tècnica 
de distribució proposa que els nodes intermitjos processin les dades rebudes a 
més de reenviar-les.  
 
Aquest processament de les dades, influenciat en part per l’augment en els 
últims anys de la capacitat de processament computacional dels dispositius, es 
tradueix en que els nodes realitzin combinacions de varis dels fluxos de dades 
d’entrada independents. A l’enviar varis fluxos combinats s’estalvien d’enviar 
varis dels missatges rebuts, aconseguint una millora en el rendiment. 
 
Aquesta tècnica, a part de la millora del rendiment de la xarxa, ens aporta més 
robustesa en la pèrdua de paquets i un grau de seguretat en el medi. 
 
1.1 Objectius 
 
L’objectiu inicial del treball consisteix en la implementació de un prototip pensat 
per córrer sobre Android capaç de realitzar streaming de dades, utilitzant la 
tècnica de Network Coding. 
 
Aquesta idea s’ha vist lleugerament modificada degut a la necessitat de tenir en 
un primer pas un prototip per PC que ens permeti avaluar i optimitzar-ne el 
rendiment. És per això que l’objectiu principal passa per implementar una 
aplicació en Java que sigui capaç de realitzar streaming d’informació en una 
xarxa de PCs. 
 
Es programarà en Java degut a que el treball és el pas previ a una 
implementació pel sistema Android, en el que Java és l’entorn de programació 
adient per fer-ho. 
 
Inicialment introduirem la idea de Network Coding tot analitzant les 
característiques, els avantatges i inconvenients respecte mètodes tradicionals i 
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descrivint-ne el funcionament bàsic. Per entendre millor la tècnica, en el treball 
s’hi presenta un exemple sobre el tractament dels missatges tant a nivell de 
codificació com de descodificació. 
 
Un cop introduït el mecanisme, passarem a dissenyar l’aplicació. En aquest 
apartat es descriu l’escenari que es muntarà i es detallen tots els components 
que hi intervenen. D’aquesta manera es pretén deixar clar les funcions que han 
de realitzar cadascun d’ells. És en el següent apartat on s’explica la 
implementació de l’aplicació. 
 
Arribats a aquest punt, s’avaluaran els resultats obtinguts modificant els 
paràmetres de configuració definits en l’aplicació. Podrem veure com es 
comporta el sistema segons quines variables definim. 
 
Ja per últim, es treuen les conclusions oportunes segons els resultats obtinguts 
i es defineixen les línies a seguir de cara a futures millores. 
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CAPÍTOL 2. PRINCIPIS BÀSICS DE NETWORK CODING 
 
2.1 Què és “Network Coding” 
 
Considerem un router en una xarxa d’ordinadors. Actualment, el router fa 
funcions només de d’enrutament de missatges, per tant, cada missatge en 
l’enllaç de sortida haurà de ser una còpia exacta del missatge que ha arribat 
prèviament per l’enllaç d’entrada. En canvi, Network Coding (veure [1]) permet 
a cada node de la xarxa efectuar algun tipus de càlcul. 
 
D’aquesta manera, cada missatge enviat pels enllaços de sortida pot ser 
alguna funció o mescla de missatges que havien arribat per l’entrada. Aquests 
missatges resultants poden ser remesclats (o recombinats) amb d’altres 
missatges. 
 
 
 
 
 
Fig. 2.1 Amb Network Coding els nodes poden realitzar funcions dels 
missatges d’entrada 
 
 
Aquesta idea no seria vàlida si en el destí no fóssim capaços de recuperar el 
missatge original, cosa que és possible amb Network Coding. Si les 
combinacions entre missatges són lineals resulta més senzill recuperar les 
dades originals. En canvi, en combinacions no lineals podria resultar molt 
complicat o fins i tot impossible realitzar l’operació inversa per descodificar les 
dades.  
 
2.2 Avantatges 
 
Tot seguit s’expliquen els diferents avantatges que aporta el fet d’utilitzar 
Network Coding. 
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2.2.1 Maximitzar el rendiment de la xarxa 
 
El primer avantatge i el que es considera més important consisteix en la millora 
del rendiment de la xarxa. Considerem la següent situació: Dues fonts 
d’informació, ambdues a una velocitat de B b/s, arriben a un node que té una 
sortida de B b/s. Amb Network Coding és possible incrementar el rendiment 
injectant les dues trames pel “coll d’ampolla” al mateix temps. Podem veure-ho 
en la Fig. 2.2. 
 
 
 
 
 
Fig. 2.2 Al requadre de l’esquerra enviament sense Network Coding. En el de 
la dreta, enviament amb Network Coding 
 
 
En la figura podem veure que en arribar les trames A i B al node central aquest 
enviarà una trama després de l’altra. Amb Network Coding s’envien les dues 
trames combinades, cosa que fa que mantinguem la velocitat dels canals 
d’entrada. Aquesta combinació, com s’indica més endavant, permet en certes 
condicions recuperar els missatges combinats. Si haguéssim enviat una trama 
després de l’altra, com es mostra en el requadre esquerra de la figura anterior, 
hauríem trigat més temps en rebre el total de la informació. 
 
El mètode és simple. Utilitzant Network Coding el node pot mesclar les trames 
mitjançant la funció XOR bit-a-bit i enviant el resultat per l’enllaç de sortida. 
Això incrementa el rendiment ja que passem a enviar tant sols una trama, però 
amb informació de les dues, sempre i quan en el destí siguem capaços de 
recuperar-les. 
 
Com es pot veure en la Fig. 2.2, amb Network Coding els dos nodes del destí 
reben una combinació de A i B. Com que per un altre camí reben la informació 
de A o de B són capaços d’extreure’n A i B respectivament. 
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2.2.2 Minimitzar el retard 
 
Considerem el retard com el nombre de salts que efectua un paquet fins arribar 
al destí. Amb Network Coding podem assegurar que aquest valor serà menor 
que en un enrutament convencional. 
 
Suposem una xarxa inalàmbrica amb dos enllaços entre tres nodes. Els 
extrems dels enllaços només veuen el node del mig: 
 
 
a
bb
a
a
b
A xor bA xor b
a
b
 
 
Fig. 2.3 Mètode inalàmbric tradicional vs Mètode amb Network Coding 
 
Podem observar comparant els dos mètodes de la Fig. 2.3 que el fet d’enviar 
en un missatge informació sobre a i b ens permet estalviar en nombre de salts, 
és a dir, estalviem temps. 
 
2.2.3 Minimitzar l’energia per bit 
 
Network Coding ens presenta un altre important avantatge: minimitzar la 
despesa energètica requerida per paquet i, en global, de la xarxa inalàmbrica. 
 
Si tornem a observar la Fig. 2.3 veurem que en l’exemple de la dreta el node S 
necessita menys transmissions que en el cas esquerre. Això es tradueix 
directament en un estalvi energètic ja que només transmet un cop.  
 
Cal tenir en compte que amb Network Coding s’introdueix càrrega 
computacional als nodes, cosa que significa que la despesa energètica per 
computació augmenta. Així doncs, estalviarem energia a nivell global sempre i 
quan l’estalvi en transmissió superi la sobrecàrrega energètica en computació. 
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2.2.4 Seguretat 
 
En el moment d’enviar combinacions lineals de paquets estem aplicant un cert 
nivell de codificació i per tant hi estem afegint un grau de seguretat. Cal tenir en 
compte que aquest nivell de seguretat pot ser insuficient en segons quines 
aplicacions, tal i com es comenta en l’apartat 2.3.1. 
 
En la suposició que hi hagi un intrús que escolti el medi en un sistema que 
utilitza Network Coding aquest només escoltarà un enllaç, amb la qual cosa 
obtindrà només informació sobre una combinació concreta de missatges. 
Necessitarà més informació (altres combinacions) per desxifrar-ho. 
 
En un sistema convencional sense seguretat aplicada, en el moment que 
s’escolta un enllaç s’obté directament el contingut original del missatge. 
 
2.3 Inconvenients 
 
Tot i els grans avantatges repassats en l’apartat anterior, en aquest apartat 
s’expliquen alguns inconvenients que presenta Network Coding. 
  
2.3.1 Seguretat 
 
En l’apartat 2.2.4 destacàvem que per aplicacions que necessiten un nivell baix 
de seguretat Network Coding és ideal ja que no requerim d’un mètode de xifrat 
addicional. 
 
Ara bé, què passa en aquelles aplicacions que la seguretat ha de ser una 
important característica? Actualment en aquestes aplicacions és necessari que 
només la font i el destí tractin les dades. 
 
Amb Network Coding els nodes que es troben entre la font i el destí 
requereixen d’aquest tractament de les dades i per tant serà necessari introduir 
mecanismes d’autenticació d’aquestes, per així assegurar la seguretat del 
sistema. Aquest aspecte augmenta el cost computacional en aquests nodes 
interns de la xarxa. 
 
Seguint amb la seguretat, què passaria si un intrús generés paquets falsos? 
Podríem tenir un greu problema, ja que el sistema estaria intentant recuperar 
les dades a partir de missatges incorrectes. Això provocaria que el resultat final 
no fos l’esperat. 
 
2.3.2 Cost computacional 
 
Com s’ha comentat, els nodes, a diferència dels mètodes tradicionals en els 
que es limitaven a redirigir informació a la resta, ara han de ser capaços de 
codificar i descodificar les dades. 
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Aquests nodes ara realitzaran operacions com: 
 
- Combinacions lineals. Realitzar combinacions lineals dels missatges que 
arriben. 
-  Revisió de buffers. Revisar conjunts de missatges per prendre decisions 
de descodificació. 
- Intel·ligència en re-encaminament. Realitzar el mecanisme d’acceptar o 
no els  missatges que es reben. Igualment, hauran de dur un control per 
decidir els enllaços pels quals envien aquesta. 
  
Totes aquestes operacions afegides incrementen el cost computacional dels 
nodes. El principal inconvenient que suposa això son els canvis a nivell físic en 
els equips d’encaminament. 
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CAPÍTOL 3. FORMAT DEL MISSATGE 
 
En aquest apartat s’explica com es tracten els missatges en Network Coding. 
Ens centrarem en com s’inicia el procés, com es combina la informació i en 
com extraiem els valors inicials. 
 
3.1 Tractament inicial 
 
Primerament hem d’entendre que per aplicar Network Coding en aplicacions de 
streaming de dades (flux continu de dades), seguint l’esquema que apareix en 
(veure [2]), hem de considerar dividir la informació en generacions i blocs. 
 
El concepte de generació és el d’una fracció del missatge original. El fet de 
dividir el missatge en generacions ens permet tractar aquestes dades per parts. 
Cadascuna de les generacions té un identificador que és un número enter que 
es va incrementant. Cal tenir clar que sempre es realitzaran operacions entre 
generacions amb el mateix identificador, ja que sinó estaríem mesclant 
informació diferent. 
 
Dins de la generació es realitza una altra divisió per blocs. Una generació està 
composta per n blocs i aquests són els que es combinaran entre ells. En el 
següent exemple queda clar la idea de generacions i blocs de generació. 
 
Considerem un missatge format per 32 bytes. El primer que hem de tenir clar 
és la mida de generació i el nombre de blocs que conté cada generació. En el 
nostre cas, en aquesta demostració i per exemplificar el càlcul, hem escollit una 
mida de generació de 8 bytes i 2 blocs per generació: 
 
 
 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
 
 
 
 
 
Fig. 3.1 Missatge de mida 16 (unitat de moment indefinida) amb mida de 
generació de 8 i on cadascuna de les generacions conté 2 blocs 
 
 
En el punt inicial (en el nostre cas el node que inicia la transferència) es 
realitzen les primeres combinacions. Al disposar només del missatge original es 
realitzaran combinacions entre parts d’aquest missatge. 
 
Com s’ha comentat, només podem tractar i combinar paquets de la mateixa 
generació. Així doncs, agafem la primera i apliquem un coeficient aleatori a 
Bloc 1 Bloc 2 Bloc 2 Bloc 1 
Generació 1 Generació 2 
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cada bloc definit. En aquest exemple fixem els coeficients a 2 i 3 per així 
simplificar-ho al màxim: 
 
 
 
 
1 2 3 4 5 6 7 8 
 
 
 
Fig. 3.2 Apliquem un coeficient aleatori a cadascun dels blocs 
 
 
Un cop aplicats els coeficients és quan combinarem els dos blocs. El 
mecanisme consisteix en agafar el valor n de cada bloc un cop hi hem aplicat el 
coeficient i sumar-los. 
 
  
 
2 4 6 8 15 18 21 24 
 
 
 
 
 
 
 
 
 
 
Fig. 3.3 Suma de les diferents posicions de cada bloc 
 
D’aquesta manera obtenim n valors que formen part del nou paquet. Per fer 
possible una futura extracció dels valors inicials necessitarem saber els 
coeficients que hi hem aplicat i el número de generació al que pertany el 
missatge. Per tant, ho afegirem en el missatge. 
 
 
17 22 27 32 2 3 1 
  
 
Fig. 3.4 Format de missatge a enviar 
 
La mida del bloc afecta al rendiment del sistema. Si són blocs petits, els 
coeficients ocupen una gran part del missatge i si els blocs són grans resulta 
més eficient. 
Coef1 = 2 Coef2 = 3 
y1 
y3 
y2 
y4 
y1 y3 y2 y4 c1 generació c2 
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3.2 Combinació de missatges 
 
Com hem comentat, en els nodes “intermitjos” es realitzen combinacions entre 
missatges. En aquest apartat s’exemplificarà matemàticament. Combinarem 
dos missatges (Y i Y’) rebuts en un node, tot i que les combinacions es poden 
fer amb tants missatges com vulguem. 
 
Així doncs, considerem els següents missatges de la mateixa generació: 
 
 
17 22 27 32 2 3 1 
  
 
Fig. 3.5 (a) Missatge Y 
 
 
40 52 64 76 5 7 1 
  
 
Fig. 3.5 (b) Missatge Y’ 
 
El procés de combinació comença aplicant un coeficient aleatori a cadascun 
dels missatges i seguidament se sumen cada valor amb el seu homòleg. 
D’aquesta manera obtenim un únic missatge que manté el número de 
generació per així poder realitzar futures combinacions o per extreure’n en 
destí els valors d’origen. 
 
 
Y’’ = Y * coef1 + Y’ * coef2 
C’’ = C * coef1 + C’ * coef2 
 
Y’’ = (y1, y2, y3, y4) * coef1 + (y1’, y2’, y3’, y4’) * coef2 
C’’ = (c1, c2) * coef1 + (c1, c2) * coef2 
 
Anem ara a fer-ho numèricament. Suposem que tenim els coeficients aleatoris 
següents: coef1=4 i coef2=6. Llavors, tenim que: 
 
Y’’ = (17, 22, 27, 32) * 4 + (40, 52, 64, 76) * 6 
C’’ = (2, 3) * 4 + (5, 7) * 6 
 
Y’’ = (68, 88, 108, 128) + (240, 312, 384, 456) 
C’’ = (8, 12) + (30, 42) 
 
Així doncs, els vectors resultants són: 
 
Y’’ = (308, 400, 492, 584) 
C’’ = (38, 54) 
 
y1 y3 y2 y4 c1 generació c2 
y1’ y3’ y2’ y4’ c1’ generació c2’ 
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308 400 492 584 38 54 1 
  
 
Fig. 3.6 Missatge Y’’ resultant  
 
3.3 Extracció dels valors 
 
El procés d’extracció dels valors originals es tradueix a un sistema d’equacions, 
on disposem d’una sèrie de missatges n que hem rebut en el destí. La primera 
pregunta que ens plantegem és: Quants missatges necessitem per resoldre 
el sistema?  
 
La resposta és que serà necessari disposar de tants missatges com 
coeficients tinguem. Anem a exemplificar-ho agafant els missatges que hem 
utilitzat en l’apartat 3.1. 
 
El mètode de resolució es basa en: Yn = CXn, on Yn és el vector resultant en la 
posició n, C és la matriu de coeficients i Xn és els valors originals en la posició 
n.  
 
 
17 22 27 32 2 3 1 
  
 
40 52 64 76 5 7 1 
  
 
 
 
 
Fig. 3.7 Valors per l’extracció de X1  
 
 
Agafant els valors marcats en la fig. 3.7 obtenim el següent sistema 
d’equacions: 
 
 
 
 
 
 
 
La resolució del sistema ens donarà els valors originals de x1, tant pel primer 
bloc com pel segon. Recordem que x11=1 i que x12=5. 
y1’’ y3’’ y2’’ y4’’ c1’’ generació c2’’ 
y1 y3 y2 y4 c1 generació c2 
y1’ y3’ y2’ y4’ c1’ generació c2’ 
X1 
2 3 
5 7 
x1 
x2 
17 
40 = 
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Per resoldre el sistema es poden utilitzar varis mètodes matemàtics, com per 
exemple: 
 
· Regla de Cramer 
· Mètode de Gauss-Jordan 
 
En aquesta implementació s’ha escollit la regla de Cramer.  
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CAPÍTOL 4. DISSENY DE L’APLICACIÓ 
 
4.1 Plantejament inicial 
 
Com ja s’ha comentat, Network Coding és una bona opció per streaming de 
dades. És per això que s’intentarà emular una transmissió d’aquest tipus. En 
aquest sentit, el primer que plantegem és com s’estableix la comunicació.  
 
 
NODES INTERMITJOS
FONT
DESTÍ
ESTABLIMENT DE LA COMUNICACIÓ
TRANSMISSIÓ DE DADES
 
  Fig. 4.1 Esquema de la topologia de xarxa  
 
 
En aquest tipus d’aplicacions, qui inicia la comunicació és qui requereix un cert 
recurs de la xarxa. És en aquest moment que els nodes adjacents al receptor 
estableixen comunicació amb aquest i alhora la sol·liciten amb els següents 
amb qui són veïns. D’aquesta manera es va establint comunicació fins arribar a 
la font de les dades.  
 
És en aquest moment quan la font pot començar a transmetre el recurs. 
 
4.2 Tipus de nodes 
 
Com s’observa en la Fig. 4.1 podem diferenciar tres tipus de nodes: el node 
“font”, el node “intermig” i el node “destí”. Cadascun d’ells realitza un tipus de 
funcions dins el sistema. És en aquest apartat on es repassen aquestes 
funcions per tal de tenir-les en compte a l’hora d’implementar-ne el codi. 
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4.2.1 Node “font” 
 
És el node que disposa del recurs que el receptor sol·licita. La funció d’aquest 
node serà la de fraccionar el missatge segons la mida de generació que s’hagi 
definit i dividir-les segons el valor del bloc també definit prèviament. 
 
Aquesta funció de fraccionament i combinació s’implementarà segons s’ha 
descrit en l’apartat 3.1. D’aquesta manera entenem les funcions del node de la 
següent manera: 
 
1. Fraccionar el missatge segons mida de generació. 
2. Agafar la primera fracció (primera generació) i dividir-la segons el 
nombre de blocs definits per generació. 
3. Aplicar un coeficient aleatori a cada bloc dels resultants. 
4. Realitzar la suma de cada posició de cada bloc un cop aplicat ja el 
coeficient. 
5. Crear un nou missatge amb el vector resultant de la suma per posicions 
en el que s’hi afegeixen els coeficients utilitzats i el número de generació 
pertinent. 
6. Enviar el missatge complet. 
 
Això es repeteix per cadascuna de les fraccions definides. En el cas que 
l’última fracció tingui una mida menor a la de la mida de generació s’ompliran 
els camps amb valor 0. 
  
4.2.2 Node “intermig” 
 
Aquests nodes són els que presenten una complexitat més elevada a nivell 
computacional. Són els encarregats de rebre, combinar i enviar. A continuació 
es descriuen les principals funcions a realitzar: 
 
1. Obtenir el número de generació. 
2. Desar el missatge segons la generació. 
3. Combinar el missatge amb d’altres. Hi haurà l’opció de marcar el 
missatge com a utilitzat ja per no tenir-lo en compte en un futur. També 
caldrà definir el nombre de missatges que es combinen. 
4. Enviar-lo. Hi ha l’opció de desar el missatge resultant per a futures 
combinacions. 
 
4.2.3 Node destí 
 
El node destí és el que rep el recurs. Aquest node ha de ser capaç d’avaluar si 
ja disposa de prous missatges de la mateixa generació com per poder-hi aplicar 
les funcions matemàtiques per extreure’n el contingut. A grans trets realitzarà el 
següent: 
 
1. Obtenir el número de generació 
2. Desar el missatge segons la generació 
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3. Determinar si el nombre de missatges de la generació és suficient com 
per extreure’n els valors. 
4. Netejar el buffer de la generació ja resolta. No aportaran nova informació 
missatges d’aquelles generacions que ja s’hagin resolt. 
 
4.3 Model de buffer 
 
En els nodes en que es requereix emmagatzematge de paquets serà necessari 
un control d’aquests segons la generació a la que pertanyin. Com que només 
podrem combinar i resoldre missatges de la mateixa generació s’optarà per 
tenir un buffer per cada generació. D’aquesta manera podrem avaluar cada 
buffer per separat. 
 
Segons les especificacions del mètode ens plantegen el model de buffer com 
es mostra en la següent figura, on no s’especifica la utilització de tants buffers 
com generacions tinguem. 
 
 
 
 
Fig. 4.2 Procés de gestió de missatges en el buffer del node 
 
 
En el nostre disseny, per tal de tractar els missatges segons la generació d’una 
manera més eficient, afegirem el següent mecanisme: 
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Fig. 4.3 Procés modificat de gestió de missatges en el buffer del node 
 
 
Quan un nou missatge arribi al node es consultarà la generació a la que 
pertany. D’entrada es tindrà en compte si ens interessa o no la generació, ja 
que pot ser que sigui prou antiga com per no tenir-la en compte i per tant 
descartar el missatge. 
 
En el cas que ens interessi, l’afegirem en el buffer que toqui o en crearem un 
en cas que sigui el primer d’aquella generació. Immediatament després 
d’afegir-lo, es combinarà amb l’últim missatge rebut anteriorment de la mateixa 
generació i s’enviarà la combinació. Si es tracta del primer missatge del buffer 
esperarem a tenir-ne tants com es defineixi en la variable de configuració per 
combinar-los i enviar.  
 
Per on s’envia ja és un aspecte a decidir i que no depèn del buffer, sinó de la 
gestió dels enllaços. 
 
4.4 Gestió dels enllaços 
 
Un tema important en l’enviament dels missatges és decidir per quin enllaç 
s’envien. Ens serà necessari algun tipus de mecanisme que ens permeti 
gestionar els enllaços de sortida per tal de balancejar i repartir el millor possible 
els missatges. 
 
Necessitarem poder definir la quantitat de missatges que enviem per cada 
enllaç abans de saltar al següent. A més, aquest paràmetre haurà de ser 
configurable ja que entenem que possiblement l’eficiència del sistema variï 
segons el valor que s’utilitzi en diferents topologies de xarxa. 
 
Generació 1 
Generació 2 
Generació n 
Buffer 1 
Buffer n 
 
Buffer 2 
 
Combinacions 
Combinacions 
Combinacions 
 
Enviar 
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CAPÍTOL 5. IMPLEMENTACIÓ DE L’APLICACIÓ 
 
És en aquest apartat on es detalla les diferents fases que s’han seguit en el 
desenvolupament de l’aplicació. S’han abordat els punts claus en tres passos 
segons l’ordre de necessitats. 
 
Aquestes tres fases es tradueixen a tres escenaris, que van adquirint més 
complexitat i noves característiques a mesura que avancem. En un primer cas, 
es considera un sistema sense nodes “intermitjos". 
 
És en la segona fase que s’introdueixen els nodes “intermitjos”, cosa que 
implica un plus de complexitat en la comunicació. En la tercera i definitiva fase 
és quan s’adquireixen totes les propietats que proposàvem pel sistema en 
l’apartat 4.  
 
Com podrem veure, el conjunt de components del codi es descriuen amb més 
detall en l’apartat 5.3 que correspon al de l’última fase, ja que és en aquest 
punt on s’acumulen totes les funcionalitats. 
 
La idea inicial era de desenvolupar l’aplicació per Android, però vam considerar 
que primer era millor fer una implementació en PC. És per això que s’ha 
desenvolupat en Java, que és el llenguatge indicat i recomanat per aplicacions 
per Android. 
 
D’aquesta manera, resultarà més senzill migrar l’aplicació a l’entorn de 
dispositius mòbils amb aquest sistema operatiu. 
 
5.1 FASE I. Font – Destí 
 
En aquesta primera fase l’objectiu consisteix en: 
 
· Implementar el mecanisme de generacions i combinacions en el node 
origen.  
· Arxivament de missatges en únic buffer en destí. 
· Implementar la regla de Cramer en el destí per tal d’extreure els valors 
inicials.  
 
El fet d’utilitzar Cramer i no Gauss és bàsicament perquè s’han adaptat 
funcionalitats sobre aquesta regla ja desenvolupades per terceres persones. 
Hem integrat aquest codi a la nostra aplicació modificant-lo segons les 
necessitats. 
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Fig. 5.1 Esquema de la fase I 
 
 
Aquest primer punt de la implementació es desenvolupen el següents 
elements: 
 
Classe DestNode. Classe que fa la funció de node destí i inicia la comunicació 
amb la font. Es connecta al socket de la font i es queda a la espera de rebre 
missatges que va afegint al buffer. Un cop ha rebut suficients missatges per 
descodificar aplica Cramer. 
 
Classe SourceNode. Classe que fa la funció de node font i inicia el procés un 
cop ha rebut la petició del node destí. Aquest procés consisteix en la divisió del 
missatge per generacions i en la combinació d’aquests per enviar-los al destí. 
 
Classe Message. Aquesta classe conté tota la informació relativa a l’objecte 
missatge:  
 
· Vector Y (dades) 
· Vector C (coeficients) 
· Núm. de generació 
 
Classe Cramer. En la classe Cramer s’hi defineixen els mètodes per a la 
resolució del sistema d’equacions. Un cop el Destí ha rebut suficients 
missatges per realitzar la descodificació li passa als a Cramer.init el vector de 
missatges de la generació a resoldre. 
 
 
5.2 FASE II. Font – Node Intermig – Destí 
 
La segona fase en la implementació es basa en introduir un node intermig que 
realitzi funcions de: 
 
· Reenviament de missatges un cop rebuts en el node “intermig” i afegits 
en el buffer. 
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Fig. 5.2 Esquema de la fase II 
 
 
Com es detalla en la figura 5.2 diferenciem entre els nodes d’un extrem, de 
l’altra o del mig. No tots fan les mateixes funcions i per tant és necessari 
tractar-los diferent.  
 
5.2.1 Esquematització interna dels nodes 
 
Una manera senzilla d’entendre la implementació de l’aplicació és veure’n 
l’esquema intern de cadascun dels nodes. 
 
En la Fig. 5.3 podem veure els diferents blocs que conformen el node font, tots 
ells influenciats pel Config. 
 
 
 
    Fig. 5.3 Esquema intern del node font 
 
En el cas dels nodes “intermitjos” hi observem més blocs, ja que com hem 
comentat hi ha un nivell més alt de gestió. En la Fig. 5.7 podem veure-hi que el 
bloc central és l’InterControl que “s’alimenta” de la resta de components. 
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InterNode
InterControl
Config
Thread
Receptor
Message
Buffer
List
Output
Stream
List
NODE INTERMIG
 
Fig. 5.4 Esquema intern dels nodes “intermitjos” 
 
Per últim, veiem els blocs que formen el node destí. El component DestControl 
és l’eix del funcionament i es nodreix de la resta de components per cridar a 
Cramer quan sigui necessari. 
 
 
DestNode
DestControl
Config
Thread
Receptor
Message
Buffer
List
Cramer
NODE DESTÍ
 
Fig. 5.5 Esquema intern del node destí 
 
 
5.2.2 Node “Intermig” (InterNodeX o InterNX) 
 
Es tracta d’un un node “intermig” que rep la petició de connexió provinent del 
DestNode i l’estableix amb el SourceNode. Igual que en la primera fase, la font 
envia un seguit de missatges que en aquest cas els rep aquest node. En el 
moment que disposa de missatges en buffer els reencamina al destí. 
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En un futur escenari es diferencia entre aquells que tenen dos enllaços de 
sortida o només un. Pel que fa als enllaços d’entrada, no necessitem en 
conèixer el nombre ja que hi ha un serverSocket que accepta tantes 
connexions com es realitzin. 
 
Primer de tot es crea el control InterControl i seguidament s’estableix 
comunicació amb els nodes a on s’enviarà. Un cop s’ha establert aquesta 
comunicació s’obre un socket de recepció, on s’instanciaran tants fils de 
recepció com clients s’hi connectin. Cadascun d’aquests fils es mantenen a 
l’escolta esperant la recepció d’aquests missatges. En el moment que en rep un 
l’afegeix al buffer únic de missatges que té. 
 
En aquestes classes (InterNodeX i InterNX) s’hi creen dos objectes importants: 
 
  
MessageBufferList messageBufferList = new MessageBufferList() 
   
Llistat de buffers de missatges que s’utilitzarà per passar-ho als diferents 
elements que el necessitin, com per exemple el control.  
  
 
  
private ArrayList<ObjectOutputStream> OutputStreamList = new 
ArrayList<ObjectOutputStream>() 
    
Llistat de enllaços de sortida que es creen en la classe que s’utilitzarà per 
passar-ho als diferents elements que el necessitin. 
  
 
5.2.3 SourceNode 
 
La estructura no es diferencia massa de l’InterNode. En aquest cas però no 
tenim recepció de missatges i no necessitem fils per aquesta recepció. Un cop 
establerta la comunicació es crea un SourceControl per començar el tractament 
i de les dades a enviar i el posterior enviament. 
 
5.2.4 DestNode 
 
En aquest cas tampoc s’introdueixen modificacions importants respecte els dos 
anteriors nodes. La principal diferència és  que com que no tenim enviament de 
missatges només creem un socket per la recepció de dades. Per a cada client 
que sol·licita connexió es crea un fil de recepció de missatges, que utilitza el 
messageBufferList creat en aquest node per desar-los.  
 
En aquesta classe es crea un DestControl per avaluar els buffers en el moment 
de rebre un missatge nou. És aquest control qui cridarà Cramer en cas de 
necessitar resoldre el buffer corresponent.  
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5.3 FASE III. Xarxa de papallona 
 
La fase final consisteix en emular una xarxa on aplicar Network Coding ofereix 
avantatges, per l’enllaç que actua de coll d’ampolla. Per aquest esquema 
introduïm en l’aplicació les següents idees: 
 
· Creació d’un buffer per cada número de generació que es rep. 
· Gestió dels enllaços per on enviar els missatges. 
· Elements de configuració per tal d’optimitzar al màxim el procés. 
 
 
 
NODES INTERMITJOS
FONT
DESTÍ
ESTABLIMENT DE LA COMUNICACIÓ
TRANSMISSIÓ DE DADES
 
 Fig. 5.6 Esquema de la fase III 
 
 
A continuació es descriuen les classes que tenim en aquest punt de la 
implementació. 
 
5.3.1 Configuració 
 
És en aquest moment que ens interessa afegir elements de configuració per tal 
d’optimitzar l’aplicació segons diferents paràmetres. Es crea una classe Config 
que es descriu a continuació. 
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5.3.1.1 Classe Config 
 
Classe que conté tota la informació de configuració del sistema (informació 
sobre la topologia de xarxa, paràmetres de presa de decisions, etc). Aquesta 
configuració queda desglossada en 4 parts: 
 
Dades del missatge 
 
Aquestes dades són paràmetres sobre el missatge original i el seu tractament: 
mida del missatge inicial, mida de la generació i mida de bloc. Es defineix un 
vector que conté els valors del missatge. 
 
 
int tamPaquete = 256 
int tamGen = 32 
int tamBloque = 16 
Vector<Integer> packet = new Vector<Integer> (tamPaquete, 1) 
 
Paràmetres referents al tractament del missatge. 
  
 
Cal anotar que en aquesta fase s’imposen valors enters i consecutius a cada 
valor del missatge original. En l’apartat de conclusions i treball futur es proposa 
el següent pas en la lectura de les dades. 
 
Topologia de xarxa 
 
En aquesta part es defineixen les IPs i ports de connexió dels diferents sockets. 
D’aquesta manera es defineix l’estructura de la xarxa. 
 
 
String ipSource = "localhost"; 
  
String ipInter1 = "localhost"; 
int portInter1 = 35551; 
  
String ipInter2 = "localhost"; 
int portInter2 = 35552; 
  
String ipInter3 = "localhost"; 
int portInter3 = 35553; 
 
String ipInter4 = "localhost"; 
int portInter4 = 35554;  
  
String ipInter5 = "localhost"; 
int portInter5 = 35555; 
  
String ipInter6 = "localhost"; 
int portInter6 = 35556; 
  
String ipDest = "localhost"; 
int portDest = 35557; 
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Paràmetres referents a la topologia de la xarxa. 
  
 
En el nostre cas s’ha utilitzat l’adreça de loopback i ports locals per emular 
aquesta xarxa de papallona. 
 
Decisions del node font 
 
El node font té un paràmetre configurable. 
 
 
int numeroDeCombinacionesPorEnlaceEnOrigen = 8 
 
Aquest paràmetre és el nombre de combinacions que enviem per cada enllaç. 
D’aquesta manera som capaços de controlar la distribució de les dades 
  
 
Decisions del node “intermig” 
 
És en el node “intermig” on tenim la necessitat de configurar més quantitat de 
variables. Hi ha més decisions a prendre i per tant la possibilitat de adaptar-lo a 
les necessitats de l’escenari que tinguem. 
 
 
int numeroDeGeneracionesAnteriores = 4 
 
Defineix el nombre de generacions anteriors a la que tenim en compte. Per 
exemple, si hem rebut la generació 6 i aquest valor està definit a 4 no 
acceptarem missatges de generació 0, 1 i 2. 
  
 
 
int numMsgParaCombinar = 2 
 
Ens defineix el nombre de missatges que utilitzem en una combinació. 
 
 
int numMinMsgBufferParaCombinarYEnviar = 2 
 
Ens indica quin és el mínim de missatges que hem de tenir en el buffer per tal 
de poder combinar missatges.  
 
 
int numMsgAEnviarDeCadaGeneracion = 4 
 
Ens permet definir quants missatges s’enviaran de cada generació. A la que 
s’arriba al valor definit ja no se n’envien més de la generació.  
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En el cas de no rebre’n suficients no enviarem combinacions i per tant haurem 
de considerar com ho solucionem. 
 
 
int numMsgAEnviarPorCadaEnlace = 4 
 
Defineix el nombre de missatges que s’envien seguits per cada enllaç. En el 
moment d’haver enviat un nombre igual de combinacions al valor definit es 
canvia d’enllaç per on s’envia. En la majoria dels casos estarà configurat a 1 
per tenir millor repartiment dels missatges. 
 
5.3.2 Elements de control 
 
Per separar i ordenar el codi, veiem necessari crear una sèrie de classes de 
control, una per cada tipus de node. Així doncs, són classes que com diu el 
nom realitzen funcions de control sobre el node, tals com avaluar algunes 
decisions o accions a prendre.  
 
5.3.2.1 SourceControl 
 
Realitza tasques de control sobre el node font. L’única funció d’aquest tipus de 
control és realitzar un recorregut pel missatge original per anar fraccionant-lo i 
realitzant operacions de combinacions i enviament d’aquestes. 
 
Per realitzar aquestes combinacions crea un nou missatge: 
 
Message m = new Message(config.packet.subList(indexInit, indexFin), 
config.tamBloque, numGeneracion); 
 
Podem observar que per crear aquest missatge li passem la fracció del 
missatge original (generació), la mida del bloc i el número de generació. Queda 
llavors construït el missatge m que seguidament injectem a la xarxa per l’enllaç 
que correspon: 
 
outputList.getElement(x).writeObject(m); 
 
Aquest control realitza un recorregut pels enllaços de sortida del llistat que té 
definit. Envia tantes combinacions com es defineix en la configuració. 
 
5.3.2.2 InterControl 
 
Al constructor d’aquesta classe se li passa el llistat de buffers de missatges que 
es gestionen en el node i el llistat d’enllaços per on s’envia. Amb aquests 
elements ja pot realitzar el control del node. 
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public InterControl (MessageBufferList msgBufferList, 
List<ObjectOutputStream> outputStreamList) 
 
A continuació es detallen els elements més rellevants de la classe: 
 
 
private MessageBufferList MsgBufferList 
 
Llistat de buffer de missatges. S’iguala al llistat que ens passen al constructor.  
 
 
private List<ObjectOutputStream> OutputStreamList 
  
Llistat d’enllaços de sortida. S’iguala al llistat que ens passen al constructor.  
 
 
private int numMensajesEnviadosPorEnlace = 0 
 
Comptador del nombre de missatges que portem enviats per l’enllaç actual. 
 
 
private int outputStreamPorDondeEnviar = 0 
 
Marcador de l’últim enllaç per on hem enviat.  
 
 
Config config = new Config() 
 
Permet utilitzar els elements de configuració 
 
Podem entendre’n el funcionament observant la figura 5.4. 
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Fig. 5.7 Diagrama de flux de l’InterControl 
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On el procés de combinació de missatges segueix el següent flux: 
 
INICIO
Recorrido de buffers 
Para el buffer 
seleccionado ¿tenemos el 
mínimo de mensajes para 
empezar a combinar?
NO
¿Tenemos mínimo de 
mensajes para una 
combinación?
SI
Combinamos n 
mensajes (el último 
lo dejamos para una 
siguiente 
combinación) 
SI
Devolvemos 
mensaje m
Devolvemos 
mensaje 
nulo
NO
 
 
Fig. 5.8 Diagrama de flux de l’obtenció d’un missatge per enviar 
 
Referent a aquest últim diagrama, el fet de retornar un missatge nul significa 
que no hem pogut realitzar cap combinació. Aquest missatge nul no s’arriba a 
enviar, simplement es descarta. 
 
5.3.2.3 DestControl 
 
El control del node destí es basa en avaluar si tenim suficients missatges com 
per resoldre el sistema i recuperar les dades originals. En el següent diagrama 
de la Figura 5.6 podem veure’n el funcionament. 
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INICIO
Buffer de 
mensajes n
Recibimos mensaje 
nuevo
Cramer para 
resolver
Eliminar buffer de 
mensajes
FIN
Recorrido de buffers
¿Suficientes mensajes como para 
resolver? (numero mensajes >= numero 
de coeficientes)
NO
SI
¿Tiene solución? 
(Determinante != 0?) SI
Considerar 
resultado
Eliminar el primer 
missatge rebut en el 
buffer
NO
 
 
Fig. 5.9 Diagrama de flux del DestControl 
 
El mètode check es crida en el moment que rebem un nou missatge. Crida al 
MsgBufferList.getMessageBufferToResolve() que li retorna un buffer de missatges 
preparat per ser resolt. Aquest buffer li passa a cramer.init(buffer) que 
n’extrau els valors originals.  
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En el cas que aquests missatges no siguin linealment independents no podrem 
resoldre. Llavors eliminarem el primer missatge rebut i ens mantindrem a 
l’espera de rebre’n un altre per així tornar resoldre. 
 
En el constructor li passem un el llistat de buffers de missatges del node: 
 
public DestControl (MessageBufferList MsgBufferList) 
  
A continuació es detallen els elements més rellevants de la classe: 
 
  
private MessageBufferList MsgBufferList 
 
Llistat de buffer de missatges. S’iguala al llistat que ens passen al constructor.  
 
  
Cramer cramer= new Cramer() 
 
Instanciem Cramer per recórrer a les funcions matemàtiques en la resolució de 
missatges.  
 
 
private MessageBuffer MsgBuffer  
 
Buffer de missatges. L’utilitzem en el moment que podem resoldre un buffer 
concret dins el llistat de buffers.  
 
5.3.3 Tractament de missatges 
 
Igual que en fases anteriors ens veiem amb la necessitat de crear una classe 
Message tal que contenia propietats de cada missatge, en aquesta fase ens 
trobem que necessitem una gestió a més alt nivell d’aquests missatges. 
 
També teníem buffers de missatges, però és ara quan es creen les classes 
MessageBuffer i MessageBufferList per tal de mantenir una millor gestió dels 
missatges. En la figura següent s’esquematitza aquesta idea. 
 
MessageBufferList
MessageBuffer 1 MessageBuffer 2 MessageBuffer n
...
Message 1
Message n
...
 
 
Fig. 5.10 Esquema de la jerarquia dels elements referents a missatges 
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5.3.3.1 Message 
 
En apartats anteriors introduíem aquesta classe. Anem a repassar els 
principals elements a tenir en compte. Al constructor se li passen els valors que 
conté, la mida del bloc i el número de generació. 
 
public Message (List<Integer> packet, int blockSize, int numGeneracion) 
 
Amb aquests elements crida el mètode següent: 
 
    
private void Procesa (int blockSize, List<Integer> packet) 
 
Realitza les funcions matemàtiques descrites en l’apartat 3.1. D’aquesta 
manera deixa el missatge m a punt per ser enviat. Aquest missatge correspon 
a una combinació lineal de la generació de dades que li passem: packet.  
  
 
5.3.3.2 MessageBuffer 
 
La classe MessageBuffer conté un llistat de missatges d’una mateixa 
generació: public List<Message> MsgList. 
 
Conté un únic mètode: 
 
  
public synchronized int addElement(Message m) 
 
Aquest mètode afegeix el missatge m al llistat de missatges.   
  
 
5.3.3.3 MessageBufferList 
 
Aquesta classe conté un llistat de buffers de missatges i una sèrie de mètodes 
relacionats amb el tractament d’aquests i els missatges que conté.  
 
Cal anotar que afegim sincronisme per no tenir conflictes a l’accedir a aquestes 
dades, ja que en un mateix moment poden haver-hi varis components que 
intentin accedir-hi i modificar-la. 
 
El fet de definir els mètodes synchronized fa que els objectes que pertanyin a la 
classe d’aquell mètode estiguin sincronitzats, i cada thread que hi vulgui 
accedir haurà de preguntar si hi ha algun altre thread que tingui el lock per 
aquell objecte. Un cop s’allibera, el thread que estava intentant accedir-hi obté 
l’objecte i el bloqueja fins que l’alliberi. 
 
A continuació es descriuen aquests mètodes: 
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public synchronized void addElement (Message m) 
  
Afegeix un missatge m al buffer que toqui. En cas que no estigui creat el buffer 
crida al mètode per crear el buffer.  
 
Veiem que MessageBuffer també té un mètode anomenat igual, ja que podem 
afegir un missatge des de MessageBufferList o des de MessageBuffer. En 
cada cas realitzarà accions diferents (MessageBufferList pot haver de crear un 
MessageBuffer nou si no existís), amb un mateix resultat final. 
 
 
  
public synchronized void deleteElement (Message m)  
 
Elimina un missatge m del buffer. Si el buffer queda buit, l’eliminem cridant al 
mètode deleteBuffer.  
  
 
  
public synchronized void createBuffer(Message m)  
 
Crea un buffer segons número de generació del missatge m. 
  
 
  
public synchronized void deleteBuffer(int numGeneracion) 
 
Elimina un buffer concret segons el numGeneracion que li passem.  
  
 
  
public synchronized Message getMessageToSend () 
  
Avalua quin és el missatge a enviar. Ho realitza recorrent els buffers i mirant si 
hi ha suficients missatges per a combinar. En el moment que els troba crida al 
mètode que es descriu a continuació.   
  
 
  
private synchronized Message getMessagesCombination (MessageBuffer 
messageBuffer) 
  
Aquest mètode rep un buffer de missatges i realitza una combinació d’aquests. 
En combina tants com estigui definit en la configuració de l’aplicació.  
  
 
  
public synchronized MessageBuffer getMessageBufferToResolve ()  
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Mètode que recorre tots els buffers per trobar-ne un ja preparat per a ser 
resolt.  
  
 
5.3.4 Gestió d’enllaços 
 
Com es descriu en l’apartat 4.4, és important mantenir un control sobre els 
enllaços per on s’envien els missatges. Seguidament es descriu la classe 
OutputStreamList que ens ajudarà a mantenir aquesta gestió que necessitem. 
 
5.3.4.1 OutputStreamList 
 
És un classe força simple. Conté un llistat d’enllaços: 
  
  
private List<ObjectOutputStream> OutputList 
  
Llistat de enllaços per on el node envia.  
  
 
També conté alguns mètodes sobre el tractament d’aquests enllaços.  
 
  
public synchronized int addElement(ObjectOutputStream o) 
  
Afegeix un l’enllaç de sortida o al llistat.  
  
 
  
public synchronized ObjectOutputStream getElement(int index) 
   
Retorna un enllaç segons la posició index que li passem.  
  
 
  
public synchronized int getSize () 
    
Retorna la mida del llistat d’elements.  
   
 
5.3.5  “Threads” de recepció de missatges 
 
Com s’ha vist en la Fase II, per la recepció dels missatges necessitem tenir un 
fil dedicat a l’escolta del medi. És per això que en aquesta fase  es millora la 
classe ThreadInterRecep per tal que qualsevol element del sistema que hagi de 
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rebre missatges la utilitzi. Ara s’anomena ThreadReceptor i anem a veure’n el 
detall. 
 
5.3.5.1 ThreadReceptor 
 
Aquesta classe s’utilitza en tots els nodes que reben missatges. Aquests nodes 
son els nodes “intermitjos” i el node destí. És per això que és necessari tenir 
dos constructors, un per cada tipus de node: 
 
public ThreadReceptor(MessageBufferList messagesBufferList, Socket socket, 
String type, InterControl InterControl) 
 
public ThreadReceptor(MessageBufferList messagesBufferList, Socket socket, 
String type, DestControl DestControl)  
 
Al constructor li passem el llistat de buffers de missatges per poder desar els 
missatges que rebem. Li passem també el socket per on es reben aquests 
missatges, el tipus de node que és (InterNode o DestNode) i el control segons 
el tipus de node que sigui. Seguidament es crea un ObjectInputStream amb les 
dades del socket per rebre els missatges.  
 
En aquest moment s’entra en un while (true) on es manté a l’escolta de 
recepció de nous missatges. En el moment de rebre un nou missatge es crida 
el mètode addElement del messageBufferList per desar-lo. Un cop desat, 
realitzem una comprovació del node cridant el mètode check del control que li 
havíem passat en el constructor. Després es torna l’estat inicial d’espera de 
nous missatges.  
 
A continuació podem veure’n el diagrama de flux. 
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INICIO
Mensaje
Añadir mensaje al 
Buffer de Mensajes
Lectura de 
mensaje
¿Soy nodo 
intermedio?
InterControl 
Check SI
DestControl 
CheckNO
¿Pertenece 
a una generación que nos  
interesa? (es una generación 
lo bastante nueva según la 
configuración)
SI
NO
 
 
Fig. 5.11 Diagrama de flux del fil receptor 
 
 
5.3.6 Tipus de dades i components 
 
És important detallar els components i les dades que s’han utilitzat en el codi. A 
continuació s’explica tant el tipus escollit com el perquè s’ha escollit. 
 
 
  
Vector<Integer> packet = new Vector<Integer> (tamPaquete, 1) 
    
Estructura de dades packet. En aquesta implementació s’ha utilitzat una 
estructura d’enters per simular les dades. En un futur, tal com s’explica en 
l’apartat 7, s’adaptarà a nivell de Byte per tal d’utilitzar-ho en aplicacions de 
distribució de continguts tals com audio, imatge... 
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public List<MessageBuffer> MessageBuffers;  
ArrayList list = new ArrayList() ;  
MessageBuffers = Collections.synchronizedList(list); 
  
Llista de buffers sincronitzada. Pel que fa a l’estructura de dades s’ha escollit 
un ArrayList, per la comoditat en el tractament de la llista. Afegim sincronisme 
per no tenir conflictes a l’accedir a aquestes dades, ja que en un mateix 
moment poden haver-hi varis components que intentin accedir-hi i modificar-la. 
   
 
  
public List<Message> MsgList;  
ArrayList list = new ArrayList();  
MsgList = Collections.synchronizedList(list); 
   
Llista de messages sincronitzada. Com en el llistat de buffers, s’ha utilitzat un 
ArrayList pel llistat de missatges en un buffer. També s’hi aplica sincronisme 
per no tenir els conflictes d’accés i modificació 
   
 
  
Vector<Integer> coeficientes 
   
Vector de coeficients. Vector d’enters que formen el conjunt de coeficients d’un 
missatge.  
   
 
  
private List<ObjectOutputStream> OutputList; 
ArrayList list = new ArrayList(); 
OutputList = Collections.synchronizedList(list); 
   
Llista de enllaços de sortida sincronitzada. En aquesta implementació la unitat 
que s’envia és un objecte de tipus Message. Per tant, s’utilitza un 
OutputStream de tipus ObjectOutputStream, que ens permet enviar objectes. 
Això ens obliga a que la classe Message sigui serializable: 
 
public class Message implements Serializable{ 
   
 
  
ObjectOutputStream bufferObjetos1 = new 
ObjectOutputStream(socket1.getOutputStream()); 
   
Buffer d’objectes per on s’injecten els missatges que enviem. 
   
 
Avaluació del rendiment  37 
 
CAPÍTOL 6. AVALUACIÓ DEL RENDIMENT 
 
En apartats anteriors definíem i explicàvem una sèrie de paràmetres de 
configuració que ens permeten optimitzar el rendiment de l’aplicació. En aquest 
capítol es realitzaran una sèrie de proves i anàlisis per conèixer el 
comportament del sistema.  
 
6.1 Proves amb diferents configuracions 
 
Un cop comprovats els paràmetres de configuració passem a entendre com es 
comporta el sistema modificant-ne els valors. Per una banda volem veure si es 
comporta tal i com esperem que ho faci. Per altra, volem conèixer el rendiment 
que ens ofereix en aquest escenari, cosa que ens ajudarà a entendre com es 
pot comportar en d’altres topologies de xarxa. 
 
Les proves s’han realitzat executant tots els nodes en local emulant la xarxa de 
papallons presentada en capítols anteriors. La trama enviada en cada test és 
de 256 caràcters. 
 
Tots els resultats s’analitzaran i se’n trauran conclusions en el següent capítol. 
Es pretén primer de tot exposar les proves que s’han realitzat. 
 
6.1.1 Mida de generació i nombre de blocs per generació 
 
En aquest primer pas l’objectiu és entendre la importància d’escollir un valor 
adequat de la mida de generació i un valor adequat de la mida dels blocs que 
conté, o el que és el mateix, definir bé el nombre de blocs que conté. 
 
6.1.1.1 Mida de generació 
 
En un primer moment s’ha cregut necessari realitzar proves per avaluar la mida 
de generació òptima segons la mida del missatge original. Ara bé, s’ha vist que 
el que realment té influència sobre el rendiment a l’hora d’enviar les dades és la 
mida del bloc dins la generació. O el que és el mateix, amb quants blocs es 
divideix una generació. 
 
Entenem a més que el que es transmet és streaming i per tant no hi ha una 
mida d’arxiu a transmetre definida. El que sí cal tenir en compte a l’hora 
d’escollir la mida de la generació és que com més gran sigui més estona 
haurem d’esperar abans no puguem enviar combinacions d’aquella generació, i 
per tant ens pot provocar un cert retard del sistema. 
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6.1.1.2 Blocs de la generació 
 
En aquest cas hem fixat tots els paràmetres configurables i l’únic que s’ha anat 
variant és la mida del bloc sobre una mida de generació fixa. Hauria estat el 
mateix fixar la mida del bloc i anar variant la mida de la generació. 
 
 
Node font 
Num. de combinacions per cada enllaç en orígen (per generació) 8 
Num. de paquets enviats en total 128 
Node intermig 
Num. de generacions antigues que acceptem 5 
Num. de missatges que utilitzem per combinar 2 
Num. de mínim de misatges en buffer per poder combinar i enviar 2 
Num. màxim de missatges que s'enviaran de cada generació en 
un node 10 
Num. màxim de missatges que s'envien seguits per un mateix 
enllaç 1 
 
 
Així doncs comencem amb 8 blocs per cada generació. Els resultats obtinguts 
són els següents: 
 
Mida paquet: 256 
Mida generació: 32 
Mida bloc: 4 
 
 
 
   
 
 
 
Fig. 6.1 Format del missatge (4/32) 
 
 
Eficiència del paquet de dades (informació / total): 30% 
 
Node destí 
Nombre de msg rebuts de cada generació 2 
Nombre de msg rebuts total 16 
Es recuperen les dades NO 
Nombre de msg sobrants 0 
 
 
En el cas de definir que cada generació contingui 4 blocs, obtenim els següents 
valors: 
4y (dades) 8c (coeficients) 
1g (num. generació)        
Avaluació del rendiment  39 
 
 
Mida paquet: 256 
Mida generació: 32 
Mida bloc: 8 
 
 
 
   
 
 
 
Fig. 6.2 Format del missatge (8/32) 
 
 
Eficiència del paquet de dades (informació / total): 61% 
 
 
Node destí 
Nombre de msg rebuts de cada generació 2 
Nombre de msg rebuts total 16 
Es recuperen les dades NO 
Nombre de missatges  sobrants 0 
 
 
Si definim que cada generació està formada per 2 blocs, tenim que: 
 
Mida paquet: 256 
Mida generació: 32 
Mida bloc: 16 
 
 
 
   
 
 
 
Fig. 6.3 Format del missatge (16/32) 
 
 
Eficiència del paquet de dades (informació / total): 84% 
 
Node destí 
Nombre de msg rebuts de cada generació 2 
Nombre de msg rebuts total 16 
Es recuperen les dades SÍ 
Nombre de missatges  sobrants 0 
8y (dades) 4c (coeficients) 
1g (num. generació)        
16y (dades) 2c (coeficients) 
1g (num. generació)        
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Per últim, si considerem que cada generació té un únic bloc: 
 
Mida paquet: 256 
Mida generació: 32 
Mida bloc: 32 
 
 
 
 
   
 
 
 
Fig. 6.4 Format del missatge (32/32) 
 
 
Eficiència del paquet de dades (informació / total): 94% 
 
Node destí 
Nombre de msg rebuts de cada generació 2 
Nombre de msg rebuts total 16 
Es recuperen les dades SÍ 
Nombre de missatges  sobrants 8 
 
 
 
 
Fig. 6.10 Eficiència del missatge segons la mida del bloc 
 
En la figura anterior (Fig. 6.10) podem veure l’eficiència de les dades dels 
missatges que enviem. Veiem representada la proporció de dades d’informació 
respecte les dades totals que s’envien. 
32y (dades) 1c (coeficients) 
1g (num. generació)        
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A banda de l’eficiència de les dades, cal fixar-nos en quan podem recuperar les 
dades originals. En les proves anteriors veiem que només som capaços de 
recuperar  les dades en els casos de tenir generacions compostes de un o dos 
blocs. És degut a que en el destí, per resoldre el sistema, necessitem tants 
missatges de la generació com blocs l’hem dividit en l’origen. Ens podem fixar 
en el format del missatge: si el missatge té n coeficients necessitarem n 
missatges de la generació per obtenir-ne els valors originals. Com que en el 
nostre cas en el destí només rebem dos missatges de cada generació només 
podrem recuperar les dades si la generació conté com a molt dos blocs. 
  
6.1.2 Decisions en nodes “intermitjos” 
 
En aquest cas s’han fixat els valors de configuració referents al tractament 
inicial del missatge. Hem agafat un dels casos en el que som capaços de 
resoldre el sistema. 
 
Mida paquet: 256 
Mida generació: 32 
Mida bloc: 16 
Node font 
Num. de combinacions per cada enllaç en orígen (per generació) 8 
Num. de paquets enviats en total 64 
 
 
Com que volem avaluar com afecta la configuració en els nodes “intermitjos” 
realitzarem proves de comportament modificant els valors de configuració 
referents a aquests nodes. En les proves que s’han realitzat fins ara hem 
utilitzat uns paràmetres de configuració no gens restrictius, però ara ho 
modificarem. 
 
En el nostre escenari, per un tema de dimensions i retard, no té massa sentit 
modificar el nombre de generacions antigues que acceptem. Aquest paràmetre 
no el testejarem. 
 
El que si que provarem és el nombre de missatges que utilitzem per combinar. 
Ara el fixem a 3. A continuació tenim els resultats obtinguts: 
 
Node intermig 
Num. de generacions antigues que acceptem 5 
Num. de missatges que utilitzem per combinar 3 
Num. de mínim de misatges en buffer per poder combinar i enviar 3 
Num. màxim de missatges que s'enviaran de cada generació en 
un node 10 
Num. màxim de missatges que s'envien seguits per un mateix 
enllaç 1 
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Node destí 
Nombre de msg rebuts de cada generació 0 
Nombre de msg rebuts total 0 
Es recuperen les dades NO 
Nombre de missatges  sobrants 0 
 
 
Podem observar que el fet d’utilitzar més missatges per realitzar les 
combinacions provoca que es vagi reduint el nombre de missatges a mesura 
que es recorre la xarxa. Enviarem menys combinacions amb el perill que 
suposa que no en rebem suficients al destí. Cal tenir en compte també que com 
més missatges necessitem per combinar més hem d’esperar per enviar una 
combinació i per tant hi haurà més retard. 
 
Tornem a fixar a 2 el valor del nombre de missatges que utilitzem per combinar 
i ara modifiquem el nombre mínim de missatges en buffer per poder combinar. 
El fixem a 3. Els resultats que s’obtenen són: 
 
Node intermig 
Num. de generacions antigues que acceptem 5 
Num. de missatges que utilitzem per combinar 2 
Num. de mínim de misatges en buffer per poder combinar i enviar 3 
Num. màxim de missatges que s'enviaran de cada generació en 
un node 10 
Num. màxim de missatges que s'envien seguits per un mateix 
enllaç 1 
 
Node destí 
Nombre de msg rebuts de cada generació 0 
Nombre de msg rebuts total 0 
Es recuperen les dades NO 
Nombre de missatges  sobrants 0 
 
 
Ens passa el mateix que en l’anterior prova: no rebem prou missatges al destí. 
En aquest cas, a part d’influir-hi la reducció de missatges, tenim que els nodes 
no envien combinacions si no es compleix el mínim de missatges en buffer, 
encara que en disposem de suficients com per combinar. Amb això veiem que 
s’han d’enviar combinacions amb els pocs missatges que es rebin i no esperar-
ne un determinat valor que en alguns casos pot ser alt. 
 
El següent paràmetre que modifiquem és el de número màxim de missatges 
que un node enviarà d’una mateixa generació. Reduïm el valor a 1 i iniciem tot 
el procés. Obtenim que: 
 
Node intermig 
Num. de generacions antigues que acceptem 5 
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Num. de missatges que utilitzem per combinar 2 
Num. de mínim de misatges en buffer per poder combinar i enviar 2 
Num. màxim de missatges que s'enviaran de cada generació en 
un node 1 
Num. màxim de missatges que s'envien seguits per un mateix 
enllaç 1 
 
Node destí 
Nombre de msg rebuts de cada generació 0 
Nombre de msg rebuts total 0 
Es recuperen les dades NO 
Nombre de missatges  sobrants 0 
 
 
En el destí no hem rebut cap missatge. Això és degut a que si s’envia un 
missatge només de cada generació però en necessitem 2 per realitzar 
combinacions mai n’arribarem a generar  a no ser que en rebem vàries per 
varis enllaços diferents. 
 
Per últim, modifiquem el nombre màxim de combinacions que s’envien 
seguides per un mateix enllaç. Si abans ho teníem fixat a 1 ara ho canviem a 4. 
D’aquesta manera fins que no enviem el 5è paquet no canviem d’enllaç de 
sortida del node. 
 
Obtenim que: 
 
Node intermig 
Num. de generacions antigues que acceptem 5 
Num. de missatges que utilitzem per combinar 2 
Num. de mínim de misatges en buffer per poder combinar i enviar 2 
Num. màxim de missatges que s'enviaran de cada generació en 
un node 10 
Num. màxim de missatges que s'envien seguits per un mateix 
enllaç 4 
 
Node destí 
Nombre de msg rebuts de cada generació Variable 
Nombre de msg rebuts total 18 
Es recuperen les dades 
Part 
d’elles 
Nombre de missatges  sobrants Variable 
 
 
En aquest cas hem recuperat part de les dades originals. Això ho provoca una 
dispersió desigual dels paquets: hi ha nodes que reben 4 paquets seguits d’una 
generació i en canvi un altre node no en rep cap d’aquella generació. Al 
generar noves combinacions provoca que es vagin enviant missatges d’algunes 
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generacions més que d’altres. Al destí llavors només resolem les generacions 
de les que en disposem del mínim per resoldre el sistema d’equacions. 
 
Finalment realitzem una prova amb tots els valors configurats de la manera que 
veiem que és més eficient: 
 
Node intermig 
Num. de generacions antigues que acceptem 5 
Num. de missatges que utilitzem per combinar 2 
Num. de mínim de misatges en buffer per poder combinar i enviar 2 
Num. màxim de missatges que s'enviaran de cada generació en 
un node 10 
Num. màxim de missatges que s'envien seguits per un mateix 
enllaç 1 
 
Node destí 
Nombre de msg rebuts de cada generació 2 
Nombre de msg rebuts total 16 
Es recuperen les dades SI 
Nombre de missatges  sobrants 0 
 
 
D’aquesta manera obtenim tots els valors que s’envien inicialment i no ens 
sobra cap missatge. 
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CAPÍTOL 7. CONCLUSIONS 
 
En primer punt, es conclou que s’ha aconseguit implementar un sistema de 
Network Coding segons el disseny i el plantejament inicials. S’han dut a terme 
les idees que es plantegen en les especificacions del mètode i tenim finalment 
un sistema que codifica les dades, les envia, es generen més combinacions i 
reenviaments i en el destí podem recuperar-ne les dades.  
 
Tot això sota uns paràmetres de configuració amb els que s’han realitzat una 
sèrie de proves. És el moment d’extreure conclusions a partir dels tests 
anteriors.  
 
Pel que fa a la mida de generació respecte de la mida del missatge original 
veiem que: 
 
- Una generació molt gran pot provocar retard en l’enviament de les dades 
en orígen. S’haurà d’escollir una mida de generació tenint en compte la 
velocitat en que podem injectar les dades en el canal. 
 
Pel que fa a nombre de blocs dins la generació s’observa que: 
 
- D’entrada hi ha una relació directa entre la mida de les dades dins el 
paquet de la combinació i la mida del bloc. Si el bloc té mida 8 la part de 
dades del paquet serà de mida 8. 
- Una altra relació que trobem és que com més gran és la mida del bloc 
dins una mida de generació fixa menys missatges necessitarem en destí 
per extreure les dades. Per altra banda, més grans són els paquets 
resultants de les combinacions. 
- Com més gran és el bloc o el que és el mateix, com menys blocs conté 
una generació, més eficiència entre dades d’informació i dades totals del 
missatge. 
 
 
En aquesta configuració dels nodes “intermitjos” cal tenir en compte que si 
definim que es necessiten molts missatges per una combinació augmentem el 
temps d’espera abans de combinar i enviar. Això ens introduiria un cert retard. 
 
És important tenir clar la forma i la mida de la xarxa per definir els valors de 
configuració adequadament per estar segurs de poder recuperar el missatge 
original. Network Coding ens dóna una sèrie d’avantatges interessants, però 
amb una mala configuració poden ser contraproduents, tant per sobrecàrrega 
de la xarxa com per falta d’informació en destí. 
 
7.1 Línies futures 
 
· Un dels problemes que planteja la implementació és la reducció massiva 
de missatges durant el recorregut. Hem vist que segons la configuració 
definida van quedant pel camí missatges residuals en buffers. Una 
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possibilitat és d’implementar un timer que cada cert temps faci una 
escombrada d’aquests missatges i en generi combinacions si es 
compleixen alguns requeriments. D’aquesta manera la reducció de 
missatges seria més eficient i no tant brusca.  
  
· En aquesta mateixa gestió de missatges antics, s’hauria d’implementar 
un mecanisme d’esborrat dels missatges que realment ja no necessitem. 
Així s’evitaria que s’ocupés la memòria dels nodes de manera 
incontrolada. No s’ha realitzat ja que és important tenir clar en quin 
moment no es necessita aquest missatge. 
 
· La nostra implementació treballa sobre missatges on les dades les 
contenen vectors d’enters. El proper pas serà d’adequar aquestes dades 
a nivell de Byte ja que la informació que entenem que s’enviarà serà 
streaming d’àudio o de vídeo. En aquesta modificació s’hauran de 
modificar les operacions matemàtiques per tal que treballin amb mòdul 
256. 
 
· Seguint amb l’adequació per a distribució de continguts per a dispositius 
mòbils, la càrrega de les dades originals haurà de ser des de fitxer. 
 
· En la implementació s’hi haurà de crear una interfície gràfica pensant ja 
en una aplicació a nivell d’usuari.  
 
· Per últim, entenem que seria adient incloure un mecanisme de 
descobriment de la xarxa.  
 
A partir d’aquestes modificacions podríem plantejar la possibilitat de migrar el 
sistema a dispositius mòbils.  
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ANNEX 1 
IMPLEMENTACIÓ DE L’APLICACIÓ EN JAVA 
 
En aquest annex hi ha el codi complet de l’aplicació en JAVA. Hi podem veure 
totes les classes que formen part de l’aplicació: 
 
 
 
 
 
Config.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * Config.java 
 * 
 */ 
 
/** 
 * Clase de configuración 
 */ 
 
import java.util.Vector; 
 
public class Config { 
 
 // Configuración de NetworkCoding 
  
  
 // DATOS DE MENSAJE 
 int tamPaquete = 256; 
 int tamGen = 32; 
 int tamBloque = 16; 
 Vector<Integer> packet = new Vector<Integer> (tamPaquete, 1); 
  
 // Datos del mensaje original 
 // Rellenamos los datos del mensaje a enviar 
 public Config() 
 { 
   
  for (int i=1; i <= tamPaquete; i++) 
  { 
   packet.add(i); 
  } 
  System.out.println ("CONFIG: Datos del mensaje. Tamaño" + 
packet.size()); 
 } 
  
 // ############################################### 
   
 // TOPOLOGIA 
  
 String ipSource = "localhost"; 
  
 String ipInter1 = "localhost"; 
 int portInter1 = 35551; 
  
 String ipInter2 = "localhost"; 
 int portInter2 = 35552; 
  
 String ipInter3 = "localhost"; 
 int portInter3 = 35553; 
  
 String ipInter4 = "localhost"; 
 int portInter4 = 35554;  
  
 String ipInter5 = "localhost"; 
 int portInter5 = 35555; 
  
 String ipInter6 = "localhost"; 
 int portInter6 = 35556; 
  
 String ipDest = "localhost"; 
 int portDest = 35557; 
  
 public String ipSource() { return ipSource; } 
 public String ipInter1() { return ipInter1; } 
 public String ipInter2() { return ipInter2; } 
 public String ipInter3() { return ipInter3; } 
 public String ipInter4() { return ipInter4; } 
 public String ipInter5() { return ipInter5; } 
 public String ipInter6() { return ipInter6; } 
 public String ipDest() { return ipDest; } 
  
 public int portInter1() { return portInter1; } 
 public int portInter2() { return portInter2; } 
 public int portInter3() { return portInter3; } 
 public int portInter4() { return portInter4; } 
  public int portInter5() { return portInter5; } 
 public int portInter6() { return portInter6; } 
 public int portDest() { return portDest; } 
  
 // ############################################### 
  
 // DECISIONES NODO FUENTE 
  
 // Numero de combinaciones por cada enlace en orígen 
 int numeroDeCombinacionesPorEnlaceEnOrigen = 20; 
 public int numeroDeCombinacionesPorEnlaceEnOrigen() { return 
this.numeroDeCombinacionesPorEnlaceEnOrigen; } 
  
 // ############################################### 
  
 // DECISIONES NODO INTERMEDIO 
  
 // Momento de dejar de recibir generaciones. Al encontrarnos a un 
numero de generaciones por encima de lo que marca la  
 // variable dejaremos de recibir mensajes de la generación. Número de 
generaciones antiguas que aceptamos. 
 int numeroDeGeneracionesAnteriores = 5; 
 public int numDeGeneracionesAnteriores() { return 
this.numeroDeGeneracionesAnteriores; } 
  
 // Cuantos mensajes utilizo para combinar 
 int numMsgParaCombinar = 2; 
 public int numMsgParaCombinar() { return this.numMsgParaCombinar; } 
  
 // Numero minimo de mensajes en buffer para combinar y enviar 
 int numMinMsgBufferParaCombinarYEnviar = 2; 
 public int numMinMsgBufferParaCombinarYEnviar() { return 
this.numMinMsgBufferParaCombinarYEnviar; } 
  
 // Decidir cuantos mensajes se van a enviar de cada generación. A la 
que llegamos al valor ya no enviamos más de la generación. 
 int numMsgAEnviarDeCadaGeneracion = 10; 
 public int numMsgAEnviarDeCadaGeneracion() { return 
this.numMsgAEnviarDeCadaGeneracion; }  
  
 // Numero de mensajes que se envian seguidos en cada enlace 
 int numMsgAEnviarPorCadaEnlace = 1; 
 public int numMsgAEnviarPorCadaEnlace() { return 
this.numMsgAEnviarPorCadaEnlace; }  
 
 // ############################################### 
  
 
} 
 
 
Cramer.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * Cramer.java 
  
 * 
 */ 
 
/** 
 * Clase con los métodos de resolución de Cramer 
 */ 
 
import java.util.List; 
 
public class Cramer { 
 // Config 
 Config conf = new Config(); 
  
 // Resultado 
 double resultadoTemp[]; 
 double resultado[]; 
  
 List<Message> messages; 
 int pos; 
  
 double A[][]; 
 double m[][];  
 int tam; 
 int B[]; 
  
 // Le pasamos el vector de mensajes para inciar el proceso para 
recuperar los datos 
 public double[] init(List<Message> m){ 
 
  tam=m.get(0).coeficientes.size(); 
  messages = m; 
  int numGen = messages.get(0).numGeneracion; 
  int numBloc = 0; 
   
  //inicializamos el vector resultado 
  resultado = new double[conf.tamGen]; 
  for(int i=0; i<resultado.length; i++) 
  { 
   resultado[i] = 0; 
  } 
   
  A = new double[tam][];  
  B = new int[tam]; 
  for(int i=0;i<tam;i++) 
  { 
      A[i]=new double[tam]; 
     } 
   
  for (int i=0; i < tam; i++) 
      { 
      for(int j=0;j<tam;j++)  
      { 
       A[i][j] = messages.get(i).coeficientes.elementAt(j); 
         } 
        } 
   
  for (int posicion=0; posicion < m.get(0).y.length; posicion++){ 
    
   for(int i=0; i<B.length; i++){   
     B[i] = messages.get(i).y[posicion]; 
   } 
    
   resultadoTemp = cramers(A,B); 
 
   int z =0; 
   for (int i=0; i<resultadoTemp.length; i++) 
   { 
    z = posicion + ( numBloc*conf.tamBloque); 
    resultado[z] = resultadoTemp[i]; 
 
    numBloc++; 
    if (numBloc>=(conf.tamGen/conf.tamBloque)) 
    { 
     numBloc=0; 
    } 
   } 
  } 
  for (int i=0; i<resultado.length; i++) 
  { 
   System.out.println("X" + i + ": " + resultado[i]); 
  } 
  return resultado; 
 
 } 
  
  
 public double determinant(double A[][],int N)  
 { 
  double det=0;  
  double res; 
   
  if(N == 1) 
      res = A[0][0]; 
  else if(N == 2)  
  { 
      res = (A[0][0]*A[1][1]) - (A[1][0]*A[0][1]); 
     } 
  else 
  { 
      res=0;  
      for(int j1=0;j1<N;j1++) 
      {  
          m = new double[N-1][];  
          for(int k=0;k<(N-1);k++) m[k] = new double[N-1]; 
           
          for(int i=1;i<N;i++)  
          { 
              int j2=0;  
              for(int j=0;j<N;j++)  
              {  
                  if(j == j1) 
                      continue;  
                  m[i-1][j2] = A[i][j];  
                  j2++; 
                 }  
                }  
          res += Math.pow(-1.0,1.0+j1+1.0)* A[0][j1] * 
determinant(m,N-1); 
  
             } 
     } 
        return res; 
    } 
   
 public double[] cramers(double A[][],int B[])  
 { 
     double temp[][] = new double[tam][tam]; 
     double x[] = new double[tam];  
     for(int i=0;i<tam;i++)  
     { 
         for(int j=0;j<tam;j++) 
         {  
             for(int k=0;k<tam;k++) 
             { 
                 if(k == i)  
                     temp[j][k] = B[j]; 
                 else temp[j][k] = A[j][k]; 
             } 
         } 
         x[i]=determinant(temp,tam)/determinant(A,tam); 
     } 
 
     return x; 
    } 
  
 // Tiene solucion???? Solo si A != 0 
 public boolean tieneSolucion (List<Message> m) 
 { 
  double determinanteA; 
   
  tam=m.get(0).coeficientes.size(); 
  messages = m; 
   
  A = new double[tam][];  
  B = new int[tam]; 
  for(int i=0;i<tam;i++) 
  { 
      A[i]=new double[tam]; 
     } 
   
  for (int i=0; i < tam; i++) 
      { 
      for(int j=0;j<tam;j++)  
      { 
       A[i][j] = messages.get(i).coeficientes.elementAt(j); 
         } 
        } 
   
  determinanteA = determinant(A,tam); 
  if (determinanteA != 0) 
  {  
   System.out.println("determinante: " + determinanteA); 
   return true;  
  } 
  else { return false; } 
 } 
   
} 
  
 
DestControl.java 
 
package nc; 
 
/* 
 * Joan Llansana. 08 de diciembre de 2011 
 * 
 * DestControl.java 
 * 
 */ 
/** 
 * Clase que controla el DestNode 
 */ 
 
public class DestControl{ 
 
 private MessageBufferList MsgBufferList; 
 private MessageBuffer MsgBuffer; 
  
 Cramer cramer= new Cramer(); 
  // Configuracion 
  Config config = new Config(); 
   
 // ocupado? 
 public boolean ocupado = false; 
 
 
 public DestControl (MessageBufferList MsgBufferList) 
 { 
  this.MsgBufferList = MsgBufferList; 
   
 } 
  
 public void evaluaElMensaje (Message m){ 
   
  this.ocupado=true; 
  // si numGeneracion es lo sufucientemente actual 
  if (m.numGeneracion >= (MsgBufferList.ultimaGeneracionRecibida - 
config.numeroDeGeneracionesAnteriores)) 
  { 
   // añadimos 
   this.MsgBufferList.addElement(m); 
   // hacemos check() 
   this.check(); 
  } 
  // si no interesa no hacemos nada 
  this.ocupado=false; 
 } 
  
 public void check (){ 
   
  ocupado=true; 
  MsgBuffer = MsgBufferList.getMessageBufferToResolve(); 
  if (!MsgBufferList.MessageBuffers.isEmpty()) 
  { 
      // Recorre el buffer mirando si ya tiene suficientes 
mensajes de una generación para procesar 
  
    
   if (MsgBuffer != null) 
            { 
    try{ 
     
               cramer.init(MsgBuffer.MsgList); 
                
               //Borramos los mensajes del buffer una vez leídos 
               
MsgBufferList.deleteBuffer(MsgBuffer.MsgList.get(0).numGeneracion); 
                
    }catch (Exception e) 
    { 
     e.printStackTrace(); 
    } 
            } 
  } 
  ocupado=false; 
 } 
} 
 
 
DestNode.java 
 
package nc; 
 
/* 
 * Joan Llansana. 27 de noviembre de 2011 
 * 
 * DestNode.java 
 * 
 */ 
 
import java.net.*; 
import java.util.Vector; 
import java.io.*; 
 
/** 
 * Nodo destino 
 */ 
 
public class DestNode 
 { 
  // Configuracion 
  Config config = new Config(); 
   
  // Buffer de mensajes recibidos 
  MessageBufferList messagesBufferList = new MessageBufferList(); 
   
  ServerSocket socket; 
  
     /** 
      * Descr. 
      */ 
     public static void main (String [] args) 
     { 
         new DestNode(); 
     } 
       
     /** 
      * Descr. 
      */ 
     public DestNode() 
     { 
      // Se instancia una clase para gestionar los mensajes del buffer y se 
lanza en 
      // un hilo aparte. 
      DestControl DestControl = new DestControl(messagesBufferList); 
       
      try 
         { 
   if (socket == null) 
   { 
    socket = new ServerSocket (config.portDest);  
   } 
              
   while (true) 
   { 
     System.out.println ("ESPERANDO cliente"); 
     Socket socketRecNuevoCliente = socket.accept(); 
     System.out.println ("CONECTADO cliente"); 
    
     // Se instancia una clase para atender al cliente 
y se lanza en 
        // un hilo aparte. 
     ThreadReceptor receptor= new 
ThreadReceptor(messagesBufferList, socketRecNuevoCliente, "destino", 
DestControl); 
        new Thread(receptor).start(); 
    } 
         } 
         catch (Exception e) 
         { 
             e.printStackTrace(); 
         }  
     } 
} 
 
 
InterControl.java 
 
package nc; 
 
/* 
 * Joan Llansana. 08 de diciembre de 2011 
 * 
 * InterControl.java 
 * 
 */ 
 
import java.io.IOException; 
import java.io.ObjectOutputStream; 
import java.net.*; 
import java.util.List; 
 
/** 
 * Clase que controla el InterNode 
  
 */ 
 
public class InterControl { 
 
 private MessageBufferList MsgBufferList; 
 private List<ObjectOutputStream> OutputStreamList; 
 private Message m; 
  
 // Marcador del último OutputStream utilizado para enviar 
 private int outputStreamPorDondeEnviar = 0; 
  
 // Numero de mensajes que llevamos enviados por el enlace 
 private int numMensajesEnviadosPorEnlace = 0; 
 
 // Configuracion 
 Config config = new Config(); 
 
 // Control ocupado? 
 public boolean ocupado = false; 
   
 public InterControl (MessageBufferList msgBufferList, 
List<ObjectOutputStream> outputStreamList) 
 { 
  this.MsgBufferList = msgBufferList; 
  this.OutputStreamList = outputStreamList; 
     
 } 
  
 public synchronized void evaluaElMensaje (Message m) throws Exception  
 { 
  ocupado = true; 
   
  // si numGeneracion es lo sufucientemente actual 
  if (m.numGeneracion >= (MsgBufferList.ultimaGeneracionRecibida - 
config.numeroDeGeneracionesAnteriores)) 
  { 
   // añadimos 
   this.MsgBufferList.addElement(m); 
   // hacemos check() 
   this.check(); 
  } 
  // si no interesa no hacemos nada 
  ocupado = false; 
 } 
  
 public  void check () throws Exception 
 { 
  ocupado = true; 
     if (OutputStreamList != null & OutputStreamList.size() != 0) 
  { 
             if (MsgBufferList.MessageBuffers != null) 
          {  
          // Se envia el objeto llamando a el método que nos da la 
combinación a enviar 
           try { 
           m = MsgBufferList.getMessageToSend(); 
            
           if (m != null) 
           { 
            
 OutputStreamList.get(outputStreamPorDondeEnviar).writeObject(m); 
            Thread.currentThread(); 
               Thread.sleep(50); 
                
            // Incrementamos en 1 el marcador de numero 
de mensajes enviados por el enlace 
            numMensajesEnviadosPorEnlace ++; 
                        
                System.out.println ("ENVIANDO mensaje " + 
numMensajesEnviadosPorEnlace + ": " + m.y[0] + " por enlace " + 
outputStreamPorDondeEnviar); 
                 
               // Si hemos enviado el maximo numero de 
mensajes por enlace -> Incrementamos ultimoOutputStreamUtilizado. Si  
               // llegamos al último volvemos a empezar. 
               if (numMensajesEnviadosPorEnlace == 
config.numMsgAEnviarPorCadaEnlace) 
               { 
                numMensajesEnviadosPorEnlace = 0; 
                outputStreamPorDondeEnviar ++; 
                 
                if (outputStreamPorDondeEnviar == 
OutputStreamList.size()) 
                { 
                outputStreamPorDondeEnviar = 0; 
                } 
               } 
 
           } 
                
    } catch (IOException e) { 
     e.printStackTrace(); 
    } 
                          
          } 
 
  } 
     ocupado = false; 
 } 
 
} 
 
 
InterN3.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * InterN3.java 
 * 
 */ 
 
import java.net.*; 
import java.util.ArrayList; 
import java.io.*; 
 
  
/** 
 * Internodo numero 3 
 */ 
 
public class InterN3 
 { 
  // Configuracion 
  Config config = new Config(); 
   
  // Buffer de mensajes recibidos 
  MessageBufferList messageBufferList = new MessageBufferList(); 
   
  // Lista de ObjectOutputStream. Sockets de salida de mensajes. 
  private ArrayList<ObjectOutputStream> OutputStreamList = new 
ArrayList<ObjectOutputStream>(); 
 
  // Para calcular 
  Cramer cramer; 
   
  //Sockets 
  Socket socketEnv; 
  ServerSocket socketRec; 
   
     /** Programa principal, crea el socket cliente */ 
     public static void main (String [] args) 
     { 
         new InterN3(); 
     } 
      
     /** 
      * Crea el socket cliente y lee los datos 
      */ 
     public InterN3() 
     { 
      boolean okParaEnviar = false; 
      // Se instancia una clase para gestionar los mensajes del buffer y se 
lanza en 
      // un hilo aparte. 
      InterControl InterControl = new InterControl(messageBufferList, 
OutputStreamList); 
       
      while (true) 
      { 
       try 
       { 
        /* Se crea el socket Envio Inter. */ 
        if (socketEnv == null){ 
         socketEnv = new Socket (config.ipInter4, 
config.portInter4); 
         System.out.println ("CONECTADO a inter4"); 
          
 
         // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
            okParaEnviar = true; 
         }        
               
        // En el momento que ya ha conectado con un extremo, 
creamos el Server 
        // socket para seguir conectando hasta la fuente. 
        if (socketEnv != null && okParaEnviar) 
        { 
               /* Se crea el socket Recepción Inter. (uno para 
cada nodo conectado a mi)*/ 
         if (socketRec == null) 
         { 
          socketRec = new ServerSocket 
(config.portInter3);  
         } 
                
         Socket socketRecNuevoCliente = socketRec.accept(); 
         System.out.println ("CONECTADO cliente"); 
 
         // Se instancia una clase para atender al cliente 
y se lanza en 
               // un hilo aparte. 
         ThreadReceptor receptorIntermedio = new 
ThreadReceptor(messageBufferList, socketRecNuevoCliente, "intermedio", 
InterControl); 
               new Thread(receptorIntermedio).start();           
        }            
       } 
          catch (Exception e) 
          { 
              e.printStackTrace(); 
          } 
      } 
     } 
} 
 
 
InterN5.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * InterN5.java 
 * 
 */ 
 
import java.net.*; 
import java.util.ArrayList; 
import java.io.*; 
 
/** 
 * Internodo numero 5 
 */ 
 
public class InterN5 
 { 
  // Configuracion 
  Config config = new Config(); 
  
   
  // Buffer de mensajes recibidos 
  MessageBufferList messageBufferList = new MessageBufferList(); 
   
  // Lista de ObjectOutputStream. Sockets de salida de mensajes. 
  private ArrayList<ObjectOutputStream> OutputStreamList = new 
ArrayList<ObjectOutputStream>(); 
 
  // Para calcular 
  Cramer cramer; 
   
  //Sockets 
  Socket socketEnv; 
  ServerSocket socketRec; 
   
     /** Programa principal, crea el socket cliente */ 
     public static void main (String [] args) 
     { 
         new InterN5(); 
     } 
      
     /** 
      * Crea el socket cliente y lee los datos 
      */ 
     public InterN5() 
     { 
      boolean okParaEnviar = false; 
      // Se instancia una clase para gestionar los mensajes del buffer y se 
lanza en 
      // un hilo aparte. 
      InterControl InterControl = new InterControl(messageBufferList, 
OutputStreamList); 
       
      while (true) 
      { 
       try 
       { 
        /* Se crea el socket Envio Inter. */ 
        if (socketEnv == null){ 
         socketEnv = new Socket (config.ipDest, 
config.portDest); 
         System.out.println ("CONECTADO a destino"); 
          
 
         // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
            okParaEnviar = true; 
        }        
               
        // En el momento que ya ha conectado con un extremo, 
creamos el Server 
        // socket para seguir conectando hasta la fuente. 
        if (socketEnv != null && okParaEnviar) 
        { 
                /* Se crea el socket Recepción Inter. (uno para 
cada nodo conectado a mi)*/ 
         if (socketRec == null) 
         { 
          socketRec = new ServerSocket 
(config.portInter5);  
         } 
                
         Socket socketRecNuevoCliente = socketRec.accept(); 
         System.out.println ("CONECTADO cliente"); 
 
         // Se instancia una clase para atender al cliente 
y se lanza en 
               // un hilo aparte. 
         ThreadReceptor receptorIntermedio = new 
ThreadReceptor(messageBufferList, socketRecNuevoCliente, "intermedio", 
InterControl); 
               new Thread(receptorIntermedio).start();           
        }            
       } 
          catch (Exception e) 
          { 
              e.printStackTrace(); 
          } 
      } 
     } 
} 
 
 
InterN6.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * InterN6.java 
 * 
 */ 
 
import java.net.*; 
import java.util.ArrayList; 
import java.io.*; 
 
/** 
 * Internodo numero 6 
 */ 
 
public class InterN6 
 { 
  // Configuracion 
  Config config = new Config(); 
   
  // Buffer de mensajes recibidos 
  MessageBufferList messageBufferList = new MessageBufferList(); 
   
  // Lista de ObjectOutputStream. Sockets de salida de mensajes. 
  private ArrayList<ObjectOutputStream> OutputStreamList = new 
ArrayList<ObjectOutputStream>(); 
  
 
  // Para calcular 
  Cramer cramer; 
   
  //Sockets 
  Socket socketEnv; 
  ServerSocket socketRec; 
   
     /** Programa principal, crea el socket cliente */ 
     public static void main (String [] args) 
     { 
         new InterN6(); 
     } 
      
     /** 
      * Crea el socket cliente y lee los datos 
      */ 
     public InterN6() 
     { 
      boolean okParaEnviar = false; 
      // Se instancia una clase para gestionar los mensajes del buffer y se 
lanza en 
      // un hilo aparte. 
      InterControl InterControl = new InterControl(messageBufferList, 
OutputStreamList); 
       
      while (true) 
      { 
       try 
       { 
        /* Se crea el socket Envio Inter. */ 
        if (socketEnv == null){ 
         socketEnv = new Socket (config.ipDest, 
config.portDest); 
         System.out.println ("CONECTADO a destino"); 
          
 
         // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
            okParaEnviar = true; 
        }        
               
        // En el momento que ya ha conectado con un extremo, 
creamos el Server 
        // socket para seguir conectando hasta la fuente. 
        if (socketEnv != null && okParaEnviar) 
        { 
               /* Se crea el socket Recepción Inter. (uno para 
cada nodo conectado a mi)*/ 
         if (socketRec == null) 
         { 
          socketRec = new ServerSocket 
(config.portInter6);  
         } 
                
          Socket socketRecNuevoCliente = socketRec.accept(); 
         System.out.println ("CONECTADO cliente"); 
 
         // Se instancia una clase para atender al cliente 
y se lanza en 
               // un hilo aparte. 
         ThreadReceptor receptorIntermedio = new 
ThreadReceptor(messageBufferList, socketRecNuevoCliente, "intermedio", 
InterControl); 
               new Thread(receptorIntermedio).start();           
        }            
       } 
          catch (Exception e) 
          { 
              e.printStackTrace(); 
          } 
      } 
     } 
} 
 
 
InterNode1.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * InterNode1.java 
 * 
 */ 
 
import java.net.*; 
import java.util.ArrayList; 
import java.io.*; 
 
/** 
 * Internodo número 1 
 */ 
 
public class InterNode1 
 { 
  // Configuracion 
  Config config = new Config(); 
   
  // Buffer de mensajes recibidos 
  MessageBufferList messageBufferList = new MessageBufferList(); 
   
  // Lista de ObjectOutputStream. Sockets de salida de mensajes. 
  private ArrayList<ObjectOutputStream> OutputStreamList = new 
ArrayList<ObjectOutputStream>(); 
 
  // Para calcular 
  //Cramer cramer; 
   
  //Sockets 
  Socket socketEnv1; 
  Socket socketEnv2; 
  
  ServerSocket socketRec; 
   
     /** Programa principal, crea el socket cliente */ 
     public static void main (String [] args) 
     { 
         new InterNode1(); 
     } 
      
     /** 
      * Crea el socket cliente y lee los datos 
      */ 
     public InterNode1() 
     { 
      boolean okParaEnviar1 = false; 
      boolean okParaEnviar2 = false; 
      // Se instancia una clase para gestionar los mensajes del buffer y se 
lanza en 
      // un hilo aparte. 
      InterControl InterControl = new InterControl(messageBufferList, 
OutputStreamList); 
       
      while (true) 
      { 
       try 
       { 
        /* Se crea el socket Envio Inter5. */ 
        if (socketEnv1 == null){ 
         socketEnv1 = new Socket (config.ipInter5, 
config.portInter5); 
         System.out.println ("CONECTADO inter5"); 
          
 
         // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv1.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
            okParaEnviar1 = true; 
        }        
               
        /* Se crea el socket Envio Inter3. */ 
        if (socketEnv2 == null){ 
         socketEnv2 = new Socket (config.ipInter3, 
config.portInter3); 
         System.out.println ("CONECTADO inter3"); 
          
 
         // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv2.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
            okParaEnviar2 = true; 
        }     
        // En el momento que ya ha conectado con un extremo, 
creamos el Server 
        // socket para seguir conectando hasta la fuente. 
         if (socketEnv1 != null && socketEnv2 != null && 
okParaEnviar1 && okParaEnviar2) 
        { 
               /* Se crea el socket Recepción Inter. (uno para 
cada nodo conectado a mi)*/ 
         if (socketRec == null) 
         { 
          socketRec = new ServerSocket 
(config.portInter1);  
         } 
                
         Socket socketRecNuevoCliente = socketRec.accept(); 
         System.out.println ("CONECTADO cliente"); 
 
         // Se instancia una clase para atender al cliente 
y se lanza en 
               // un hilo aparte. 
         ThreadReceptor receptorIntermedio = new 
ThreadReceptor(messageBufferList, socketRecNuevoCliente, "intermedio", 
InterControl); 
               new Thread(receptorIntermedio).start();           
        }            
       } 
          catch (Exception e) 
          { 
              e.printStackTrace(); 
          } 
      } 
     } 
} 
 
 
InterNode2.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * InterNode2.java 
 * 
 */ 
 
import java.net.*; 
import java.util.ArrayList; 
import java.io.*; 
 
/** 
 * Internodo número 2 
 */ 
 
public class InterNode2 
 { 
  // Configuracion 
  Config config = new Config(); 
   
  // Buffer de mensajes recibidos 
  MessageBufferList messageBufferList = new MessageBufferList(); 
  
   
  // Lista de ObjectOutputStream. Sockets de salida de mensajes. 
  private ArrayList<ObjectOutputStream> OutputStreamList = new 
ArrayList<ObjectOutputStream>(); 
 
  // Para calcular 
  Cramer cramer; 
   
  //Sockets 
  Socket socketEnv1; 
  Socket socketEnv2; 
  ServerSocket socketRec; 
   
     /** Programa principal, crea el socket cliente */ 
     public static void main (String [] args) 
     { 
         new InterNode2(); 
     } 
      
     /** 
      * Crea el socket cliente y lee los datos 
      */ 
     public InterNode2() 
     { 
      boolean okParaEnviar1 = false; 
      boolean okParaEnviar2 = false; 
      // Se instancia una clase para gestionar los mensajes del buffer y se 
lanza en 
      // un hilo aparte. 
      InterControl InterControl = new InterControl(messageBufferList, 
OutputStreamList); 
       
      while (true) 
      { 
       try 
       { 
        /* Se crea el socket Envio Inter5. */ 
        if (socketEnv1 == null){ 
         socketEnv1 = new Socket (config.ipInter6, 
config.portInter6); 
         System.out.println ("CONECTADO inter6"); 
          
 
         // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv1.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
            okParaEnviar1 = true; 
        }        
               
        /* Se crea el socket Envio Inter3. */ 
        if (socketEnv2 == null){ 
         socketEnv2 = new Socket (config.ipInter3, 
config.portInter3); 
         System.out.println ("CONECTADO inter3"); 
          
 
          // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv2.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
            okParaEnviar2 = true; 
        }     
        // En el momento que ya ha conectado con un extremo, 
creamos el Server 
        // socket para seguir conectando hasta la fuente. 
        if (socketEnv1 != null && socketEnv2 != null && 
okParaEnviar1 && okParaEnviar2) 
        { 
               /* Se crea el socket Recepción Inter. (uno para 
cada nodo conectado a mi)*/ 
         if (socketRec == null) 
         { 
          socketRec = new ServerSocket 
(config.portInter2);  
         } 
                
         Socket socketRecNuevoCliente = socketRec.accept(); 
         System.out.println ("CONECTADO cliente"); 
 
         // Se instancia una clase para atender al cliente 
y se lanza en 
               // un hilo aparte. 
         ThreadReceptor receptorIntermedio = new 
ThreadReceptor(messageBufferList, socketRecNuevoCliente, "intermedio", 
InterControl); 
               new Thread(receptorIntermedio).start();           
        }            
       } 
          catch (Exception e) 
          { 
              e.printStackTrace(); 
          } 
      } 
     } 
} 
 
 
InterNode4.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * InterNode4.java 
 * 
 */ 
 
import java.net.*; 
import java.util.ArrayList; 
import java.io.*; 
 
/** 
  
 * Internodo número 4 
 */ 
 
public class InterNode4 
 { 
  // Configuracion 
  Config config = new Config(); 
   
  // Buffer de mensajes recibidos 
  MessageBufferList messageBufferList = new MessageBufferList(); 
   
  // Lista de ObjectOutputStream. Sockets de salida de mensajes. 
  private ArrayList<ObjectOutputStream> OutputStreamList = new 
ArrayList<ObjectOutputStream>(); 
 
  // Para calcular 
  Cramer cramer; 
   
  //Sockets 
  Socket socketEnv1; 
  Socket socketEnv2; 
  ServerSocket socketRec; 
   
     /** Programa principal, crea el socket cliente */ 
     public static void main (String [] args) 
     { 
         new InterNode4(); 
     } 
      
     /** 
      * Crea el socket cliente y lee los datos 
      */ 
     public InterNode4() 
     { 
      boolean okParaEnviar1 = false; 
      boolean okParaEnviar2 = false; 
      // Se instancia una clase para gestionar los mensajes del buffer y se 
lanza en 
      // un hilo aparte. 
      InterControl InterControl = new InterControl(messageBufferList, 
OutputStreamList); 
       
      while (true) 
      { 
       try 
       { 
        /* Se crea el socket Envio Inter5. */ 
        if (socketEnv1 == null){ 
         socketEnv1 = new Socket (config.ipInter5, 
config.portInter5); 
         System.out.println ("CONECTADO inter5"); 
          
 
         // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv1.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
             okParaEnviar1 = true; 
        }        
               
        /* Se crea el socket Envio Inter3. */ 
        if (socketEnv2 == null){ 
         socketEnv2 = new Socket (config.ipInter6, 
config.portInter6); 
         System.out.println ("CONECTADO inter6"); 
          
 
         // Buffer envio objetos 
            ObjectOutputStream bufferObjetos = new 
ObjectOutputStream (socketEnv2.getOutputStream()); 
            // Lo añadimos a la lista para que lo trate el 
InterControl 
            OutputStreamList.add(bufferObjetos); 
            okParaEnviar2 = true; 
        }     
        // En el momento que ya ha conectado con un extremo, 
creamos el Server 
        // socket para seguir conectando hasta la fuente. 
        if (socketEnv1 != null && socketEnv2 != null && 
okParaEnviar1 && okParaEnviar2) 
        { 
               /* Se crea el socket Recepción Inter. (uno para 
cada nodo conectado a mi)*/ 
         if (socketRec == null) 
         { 
          socketRec = new ServerSocket 
(config.portInter4);  
         } 
                
         Socket socketRecNuevoCliente = socketRec.accept(); 
         System.out.println ("CONECTADO cliente"); 
 
         // Se instancia una clase para atender al cliente 
y se lanza en 
               // un hilo aparte. 
         ThreadReceptor receptorIntermedio = new 
ThreadReceptor(messageBufferList, socketRecNuevoCliente, "intermedio", 
InterControl); 
               new Thread(receptorIntermedio).start();           
        }            
       } 
          catch (Exception e) 
          { 
              e.printStackTrace(); 
          } 
      } 
     } 
} 
 
 
Message.java 
 
package nc; 
 
/* 
 * Joan Llansana. Septiembre de 2011 
  
 * 
 * Message.java 
 * 
 */ 
 
/** 
 * Clase Mensaje 
 */ 
 
import java.io.*; 
import java.util.List; 
import java.util.Random; 
import java.util.Vector; 
 
public class Message implements Serializable{ 
 
 
 private static final long serialVersionUID = 1L; 
 int numGeneracion; 
 Vector<Integer> coeficientes; 
 int[] y; 
 boolean yaUtilizado = false; 
   
 // Mensaje en blanco 
 public Message (int sizeC, int sizeY, int numGeneracion) 
 {   
  //datos = new Vector<Integer> (size,1); 
  this.coeficientes = new Vector<Integer> (sizeC, 1); 
  this.y = new int[sizeY]; 
  this.numGeneracion = numGeneracion; 
   
  // Inicializacion a 0 
  for (int i=0; i < sizeC; i++) 
  { 
   this.coeficientes.addElement(0); 
  } 
  for (int i=0; i < sizeY; i++){ 
   this.y[i] = 0; 
  } 
 } 
  
 // Mensaje con datos 
 public Message (List<Integer> packet, int blockSize, int 
numGeneracion) 
 { 
  // Num generación 
  this.numGeneracion = numGeneracion; 
 
  // Empezamos a generar el mensaje 
  this.Procesa(blockSize, packet); 
 } 
  
 private void Procesa (int blockSize, List<Integer> packet){ 
   
  int numBloques = packet.size() / blockSize; 
  int coef = 0; 
  int[][] tempMat = new int[numBloques][blockSize]; 
  int j=-1; 
  y = new int[blockSize]; 
    
  //datos = new Vector<Integer> (packet.size(),1); 
  coeficientes = new Vector<Integer> (packet.size(), 1); 
   
  //Random 
     Random random1 = new Random(); 
     
     for (int i=0, x=0; i < (packet.size() / blockSize); i++) 
     { 
   coef = random1.nextInt(9); 
      coeficientes.addElement(coef); 
      for (j=0; j< blockSize; j++) 
      { 
       tempMat[i][j] = packet.get(x) * coef; 
       x++; 
        
       y[j] = y[j] + tempMat[i][j]; 
      }       
     } 
 } 
} 
 
 
MessageBuffer.java 
 
package nc; 
 
/* 
 * Joan Llansana. Noviembre de 2011 
 * 
 * MessageBuffer.java 
 * 
 */ 
 
import java.util.ArrayList; 
import java.util.Collections; 
import java.util.List; 
 
/** 
 * Clase Buffer de Mensajes 
 */ 
 
public  class  MessageBuffer { 
 
 public List<Message> MsgList;  
 
 //Para acceder al tamaño de vectores sin tener que acceder al buffer 
 public int tamanyoDeVectorC = 0; 
 public int tamanyoDeVectorY = 0; 
  
 //Numero generación 
 public double numGeneracion = 0.1; 
  
 //Numero de mensajes que hemos enviado de esta generación 
 public int numMsgEnviadosDeEstaGeneracion = 0; 
  
 public MessageBuffer() 
 { 
  
  ArrayList list = new ArrayList(); 
   
  // Lista de mensajes sincronizada 
     MsgList = Collections.synchronizedList(list); 
   
//  MsgList = new ArrayList<Message>(); 
 } 
  
 /** 
  * Añade elemento al final y devuelve posicion 
  **/ 
 public synchronized int addElement(Message m) 
 {  
  if (this.numGeneracion == 0.1) { this.numGeneracion = 
m.numGeneracion; } 
   
  MsgList.add(m); 
   
  tamanyoDeVectorC = m.coeficientes.size(); 
  tamanyoDeVectorY = m.y.length; 
 
  return (MsgList.size()-1); 
 } 
} 
 
 
 
MessageBufferList.java 
 
package nc; 
 
/* 
 * Joan Llansana. Noviembre de 2011 
 * 
 * MessageBufferList.java 
 * 
 */ 
 
/** 
 * Clase listado de buffers de mensajes 
 */ 
 
 
import java.util.ArrayList; 
import java.util.Collections; 
import java.util.List; 
import java.util.Random; 
import java.util.Vector; 
 
public class MessageBufferList { 
 
 public List<MessageBuffer> MessageBuffers;  
 public List<Integer> NumerosGeneracionPasados = new 
ArrayList<Integer>(); 
  
 // Configuracion 
  Config config = new Config(); 
   
 // Ultima generación recibida 
  public int ultimaGeneracionRecibida = 0; 
  
 // Cramer 
 Cramer cramer = new Cramer(); 
  
 public MessageBufferList() 
 { 
  ArrayList list = new ArrayList(); 
   
  // Lista de buffers de mensajes sincronizada 
  MessageBuffers = Collections.synchronizedList(list); 
 } 
  
 /** 
  * Metodo que añade el mensaje en el buffer que toque segun 
numeroGeneración 
  */ 
 public synchronized void addElement (Message m) 
 { 
  boolean existeGen = false; 
   
  try{ 
   // Si numero de generacion ya lo teniamos 
   for (MessageBuffer messageBuffer : MessageBuffers) { 
     
    if (messageBuffer.MsgList.get(0).numGeneracion == 
m.numGeneracion) {  
     messageBuffer.MsgList.add(m); 
      
     // Actualizamos la generación más nueva que 
tenemos si procede 
     if (m.numGeneracion > 
this.ultimaGeneracionRecibida) { ultimaGeneracionRecibida = m.numGeneracion; 
} 
      
     System.out.println ("#### Insertado mensaje 
en buffer: " + m.numGeneracion); 
    
 NumerosGeneracionPasados.add(m.numGeneracion); 
     existeGen = true;  
     break; 
    } 
   } 
   if (!existeGen){  
  
    // Si NumerosGeneracionPasados antiguos no contiene 
el numGeneracion quiere decir que es nuevo de verdad 
     
    if 
(!NumerosGeneracionPasados.contains(m.numGeneracion)) 
    { 
     createBuffer(m); 
    } 
    // En caso de no cumplirlo se ignora el mensaje 
   } 
     
  }catch (Exception e){ 
            e.printStackTrace(); 
  } 
  
 } 
 /** 
  * Metodo que borra el mensaje del buffer que toque 
  */ 
 public synchronized void deleteElement (Message m) 
 {   
  try{ 
   for (MessageBuffer messageBuffer : MessageBuffers) { 
     
    if (messageBuffer.MsgList.contains(m)) {  
     messageBuffer.MsgList.remove(m); 
     System.out.println ("#### Borrado mensaje del 
buffer: " + m.numGeneracion); 
      
     if (messageBuffer.MsgList.size()==0) { 
MessageBuffers.remove(messageBuffer);} 
     break; 
    } 
   } 
    
  }catch (Exception e){ 
            e.printStackTrace(); 
  } 
 } 
 /** 
  * Método que crea buffer.  
  */ 
 public synchronized void createBuffer(Message m) 
 { 
  try 
  { 
   MessageBuffer buffer = new MessageBuffer(); 
   System.out.println ("## Creado Buffer num. gen: " + 
m.numGeneracion); 
    
   buffer.addElement(m); 
   System.out.println ("#### Insertado mensaje en buffer: " + 
m.numGeneracion); 
    
   MessageBuffers.add(buffer); 
   
  }catch (Exception e){ 
         e.printStackTrace(); 
  } 
 } 
  
 /** 
  * Eliminar buffer. Cuando ya no nos interesa la generacion 
determinada 
  */ 
 public synchronized void deleteBuffer(int numGeneracion) 
 { 
  for (MessageBuffer messageBuffer : MessageBuffers) { 
    
   if (messageBuffer.MsgList.get(0).numGeneracion == 
numGeneracion) {  
    try{ 
     MessageBuffers.remove(messageBuffer); 
     NumerosGeneracionPasados.add(numGeneracion); 
      break; 
    }catch (Exception e) 
    { 
     e.printStackTrace(); 
    } 
   } 
  } 
 } 
  
 /** 
  * Metodo que devuelve un mensaje OPTIMO a enviar 
  */ 
 public synchronized Message getMessageToSend () 
 { 
  Message M = null; 
   
  //Recorre los buffers de mensajes y si hay más del numero de 
mensajes mínimo para combinar llama al método para combinar mensajes 
  for (MessageBuffer messageBuffer : MessageBuffers) { 
 
   if ((messageBuffer.MsgList.size() >= 
config.numMinMsgBufferParaCombinarYEnviar()) && (messageBuffer.MsgList.size() 
>= config.numMsgParaCombinar)) 
   { 
    M = getMessagesCombination(messageBuffer, false); 
    if (M != null) {return M;} 
   } 
  } 
  return (null); 
 } 
  
 /** 
  * Metodo que combina mensajes de la misma generación y devuelve el 
resultado de la combinación en forma de mensaje 
  */ 
 private synchronized Message getMessagesCombination (MessageBuffer 
messageBuffer, boolean bufferAntiguo){ 
   
  int coef = 0; 
  int count = 0; 
  int count2=0; 
  boolean minMsgACombinar = false; 
  //Random 
     Random random1 = new Random(); 
   
     //Mensaje que enviaremos una vez generado 
  Message M = new Message(messageBuffer.tamanyoDeVectorC, 
messageBuffer.tamanyoDeVectorY, messageBuffer.MsgList.get(0).numGeneracion); 
 
  if (bufferAntiguo) 
  { 
   minMsgACombinar=true; 
  } 
  else 
  { 
   // Comprobamos si tenemos suficientes msg para hacer una 
combinacion 
   for (int i=0; i < messageBuffer.MsgList.size(); i++) 
   { 
  
    if (messageBuffer.MsgList.get(i).yaUtilizado == 
false) 
    { 
     count2++; 
    } 
    if (count2 == config.numMsgParaCombinar) 
    { 
     minMsgACombinar=true; 
     break; 
    } 
   } 
  } 
   
  if (minMsgACombinar && (config.numMsgAEnviarDeCadaGeneracion > 
messageBuffer.numMsgEnviadosDeEstaGeneracion)) 
  { 
      for (int i=0; i < messageBuffer.MsgList.size(); i++) 
      { 
       if (messageBuffer.MsgList.get(i).yaUtilizado == false){ 
        Message Mi = messageBuffer.MsgList.get(i); 
  
     coef = random1.nextInt(9); 
        while (coef == 0) 
        { 
      coef = random1.nextInt(9);      
   
        } 
         
     //coef = random1.nextInt(9); 
     M.numGeneracion = Mi.numGeneracion; 
   
     for (int c=0; c < Mi.coeficientes.size(); 
c++) 
     { 
      M.coeficientes.set(c, 
M.coeficientes.elementAt(c) + Mi.coeficientes.elementAt(c)*coef); 
     } 
      
        for (int j=0; j < M.y.length; j++) 
        {        
         M.y[j] = M.y[j] + Mi.y[j] * coef; 
        }       
         
        count ++; 
         
        // Si de los mensajes a combinar éste es el último 
no lo marcamos como utilizado y así lo volvemos a utilizar después 
        if (count < config.numMsgParaCombinar) 
        { 
         messageBuffer.MsgList.get(i).yaUtilizado = 
true; 
         count = 0; 
        }    
        else 
        { 
         break; 
        } 
       } 
  
       } 
  } 
    
     // Si un coeficiente = 0 quiere decir que no ha hecho ninguna 
combinacion 
     if (M.coeficientes.get(0) == 0) { 
      return (null); 
     } 
     else { 
      M.yaUtilizado = false; 
 
   // Incrementamos en 1 el marcador de numero de mensajes 
enviados de esta generacion en este nodo 
      messageBuffer.numMsgEnviadosDeEstaGeneracion++; 
       
      return (M); 
     } 
 } 
  
 /** 
  * Metodo que devuelve un Buffer de mensajes si podemos resolver ya 
sus incognitas 
  */ 
 public synchronized MessageBuffer getMessageBufferToResolve () 
 { 
  //Recorre los buffers de mensajes y si ve que hay suficientes 
mensajes para resolver devuelve el buffer de mensajes 
  for (MessageBuffer messageBuffer : MessageBuffers) { 
   if (!messageBuffer.MsgList.isEmpty()) 
   { 
 
    if (messageBuffer.MsgList.size() >= 
messageBuffer.MsgList.get(0).coeficientes.size()) 
    { 
     // miramos si tiene solucion el sistema de 
ecuaciones 
     if 
(cramer.tieneSolucion(messageBuffer.MsgList)) 
     { 
      return (messageBuffer); 
     } 
     // si no tiene solucion borramos el primer 
mensaje del buffer que habíamos recibido, para mirar de recibir más y hacerlo 
linealmente independiente 
     else 
     { 
      messageBuffer.MsgList.remove(0); 
     } 
    } 
   } 
  } 
  return (null); 
 } 
 
} 
 
 
 
 
  
OutputStreamList.java 
 
package nc; 
 
/* 
 * Joan Llansana. Noviembre de 2011 
 * 
 * OutputStreamList.java 
 * 
 */ 
 
import java.io.ObjectOutputStream; 
import java.util.ArrayList; 
import java.util.Collections; 
import java.util.List; 
 
/** 
 * Lista de OutputStream de envio. 
 **/ 
 
public  class  OutputStreamList { 
 
 private List<ObjectOutputStream> OutputList;  
 
  
 public OutputStreamList() 
 { 
  ArrayList list = new ArrayList(); 
   
  // Lista de mensajes sincronizada 
  OutputList = Collections.synchronizedList(list); 
 } 
  
 /** 
  * Añade elemento al final y devuelve posicion 
  **/ 
 public synchronized int addElement(ObjectOutputStream o) 
 {  
  OutputList.add(o); 
   
  return (OutputList.size()-1); 
 } 
  
 public synchronized ObjectOutputStream getElement(int index) 
 { 
  return (this.OutputList.get(index)); 
 } 
  
 public synchronized int getSize () 
 { 
  return (this.OutputList.size()); 
 } 
  
} 
 
 
 
 
 
 SourceControl.java 
 
package nc; 
 
/* 
 * Joan Llansana. Diciembre de 2011 
 * 
 * SourceControl.java 
 * 
 */ 
 
/** 
 * Clase que controla el nodo fuente 
 */ 
 
 
import java.io.IOException; 
import javax.swing.plaf.SliderUI; 
 
public class SourceControl { 
 
 boolean enviado; 
  
 public SourceControl(OutputStreamList outputList, Config config) 
throws IOException, InterruptedException 
 { 
  int indexInit = 0, indexFin = 0; 
   
  for (int numGeneracion=0; numGeneracion < (config.packet.size() 
/ config.tamGen) ; numGeneracion++) 
     {   
     indexInit = numGeneracion * config.tamGen; 
     indexFin = (indexInit + config.tamGen); 
      
     for (int i = 0; i < 
config.numeroDeCombinacionesPorEnlaceEnOrigen; i++){ 
 
         // Se envía el objeto recorriendo listado de 
outputstreams 
         for (int x=0; x < outputList.getSize(); x++) 
         { 
          Message m = new 
Message(config.packet.subList(indexInit, indexFin), config.tamBloque, 
numGeneracion); 
           
          outputList.getElement(x).writeObject(m); 
          System.out.println ("SOURCE to Inter" +x+": Enviado 
mensaje. Num. gen:" +  numGeneracion); 
         }  
         Thread.currentThread(); 
      Thread.sleep(50); 
     } 
     } 
     this.enviado = true; 
 } 
} 
 
 
 
  
SourceNode.java 
 
package nc; 
 
/* 
 * Joan Llansana. Noviembre de 2011 
 * 
 * SourceNode.java 
 */ 
 
import java.net.*; 
import java.io.*; 
 
/** 
 * Nodo fuente 
 */ 
 
public class SourceNode 
 
{   // Configuracion 
 Config config = new Config(); 
  
 //Sockets 
 Socket socket1; 
 Socket socket2; 
  
 //OutputStreams de envio 
 OutputStreamList outputList; 
  
 //boolean enviados 
 boolean enviados=false; 
  
 //Control 
 SourceControl sourceControl; 
  
    public static void main (String [] args) 
    { 
        new SourceNode(); 
    } 
     
     /** 
      * Descr. 
      */ 
    public SourceNode() 
    { 
      outputList = new OutputStreamList(); 
     
      while (true && !enviados) 
      { 
       try 
       { 
              /* Se crea el socket1 */ 
        if (socket1 == null){ 
         socket1 = new Socket (config.ipInter1, 
config.portInter1); 
         System.out.println ("SOURCE: Conectado 
Intermedio1"); 
        } 
        /* Se crea el socket2 */ 
         if (socket2 == null){ 
         socket2 = new Socket (config.ipInter2, 
config.portInter2); 
         System.out.println ("SOURCE: Conectado 
Intermedio2");          
        } 
         
        if (socket1!=null && socket2!=null) 
//        if (socket1!=null) 
        {          
         //Creamos los buffer para enviar los objetos 
         ObjectOutputStream bufferObjetos1 = new 
ObjectOutputStream(socket1.getOutputStream()); 
         ObjectOutputStream bufferObjetos2 = new 
ObjectOutputStream(socket2.getOutputStream()); 
          
         //Los metemos en la lista de outputstreams 
         outputList.addElement(bufferObjetos1); 
         outputList.addElement(bufferObjetos2); 
          
         //Creamos SourceControl 
         sourceControl = new SourceControl(outputList, 
config); 
          
               enviados = sourceControl.enviado; 
        } 
       } 
          catch (Exception e) 
          { 
              e.printStackTrace(); 
          } 
      } 
    } 
 
 
} 
 
 
ThreadReceptor.java 
 
package nc; 
 
/* 
 * Joan Llansana. Septiembre de 2011 
 * 
 * ThreadReceptor.java 
 * 
 */ 
 
/** 
 * Clase receptora de mensajes 
 */ 
 
import java.io.ObjectInputStream; 
import java.net.Socket; 
 
public class ThreadReceptor extends Thread  
{ 
 Socket socket; 
  
  
 // Tipo de threadReceptor: Intermedio o Destino 
 String type = ""; 
  
 // Le pasamos el control del nodo 
 InterControl InterControl = null; 
 DestControl DestControl = null; 
  
 //public MessageBuffer messagesList; 
 public MessageBufferList messageBufferList; 
  
 //private DataInputStream bufferTexto; 
 private ObjectInputStream bufferObjetos; 
  
 public ThreadReceptor(){} 
  
 // Constructor para internode 
 public ThreadReceptor(MessageBufferList messagesBufferList, Socket 
socket, String type, InterControl InterControl) { 
  this.socket = socket; 
  this.messageBufferList = messagesBufferList; 
  this.type = type; 
  this.InterControl = InterControl; 
   
  try { 
    
   /* Se obtiene un stream de lectura para leer objetos */ 
   bufferObjetos = new 
ObjectInputStream(this.socket.getInputStream()); 
     
   }catch(Exception e1) { 
    try { 
     this.socket.close(); 
    }catch(Exception e) { 
     System.out.println(e.getMessage()); 
    } 
   } 
 } 
 // Constructor para destnode 
 public ThreadReceptor(MessageBufferList messagesBufferList, Socket 
socket, String type, DestControl DestControl) { 
  this.socket = socket; 
  this.messageBufferList = messagesBufferList; 
  this.type = type; 
  this.DestControl = DestControl; 
   
  try { 
    
   /* Se obtiene un stream de lectura para leer objetos */ 
   bufferObjetos = new 
ObjectInputStream(this.socket.getInputStream()); 
     
   }catch(Exception e1) { 
    try { 
     this.socket.close(); 
    }catch(Exception e) { 
     System.out.println(e.getMessage()); 
    } 
   } 
  } 
 
  
 public void run (){ 
    //String text = ""; 
    Message m = null; 
     
       while (true) 
       { 
    try  
    { 
      
     m = (Message) bufferObjetos.readObject(); 
     //text = bufferTexto.readUTF(); 
      
     if (m != null) 
     { 
      System.out.println ("RECIBIDO mensaje: 
" +  m.y[0] ); 
      //messageBufferList.addElement(m); 
       
      if (this.type == "intermedio") 
      { 
       while(!InterControl.ocupado) 
       { 
       
 this.InterControl.evaluaElMensaje(m); 
        break; 
       } 
      }  
      else if (this.type == "destino") 
      { 
       while(!DestControl.ocupado) 
       { 
       
 this.DestControl.evaluaElMensaje(m);  
        break; 
       } 
      } 
     } 
    } catch (Exception e) { 
     //e.printStackTrace(); 
    } 
       }     
 } 
} 
 
