Introduction
The calyx of Held is a giant axon terminal on neurons in the medial nucleus of the trapezoid body (MNTB). This terminal has played a pivotal role in the identification (Guillery, 2005) and understanding of the structure and function of chemical CNS synapses (Borst and Soria van Hoeve, 2012; Schneggenburger and Forsythe, 2006) . Compelling images of light and EM reconstructions of the hand-like calyx holding the soma of an MNTB neuron have adorned many journal covers in the past decades ( Figure 1 ). Clearly, strong selection pressure must have led to the evolution of this morphologically and physiologically specialized structure. Ironically, the nature of that selection pressure is not understood.
We first briefly review the connectivity and main features of the circuit in which the calyx is embedded and highlight salient properties of the synapse revealed by in vitro studies, with a focus on the ''timing'' aspects at high frequencies that have been stressed in the literature. After reviewing behavioral and physiological binaural sensitivity, we argue that the temporal properties of this circuit are unnecessary and even ill-suited for the functional role traditionally assigned to it-the creation of sensitivity to interaural intensity differences. A brief review of temporal coding in the monaural afferents and of the sensitivity to interaural time differences in this circuit brings us to the one form of binaural sensitivity in which it excels: sharp tuning to interaural time differences of high-frequency, transient sounds. Finally, consideration of natural sources of high-frequency sounds and their acoustic propagation leads to our hypothesis: the calyx of Held and associated circuit specializations enable spatial localization of sound transients caused by movement of a nearby animal. We end by briefly exploring alternative hypotheses.
General Circuit Structure
The calyx is a giant glutamatergic terminal formed by the main axon of globular bushy cells (Figure 2 ; GBCs). These cells have their cell body in the cochlear nucleus contralateral to the MNTB, and receive large axosomatic terminals from the auditory nerve (endbulbs of Held). GBCs have limited dendritic trees, have a large-diameter myelinated axon, and project to several other targets besides the MNTB.
The calyx innervates MNTB principal cells: these are glycinergic and project to several targets in the auditory brainstem. The main target is a binaural nucleus: the lateral superior olive (LSO), on which we focus here as it is the target most likely to reveal the function of the calyx. Other targets, not shown in Figure 2 but briefly discussed in a later section, include both binaural and monaural structures (Banks and Smith, 1992; Smith et al., 1998; Sommer et al., 1993; Spangler et al., 1985) , including the medial superior olive (MSO), which is specialized for the processing of interaural time differences. Together, the MNTB, MSO, and LSO form the main nuclei of the superior olivary complex.
While the general connectivity of the LSO is well known, many details still need to be filled in. The contralateral input seems to be largely dominated by the MNTB. The ipsilateral pathway to the LSO is less well characterized than the contralateral pathway and is simplified in Figure 2 , which only shows the input from spherical bushy cells (SBCs) and omits smaller sources (Cant and Casseday, 1986; Doucet and Ryugo, 2003; Gó mez-Á lvarez and Saldañ a, 2016) . Also, morphological and in vitro physiological studies show that the LSO is not homogeneous: it contains several cell classes (Helfert and Schwartz, 1986; Rietzel and Friauf, 1998) .
Synaptic Physiology of the Calyx
Many features of the calyx of Held-MNTB synapse have been described as specializations for auditory processing. Here we will briefly review three aspects of this synaptic connection: its morphology, presynaptic physiology, and postsynaptic intrinsic properties. The MNTB functions as a sign-inverting relay, where ''relay'' implies reliability. An enemy of reliable response transmission is the time required for recovery after transmission, specifically the times required to recover from spike refractory period and synaptic depression. Such biologically imposed recovery periods not only limit response rates, but also impact a system's ability to respond consistently to brief but unpredictable stimuli. Therefore, along with speed of conduction through the relay synapse, the MNTB has also minimized the need for, and duration of, such recovery times.
The first and most obvious characteristic of the calyx is the size of the terminal and pre-terminal axon. By using one of the largest diameter, and therefore fastest conducting, axons in the CNS Spirou et al., 1990) , the GBC-to-MNTB pathway transmits signals across the brainstem as quickly as possible. The MNTB principal cell, although possessing a small dendrite, restricts the excitatory input from the GBC almost entirely to the cell body (Smith et al., 1991 (Smith et al., , 1998 . The somatic synaptic location and large size of the EPSP minimize the time required for the excitatory postsynaptic current to charge the membrane potential of the axon to spike threshold. The added time for the synaptic delay intrinsic to all chemical synapses apparently is brief and reproducible enough not to detract from the overall speed of the sign inverting relay (Joris, 1996; Joris and Yin, 1998) . Although the calyx ''grips'' the postsynaptic cell, the terminal structure is sufficiently fenestrated in adult animals to permit escape of transmitter during high-frequency transmission (Ford et al., 2015) . While a fast, electrical synaptic contact using gap junctions might be expected to be faster than the calyceal chemical synapse, such an arrangement would likely present the problem of impedance mismatch between presynaptic axon terminal and the postsynaptic soma, possibly slowing transmission or introducing jitter. Thus, the morphology of the calyx makes it readily apparent that its function is to minimize delays in sign inversion and relay of signals from the contralateral ear.
The physiology of transmitter release from the calyx supports this conclusion. In order to function as a relay, the excitatory postsynaptic potential (EPSP) must be large enough for the principal cell membrane potential to rapidly reach spike threshold, and must do so reliably upon arrival of each presynaptic action potential. This is ensured by the wedding of several features. The calyx harbors many hundreds of transmitter release sites. For example, in rats, roughly 600 release sites (Meyer et al., 2001; S€ atzler et al., 2002) are supplied with a readily releasable pool of up to several thousand vesicles (Schneggenburger et al., 2002) . These release sites feature a tight, nanodomain coupling between the vesicles and the calcium channels that trigger their release, thus facilitating rapid transmission (Stanley, 2016) . However, the reason for having so many release sites is not only to summate hundreds of individual release events, but to ensure that depletion of transmitter does not lead to synaptic failure. Rather than having a large release probability, each release site has a small chance of exocytosis during each presynaptic spike, releasing only about 20 vesicles (de Lange et al., 2003; Lorteije et al., 2009 ). Thus, from trial-to-trial, release sites that lost a vesicle may have time to recover their vesicle content and be ready to respond again. Initial in vitro studies of transmission in the MNTB highlighted profound synaptic depression (Borst et al., 1995; Forsythe et al., 1998) . This depression was all the more puzzling given that GBC fibers are spontaneously active and could therefore lead to a substantial level of depression even prior to acoustically evoked activity (Hermann et al., 2007) . However subsequent work revealed that under more ''in vivo-like'' conditions, including physiological Ca 2+ levels, temperature, and possibly enhanced negative feedback mechanisms, the calyx is able to sustain transmission under high rates of activity (Lorteije et al., 2009) . Presumably, reduced Ca 2+ and elevated temperatures lower release probability and enhance the rate of vesicle replenishment sufficiently to support ongoing transmission. Moreover, within this population of vesicles, it is likely that release probabilities vary widely (reviewed in Sakaba, 2018) . Such heterogeneity may be essential to sustain transmission to different patterns and durations of sensory signal.
Presynaptic ion channels allow consistency in the presynaptic spike trigger for exocytosis, regardless of spike interval. Voltagegated K + (Kv) channels quickly repolarize spikes (Ishikawa et al., 2003; Nakamura and Takahashi, 2007) , thus limiting Na + channel inactivation (Leã o et al., 2005) . Recovery from inactivation is also quite rapid, and contributes to an amazingly stable spike height across different stimulus rates (Sierksma and Borst, 2017 ). An additional factor is the interaction of spike-triggered ionic conductances with the conductances that set the resting potential (Huang and Trussell, 2008 Kim and von Gersdorff, 2012) , an interaction that results in the membrane potential before and after the presynaptic spike being almost identical (Sierksma and Borst, 2017) . As a result, the electrical starting point for each spike is nearly independent of its history.
There also exists a balance of ion channels that ensure the responsiveness of the postsynaptic cell to calyceal activity. Subunits of the AMPAR glutamate receptors are optimized to ensure rapid channel gating (Geiger et al., 1995; Yang et al., 2011) . In this way, the lifespan of the synaptic current does not limit the duration of the EPSP, particularly during repetitive activity. Several types of Kv channel also conspire to shape the postsynaptic response. Activation of Kv2 and Kv3 channels rapidly repolarizes the action potential (Brew and Forsythe, 1995; Dodson et al., 2002; Johnston et al., 2008; Wang et al., 1998) . Kv1 channels, by contrast, are active at modest depolarizations from rest and have two functions: first to help the neuron refrain from spiking more than once during an EPSP, and second to allow the cell to recover quickly from an EPSPspike sequence, so that it can again respond in case a second EPSP is triggered soon after. While Kv3 channels are associated with high-frequency firing, other neurons in the auditory system that do not fire at short latency, encode auditory timing, or have calyceal synapses also express these channels and can also fire at high rates (Perney and Kaczmarek, 1997; Ruszná k et al., 2008) . Thus, high firing rate alone is not a unique hallmark of the MNTB.
It is of interest to compare Kv channel expression in MNTB to that of neurons of the MSO and cochlear nucleus (in the latter, bushy cells and octopus cells). In those neurons, the expression of the Kv1 population, and the resulting electrical ''leakiness'' of the cell membrane, is greater than in MNTB (Bal and Oertel, 2001; Cao et al., 2007; Scott et al., 2005) . Indeed, MSO, bushy, and octopus cells are so leaky that even the somatically recorded action potential is severely attenuated. This high degree of Kv channel expression is matched by high expression levels of HCN channels as well, and together these channels ensure that synaptic integration by spatial summation can occur successfully only over a narrow time window (Golding and Oertel, 2012) . For the monoinnervated MNTB, such synaptic integration does not occur, and thus there is less need for such brief time membrane time constants. Instead, the level of expression of Kv channels need only be sufficient to limit the number of postsynaptic spikes generated per presynaptic spike (Klug and Trussell, 2006; Scott et al., 2005) . This spike limiting mechanism, combined with the short synaptic latencies and reliability of the EPSP-spike sequence, allows the MNTB to function reliably.
The monoinnervation and huge size of the calyx suggest a view that the MNTB is a simple sign inverter, delivering inhibitory copies of GBC spiketrains to the LSO. Although there is some debate, and likely some species dependence, regarding the faithfulness of synaptic transmission in the MNTB (Englitz et al., 2009; Kopp-Scheinpflug et al., 2003; Lorteije et al., 2009; Mc Laughlin et al., 2008) , there is perhaps no other neuron in the brain with a spike output that so faithfully resembles that of its input, but with an inversion of sign. However, under some stimulus conditions, particularly when high, sustained firing rates are evoked by electrical pulse trains (Guinan and Li, 1990) , transmission failures can occur.
Behavioral and Physiological Sensitivity to Interaural Intensity Differences
The functional role classically associated with the LSO circuit is sensitivity to interaural intensity differences, described in all major neuroscience textbooks. The importance of interaural intensity differences for spatial hearing has been known for more than a century and goes back to early theoretical and experimental work such as that of Lord Rayleigh (Strutt, 1907) , who reasoned from physical considerations that this binaural cue would be particularly relevant for the horizontal (azimuthal) localization of high-frequency sounds. Due to their small wavelength relative to the dimensions of external ears, head, and torso, highfrequency sounds are ''shaded'' by these structures so that sound intensity is larger at the eardrum closest to the sound source. In contrast, the other main binaural cue, interaural time difference, was thought to only operate at low frequencies. The spatial percept of a pure tone depends on the interaural time difference, but only if the tone is below 1,500 Hz. These early considerations and observations on the perception of pure tones resulted in the duplex theory, which holds that azimuthal localization depends on interaural time differences at low frequencies and interaural intensity differences at high frequencies. Importantly, the duplex theory breaks down for more natural sound stimuli, environments, and listening situations. Of particular relevance here is that there is also sensitivity to interaural time differences at high frequencies. The trapezoid body (TB) and lateral lemniscus (LL) are fiber bundles containing some of the relevant axons. Besides the calyx of Held on cell bodies of MNTB neurons, the circuit also features large axosomatic terminals on spherical bushy cells (SBCs) and globular bushy cells (GBCs) of the cochlear nucleus (CN), referred to as the endbulbs and modified endbulbs of Held. Red color indicates inhibitory (glycinergic) projection. The LSO contains several cell types: the projection to the contralateral inferior colliculus (IC) is excitatory while that to the ipsilateral IC is mixed excitatory and inhibitory (dashed red line, for ease shown as if originating from same neuron).
536 Neuron 100, November 7, 2018 Neuron Perspective Human sensitivity to interaural intensity differences has been studied mostly via headphones, which allow easy presentation of stimuli that are identical in all respects except their intensity. The smallest detectable differences are typically somewhat below 1 dB, and the behavioral evaluation of this cue can be reasonably well approximated as a ''level meter'' that calculates and compares the sound power at both ears averaged over a time window with a duration of a few hundred ms (Hartmann and Constan, 2002) .
Physiologically, the neural computation underlying the extraction of interaural intensity differences seems exceedingly simple and follows from the ''IE'' property (inhibited by contra and excited by ipsi) of LSO neurons. If a sound is closer in space to the excitatory (ipsilateral) ear than the inhibitory (contralateral) ear, the sound intensity is higher at the excitatory than at the inhibitory ear. This is usually referred to as a negative interaural intensity difference, and results in net excitation of LSO neurons ( Figure 3 ). By contrast, for a positive interaural intensity difference, i.e., if the sound is closer to the inhibitory (contralateral) than the excitatory (ipsilateral) ear, there is net inhibition of LSO neurons. This simple push-pull operation only requires that the monaural inputs from the two ears are opposite in sign, that they have a monotonic relationship between sound intensity and spike rate, and that they are similar in the temporal pattern of their response. Indeed, LSO neurons show a rather stereotyped sigmoidal relationship between firing rate and interaural intensity difference, first documented in classical studies (Boudreau and Tsuchitani, 1968; Tsuchitani and Boudreau, 1969) and sketched in Figure 3 .
The MNTB to LSO projection shows a developmentally refined tonotopy (Kim and Kandler, 2003) . Studies of connectivity and physiology indicate that MNTB, LSO, and their afferents from cochlear nucleus are biased toward the representation of high frequencies (''high'' is defined relative to the limit of phase-locking to pure tones; see below) (Guinan et al., 1972; Tsuchitani, 1977 Tsuchitani, , 1997 . Unlike in MSO, the tonotopy in MNTB and LSO neurons has a compressed representation of low frequencies but spans the full high-frequency end of cochlear sensitivity. A second manifestation of the high-frequency bias is across species, simply in terms of nuclear volume. MNTB and LSO covary in size and tend to be better developed in small mammals with high-frequency hearing than in larger mammals with low-frequency hearing, such as humans, where the MSO is better developed (Adams, 1996; Moore, 1987) . The bias of the LSO circuit toward high frequencies and the opposite bias in the MSO circuit, combined with their different binaural sensitivity (for interaural intensity and time differences, respectively) are traditionally interpreted as an embodiment of the ''duplex theory of sound localization.'' High-frequency hearing has been pushed to a considerably higher limit in mammals than in other vertebrates, whose hearing is mostly restricted to frequencies below 10 kHz (Fay, 1992) . It has been argued that sound localization based on interaural intensity differences was one of the evolutionary forces driving mammalian high-frequency hearing (Heffner and Heffner, 2008; Manley, 2010; Masterton et al., 1969) . Beyond the ''Level Meter'' Binaural studies show that some LSO neurons can support discrimination of interaural intensity differences with a resolution near behavioral threshold (1 dB) . However, while human discrimination thresholds are invariant with overall stimulus intensity, this is not the case for LSO responses-a problem that was identified in initial studies (Tsuchitani and Boudreau, 1969) and was recently reexamined (Tsai et al., 2010) . These studies suggest that some type of pooling across LSO neurons is needed to account for behavior. However, the view that the LSO circuit acts as the proposed ''level meter'' is unsatisfactory for other, quite distinct reasons.
First, nothing in this operation calls for a giant synapse. Physical intensity is not an instantaneous quantity. For adequate measurement, some averaging over time is required (e.g., over several cycles of the sound waveform's fine-structure or envelope; see next section). As discussed below, bushy cells excel at the coding of certain temporal features, over a frequency range similar to the auditory nerve Joris et al., 1994a) , but this ability is contrary to the need for integration required to measure intensity. At low frequencies, they show very limited dynamic range, and at frequencies above a few kHz they produce variable and irregular ''primary-like'' spike trains that lock on to fast changes in amplitude but are a poor choice to supply monaural intensity information. Computational models lead to similar conclusions (Bures and Marsalek, 2013; Yue and Johnson, 1997) . Indeed, other cell types in the cochlear nucleus are superior in the coding of intensity because of longer integration times (reducing variability in spike rate) and/or wider dynamic range (Rhode and Smith, 1986; Shofner and Dye, 1989) . In fact, at all synaptic stages between inner hair cell and LSO neuron, the circuit stands out-even relative to other auditory circuits at the brainstem level-by its limited neuronal convergence (even monoinnervation in case of the calyx!) and fast membrane and synaptic properties (Kr€ achan et al., 2017; Young and Oertel, 2004) , which are factors contrary to temporal integration. The function is obtained by holding the sound intensity constant at the ipsilateral, excitatory ear (green) and increasing the sound intensity at the contralateral, inhibitory ear (red). Equal intensity occurs at interaural intensity difference (IID) = 0 dB; at positive values the contralateral (inhibitory) ear is more intense than the ipsilateral (excitatory) ear. The yellow rectangle roughly indicates the range of maximal interaural intensity differences commonly found in acoustic measurements at the two ears.
A second argument against the LSO being a simple ''level meter'' may seem rather conceptual but has experimental support. It is easy to appreciate the benefit of computing interaural time differences as ''early'' as possible in the ascending auditory system-where there is still full access to temporal features coded in monaural channels. Indeed, as is true in other sensory systems, the frequency range over which spikes are locked to temporal stimulus features becomes more restricted when ascending in these systems (e.g., Joris et al., 2004) . But it is less obvious to see the benefit of computing interaural intensity difference at a very low anatomical level rather than, e.g., at the level of the midbrain. The inferior colliculus is a key target structure for virtually all auditory main brainstem nuclei including LSO, and there are many combinatorial possibilities of ascending excitatory and inhibitory pathways that would allow creation or modification of sensitivity to interaural intensity difference. Such ''neural design'' considerations do not necessarily provide much insight, but there are empirical observations that suggest that the role of LSO must indeed be sought beyond the computation of interaural intensity difference. Most strikingly, sensitivity to interaural intensity differences is still observed in the inferior colliculus after neurotoxic lesioning of the binaural nuclei of the superior olivary complex, including the LSO circuit (Li and Kelly, 1992) , but such lesions nevertheless impair sound localization (van Adel and Kelly, 1998; Kavanagh and Kelly, 1992) . Mice with genetic deletion of MNTB were impaired in the detection of rapid spatial (left-right) shifts of sounds, but spatial acuity was not affected for longer integration times (Jalabi et al., 2013) . Experiments in which various subcollicular inputs were lesioned or pharmacologically inactivated, as well as intracellular recordings allowing direct observation of inhibition and excitation, have revealed that sensitivity to interaural intensity differences in the midbrain does not just reflect input from LSO, but is a robust property that comes about through a diversity of pathways and mechanisms, including de novo creation in the inferior colliculus Park and Pollak, 1993; Pollak, 2012) . Finally, in birds, sensitivity to interaural intensity differences first arises in lemniscal nuclei, at a level closer to the midbrain than the LSO in mammals. Moreover, this sensitivity shows physiological features similar to that in the mammalian LSO, but without involving giant axosomatic synapses (Curry and Lu, 2016; Mogdans and Knudsen, 1994) .
In short, we argue that characterization of the LSO circuit as the instantiation of a ''level meter'' fails to clarify the need for its calyx and other structural and physiological specializations and thereby misses an essential function that the circuit is performing. A recent study (Brown and Tollin, 2016) provides a powerful illustration of the above two lines of argument. Consistent with earlier studies (Hartmann and Constan, 2002) , the authors show that the sensitivity of humans to interaural intensity differences is little affected by the temporal structure of sounds at the two ears. Even when the sounds to the two ears are significantly decorrelated, as happens naturally due to, e.g., reverberations of sound off physical objects or through superposition with other sounds, human subjects are still able to detect interaural intensity differences and to lateralize sources in azimuth. This strongly suggests that fast temporal structure in ongoing sounds is discarded in the evaluation of interaural intensity differ-ences, e.g., by temporal averaging. Indeed, this was also observed in single neurons in the inferior colliculus, and Brown and Tollin (2016) make a convincing case that this ability requires temporal integration of sound over a window (of 3 ms) that is much wider than observed in the LSO (1 ms).
Timing in the Afferent Circuits
The previous sections suggest that temporal factors are somehow key in the LSO circuit. An obvious (but not the only) possibility is a role in the processing of interaural time differences. Such processing necessarily relies on the comparison of temporal features that are peripherally coded and transmitted to the binaural nuclei. In this section, we review these temporal features and their coding.
At each point along its length, the cochlear basilar membrane vibrates in response to a limited range of frequencies. To most natural sounds, this motion takes the form of fast vibrations near the frequency to which the basilar membrane is most sensitive at the point examined, and the amplitude of these fast vibrations shows a slower waxing and waning. These fast and slow components are referred to as temporal fine-structure and envelope, respectively. Some sounds are too brief to be meaningfully described in terms of fine-structure and envelope; we refer to them as transients or clicks.
The fast temporal component-fine-structure-is coded in the auditory nerve via so-called phase-locking in which fibers tend to fire spikes at a certain phase of successive stimulus cycles. There is an upper limit above which this process of nerve phase-locking disappears; this limit is species dependent (Weiss and Rose, 1988) but is around a few kHz in most mammals and decreases at each synaptic node in the ascending auditory system. In humans, the upper limit is likely rather low (Joris and Verschooten, 2013 ) since their sensitivity to interaural time differences of pure tones has an abrupt upper limit just below 1.5 kHz (Hartmann and Macaulay, 2014) . In view of the limited representation of low frequencies and therefore of temporal coding of fine-structure in the LSO circuit, the role of the calyx must be sought in other forms of temporal coding.
In sounds other than pure tones, such as natural signals, temporal information is present at higher frequencies in the form of envelopes and transients ( Figure 4) , and there is ample psychophysical evidence that these cues enable sensitivity to interaural time differences. These are also the temporal cues most likely to be relevant to the LSO circuit, given its high-frequency bias. In a later section, we review that LSO neurons indeed show sensitivity to interaural time differences of envelopes and transients. Such sensitivity obviously requires that these cues are coded in the monaural afferent chains converging on the LSO. It is worth examining whether morphological or physiological features of these afferent chains have special relevance toward such coding.
A striking property of the LSO circuit is that the main neurons of the monaural pathways converging on the LSO (i.e., the SBC, GBC, and MNTB) share the same morphological and physiological ''bushy cell features.'' Contrasted against other neurons at this brainstem level, these features include compact (''bushy'') dendritic trees, large axosomatic synapses, and fast membrane properties (Young and Oertel, 2004) . The temporal behavior of SBC, GBC, and MNTB neurons is remarkable, but is often misstated. These neurons are extremely well phase-locked to the fine-structure of low-frequency tones (Joris et al., 1994a (Joris et al., , 1994b Smith et al., 1998) and broadband noise (Louage et al., 2005) , but these properties are more relevant for the MSO than the LSO, given the limited low-frequency representation of LSO. The temporal behavior of SBC, GBC, and MNTB at high frequencies is less unusual: the physiological classification of these cells is ''primary-like'' (SBC) or ''primary-like-with-notch'' (GBC and MNTB; see Figure 4A ), indicating that these responses are rather auditory nerve-like in their firing and tuning properties. Compared to other auditory neurons at a similar anatomical level, high-frequency SBC, GBC, and MNTB neurons do not show unusually high firing rates, or the most accurate timing to envelopes. Neurons in another subnucleus of the cochlear nucleus (posteroventral) are certainly more notable in these regards, but these neurons have wider frequency tuning and/or higher thresholds, and do not project to the main nuclei of the superior olivary complex (Godfrey et al., 1975; Rhode and Smith, 1986; Smith et al., 2005) . Although the three bushy-type cells (SBC, GBC, and MNTB) show good phase-locking to stimulus envelope ( Figure 4B) , it is not the strength of this phase-locking that is exceptional, but rather the wide range of modulation frequencies they transmit, which is almost as wide as in the auditory nerve . Also, GBC and MNTB neurons show a reliable and well-timed spike to stimulus onset (Blackburn and Sachs, 1989; Tsuchitani, 1994; Young et al., 1988) (Figure 4A ). In summary, high-frequency neurons carrying monaural information to the LSO are characterized by low thresholds, rather nerve-like frequency tuning and sustained responses, phaselocking to envelopes over a wide range of modulation frequencies, and a well-timed and reliable onset response in GBC and MNTB neurons. From a binaural point of view, another relevant property is that responses of SBC neurons are quite similar to those of GBC and MNTB neurons . Thus, the inhibitory and excitatory inputs to LSO are rather well matched in threshold, frequency tuning, and modulation (Tsuchitani, 1997) .
The matching of the inputs of both ears extends to a most remarkable property of this circuit: the close match in time delay, . Clicks clearly evoke spikes at consistent times, as evidenced by the red color of most occurrences. Moreover, the neuron quickly recovers from a preceding spike and fires a spike to most instances of a click preceded by another click only 1 ms earlier (middle panel). The neuron had high spontaneous activity (103 spikes/s); minimum threshold (12 dB) and characteristic frequency (9,060 Hz) are illustrated by the threshold tuning curve (insert in A). The extracellularly recorded spike shows a prepotential (insert in A). The stimuli are schematically illustrated under the rasters (for C, only a click pair with a 2 ms interval is shown). Note that the spikes that are coincident across repetitions (marked in red) give a simple prediction of coincident activity in convergent MNTB inputs to the postsynaptic LSO neuron (Joris, 2003) .
despite the extra path length and synapse for the contralateral input. This property was already apparent in the first single-unit studies of LSO, which showed that the first spike elicited by an ipsilateral sound could be inhibited by a simultaneously gated stimulus to the contralateral ear, taken as ''an indication that the latency of inhibition is about as fast as the latency of excitation'' (Boudreau and Tsuchitani, 1968) . This match in delay has since been reported using a variety of techniques and preparations, both for stimulus onset and for the ongoing portion of the response. There is some variability between LSO neurons, so that in some neurons inhibition reaches LSO before excitation, but overall a variety of measures agree quite well that contralateral inhibition is effectively delayed relative to ipsilateral excitation by only a fraction of a ms. In cat, the average delay of inhibition relative to excitation is 200 ms, with about a third of the neurons showing earlier inhibition than excitation (Joris, 1996; Joris and Yin, 1998; Tollin and Yin, 2005) . This matching critically depends on the ''speeding up'' by the large caliber axons of the neurons in the contralateral limb (particularly of the GBCs). There also appears to be a ''slowing down'' ipsilaterally by thin (but myelinated) axons of high-frequency SBCs, but this has been less studied. The location of the inputs (somatic for contralateral inhibition and dendritic for ipsilateral excitation) may also be relevant for relative timing.
Sensitivity of LSO to Interaural Time Differences
If ''temporal'' features of the LSO circuit are unnecessary for the computation of interaural intensity difference, a reasonably hypothesis is that these features evolved to enable sensitivity to interaural time differences. Given the high-frequency bias of the circuit, and given that behavioral sensitivity to interaural time differences of high-frequency sounds can be remarkably acute, an obvious hypothesis is that temporal features of the LSO circuit evolved to enable this acuity. This hypothesis was tested with a stimulus popular in early psychophysical studies: high-frequency tones amplitude-modulated by a low-frequency sinewave (Henning, 1974) . Within certain limits, the envelope of such sounds is coded by the auditory nerve and the ipsi-and contralateral monaural pathways converging on the LSO Yin, 1992, 1998) , and indeed both MSO and LSO neurons are sensitive to interaural time differences of such sounds Joris, 1996; Joris and Yin, 1995; Yin and Chan, 1990) . However, Joris and Yin (1995) argued that the sensitivity of LSO neurons is not commensurate with the extreme extent of specializations present in this circuit, most prominently the calyx of Held. The core of the argument is that the envelope interaural time difference sensitivity of LSO neurons is easily swamped by superimposed interaural intensity differences. The physiological data are broadly consistent with psychophysical experiments showing that despite excellent discrimination of high-frequency interaural time differences in amplitude-modulated sounds, such interaural time differences are a rather weak cue to lateralize sound, particularly when pitted against other cues (Tollin and Yin, 2002) .
A related, but somewhat different take on the temporal specializations in the LSO circuit is that they are not there for sensitivity to interaural time differences per se, but to compute interaural intensity differences on corresponding parts of the waveform . However, ultimately this view suffers from the same limitation: if effects of interaural time differences in AM stimuli are weak, this also means that the alignment is not very critical, and that again this requirement is not commensurate with the enormity of the calyx.
Another possibility that was explored is sensitivity to interaural time difference in fine-structure. For reasons that are unclear, classical studies of LSO reported a lack of binaural sensitivity in LSO neurons tuned to low frequencies (Tsuchitani, 1977) . Later studies not only revealed that low-frequency LSO neurons can show sensitivity to interaural intensity differences, but also demonstrated that these neurons feature sensitivity to interaural time difference of pure tones (Caird and Klinke, 1983; Finlayson and Caspary, 1991; Joris and Yin, 1995; Tollin and Yin, 2005) . However, in various ways this sensitivity is less robust than that in low-frequency MSO neurons. Combined with the fact that the low-frequency representation of the LSO is small, so that the vast majority of LSO neurons are tuned to frequencies too high for an effect of fine-structure, it is not plausible that binaural sensitivity to fine-structure ''explains'' the presence of the calyx and other temporal features.
There is, however, one form of interaural time difference to which LSO neurons are particularly sensitive. In vitro studies showed a steep dependence of firing probability when shocks to the inhibitory and excitatory pathways were delivered with different time delays (Sanes, 1990; Wu and Kelly, 1992) . A similar sensitivity was found to acoustic clicks (Caird and Klinke, 1983; Irvine et al., 2001; Joris and Yin, 1995) . The basic shape of this sensitivity is very simple, as illustrated by the cartoon in Figure 5 (solid line). At large (positive or negative) interaural time differences, there is a reliable response (1 spike/stimulus) to the ipsilateral click. This is as expected, as there is no overlap between the EPSP and IPSP triggered by the ipsi-and contralateral ear, respectively ( Figure 5 , cartoons at bottom). However, at small interaural time differences, the PSPs triggered by the two ears overlap, and indeed the spike output can be completely inhibited. The striking features of the few responses published are the steepness of the slopes and the narrow width of the interaural time difference range over which the two ears interact.
Somewhat surprisingly, sensitivity to interaural time differences of transient stimuli has received little attention in physiological studies, perhaps partly because these stimuli generate strong field potentials due to the synchronous firing of many neurons, which hamper isolation of spikes from a single neuron. There are no published accounts of responses of MSO neurons to such stimuli. A study of low-frequency neurons in the inferior colliculus shows ITD sensitivity that is very intensity dependent (Carney and Yin, 1989) . Preliminary whole-cell recordings from identified MSO and LSO neurons confirm sensitivity with sharp slopes in LSO neurons (cf. Figure 5 ) and show surprisingly poor sensitivity in MSO neurons, apparently due to a breakdown of the coincidence requirement in these neurons in response to transient stimuli (Franken et al., 2016) . MSO neurons are ''EE'' (excited by ipsi-and contralateral sounds) but typically do not respond well to monaural sustained stimuli: they require nearcoincident excitatory inputs triggered by ipsi-and contralateral sound (Franken et al., 2015; van der Heijden et al., 2013) . However, monaural transient stimuli appear to cause sufficient coincident activity to bring MSO cells to threshold, so that there is no longer a binaural coincidence requirement and the firing rate of the cell is no longer sharply tuned to interaural time difference. Thus, transients appear to be the only stimulus for which an ''anti-coincidence'' or IE binaural interaction (as present in LSO) is superior to a coincidence or EE interaction (as present in MSO) to create tuning to interaural time differences.
Hypothesis: (1) Lateralization of Transients
The acute sensitivity of LSO neurons to interaural time differences of brief sounds suggests a hypothesis regarding the function of the calyx of Held. There are two components to this hypothesis. In this section, we develop the physiological reasoning. In the next section, we tie the physiology to ecological acoustics.
We hypothesize that the presence of the calyx, and other temporal specializations in this circuit, generate coherent codes for interaural intensity and time differences. Figure 5 illustrates a hypothetical case where the temporal specializations are lacking (dashed lines and associated cartoons). In this situation, the IPSP generated by the contralateral ear arrives much later than the ipsilaterally evoked EPSP: only by giving a corresponding acoustic lead (positive interaural time difference) to the contralateral ear can the EPSP be inhibited, but the interaural time difference required is larger than can be generated by a small head. This mismatch can be offset by speeding up the contralateral signal, and/or slowing down the ipsilateral signal. Moreover, if this offset in speed is tweaked right, it can lead to an interaural time difference curve positioned such that the steep slope corresponding to a leading EPSP being overtaken by a lagging IPSP (slope on the left in Figure 5 ) is within the range of interaural time differences experienced by the animal. In that case, the neural code signaling a sound source closer to the ipsi-than to the contralateral ear is consistent for interaural intensity and time differences: more firing means closer to the ipsilateral ear. Thus, the evolutionary development of the calyx, high conduction speed, etc. are perhaps an instance of exaptation: addition of temporal precision and speed to the IE circuit conveyed sensitivity to another spatial cue, resulting in a common neural code.
Existing data are only partially aligned with this idea. For example, in an LSO neuron extensively tested with click-interaural time differences in cat (Joris and Yin, 1995) , interaural intensity difference and interaural time difference sensitivity were not consistent. However, in many cases of a larger sample of rat LSO neurons, the ''correct'' slope was centered within the relevant range of interaural time differences (Irvine et al., 2001) , and this was also the case in an in vitro study in mouse (Wu and Kelly, 1992) . Also, as mentioned, in the majority of LSO neurons, the inhibitory input from the contralateral ear is effectively slightly (on average 200 ms) delayed relative to the excitatory ipsilateral input (Joris, 1996; Joris and Yin, 1998; Tollin and Yin, 2005) , which predicts coherent interaural time difference and interaural intensity difference tuning in the majority of neurons. An additional factor to consider is that intensity changes by themselves introduce latency changes, which will interact with acoustically imposed interaural time differences (the socalled latency hypothesis). While such changes are expected to have only small and rather complex effects for sustained responses to sounds (Michelet et al., 2012) , their effect can be significant for responses to sound transients (Irvine et al., 2001) . In a natural environment, interaural intensity and time differences are highly correlated (Gaik, 1993) , particularly at sound onset, because a source closer to one ear will stimulate that ear not only earlier in time but also more intensely. For the curve depicted with the solid line in Figure 5 , interaural intensity differences will tend to deepen and broaden the trough at positive interaural time differences, and to steepen the slope at negative interaural time differences, increasing the similarity to tuning for interaural intensity differences ( Figure 3 ) (Tollin, 2008) .
Hypothesis: (2) Ecological Acoustics
Taken together, the prominence of the LSO circuit in small mammals, its bias toward high frequencies, its binaurality, and its temporal features suggest that the calyx of Held evolved because it conferred on small mammals a survival benefit that has to do with spatial hearing based on temporal cues at high frequencies. The physiology suggests more specifically that sensitivity to transient sounds is key. We next ask how sound travels in natural space, what the sources are of high-frequency sounds, and how these sources may constitute an evolutionary selection pressure on binaural circuits. High-frequency sounds strongly attenuate with distance Sound emanating from a point in 3D space decreases in intensity with the square of the distance to the source: the inverse square law. The loss of energy due to such geometric spreading causes a decrease of 6 dB per doubling of distance. The actual attenuation of sound is, however, typically higher (''excess attenuation''). Atmospheric absorption causes a loss that increases with frequency squared. Vegetation in the sound path between source and receiver causes scattering and again particularly affects high frequencies (Rö mer and Lewald, 1992) . Soil can also cause significant attenuation by acoustic cancellation (Aylor, 1972) . Particularly for a small mammal living near a ''soft'' ground plane (forest floor, snow cover, grass), high frequencies are strongly attenuated (Embleton et al., 1976) . Wind speed gradients, temperature gradients, and turbulence affect sound propagation and again their effects increase with increasing sound frequency (Rö mer and Lewald, 1992; Wiley, 2015) . Simply put, environmental factors act like a low-pass filter (Rö mer, 1998), so that high frequencies likely indicate a source at close range. Besides affecting mean energy level, natural environments also increase the variability in the level of sounds traveling over a certain distance, particularly when the sound spectrum is narrowband. Finally, the degradation of sound due to these natural physical factors does not only affect sound intensity, but also the quality of directional cues. With increasing distance from the source, the sound field becomes increasingly diffuse, and interaural intensity differences appear to degrade more strongly with distance than interaural time differences (Michelsen and Rohrseitz, 1997).
High-Frequency Sounds Derive Mainly from Other Animals
The spectrum of non-biogenic environmental sounds (wind, rain, surf, running water, thunder...) is strongly biased toward low frequencies, extending up to only a few kHz (Forrest, 1994) . Besides being low frequency, these sounds are not punctate in either time or space. Conversely, high-frequency sounds usually signal the presence of (other) animals. Two broad categories can be distinguished: voluntary sounds emitted for communication, e.g., vocalizations, and involuntary sounds resulting from an animal's activities, e.g., locomotion. A first class of biogenic, high-frequency sounds are intentional communication sounds. Land animals show a general inverse relationship between body mass and frequency range of vocalization (Fletcher, 2004) : having physically smaller vocalization structures than humans, the vast majority of land mammals produce communication sounds much higher in frequency than humans. For example, communication calls of rats and mice extend into the ultrasonic frequency range (Mahrt et al., 2016; Seffer et al., 2014; Willadsen et al., 2014) . Of course, this requires a matched hearing range at the receiver. As already mentioned, high-frequency hearing is indeed one of the hallmarks of mammalian hearing (Heffner and Heffner, 2008; Manley, 2010) and is thought to have been essential to the evolutionary success of early mammals (Kermack and Mussett, 1983) , which were small and exploited the nocturnal niche (''nocturnal bottleneck hypothesis''; Gerkema et al., 2013) . Early primates likely also had good high-frequency but poor low-frequency hearing (Coleman and Boyer, 2012) . One impetus to communicate via highfrequency sounds is to minimize masking by low-frequency sounds. There are many examples of how animals have shifted the spectrum of their communication calls to higher frequencies to bypass masking from low-frequency environmental (e.g., anthropogenic) ''noise'' (Barber et al., 2010; Lesage et al., 1999; Shen et al., 2008; Slabbekoorn and Peet, 2003) . A tradeoff is that higher frequencies do not propagate as far as low frequencies and therefore limit the distance of communication, though that can be turned into advantage: it allows communication at close range without alerting predators (Stebbins, 1983; Wiley, 2015) .
Not all biogenic, high-frequency sounds, however, are communication sounds. A second, significant class of biogenic sounds results (often unwantedly but unavoidably) from motor activity other than vocalization, e.g., locomotion. The causes of such adventitious sounds include physical friction, fracture, impact, and rapid deformation (Lewis and Fay, 2004) . Examples are snapping twigs, crumpling leaves, and tumbling stones. Among environmental sounds, humans tend to cluster ''discrete impact sounds'' in a category by themselves (Gygi et al., 2007) . Sounds are an unavoidable byproduct of locomotion and can therefore signal the approach of a predator or the presence of prey (Clark, 2016; Goerlitz and Siemers, 2007; Goerlitz et al., 2008; Magrath et al., 2007; Siemers and G€ uttinger, 2006) . Just as predators have adaptations suited for stealth, natural selection for the detection and localization of adventitious sounds is expected to be particularly strong in circumstances where vision is limited, e.g., at night or in dense vegetation. There has been much less study of adventitious sounds than of communication sounds, but there are a number of acoustical and behavioral studies that addressed the general category of ''rustling'' sounds from the viewpoint of sensory ecology. For example, the sounds caused by arthropods crawling on leaves consists of a series of broadband clicks with a spectrum between about 3 and 30 kHz. Behavioral experiments show that gray mouse lemurs detect and orient to these sounds, enabling them to locate prey at distances far greater (several meters) than would be possible with nocturnal vision Goerlitz et al., 2008; Siemers et al., 2007) . Conversely, mice choose routes that generate minimal rustling to avoid detection by auditory predators (Fitzgerald and Wolff, 1988; Roche et al., 1999) .
Putting this all together, high-frequency transient sounds likely indicate a locomoting animal at close range. We surmise that mammals evolved under strong selection pressure to localize such transients, to detect prey and predators, and that temporal specializations in the LSO circuit, including the calyx of Held, are adaptations subserving such localization.
Alternate Hypotheses
MNTB neurons provide inhibitory inputs to other brainstem targets besides the LSO (Smith et al., 1998; Sommer et al., 1993; Spangler et al., 1985) . Much attention has been devoted to the projection to the MSO (Banks and Smith, 1992; Sanes, 1993, 1994; Zook, 1991, 1992) . In cat, this projection is sparse and does not extend to very high frequencies (Smith et al., 1998) . Application of strychnine caused changes in sensitivity to interaural time differences in MSO neurons of gerbil , from which it was proposed that the MNTB provides a tunable source of temporal delay of the contralateral excitatory inputs to the MSO. This hypothesis is controversial (Franken et al., 2015; Myoga et al., 2014; Roberts et al., 2013; van der Heijden et al., 2013) , and in any case only concerns the role of MNTB at very low frequencies, at which individual stimulus cycles trigger IPSPs without temporal summation (Grothe and Sanes, 1994; Roberts et al., 2013 Roberts et al., , 2014 . The high-frequency bias of MNTB neurons within and across species, mentioned above, necessitates that their main role must be sought elsewhere. Other projection targets of MNTB neurons that have received increasing attention are a peri-olivary nucleus (dorsomedial periolivary nucleus, particularly prominent as the superior paraolivary nucleus in rodents), as well as the ventral nucleus of the lateral lemniscus, which provides massive inhibition to the inferior colliculus. Neurons in these nuclei show only weak binaural sensitivity but have prominent monaural temporal properties (Batra and Fitzpatrick, 2002; Behrend et al., 2002; Berger et al., 2014; Dehmel et al., 2002; Felix et al., 2011; Kadner and Berrebi, 2008; Kopp-Scheinpflug et al., 2011; Kuwada and Batra, 1999; Nayagam et al., 2005 Nayagam et al., , 2006 Recio-Spinoso and Joris, 2014) . However, it is not obvious that any of these properties demands the hyperspecialized calyx of Held, and it is unclear which functional role is subserved by these nuclei that could have led to the selection of the calyx and its associated functional and morphological specializations.
The in vitro literature puts much emphasis on ''high-frequency firing'' enabled by the calyx. As pointed out above, high-frequency GBC and MNTB neurons are not unusual in their maximal firing rates: discharge rates of several hundred spikes/s are rather common in neurons at several anatomical levels between auditory nerve and midbrain. It is not so much the high-frequency firing per se that calls for a calyx, but rather the monoinnervation: to sustain high firing rates by a single input is certainly unusual. Monoinnervation provides the advantage of a purely sign-inverting relay: the firing properties established at the level of GBCs (Figure 2 ) are transmitted with great fidelity and speed as an inhibitory input to the LSO. As illustrated in Figure 4C , MNTB neurons are able to fire to transients in quick succession, enabled by the mechanisms reviewed above, particularly the complement of different Kv channels. Going one synapse back, the GBCs are unique in having a large number of somatic ''modified endbulbs of Held,'' derived from a dozen or more auditory nerve inputs . While individual nerve fibers will not reliably respond to a succession of temporal events, such as a brief series of transients, GBCs detect coincidences across their inputs and thus pick up temporal structure in their inputs while preserving frequency selectivity. Thus, rather than enabling high-frequency firing per se, the calyx provides a means to relay a temporal and frequency-specific pattern of coincidences with high speed and reliability as an inhibitory copy to the LSO.
Humans
The hearing of primates, and apes and old-world monkeys in particular, is shifted to low frequencies relative to other mammals (Coleman, 2009) . Evolutionary changes in middle-ear and cochlear anatomy suggest a gradual shift from the mammalian high-frequency pattern to ''reoccupy'' low frequencies, with some loss in high-frequency hearing (Coleman and Boyer, 2012; Masterton et al., 1969) . This emphasis on low frequencies fits with human brainstem anatomy, which shows a large MSO and small LSO (Moore, 2000) . Whether humans have an MNTB has been highly controversial (Adams, 1996; Bazwinsky et al., 2003; Kulesza and Grothe, 2015; Kulesza, 2014; Moore, 1987; Moore and Moore, 1971; Richter et al., 1983) . If present, it is certainly in a reduced form, even when compared to macaque (Kulesza, 2014) . In any case, humans have excellent sensitivity to interaural intensity differences, over a wide range of frequencies (Yost and Dye, 1988) . Also, humans have excellent sensitivity to interaural time differences of high-frequency transient sounds: for example, discrimination thresholds to the type of rustling sounds discussed above can be as low as 30 ms (Ewert et al., 2012) .
A better understanding of the circuits involved in binaural processing in animals and humans is not just of academic interest. Cochlear implants to remediate profound deafness deliver extremely transient stimuli (electrical pulses) to auditory nerve fibers at cochlear locations normally most sensitive to high frequencies. In the past decade, an increasing number of patients received bilateral implants, in the hope that bilateral stimulation will recruit the binaural system and improve spatial hearing and speech perception in noisy environments. Unfortunately, interaural time difference thresholds are generally poor in these patients, for reasons that are only partly understood (Laback et al., 2015) .
In humans with MRI-defined brainstem lesions due to multiple sclerosis, which are thought to affect fine spike timing, but not spike rate, thresholds for interaural intensity differences were typically not impaired while thresholds for ongoing interaural time difference were (Levine et al., 1993a) . Such patients also show poor discrimination to interaural time differences of clicks (van der Poel et al., 1988) . According to our hypothesis, the impaired thresholds for interaural time differences of ongoing and transient sounds would be caused by jittered spike patterns to the MSO and LSO, respectively. Due to their tight temporal synchronization, neurons in these pathways generate strong mass potentials which can be measured on the scalp. It may be possible to further refine the correlations that have been observed between scalp potentials, behavioral effects, and lesion location, by improving the interpretation of scalp potentials based on single-unit measurements in animals (Goldwyn et al., 2014; Laumen et al., 2016; Levine et al., 1993b; van der Poel et al., 1988) .
Summary and Outlook
The calyx of Held is such a striking specialization that its functional role in auditory processing would be thought to be obvious. Unlike the muscle endplate or squid giant axon or Mauthner cell or other such hypertrophied model structures, the function of the calyx is not self-evident. This is remarkable because it is a critical component of a well-studied circuit that is thought to create a well-understood sensitivity with clear behavioral significance, namely sound localization based on interaural intensity differences.
We have reviewed key structural and functional properties of the calyx of Held and the circuit of which it is part, and argue that it must have evolved in the context of processing of spatial attributes of high-frequency sounds. The calyx as such provides no known benefits toward the coding of sound intensity or the extraction of interaural intensity differences, and we provide conceptual and empirical arguments against the textbook view of the LSO as only a simple ''interaural intensity difference processor.'' We hypothesize that the role of the calyx is to generate a specific form of sensitivity to interaural time differences: to transient sounds. We further hypothesize that it evolved because such sensitivity has critical survival value, particularly for small ground-dwelling animals, as it enables lateralization of adventitious sounds generated by movements of other animals at close range. Movement unavoidably creates sounds containing highfrequency transients, which do not carry over large distances and which by their nature may not repeat and require instant detection and lateralization. The ability to detect and lateralize such transients can plausibly make the difference whether to have food or be food. Our hypothesis suggests that the most essential properties of MNTB are its sign inversion, its speed, and its reliability. Sustained high-frequency firing is not particularly relevant, in this scheme, though it should be pointed out that rustling sounds may consist of a short burst of transients rather than a single click.
The broader implication of our hypothesis is that both binaural nuclei, MSO and LSO, are binaural time processors, and that an IE interaction is the more adequate neural operation to extract useful timing information from high-frequency transient sounds. Thus, ''interaural time difference sensitivity'' should not be equated with coincidence mechanisms as exemplified by the MSO: at high frequencies, IE ''anti-coincidence detection'' is a more suitable neural operation to lateralize sounds. The role of the LSO should thus be sought along the same lines as the MSO: it is a structure early in the auditory system that applies a basic operation (here subtraction on a short timescale, or anti-coincidence) on inputs that faithfully monitor the nerve input to the CNS, both temporally and spectrally, with a bias toward high frequencies.
The MNTB provides a negative image of cochlear activity that can be compared with the positive image of the other side. For pure tones, which are one spectral and temporal extreme of sound, this results in interaural intensity difference sensitivity. For clicks, which are the other spectral and temporal extreme, it results in marked interaural time difference sensitivity. The presence of the calyx does not make sense for tones, but does for clicks.
Our argument should not be misunderstood to imply that the LSO is irrelevant for sensitivity to interaural intensity differences or to interaural time difference of envelopes. Rather, these sensitivities do not ''explain'' the presence of the calyx and other temporal features in this circuit. The fact that the LSO contains a variety of cell types and that its neurons have sharp frequency selectivity already suggests that this nucleus is not just a lateralizer for transients but that different cell types use IE sensitivity toward different types of processing, over different timescales, where interaural time difference and interaural intensity difference should perhaps be seen more as a continuum than as a dichotomy.
The proposal that the calyx has evolved to enable lateralization of transients generated by other animals at close range is of course highly speculative and only partly refutable. To that end, we identify some general questions raised by the framework sketched above, as well as experiments directly targeted to test the hypothesis. It remains to be tested whether tuning of LSO neurons to interaural time differences of transients, particularly when combined with natural interaural intensity differences, is of a nature that gives plausibility to our hypothesis. In vivo physiology can refine our knowledge of binaural sensitivity to transients: is it usually congruent with sensitivity to interaural intensity differences of sustained stimuli? Do combined interaural intensity differences and interaural time differences affect spatial tuning in a beneficial way? A recent in vivo intracellular study (Franken et al., 2018) suggests that previous extracellular recordings were strongly biased toward non-principal LSO neurons, and that principal neurons are leaky, MSO-like neurons. Do these different LSO cell types differ in their ITD sensitivity? Almost completely lacking is knowledge of the acoustic biotopes of the small mammals that are popular models in auditory neuroscience and that differ much from humans, not only in size but also in other regards. For example, most of these animal models live close the ground (some even burrowing) and have a hearing range much extending above the human range. There is very little documentation of the kinds of soundscape these animals experience, particularly with regard to adventitious sounds (Barber et al., 2010) . Making selective lesions has been a longstanding problem in the functional study of the intricate binaural circuits in the brainstem. The new toolkit of optogenetics allows such experiments for the first time. Does lesioning of MNTB impair lateralization and detection of high-frequency transients? How does it affect detection of interaural intensity differences? At the cellular level, we need insight into the mechanisms that enable the short inhibitory window and steep sensitivity of LSO neurons to interaural time differences of transients, and into the effects of placement and convergence of inhibitory and excitatory synapses on different cellular compartments.
