Abstract. We show that a model of chain complex of the free loop space of a C ∞ -manifold, which is proposed in arXiv:1404.0153, admits an action of a certain dg operad. This is a chain level structure under the Chas-Sullivan BV structure on loop space homology. Our dg operad is a variant of the cacti operad, and we introduce combinatorial objects called "decorated cacti" to define it. We also define a chain level Gerstenhaber structure on Hochschild cochains of any differential graded algebra. Applied to the dga of differential forms, this structure is compatible with our chain level structure in string topology.
Introduction
Let us recall the following well-known facts: (a) is originally due to Gerstenhaber [9] . More generally, the statement holds true when A is an A ∞ -algebra. (b) is due to Chas-Sullivan [2] , which is the very first paper on string topology. For (c), see Remark 1.5.
(a)-(c) are statements at homology level, and it is interesting to find chain level refinements of them. For (a), this is known as Deligne's conjecture, which claims that a certain chain model of the little disks operad acts on the Hochschild complex. Various affirmative solutions to this conjecture and its variations are known; see [17] The aim of this paper is to prove a similar result for string topology, and compare it with a solution to Deligne's conjecture. Let us briefly describe our main result (see Theorem 1.6 for the rigorous statement); we define a dg operad fΛ (a chain model of the framed little disks operad) and its suboperadΛ (a chain model of the little disks operad), which satisfy the following conditions: vector spaceR is defined asR n := R (n = 0) 0 (n = 0) and ∂ = 0.
For any graded vector spaces V 1 , . . . , V k , their tensor product is defined as
When V 1 , . . . , V k are dg vector spaces, a differential on the tensor product is defined as
V ⊗k denotes the tensor product of k copies of V . When k ∈ {0, 1}, we set V ⊗0 :=R, V ⊗1 := V .
For any graded vector spaces V and W , we define Hom(V, W ) n := k∈Z Hom(V k , W k+n ).
When V and W are dg vector spaces, a differential on Hom(V, W ) is defined by (∂f )(v) := ∂(f (v)) − (−1) |f | f (∂v).
Let us recall the partial definition of an operad (see [16] Section 5.3.4). For every integer r ≥ 1, the symmetric group S r is the automorphism group of the set {1, . . . , r}. We set S 0 to be the trivial group. Let R[S r ] denote the group ring of S r with a grading |σ| = 0 for any σ ∈ S r .
Let P = (P(r)) r≥0 be a sequence of graded vector spaces with the following data.
• An element 1 P ∈ P(1) 0 .
• For any 1 ≤ i ≤ r and s ≥ 0, a degree 0 linear map
• i : P(r) * ⊗ P(s) * → P(r + s − 1) * ; x ⊗ y → x • i y is defined. These maps are called composition maps.
• For any r ≥ 0, P(r) * is a right R[S r ]-module.
P is called a graded operad, if the following conditions hold:
• For any x ∈ P(r) * , there holds 1 P • 1 x = x • 1 1 P = · · · = x • r 1 P = x.
• For any x ∈ P(r) * , y ∈ P(s) * , z ∈ P(t) * , there holds (x • i y) • j+s−1 z = (−1)
|y||z| (x • j z) • i y (1 ≤ i < j ≤ r),
• For any x ∈ P(r) * , y ∈ P(s) * , 1 ≤ i ≤ r and σ ∈ S r , τ ∈ S s , there holds
Here, σ ′ , τ ′′ ∈ S r+s−1 are defined as P is called a dg operad, if P(r) is a dg vector space for every r ≥ 0, and all composition maps and symmetric group actions are chain maps, namely there holds ∂(x • i y) = ∂x • i y + (−1) |x| x • i ∂y, ∂(x σ ) = (∂x) σ for any x ∈ P(r) * , y ∈ P(s) * , σ ∈ S r . It is easy to see that ∂1 P = 0. For any dg operad P, H * (P) := (H * (P(r))) r≥0 is a graded operad.
Let P, Q be graded (resp. dg) operads. A morphism of graded (resp. dg) operads P → Q is a sequence (ϕ r ) r≥0 of degree 0 linear (resp. chain) maps ϕ r : P(r) * → Q(r) * , which is compatible with composition maps and symmetric group actions, and satisfies ϕ 1 (1 P ) = 1 Q . If ϕ r are inclusion maps for all r ≥ 0, P is called a suboperad of Q.
For any graded operad P = (P(r)) r≥0 , a graded ideal of P is a sequence Q = (Q(r)) r≥0 such that the following conditions hold:
• For every r ≥ 0, Q(r) is a graded subspace of P(r), which is preserved by the S r -action on P(r).
• For any x ∈ P(r) * , y ∈ P(s) * and 1 ≤ i ≤ r, there holds x ∈ Q(r) * or y ∈ Q(s) * =⇒ x • i y ∈ Q(r + s − 1) * .
Dg ideals of dg operads are defined in the obvious way. For any graded (resp. dg) ideal Q ⊂ P, one can define the quotient operad P/Q and a morphism of graded (resp. dg) operads P → P/Q (see [16] Section 5.2.14).
1.1.2.
Algebras over operads. Let P = (P(r)) r≥0 be a graded operad. A graded Palgebra is a graded vector space V with a degree 0 linear map µ r : P(r) * ⊗ V ⊗r * → V * for every r ≥ 0, such that the following conditions hold:
• µ 1 (1 P ⊗ v) = v for any v ∈ V * . • For any x ∈ P(r) * , σ ∈ S r and v 1 , . . . , v r ∈ V * , there holds µ r (x σ ⊗ v 1 ⊗ · · · ⊗ v r ) = i<j σ(i)>σ(j) (−1) |v i ||v j | · µ r (x ⊗ v σ −1 (1) ⊗ · · · ⊗ v σ −1 (r) ).
• For any x ∈ P(r) * , y ∈ P(s) * , v 1 , . . . , v r+s−1 ∈ V * and 1 ≤ i ≤ r, there holds We use this convention throughout this paper.
When P is a dg operad, V is called a dg P -algebra if V is a dg vector space, and µ r is a chain map for every r ≥ 0. Namely, there holds
(−1)
For any dg P -algebra V , H * (V ) is a graded H * (P) -algebra.
A morphism of graded (resp. dg) P -algebras is a degree 0 linear (resp. chain) map ϕ : V * → W * , such that there holds
for any r ≥ 0, x ∈ P(r) * and v 1 , . . . , v r ∈ V * .
1.1.3. Gerstenhaber and Batalin-Vilkovisky (BV) operads. Gerstenhaber and BV operads are graded operads, which play central roles in this paper. We recall definitions of these operads using generators and relations, partially following [16] Sections 13.3.12 and 13.7.4.
The Gerstenhaber operad G is generated by a ∈ G (2) 0 , b ∈ G (2) 1 , u ∈ G (0) 0 with the following relations: More precisely, we consider the free operad E (see [16] Section 5.5) generated by a, b, u, and a graded ideal R ⊂ E generated by relations (a), (b), (ab), (u). Then, we define G := E/R.
For any graded
Then, (V, •) is a graded commutative, associative algebra, and (V, { , }) is a graded Lie algebra (with grading shifted by 1). A triple (V, •, { , }) is called a Gerstenhaber algebra.
Remark 1.2. In the above definition, any Gerstenhaber algebra V has a unit µ 0 (u ⊗ 1) ∈ V 0 of the multiplication •. It seems that the existence of a unit is usually not assumed (e.g. in [16] ).
The BV operad BV is generated by a ∈ BV (2) 0 , b ∈ BV (2) 1 , ∆ ∈ BV (1) 1 , u ∈ BV (0) 0 with the relations (a), (b), (ab), (u) and
Obviously, there exists a natural morphism of graded operads G → BV .
For any graded BV -algebra V , we define an operation ∆ on
For any integer r ≥ 1, let f D(r) denote the topological space which consists of tuples (D 1 , . . . , D r , z 1 , . . . , z r ) such that
• For every i = 1, . . . , r, D i is a closed disk of positive radius and center p i , contained in {z ∈ C | |z| ≤ 1}. z i is a point on ∂D i .
Let D(r) denote the subspace of f D(r), which consists of (D 1 , . . . , D r , z 1 , . . . , z r ) such that z i − p i ∈ R >0 for every i = 1, . . . , r. We define f D(0) = D(0) to be the one-point space. Then, f D = (f D(r)) r≥0 has a natural structure of a topological operad, and D = (D(r)) r≥0 is its suboperad. D (resp. f D) is called the little disks (resp. framed little disks) operad.
There are natural isomorphisms of graded operads H * (D) ∼ = G ( [6] ) and H * (f D) ∼ = BV ( [10] ), which are compatible with the inclusion maps.
1.2. Gerstenhaber structure on Hochschild cohomology. A differential graded associative algebra is a dg vector space A with a degree 0 product A * ⊗ A * → A * , which is associative, and satisfies the Leibniz rule. We also assume that it has a unit 1 A ∈ A 0 . Remark 1.3. We abbreviate the term "differential graded associative algebra" as "dga algebra". Here the letter "a" stands for "associative", not for algebra (see [16] pp. 29).
Let A be a dga algebra. A dg A -bimodule is a dg vector space M with degree 0 left and right A -actions A * ⊗ M * → M * and M * ⊗ A * → M * , satisfying the Leibniz rule and associativity.
For every k ≥ 1 and i = 0, . . . , k, we define a chain map δ k,i : Hom
We set δ k : Hom
, and define the
Its cohomology H * (A, M) is called the Hochschild cohomology.
Notice that A itself is naturally a dg A -bimodule. C * (A, A) has natural dga and dg Lie algebra structures, with operations • and { , } defined below. The product • is defined as
The bracket { , } is defined as
where * is defined as
The operations • and { , } descend to H * (A, A), and define a Gerstenhaber structure. This result is originally due to Gerstenhaber [9] .
1.3. BV structure on loop space homology.
1.3.1. Chas-Sullivan BV structure. Throughout this paper, we set
denote the free loop space with the C ∞ -topology. We often abbreviate L M as L . In [2] , Chas-Sullivan introduced a new product called the loop product on H * (L ) := H * +d (L ), which we review here.
is defined as a composition of the following three maps:
The second map j ! is the Gysin map with respect to j. Notice that j is an embedding map of codimension d.
On the other hand, L admits a natural
The following result is a starting point of string topology.
, [7] , [3] ). For any closed, oriented
is a BV algebra.
1.3.2.
Iterated integrals of differential forms. Theorem 1.4 implies the Gerstenhaber structure on loop space homology. There is a relation between this structure and the Gerstenhaber structure on Hochschild cohomology (Section 1.2). We explain this relation via iterated integrals of differential forms, which originates in [4] .
To discuss iterated integrals of differential forms, it is convenient to work with
is a subcomplex of the singular chain complex of L M, and the inclusion map is a quasi-isomorphism. Therefore,
A proof can be found in e.g. [11] Section 4.
For any j ∈ Z, let us define
is a dga algebra, where d denotes the exterior derivative, and ∧ denotes the exterior product. We denote it by A M . We define a dg
by the following formulas.
(∂ϕ)(α) := (−1) |ϕ|+1 ϕ(dα),
(this is an obvious consequence of the Poincaré duality).
and define
It is easy to see that
) k is a chain map (computations on signs are worked out in Section 7.6). Taking homology, we obtain a map
This map preserves the Gerstenhaber structures on H * (L M) and
Remark 1.5. The fact that (4) preserves the Gerstenhaber structures seems to be known; see [18] for the product, and [8] Section 7 for the bracket. We can recover this result as a consequence of our chain level result (Theorem 1.6 (iv)). 
. A M denotes the dga algebra which consists of differential forms on M. Theorem 1.6. There exists a dg operad fΛ and its suboperadΛ, isomorphisms of graded operads H * (fΛ) ∼ = BV and H * (Λ) ∼ = G , such that the following conditions hold:
The isomorphisms H * (fΛ) ∼ = BV and H * (Λ) ∼ = G are compatible with the inclusion maps. Namely, the following diagram commutes:
(ii): For any dga algebra A, the Hochschild complex C * (A, A) has a dgΛ -algebra structure, which lifts the Gerstenhaber structure on H * (A, A). (iii): For any closed, oriented C ∞ -manifold M, there exists a chain complex C
The condition (i) claims that the dg operadΛ (resp. fΛ) is a "chain model" of D (resp. f D) in a weak sense (see Remark 1.7 below). (ii), (iii), (iv) are chain level refinements of (a), (b), (c), which appeared at the beginning of this paper. Remark 1.7. The author is not aware ifΛ (resp. fΛ) is a chain model of D (resp. f D) in a strong sense, namely, if there exists a zig-zag of quasi-isomorphisms relatingΛ (resp. fΛ) and the dg operad of singular chains on D (resp. f D). Remark 1.8. There is a small remark on the condition (iii). Our ∆ -operator on H * (L M), which is defined via the f Λ -action on C LP * (M) and the isomorphisms H * (f Λ) ∼ = BV and
, is −1 times the original one in [2] ; see Section 7.5 for details.
1.4.2. Dga and dg Lie algebra structures. As we reviewed in Section 1.2, Hochschild complex of a dga algebra has natural dga and dg Lie algebra structures. Proposition 1.9 below shows that these structures extend to arbitrary dgΛ -algebra. In particular, we can define dga and dg Lie algebra structures on C LP * (M). These are loop products and loop brackets at chain level. Proposition 1.9. There are cycles α ∈Λ(2) 0 and β ∈Λ(2) 1 , such that the following conditions hold:
(iii): Any dgΛ -algebra V has a natural dga and dg Lie algebra structures with operations
When V = C * (A, A) where A is any dga algebra, these operations coincide with the operations defined in Section 1.2.
1.4.3. Length filtration. When M has a Riemannian metric, the complex C LP * (M) is equipped with a length filtration. This property seems important for geometric applications, e.g. study of closed geodesics.
In general, a filtration (indexed by R >0 ) on a chain complex C * is a family (
For any Riemannian manifold M and γ ∈ L M, let len(γ) denote the length of γ. For any a > 0, we define
Proposition 1.10. Let M be a closed, oriented Riemannian manifold. Then, the chain complex C LP * (M) has a filtration (F a C LP * (M)) a>0 such that the following conditions hold:
for every a > 0, such that the following diagram is commutative for any a ≤ b, where vertical maps are induced by inclusions:
• The fΛ -algebra structure on C LP * (M) preserves the filtration. Namely, for any x ∈ fΛ(r) * and y 1 , . . . , y r ∈ C LP * (M), there holds |µ
In particular, |µ 0 (x ⊗ 1)| = 0 for any x ∈ fΛ(0) * .
1.5. Plan of proofs. The rest of this paper is devoted to proofs of statements presented in Section 1.4. The chain complex C LP * (M) in Theorem 1.6 is already introduced in [11] , and the main progress in this paper is to define a dg operad fΛ, which nicely acts on this complex. For this purpose, we introduce a combinatorial object called "decorated cactus", which is a ribbon graph with additional structures. Section 2 is a preliminary section on graphs. In Section 3, we give a definition of a decorated cactus. We also give a definition of a "framing" on a decorated cactus. A "framed decorated cactus" means a pair of a decorated cactus and a framing on it.
We can define compositions of framed decorated cacti, and obtain a colored operad which consists of framed decorated cacti. We denote this colored operad by f Λ. We also define its suboperad Λ, which consists of (unframed) decorated cacti. The composition maps are defined in Section 3. In Section 4, we give explicit presentations of these colored operads by generators and relations.
Based on arguments in Sections 2-4, we define the dg operad fΛ and its suboperadΛ in Section 5. In Section 6, we prove isomorphisms H * (fΛ) ∼ = BV and H * (Λ) ∼ = G , and verify Theorem 1.6 (i). In Section 7, we define actions of these operads on C LP * (M) and C * (A, A) as in Theorem 1.6 (ii) and (iii), and prove the results presented in Section 1.4 (most results directly follow from the construction).
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Graphs
In this section, we fix definitions and terminologies about (ribbon) graphs, partially following [14] and [20] .
2.1. Graphs. As a definition of a graph, we adopt the one in [20] . A graph is a quadruple Γ = (V Γ , F Γ , λ Γ , ι Γ ) where F Γ and V Γ are finite sets, λ Γ is a map
In case there is no risk of confusion, the subscript Γ will be dropped.
• The elements of V are called vertices of Γ.
• The elements of F are called flags of Γ.
• For any v ∈ V , the elements of λ −1 (v) are called the flags at v. ♯λ −1 (v) is called the valence of v, and denoted by val(v).
• An edge of Γ is a set {f, ι(f )} such that f ∈ F and f = ι(f ). The set of all edges of Γ is denoted by E Γ . We say that the edge {f, ι(f )} connects vertices λ(f ) and λ(ι(f )).
The set of all tails of Γ is denoted by T Γ .
An isomorphism of graphs consists of bijections between the sets of vertices and flags, compatible with maps λ and ι.
To any graph Γ, one can associate a 1-dimensional CW complex |Γ| in the obvious way (see [20] , pp.1502). Γ is called connected if |Γ| is connected as a topological space.
In this paper, a tree is a connected graph Γ which has no tails, and ♯V Γ − ♯E Γ = 1. It is easy to see that |Γ| is contractible. In particular, for any vertices v, w ∈ V Γ , there exists at most one edge which connects v and w. When v = w, there is no such edge.
Ribbon graphs.
A ribbon graph is a graph with a cyclic order on the set of flags at v for each vertex v. Formally, a ribbon graph is a quintuple
and N Γ acts transitively on λ −1 Γ (v) for every v ∈ V Γ . An isomorphism of ribbon graphs consists of bijections between the sets of vertices and flags, compatible with maps λ, ι and N. In all figures in this paper, the map N Γ is a clockwise rotation of flags.
Remark 2.1. It is sometimes required that every vertex of a ribbon graph is of valency at least three (or two). In this paper, we do not require this condition.
Orbits of the bijection
For any cycle c, we define a cyclic order on c by f < N Γ • ι Γ (f ) (∀f ∈ c). The set of all cycles of Γ is denoted by c Γ . When Γ is connected, The genus of Γ, denoted by g(Γ), is defined by the formula 2 − 2g(Γ) := ♯V Γ − ♯E Γ + ♯c Γ .
2.3.
Removing flags. Let Γ be a ribbon graph. For any F ⊂ F Γ , we define a ribbon graph Γ \ F by removing elements of F . Obviously, we set Γ \ ∅ := Γ.
Let us consider the case that F consists of a single flag f . We define a ribbon graph
In the general case, we define so that there holds Γ \ (F ∪ {f }) = (Γ \ F ) \ {f } for any F ⊂ F Γ and f ∈ F Γ \ F .
2.4.
Contracting edges. Let Γ be a ribbon graph. For any E ⊂ E Γ which is acyclic, we define a ribbon graph Γ/E by contracting elements of E. We set Γ/∅ := Γ.
Let us consider the case that E consists of a single edge e. Since E is acyclic, e connects different vertices. Namely, let e = {f 0 ,
In the general case, we define so that there holds Γ/(E ∪ {e}) = (Γ/E)/{e} for any E ⊂ E Γ and e ∈ E Γ \ E such that E ∪ {e} is acyclic.
Proof. It is enough to consider the case ♯E = ♯F = 1. In this case, it is easy to verify the lemma directly. 
′ of ribbon graphs, which maps t to t ′ , and c i to c ′ i for every i = 0, . . . , r. For any k, l 1 , . . . , l r ∈ Z ≥0 , Λ(k : l 1 , . . . , l r ) denotes the set of isomorphism classes of decorated cacti (Γ, c 0 , c 1 , . . . , c r , t) such that
Given a decorated cactus (Γ, c 0 , . . . , c r , t), we define a graph T by V T := {c 1 , . . . , c r }∪V Γ , E T := c 1 ∪ · · · ∪ c r , and each f ∈ c j ⊂ E T connects c j and λ Γ (f ).
Lemma 3.2. T is a tree.
Proof. It is easy to see that T is connected. Therefore, it is enough to show that ♯V T − ♯E T = 1. It is obvious that ♯V T = ♯V Γ + r. On the other hand, Definition 3.1 (ii), (iii) imply
We call T the dual tree of the decorated cactus (Γ, c 0 , . . . , c r , t).
. Then, both f and f ′ connect v and c i in T . (Here we consider v and c i as vertices of T .) Since T is a tree, we obtain f = f ′ .
The figure below depicts an example of a decorated cactus. This is an element in Λ(7 : 3, 2, 0, 2, 2), and let us denote it by (Γ, c 0 , . . . , c 5 , t). For each i = 1, . . . , 5, c i is a boundary of the region i. Notice that there are l i + 1 vertices on c i for each i = 1, . . . , 5. The elements of T Γ are depicted by 8 segments. In particular, the arrow depicts t ∈ T Γ . The configuration of cycles c 1 , . . . , c 5 is tree-like (this holds in general by Lemma 3.2), which is called a "cactus" in some literature (see [19] , [12] ). Additionally, there are l i + 1 vertices on each cycle c i , and k + 1 tails (hence the name "decorated" cactus). The tail t corresponds to the "global zero" of a cactus (see [12] Section 2.2.6).
Remark 3.4. In most literature, a cactus is a tree-like configuration of parametrized circles. On the other hand, cycles c 1 , . . . , c r on our decorated cactus are not parametrized. In the next subsection, we give a definition of a framing on a decorated cactus, which corresponds to a parametrization of a circle.
The next lemma would be clear from geometric intuitions, however we give a detailed proof.
with respect to the cyclic order on c 0 .
Proof. It is enough to prove the following claim:
, and
Therefore, we have to show v 0 = v k−1 . Since this is obvious for k = 1, we may assume that k > 1.
Let T be the dual tree of Γ. For each l = 1, . . . , k−1, let us take j so that
In conclusion, there exists a path from v 0 to v k−1 on T , which is disjoint from c i .
On the other hand, since
is a path on T . Since T is a tree, we conclude that v 0 = v k−1 .
3.2.
Framing on decorated cacti. Let (Γ, c 0 , . . . , c r , t) be a decorated cactus . A framing on this decorated cactus is a map fr : {c 1 , . . . , c r } → F Γ , such that fr(c i ) ∈ c i for every i = 1, . . . , r. A tuple (Γ, c 0 , . . . , c r , t, fr) is called a framed decorated cactus. An isomorphism of framed decorated cacti is an isomorphism of decorated cacti which preserves framing. For any k, l 1 , . . . , l r ∈ Z ≥0 , f Λ(k : l 1 , . . . , l r ) denotes the set of isomorphism classes of framed decorated cacti (x, fr) such that [x] ∈ Λ(k : l 1 , . . . , l r ).
Let (Γ, c 0 , . . . , c r , t) be a decorated cactus, and T be its dual tree. There exists a unique framing fr : {c 1 , . . . , c r } → F Γ such that, for every i = 1, . . . , r, fr(c i ) is on the shortest path connecting c i and λ(t) on T (here we consider fr(c i ) as an edge of T , and c i , λ(t) as vertices of T ). We call it the canonical framing. By considering canonical framings, we define an injective map Λ(k : l 1 , . . . , l r ) → f Λ(k : l 1 , . . . , l r ). In the rest of this paper, we consider Λ(k : l 1 , . . . , l r ) as a subset of f Λ(k : l 1 , . . . , l r ).
When we draw figures of framed decorated cactus (Γ, c 0 , . . . , c r , t, fr), we draw an arrow pointing at a vertex λ(fr(c i )) for each i = 1, . . . , r.
3.3.
Actions of the symmetric groups. For any σ ∈ S r and x = (Γ, c 0 , c 1 , . . . , c r , t, fr) ∈ f Λ(k : l 1 , . . . , l r ), we set x σ := (Γ, c 0 , c σ(1) , . . . , c σ(r) , t, fr σ ), where fr σ (i) := fr(σ(i)) for every i = 1, . . . , r. Then, a map
is a bijection, and there holds (x σ ) τ = x σ•τ for any σ, τ ∈ S r . As a restriction of this map, we obtain another bijection Λ(k : l 1 , . . . , l r ) → Λ(k : l σ(1) , . . . , l σ(r) ).
3.4. Examples of framed decorated cacti. Here we present examples of framed decorated cacti. For any decorated cactus x = (Γ, c 0 , . . . , c r , t), we denote V Γ , F Γ etc. as V x , F x etc. Moreover, c 0 , . . . , c r are denoted as c x 0 , . . . , c x r , and t is denoted as t x . For any k ≥ 0, Λ(k : ) = f Λ(k : ) consists of a unique element, which we denote by ζ k . More explicitly, ζ k is defined as follows:
• c
More explicitly, ε k is defined as follows:
• For any i = 0, . . . , k, we define
For any k ≥ 1, let us consider a non-canonical framing fr on ε k so that fr(
. We obtain an element in f Λ(k : k), which we denote by τ k . 
2 ) consists of a unique vertex (consider its dual tree), which we denote by v x . Let us consider the following condition:
For any k, l ≥ 0, Λ(k + l − 1 : k, l) has exactly k + l elements which satisfy ( * ), depending on choices of t x ∈ T x . In particular, for every i = 1, . . . , k, there exists a unique element . . , r, we define a composition map
Namely, given
We first define a ribbon graph Γ * i Γ ′ in the following way:
) ∈ c i , and insert a new flag g j at λ Γ (f j ) as in the figure below.
Precisely, we define
• For every j = 0, . . . , l i , we define t
with respect to the cyclic order on c ′ 0 . We "glue" t ′ j and g j for every j = 0, . . . , l i . Precisely, we define
This completes the definition of Γ * i Γ ′ .
For every j = 0, . . . , l i , we define e j ∈ E(Γ * i Γ ′ ) by e j := {g j , t
, and contracting edges e 0 , . . . , e l i :
There is a natural bijection
Let us identify LHS and RHS via this bijection.
is a consequence of Lemma 3.5. 
Finally, we define a framing fr
Now we define x • i y to be the resulting framed decorated cactus. This completes the definition of compositions of framed decorated cacti.
For any x ∈ Λ(k : l 1 , . . . , l r ) and y ∈ Λ(l i : m 1 , . . . , m s ), there holds x • i y ∈ Λ(k :
Proof.
(ii), (iii) are consequences of Lemma 2.2. (i), (iv) are easy to verify, and proofs are omitted.
3.6.
A few more examples of decorated cacti. We end this section with a few more examples of decorated cacti, which are defined by composition maps.
For any k ≥ 1 and i = 0, . . . , k, we define δ k,i ∈ Λ(k : k − 1) by For any k, l ≥ 0, we define α k,l ∈ Λ(k + l : k, l) by 4. Colored operad of (framed) decorated cacti
In this section, we define a Z ≥0 -colored operad f Λ, which consists of framed decorated cacti. We also define its suboperad Λ, which consists of decorated cacti (with canonical framings). In Section 4.1, we explain some preliminary materials on colored operads. In Section 4.2, we define the colored operads f Λ and Λ, and give explicit presentations by generators and relations. In Section 4.3, we remark that f Λ (resp. Λ) contains the cyclic (resp. simplicial) category as a part of its structure.
Preliminaries on colored operads.
4.1.1. Colored operads of sets. Let K be a set. A K-colored operad of sets, which we denote by P, consists of the following data.
• A set P(k : l 1 , . . . , l r ) for any r ≥ 0 and k, l 1 , . . . , l r ∈ K.
• An element e k ∈ P(k : k) for any k ∈ K, which we call an unit.
• For any 1 ≤ i ≤ r, s ≥ 0 and k, l 1 , . . . , l r , m 1 , . . . , m s ∈ K, a composition map
• For any r ≥ 0, k, l 1 , . . . , l r ∈ K and σ ∈ S r , a map
We require that for any x ∈ P(k : l 1 , . . . , l r ) there holds x id Sr = x, and (
We require that the above data satisfy the following conditions:
• For any x ∈ P(k : l 1 , . . . , l r ), there holds e k • 1 x = x • 1 e l 1 = · · · = x • r e lr = x.
• For any integers 1 ≤ i < j ≤ r and x ∈ P(k : l 1 , . . . , l r ), y ∈ P(l i : m 1 , . . . , m s ), z ∈ P(l j : n 1 , . . . , n t ), there holds (
• For any integers 1 ≤ i ≤ r, 1 ≤ j ≤ s and x ∈ P(k : l 1 , . . . , l r ), y ∈ P(l i : m 1 , . . . , m s ), z ∈ P(m j : n 1 , . . . , n t ), there holds
• For any x ∈ P(k : l 1 , . . . , l r ), y ∈ P(l i : m 1 , . . . , m s ) and σ ∈ S r , τ ∈ S s , there holds
Let P, Q be K-colored operads. A morphism of K-colored operads ϕ : P → Q consists of maps ϕ k:l 1 ,...,lr : P(k : l 1 , . . . , l r ) → Q(k : l 1 , . . . , l r ) for all k, l 1 , . . . , l r ∈ K, which preserve units, composition maps, and symmetric group actions. When ϕ k,l 1 ,...,lr are inclusion maps for all k, l 1 , . . . , l r ∈ K, P is called a suboperad of Q.
Free colored operads.
Lemma 4.1. Let S = (S(k : l 1 , . . . , l r )) k,l 1 ,. ..,lr∈K be a family of sets. There exists a unique (up to isomorphism) colored operad F S , which satisfies the following conditions:
• For any k, l 1 , . . . , l r ∈ K, there exists a map
• Let P be any K-colored operad, such that for any k, l 1 , . . . , l r ∈ K, a map ϕ k:l 1 ,...,lr :
S(k : l 1 , . . . , l r ) → P(k : l 1 , . . . , l r ) is given. Then, there exists a unique morphism of K-colored operads ψ :
We call F S the free K-colored operad generated by S.
Proof. For any k, l 1 , . . . , l r ∈ K, we define F S (k : l 1 , . . . , l r ) to be the set which consists of (isomorphism classes of) tuples (T, v 0 , v 1 , . . . , v r , α, β), where T is a planar tree (i.e. a ribbon graph which is a tree), v 0 , . . . , v r are distinct vertices of T such that val(v 0 ) = · · · = val(v r ) = 1, and maps
satisfy the following properties:
• For any j = 0, . . . , r, let e j be a unique edge adjacent to v j . Then, β(e 0 ) = k, and β(e j ) = l j for any j ≥ 1. The operad structure is defined as follows. For x = (T, v 0 , . . . , v r , α, β) ∈ F S (k :
Finally, for any s ∈ S(k : l 1 , . . . , l r ), we define ϕ S (s) = (T, v 0 , . . . , v r , α, β) ∈ F S (k : l 1 , . . . , l r ) so that V T \ {v 0 , . . . , v r } consists of a unique vertex (which we denote by w), and α(w) := s. It is easy to check that F S and ϕ S satisfy the required conditions.
Presentation of colored operads by generators and relations.
A binary relation on a K-colored operad P is a family R = (R(k : l 1 , . . . , l r )) k,l 1 ,...,lr∈K , where each R(k : l 1 , . . . , l r ) is a binary relation on P(k : l 1 , . . . , l r ). R is called an equivalence relation, if
for any x, y ∈ P(l i : m 1 , . . . , m s ), z ∈ P(k : l 1 , . . . , l r ), w ∈ P(m j : n 1 , . . . , n t ) and σ ∈ S s . For any equivalence relation R on P, P/ ∼ R := (P(k : l 1 , . . . , l r )/ ∼ R ) k,l 1 ,...,lr∈K has a natural K-colored operad structure.
Let S = (S(k : l 1 , . . . , l r )) k,l 1 ,...,lr∈K be a family of sets, and R = (R(k : l 1 , . . . , l r )) k,l 1 ,...,lr∈K be a binary relation on the free K -colored operad F S . LetR denote the equivalence relation on F S generated by R (i.e. the minimal equivalence relation which contains R). Then, we define S | R := F S / ∼R.
4.2.
Colored operad structure on (framed) decorated cacti. Let us denote
We can rephrase Lemma 3.7 as follows. (Compatibility between symmetric group actions and composition maps is not verified there, however this is obvious.) Proposition 4.2. f Λ is a Z ≥0 -colored operad with the composition maps and symmetric group actions defined in Section 3, and unit elements are ε k (∀k ≥ 0). Λ is its suboperad.
The aim of this subsection is to give explicit presentations of Λ and f Λ using generators and relations. For any k, l 1 , . . . , l r ∈ Z ≥0 , let us define
It is easy to check the following relations:
Let us define Z ≥0 -colored operads P B , P BZ , P BZT by generators and relations:
There exist natural morphisms of Z ≥0 -colored operads P B → P BZ → P BZT and
Lemma 4.3. ρ BZ , ρ BZT are isomorphisms of Z ≥0 -colored operads.
Proof. The proof consists of six steps.
Step 1. For any decorated cactus x = (Γ, c 0 , c 1 , . . . , c r , t), let d(x) denote the number of v ∈ V Γ which satisfies neither of the following conditions:
By induction on r, we can show that d(x) = 0 if and only if x is in the image of ρ B : P B → Λ.
Step 2. For any x ∈ Λ(k : l 1 , . . . , l r ), there exist integers m 1 , . . . , m d(x) ≥ 0 and x ∈ Λ(k : l 1 , . . . , l r , m 1 , . . . , m d(x) ), such that d(x) = 0 and
Sincex is in the image of ρ B , x is in the image of ρ BZ . Therefore, ρ BZ is surjective.
The above presentation of x is unique in the following sense: for any integers m
, there exists σ ∈ S r+d(x) such that σ| {1,...,r} is the identity,x ′ =x σ , and m ′ j = m σ(r+j)−r for every j = 1, . . . , d(x).
Step 3. For any X ∈ P B (k : l 1 , . . . , l r ), using relations (5) and (6), it is possible to obtain a presentation
where i 1 ≥ i 2 ≥ · · · ≥ i r−1 , and σ ∈ S r . This presentation is uniquely determined by ρ B (X). Therefore, ρ B : P B → Λ is injective. Since ρ B factors through P B → P BZ , this map is also injective. Thus, we can consider P B as a suboperad of P BZ .
Step 4. For any X ∈ P BZ (k : l 1 , . . . , l r ), there exist integers m 1 , . . . , m d ≥ 0 and x ∈ P B (k : l 1 , . . . , l r , m 1 , . . . , m d ) such that 
where the second equality follows from (8). Hence we can decrease d by 1. Therefore, we have shown that d(X) = d(ρ BZ (X)).
Step 5. Suppose X, Y ∈ P BZ (k : l 1 , . . . , l r ) satisfy ρ BZ (X) = ρ BZ (Y ). Let us set
By
Step 2, there exists σ ∈ S r+d , such that σ| {1,...,r} is the identity, ρ B (Ỹ ) = ρ B (X) σ , and m ′ j = m σ(r+j)−r for every j = 1, . . . , d. Since ρ B is injective (Step 3),Ỹ =X σ . Hence X = Y , thus ρ BZ is injective. Since we proved that ρ BZ is surjective (Step 2), we have proved that ρ BZ is an isomorphism.
Step 6. Finally, we show that ρ BZT : P BZT → f Λ is an isomorphism. For any x ∈ f Λ(k : l 1 , . . . , l r ), there existx ∈ Λ(k : l 1 , . . . , l r ) and integers i 1 , . . . , i r , such that Then, surjectivity of ρ BZT immediately follows from surjectivity of ρ BZ . On the other hand, using relations (9), (10), (11), we can show the following: for any X ∈ P BZT (k : l 1 , . . . , l r ), there existX ∈ P BZ (k : l 1 , . . . , l r ) and integers i 1 , . . . , i r , such that X = (· · · ((X • 1 τ
ir lr , and 0 ≤ i s ≤ l s (∀s = 1, . . . , r). Since ρ BZ (X) and i 1 , . . . , i r are uniquely determined by ρ BZT (X), injectivity of ρ BZT follows from injectivity of ρ BZ .
4.3.
Relation to the simplicial and cyclic categories. Finally, we remark that the colored operad Λ (resp. f Λ) contains the simplicial (resp. cyclic) category as a part of its structure. Although we do not use this fact in elsewhere of this paper, we note it since it is interesting in itself.
Proposition 4.4. Let us consider categories S ⊂ C whose objects are nonnegative integers, morphisms and identities are defined as
Then, C (resp. S ) is isomorphic to the cyclic (resp. simplicial) category.
Proof. It is easy to see that, Hom C (resp. Hom S ) is generated by δ, σ and τ (resp. δ and σ). Moreover, the following relations are checked by direct computations (• 1 is abbreviated as •):
Then, the lemma follows from the definition of the simplicial and cyclic categories by generators and relations (see [15] Definition 6.1.1 and Corollary B.3).
Dg operadsΛ and fΛ
In this section, we define dg operadsΛ and fΛ, which appear in our main result Theorem 1.6.
For any integers k, l 1 , . . . , l r ≥ 0, let fΛ(k : l 1 , . . . , l r ) denote the R-vector space generated by f Λ(k : l 1 , . . . , l r ), andΛ(k : l 1 , . . . , l r ) denote its subspace generated by Λ(k : l 1 , . . . , l r ). Let us define a linear map 
For any integer
For any integer r ≥ 0, we define graded vector spaces fΛ(r) andΛ(r) by
Obviously,Λ(r) * ⊂ fΛ(r) * . For any x ∈ fΛ(r) * , we denote its (k : l 1 , . . . , l r )-component by x k:l 1 ,...,lr .
Remark 5.1. As is clear from the definition, the graded vector space fΛ(r) * is unbounded. In fact, fΛ(0) N = 0 for every N ≤ 0. When r ≥ 1, fΛ(r) N = 0 for every N ∈ Z.
We show that fΛ := (fΛ(r)) r≥0 has a natural dg operad structure, andΛ := (Λ(r)) r≥0 is its suboperad. Associativity: For any x ∈ fΛ(r) * , y ∈ fΛ(s) * and z ∈ fΛ(t) * , there holds
This follows from associativity of composition maps on f Λ and sign computations.
x ∈ fΛ(r) * , there holds x =ε • 1 x and x = x • iε for any i = 1, . . . , r.
Differential:
By associativity of composition maps, it is easy to check ∂ 2 = 0 and the Leibniz rule
r).
Symmetric group actions: For any r ≥ 0, we define a linear map fΛ(r)
By direct computations on signs, we can check that this is a chain map, and compatible with composition maps.
SuboperadΛ: Since Λ is a suboperad of f Λ,Λ ⊂ fΛ is preserved by composition maps, differentials and symmetric group actions. Therefore,Λ is a suboperad of fΛ.
Homology ofΛ and fΛ
The goal of this section is to show that there exist isomorphisms of graded operads H * (fΛ) ∼ = BV and H * (Λ) ∼ = G , compatible with the natural inclusion maps (Theorem 1.6 (i)). Here we explain an outline of our proof, postponing proofs of key Lemmas.
For any integers r ≥ 0 and k ≥ 0, we define
Obviously fΛ ≥0 (r) = fΛ(r), and fΛ ≥k (r) is a subcomplex of fΛ(r) for any k ≥ 0. We denote the quotient fΛ ≥k (r)/fΛ ≥k+1 (r) by fΛ k (r).Λ ≥k (r) andΛ k (r) are defined in the same way. Let us consider quotient maps Q : fΛ(r) * → fΛ 0 (r) * , Q|Λ :Λ(r) * →Λ 0 (r) * .
Our first step is to prove the following lemma in Section 6.1.
Lemma 6.1. The quotient maps Q and Q|Λ are quasi-isomorphisms.
Our next step is to define operad structures on fΛ 0 := (fΛ 0 (r)) r≥0 andΛ 0 := (Λ 0 (r)) r≥0 , and compare them with fΛ andΛ. The next lemma is proved in Section 6.2.
Lemma 6.2. fΛ 0 has a dg operad structure, such thatΛ 0 is its suboperad. There exists a morphism of dg operads P : fΛ 0 → fΛ, such that P (Λ 0 ) ⊂Λ and Q • P = id fΛ 0 . In particular, P and P |Λ 0 :Λ 0 →Λ are quasi-isomorphisms of dg operads. Now, the proof of H * (fΛ) ∼ = BV and H * (Λ) ∼ = G is reduced to the following lemma. 6.1. Proof of Lemma 6.1. We only prove that Q|Λ :Λ(r) * →Λ 0 (r) * is a quasiisomorphism. The proof for Q : fΛ(r) * → fΛ 0 (r) * is completely parallel.
Since Q|Λ is surjective, it is enough to show that ker Q|Λ =Λ ≥1 (r) * is acyclic. For each integer k ≥ 0, we denote the differential onΛ k (r) by ∂ k . In other words,
Then, the chain complexΛ ≥1 (r) * is identified with k≥1Λ k (r) * , where
. Now, let us assume the following lemma.
Lemma 6.4. For every integer k ≥ 1, there exists a linear map J k :Λ k (r) * →Λ 0 (r) * +k which satisfies the following properties:
• J k is a chain (resp. anti-chain) map, if k is even (resp. odd).
• For every k, J k induces an isomorphism on homology.
• For every k, there holds
We also need the following lemma.
Lemma 6.5. Suppose that for each integer k ≥ 1, there exists a chain complex (C k * , ∂ k ) and an anti-chain map
Proof. This lemma is same as [11] Lemma 7.1 with slight differences on notations.
By Lemma 6.4, the sequence
is exact. Hence, Lemma 6.5 shows that KerQ|Λ =Λ ≥1 (r) * is acyclic. Therefore, it is enough to prove Lemma 6.4. The proof consists of four steps.
Step
(Shortly speaking, J k removes all tails other than t.) Then, there holds
Hence, J k is a chain (resp. anti-chain) map if k is even (resp. odd). On the other hand, since j k+1
Step 2. To show that J k induces an isomorphism on homology, we define a filtration on the chain complexΛ k (r) * . For any x = (Γ, c 0 , . . . , c r , t) ∈ Λ(k : l 1 , . . . , l r ), we define : l 1 , . . . , l r ) := R -vector space generated by Λ(k : l 1 , . . . , l r ),
F mΛk (r) is a subcomplex ofΛ k (r) for every m ≥ 0, and we obtain a filtrationΛ k (r) =
F kΛk (r) * →Λ 0 (r) * +k is an isomorphism. Therefore, to show that J k is a quasi-isomorphism, it is enough to show that F mΛk (r)/F m+1Λk (r) is acyclic for every m = 0, . . . , k − 1.
Step 3. For every n ≥ 1, we define
Notice that
Hence, F mΛk (r)/F m+1Λk (r) = lim n→∞ F m,nΛk (r)/F m,1Λk (r). Therefore, it is enough to show that F m,n+1Λk (r)/F m,nΛk (r) is acyclic for every n ≥ 1.
Step 4. We define a degree 1 linear map K on F m,n+1Λk (r)/F m,nΛk (r). Let x = (Γ, c 0 , . . . , c r , t) ∈ F m,n+1 Λ(k : l 1 , . . . , l r ) \ F m,n Λ(k : l 1 , . . . , l r ). Then w j (x) = j for j = 1, . . . , m, and w m+1 (x) = m + n + 1.
Let us take i ∈ {1, . . . , r} so that ι Γ (f ) ∈ c i , and define
We define K by K(x) := (−1) Then, we define
Let us consider the case r ≥ 1. For any x = (Γ, c 0 , . . . , c r , t, fr) ∈ f Λ(0 : l 1 , . . . , l r ) and w : E Γ → Z ≥0 , let P w (x) denote the framed decorated cactus which is obtained by putting w(e) tails on each edge e ∈ E Γ . e w(e) tails e Then, P (x) ∈ fΛ(r) * is defined by
for any k ≥ 0, where σ(x, w) ∈ Z/2Z is defined below.
Let us abbreviate E Γ as E. We define two orders < in and < out on E. Notice that E is naturally identified with c 0 \ {t} and c 1 ∪ · · · ∪ c r .
• Let us define an order on c 0 \ {t} by (N • ι)(t) < · · · < (N • ι) ♯E (t), and denote the corresponding order on E as < out .
• Let us define an order on c 1 ∪ · · · ∪ c r by
). Let us denote the corresponding order on E as < in .
Let E ′ denote the subset of E which corresponds to c 1 ∪ · · · ∪ c r \ {fr(c 1 ), . . . , fr(c r )} via the bijection E → c 1 ∪· · ·∪c r . We also define E ′′ := {(e, e ′ ) ∈ E×E | e < in e ′ , e < out e ′ }. Then, σ(x, w) ∈ Z/2Z is defined as
Example 6.6. For every k ≥ 0, there holds
The following assertions can be checked by direct computations:
• P is a chain map. Namely, for any x ∈ fΛ 0 (r) * , there holds
• For any x ∈ fΛ 0 (r) * , 1 ≤ i ≤ r and y ∈ fΛ 0 (s) * , there holds P (x• i P y) = P x• i P y.
• For any x ∈ fΛ 0 (r) * and σ ∈ S r , there holds P (x σ ) = P (x) σ .
For any 1 ≤ i ≤ r and s ≥ 0, let us define a composition map on fΛ 0 by
By the above assertions, fΛ 0 is a dg operad with these composition maps (unit is ε 0 ), and P : fΛ 0 → fΛ is a morphism of dg operads. As is obvious from definitions, Q • P is the identity on fΛ 0 , and P (Λ 0 ) ⊂Λ. This completes the proof of Lemma 6.2.
6.3. Proof of Lemma 6.3 modulo Lemma 6.8. Now, we are left with Lemma 6.3. In this subsection, we reduce it to Lemma 6.8.
Let x = (Γ, c 0 , . . . , c r , t, fr) ∈ f Λ(0 : l 1 , . . . , l r ). v ∈ V Γ is called a free vertex, if val(v) = 2, and v = λ Γ (fr(c i )) for any i = 1, . . . , r. We call x degenerate, if there exists a free vertex in V Γ .
Let f Λ deg (0 : l 1 , . . . , l r ) (resp. f Λ nd (0 : l 1 , . . . , l r )) denote the set of degenerate (resp. nondegenerate) elements in f Λ(0 : l 1 , . . . , l r ). We also set
Since ζ 0 ∈ Λ(0 : ) is nondegenerate, there holds Proof. The lemma is obvious for r = 0, thus we may assume r ≥ 1. We prove the lemma only forΛ Remark 6.9. It seems that the dg operadΛ nd 0 (resp. fΛ nd 0 ) is isomorphic (up to sign) to the dg operad CC * (Cact 1 ) (resp. CC * (Cacti 1 )), introduced in [13] (resp. [14] ). These dg operads are defined by CW-decompositions of the cacti and spineless cacti operads. In papers [12] , [13] , [14] , it is proved that these operads are chain models for the (framed) little disks operad, therefore their homology are isomorphic to the Gerstenhaber and BV operads. Lemma 6.8 may follow from these results, however we give a direct proof in the next subsection. It is easy to see that, cycles 1) ), respectively. Also, there exist morphisms of graded operads Φ G : G → H * (Λ) and
The relevant relations are checked by direct computations. To prove Lemma 6.8, we show that Φ G and Φ BV are isomorphisms.
For every integer r ≥ 1, we define a chain complex Γ r * by
and differential is zero (γ 0 , γ 1 1 , . . . , γ 1 r are indeterminants). We define a chain map Ψ r :
where
Lemma 6.10. For every r ≥ 1, Ψ r is a quasi-isomorphism.
Proof. For every m ≥ 0, let F m Λ(r) denote the subspace of Λ(r), which is generated by x ∈ Λ nd (0 : l 1 , . . . , l r ), such that l 1 + · · · + l r ≤ m. This is a subcomplex of Λ(r). We set F −1 Λ(r) = 0.
On the other hand, let F m Λ(r + 1) denote the subspace of Λ(r + 1), which is generated by x ∈ Λ nd (0 : l 1 , . . . , l r+1 ), such that w(x • r+1 ζ l r+1 ) ≤ r + m. For every m ≥ 0, this is a subcomplex of Λ(r + 1). We set F −1 Λ(r + 1) = 0.
It is easy to see that Ψ r (F m Λ(r) ⊗ Γ r ) ⊂ F m Λ(r + 1) for every m ≥ 0. Thus, Ψ r induces a map on quotients (12) (
To show that Ψ r is a quasi-isomorphism, it is enough to show that (12) is a quasiisomorphism for every m ≥ 0. 
y * , and it is easy to see that this is a quasi-isomorphism for every y. Therefore, (12) is a quasi-isomorphism.
By induction on r, we show that Φ G (r) : G (r) → H * (Λ(r)) is an isomorphism. This is directly checked for r = 0, 1. Suppose that Φ G (r) is an isomorphism for some r ≥ 1. By Lemma 6.10, Φ G (r+1) is surjective, and dim H * (Λ(r + 1)) = (r + 1)dim H * (Λ(r)). On the other hand, dim G (s) = dim H * (D(s)) = s! for any s ≥ 1 (see [1] and [6] ). Therefore dim G (r + 1) = dim H * (Λ(r + 1)) . Thus, Φ G (r+1) is an isomorphism. This completes the proof that Φ G is an isomorphism.
Finally, we show that Φ BV is an isomorphism. For every r ≥ 1,
is an isomorphism, since a map between topological spaces
is a homotopy equivalence. On the other hand, there holds the following lemma.
Lemma 6.11. For every r ≥ 1, a chain map
is a quasi-isomorphism.
Proof. For any x ∈ f Λ nd (0 : l 1 , . . . , l r ), let x ′ denote the decorated cactus obtained by forgetting framings of x. For every integer m ≥ 0, let F m f Λ(r) denote the subspace of f Λ(r), which is generated by {x ∈ f Λ nd (0 :
This is a subcomplex of f Λ(r). We set F −1 f Λ(r) := 0.
It is easy to see that, for every m ≥ 0 there holds Θ r (F m Λ(r) ⊗ f Λ(1) ⊗r ) ⊂ F m f Λ(r), and the map on quotients
is a quasi-isomorphism. Therefore, Θ r is a quasi-isomorphism.
We need to show that Φ BV (r) : BV (r) → H * (f Λ(r)) is an isomorphism. This is directly checked for r = 0, 1. Since Φ G (r) is an isomorphism, the isomorphism (13) and Lemma 6.11 imply that Φ BV (r) is an isomorphism for every r ≥ 1.
Thus we have completed a direct proof of Lemma 6.8. Moreover, we have proved the following stronger result. Proposition 6.12. There exist isomorphisms H * (fΛ) ∼ = BV and H * (Λ) ∼ = G , which are compatible with the inclusion maps, and cycles
Remark 6.13. By Proposition 6.12, α := P (α 0,0 ) and β := P (−β 1,1,0 − β (12) 1,1,0 ) satisfy Proposition 1.9 (i). One can also check (ii) by direct computations. For (iii), see Remark 7.3.
Proof of main results
In this section, we complete the proof of Theorem 1.6. The isomorphisms H * (Λ) ∼ = G , H * (fΛ) ∼ = BV and Theorem 1.6 (i) are proved in Section 6. Therefore, it is enough to verify conditions (ii)-(iv) in Theorem 1.6.
In Section 7.1, we prove a preliminary algebraic result (Lemma 7.2). In Section 7.2, we define a dgΛ -algebra structure on Hochschild cochains of dga algebras, thus verify Theorem 1.6 (ii). In Sections 7.3-7.5, we verify Theorem 1.6 (iii). After quick review of [11] in Section 7.3, we define a dg fΛ -algebra C
is described in Section 7.5. In Section 7.6, we define a map
, and verify (iv). Section 7.7 is a wrap-up of the arguments, and we check that all statements in Section 1.4 (including Propositions 1.9 and 1.10) have been proved. 7.1. A preliminary result: Lemma 7.2. Definition 7.1. Let K be a set, P be a K-colored operad of sets, V = (V k ) k∈K be a collection of dg vector spaces. An action of P on V is a collection (µ x ) x , where x runs over all elements in k,l 1 ,...,lr∈K P(k : l 1 , . . . , l r ), such that the following conditions hold:
k * is a degree 0 chain map (when r = 0, we set the LHS to beR).
• For any k ∈ K, µ e k = id V k .
• For any x ∈ P(k : l 1 , . . . , l r ) and y ∈ P(l i : m 1 , . . . , m s ), there holds
• For any x ∈ P(k : l 1 , . . . , l r ) and σ ∈ S r , there holds
Suppose that P acts on V = (V k ) k∈K and W = (W k ) k∈K , and let ϕ = (ϕ k ) k∈K be a collection of degree 0 chain maps
We say that ϕ is P -equivariant, if for any x ∈ P(k : l 1 , . . . , l r ) there holds
Constructions in this section are based on the following lemma. has a natural dg fΛ (resp.Λ)-algebra structure.
k is a morphism of dg fΛ (resp.Λ)-algebras.
(iii): Let X be a differentiable space, Y its subset, and i : Y → X be the inclusion map. We define a differentiable structure on Y so that ϕ : U → Y is a plot if i • ϕ : U → X is a plot. (iv): Let (X s ) s∈S be a family of differentiable spaces, and π s : s∈S X s → X s be the projection map. We define a differentiable structure on s∈S X s so that ϕ : U → s∈S X s is a plot if π s • ϕ : U → X s is a plot for every s ∈ S.
Let X be a differentiable space. For any l ∈ Z, we definē
A * c (U) denotes the vector space consists of compactly supported differential forms on U. A * c (U) = 0 if * < 0 or * > dimU. For any (U, ϕ) ∈ P(X), there exists a natural injection
(U) is integration along fibers. We choose signs so that π ! is a chain map (see [11] Section 2.2).
Let us define
is well-defined, and satisfies ∂ 2 = 0. We call the chain complex (C dR * (X), ∂) de Rham chain complex of a differentiable space X. We denote its homology as H dR * (X). Any smooth map f : X → Y between differentiable spaces induces a chain map f * :
∞ -manifold, X, Y be differentiable spaces, and e X : X → M reg , e Y : Y → M reg be smooth maps. Let us define a differentiable structure on X e X × e Y Y := {(x, y) ∈ X × Y | e X (x) = e Y (y)} as a subset of X × Y (use Example 7.5 (iii), (iv)). In [11] Section 5.1, we defined a product
which satisfies the Leibniz rule, associativity and skew-commutativity. We call it a fiber product of de Rham chain complexes. In particular, when M is a (positively oriented) point, we obtain
which we call a cross product. Finally, for any differentiable space X, a map
ω is well-defined. We call it an augmentation map.
7.3.2.
Marked loop spaces. Let M be a closed, oriented C ∞ -manifold of dimension d. For every k ≥ 0, we define a spaceL k , which consists of Moore loops with k marked points. When k = 0, we definē
γ (m) denotes the m-th derivative of γ. The last condition is required to take concatenations of C ∞ -loops without modifying parameters. When k ≥ 1, we definē
For every j = 0, . . . , k, we define a map e k,j :L k → M by e k,j (γ, t 1 , . . . , t k , T ) := γ(0) = γ(T ) (j = 0) γ(t j ) (1 ≤ j ≤ k).
We consider two differentiable structures onL k , and denote the resulting differentiable spaces asL k andL k,reg . P(L k ) consists of (U, ϕ), such that ϕ = (γ ϕ , t ϕ 1 , . . . , t ϕ k , T ϕ ) : U →L k satisfies the following conditions:
• t ϕ 1 , . . . , t ϕ k , T ϕ ∈ C ∞ (U).
• LetŨ := {(u, t) | u ∈ U, 0 ≤ t ≤ T ϕ (u)} ⊂ U × R. Then,Ũ → M; (u, t) → γ ϕ (u)(t) is of C ∞ . Namely, for any (u, t) ∈Ũ , this map extends to a C ∞ -map on a neighborhood of (u, t) in U × R.
On the other hand, P(L k,reg ) consists of (U, ϕ) ∈ P(L k ) such that e k,j • ϕ : U → M is a C ∞ -submersion for every j = 0, . . . , k. Obviously, the identity mapL k,reg →L k is a smooth map. As a graded vector space, C 7.4. dg fΛ -algebra structure on C LP * (M). We show that the colored operad f Λ acts on a family of dg vector spaces (C dR * +d (L k,reg )) k≥0 . Namely, for every x ∈ f Λ(k : l 1 , . . . , l r ), we define a chain map On the other hand, for any k ≥ 0 and i = 0, . . . , k, let us define a smooth map s k,i :L k+1,reg →L k,reg by s k,i (γ, t 1 , . . . , t k+1 , T ) := (γ t i+1 , t i+2 − t i+1 , . . . , t k+1 − t i+1 , T + t 1 − t i+1 , . . . , T + t i − t i+1 , T ).
Then, direct computations show that
This coincides with −1 times the definition of ∆ in [11] Section 8.3.
7.5.
Comparison with the Chas-Sullivan BV structure on H * (L M). In [11] Section 7.2, we proved Theorem 7.6 below. In this subsection, we briefly explain how to define the isomorphism H * (L M) ∼ = H * (C LP * (M)), since it is necessary for arguments in Section 7.6. Let us consider a zig-zag of chain maps
These chain maps are quasi-isomorphisms; this is due to Lemmas 7.4, 7.7, 7.8 in [11] . Therefore, by Lemma 7.2 in [11] , we obtain an isomorphism H * (C LP (M)) ∼ = H * (C LP ′ (M)).
The next lemma is same as Lemma 2.6 in [11] .
Lemma 7.7.
(i): There exists a sequence (u k ) k≥0 such that u k ∈ C dR k (∆ k ) for every k ≥ 0, and the following conditions hold:
• Let ε : C dR 0 (∆ 0 ) → R denote the augmentation map. Then, ε(u 0 ) = 1.
• There holds ∂u k = In [11] Section 8, we proved that the resulting isomorphism H * (L ) ∼ = H * (C LP (M)) preserves the BV structures. Hence, as we verified in Section 7.4, the dg f Λ -algebra structure on C LP * (M) recovers the Chas-Sullivan BV structure on H * (L M), except that our definition of the operator ∆ is −1 times the original one.
Remark 7.8. When M has a Riemannian metric, we can prove the isomorphism H * (L a M) ∼ = H * (F a C LP (M)) for every a > 0, which is compatible with the inclusion maps (for details, see [11] Section 7). Hence, Proposition 1.10 holds. 
