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Abstract 
Multistable visual phenomena, wherein unchanging sensory input elicits in an 
observer, perceptual fluctuations, have been instrumental in unravelling the neural 
correlates of conscious perception. Such paradigms, when combined with single unit 
recordings in macaques trained to report their perception, have allowed neurophysiologists 
to elucidate, if the cells in various regions of the brain are correlated with subjective 
experience or respond to the invariant retinal input. Results obtained from such an 
approach has so far revealed that the proportion of feature selective cells which fire in 
concordance with perception, increase as one progresses in the ventral visual pathway, with 
this fraction being up to 90% in the temporal lobe.  
The next station in the ventral stream of vision is the lateral prefrontal cortex (LPFC), 
which has reciprocal connectivity with the inferotemporal cortex and displays responses 
which are selective for complex visual stimuli. However, it’s not clear if this feature selective 
neural activity is just the result of sensory input or is related to subjective perception. 
Utilizing the task of binocular flash suppression (BFS), a psychophysical paradigm capable of 
dissociating perception from the retinal message, we probed the neural responses in the 
LPFC. The results revealed a robust perceptual modulation of both the spiking activity as 
well as high frequency gamma oscillations in this region of the brain. Even though single 
unit activity is robustly modulated according to perceptual content, a measure of effective 
functional connectivity between pairs of neurons, such as correlated variability could be 
revealing of interactions among neuronal populations during visual ambiguity.  We 
therefore computed the spike count correlations across pairs of simultaneously recorded 
neurons during subjective visual perception. Interestingly, such interneuronal correlations 
among single units which preferred the same stimulus were close to zero during 
incongruent visual input, thus reflecting a modulation of the correlation structure during 
visual perception. Simulations with biophysically realistic networks suggested that the 
source of decorrelation was an active suppression of input fluctuations. This suggests that 
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such a decorrelated state might be critical for representation of conscious content during 
visual conflict. 
These results together provide credence to the ‘frontal lobe hypothesis’ proposed by 
Crick and Koch, which suggested that the planning stages of the brain must have explicit 
access to the conscious visual percept so as to direct motor output. Such access is essential, 
if the LPFC needs to carry out one of its major function which is of cognitive control. 
Interestingly, when a control related signal, namely the modulation pattern of the beta 
band oscillations in the LPFC was analyzed, its modulation pattern was unchanged not only 
across monocular and incongruent visual stimulation but also during perceptual dominance 
and suppression. This suggests that a signal which is related to control processes is 
unaffected by local conscious or unconscious neural processing. 
Lastly, we observed an enormous diversity among the patterns of single unit activity 
recorded in the LPFC and the neurons which displayed visual preference were just a 
minority. In order to elucidate, if there were any other patterns of activity which were 
related to the task, we clustered the neuronal responses using a non-negative matrix 
factorization (NNMF) method. This revealed five sequential dominant response patterns (or 
components) whose peaks were temporally distributed across various phases of the trial. A 
majority of the units with firing profiles similar to the patterns obtained, maintained their 
responses across monocular or incongruent stimulation suggesting that visual conflict did 
not affect their spiking modulation. Interestingly, an assessment of the effective functional 
connectivity across the pairs of neurons belonging to different temporally distributed 
components revealed that such correlated variability was maximum among units which 
were temporally coincident. However, we observed successive decorrelation as the pairs of 
units were chosen from temporally separated populations. This suggests a computational 
principle mediating a representation of sequential patterns of activity in the LPFC. 
Together, the results presented in this thesis suggest a role for the LPFC in 
representation of conscious content. At the same time, we find that such a role of this 
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region is coexistent with other major functions typically attributed to this area, such as 
cognitive control or temporal encoding of task events through sequential neural activity. 
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Introduction 
 
Earliest signs of life known to man on planet earth can be dated to 3.5 to 3.8 billion 
years ago (Awramik 1992, Schopf 1993, Mojzsis, Arrhenius et al. 1996). Thenceforth, 
evolution has been remarkable and guided life to develop from a simple primordial form to 
multicellular, self-reflecting, conscious social beings (Darwin 1859, Theobald 2010). An 
important property of life is its ability to detect and thus respond to environmental stimuli 
or cues. No matter the scale or cellular complexity of an organism, each one must interact 
with its environment (by environment here, I also include other members of the species). 
Among the earliest forms of such an interaction is phototaxis, which may be defined as 
displacement along a light vector or gradient, either towards the source of the light or away 
from it (Jekely 2009). The bridge from phototaxis to a phenomenon such as visual 
perception however remains unclear. When and why in the course of evolution, a motor 
action dependent on the detection of photons changed to interpretation and experiential 
qualia associated with the processing of complex visual input remains to be understood.  
Perhaps, one must first understand the mechanisms that bring about visual perception or 
visual awareness, which might provide clues on its evolutionary history. 
This is especially important, since the sensory modality of vision is the dominant one 
among primates. With nearly 50 percent of the cerebral cortex of the macaque monkey and 
30 percent of the cortical surface in humans involved in processing visual input, it seems apt 
to call us ‘visual animals’. Moreover, this network of brain areas is hierarchically organized 
and exhibits specialized functional properties (Werner and Chalupa 2004).  Evolution has 
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endowed the visual system of primates the ability to transform photons of light bombarding 
the retinae into a phenomenal subjective experience. Although how this neural machinery 
brings about awareness remains to be understood, we do know that the various individual 
regions of the visual pathway display functional specialization and are sensitive to specific 
features in the visual environment (Werner and Chalupa 2004). We have come to learn 
about the anatomical and functional subdivisions as well as the properties of neurons in the 
visual system through systematic investigation of these brain regions in non-human 
primates. Indeed, the macaque visual system is the most suitable surrogate for such an 
investigation because of its similarity to that of human (Harwerth and Smith 1985).  
It is therefore not surprising, that in a call to understand the ‘neural correlates of 
consciousness’, Crick and Koch thought that a fitting choice for exploring the physiological 
mechanisms underlying perception would be to investigate the primate visual system (Crick 
and Koch 1990). Evidently, scrutinizing the neural machinery which gives rise to visual 
perception could also provide insights into a more general understanding of awareness 
itself. Helmholtz similarly appreciated the importance of such a ‘nervous mechanism’ when 
he defined visual perception. He wrote ‘The sensations aroused by light in the nervous 
mechanism of vision enable us to form conceptions as to the existence, form and position of 
external objects. These ideas are called visual perceptions (Helmholtz, Warren et al. 1968).’ 
However, a fundamental issue in the investigation of perception has been that it co-
occurs with the concomitant sensory input which leads to it (an exception to this would be 
imagination, but here I refer to the kind of perception which results from an external 
sensory stimulus). Disentangling the two therefore is essential, if one wants to isolate the 
neural correlates of perception from those related to just the sensory input. This is where 
multistable stimuli (examples shown in Figure 1), are a potent tool in the arsenal of a 
neuroscientist aiming to understand the principles of perceptual organization (Attneave 
1971). They elicit in the viewer, distinct perceptual interpretations without any changes in 
the retinal input, and thus allow the investigator to dissociate sensory input from the 
phenomenal percept.  
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Figure 1. 
Displayed are two examples of multistable figures, which when presented produce in the 
observer fluctuations of perception. A. Necker Cube (Necker 1832) and B. Modified version 
of the classic face vase illusion (Rubin 1915). (Adapted with permission from the monkey 
profile picture by Tracie Kaska) 
One example of such a paradigm which has been exhaustively exploited for 
understanding the neurophysiological signals underlying visual perception is binocular 
rivalry (BR). It involves the simultaneous stimulation of corresponding retinal locations 
across the two eyes with dissimilar visual stimuli. When presented with such input, the 
observer typically experiences fluctuations in perception between the two visual stimuli. 
Although, Porta (Porta 1593) is attributed to the discovery of binocular rivalry, a first clear 
description of the phenomena (both contour and color rivalry) was provided by Dutour 
(Dutour 1760, Dutour 1763, O'Shea 1999, O'Shea 1999). Following these initial descriptions, 
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the first systematic study came from Sir Charles Wheatstone, who also invented the 
stereoscope, a device able of presenting distinct images to the two eyes (Wheatstone 
1838). Describing his observations from experiencing rivalry between letters of the English 
alphabet, he wrote in a monograph (Wheatstone 1838), “If a and b [which were letters S 
and A] are each presented at the same time to a different eye, the common border will 
remain constant, while the letter within it will change alternately from that which would be 
perceived by the right eye alone to that which would be perceived by the left eye alone. At 
the moment of change the letter which has just been seen breaks into fragments, while 
fragments of the letter which is about to appear mingle with them, and are immediately 
after replaced by the entire letter. It does not appear to be in the power of the will to 
determine the appearance of either of the letters, but the duration of the appearance seems 
to depend on causes which are under our control: thus if the two pictures be equally 
illuminated, the alternations appear in general of equal duration; but if one picture be more 
illuminated than the other, that which is less so will be perceived during a shorter time.” 
With this succinct paragraph, Wheatstone illustrated the basic features of binocular rivalry, 
namely, the fluctuation of perception between the two stimuli, the piecemeal like pattern 
during phases of transition and finally the dependence of dominance durations of the two 
rivalling patterns on their relative stimulus strength.  
Another interesting characteristic of the dominance and suppression durations 
observed during binocular rivalry is that they display sequential stochastic independence, 
that is the successive temporal durations during binocular rivalry are independent of the 
previous one  (Fox and Herrmann 1967, Borselli.A, Allazett.A et al. 1972, Taylor and Aldridge 
1974, Walker 1975). The distribution of visibility and invisibility durations can be fitted with 
a gamma function (Levelt 1967), parameters of which are remarkably similar across humans 
and macaques (Myerson 1981, Leopold and Logothetis 1996, Sheinberg and Logothetis 
1997). The predominance of a pattern during binocular rivalry has been demonstrated to 
depend upon various stimulus properties, such as contrast (Mueller and Blake 1989), spatial 
frequency (Fahle 1982) or the brightness of the stimulus (Kaplan and Metlay 1964). 
Interestingly, such manipulation of so called low level properties of rivaling stimulus tends 
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to influence the duration for which it is suppressed, generally referred to as the Levelt’s 
second law of binocular rivalry (Levelt 1965). On the other hand, manipulation of context, 
for example when one of the stimuli could be organized into a global meaningful pattern 
influences its dominance duration, leaving the suppression phases intact (Alais and Blake 
1999). These two lines of evidence, wherein context and stimulus strength differentially 
influence the duration of dominance and suppression phases of a stimulus, indicate that 
they might be mediated by distinct neural processes (Blake and Logothetis 2002). 
These interesting features of this phenomenon of binocular rivalry have motivated 
neurophysiologists to utilize it for investigation of visual regions of the brain in alert 
macaques. It is indeed ironical that a paradigm which instigates ambiguity in perception has 
been instrumental in enciphering its true neural correlates. Such tasks, when combined with 
physiology, has allowed neuroscientists to infer, if the neuronal activity elicited during the 
presentation of dichoptic stimuli is independent of animal’s perception, and related to the 
external sensory input or if it undergoes dominance or suppression depending upon the 
subject’s phenomenal experience. The activity of the latter kind is considered to be 
perceptually modulated and thus related to the subject’s awareness of the stimulus. Several 
studies which have probed different areas of the primate visual system have provided the 
first clues into their relative contribution to the phenomena of visual perception.  
The visual system of primates begins with the retina. The incoming sensory message 
from the retina is relayed to the lateral geniculate nucleus which does not display any 
temporal modulation among its single unit activity when alert monkeys are presented with 
incongruent visual input (Lehky and Maunsell 1996, Wilke, Mueller et al. 2009). Only a very 
small proportion of neurons (~20-25%) in the next region in the visual hierarchy, the 
primary visual cortex, respond to what the animal perceives during visual competition, with 
a majority of them firing in response to the incoming sensory message (Leopold and 
Logothetis 1996, Keliris, Logothetis et al. 2010). Moreover, a majority of the perceptually 
modulated neurons are binocular, thus refuting a theoretical claim once made about the 
competition during binocular rivalry being eye based and resolved through reciprocal 
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inhibition between population of monocular neurons present in V1 (Blake 1989). In 
extrastriate areas, such as V4/MT, the proportion of neurons which modulated their 
response according to the monkey’s report during rivalry was higher at ~40 %. Surprisingly, 
certain neurons in both these regions responded with increasing their activity, when their 
preferred stimulus was suppressed (Logothetis and Schall 1989, Leopold and Logothetis 
1996). These have been postulated as part of an inhibitory mechanism, which may be 
partially independent from the mechanism of perception (Logothetis 1998). In summary, 
these results indicate that suppression and dominance are mediated through populations of 
cells which are distributed across the visual hierarchy. 
These perceptually modulated cells could mediate visual awareness, or instead be a 
reflection of stimulus selection which happens in higher visual regions of the brain. 
Therefore, it is essential to investigate the neuronal activity in higher visual centers in order 
to understand their status during visual conflict. In the first of such a study, neuronal activity 
was recorded in the temporal lobe, a region in the brain which is usually responsive to 
complex visual stimuli such as faces or objects (Logothetis, Pauls et al. 1995). Interestingly, 
it displayed the strongest perceptual modulation among the areas recorded in the visual 
stream. Specifically, 90 % of the cells which displayed visual selectivity were also 
perceptually modulated (Sheinberg and Logothetis 1997), indicating that this area 
represented a stage of processing, which was beyond the resolution of perceptual conflict 
(Logothetis 1998, Blake and Logothetis 2002).  
The ventral visual pathway however continues beyond the temporal lobe. Visual 
responses selective to complex visual stimuli such as faces and objects have been recorded 
from the lateral prefrontal cortex (LPFC) (Pigarev, Rizzolatti et al. 1979, Rosenkilde, Bauer et 
al. 1981, Wilson, Scalaidhe et al. 1993, SP, Wilson et al. 1997), much like in the 
inferotemporal cortex to which it is reciprocally connected (Barbas 1988, Webster, 
Bachevalier et al. 1994, Borra, Ichinohe et al. 2010, Yeterian, Pandya et al. 2012). 
Interestingly, imaging studies have indicated a role for LPFC in mediating perceptual 
switches during visual competition (Lumer 1998, Lumer, Friston et al. 1998, Sterzer and 
11 
  
Kleinschmidt 2007, Zaretskaya, Thielscher et al. 2010, Knapen, Brascamp et al. 2011). Such a 
role is corroborated with data showing abnormal perceptual transitions in patients with 
lesions in the frontal lobe (Ricci and Blundo 1990, Meenan and Miller 1994, Windmann, 
Wehrmann et al. 2006). 
While physiological evidence indicates that complex visual stimuli are processed in 
the LPFC, whether this activity is correlated with conscious perception during incongruent 
visual input, remained yet unexplored. One major aim of this thesis was to explore the 
feature selective neuronal activity in this region of the brain during visual competition. The 
‘frontal lobe’ hypothesis, proposed by Crick and Koch hypothesized that the prefrontal 
cortex, wherein, planning for action is embedded, needs to have access to the explicit visual 
percept in order to control actions mediated through the motor cortices (Crick and Koch 
1998). Therefore, probing the electrophysiological signals in the prefrontal cortex during 
visual competition is central to understanding the neural correlates of consciousness. The 
first study presented in chapter two of this thesis evaluated the modulation of neural 
signals in the LPFC during a task which instigated visual competition. 
Although much has been learnt from investigation of single unit activity in various 
visual regions of the macaque brain (Logothetis 1998), an understanding of correlated 
variability or shared intrinsic noise among those recorded single units has not been 
analyzed during tasks that dissociate subjective perception from sensory stimulation. Such 
an evaluation is essential, since such fluctuations in neuronal discharges have been thought 
to influence population coding capacity (Zohary, Shadlen et al. 1994, Abbott and Dayan 
1999, Sompolinsky, Yoon et al. 2001, Wilke and Eurich 2002, Averbeck, Latham et al. 2006, 
Averbeck and Lee 2006). The necessity for utilizing such analytical methods on the recorded 
physiological signals along with a review of the electrophysiology studies during multistable 
perceptual paradigms is summarized in chapter three. An assessment of interneuronal trial 
to trial discharge variability was carried out among the single unit activity recorded in the 
LPFC during presentation of ambiguous visual input. The results of this study are elaborated 
in the chapter four of this thesis.  
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In spite of physiological evidence supporting the representation of conscious 
content in the LPFC being reported (Panagiotaropoulos, Deco et al. 2012) (and also 
presented in chapter two of this thesis), a recent imaging study asserted that “frontal areas 
are associated with active report and introspection rather than with rivalry per se” (Frassle, 
Sommer et al. 2014). Such a conclusion was arrived at by a clever stimulus manipulation 
which allowed eliminating the need for manual report from subjects of their ongoing 
percept and instead decoding it from the pattern of their eye movements. In an opinion 
article(Safavi, Kapoor et al. 2014), which is summarized in chapter five of the thesis, we 
discuss the study, given the electrophysiological evidence for representation of perceptual 
content in the LPFC with a visual perception paradigm which also does not require the 
animals to report. In addition, we argue the importance of an integrative view, while 
reviewing the evidence on the role of prefrontal cortex in visual consciousness. 
Interestingly, the ‘frontal lobe hypothesis’ (Crick and Koch 1998) mentioned earlier, 
was postulated while cognizant of the prefrontal cortex’s role in the temporal organization 
of behavior (Rao, Rainer et al. 1997, Fuster 2001, Miller and Cohen 2001, Fuster 2008). The 
successful execution of such a function necessitates integration of convergent sensory input 
(Chavis and Pandya 1976, Miller and Cohen 2001, Romanski 2012) and its subsequent 
retention for executing a goal directed motor act (Tanji and Hoshi 2008). Indeed, such a 
function of exerting cognitive control has been traditionally thought to be tightly bound to 
consciousness (Norman and Shallice 1986). Recent evidence, however, points out that the 
two processes might be functionally distinct, since subliminal, unconscious stimuli have 
been shown to influence control of action (van Gaal, de Lange et al. 2012, van Gaal and 
Lamme 2012). A signal pattern typically associated with cognitive control is beta band (~15-
40 Hz) desynchronization, which consists of a disruption in the beta band oscillatory activity 
following the onset of a stimulus or execution of a voluntary motor act. This is immediately 
followed by a rebound of beta band activity as long as the stimulus input stays unchanged 
or a steady motor contraction is maintained (Sanes and Donoghue 1993, Pfurtscheller, 
Stancak et al. 1996, Donoghue, Sanes et al. 1998, Baker, Kilner et al. 1999, Gilbertson, Lalo 
et al. 2005, Jurkiewicz, Gaetz et al. 2006, O'Leary and Hatsopoulos 2006, Baker 2007, Siegel, 
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Warden et al. 2009, Engel and Fries 2010, Puig and Miller 2012, Kilavik, Zaepffel et al. 2013). 
Such constant beta band activity has been hypothesized to be an active process, supporting 
the maintenance of the current sensory, motor or cognitive set (Gilbertson, Lalo et al. 2005, 
Pogosyan, Gaynor et al. 2009, Swann, Tandon et al. 2009). Characterizing the pattern of 
such a control related signal during conscious or unconscious processing (as it happens, 
when a stimulus is perceptually dominant or suppressed during visual competition) would 
aid in elucidating dependencies between consciousness and control signals. Therefore, we 
evaluated these patterns in the LPFC during visual competition in sites which displayed 
robust perceptual modulation as judged from the multi-unit spiking responses. The results 
of this investigation are described in chapter six. 
Further, the neuronal responses in the LPFC have been observed in many different 
paradigms such as those related to decision making, working memory, temporal sequencing 
of sensory input or motor action, reward expectation to mention a few (Tanji and Hoshi 
2008). This versatility of responses observed in this region, most likely aids in the LPFC to 
subserve its function of temporal organization of behavior (Fuster 2008). Interestingly, 
while the diversity of responses we observed in the LPFC during ambiguous visual input was 
enormous, the units which discriminated the two visual stimuli utilized for eliciting visual 
competition were, however, a minority (results described in chapter two). We therefore 
wanted to understand and characterize the neuronal responses beyond those merely 
related to visual preference, and could be relevant to other aspects of the task. In a study 
presented in chapter seven, we developed a novel clustering approach for isolating 
dominant response profiles observed among the remaining majority of the neurons 
recorded. 
Together, these studies provide the basis for a role of LPFC in conscious visual 
perception. They further elaborate on other functions which are typically attributed to the 
LPFC, which co-exist in this region in parallel with its role in representation of conscious 
visual input. 
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2 
 
Neuronal discharges and gamma oscillations 
explicitly reflect visual consciousness in the 
lateral prefrontal cortex. 
 
2.1 Motivation 
Electrophysiological investigation of various visual areas in the primate brain has 
revealed a gradual increase in the percentage of cells whose spiking activity correlates with 
the subjective visual percept when the animal is presented with ambiguous visual input 
(Logothetis 1998, Leopold and Logothetis 1999). In earlier visual areas, like V1 and V2, only 
20-25% of the single neurons recorded displayed increased electrical activity to their 
preferred visual stimulus when it was consciously perceived (Leopold and Logothetis 1996, 
Gail, Brinksmeyer et al. 2004, Keliris, Logothetis et al. 2010). In contrast, about 90% of the 
visually selective neurons recorded in the superior temporal sulcus and inferior temporal 
lobe (IT) fire in concurrence with the perceived stimulus (Sheinberg and Logothetis 1997). 
Similarly, neurons in the human medial temporal lobe were shown to be modulated by the 
phenomenal percept (Kreiman, Fried et al. 2002). The temporal lobe is reciprocally 
connected to the lateral prefrontal cortex (LPFC) (Barbas 1988, Webster, Bachevalier et al. 
1994, Yeterian, Pandya et al. 2012), wherein single unit activity related to faces or complex 
visual stimuli has been previously observed (Pigarev, Rizzolatti et al. 1979, Wilson, Scalaidhe 
et al. 1993). We wondered if such feature selective neuronal responses observed in this 
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region would also correlate with the subjective percept.  Therefore, we performed 
electrophysiological recordings in the LPFC during the task of binocular flash suppression 
(BFS), which allowed us to dissociate sensory input from phenomenal perception. 
 
2.2 Methods 
Single unit and local field potential (LFP) activity was recorded using twisted wire 
tetrodes from the LPFC of two rhesus macaques while they were engaged in the task of BFS 
(Lansing 1964, Wolfe 1984). The task consisted of trials which were divided across two 
conditions, namely the PA and flash suppression (FS). Each trial started with 300 millisecond 
presentation of the fixation spot in both eyes followed by one second of monocular 
stimulation with one pattern in one eye. During physical alternation (PA) trials, the first 
pattern was removed and another pattern was presented in the contralateral eye for one 
more second. In flash suppression (FS) trials, the stimulation with a new pattern in the 
contralateral eye was carried out without the removal of the stimulus presented first. 
Psychophysical evidence has shown that such stimulation results in the robust suppression 
of the first stimulus and perception of the pattern presented second (Wolfe 1984, 
Sheinberg and Logothetis 1997, Keliris, Logothetis et al. 2010). Evidently, the perception of 
the animal across the two trial types stays the same, albeit the underlying visual stimulation 
is different. Concomitant recording of feature selective neural activity can thus allow us to 
determine if the responses are related to perception or mere sensory input. 
 
2.3 Results 
We found that about 58% of the recorded single units which showed a preference to 
one of the two visual stimuli (as judged from the PA condition) used were also significantly 
modulated during FS. This proportion of perceptually modulated units increased to about 
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89% when the sites were chosen based on their discriminability across the two stimuli, as 
judged by the d prime index > 1 (see methods section in Appendix A.1).  
Next, we analyzed the modulation of unsorted multiunit spiking activity in a similar 
way. In our data, 20% of the recorded sites displayed significant modulation during the PA 
condition. A large majority of these sites, about 70% maintained this preference and were 
significantly modulated during the FS condition. When only sites which displayed a d prime 
index > 1 were selected, the percentage of perceptually modulated sites increased to 92%. 
These proportions are very similar to the percentage of single units modulated by 
perception observed in the temporal lobe (Sheinberg and Logothetis 1997). We further 
observed that the latency of selective responses observed in all the sensory modulated sites 
during FS condition were delayed by approximately 60 milliseconds in comparison to the PA 
condition. 
Finally, we aimed to characterize the modulations in synchronized neural activity as 
measured with power in the different frequency bands of the LFP. We found that in sites 
where the multiunit activity was selective in the PA condition, the high frequency LFP (> 50 
Hz) also displayed a significant modulation during monocular presentation of the preferred 
pattern. Moreover, this was not significantly different from that during the BFS condition. 
 
2.4 Conclusion 
In summary, we show that the subjective visual percept is reflected in both the 
feature selective neuronal activity as well as power of high frequency oscillations in the 
LPFC. 
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3 
 
Subjective visual perception: from local 
processing to emergent phenomena of brain 
activity.  
 
3.1 Summary 
 Ambiguous visual stimuli provide a unique window into understanding the neural 
correlates of consciousness. Without a change in the visual input, they elicit in the observer, 
fluctuations of perception. An example of such a paradigm for instigating perceptual 
competition, binocular rivalry (and its variants such as binocular flash suppression (BFS) 
(Lansing 1964, Wolfe 1984) and generalized flash suppression (GFS) (Wilke, Logothetis et al. 
2003)), has been an exquisite method for studying the neural correlates of conscious visual 
perception (Logothetis 1998, Blake and Logothetis 2002). It involves dichoptic stimulation to 
corresponding retinal locations with two distinct stimuli, which compete for dominance. 
Concomitant recording of neuronal activity displaying stimulus preference (as judged from a 
control condition where stimulation is singular and monocular and thus devoid of 
competition) has been utilized as a criterion for distinguishing if the response during visual 
competition is related to mere sensory input or perceptual experience (Logothetis 1998). 
Hence, a perceptually modulated cell is one which maintains its activity when its preferred 
stimulus is perceived, whereas a neuron which continues to respond, irrespective of 
whether its preferred stimulus is perceptually dominant or suppressed is considered to be 
sensory driven.  
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Such local recordings have so far been extremely beneficial in addressing several 
issues regarding perceptual awareness. To start, it was traditionally hypothesized that the 
conflict during binocular rivalry was resolved through competition in activity among pools of 
monocular neurons encoding the stimulus presented to the eye of origin (Blake 1989). 
Physiological probing of monocular neurons in the early visual areas however revealed that 
a majority of these neurons were not modulated by the ongoing percept (Leopold and 
Logothetis 1996, Keliris, Logothetis et al. 2010). Interestingly, only a small proportion of 20-
25% of neurons were classified as being perceptually modulated indicating that the 
conscious visual percept might be mediated by a higher order cortical and a stimulus based 
representation. 
 Interestingly, neural activity in later regions in the ventral visual pathway correlated 
much better with visual perception. Specifically, in the superior temporal sulcus and 
inferotemporal cortex (IT), 90% of the neurons displaying visual preference were found to 
be modulated in concordance with the perceptual content (Sheinberg and Logothetis 1997). 
The next station in the visual hierarchy related to object recognition is the LPFC, which is 
reciprocally connected to IT (Barbas 1988, Webster, Bachevalier et al. 1994, Borra, Ichinohe 
et al. 2010, Yeterian, Pandya et al. 2012). A study as a part of this thesis found that a 
majority of units, (~ 60-90%, depending on the strength of the sensory preference) in this 
region are also perceptually modulated. Besides direct reciprocal connectivity between the 
temporal and prefrontal cortex, they are also connected indirectly through a subcortical 
pathway, which involves the pulvinar nucleus of the thalamus (Barbas, Henion et al. 1991, 
Webster, Bachevalier et al. 1993, Romanski, Giguere et al. 1997, Gutierrez, Cola et al. 2000, 
Contini, Baccarini et al. 2010). When the pulvinar was investigated during the paradigm of 
GFS, perceptual suppression was observed in 40% and 60% of the sites in the ventral and 
dorsal pulvinar, respectively (Wilke, Mueller et al. 2009). Three different but anatomically 
connected regions in the brain displaying robust activity in accordance with the conscious 
visual content indicates that perception is likely a phenomena mediated through a global 
network of areas.   
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 Besides the spiking activity, an electrical signal which can be typically recorded with 
extracellular recordings is the local field potential (LFP), which is thought to reflect the 
synaptic input and dendritic processes (Mitzdorf 1985, Mitzdorf 1987, Logothetis 2003). 
Examination of LFP seems to resolve the dispute between the disparate results from spiking 
activity and functional imaging studies in areas like V1 and LGN during visual perception. A 
significant perceptual modulation is observed in the BOLD signal from these areas 
(Polonsky, Blake et al. 2000, Tong and Engel 2001, Lee and Blake 2002, Haynes, Deichmann 
et al. 2005, Haynes and Rees 2005, Lee, Blake et al. 2007). The high frequency gamma 
oscillations and spiking activity in these regions, however, display negligible modulation in 
concurrence with the subjective percept and instead, the power in low frequency LFPs is 
modulated more reliably with perception (Wilke, Logothetis et al. 2006, Maier, Wilke et al. 
2008, Wilke, Mueller et al. 2009, Keliris, Logothetis et al. 2010). A study which combined 
both functional imaging and electrophysiology in the same animals during the paradigm of 
GFS, reported that both the BOLD as well as the low frequency LFP were modulated with 
perceptual suppression (Maier, Wilke et al. 2008). In comparison to this, one observes that 
perceptual suppression is reflected in the gamma band activity in the LPFC 
(Panagiotaropoulos, Deco et al. 2012), which might be a reflection of input it receives from 
the temporal lobe. 
Besides the LFPs, slow and correlated variations in the activity of neuronal 
populations can also be detected in the spiking responses from neurons. The experimental 
work thus far has concentrated on the activity recorded from single neurons or single sites 
in order to assess the relative contribution of individual areas to perceptual awareness. The 
structure of correlated variability as measured with noise correlations has been shown to 
have an important influence on population coding (Zohary, Shadlen et al. 1994, Abbott and 
Dayan 1999, Sompolinsky, Yoon et al. 2001, Wilke and Eurich 2002, Averbeck, Latham et al. 
2006, Averbeck and Lee 2006).  One direction of future studies would be to simultaneously 
record multiple single neurons in a given area and understand their correlated variability 
during visual competition. A hypothesis interesting to investigate is whether fluctuations in 
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the structure of such noise correlations could be related to the spontaneous perceptual 
transitions observed during BR.  
 Finally, the perceptual transitions could also be a result of ongoing fluctuations in 
neural activity arising from spontaneous changes in mesoscopic brain state. With the 
advent of methods (for e.g., optical imaging, UTAH arrays) which are capable of measuring 
the spatiotemporal patterns of electrophysiological activity, prospective research could 
examine how such self-organized and dynamic intrinsic patterns are related not only to 
switches in perception, but could also represent periods of perceptual dominance and 
suppression. 
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4 
 
Decorrelated discharge fluctuations in prefrontal 
microcircuits during visual consciousness. 
 
4.1 Motivation 
Probing the responses of single neuron in various visual regions of the brain during 
paradigms employing ambiguous visual stimulation (such as binocular rivalry) have aided in 
discerning the relative contributions of these different cortical areas to visual perception 
(Logothetis and Schall 1989, Leopold and Logothetis 1996, Sheinberg and Logothetis 1997, 
Keliris, Logothetis et al. 2010, Panagiotaropoulos, Deco et al. 2012). The neuronal 
population coding capacity however is thought to be severely influenced by effective 
functional connectivity between neurons, as represented by the structure of trial to trial 
spiking variability (Abbott and Dayan 1999, Sompolinsky, Yoon et al. 2001, Averbeck, 
Latham et al. 2006, Cohen and Kohn 2011). The structure of such interneuronal correlations 
during tasks which disentangle sensory input from visual perception could therefore 
provide insights into how a functional microcircuit organization affects the reliability of 
representation of conscious visual content among neuronal populations. In this study, we 
therefore measured the strength of these correlations among simultaneously recorded 
lateral prefrontal cortex (LPFC) neurons during the task of binocular flash suppression (BFS). 
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4.2 Methods 
 Electrophysiological activity was recorded from the LPFC of three rhesus macaques 
using twisted wire tetrodes, while they passively fixated during the paradigm of BFS (a 
description of the task is presented in the methods section of chapter 2). A second order 
statistical measure such as their pair wise spike count correlation coefficient (𝑟sc) was 
computed for pairs of neurons (Bair, Zohary et al. 2001) which showed similar or different 
stimulus selectivity as judged from their stimulus preference index (for details, refer to the 
methods section in Appendix A.3). This was calculated for the second half of a trial when 
perception was elicited with monocular presentation of a stimulus as in the physical 
alternation (PA) condition or during subjective perception while incongruent visual input 
was presented in the case of flash suppression (FS) trials. 
Simulations were carried out with two biophysically realistic networks with distinct 
architectures. One network consisted of two excitatory neuronal populations selective to 
the two visual stimuli respectively utilized in the experiment and one inhibitory neuronal 
population. This network is characterized with cross inhibition and therefore competition 
between the two excitatory neuronal populations. The second network was similar to the 
first one; however it did not feature cross inhibition. 
 
4.3 Results 
In a study, which is also a part of this thesis, we report the existence of neurons 
which are reliably modulated in accordance to the content of visual perception 
(Panagiotaropoulos, Deco et al. 2012). In order to understand the structure of correlated 
variability across single units in the LPFC, we calculated noise correlations across 
simultaneously recorded neurons that displayed preference for the same stimulus during 
both physical alternation and flash suppression conditions in the second half of their trials. 
We observed that while monocular presentation of the preferred stimulus during PA led to 
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increased correlations, the subjective perception of the same stimulus during BFS led to a 
strong and significant decorrelation. Remarkably, these correlations observed during the 
period of subjective dominance in BFS were not significantly different from zero, suggesting 
a sparse encoding of perceptual content. Interestingly, this decorrelation was asymmetric, 
since we observed that the correlations did not change when the perceptual suppression of 
the stimulus during BFS was compared to the physical absence in PA. Further, this reduction 
in intrinsic noise was a network specific effect as single unit discharge variability was similar 
across the two different conditions. 
In order to understand the mechanism of decorrelation, we considered a 
biophysically realistic spiking network that comprised of two selective excitatory neural 
populations, each of which encoded one of the two visual stimuli, undergoing competition 
arbitrated by an inhibitory population (Theodoni, Panagiotaropoulos et al. 2011). Although 
the simulated network for a set of parameters accounts for the experimentally observed 
correlations in PA, we observed increased correlations during BFS for both the dominant 
and suppressed populations contrary to the experimentally observed decorrelation. 
Instead, we found that a suppression of input fluctuations to the dominant population leads 
to a reduction in correlations without a change in the excitatory-inhibitory balance. Small 
decrease in the stimulus drive is however necessary to account for the marginally reduced 
firing rate observed during the FS condition. Next, we attempted to understand and 
simulate the similarity of correlations observed during perceptual suppression in FS or the 
physical absence of the stimulus in PA. Interestingly, a reduction of the input strength 
during perceptual suppression is required to maintain the correlations, so that they are 
equivalent to those obtained during stimulus absence in PA. 
 
4.4 Conclusion 
In summary, we show that subjective perception during the task of BFS in the LPFC is 
accompanied with near zero pair wise spike count variability, in comparison to monocular 
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presentation. This demonstrates a modulation of the correlation structure during 
processing of ambiguous visual input. 
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5 
 
Is the frontal lobe involved in conscious 
perception? 
 
5.1 Summary 
Much research in neuroscience has been devoted to the scientific investigation of 
visual awareness, ever since a seminal paper from Crick and Koch (1990) incited researchers 
that ‘the time is ripe for an attack on the neural basis of consciousness’ (Crick and Koch 
1990). However, it has been recently pointed out to exert caution while studying the neural 
correlates of consciousness in that one must carefully disentangle this activity from what 
could reflect the prerequisite or consequence of a subjective experience (Aru, Bachmann et 
al. 2012, de Graaf, Hsieh et al. 2012). For example, most paradigms used for studying 
sensory awareness typically ask the subjects to report their perception with a motor 
response. Such an action potentially requires introspection for monitoring the current 
perceptual state and can therefore be considered a consequence of the conscious 
experience. A recent study tried to eliminate such consequential processes by asking 
subjects to passively observe the ambiguous stimuli without reporting and decoded the 
current experiential state of the subject from their pattern of eye movements (Frassle, 
Sommer et al. 2014). Contrastive analysis to a condition, wherein the subjects reported 
their percept, led the authors to conclude that “frontal areas are associated with active 
report and introspection rather than with rivalry per se”. However, soon after the study was 
published, it was pointed out that the BOLD activity in the right inferior frontal lobe and 
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right superior frontal lobe survived the contrastive analysis in their experiment (Zaretskaya 
and Narinyan 2014). Therefore, it does not completely rule out the entire prefrontal cortex 
from having a role in perception.  
Moreover, a study carried out as a part of this thesis posits the representation of 
perceptual content in the LPFC of the macaque brain (Panagiotaropoulos, Deco et al. 2012). 
Interestingly, during the experiment, the animals passively fixated without any requirement 
of a behavioral report of their subjective percept. Even in the absence of any overt action to 
indicate what was perceived, we observed that the modulation of a large majority of 
feature selective neurons in the LPFC was in concordance with perceived stimulus. 
Together, this alludes to a role of prefrontal cortex in conscious awareness. 
 Although perceptually modulated neuronal activity has been observed by us and 
others in the prefrontal cortex (Libedinsky and Livingstone 2011, Panagiotaropoulos, Deco 
et al. 2012), an understanding of its mechanistic role in mediating perceptual organization is 
presently missing. We propose that in order to decipher of such a role of prefrontal cortex 
in awareness, we need to have a more integrative view on the evidence available thus far as 
well as versatility in our prospective research directions. Therefore, our future 
investigations should not only employ versatile experimental designs, but also diverse 
experimental techniques (e.g., fMRI, electrophysiology) which could allow observing neural 
dynamics at different spatial and temporal scales. 
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6 
 
Desynchronization and rebound of beta 
oscillations during conscious and unconscious 
local neuronal processing in the macaque lateral 
prefrontal cortex. 
 
6.1 Motivation 
Oscillatory activity in the beta band has been linked to maintaining the current 
sensory motor set (Engel and Fries 2010). Specifically, it has been shown to be modulated 
during tasks which employ cognitive control. Control processes, although traditionally 
thought to be influenced by conscious perception, have now also been demonstrated to be 
influenced by unconscious stimuli (van Gaal, de Lange et al. 2012, van Gaal and Lamme 
2012). However, the modulation of beta band activity during the processing of conscious or 
unconscious processing of stimulus input remains elusive. In a previous study, we found 
that the neural activity in certain sites in the lateral prefrontal cortex (LPFC) is correlated 
with conscious and unconscious processing (Panagiotaropoulos, Deco et al. 2012). In order 
to elucidate, how a signal attributed to cognitive control such as the beta band oscillations 
might be influenced by conscious or unconscious processing, we investigated its modulation 
in these specific prefrontal sites. 
 
28 
  
 
6.2 Methods 
Electrophysiological recordings were performed in the LPFC of two rhesus macaques 
while they participated in a fixation task, whose trials were equally divided across two 
conditions, namely the physical alternation (PA) and flash suppression (FS) (details of the 
task are explained in section 2.2). The pattern preference of the total spiking activity 
recorded from a single site (multi unit activity or MUA) between the two stimuli was judged 
based on the responses during the PA trials. We analyzed the LFP activity for sites showing 
significant stimulus preference as well as from sites where spontaneous, resting-state 
activity was recorded.  
 
6.3 Results 
Examining the power spectral density of the LFP activity recorded during 
spontaneous, resting state (10-30 min) revealed that there was a peak in the beta frequency 
range, between 15 to 30 Hz.  Therefore, further analysis focused on this frequency band. 
Specifically, we analyzed the modulation of the beta band in sites where feature selective 
MUA was detected. Interestingly, during PA trials, monocular visual stimulation resulted in 
an abrupt desynchronization of the rhythmic beta band oscillations. This was followed by a 
rebound of synchronous beta band activity ~400 milliseconds after onset of the visual 
stimulus. In PA trials, after one second of stimulation with a monocular stimulus, it was 
removed and a second pattern was presented in the contralateral eye. This resulted in a 
new decrease of power in the beta band, which was followed by a rebound ~400 
milliseconds after the onset of this second input. Interestingly, such a pattern was observed 
irrespective of whether the current input was preferred or non-preferred (as judged from 
the MUA).  
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Next, in order to understand the dynamics of beta band activity during conscious 
perception or perceptual suppression, we focused our analysis on the FS condition. 
Irrespective of whether the preferred stimulus for the given site was perceived or 
suppressed, and therefore the local spiking activity was dominant or repressed, the beta 
oscillations in the site presented a modulation pattern very similar to that observed in the 
PA condition; that is, there was an initial desynchronization which was later followed by a 
recovery of the beta power. Visual competition thus had no effect on the pattern of beta 
band modulation in comparison to the PA.  
 
6.4 Conclusion 
Our results indicate that a control related signal, such as the beta band oscillations 
as studied here under control free conditions not only remains unaffected by local neuronal 
or perceptual dominance and suppression, but coexists independently from 
contemporaneous conscious and unconscious neuronal representations. 
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7 
 
Sequential patterns of neuronal activity in the 
lateral prefrontal cortex during the task of 
binocular flash suppression 
 
7.1 Motivation 
Electrophysiological investigation of the lateral prefrontal cortex (LPFC) during the 
task of binocular flash suppression (BFS) revealed a population of perceptually modulated 
neurons (Panagiotaropoulos, Deco et al. 2012). However, feature selective neuronal 
population formed a minority of the single units recorded during the task. In this study, we 
wanted to characterize any other task related activity in the firing profiles of the remaining 
majority of the recorded units.  
 
7.2 Methods 
 We utilized the method of non-negative matrix factorization (NNMF) (Paatero and 
Tapper 1994, Lee and Seung 1999) for identifying the major patterns of activity among non-
feature preferring neurons recorded during the task of binocular flash suppression. In 
addition, spike count correlations (method described in chapter 4) were assessed for 
simultaneously recorded neurons whose activity was similar to the different patterns 
obtained with nnmf. 
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7.3 Results 
 Five major profiles of activity, whose peak was temporally distributed across the 
various phases of a trial, were characterized with nnmf. Specifically, we obtained response 
profiles, two of which displayed ramping up or ramping down while two others displayed 
increases in amplitude during the presentation of the first and the second stimulus 
respectively. The fifth profile peaked around the switch from the first pattern to the second. 
Further, a majority of the neurons with activity similar to different patterns, responded 
similarly across different stimulus conditions, that is the physical alternation (PA) and the 
flash suppression (FS). 
 Interestingly, when the neurons sorted according to the latency of their peak 
amplitude were plotted, it revealed that the peaks of different single units were distributed 
across the entire duration of the trial and such a distribution pattern was similar for 
different stimulus conditions.  
In order to assess effective functional connectivity across neurons whose profiles 
were similar to components which were distributed across temporal windows, we 
calculated noise correlations between them. The correlations were highest for the pair of 
neurons, which belonged to the same component, that is, those displaying a similar 
response profile. Interestingly, we observed that this correlation steadily decreased as a 
function of temporal distance between the peaks of the patterns to which the constituents 
of the pair of single units belonged. Moreover a similar pattern was observed when the 
condition of PA and FS were analyzed individually, thus displaying its independence from 
the nature of the visual input. Surprisingly, this decrease was specific for positive noise 
correlations. The negative noise correlations did not show any difference as a function of 
temporal distance. 
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7.4 Conclusion 
Our results show the existence of sequential activity patterns among single units 
during the task of BFS which does not require any mnemonic demands related to the order 
of the stimuli presented. Interestingly, their correlated variability demonstrated that it was 
higher for neurons which were temporally more similar than neurons which were not. This 
was similar across both PA and FS conditions, thus demonstrating that such a process is 
likely represented independently from the one mediating conscious visual perception. 
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8 
 
Development of tube tetrodes and a multi-
tetrode drive for deep structure 
electrophysiological recordings in the macaque 
brain. 
 
8.1 Motivation 
Unravelling the mechanisms mediating brain function requires investigation of the 
electrical signal underlying it (Scanziani and Hausser 2009). Electrophysiology has thus been 
a tool of choice for the neurophysiologist in this endeavor since Galvani’s description of 
‘animal electricity’ (Galvani 1791). The technique has progressed from the recording of the 
first action potential (Hodgkin and Huxley 1939), to more recently, probing of the 
physiological signal from several neurons simultaneously (Pine 2006). Twisted wire tetrode 
(TWT) has especially been instrumental in this regard with both the number and quality of 
isolation of single neurons from the recorded signal (Gray, Maldonado et al. 1995, Harris, 
Henze et al. 2000). Hence, they have been extensively used for extracellular 
electrophysiology (Buzsaki 2004). A limitation of its weak tensile strength and an issue of tip 
splaying during chronic implantation (Jog, Connolly et al. 2002) have, however, both 
hindered its use in deep brain electrophysiology. We wanted to utilize TWT for recordings in 
the temporal lobe of the macaque brain and therefore developed tetrodes with improved 
tensile strength and an electrode drive for accessing the temporal lobe. 
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8.2 Methods 
Standard methods were used for fabrication of TWTs (Nguyen, Layton et al. 2009). 
We conferred strength to them by developing a simple laboratory technique for inserting 
them inside beveled, deburred and cleaned 35 gauge stainless steel tubes (outer diameter – 
0.005 inches, inner diameter – 0.002 inches, 304SS, welded and drawn, hard temper, Vita 
needle, MA, USA). We call these tube tetrodes (TuTes). After electroplating them with gold, 
these TuTes were then loaded onto a custom built multi-tetrode, which allowed them to be 
driven independently of each other. 
Electrophysiological investigation of the temporal lobe of one rhesus macaque 
implanted with a ball and socket recording chamber (Schiller and Koerner 1971, Logothetis, 
Pauls et al. 1995, Sheinberg and Logothetis 1997) was carried out utilizing the TuTes loaded 
on to the multi-tetrode drive. Single unit isolation from the recorded signal was carried out 
with customized algorithms which utilized the first three components of the recorded 
waveforms as features (Tolias, Ecker et al. 2007). Visual inspection of the resulting clusters 
performed using Klusters (Lynn Hazan, Buzsáki lab, Rutgers, Newark NJ) 
revealed that one could achieve reliable isolation of single unit with TuTes. 
 
8.3 Results 
Neural recordings with TuTes were carried out while the animal was engaged in a 
simple fixation task. Each trial started with 300 millisecond long presentation of the fixation 
spot in both eyes. During half of the trials, this was followed by monocular stimulation of a 
face stimulus for 1000 milliseconds after which a checkerboard pattern was presented in 
the contralateral eye for another 1000 milliseconds.  These trials were randomly intermixed 
with the rest half of the trials, in which the order of the stimuli was reversed. We observed 
visually responsive single unit activity preferring the face or the checkerboard pattern. 
Similarly, visual responsiveness was also observed in the multiunit activity. 
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Power spectral density estimation of the recorded LFP signal demonstrated that 
most of the power was concentrated in the lower frequencies (1-4 Hz). Further, the 
magnitude of the LFP power displayed an inverse relationship with temporal frequency, 
hence following the power law, a characteristic typical of the LFP signal (Bedard, Kroger et 
al. 2006). 
 
8.4 Conclusion 
We developed a fabrication procedure for a novel kind of tetrode, the TuTe, which 
are especially useful for deep brain electrophysiology because of their stiffness in 
comparison to the conventional TWTs. Further, their thin diameter of ~0.127 mm makes 
them about 10-20 % in size, when compared to the cannulae, which have been utilized in 
recent studies for probing neural activity in deeper regions of the brain (Erickson and 
Desimone 1999, Erickson, Jagadeesh et al. 2000, Skaggs, McNaughton et al. 2007, Santos, 
Opris et al. 2012, Thome, Erickson et al. 2012).  
 
 
 
 
 
 
 
 
36 
  
 
9 
 
Discussion and Conclusions 
 
9.1 Prefrontal cortex and visual awareness - spiking activity and 
gamma oscillations 
Previous studies investigating the relative contribution of various brain regions to 
visual perception have compared the magnitude of feature selective neuronal modulation 
with that observed during monocular, competition free sensory stimulation (Logothetis 
1998). These studies revealed that the majority of spiking activity in early sensory areas 
such as V1/V2 followed the sensory input rather than the phenomenal percept (Leopold 
and Logothetis 1996, Keliris, Logothetis et al. 2010). On the other hand, majority of the 
feature selective spiking activity among the single units recorded in the temporal lobe are 
correlated with the subjective percept (Sheinberg and Logothetis 1997, Kreiman, Fried et al. 
2002). We therefore investigated the next hierarchical region, which is reciprocally 
connected to the temporal lobe and thought to be the culmination of the ventral visual 
pathway, namely the lateral prefrontal cortex (LPFC) (Barbas 1988, Webster, Bachevalier et 
al. 1994, Borra, Ichinohe et al. 2010, Yeterian, Pandya et al. 2012). We found that both the 
spiking activity and the power of high frequency local field potential oscillations are 
modulated in concurrence to animal’s perception. Our results posit that LPFC together with 
the temporal lobe could act as a cortico-cortical network for mediating visual awareness. 
Our results, however, do not allow us to conclude about the direction of this perceptual 
information flow. Reciprocal connectivity between the two regions could mediate this in 
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either direction. Interestingly, the pulvinar nucleus of the thalamus is connected to both the 
temporal lobe and the LPFC and could provide a subcortical (Barbas, Henion et al. 1991, 
Webster, Bachevalier et al. 1993, Romanski, Giguere et al. 1997, Contini, Baccarini et al. 
2010) indirect route of communication. This hypothesis is given credence from the 
recordings in the dorsal pulvinar, which found that 60% of the recorded sites displayed 
perceptual modulation (Wilke, Mueller et al. 2009).  
 Although a suggestion that synchronous gamma band activity could mediate visual 
awareness was made more than two decades ago (Crick and Koch 1990), experimental 
evidence for the same in macaque cortex had been lacking. Our findings, showing that high 
frequency LFPs in the LPFC reflect subjective visual perception, provide the first 
experimental evidence of such a physiological substrate in the macaque brain. Moreover, 
our findings add credence to the ‘frontal lobe hypothesis’ (Crick and Koch 1998), which 
suggested that the planning stages of the brain such as the prefrontal cortex must have 
direct access to conscious representations in order to mediate motor action. Finally, a 
conglomerate of brain regions (LPFC and temporal lobe) with an explicit representation of 
perceptual content posits consciousness as an emergent phenomenon mediated through 
diverse neuronal populations. 
 
9.2 Correlated discharges and population coding of perceptual 
content 
The next study presented in the thesis investigated how the structure of correlations 
across pairs of neurons recorded in the LPFC is modulated by incongruent visual 
stimulation. We found limited range correlation between neuronal pairs with similar 
stimulus preference during monocular presentation of their preferred stimulus. 
Interestingly, during visual competition, there was an active decorrelation across these pairs 
of single units thus inducing a different structure of correlations.  
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 Next, we focused on determining the source of this decorrelation. Cross inhibition 
across neuronal pools representing competing stimuli is an integral part of theoretical 
models explaining perceptual bistability (Moreno-Bote, Rinzel et al. 2007, Shpiro, Moreno-
Bote et al. 2009, Theodoni, Panagiotaropoulos et al. 2011, Pastukhov, Garcia-Rodriguez et 
al. 2013) and a decrease in correlations could occur via an increase in inhibition (Renart, de 
la Rocha et al. 2010). The simulations however suggested that cross inhibition was not the 
source of decorrelation, instead, it was mediated through an asymmetric suppression of 
input fluctuations. This is similar to recent studies attributing input fluctuations responsible 
for noise correlations (Ecker, Berens et al. 2014, Goris, Movshon et al. 2014).  
 A key question in binocular rivalry research is to elucidate a mechanism of the 
transitions in perception. Theoretical models have proposed noise as a driving force for 
alternations between two attractor-percepts (Moreno-Bote, Rinzel et al. 2007, Shpiro, 
Moreno-Bote et al. 2009, Panagiotaropoulos, Kapoor et al. 2013, Pastukhov, Garcia-
Rodriguez et al. 2013). We observed that weak correlated noise (not significantly different 
from zero) accompanies subjective perception during BFS. It must be noted here that the 
paradigm of BFS utilized by us did not allow us to directly study perceptual transitions. 
However, the simulations showed that a low correlation regime did not allow an induction 
of switches in perception when BFS was followed by BR and an increased correlated 
variability led to a detrimental state for flash suppression. This suggests that a decorrelated 
state could be functionally beneficial for perceptual stabilization. This leads to a prediction 
that an increase in strength of correlations could be involved in perceptual transitions. This 
change could be because of a common input fluctuation, for example a low frequency 
component of the LFP such as the slow cortical potential, which was recently suggested to 
play a role in consciousness (He and Raichle 2009). 
 It remains to be seen, however, if such a decorrelation mechanism during visual 
competition is a feature unique to an association area such as the LPFC or if similar active 
suppression of correlated noise could be a phenomenon observed universally in other areas 
of the visual system. 
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9.3 Prefrontal cortex – beyond visual perception – beta band 
oscillations and cognitive control 
 Experiments as a part of this thesis (Panagiotaropoulos, Deco et al. 2012) and other 
studies (Lumer 1998, Sterzer and Kleinschmidt 2007, Gaillard, Dehaene et al. 2009, Dehaene 
and Changeux 2011, Libedinsky and Livingstone 2011) have demonstrated a role for LPFC in 
mediating conscious visual perception. This provides support to the ‘frontal lobe hypothesis’ 
that the planning stages of the brain (such as the prefrontal cortex) must have access to 
explicitly encoded visual information (Crick and Koch 1998). Such access would facilitate this 
region of the brain to carry out other major functions attributed to it which is of cognitive 
control and temporal organization of behavior (Luria 1969, Goldman-Rakic, Bates et al. 
1992, Miller 1999, White and Wise 1999, Miller 2000, Miller and Cohen 2001, Wallis, 
Anderson et al. 2001, Fuster 2008, Tanji and Hoshi 2008, Swann, Tandon et al. 2009, 
Buschman, Denovellis et al. 2012). Many research studies have addressed these processes 
independently. In a study detailed in chapter 6, it was investigated how a control related 
signal, such as the beta band oscillations, is influenced by conscious or unconscious 
processing of visual input. The results showed a robust modulation of beta band oscillatory 
activity in reference to the sensory input.  This was characterized by a brief visual stimulus-
induced desynchronization followed by a rebound of beta band activity which has been 
reported previously (Siegel, Warden et al. 2009, Puig and Miller 2012). This modulation in 
the beta band activity did not display any stimulus preference in sites where multi-unit 
spiking activity was selective for one of the two stimuli utilized in the study. Such a lack of 
selectivity in the beta band has been traditionally suggested to reflect diffuse 
neuromodulatory input (Belitski, Gretton et al. 2008, Magri, Schridde et al. 2012). The 
similarity in the pattern of modulation of beta band activity across the two different stimuli 
and task conditions (PA and FS) suggests a common source of such an input to the LPFC.  
Although the task did not feature a condition which tested specifically for cognitive 
control, the observation of an unspecific disruption of the intrinsic control related signal 
such as the beta rhythm points during PA and FS, or dominance and suppression indicates 
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of its independence from cortical networks underlying conscious perception. Future work 
involving a task which could delineate conscious perception and cognitive control with 
concurrent electrophysiological investigation of the prefrontal cortex could provide valuable 
insights into the relationship between these cognitive processes. 
 
9.4 Sequential patterns of neuronal activity in the LPFC 
 We observed robust perceptual suppression of feature selective neuronal activity in 
the LPFC during the task of BFS. However, the percentage of cells which displayed stimulus 
preference was a minority (Panagiotaropoulos, Deco et al. 2012). Moreover, there was 
considerable diversity among the recorded neuronal responses during such a simple passive 
fixation paradigm. In order to characterize this diversity, we employed a novel procedure, 
namely the non-negative matrix factorization (NNMF) (Paatero and Tapper 1994, Lee and 
Seung 1999), for clustering peristimulus time histograms (PSTH) of the neurons, to identify 
the most prominent patterns of activity present in the data. Such methodology, which 
allows the isolation of dominant patterns present in the data, is a necessity, as 
electrophysiological methods progress towards recording the activity of several hundred 
neurons or sites simultaneously (Pine 2006, Miller and Wilson 2008).   
Decomposition of the PSTH’s (with NNMF) obtained from neurons recorded during 
the task led us to identify five major patterns of activity which were sequential and 
distributed across the trial. Two of these patterns were restricted to the first or the second 
half of trial, thus time locked to the presentation of the first or the second visual pattern. 
Such temporal order related activity has previously been observed in the LPFC, especially in 
paradigms which required monkeys to memorize the sequence of sensory input so as to 
execute an appropriate motor response (Ninokura, Mushiake et al. 2003, Ninokura, 
Mushiake et al. 2004, Inoue and Mikami 2006, Berdyyeva and Olson 2010). Interestingly, 
the BFS task does not pose any mnemonic demands, but such patterns were still observed. 
The other temporal patterns, with ramping up or ramping down profile, could also be 
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related to the passage of elapsed time or reward expectation, correlates of which have 
been reported in the LPFC (Leon and Shadlen 1999, Roesch and Olson 2003, Berdyyeva and 
Olson 2011). Taken together, the different patterns of responses could be attributed to the 
different temporal events associated with the task. Such a representation in the LPFLC 
would be essential for mediating its role in the temporal organization of behavior (Tanji and 
Hoshi 2008). 
In order to understand the interactions among the different subpopulations of 
neurons which were similar to the temporally distinct patterns obtained with nnmf, we 
calculated the spike count correlation between them. Interestingly, we observed that the 
correlations were highest among neurons with a similar temporal profile. A previous report 
also found high correlations among neurons with similar ‘time tuning’ in the CA1 region of 
the rodent (Modi, Dhawale et al. 2014). Moreover, strong correlations have been shown 
among neurons with similar response types (Komiyama, Sato et al. 2010). In addition, the 
correlations successively reduced among populations of neurons whose profiles were 
temporally separated. This indicates reduced effective functional connectivity among 
neurons which were temporally separated. Interestingly, this pattern of reduction was 
observed only among positive correlations, while the structure of negative correlations 
stayed similar across temporally divergent populations. Similar divergence among positive 
and negative correlations has been reported among the neurons recorded from the primary 
visual cortex. Specifically, positive correlation decreased exponentially as a function of the 
difference in the orientation preference between the cells, while the negative correlations 
displayed a uniform distribution (Chelaru and Dragoi 2014). It is striking that such a 
correspondence in the correlation structure is observed across different regions of the brain 
among neurons involved in representation of rather different neural processes. It makes 
one wonder if such a neural architecture could be perhaps a more generic computational 
principle employed by the brain.  
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Finally, such temporally contingent neuronal activity was similar across PA and FS 
conditions signifying that such a signal is unaffected by ambiguous visual input. Moreover, it 
co-exists with the representation of conscious visual content in the LPFC. 
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Outlook and future investigations 
 
The work described in this thesis shows that feature selective neuronal activity 
explicitly reflects conscious visual content in the LPFC (Panagiotaropoulos, Deco et al. 2012). 
Thus, there are at least two areas in the brain which display such robust sensitivity to 
perceptual suppression, the second being the inferotemporal cortex (Sheinberg and 
Logothetis 1997). It currently remains unclear, if the nature of interactions between these 
two regions of the brain wherein population of neurons are modulated in concurrence with 
visual perception. Most interestingly, it is not yet known in which of the two areas does the 
cellular activity representing the result of perceptual selection during ambiguous input can 
be detected first. The modulation observed in the second region could then reflect a read 
out of this due to its reciprocal connectivity. Alternatively, the resolution of competition 
could appear simultaneously in two regions of the brain and could be mediated through 
dynamic interactions. This is best studied through population recordings in these two areas 
simultaneously. In order to study this, the first steps of developing a recording 
methodology, which allows us to access the temporal lobe with tetrodes was carried out. 
This is presented in chapter 8 of this thesis, wherein we developed novel tetrodes (called 
tube tetrodes), which are stronger and stiffer than conventional twisted wire tetrodes, 
allowing us to measure neuronal signals deep in the brain. In order to transport these 
tetrodes to the temporal lobe through a ball and socket chamber, a multi-tetrode 
microdrive system was also developed. Experimental validation of these TuTes showed that 
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they can detect reliable single unit activity from the temporal lobe in the macaque brain 
(Kapoor, Krampe et al. 2013).  
Further, such electrophysiological recordings would be most insightful when carried 
out with paradigms which utilize free flowing binocular rivalry for instigating competition, 
wherein transitions in perception are stochastic and internally driven in comparison to the 
paradigm of binocular flash suppression, where such a transition is induced externally due 
to the nature of visual stimulation. The random nature of transitions shall aid in judging the 
chronology of neuronal activity across the two regions during perceptual changes and 
elucidate where one can observe the ‘first switch’ in perceptual modulation. 
While most research with respect to understanding neurophysiology of multistable 
phenomena (including that described in this thesis) has focused on single unit activity or 
local field potential in limited regions of the cortex with single electrodes, the mesoscopic 
patterns of brain state during conscious visual perceptions remain currently unexplored. 
Therefore, another important research direction is to understand the state of cortical 
regions as represented by spatiotemporal patterns of activity with dense electrophysiology 
recordings during incongruent visual stimulation. This approach has also been proposed in a 
review, which has been detailed in Chapter three. 
Recently it has been pointed out that in order to elucidate the true neural correlates 
of consciousness, it is essential to dissociate it from potential confounding cognitive 
components such as attention, working memory or expectation, which can be the result of 
reporting strategies utilized in various experimental designs (Aru, Bachmann et al. 2012, de 
Graaf, Hsieh et al. 2012, Tsuchiya, Wilke et al. 2015). In order to manage this, researchers 
now begin to rely on paradigms which do not require the subjects to report their perception 
and the subjective dominance or suppression is instead decoded from eye movements, 
pupil diameter or reliably controlled through subtle stimulus manipulations (Tsuchiya, Wilke 
et al. 2015). Therefore, future research could rely on such surrogate measures for the 
assessment of a subject’s perceptual experience, with concurrent physiological investigation 
of different visual regions of the macaque brain. 
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To conclude, neural correlates of visual awareness have been observed not just in a 
single isolated node in the brain but in multiple regions displaying perceptual modulation to 
various degrees, with their activity most likely being orchestrated through dynamic 
interactions with each other. Therefore, most remarkable insights shall probably come to 
light from probing several regions in the brain simultaneously during visual competition, 
while we continue this Sherlockian investigative journey towards the pursuit of 
physiological underpinnings of conscious perception. 
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Neuronal discharges in the primate temporal lobe,
but not in the striate and extrastriate cortex, reliably
reflect stimulus awareness. However, it is not clear
whether visual consciousness should be uniquely
localized in the temporal association cortex. Here
we used binocular flash suppression to investigate
whether visual awareness is also explicitly reflected
in feature-selective neural activity of the macaque
lateral prefrontal cortex (LPFC), a cortical area recip-
rocally connected to the temporal lobe.We show that
neuronal discharges in the majority of single units
and recording sites in the LPFC follow the phenom-
enal perception of a preferred stimulus. Furthermore,
visual awareness is reliably reflected in the power
modulation of high-frequency (>50 Hz) local field
potentials in sites where spiking activity is found to
be perceptually modulated. Our results suggest
that the activity of neuronal populations in at least
two association cortical areas represents the content
of conscious visual perception.
INTRODUCTION
The neural signature of visual consciousness can be detected in
the electrical activity of multiple cortical areas across the visual
hierarchy, during tasks that permit a dissociation of purely
sensory stimulation from subjective perception. Binocular rivalry
(BR) and binocular flash suppression (BFS) are extensively used
paradigms of such ambiguous stimulation in which two dispa-
rate visual patterns, presented at corresponding parts of the
two retinas, compete for access to perceptual awareness.
Electrophysiological recordings combined with BR and/or
BFS showed a stronger correlation between conscious visual
perception and neuronal activity in higher association areas of
the cortex. In the primary visual cortex (V1) and visual area V2,924 Neuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc.only 14% of the recorded sites and 20%–25% of single units
fired more when a preferred stimulus was consciously perceived
(Gail et al., 2004; Keliris et al., 2010; Leopold and Logothetis,
1996). In cortical areas V4 and MT, single unit activity (SUA)
was also weakly correlated with perceptual dominance since
only 25% of the recorded population was found to discharge in
consonance with the perceptual dominance of a preferred stim-
ulus (Leopold and Logothetis, 1996; Logothetis and Schall, 1989;
Maier et al., 2007). Interestingly, V4 and MT showed significant
traces of nonconscious stimulus processing since a fraction of
the perceptually modulated selective neurons (13% and 20%,
respectively) fired more when their preferred stimulus was
perceptually suppressed. In striking contrast, almost 90% of
the recorded units in the superior temporal sulcus (STS) and infe-
rior temporal (IT) cortex reflected the phenomenal perception of
a preferred stimulus (Sheinberg and Logothetis, 1997). Similar
results were obtained from recordings in the human medial
temporal lobe (MTL), where two thirds of the sensory selective
neurons fired more during the phenomenal perception of their
preferred stimulus (Kreiman et al., 2002). Furthermore, noncon-
scious stimulus processing was absent in human MTL and
macaque STS/IT cortex, where none of the modulated cells
consistently fired more during the perceptual suppression of
a preferred stimulus.
These findings led to the hypothesis that perceptually modu-
lated activity in early, extrastriate cortical areas reflects compet-
itive interactions mediating image segmentation, figure-ground
segregation, and perceptual grouping, mechanisms that give
rise to perceptual organization and, therefore, subjective visual
perception (Blake and Logothetis, 2002; Logothetis, 1998). In
contrast, perceptually modulated activity in the temporal lobe
represents a final stage of cortical processing, beyond the reso-
lution of ambiguities in the sensory environment, where neural
activity explicitly represents the content of visual consciousness
(Blake and Logothetis, 2002; Logothetis, 1998). However, the
temporal cortex is not the final endpoint of the ventral visual pro-
cessing stream. The STS/IT cortex is reciprocally connected to
visual areas of the lateral prefrontal cortex (LPFC) (Barbas,
1988; Borra et al., 2010; Webster et al., 1994; Yeterian et al.,
2012) where neuronal activity, including single units, is also
Neuron
Visual Awareness in the Prefrontal Cortexknown to respond selectively to faces and complex visual
objects similar to the perceptually modulated cells found in the
STS/IT cortex (Pigarev et al., 1979; O´ Scalaidhe et al., 1997,
1999; Tsao et al., 2008). Thus, an intriguing question is whether
such feature-selective neuronal activity in the LPFC correlates
with phenomenal perception under conditions introducing
perceptual ambiguity.
Previous studies provided strong evidence supporting
a role for the LPFC in spontaneously induced perceptual alterna-
tions. For example, patients with widespread prefrontal cortex
lesions show abnormal perceptual transitions during bistable
perception (Meenan and Miller, 1994; Ricci and Blundo, 1990;
Windmann et al., 2006; but see Valle-Incla´n and Gallego,
2006). In addition, human functional magnetic resonance
imaging (fMRI) studies repeatedly revealed an increase in
the blood-oxygenation-level-dependent (BOLD) signal of the
inferior prefrontal gyrus during endogenously triggered percep-
tual alternations compared to purely sensory stimulus transitions
(Lumer et al., 1998; Sterzer and Kleinschmidt, 2007; Zaretskaya
et al., 2010). More recently, a direct neuronal correlate of percep-
tual transitions was identified in the firing rate modulation of
neurons in the macaque frontal eye fields, which predicted
perceptual alternations during the bistable paradigm of
motion-induced blindness (Libedinsky and Livingstone, 2011).
Although these findings undoubtedly demonstrate a crucial
contribution of the LPFC in perceptual transitions, no studies
have yet been undertaken to examine perceptual modulation
of feature selective neural activity in the LPFC during incongruent
visual input. This is particularly important since the maintenance
of feature-selective neuronal activity under conditions of visual
ambiguity is thought to be a prerequisite for visual conscious-
ness, allowing and reflecting explicit neural processing of the
perceived stimulus (Crick and Koch, 1998, 2003).
Here we studied whether spiking activity and local field poten-
tials (LFPs) in the LPFC represent the perceptual dominance of
a preferred stimulus during 1 s of visual ambiguity externally
induced by BFS. Our results show that feature-selective spiking
activity and the power of high-frequency gamma oscillations in
the LPFC largely reflect the content of subjective visual percep-
tion. Some weak traces, compared to primary and secondary
sensory areas, of nonconscious stimulus processing were also
observed in the spiking activity during the perceptual dominance
of a nonpreferred stimulus.
RESULTS
BFS
We recorded simultaneously neuronal discharges and LFPs in
the LPFC of two alert macaques during a passive fixation task
that included randomly interleaved trials of physical alternation
and BFS. BFS constitutes a highly controlled variant of BR that
has been extensively used to dissociate subjective visual
perception from purely sensory stimulation (Kreiman et al.,
2002; Maier et al., 2007; Sheinberg and Logothetis, 1997; Wolfe,
1984). The BFS (‘‘perceptual’’) trials, as well as the physical
(‘‘sensory’’) alternation of the visual stimuli that was used as
a control condition, are depicted in Figure 1. Every trial starts
with the presentation of a fixation spot in both eyes that is binoc-ularly fused and remains on until the end of the trial. In both
sensory (Figure 1A, upper panel, ‘‘Physical alternation’’) and
perceptual (Figure 1A, lower panel, ‘‘Flash suppression’’) trials,
a fixation spot was presented for 300 ms followed by monocular
stimulation with the same visual pattern (a polar checkerboard in
the paradigm presented in the figure). In perceptual trials, 1 s
after stimulus onset, a disparate visual pattern (here, a monkey
face) is suddenly flashed to the corresponding part of the contra-
lateral eye. It has been repeatedly shown that, in both humans
and monkeys, the flashed stimulus remains dominant for at
least 1,000 ms, robustly suppressing the perception of the
contralaterally presented visual pattern that is still physically
present (Wolfe, 1984; Sheinberg and Logothetis, 1997; Keliris
et al., 2010). We provide additional behavioral evidence for the
robust suppression elicited by our paradigm in Figure S1, avail-
able online. The mean dominance time of the flashed stimulus
was almost 2 s for a separate monkey that was trained to report
BFS after the end of our electrophysiological recordings. Thus,
in perceptual trials, a visual competition period dissociating
sensory stimulation from perception is externally induced for
at least 1,000 ms. During this period, the newly presented image
is perceptually dominant while the initially presented visual
pattern is perceptually suppressed despite its physical presence
in the retina (Figure 1A, middle panel). In sensory trials, the
same visual patterns physically alternate between the two
eyes, resulting in a visual percept identical to the perceptual
condition but this timewithout any concurrent visual competition
(Figure 1A, upper panel). Specifically, after 1 s of visual stimula-
tion, the initially presented pattern is removed and immediately
followed by the presentation of the disparate pattern in the
contralateral eye.
SUA in the LPFC Follows Phenomenal Perception during
BFS
We recorded the spiking activity from 211 recording sites
(n = 577 cells) in the LPFCs of two alert monkeys. We focused
our analysis on cells exhibiting feature-selective spiking activity,
detected during the monocular presentation of two disparate
stimuli in physical alternation trials. We examined whether signif-
icant sensory feature selectivity was maintained, eliminated, or
reversed during subjective visual perception of the same visual
patterns (i.e., during BFS). In addition, we studied whether
feature selectivity was developed during BFS across sensory
nonselective units.
We found that 19% of the total sample of recorded cells
(n = 110/577) exhibited a statistically significant preference
(i.e., they fired more) for one of the two monocularly presented
stimuli in the physical alternation condition (Wilcoxon rank-sum
test, p < 0.05). Our results show that 58% of the single units
showing such a significant sensory preference in the physical
alternation condition were also significantly modulated during
BFS (n = 64/110; Figure 2A). During BFS, almost all of these units
(n = 61/64, or 95%) maintained the same stimulus preference
that was observed during monocular physical alternation, indi-
cating only weak traces of nonconscious stimulus processing
(Figure 2A). The magnitude of perceptual modulation for sensory
modulated units shows that SUA in the LPFC follows phenom-
enal perception much more efficiently than SUA in lower visualNeuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc. 925
Figure 1. Behavioral Task and Typical Single Unit Modulation
(A) Physical alternation (upper panel) and BFS (lower panel) paradigm. For psychophysical measurements demonstrating the duration of perceptual suppression,
see also Figure S1.
(B) Example raster plots (in 20 ms time bins) and mean discharge responses for a single unit showing a strong preference for a monkey face during both physical
alternation (left panel) and BFS (right panel). Stimuli insets depict the perceived visual pattern.
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perceptual modulation across all 110 sensory modulated units
was significantly decreased compared to their mean sensory
modulation (54% of sensory modulation; d0sensory SUA = 0.46 ±
0.06 and d0perceptual SUA = 0.25 ± 0.07, Wilcoxon rank-sum test
p < 0.001; Figure 2A). However, albeit significantly reduced
compared to monocular stimulation, the magnitude of the
observed modulation is much higher than the respective modu-
lation of sensory tuned single units during BFS in V1 (reported to
be 15% of sensory modulation; see Keliris et al., 2010). At the
same time, these findings show that the percentage of both
sensory and perceptually modulated LPFC cells is considerably926 Neuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc.smaller (almost 60%) than the respective percentage (almost
90%) found in STS/IT (Sheinberg and Logothetis, 1997) but
very similar to the percentage of perceptually modulated cells
found in the human MTL during BFS (67%; Kreiman et al., 2002).
This relative discrepancy between STS/IT and LPFC could be
attributed to two different reasons. First, it is possible that
perceptual modulation reaches a maximum in intermediate
cortical areas (like STS/IT) and is lower in the LPFC or the MTL
(Crick and Koch, 1998; Kreiman et al., 2002). The second reason
is related to the magnitude of selectivity of the single units under
study. Cells with stronger modulation during monocular stimula-
tion could be much more prone to retain this modulation under
Figure 2. Sensory versus Perceptual Modulation
of Neuronal Discharges
(A) Scatterplot of sensory versus perceptual preference
(d0 ) for all 577 recorded single units. Grey dots represent
single units showing no significant modulation in either of
the two conditions. Green dots represent units showing
significant modulation during both physical alternation
and BFS. Red dots represent units that showed only
significant sensory preference. Blue dots depict single
units that exhibited significant modulation only during the
BFS condition. Only 5% of the sensory modulated units
(green dots, n = 3/64) fired more when their preferred
stimulus was perceptually suppressed (represented here
by a negative d0 value). The large majority of perceptually
modulated single units followed phenomenal perception.
For typical examples of perceptually modulated single
units, see Figure S2.
(B) Significant modulation during both physical alternation
and BFS is more likely for units showing high sensory
selectivity (d0 > 1).
(C) Same as (A) for MUA. Here, each point represents the
sensory versus perceptual selectivity (d0) of the summed,
local spikingactivitywithinacortical site. Thespikingactivity
in the largemajority of sensorymodulated sites followed the
phenomenal perception of a preferred stimulus.
(D) Same as (B) for MUA. Perceptual modulation is more
likely for units showing stronger sensory selectivity
(d0 > 1). Insets in bars in (B) and (D) show the ratio: number
of sensory and perceptually modulated/number of
sensory modulated cells.
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record from STS/IT cells with very strong sensory modulation,
while the single unit population in our study shows a higher vari-
ability in the degree of sensory modulation. Indeed, we observed
that, when units with very high sensory modulation were
selected (d0sensory SUA > 1), the percentage of significantly
sensory and perceptually modulated units in the LPFC increased
to the levels reported for the STS/IT cortex (Figure 2B). Specifi-
cally, 89% (n = 25/28) of sensory modulated single units
were found to be significantly modulated during BFS when
d0sensory SUA > 1. Only 4% of these units (n = 1/25) reversed
their preference during BFS (analysis of variance [ANOVA],
Stimulus 3 Condition interaction effect, p < 0.05).
Furthermore, when our statistical criteria weremore conserva-
tive and the p values of the firing rate differences in the physical
alternation condition were corrected for multiple comparisons,
the percentage of single units found to be both sensory and
perceptually modulated further increased. Specifically, when
we performed a multiple comparison correction of the firing
rate differences in the physical alternation condition using the
false discovery rate (FDR) method (Benjamini and Hochberg,
1995), we found that 76% of the single units were significantly
modulated during both physical alternation and BFS (n =
48/63, q < 0.05). Almost all of these perceptually modulated cells
(n = 46/48, 96%) maintained the same stimulus preference
during BFS. Therefore, FDR correction decreased the total
number of neurons (n = 63/577, or 11%of the total sample) found
to be sensory modulated. However, the proportion of sensory
modulated neurons found to maintain their selectivity during
BFS was higher (75%) compared to the percentage obtained
in the initial analysis, performed without multiple comparisonscorrection (58%). These results place the perceptual responses
of feature-selective single units in the LPFC closer to the modu-
lation observed in STS/IT and MTL, where the large majority of
sensorymodulated cells retain their preference during subjective
visual perception (Kreiman et al., 2002; Sheinberg and Logothe-
tis, 1997), than to V1/V2, V4, and MT, where the majority of
sensory modulated cells are not perceptually modulated. More-
over, in contrast to LPFC and the temporal cortex, 20%–50% of
the perceptually modulated cells in striate/extrastriate areas
reverse their selectivity and fire more when their preferred stim-
ulus is perceptually suppressed (Keliris et al., 2010; Leopold and
Logothetis, 1996; Logothetis and Schall, 1989).
Monocular switching between preferred and nonpreferred
visual patterns resulted in large modulations of the mean spiking
activity that lasted for the total duration of visual stimulation (Fig-
ure 3A). Following monocular, sensory stimulus alternation from
a nonpreferred to a preferred pattern, spiking activity increased
and peaked at approximately 200 ms following the stimulus
switch. In trials where a stimulus switch to a nonpreferred visual
pattern followed monocular stimulation of the contralateral eye
with a preferred stimulus, firing rate decreased. The difference
in the mean population firing rate elicited by stimulation with
a preferred and a nonpreferred visual pattern was significantly
higher than zero for the total duration of visual stimulation
following the stimulus switch (running Wilcoxon signed-rank
test, p < 0.05, for all time points examined; Figures 3C and 3D).
The mean population discharge response during subjective
visual perception of the same stimuli showed a very similar
pattern (Figure 3B). During BFS, perceptual dominance of
a preferred stimulus resulted in a significant increase of the
mean population firing rate, similar to the increase observedNeuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc. 927
Figure 3. Mean SUA Population Response during
Physical Alternation and BFS
(A) Mean population SUA averaged across units showing
significant sensory modulation during physical alternation.
Blue curve depicts the mean SUA when visual stimulation
starts from a nonpreferred stimulus followed by switching
to a preferred visual pattern. Red curve depicts the mean
SUAwhen visual stimulation starts with a preferred pattern
followed by switching to a nonpreferred stimulus in the
contralateral eye.
(B) Same as (A) for BFS. Perceptual dominance of
a preferred stimulus (blue, t = 1,001–2,000 ms) results in
increased spiking activity similar to that observed during
physical alternation of the same stimuli. When the same
stimulus is perceptually suppressed (red, t = 1,001–2,000),
the mean SUA remains suppressed.
(C) Mean firing rate difference (nonpreferred  preferred)
averaged across all significantly sensory modulated units
during physical alternation (green curve) and BFS (orange
curve) for the whole duration of visual stimulation. The
mean firing rate difference was lower during BFS
compared to physical alternation but still significantly
higher than zero from t = 1,001–2,000 (running Wilcoxon
signed-rank test, p < 0.05 for all time points examined).
(D) Mean sensory (green curve) and perceptual (orange
curve) ± SEM (thin lines) selectivity (d0) following a physical
or perceptual stimulus transition. The magnitude of
selectivity during BFS was high, albeit lower than the
selectivity observed during physical alternation. Selec-
tivity exhibited adaptation during the perceptual domi-
nance of a preferred pattern but lasted for almost the
whole second of visual competition. Firing rate difference
(C) and d0 (D) were computed for 10 ms time bins.
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Visual Awareness in the Prefrontal Cortexduring physical alternation, despite the physical presence of
a nonpreferred pattern in the contralateral eye that was now
perceptually suppressed. In a similar fashion, a pattern identical
to the physical alternation was obtained when a preferred stim-
ulus was perceptually suppressed (see Figures 1B and S2 for
typical examples of modulated neurons). Although spiking
activity was not suppressed to the full extent that was observed
during monocular stimulation with a nonpreferred visual pattern
(see red curves in Figures 3A and 3B and compare the green/
orange curves in Figure 3C), we did not observe any significant
differences in the magnitude of this suppression. In particular,
only three time bins showed a significantly higher firing rate
during the suppression of a preferred stimulus compared to
the respective monocular condition (running Wilcoxon signed-
rank test, p < 0.05). Overall, the SUA pattern shows that the
magnitude of SUA perceptual modulation observed in the
LPFC is very similar to the magnitude reported in temporal areas
(Kreiman et al., 2002; Sheinberg and Logothetis, 1997) during
BFS and BR. Similar mean population firing rate patterns were
observed when our analysis was focused only on the 63 single
units that survived the FDR correction.
We also found that 9%of the total number of sampled neurons
(n = 54/577) significantly modulated their mean firing rate only
during the BFS trials (Wilcoxon rank-sum test, p < 0.05; Fig-
ure 2A). The existence of such, purely perceptually modulated,
cells has been previously reported in other cortical areas during
paradigms like BFS and BR. In our LPFC recordings, the928 Neuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc.frequency of recording from such neurons appeared to be
much higher (46% of the total number of modulated cells during
the BFS condition; n = 54/118) than the respective percentage
observed in cortical areas lower in the visual hierarchy, like V1
(10%, n = 10/104; Keliris et al., 2010), V4 (30%, n = 8/26; Leopold
and Logothetis, 1996), and MT (26%, n = 12/46; Logothetis and
Schall, 1989). However, encountering such cells ismost likely the
result of weak and variable stimulus preferences. In our data,
when interaction effects (Stimulus 3 Condition) were explicitly
tested using an ANOVA, only 2% of cells (n = 10/577) were found
to be significantly modulated (p < 0.05) only during BFS.
MUA in the LPFC Follows Phenomenal Perception
during BFS
We also studied whether local cortical processing reflected in
the local population spiking activity within a prefrontal cortical
site could represent subjective visual perception. When non-
sorted multiunit spiking activity was examined (MUA, i.e., the
sum of the spikes recorded from a tetrode before spike sorting),
we found further evidence that the spiking activity of neuronal
populations in the LPFC follows reliably phenomenal perception.
Our results show that 20% of the total number of recorded
sites (n = 42/211) were significantly modulated during physical
alternation (Wilcoxon rank-sum test, p < 0.05). In the large
majority of these sites, MUA was also found to be significantly
modulated during BFS (n = 31/42, or 74%). During BFS, sensory
preference was retained in 94% (n = 29/31) of these sites, and in
Figure 4. Mean MUA Population Response during
Physical Alternation and BFS
(A) Mean MUA population response during physical
alternation, averaged across sites where spiking activity
showed significant sensory modulation. Activity reflects
monocular stimulus transitions between preferred and
nonpreferred visual patterns (similar to Figure 3A).
(B) Same as (A) for BFS. Modulation of local spiking
activity is largely retained during subjective visual
perception.
(C) Mean firing rate difference (nonpreferred  preferred)
during physical alternation (green curve) and BFS (orange
curve) averaged across all sensory modulated units for the
whole duration of visual stimulation. The mean firing rate
difference was lower during BFS (orange) compared to
physical alternation (green) but still significantly higher
than zero (running Wilcoxon signed-rank test, p < 0.05 for
all time points examined).
(D) Sensory versus perceptual selectivity during the last
second of visual stimulation. Perceptual modulation was
reduced compared to physical alternation but remained
above zero for most of the duration of visual competition.
Firing rate difference (C) and d0 (D) were computed for
10 ms time bins. See also Figures S3 and S4.
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to reverse their preference and increased their firing rate when
a preferred stimulus was perceptually suppressed (ANOVA,
Stimulus3 Condition interaction effect, p < 0.05). We compared
the magnitude of sensory and perceptual modulation for the 42
MUA sites found to be significantly modulated during physical
alternation (Figure 2C). We found that MUA modulation during
BFS was significantly decreased and reached 56% of the
modulation observed during physical stimulus alternation
(d0sensory MUA = 1.1 ± 0.14 and d0perceptual MUA = 0.62 ± 0.13, Wil-
coxon rank-sum test p = 0.019). Both distributions were signifi-
cantly different from zero (t test, p < 109 for d0sensory MUA, p <
106 for d0perceptual MUA), thus indicating that the level of mean
perceptual modulation was also adequate to distinguish
between preferred and nonpreferred stimuli during subjective
perception. Similar to SUA, we found that in cases where
MUA exhibited a particularly strong sensory modulation
(d0sensory MUA > 1), the percentage of perceptually modulated
recording sites was even higher. In such strongly modulated
cases, 92% of the sensory selective recording sites (n = 12/13)
were also significantly modulated during BFS (Figure 2D). Only
one (or 8%) of these recording sites was found to increase its
firing rate during the perceptual suppression of its preferred
visual pattern (ANOVA, Stimulus 3 Condition interaction effect,
p < 0.05). These results were not different following an FDR
correction of the initially obtained p values for the MUA physical
modulation. Specifically, 23 of the initial 42 sensory modulated
sites survived the multiple comparisons correction (q < 0.05),Neuron 74and 21/23 sites retained the same stimulus pref-
erence during BFS. Finally, similar to purely
perceptual modulations observed for SUA,
the MUA in 17 recording sites was found to
be significantly modulated during BFS but
not during the physical alternation of thesame visual patterns (Wilcoxon rank-sum test, p < 0.05; Fig-
ure 2C). However, when an ANOVA was used, only six sites
showed a significant (p < 0.05) interaction effect.
The MUA perceptual modulation observed in the LPFC is
significantly higher than the respective modulation observed in
V1 during BR, where only 30% of the sensory modulated MUA
sites were also found to be perceptually modulated (Gail et al.,
2004). Moreover, in more than half of these modulated V1 sites,
firing rate increased when a preferred stimulus was perceptually
suppressed. Thus, our results show that the sumof LPFC spiking
activity measured on a local scale reflects accurately the
outcome of subjective visual perception.
Figure 4A depicts the mean MUA activity averaged across the
42 sensory modulated sites during physical alternation. MUA
dramatically increasedfollowingamonocularswitch toapreferred
stimulus while it decreased when a preferred stimulus was
physically removed and replaced from a nonpreferred pattern
(Figure 4A). The mean MUA rate pattern obtained for BFS was
remarkably similar to that for physical alternation (Figure 4B).
We note that, although MUA activity closely follows phenomenal
perception when a preferred stimulus is dominant, we observed
an absence of suppression in the spiking activity when the
preferred stimulus undergoes perceptual suppression (cf. the
red curves in Figures 4A and 4B and the green/orange curves in
Figure 4C). In 30% of the 10-ms-wide time bins used to average
spiking activity following the onset of flash suppression, the
mean MUA activity was found to be significantly higher during
the perceptual dominance of a nonpreferred stimulus, compared, 924–935, June 7, 2012 ª2012 Elsevier Inc. 929
Figure 5. Mean LFP Modulation for All Recorded
Sites with Significant Sensory Modulation
(A) Mean power spectra for a period of 1,000 ms following
a stimulus switch (t = 1,001–2,000 ms) across all sites
showing significant MUA modulation during physical
alternation. Note the dominant LPFC beta rhythm
(15–35 Hz) appearing as a distinct peak in the power
spectra. When a preferred (determined by using MUA
modulation as a criterion) stimulus was perceived (blue)
oscillatory power in the high frequency gamma range
(here, 50–140Hz)was higher compared to themeanpower
during the monocular presentation of a nonpreferred
pattern (red). No effect is observed in the beta band.
Spectral power peak in 50 Hz reflects power line noise.
(B) Same as (A) for BFS. Oscillatory power in the high-
frequency range was increased when a preferred stimulus
was perceptually dominant (blue) compared to the
respective power when the same stimulus was percep-
tually suppressed (red). LFPpower in frequencies between
15 and 30Hz decreasedwhen a preferred (by theMUAand
high-frequency LFP power) stimulus was perceptually
dominant compared to the power measured during its
perceptual suppression. Insets in (A) and (B) are magnified
plots of the high-frequency spectral differences.
(C) Quantification of the mean power difference, observed
in (A) and (B), between preferred and nonpreferred stim-
ulus for physical alternation (green curve, mean [thick
lines] ± SEM [thin lines]) and BFS (orange curve, mean
[thick lines] ± SEM [thin lines]). For frequencies higher than
50 Hz, oscillatory power was higher when a preferred stimulus was perceived without significant difference between purely sensory stimulation and BFS. In
frequencies between 15 and 30 Hz, there is a trend of oscillatory power to decrease during the perceptual dominance of a preferred stimulus in BFS (black arrow).
(D) Same as (C), using the d0 as a measure of LFP power modulation. Similar to (C), there are no remarkable differences in the modulation of high frequencies
between physical alternation and BFS. Intermediate frequencies (15–30 Hz) decrease during the perceptual dominance of a preferred stimulus (black arrow). See
also Figure S5.
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Visual Awareness in the Prefrontal Cortexto monocular stimulation with a nonpreferred pattern. This result
shows that, despite perceptual suppression and robust modula-
tion of spiking activity during the dominance of a preferred stim-
ulus, weak traces of nonconscious stimulus processing are still
observed in the LPFC, in particular when the sum of spiking
activity in local sites is examined (see also Figure S3). It would
be of great interest to monitor the dynamics of this activity during
spontaneous perceptual alternations and determine whether
these intrinsically drivenchanges in theperceptual statearecorre-
latedwithchanges in the subliminal process reported in this study.
Finally, we observed a significant difference in the sensory and
perceptual selectivity latencies across all sensory modulated
sites, with perceptual preference arising approximately 60 ms
later compared to physical alternation (latencysensory MUA =
169 ± 20 ms; latencyperceptual MUA = 223 ± 23 ms; Wilcoxon
signed-rank test p = 0.018; Figure S4).
For both SUA and MUA, we did not find a significant preva-
lence of preference for one of the two stimuli used. In the past,
face selective and complex pattern selective cells have both
been described in the inferior convexity of the macaque PFC
(O´ Scalaidhe et al., 1997, 1999).
LFP Power Modulation during Subjective Visual
Perception in the LPFC
We further studied whether synchronized neural activity in the
LPFC, asmeasured in the power of LFPs recorded froma cortical
site, reflected subjective visual perception. We focused our anal-930 Neuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc.ysis on LFP signals recorded at the 42 sites where MUA was
found to be sensory selective. The LFP power spectra in the
LPFC show a distinctive pattern, with high oscillatory power in
low (1–8 Hz) but also in intermediate frequencies between
15–35 Hz, classically defined as the ‘‘beta’’ band (Figures 5A
and 5B). We observed that high frequencies that had low spec-
tral power were more consistently modulated. We found that
high-frequency (>50 Hz) oscillatory power exhibited relatively
modest but significant sensory preference for the same visual
pattern preferred by MUA (Figure 5A). Specifically, we observed
a significant, albeit modest, mean power increase in all frequen-
cies above 50 Hz during monocular, sensory stimulation with
a preferred stimulus, compared to visual stimulation with a non-
preferred pattern (running Wilcoxon signed-rank test, p < 0.05)
while lower frequencies (<50 Hz) were not significantly modu-
lated (p > 0.05). The mean power modulation across the same
recording site for frequencies higher than 50 Hz was very similar
during BFS and, most important, not significantly different from
the modulation observed during physical alternation. Therefore,
the overall magnitude and pattern of high-frequency modulation
during conscious perception was remarkably similar to the
pattern observed during monocular sensory stimulation.
To eliminate the possibility of spectral contamination of the
gamma LFP power from the low frequency components of spike
waveforms (Bair et al., 1994; Liu and Newsome, 2006; Pesaran
et al., 2002; Ray and Maunsell, 2011; Zanos et al., 2011) we
computed the power spectrum of the recordedMUA spike trains
Figure 6. Time-Frequency LFP Modulation
(A) Time-frequency plot during physical alternation, averaged across the population of significantly sensory modulated sites. The average (across trials) spec-
trogram of each recording site for preferred to nonpreferred transitions was subtracted from the respective spectrogram obtained for nonpreferred to preferred
transitions.
(B) Same as (A) during BFS. High-frequency modulation was retained during almost one second of subjective visual perception. In addition, 15–30 Hz power
slightly decreased during the perceptual dominance of a preferred pattern specifically during BFS, as indicated by arrows in (A) and (B). See also Figure S6.
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tivity to the respective selectivity of the LFP for each recording
site. We found that the power spectral density (PSD) of the
MUA signal in the LFP frequency range is negligible compared
to the PSD of the LFP signal (see Figure S5 and Supplemental
Information). Most important, the differences in the PSD selec-
tivity are minimal and they do not seem adequate to explain
the magnitude of the respective selectivity of the gamma LFP
signal in the frequency range we examined (up to 140 Hz). There-
fore, the gamma LFP spectral power most likely reflects compo-
nents of neural activity that are not observed when the MUA
spectral power is taken into account. The analog filtering (‘‘LFP
board’’) used in our recordings was recently shown to be insen-
sitive to spectral contamination when nontemporal measures of
the LFPs (such as the tuning of the spectral power) are used
(Zanos et al., 2011). Indeed, we further tested the effect of im-
porting our recorded spike trains to our recording system and
measured the effects on the LFP channel. We found that our
hardware filtering did not permit any detectable effects in the
LFP channel. A more detailed analysis of the relationship
between gamma LFPs and spiking activity is beyond the scope
of this study. However, future experiments should definitely
exploit the comparison of BFS to sensory stimulation as a para-
digm that could potentially dissociate spiking activity from high-
frequency LFPs.
Interestingly, we observed a trend for a BFS-specific power
modulation between 15 and 30 Hz (i.e., in the cortical rhythmthat, apart from the low frequencies, appears to dominate the
LPFC power spectra). During the perceptual dominance of
a preferred (by the MUA and high-frequency LFP power) visual
pattern (Figures 5B–5D), 15–30 Hz LFP power decreased. In
striking contrast, oscillatory power in the same frequency range
during physical alternation was not modulated (Figures 5A, 5C,
and 5D). The difference in the 15-30 Hz LFP power sensitivity
between sensory stimulation and BFS was statistically signifi-
cant (d0sensory LFP = 0.02 ± 0.03, d0perceptual LFP = 0.11 ± 0.04;
p < 0.03). The effect is due to a small (0.3 dB/Hz) but significant
power decrease when a preferred stimulus is perceived under
BFS. Although this result shows a trend for desynchronization
in the beta band, statistical significance disappears following
a Bonferroni correction for multiple comparisons.
The power modulation of high frequencies (50–200 Hz) lasts for
thewholedurationof the trial and follows themodulationof spiking
activity (Figure 6A). The same pattern is observed during BFS
(Figure 6B) where perceptual modulation between 50 and
200 Hz lasts for most of the duration of ambiguous stimulation
(i.e., t = 1,001–2,000 ms). The marked drop in 15–30 Hz power
during the perceptual dominance of a preferred stimulus can be
observed for the same period that high-frequency power
increasesandalso lasts formostof the trial duration. Theobserved
LFP power modulations are not due to any possible transient
effects observed immediately following the stimulus switch/flash.
Spectral power analysis of the same data for the last 500 ms of
the trials showed that both high- and intermediate-frequencyNeuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc. 931
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Visual Awareness in the Prefrontal Cortexmodulationswere identical to the results obtainedwhen thewhole
duration of the trial is taken into account (Figure S6).
DISCUSSION
Mechanisms like image segmentation, figure-ground segrega-
tion, and perceptual grouping mediate perceptual organization
and, therefore, subjective visual perception (Pomerantz and
Kubovy, 1986; Logothetis, 1998). During ambiguous visual stim-
ulation, the competitive interactions underlying these mecha-
nisms are believed to be reflected in the neural responses
observed in lower and intermediate cortical areas, where consid-
erable activity is elicited during the perceptual suppression of
a preferred stimulus (Gail et al., 2004; Keliris et al., 2010; Leopold
and Logothetis, 1996; Logothetis and Schall, 1989; Maier et al.,
2007; Wilke et al., 2006). In striking contrast, other studies
indicated that conscious visual perception is explicitly repre-
sented in the spiking activity of the primate temporal lobe, an
association cortical area (Kreiman et al., 2002; Sheinberg and
Logothetis, 1997). Here, we dissociated sensory stimulation
from ambiguous visual perception and studied the neural corre-
lates of visual awareness in the macaque LPFC, one step further
in the visual hierarchy. We found a robust representation of
phenomenal perception by spiking activity (very similar to the
temporal lobe) and high-frequency (>50 Hz) LFPs.
Explicit Representation of Visual Awareness by
Neuronal Discharges in the LPFC
Comparing the magnitude of feature-selective neuronal modula-
tion during subjective visual perception with the respective
magnitude during purely sensory stimulation has been exten-
sively used to study the relative contribution of different cortical
areas to visual consciousness. Spiking activity and gamma oscil-
lations in V1/V2 are generally found to exhibit small perceptual
modulation in a variety of ambiguous perception tasks (Keliris
et al., 2010; Leopold and Logothetis, 1996; Logothetis and
Schall, 1989; Wilke et al., 2006). However, despite the fact that
the output of V1/V2 (reflected in spiking activity) is largely unaf-
fected by the perceptual state, low-frequency LFPs are found
to be more consistently modulated (Keliris et al., 2010; Maier
et al., 2007; Wilke et al., 2006), potentially explaining human
fMRI results showing significant perceptual modulation of the
BOLD signal in V1 during BR (Lee et al., 2005; Haynes and
Rees, 2005; Lee and Blake, 2002; Polonsky et al., 2000; Tong
and Engel, 2001). Sparse evidence suggests that modulation
of low-frequency LFPs in V1 during ambiguous perception is
temporally delayed (Gail et al., 2004; Maier et al., 2007), indi-
cating that V1 BOLD modulation could reflect feedback from
higher, perceptually modulated, cortical areas (and/or top-
down attentional effects; see Watanabe et al., 2011). Indeed,
neuronal discharges in the macaque and human temporal lobe
(STS/IT for macaque, MTL for human) during ambiguous visual
stimulation represent subjective perception in an all-or-none
manner (Kreiman et al., 2002; Sheinberg and Logothetis, 1997).
Therefore, perceptual modulation in the temporal cortex was
proposed to reflect a stage of cortical processing where visual
ambiguity has already been resolved and neural activity reflects
phenomenal perception rather than the retinal, sensory input.932 Neuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc.Our findings show that spiking activity and the power of high-
frequency LFPs in the macaque LPFC, a cortical area recipro-
cally and monosynaptically connected to the temporal lobe
(Barbas, 1988; Borra et al., 2010; Webster et al., 1994; Yeterian
et al., 2012), also reflect subjective visual perception in a manner
close to all-or-none. In particular, we observed that the magni-
tude of SUA and MUA perceptual modulation in the macaque
LPFC is significantly higher than the respective magnitude in
lower visual cortical areas during BFS/BR (Gail et al., 2004; Ke-
liris et al., 2010; Leopold and Logothetis, 1996; Logothetis and
Schall, 1989) and largely follow phenomenal perception. There-
fore, the results presented in this study suggest that the LPFC
and temporal cortex could consist a corticocortical network crit-
ically involved in explicit processing of stimulus awareness.
Assuming a feed-forward scheme, it is possible that perceptually
related activity is transferred from the STS/IT to the LPFC
through the well-described anatomical connections between
these two areas. However, these connections are reciprocal,
indicating that the direction of perceptual modulation flow could
as well follow the opposite direction (i.e., from the LPFC to the
IT/STS cortex). Our results did not allow us to draw any solid
conclusions regarding the flow of perceptual information. We
observed, however, that the mean SUA and MUA perceptual
latencies started to become significant at approximately
220 ms following the stimulus flash, thus looking very similar to
the latency reported by Sheinberg and Logothetis (1997) for
STS/IT cortex. Perceptual information flow between STS/IT
and LPFC could also follow a transthalamic pathway, since
both cortical areas connect to the pulvinar nucleus of the thal-
amus (Barbas et al., 1991; Contini et al., 2010; Romanski et al.,
1997; Webster et al., 1993). Interestingly, perceptual modulation
of spiking activity is surprisingly high in the dorsal pulvinar (which
receives mostly afferents from the frontal cortex), where MUA
activity in 60% of the recorded sites is modulated during gener-
alized flash suppression but absent in the lateral geniculate
nucleus during BR (Lehky andMaunsell, 1996;Wilke et al., 2009).
Futureexperiments employing simultaneouselectrophysiolog-
ical recordings in the temporal cortex and LPFCduringBRof BFS
could (a) allow monitoring of perceptual latencies and directed
functional connectivity and thus hint at the direction of interareal
perceptual information flow and (b) elucidate which features of
functional connectivity between these two cortical areas are
related to the emergence of conscious visual perception.
Weak Traces of Nonconscious Stimulus Processing in
the LPFC
Interestingly, we observed some weak traces of nonconscious
stimulus processing in the pattern of the mean MUA responses
during the perceptual dominance of a nonpreferred stimulus.
Specifically, the mean spiking activity was not suppressed but
instead was slightly increased, compared to monocular stimula-
tion with the same, nonpreferred stimulus. The magnitude of this
spiking activity was still significantly lower than the respective
magnitude of the discharge response when a preferred stimulus
was perceptually dominant. However, the maintenance of a,
higher than the sensory condition, firing rate during the suppres-
sion of a preferred stimulus could reflect an ongoing subliminal
process related to the nonconscious processing of a preferred
Neuron
Visual Awareness in the Prefrontal Cortexvisual pattern in the LPFC.Most likely, the effect we report here is
not due to working memory, since we found that spiking activity
is robustly suppressed when the preferred stimulus is not phys-
ically present. Rather, this result could be more related to
a subliminal mechanism of nonconscious processing that coex-
ists with the dominant mechanism of explicit, conscious pro-
cessing in the LPFC and resembles the recently demonstrated
activation of the inferior frontal cortex during the presentation
of an unconscious no-go stimulus in human fMRI and electroen-
cephalogram (EEG) studies (van Gaal et al., 2008, 2010). It is
likely that spontaneous fluctuations in such residual, subliminal
activity might be tightly related to the spontaneous perceptual
alternations observed in BR.
Perceptual Modulation of LFPs in the LPFC
We also observed that high-frequency (>50 Hz) LFPs in the LPFC
reflect subjective visual perception, while power in the beta
frequency band (15–30 Hz) exhibited a tendency to decrease
during the phenomenal perception of a preferred stimulus.
Despite the fact that synchronous neural activity in the gamma
frequency range has been suggested to mediate visual aware-
ness (Crick and Koch, 1990), no evidence has been found until
now for significant gamma modulation during conscious visual
perception in the macaque cortex. Our findings suggest that
this is most likely because LFPs have been studied in sensory
cortices where perceptual modulation is generally weak but
not in association cortices where neural activity appears to be
more correlated to phenomenal perception. Indeed, both the
power and interelectrode coherence of high-frequency oscilla-
tions in lower visual areas are not significantly modulated during
perceptual suppression (Gail et al., 2004; Keliris et al., 2010; Ma-
ier et al., 2007; Wilke et al., 2006; but see Fries et al. [1997, 2002]
for some opposite results in studies with strabismic cats). Thus,
to our knowledge, our findings provide the first concrete indica-
tion that high-frequency oscillations reflect conscious percep-
tion in themacaque cortex. However, this correlate is not located
in a primary sensory area such as V1 but in a higher association
area such as the LPFC, in sites where spiking activity also
reflects conscious perception. High-frequency oscillations in
the gamma range have indeed been associated to conscious
processing in a plethora of noninvasive human EEG and magne-
toencephalography studies (for an extensive review, see De-
haene and Changeux, 2011). In a recent study employing visual
masking, gamma power was increased and beta decreased
during conscious processing, particularly in the frontal cortex,
a result remarkably similar to our findings (Gaillard et al., 2009).
An increase in the gamma power accompanied by long-distance
gamma synchrony was also observed in frontotemporal and pa-
rieto-occipital electrodes approximately 200 ms after the
presentation of a Mooney face but not when the face was in-
verted and, thus, not recognized (Rodriguez et al., 1999). Inter-
estingly, in the same study phase, desynchronization coexisted
with above average gamma activity.
‘‘Frontal Lobe Hypothesis’’ and Global Networks
Mediating Conscious Perception
In conclusion, our findings support the ‘‘frontal lobe hypothesis’’
of conscious visual perception (Crick and Koch, 1998), suggest-ing that the neural correlates of consciousness (NCC) should be
related to explicit neural activity with direct access to planning
stages of the brain, like the prefrontal cortex. In fact, our results
demonstrate that the NCC are embedded in the LPFC, a cortical
area having direct connections to premotor and motor cortices,
thus with direct access to motor output. However, the fact that
neural activity in two cortical areas (LPFC and temporal cortex)
reflects phenomenal perception in an all-or-none manner
supports the view that consciousness is not localized in a unique
cortical area but, rather, is an emergent property of global
networks of neuronal populations (Blake and Logothetis, 2002).
EXPERIMENTAL PROCEDURES
Electrophysiological Recordings and Stimulus Presentation
The cranial headpost, scleral eye coil, and recording chamber were implanted
in two monkeys under general anesthesia using aseptic and sterile conditions.
The recording chamber (18 mm in diameter) was centered stereotaxically
above the LPFC (centered toward the inferior convexity of the LPFC, defined
as the area anterior to the arcuate and ventral to the principal sulcus) based
on high-resolution MR anatomical images collected in a vertical 4.7 T scanner
with a 40-cm-diameter bore (Biospec 47/40c; Bruker Medical, Ettlingen,
Germany).
We used custom-made tetrodes made from Nichrome wire and electro-
plated with gold to decrease the impedances below 1 MU. We recorded
LFP signals by filtering the raw voltage signal using analog band bass filtering
(high-pass set at 1 Hz and low-pass at 475 Hz) and digitized at 2 kHz (12 bits).
MUAwas defined as the events detected in the high-pass analog filtered signal
(0.6–6 kHz) that exceeded a predefined threshold (typically, 25mV) on any
tetrode channel. The 0.6–6 kHz recorded signal was sampled at 32 kHz and
digitized at 32 kHz (12 bits). The recorded signals were stored using the
Cheetah data acquisition system (Neuralynx, Tucson, AZ, USA). We identified
single units by employing a spike-sorting method using the first three principal
components of the recorded waveforms as features (a method previously
described in Tolias et al., 2007). Eye movements were monitored online and
stored for offline analysis using the QNX-based acquisition system (QNX Soft-
ware Systems Ltd.) and Neuralynx. Visual stimuli were displayed using a dedi-
cated graphics workstation (TDZ 2000; Intergraph Systems, Huntsville, AL,
USA) with a resolution of 1,280 3 1,024 and a 60 Hz refresh rate, running an
OpenGL-based stimulation program. All procedures were approved by the
local authorities (Regierungspra¨sidium Tu¨bingen, Tu¨bingen, Germany) and
were in full compliance with the guidelines of the European Community
(EUVD 86/609/EEC) for the care and use of laboratory animals.
Behavioral Task and Data Analysis
Before the beginning of each data set, a number of visual stimuli was pre-
sented, and, based on theMUA response, a preferred stimulus that could drive
neuronal activity better was contrasted to a nonpreferred stimulus that
induced less robust responses. In most of our experiments, we found that
the stimuli depicted in Figure 1 elicited robustly selective responses. Stimuli
were foveally presented with a typical size of 2–3.
In both BFS and physical alternation trials, a fixation spot (size, 0.2; fixation
window, ±1) is presented for 300 ms (t = 300–0 ms), followed by the same
visual pattern (a polar checkerboard in the paradigm presented in Figure 1)
to one eye (t = 1–1,000 ms). In BFS trials (Figure 1A, ‘‘Flash suppression’’),
1 s after stimulus onset, a disparate visual pattern (here, a monkey face) is
suddenly flashed to the corresponding part of the contralateral eye. The
flashed stimulus remains on for 1,000 ms (t = 1,001–2,000 ms), robustly sup-
pressing the perception of the contralaterally presented visual pattern, which
is still physically present. In the physical alternation trials (Figure 1A, ‘‘Physical
alternation’’), the same visual patterns are physically alternating between the
two eyes, resulting in a visual percept identical to the perceptual condition
(Figure 1,middle panel) but this timewithout any underlying visual competition.
At the end of each trial and after a brief, stimulus free, fixation period
(100–300 ms), a drop of juice was used as a reward for maintaining fixation.Neuron 74, 924–935, June 7, 2012 ª2012 Elsevier Inc. 933
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suppression, we trained a different monkey to report BFS by pulling levers
for the two different stimuli used in our recordings. Whenever a stimulus was
dominant, the monkey had to keep the lever pulled and then release it and
pull the other lever to report a perceptual switch. We recorded the time
following the onset of flash suppression that the monkey released the lever
for the flashed stimulus, thus indicating the occurrence of a perceptual switch.
To determine the contribution of LPFC in visual awareness, we compared
the ‘‘sensory’’ stimulus preference during physical alternation to the ‘‘percep-
tual’’ stimulus preference for each single unit and recording site during BFS.
Similar sensory and perceptual stimulus preference indicates that sensory
modulated units/sites continue to follow the perception of a preferred stimulus
during rivalrous stimulation (BFS). We computed a preference index for each
unit/site and each condition (physical alternation, d0sensory SUA/MUA; and BFS,
d0perceptual SUA/MUA) as following:
d0 =
mpreferred  mnon preferredﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðvarpreferred + varnon preferredÞ

2
q ;
where mpreferred and mnon preferred are the mean discharge responses to the
preferred and the nonpreferred visual patterns from t = 1,001–2,000 ms andﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðvarpreferred + varnon preferredÞ=2
p
is the pooled variance of the two response
distributions during the same time window. A positive d0 in both conditions
indicates units/sites that retained their preference in the BFS, while a negative
d0 in the BFS condition indicates units/sites that fired more when their
preferred stimulus was perceptually suppressed. Statistically significant
modulations for each unit/site were identified by using a Wilcoxon rank-sum
test to compare the two response distributions (consisting of the total number
of spike counts from t = 1,001–2,000 for the preferred and the nonpreferred
stimuli, across all trials). Where appropriate, p values were corrected (and con-
verted to q values) using the FDR method (Benjamini & Hochberg (1995)).
The PSD of the raw LFP signals from t = 1,001 to t = 2,000 ms was estimated
using the multitaper method (Thomson, 1982). This method uses linear or
nonlinear combinations of modified periodograms to estimate the PSD. These
periodograms are computed using a sequence of orthogonal tapers (windows
in the frequency domain) specified from the discrete prolate spheroidal
sequences. Selectivity of spectral power was computed using the d0 for
narrow frequency bins of 1 Hz (d0sensory LFP and d0perceptual LFP) for sites where
MUA exhibited significant sensory selectivity. Time frequency analysis was
carried out by computing a spectrogram in each trial using overlapping
(94%) 256 ms windows and then averaged across all trials.SUPPLEMENTAL INFORMATION
Supplemental Information includes six figures and Supplemental Experimental
Procedures and can be found with this article online at doi:10.1016/j.neuron.
2012.04.013.
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Figure S1, related to  Figure 1  
Distribution of lever release times following the onset of the flashed stimulus. Lever release indicates 
that the flashed stimulus is not dominant due to a subsequent spontaneous perceptual stimulus 
alternation. Similar to previous reports, our behavioral data show that flash suppression is effective for 
at least 2 seconds, given a conservative estimate of 500ms delay between the actual occurrence of the 
perceptual switch and the behavioral report. 
 Figure S2, related to  Figure 2 
Typical examples of raster plots and mean SUA modulations during physical alternation and BFS. All 
units presented here followed phenomenal perception during BFS. Raster plots group trials across the 
two conditions (non preferred to preferred vs. preferred to non preferred). 
  
 
Figure S3, related to Figure 4  
Traces of non conscious stimulus processing in MUA responses. (A) No differences in MUA 
responses were observed when a preferred stimulus was perceptually dominant during BFS compared 
to monocular physical stimulation. However, MUA responses were not suppressed during the 
perceptual suppression of a preferred stimulus (B).  
 
 
 
 Figure S4 
Distribution of sensory and perceptual  MUA latencies for all significantly sensory (A) and 
perceptually (B) modulated sites. For each recording site we computed the first 10ms time bin in which 
a significant preference was observed. The latency of perceptual preference was significantly increased 
compared to the emergence of sensory preference (Wilcoxon signed-rank test, p=0.018). Almost 30% 
of the recording sites exhibited significant sensory selectivity during the first 100ms following 
stimulus switch. This early sensory component was replaced by preferences arising later during BFS. 
In more than 50% of the recording sites sensory and perceptual preference arises between 100-200ms 
following the stimulus switch or flash, respectively. 
 Figure S5, related to Figure 5  
Spectral analysis of the reconstructed MUA signal extended to the gamma LFP frequency range. The 
mean power spectral density (PSD) of the MUA is higher between approximately 600 and 2000Hz, 
due to spiking activity, also reflecting the differences between the experimental conditions reported in 
the main text (A and B). However, for lower frequencies, particularly in the relevant range that 
overlaps with the gamma LFP's (50-140Hz) the PSD of the MUA signal is negligible and more than an 
order of a magnitude smaller compared to the magnitude of the LFP signal (A,B and C (black arrow)). 
The selectivity of this signal is also minimal, at least for frequencies up to 140Hz, and  therefore is not 
adequate to explain the selectivity magnitude of the LFP signal (C and magnification of the low 
frequencies (50-140Hz) in D). Very similar  results were obtained when the recorded spikes were 
imported in the recording system and the same spectral analysis was performed. 
 
  
Figure S6, related to Figure 6 
Power selectivity as a function of frequency for all sensory modulated recording sites during the last 
500 ms of visual stimulation (t = 1501-2000 ms). High frequency ( >60Hz) power followed 
phenomenal perception. This effect was accompanied by a drop in the spectral power for frequencies 
between 15-30 Hz. Arrows point at a) significant differences for 15-30 Hz and b) the frequency above 
which significant preference was observed for high frequencies. 
 
 
SUPPLEMENTAL TEXT 
 
Spectral Contamination of the LFP Signals 
The high frequency power of the LFP spectrum ("gamma" band) could be prone to artifacts due to 
spectral contamination from the low frequency components of the action potential waveforms. This is 
a point been discussed extensively in recent studies  (Zanos et al., 2011; Ray and Maunsell 2011; Liu 
and Newsome, 2006; Pesaran et al., 2002). This important methodological problem is now addressed 
and discussed in detail in the revised manuscript. Specifically, we used two different methods to show 
that spectral contamination from spikes is minimal in our LFP data and therefore it doesn't affect the 
validity of our result regarding the perceptual modulation of gamma oscillatory power: 
a) Our recording method didn't allow us to record the full, broadband signal. Spikes and LFP's were 
split due to the analog/hardware filtering of our recording system (Neuralynx). The LFP  signal (from 
1 to 475Hz) was continuously recorded at 2kHz. The high pass filtered signal (between 0.6-6 kHz) was 
recorded at 32 kHz but only the spike waveforms (all the events that crossed a predefined threshold) 
were collected. Therefore, the rest of the high frequency signal (background noise) between the spikes 
was not recorded. To reconstruct the continuous high frequency signal we used gaussian noise (-10dB 
to mean spike amplitude) to fill in the gaps between the collected spike waveforms. This was deemed 
necessary since using only the spike waveforms is not the best approach to estimate spectral power. It 
is known that apart from the shape of the spike waveforms, the temporal structure of the spike train is 
likely to contain considerable power in the lower frequencies (Bair et al., 1994). We then measured for 
each condition/trial the power spectrum of this reconstructed signal and compared it to the power 
spectrum obtained for the low frequency (1 to 140Hz) LFP signals for the same conditions/trials in the 
same electrode. We compared the mean sensory and perceptual selectivity pattern and magnitude to 
determine the contribution of the spiking signal to the gamma power selectivity reported in Figure 5 of 
the main text. Our analysis shows that the power spectral density (PSD) selectivity of the MUA 
spiking activity (before converting to a logarithmic scale) follows a completely different pattern than 
the pattern observed in the LFP. Specifically we find that the power spectrum of the MUA spike trains 
shows some selectivity for all frequencies between 1-140 Hz, however the magnitude of this selectivity 
is much different from the pattern observed in the LFP's. Although we can't totally exclude the 
contribution of spiking activity to the LFP signal, our analysis shows that the spectral contamination 
from spikes in our LFP recordings is minimal.  
b) The reconstructed spiking signal was also introduced in the LFP board of our recording system to 
measure potential effects in the LFP spectrum. We used the reconstructed signal described in the 
previous paragraph to create waveform audio files (.wav) that were subsequently imported in the LFP 
channel of the Neuralynx recording system through a sound card output plugged to the preamplifier. 
The output of the sound card was approximately between 500 and 1000mV which, after amplitude 
adjustment to match the observed, during the experiments, waveforms in the display resulted in a 
signal of 0.3 - 0.6 mV imported in the Neuralynx input. We recorded the effect of this signal to the 
power of the recorded LFP channel for randomly selected datasets. This method returned identical 
results to the results presented in Figure S5 showing that spectral contamination from spikes is 
negligible. 
 
 
Relation of BFS to Binocular Rivalry 
 Most of the existing psychophysical evidence suggests that the properties of suppression during 
binocular flash suppression (BFS) are basically identical with those observed in the perceptual 
suppression stochastically experienced during free-running binocular rivalry (BR). The bulk of 
evidence is coming indeed from psychophysical studies in humans, which show that the strength and 
time course of suppression and its all-or-none character are all the same in BR and BFS. Nonetheless 
there is also physiological evidence which shows that BR and BFS drive equally strongly the neurons 
of STS/IT cortex (Sheinberg et al., 1997). 
 The similarity in the properties of BR and BFS was first discussed in detail in the original 
study describing the phenomenon of flash suppression (Wolfe, 1984). It is well known that the 
simultaneous presentation of a grating in one eye and a blank field in the other eye results in a state of 
continuous perceptual dominance of the eye being stimulated with the grating (Blake and Camisa, 
1978). Specifically, when test flashes of short duration were delivered to the suppressed eye detection 
of the flashes was significantly impaired compared to the delivery of test flashes to the dominant eye. 
Thus, detection thresholds in the suppressed eye stimulated with the blank field are elevated similar to 
the elevation of the detection thresholds in the eye suppressed during binocular rivalry (Fox and 
Check, 1968). This striking similarity in the elevation of detection thresholds suggests that the rivalry 
mechanism is active during the initial monocular stimulation. Furthermore, previous findings have also 
shown that if the initial stimulus duration is less than 150ms then a simultaneous flash of disparate 
patterns in each eye results in fusion of these patterns and not perceptual suppression of one of them 
(Wolfe, 1983). Thus, the rivalry mechanism requires a minimum of 150ms of visual stimulation of 
either eye to become active. In our paradigm, 1000ms of initial monocular stimulation guarantee that a 
period of perceptual dominance has been well established. 
According to these findings, the initial monocular stimulation with a polar checkerboard in both 
physical alternation and BFS conditions (see for example Figure 1A) will reduce sensitivity of the 
contralateral eye that will be suppressed and trigger the activation of perceptual dominance. In physical 
alternation the reversal in visual stimulation will lead to a reversal of perceptual dominance and 
suppression. The initially suppressed eye will now become dominant while the initially dominant eye 
will become suppressed. Since stimulus offset following a period of monocular stimulation does not 
affect the dominance of the stimulated eye (Leguire and Fox, 1979) the only reason for the observed 
reversal in dominance is the impact of the newly presented stimulus which is well above detection 
threshold. In that case the animal will perceive the only visual pattern that is presented due to the 
suppression of the blank field. However, the reversal observed during physical alternation is purely 
sensory in the sense that no disparate visual pattern is suppressed and thus no "pattern rivalry" is 
induced. Similarly, the flashed stimulus during BFS consists a powerful, above threshold, visual 
pattern that is able to reverse suppression of the eye that was previously stimulated with a blank field 
and at the same time induce contralateral suppression for 1000ms in the eye that was previously 
dominant and is still stimulated with the originally presented pattern (thus resulting in a brief period of 
rivalry between disparate visual patterns).  
A profound difference between these two paradigms of perceptual suppression is that 
perceptual alternations in BR are spontaneously generated while in BFS they are externally triggered. 
However, the above findings as well as findings from recent studies show that dominance and 
suppression in BFS and BR could potentially be attributed to the same underlying mechanism. 
Specifically, Tsuchiya et al. (2006) found no additive effect in the depth of suppression when BFS was 
added to spontaneous BR, thus suggesting a common mechanism. Furthermore, Nichols and Wilson 
(2009) suggested that any observed differences in the depth of suppression between BFS and BR could 
be ascribed to differences in the temporal characteristics of the resulting activations. Although some 
differences in the suppression could exist (like different suppression depth in chromatic channels for 
BR and BFS (Ooi and Loop, 1994) the same suppression mechanism could operate in a different 
manner.  
Last but not least, the neural responses during BR and BFS in the inferior temporal cortex were 
found to be remarkably similar (Sheinberg and Logothetis, 1997) further supporting our argument that 
the neural correlates of BFS could be extrapolated to draw conclusions about perceptual dominance 
and suppression in binocular rivalry. In addition to the inferior temporal cortex, recent results from our 
lab (Keliris et al., 2010) show that in V1 the percent of perceptually modulated neurons during BFS is 
also similar to the respective percent found during BR (Leopold and Logothetis, 1996).  
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A.2 Subjective visual perception: from local 
processing to emergent phenomena of 
brain activity.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
“To say that an animal responds to sensory stimuli may not be the most 
natural and efficient way to describe behaviour. Rather, it appears that animals 
most of the time react to situations, to opponents or things which they actively 
isolate from their environment. Situations, things, partners or opponents are, in 
a way, the terms of behaviour. It is legitimate, therefore, to ask what 
phenomena correspond to them in the internal activity of the brain, or, in other 
words: how are the meaningful chunks of experience ‘represented’ in the 
brain?” 
 
Valentino Braitenberg, “Cell assemblies in the cerebral cortex” 
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The combination of electrophysiological recordings with ambiguous visual
stimulation made possible the detection of neurons that represent the
content of subjective visual perception and perceptual suppression in
multiple cortical and subcortical brain regions. These neuronal populations,
commonly referred to as the neural correlates of consciousness, are more likely
to be found in the temporal and prefrontal cortices as well as the pulvinar,
indicating that the content of perceptual awareness is represented with
higher fidelity in higher-order association areas of the cortical and thalamic
hierarchy, reflecting the outcome of competitive interactions between con-
flicting sensory information resolved in earlier stages. However, despite
the significant insights into conscious perception gained through monitoring
the activities of single neurons and small, local populations, the immense
functional complexity of the brain arising from correlations in the activity
of its constituent parts suggests that local, microscopic activity could only
partially reveal the mechanisms involved in perceptual awareness. Rather,
the dynamics of functional connectivity patterns on a mesoscopic and
macroscopic level could be critical for conscious perception. Understanding
these emergent spatio-temporal patterns could be informative not only for
the stability of subjective perception but also for spontaneous perceptual
transitions suggested to depend either on the dynamics of antagonistic
ensembles or on global intrinsic activity fluctuations that may act upon
explicit neural representations of sensory stimuli and induce perceptual
reorganization. Here, we review the most recent results from local activity
recordings and discuss the potential role of effective, correlated interactions
during perceptual awareness.1. Introduction
In the—not so remote—past, arguments in favourof a scientific approach to the pro-
blem of consciousness were met with skepticism. Arguably, a major hindrancewas
the first-person perspective of conscious experience that prohibited a quantitative
approach to a process that is inherently subjective. However, in the psychological
tradition, it was gradually realized that ambiguous stimuli could penetrate into fea-
tures of conscious experience that are intersubjective and repeatable [1]—such as
periods of subjective perceptual dominance and suppression aswell as spontaneous
perceptual alternations—and therefore used to unravel the general mechanisms
mediating the instantaneous content of conscious perception [2,3].
Almost simultaneously with the first experimental study that combined
ambiguous visual stimulation with extracellular electrophysiological recordings
in the non-human primate brain [4], Crick & Koch [5] suggested that narrowing
down and simplifying the search for the mechanisms of consciousness by study-
ing the neural correlates of subjective perception in a single sensory modality
could provide valuable insights into the mechanisms underlying all aspects of
conscious processing. This proposal led to an explosion in the number of studies
using multistable visual stimuli such as the Necker cube (figure 1a), Rubin’s face-
vase illusion (figure 1b), binocular rivalry (BR) (figure 1c), structure-from-motion
time
(a) (b)
(c) (d)
time
time
percept
percept
percept
Figure 1. Paradigms of ambiguous visual stimulation used to study subjective perception. (a) Necker cube. Two possible interpretations of the cube are randomly
switching back and forth in perception. The surface of the cube that appears in front suddenly retrieves to the back and disappears from perception only to be
replaced by the perception of the surface that was previously not visible, in the back of the cube. Within a given temporal window, only one surface is consciously
perceived, a phenomenon reflecting the struggle of the visual system to conclude on a unique conscious interpretation of the visual stimulus. (b) The face-vase
illusion. Similar to the Necker cube two faces or a vase are continuously alternating in perception. (c) Binocular rivalry (BR). When two disparate visual patterns (here
a face and a checkerboard) are continuously presented through a stereoscope in corresponding parts of the two retinas, ambiguity drives visual perception to
fluctuate between the two competing stimuli although these stimuli remain unchanged. Periods of stimulus dominance are followed by perceptual suppression
in an unpredictable manner, characterized by stochastic temporal dynamics. (d ) Binocular flash suppression (BFS). Here, perceptual suppression is externally induced
by a stimulus flash. Specifically, a stimulus is presented in one of the eyes and after one second, a second stimulus is flashed on the contralateral eye resulting in the
perceptual suppression of the originally presented pattern (upper panel). In electrophysiological recordings, by changing the order of stimulus presentation, it is
possible to detect the pattern of neuronal activity during the perceptual dominance or suppression of a preferred stimulus (lower panel). (Online version in colour.)
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are characterized by multiple (at least two) perceptual solu-
tions and therefore provide an excellent method for studying
the neural mechanisms of subjective, conscious perception
(figure 1) [3,6].
In BR (figure 1c), probably the most extensively used
paradigm, each retina is stimulated with a different visual
pattern, both occupying corresponding receptive fields.
These conditions of sensory ambiguity elicit visual competition
and the content of perception starts to fluctuate between each
stimulus in a spontaneous and stochastic manner revealing
the dynamic nature of neural phenomena that mediate per-
ceptual alternations [6]. Therefore, each of the competing
stimuli enters periods of perceptual dominance and suppression,
gaining access to perceptual awareness or being suppressed
and therefore momentarily disappearing from conscious
perception. These states of perceptual dominance and suppres-
sion can also be studied using other forms of externally
induced suppression of stimulus visibility like binocular flash
suppression (BFS) [7] (figure 1d), generalized flash suppression
(GFS) [8] (figure 2a) or motion-induced blindness (MIB) [12]
that exploit the saliency of an external stimulus flash to
induce the temporary invisibility of a target stimulus. However,
continuous BR is unique for deciphering the mechanisms
underlying the endogenously generated transitions between
the competing stimuli [6].
The neural correlates of perceptual dominance and sup-
pression during visual rivalry are currently conceptualizedto involve competing neuronal ensembles, each one holding
an explicit representation of a competing sensory stimulus.
Specifically, the activity dominance or suppression of each
ensemble is thought to mediate the respective dominance
or suppression of the encoded stimulus during subjective
perception. The detection of such modulations has been the
focus of the quest for the neural correlates of consciousness
which are believed to reflect the minimal set of such neural
responses that are both necessary and sufficient for conscious
perception. When extracellular electrophysiological record-
ings in the non-human primate brain were combined with
visual rivalry, such perceptually modulated neurons were
detected across a plethora of visual brain areas. However,
robustly modulated neurons that followed reliably the domin-
ance or suppression of their preferred stimulus were less
likely to be found in early, sensory cortical and thalamic
areas but more likely in higher-order, association cortical
areas and thalamic nuclei. Specifically, competitive forces in
early visual areas are strong enough to prohibit inferring the
consciously perceived or suppressed stimulus from the obser-
vation of neural responses, since firing rates are high for both
the dominant and the suppressed pattern. However, in associ-
ation areas competition has been resolved and neural
responses reflect reliably the dominance or suppression of a
preferred stimulus. As a result, it is currently believed that
the increased strength of competitive interactions between
neurons in early, sensory visual areas is related to processes
occurring before the resolution of visual rivalry has been
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Figure 2. (a) In the paradigm of generalized flash suppression (GFS) a salient surround pattern induces perceptual suppression of a target (red dot) stimulus.
Monkeys released a lever whenever the target stimulus was invisible. MUA increasing (blue solid lines) or decreasing (red solid lines) in response to perceptual
suppression were found in dorsal and ventral pulvinar but not in LGN. Responses to physical stimulus disappearance are depicted with dashed lines (adapted from
[9]). (b) Mean SUA responses to monocular physical alternation (left) and BFS (right) in V1 for preferred and non-preferred orientations of grating stimuli. In the
right plot, the modulation of responses during flash suppression (t¼ 1000–2000) represents only a tiny fraction of the monocular, purely sensory, stimulation
response (left plot) (adapted from [10]). (c) Mean SUA responses to monocular physical alternation (left) and BFS (right) in the LPFC. The modulation during BFS
(right plot) is close to the modulation observed during perception without visual competition (left plot) (adapted from [11]). (d ) Suggested corticothalamic network
(LPFC-STS/IT-pulvinar) where subjective coding of perceptual dominance and suppression resembles the responses observed without any underlying visual
competition. The pulvinar is depicted on the surface of the cortex for illustration purposes.
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content of conscious perception is reflected in association
areas [6].
The major focus of this review is on studies undertaken in
the non-human primate brain. The non-human primate studies
are relevant to human consciousness due to the similarity of
psychophysical measures in paradigms of bistable perception
between humans and macaques and the evolutionary close-
ness between the macaque and human visual system. In §2,
we provide the most recent overview of the current state of
knowledge on the electrophysiological correlates of perceptual
awareness, which derives almost exclusively from monitoring
local activity. However, scrutinizing local activity by employ-
ing single-unit, single-electrode recordings lacks sufficient
spatial resolution to reveal emergent phenomena such as
mesoscopic and macroscopic patterns of electrophysiological
activity whose dynamics have been proposed to be critical
for the emergence of conscious perception [13–21]. Based on
findings from local activity recordings, in §3 we discuss how
population coding and dynamic systems theory, that empha-
size the value of tracking simultaneously the activity of large
populations of neurons within and across different areas,could contribute to a deeper understanding and refining of
the mechanisms mediating perceptual awareness.2. Locally recorded activity during conscious
perception
In intracortical, extracellular recordings, a single electrode
picks up the mean extracellular field potential (mEFP) which
is the aggregate electrical activity generated by a local neuronal
population. In the high-frequency range of the mEFP signal
(approx. 0.6–6 kHz) it is possible to detect action potentials
that typically cross a voltage threshold of 20–30 mV and reflect
the discharge activity of a local neuronal ensemble within a
radius of 140–300 mm around the electrode tip [22–24]. The
total number of action potentials (spikes) recorded from a
single electrode is commonly referred to as the multi-unit spik-
ing activity (MUA), while similar spike waveforms detected in
this band-passed signal are assumed to originate from the
same single unit (single unit activity—SUA). Since this locally
recorded spiking activity reflects the output of neurons within
a local site, tracking local spiking activity during paradigms of
rstb.royalsocietypublishing.org
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lation and therefore the degree of explicit neuronal coding
during periods of perceptual dominance and suppression.
Such local recordings of neuronal discharge activity during
ambiguous visual stimulation helped to address five important
issues in perceptual awareness. These are (a) The debate
regarding the nature of competition during BR (i.e. monocular
versus binocular neurons), (b) the identification of a network of
brain regions where neuronal activity is more likely to reflect
the content of perceptual awareness, (c) the profile of neural
activity during perceptual suppression of a preferred stimulus
across the visual processing hierarchy, (d) the neurodynamical
mechanisms of perceptual transitions and (e) the role of sub-
threshold signals (local field potentials). These topics are
presented in detail in the following sections.Soc.B
369:20130534(a) Local discharge activities resolve interocular
versus stimulus feature competition during
rivalrous perception
Some indirect evidence from psychophysical experiments
implied that competition during BR could be instantiated in
the brain as a competition between the mean discharge activi-
ties of two pools of monocular neurons, suggesting a model
of interocular competition that mediates perceptual aware-
ness [25,26]. In this model, monocular pools of neurons are
the rivaling components, and their competition for activity
dominance gives rise to the respective alternations subject-
ively experienced as alternations between the two stimuli
presented in each eye. The interocular competition model
underlines the importance of perceptual suppression between
sensory-driven inputs originating in different monocular
channels and not between representations of stimuli that
are independent of the eye of origin [6,26,27]. Therefore, the
direct experimental validation of this model using electro-
physiological recordings could shed light on an elementary
question, which is whether rivalry has a purely sensory sub-
strate, involving competition between monocular inputs and
dominance or suppression of monocular information, or if
it involves a competition between stimulus representations
that are not necessarily bound to the eye of origin. Single elec-
trode recordings have the necessary spatial resolution to
detect ocular dominance columns and monocular neurons
and they were used to address this fundamental question.1
In the retinogeniculate visual pathway, the lateral genicu-
late nucleus (LGN), a thalamic nucleus that is the first relay
structure where visual input is processed before reaching
the primary visual cortex (V1), contains neurons that respond
to sensory input presented to a particular eye. If a strictly
interocular competition model was valid, inhibition during
BR could already be manifested in the activity of monocularly
driven single units in this subcortical area of the visual path-
way. However, electrophysiological recordings failed to
reveal any effect of BR on the firing rates of monocular neur-
ons in the LGN [28]. The absence of LGN spiking activity
modulation during BR indicates that perceptual suppression
is still undetectable in this stage of visual processing. This
conclusion was confirmed by more recent experiments show-
ing that neuronal discharge activity in the LGN is totally
unaffected by perceptual suppression, even when stimulus
invisibility is induced through other forms of perceptual
illusions seen by both eyes, such as the GFS paradigm [9].Further evidence against the interocular competition
model in BR came from recordings in V1 and V2 which
showed that only 14% of MUA and 20–25% of SUA in
these regions significantly increase their firing rate when a
preferred stimulus is consciously perceived and decrease
their firing rate when the same stimulus is perceptually sup-
pressed [10,29,30]. None of these studies found a larger
contribution of monocular neurons or monocularly driven
MUA in the rather weak traces of perceptual modulation
during rivalrous perception. In fact, the overall trend suggests
that most of the neurons and MUA sites that followed
phenomenal perception in these primary and secondary sen-
sory areas were binocular since they were driven equally well
by both eyes. The results of these studies indicate that mon-
ocular channel information in LGN or V1 does not reflect
the outcome of competitive interactions during BR and there-
fore the content of conscious visual perception could be a
higher-order cortical representation related to the activity of
binocularly driven, feature-selective neurons.
(b) Local discharge activities reveal a global network
of explicit coding during perceptual awareness
Apart from arguments against a dominant influence of
monocular information, SUA/MUA recordings revealed the
low probability of LGN and V1 neurons reflecting the content
of conscious perception (figure 2a,b), as well as the small
magnitude of perceptual modulation in the discharge rates
in these areas compared with monocular stimulation (i.e.
without visual competition). Supporting the findings of V1
extracellular recordings during BR, a study in the same corti-
cal area using bistable SFM stimuli found that only 20% of the
neurons follow the content of subjective perception [31],
while V1 and V2 neurons were not responsive to percep-
tual suppression induced by GFS [32,33] or MIB [34]. Such
dissociation between neuronal activity in primary visual
cortex and consciousness is also supported by other results
showing that disparity-selective neurons in V1 are able to
differentiate between local depth cues even in the absence
of conscious stereopsis perception [35].
Although recordings during ambiguous stimulation in
the primary visual cortex did not show any obvious temporal
differences (i.e. early versus late components) in the
amplitude of perceptual modulation between perceptual
dominance and suppression (e.g. [29]), a late onset (more
than 100 ms) component of spiking activity in V1 was
found to be suppressed specifically when figure–ground seg-
regation failed to be consciously perceived [36]. This finding
indicates a mixture of activity in V1 where the initial transient
responses are more related to sensory, stimulus-driven,
modulation while the delayed response component correlates
more to consciously perceived effects of perceptual organiz-
ation, reflected in the segmentation between figure and
ground [37]. This divergence of neural responses in V1 has
been suggested to underlie an initial feed-forward sweep of
activity which does not discriminate between conscious and
non-conscious processing, and a later feedback loop that is
related to conscious processing.
These findings suggest that neuronal activity in V1 despite
being necessary is not sufficient for perceptual awareness since it
does not represent a reliable and explicit neural correlate of
subjective perception or perceptual suppression [38–40].2
On the contrary, hints from psychophysics (reviewed in
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delayed component in V1 activity [41] indicate that later
areas in the visual hierarchy could provide a more explicit
correlate of conscious perception.
Indeed, more reliable correlates of subjective visual percep-
tion were found in extrastriate and higher-order association
cortical areas. Specifically, in hierarchically intermediate
cortical areas V4 andmiddle temporal (MT) cortex where neur-
ons are also tuned to stimulus features such as orientation
and direction of motion, SUA and MUA were modulated in
accordancewith the perceptual dominance and suppression of
a preferred stimulus substantially more than in V1. However,
even in this processing stage competitive forces between the
rivaling populations were particularly strong, resulting in
roughly 25–60% of the recorded neurons following the
phenomenal perception of a preferred visual stimulus in
paradigms such as BR, BFS or SFM [4,30,31,42–44]. Most inter-
estingly, in MT the strength of perceptual modulation appears
to be influenced by factors like the context of stimulus competi-
tion which, when taken into account, could boost perceptual
modulation to 70–90% of the recorded neurons [42].
One step further in the visual processing hierarchy, the
superior temporal sulcus (STS) and the inferior temporal (IT)
cortices are the target of afferent projections from intermediate
areasV4 andMT, and the source of efferent, feedbackprojections
to V1. Neurons in this large cortical expanse exhibit preference
for higher-order stimuli such as faces and complex objects. Elec-
trophysiological recordings during BR and BFS in the temporal
cortex demonstrated that almost 90% of the recorded units in
STS and IT cortex reflect the phenomenal perception of a pre-
ferred stimulus [45]. Although not directly comparable to the
temporal cortex, very similar responses were collected from
recordings in the human medial temporal lobe (MTL) where
almost 70% of feature selective neurons fired more during the
phenomenal perception of their preferred stimulus during BFS
[46]. Most importantly, the magnitude of firing rate modulation
during ambiguous stimulation in these temporal areas is very
similar to the magnitude observed during stimulation without
any underlying stimulus competition, in striking contrast to
the miniscule perceptual modulation in V1 which represents
only a tiny fraction of the unambiguous sensory responses.
These findings indicate that neurons in the temporal lobe
reflect the outcome of processes mediating perceptual aware-
ness, where ambiguities and competition in the sensory input
have been resolved and neural activity represents explicitly
the content of subjective perception [6,27,45]. However,
these temporal areas are not the final processing stage in
the ventral visual stream that is involved in object perception
[47]. Temporal cortical regions are reciprocally connected
through monosynaptic connections with visually modulated
areas of the lateral prefrontal cortex (LPFC) [48–51] where
single units respond to faces and complex visual objects simi-
larly to cells recorded in the temporal cortex [52–54].
Therefore, an intriguing question is whether the content of
conscious perception is represented with the same magnitude
in the LPFC. In a recent study, we found that the large
majority of single units (approx. 60–90%, depending on the
original strength of sensory modulation) and local MUA
(approx. 75–95%) in the LPFC reflect the perceptual domi-
nance and suppression of a preferred stimulus during 1 s of
ambiguous stimulation externally induced by BFS [11]
(figure 2c). It is also probable that in the prefrontal cortex
there is some functional specialization of the mechanismsinvolved in subjective perception since the feature selective
modulated units during BFS were mostly found in the
inferior convexity of the LPFC, while neuronal correlates of
perceptual transitions unrelated to stimulus preference were
identified in the discharge rate modulation of single units
in the macaque frontal eye fields, which predicted perceptual
alternations during the paradigm of MIB [55].
These studies support the ‘frontal lobe hypothesis’
[38,39], suggesting that the neural correlates of conscious per-
ception should have access to brain areas related to planning
and decision making, such as the prefrontal cortex, in critical
position to affect motor behaviour. In particular, our BFS
study [11] showed conscious perception-related activity in
the LPFC during passive fixation—that is without any
planning, memory, decision making or motor component
contaminating neural activities. Therefore, the current evi-
dence strongly suggests that LPFC spiking activity reflects a
relatively reliable correlate of conscious perception and not
a consequence as proposed recently by Aru et al. [56].
However, findings indicating that unconsciously triggered
control is feasible [57] and involves the prefrontal cortex
[58,59] indicate that conscious prefrontal processing is not a
prerequisite for control processes (see also [60]). Therefore,
the ‘frontal lobe hypothesis’ has to be re-evaluated.
In summary, electrophysiological recordings during
ambiguous visual stimulation suggest that neurons in the tem-
poral and prefrontal cortices reflect perceptual dominance and
suppression much more robustly than the respective neurons
in striate and extrastriate cortical areas. Interestingly, temporal
and prefrontal areas are reciprocally connected, not only
through corticocortical monosynaptic connections, but also
indirectly through a subcortical pathway involving the
higher-order, pulvinar thalamic nucleus [61–65]. It is thus
not surprising that during GFS the magnitude of perceptual
modulation of discharge activity in the pulvinar, which
receives afferents from the frontal and temporal cortices, is
not only detectable compared to LGN, but also close to the
magnitude observed in the temporal and prefrontal cortices
[9]. Specifically, 40% and 60% of the recorded sites in the ven-
tral and dorsal pulvinar, respectively, reflect perceptual
suppression. The somewhat lower perceptual modulation of
spiking activity in the ventral pulvinar could be associated to
the stronger connectivity of this part of the pulvinar with the
primary visual cortex [65] where the correlates of awareness
areweak. In contrast, dorsal areas of the pulvinar communicate
mainly with association cortical areas.
These results suggest that prefrontal and temporal areas
of the cortex as well as the pulvinar could form a cortico-
thalamo-cortical network that represents reliably the content
of subjective visual perception and reflects perceptual
suppression (figure 2d ). Most importantly, these findings
demonstrate that explicit, conscious processing and percep-
tual suppression are not localized in a unique cortical area
but they should rather be conceptualized as an emergent
property of a global network involving at least two cortical
areas (i.e. temporal and prefrontal cortices) and the pulvinar
thalamic nucleus. It has been suggested that due to the
absence of awell-defined parcellation of the cortical topography
in the pulvinar, rival populations in the cortex could be in com-
petition to recruit thalamic elements in order to outlast each
other in activity [66]. In the context of subjective perception,
it is possible that when neuronal populations in prefrontal
and temporal visual areas are in a dominant state during BR,
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state that outlasts the suppressed, rival cortical populations. In
the future, simultaneous recordings in IT, prefrontal cortex and
the pulvinar could reveal dynamic interareal interactions that
mediate both perceptual dominance and suppression states as
well as spontaneous perceptual alternations. The identification
of this network of explicit encoding and perceptual suppression
during subjective visual perception could help to elaborate
and constrain models studying access to consciousness that
emphasize the importance of recurrent corticothalamic net-
works forming a global functional workspace as a necessary
condition for conscious perception [67–69]. Studies using
electroencephalography (EEG) and magnetoencephalography
(MEG) techniques have already started revealing such macro-
scopically observed, global functional networks that involve
coherent activity between frontal, temporal, parietal and
occipital areas predicting conscious perception or perceptual
alternations during ambiguous stimulation [13,14,16,19,20,70].
Both findings from local, single electrode electrophysiological
recordings and EEG/MEG could guide simultaneous intracorti-
cal recordings which would allow fine spatial resolution and
analysis of coherent structures for stimulus-specific spiking
activity which is not feasible in EEG/MEG measurements.(c) Local discharge activities suggest two modes
of non-conscious processing during perceptual
suppression
Neural processing of a preferred stimulus could also con-
tinue during its subjective invisibility. The magnitude of
SUA andMUA firing when a preferred stimulus is perceptually
suppressed could therefore indicate the strength of non-
conscious processing during perceptual suppression. In some
cases, this processing is strong enough to induce a complete
reversal of the monocularly induced discharge patterns, result-
ing in higher firing rate when the preferred stimulus is
suppressed compared to the respective rate when the same
stimulus is dominant. The spatial extent of this type of proces-
sing appears to be constrained in striate and extrastriate areas.
On the other hand, weaker traces of ongoing but rather residual
neural processing during perceptual suppression can be found
in almost all areas of the cortical hierarchy as far as in the LPFC.
Therefore, although weak, traces of continuous processing
during perceptual suppression appear to be present in both sen-
sory and association areas, indicating that explicit, conscious
coding and ongoing non-conscious processing during percep-
tual suppression could coexist within the same cortical network.
More specifically, V1, V4 and V5 (MT) showed significant
evidence for the first mode of non-conscious processing
during perceptual suppression, since in these areas a fraction
of the perceptually modulated selective neurons and MUA
(approx. 20–50%) increase their firing ratewhen their preferred
stimulus is perceptually suppressed [4]. In these areas, the
particularly strong response profile during perceptual suppres-
sion could indicate that some neurons or local populations
are more sensitive to non-conscious processing during percep-
tual suppression compared with processing during perceptual
dominance. It has also been suggested that this mode of non-
conscious processing during perceptual suppression reflects
the perturbation of processes involved in perceptual grouping
through feed-forward and feedback connections between
different visual areas [27].In striking contrast, such strong non-conscious stimulus
processing during perceptual suppression is nearly absent in
the spiking activity of both human MTL and macaque STS/
IT cortex where none of the modulated cells consistently
fired more during the perceptual suppression of a preferred
stimulus [45,46]. Similarly, in the LPFConly a small percentage
of SUA and MUA (approx. 5%) were modulated during the
perceptual suppression of a preferred stimulus [11]. However,
in both the prefrontal and temporal cortices the firing rate of the
recorded populations during perceptual suppression of a pre-
ferred stimulus is slightly elevated compared to physical
removal of the same stimulus (see, for example, the LPFC spik-
ing response in figure 2c and themodulation during perceptual
suppression in [45, fig. 5]). This firing pattern might reflect a
second mode of non-conscious processing during the course
of perceptual suppression with residual characteristics that
can still be detected in association cortical areas, even after
visual competition has been resolved.
These findings from BR and BFS are in accordance with
other studies of conscious perception using paradigms
of visual masking and show that non-conscious processing of
visual signals can be detected all the way up to the prefrontal
cortex (for a review, see [59,67]).
(d) Mean local discharge rates and neurodynamical
mechanisms of perceptual transitions
Although the SUA and MUA electrophysiological studies
revealed the pattern of neuronal discharge activity across differ-
ent brain areas during stable states of perceptual dominance
and suppression, it is still not clear what the mechanism is
that underlies a spontaneous switch in the dominant activity
and therefore a spontaneous perceptual alternation during
BR. This is a key issue since the underlying mechanism could
reflect the processes allowing access of a particular content to
consciousness. Most of the work on this question has been
performed in theoretical models using methods of com-
putational neuroscience where different neurodynamical
mechanisms have been proposed to mediate the competition
dynamics between the rivaling neuronal pools, involving fea-
tures such as adaptation, cross-inhibition and noise [26,71–86].
The vast majority of these models examine two possible
mechanisms that could be responsible for an alternation
in the dominance between antagonistic neuronal popula-
tions, as observed in BR. The first alternation mechanism is
adaptation-driven with cross-inhibition between the two com-
peting pools, and assumes that a slow adaptation process
resulting in fatigue of the discharge activity in the dominant
pool results in a subsequent decrease of cross-inhibition. The
cross-inhibition decrease leads to a disinhibition of the sup-
pressed population which can take over the competition,
becoming active and inactivating the originally dominant
population [26,71,73,76–79,82–86]. The potential importance
of adaptation in BR is well supported by psychophysi-
cal studies showing a gradual decrease in the strength of a
dominant stimulus and an increase in the probability of a per-
ceptual switch as a function of increasing dominance
duration [7,71]. This indirect psychophysical evidence for
the significance of adaptation is confirmed by electrophysio-
logical observations in the temporal and prefrontal cortices,
which reveal a gradual adaptation of the mean population
discharge response during the perceptual dominance of a
preferred stimulus [11,45].
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Figure 3. (a) Left: Schematic of the unified noise and adaptation competition model. Ui denotes the population rate on each competing neuronal population i. Ii
denotes the external visual input on each population. Mutual inhibitory connections b are represented by filled circles and recurrent excitatory connections a by
arrows. The recurrent dashed arrows on each population symbolize a slow adaptation process (rate frequency adaptation), where the adaptation variable is denoted
by Hi on each population i. Right: Bifurcation analysis of the noise-free dynamic system as a function of the strength of the adaptation process (wH). A bifurcation
from a bistable (‘attractor’) regime to an oscillatory (‘oscillations’) regime occurs at 0.45. Left of the bifurcation, a double-branched bistable region (solid lines)
emerges. The upper (green) and lower (orange) branches correspond to the high and low activity of the dominant and suppressed population, respectively.
Right of the bifurcation, an oscillatory region emerges. In this region, the maximum and the minimum (green and orange circles) of the populations’ activity
during rivalry periodic oscillations are shown. (b) Bifurcation analysis of BFS simulation. Upper panel: Flash suppression dynamic range of the competition neuronal
model for the noise free case. Flash suppression is characterized by plotting the maximum value of the populations’ activity (U1 in red and U2 in blue) during the
last second of the simulations. Flash suppression corresponds to the region where only the second flashed population U2 shows high activity and the first stimulated
population U1 is suppressed. Lower panel: Temporal evolution of the populations’ firing rate activity U1 (red) and U2 (blue) for progressively stronger levels of
adaptation (black arrows). Only the type of simulated neuronal behaviour observed in the region labelled ‘flash suppression’ is similar to the electrophysiological
observations in the LPFC. (c) Flash suppression (FS), BR dominance time (Tdom) and BR coefficient of variation (CV) as a function of the adaptation level wH and
with a level of noise s optimized for each point such that the FS index (number of effective trials/100) is maximal and the CV is as near to 0.5 as possible. There is
only one dynamic region where the model is consistent with experimental constraints; that is the narrow, noise-driven, region just before the bifurcation at 0.45. (d )
Statistical features such as correlated variability could affect population coding. Here, DIshuffled is a measure of the effect of spike count correlations on the amount of
information in a population code. Ellipses represent 95% confidence intervals of the response distributions while the diagonal lines show the optimal decision
boundary between stimulus 1 and stimulus 2. The larger the overlap of the ellipses the less information is contained in the population code. Correlations
affect DI differentially depending on the similarity of the tuning between the two units. During ambiguous stimulation such statistical relationships in the
firing of the competing populations could be relevant for perceptual dominance, suppression and perceptual transitions (adapted from [89]).
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assumes that the underlying neurodynamical system is bi-
stable. Here, noise is the main source inducing a transition
between the two states (minima), by causing a jump over the
barrier (maximum) separating the two stable attractors of the
system [71,73,75,78,81–83,85,87]. In these theoretical models
when noise is absent, alternations are impossible since the
system relaxes indefinitely in one of the two attractors that
represent the two possible states of perceptual dominance.The most important evidence for the role of noise in percep-
tual transitions is the stochastic temporal dynamics of the
perceptual transitions observed during BR.
Recent theoretical work suggests that both adaptation and
noise operating in a fine balance induce the stochastic proper-
ties of perceptual transitions observed in BR [71,83–85,88]. In
a recent study [88], we attempted to constrain a mean-field
reduced model of rivalrous perception (figure 3a, left) with
the mean population response observed in the LPFC during
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noise from adaptation regimes (figure 3a, right) the neuro-
nal and behavioural correlates of BFS and BR overlap. Our
simulations showed that the mean population discharge
pattern observed during externally induced perceptual alterna-
tions (BFS) in the LPFC can be obtained only in a narrow region
around the bifurcation separating a noise-driven, attractor
regime from an adaptation-driven, oscillatory regime (figure
3b). Therefore, it is probable that neither noise nor adaptation
forces alone have a primary, crucial role in externally induced
(BFS) perceptual switches. The population discharge pattern
observed in the LPFC during BFS could be the result of
either adaptation or noise alone. However, the fact that all BR
and BFS experimental constraints (psychophysical and electro-
physiological, respectively) overlap in a narrow region before
the bifurcation (figure 3c) provides the first electrophysio-
logically constrained indication that a noise-driven attractor
mechanism might be active during spontaneous perceptual
transition in BR.
The mechanism that is validated by the mean discharge
response during BFS, implies that adaptation progressively
decreases the stability of the perceptually dominant state
[83], but just until a critical point where the state becomes
unstable. Therefore, adaptation is not enough to induce a
transition without the dominant influence of noise which
drives the alternation even before the dominant state
becomes unstable.
The neuronal responses used to constrain this model were
recorded from the macaque LPFC where they reflect reliably
the content of conscious visual perception [11]. Therefore, the
results and the interpretation of this modelling study are under
the assumption that the dynamics of competition at this stage
of cortical processing, acting between explicit representations
of neuronal activity, is the critical factor for perceptual tran-
sitions. Indeed, the human prefrontal cortex is also involved in
the temporal dynamics of perceptual alternations during subjec-
tive perception as evidenced in patients with prefrontal cortex
lesions showing substantial ‘freezing’ of alternations [90–92].
However, a dominant role for the prefrontal cortex during per-
ceptual transitions remains to be experimentally confirmed. In
this context, a much needed study is to record electrophysiologi-
cal activity in the prefrontal cortex during BR to exclude the
possibility that distinct neural mechanisms support dominance
and suppression in different paradigms.(e) Local field potentials and perceptual awareness
In contrast to spiking activity, the local field potential (LFP) is
a component of the extracellular field potential that is much
slower (approx. 0.1–200 Hz) than spiking activity, and is
believed to reflect excitatory and inhibitory postsynaptic
potentials and therefore synaptic input and dendritic proces-
sing [93–95] within a radius between 500 mm up to several
millimetres around the tip of the recording electrode. Thus,
although recorded locally, LFP reflects the integration of sig-
nals across a larger area compared to MUA and represents
more the input and local processing than the output of a
local population. Therefore, studying local LFPs in combin-
ation with MUA could contribute to our understanding of
the specific computations and input–output transformations
performed in a given cortical or thalamic area during subject-
ive perception, for example, revealing modulations that aredetected in the input and local processing, but not in the
output of a brain region.
Indeed, LFP recordings during perceptual suppression
seem to resolve a dispute between electrophysiological studies
and functional magnetic resonance imaging (fMRI) studies
regarding the modulation of LGN and V1 during perceptual
awareness. In particular, a number of fMRI studies show
significant perceptual modulation in the blood-oxygen-level-
dependent (BOLD) signal in LGN and V1 during BR
[96–101]. High-frequency (gamma) oscillations in LGN and
V1/V2 exhibit negligible perceptual modulation in BR and
GFS, similar to spiking activity [9,10,29,32,33].3 This finding
is not surprising since high-frequency (‘gamma’) LFP power
is affected mostly by local discharge activity, while low
frequencies reflect mainly neuromodulatory processes
[104–106]. However, the power of low-frequency LFPs is
more consistently modulated [9,10,29,32,33] and a study
that combined fMRI with electrophysiological recordings
during GFS found that suppression is indeed reflected in
the BOLD and low-frequency LFPs (5–30 Hz), but not
in spiking activity and high-frequency LFPs [33]. Further-
more, the modulation of LFPs in V1 appears to be laminar
dependent, with supragranular layers being more modula-
ted than infragranular grey matter [107]. This result may
indicate that modulation of low-frequency LFPs and BOLD
signal in V1 is either due to feedback input from extra-
striate cortex where perceptual suppression modulates
spiking activity, or due to modulatory signals of subcortical
origin. However, the fact that low-frequency LFPs are more
likely to reflect processes performed in a larger spatial scale
compared to high-frequency LFPs, indicates that the modu-
lation observed during perceptual suppression is most
probably non-specific, targeting indiscriminately dominant
and suppressed populations.
By contrast, in association cortical areas such as the LPFC
the power of high-frequency gamma oscillations was more
consistently modulated in sites where MUA also followed sub-
jective stimulus visibility [11]. Therefore, the modulation of
gamma LFPs in the LPFC could reflect fairly local input orig-
inating from modulated populations in the temporal cortex.
On the other hand, beta (15–30Hz) oscillations in the LPFC
exhibited a different, distinctive pattern characterized by
desynchronization followed by rebound of activity regardless
of the local dominance or suppression of the local neuronal
populations and therefore independent of conscious or uncon-
scious processing. Beta oscillations have been suggested to
reflect control processes in the frontal cortex and this dissocia-
tion between beta LFPs and local processing of conscious
perceptionmay underlie a similar dissociation between control
functions and consciousness [60].
In a sense, a locally recorded LFP reflects an emergent
signal arising from non-linear synaptic and dendritic oper-
ations corresponding to integration of inputs in a local site
(with differences in the spatial resolution of the signal depend-
ing on the frequency examined). Therefore, locally recorded
LFP is a signal that reflects the complexity and dynamics of
local computations occurring within a few millimetres of the
electrode tip and represents the only mesoscopic intracortical
signal that has been so far examined with extracellular record-
ings during perceptual awareness. In §3, we discuss the
potential involvement of more complex, emergent patterns of
discharge and oscillatory activity of neural populations in
conscious perception.
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processes
(a) Correlated neuronal activity and population coding
in perceptual awareness
Apart from the LFPs, slow and correlated fluctuations in the
activity of neuronal populations can also be detected in the
coherence of discharges across neurons. These spike-to-spike
coherence measures have been associated with the magnitude
of correlated variability or noise across neuronal populations
[108]. So far, in every single electrophysiological study of
visual awareness, the spiking activity of single units and
recorded sites has been studied in isolation and the difference
in themagnitude of their averaged firing rate during perceptual
dominance and suppression was the measure used to infer
the relative contribution of a given cortical area in perceptual
awareness. However, due to the probabilistic characteristics of
neuronal coding, statistical features such as the magnitude and
structure of noise could have important consequences for popu-
lation coding [89,109–113]. Therefore, measuring and assessing
the effects of correlated noisewithin andbetween the competing
neuronal pools could impose significant constraints on stimulus
coding during subjective visual perception.
Specifically, the total amount of noise in a neuronal ensem-
ble can be described by the covariance matrix that includes
both individual and interneuronal, correlated, variability
[113]. Interneuronal variability is commonly referred to as
‘noise correlation’ and its impact on neuronal information
processing has been studied extensively in a plethora of
processes such as stimulus drive [114], neuronal adaptation
[115,116], perceptual discrimination [117], attention [108,
118–120], perceptual and associative learning [121,122] and
behavioural context [123]. In these studies, correlations were
shown to be detrimental, beneficial or not relevant to the effi-
ciency of population codes, depending on their structure and
magnitude. In general, for neuronal populations that have simi-
lar tuning (or ‘signal correlation’), correlations are believed to be
detrimental since poolingneuronal responses is not able to aver-
age out commonnoise fluctuations. By contrast, correlations are
thought to be beneficial for neuronal populations with opposite
tuning (figure 3d).
It is therefore important for future electrophysiological
studies investigating visual consciousness to record simul-
taneously from multiple neurons and compare the variability
in neuronal discharges during visual rivalry to the respective
variability during perception without any underlying visual
competition in order to re-evaluate the efficiency of population
signal averaging, that is currently thought to encode the content
of perceptual awareness, particularly in higher-order cortical
areas [38,39]. For example, these measurements could either
reinforce the current belief that V1 is indifferent to subjective visi-
bilityor reveal properties of neuronal coding that arenot reflected
in thedischarge rate but rather inmore finepopulationproperties
such as the noise entropy [124]which could potentially represent
dominance and suppression. In a similar fashion, for association
cortical and thalamic areas, where firing rates reflect dominance
and suppression, it is necessary to study how visual competition
affects neuronal variability and therefore population coding
during subjective perception in order to confirm their role in
explicit coding during conscious perception.
Most importantly, it is probable that spontaneous fluctu-
ations of correlated firing within and between competingensembles (forexample, spontaneous transitions fromcorrelated
to decorrelated states) could be related to spontaneous percep-
tual transitions. It would be particularly interesting to associate
both theoretically and experimentally such intrinsic neuro-
physiological fluctuations of coherent population activity to
the theoretical concept of noise used in computational models
of spontaneous perceptual transitions.
Recently, a role for ongoing fluctuations of cortical activity
in conscious perception was indeed detected in functional
imaging studies that found a relationship between stimu-
lus awareness and prestimulus ongoing fluctuations of the
BOLD signal [125,126]. However, the spatial resolution of
fMRI is not adequate to reveal fluctuations within each antag-
onistic ensemble as well as between them and uncover the role
of such population-specific fluctuations in determining the per-
ceptual outcome. On the contrary, due to limitations in the
spatio-temporal resolution of fMRI, these BOLD fluctuations
may be more related to ultra-low-frequency (less than 0.1 Hz)
fluctuations that span neuronal populations regardless of
their tuning and feature-specific properties.(b) Mesoscopic spatio-temporal activity patterns as
internal context and a potential role in
perceptual reorganization
The endogenously generated perceptual transitions observed in
paradigms of multistable perception reflect a, yet unknown,
mechanism of state transitions in brain activity. Until now
the focus of research has been on the dynamics of competition
between rivaling pools of feature selective neurons. However,
it has been suggested that the source of this perceptual reor-
ganization process might be independent of the dynamics of
antagonistic ensembles and rather reflect a general mechanism
underlying perceptual selection that induces the transitions in
feature-specific neuronal populations only as a secondary
effect [127]. This selection mechanism has been described as
a form of involuntary exploratory attention shifting [127] and
could be related to ongoing fluctuations of neural activity
[125,126] and association areas such as the prefrontal cortex
where both BOLD and electrophysiological signals reflect per-
ceptual transitions [55,128] and have a crucial role in
representing internal contextual and motivational states
assumed to result in perceptual reorganization [127].
Indeed, contextual influences on subjective perception have
been well-documented psychophysically (for a review, see
[129]) but there is a lack of electrophysiological studies
examining how internal context is associated with perceptual
reorganization. A candidate neural substrate of internal context
could be provided by spatio-temporal patterns of electrophysio-
logical activity whose intrinsic dynamics could offer a link
between the state transitions observed in ongoing brain activity
and spontaneous perceptual transitions [21,130,131]. The theor-
etical framework for such state transitions is well established
[15,17], and pioneering work by Walter J. Freeman has revealed
the dominant role of nonlinear mesoscopic brain dynamics in
creating a context for external stimulation (for a review, see
[131]). The availability of optical imaging and multielectrode
extracellular recording methods (e.g. Utah arrays, tetrode
arrays) has already demonstrated the existence of such complex
spatio-temporal patterns (travelling waves, spiral waves, etc.) in
the mammalian brain both in vitro and in vivo (figure 4)
[132–134]. The spontaneous transitions between different
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Figure 4. (a) Mesoscopic patterns observed in vitro using voltage sensitive dyes (VSDs) in the rat visual cortex. A planar wave in the upper pannel is replaced by a
spiral wave starting a few frames after the frame marked with an arrow (adapted from [132]). (b) Spatio-temporal patterns can be frequency-specific as in the motor
cortex where beta oscillations are organized as travelling waves of propagating activity (adapted from [133]). (c) In the rat hippocampus frequency-specific travelling
waves can be observed in the theta LFP band [134]. (d ) Phase differences resulting in propagating spatio-temporal patterns can be explained as delayed excitations
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changes in the effective interactions between oscillators could result in state transitions between different patterns that might be of great computational value and
we hypothesize that they could also be involved in spontaneous transitions in perceptual awareness (adapted from [135]).
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effective connectivity of the spatially extended coupled
oscillators and could be of great computational significance
[135–137]. It is an essential step to perform such invasive record-
ings of spatio-temporal activity during perceptual awareness
tasks and examine how the dynamics of effective connectivity
leading to self-organized activity patterns are related to the
dynamics of perceptual dominance, perceptual suppression
and perceptual reorganization.
4. Conclusion
Although local recordings of electrophysiological activity
advanced our understanding of perceptual awareness, they
also confirmed that the underlying mechanisms involve mul-
tiple areas and populations across the brain. In particular,
neurons in higher cortical (LPFC, IT/STS) and thalamic (pul-
vinar) association areas are more heavily involved in coding
explicitly the contents of consciousness and could therefore
form a global network of explicit coding, associated to concepts
involving a global neuronal workspace in conscious perception.
Future efforts should concentrate on understanding the role of
functional interactions and spatio-temporal patterns formed by
the activity of neuronal populations within and across these
areas but also in areas where SUAs are seemingly not correl-
ated to subjective perception. Such studies, along with thedevelopment of more elaborate paradigms that disentangle
different stages in conscious perception [56] could further
enhance our understanding of the mechanisms mediating the
emergence of visual consciousness.
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Endnotes
1The issue of interocular competition has been thoroughly presented
in the past in another review published in this journal [27], where
additional evidence against the interocular competition model
coming from psychophysical experiments was discussed. Here, we
review additional electrophysiological studies that were undertaken
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A.3 Decorrelated discharge fluctuations in 
prefrontal microcircuits during visual 
consciousness. 
 
 
 
 
 
 
 
 
 
 
 
"...one of the strongest motives that lead men to art and science is escape from 
everyday life with its painful crudity and hopeless dreariness, from the fetters of 
one's own ever-shifting desires. A finely tempered nature longs to escape from 
the personal life into the world of objective perception and thought." 
 
Albert Einstein, “Principles of Research address” 
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SUMMARY 
Single neuron discharges in association cortices represent the content of consciousness during 
subjective visual perception. However, it is currently unknown if emergent properties of intra-
areal functional connectivity patterns like the structure of interneuronal firing correlations 
constrain the population coding accuracy. Here we show that in the macaque lateral prefrontal 
cortex (LPFC), subjective perception is accompanied by extremely weak – zero assuming sparse 
coding – pairwise correlations reflecting a beneficial structure compared to significant 
correlations during perception without a subjective component. Biophysically realistic 
simulations suggest that the source of decorrelation during subjective perception is not local 
cross-inhibition between antagonistic ensembles but active suppression of input fluctuations. 
Furthermore, the decorrelated state is tightly associated to the discharge rate representation of 
subjective perception suggesting that suppression of input fluctuations is critical for conscious 
content coding. Our results provide the first insights into the structure and underlying 
mechanisms of correlated fluctuations during visual consciousness. 
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INTRODUCTION 
 
Ambiguous visual stimulation has the astonishing capacity to disentangle the content of 
conscious perception from sensory input. Such a well described psychophysical paradigm is 
binocular rivalry (BR) in which two disparate visual stimuli presented at corresponding parts of 
the two retinas compete for access to awareness and, as a result of this competition, enter 
successive phases of perceptual dominance and suppression 1. Under such ambiguous conditions, 
the subjective perceptual dominance of a visual stimulus is conceptualized to be physiologically 
supported by an assembly of neurons with similar stimulus preference that dominates over a 
competing, suppressed, population through the dominance of its averaged firing rate 2-3.  
Indeed, studies combining rivalrous visual stimulation with electrophysiology in the 
macaque brain suggest that perceptual competition involves two rivaling stimuli representations 
embedded in two distinct neuronal assemblies that are tuned to each visual pattern and battle for 
activity dominance 4-7. These populations can be detected across the visual cortical hierarchy but 
their discharge activity is more likely to reflect the content of conscious perception in association 
cortical areas like the temporal and prefrontal cortex 6-9. 
Until now, these neurons were studied in isolation. Their averaged rate across repeated 
epochs of subjective perceptual dominance or suppression of their preferred stimulus was 
compared to the respective average rate during perception or physical absence of the same 
stimulus without any underlying visual competition, to infer the relative contribution of a given 
cortical area in visual consciousness. However, from a theoretical point of view, functional 
connectivity features like the structure of interneuronal trial-to-trial discharge variability could 
severely influence population coding capacity 10-13. Specifically, fluctuations in neuronal 
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discharge responses to repeated presentations of the same stimulus are thought to be the 
consequence of intrinsically generated noise 14. The total amount of noise, or noise entropy, in a 
neuronal ensemble is captured in the population covariance matrix that describes the magnitude 
of both individual and interneuronal, correlated, fluctuations 11, 15. The latter component is 
commonly called spike count - or noise - correlations (rsc) and its impact on information coding 
has been studied experimentally in sensory 16-19 and cognitive 20-26 processing. In these studies 
correlations were found to be detrimental, beneficial or irrelevant to the fidelity of population 
codes, depending on their structure, magnitude and the assumptions employed by decoding 
algorithms that read out ensemble activity.  
In general, a so-called limited range correlation structure - where correlations are stronger 
for similarly tuned neurons - is detrimental for population coding since the signal enhancement 
from averaging neuronal responses is constrained by correlated noise fluctuations 27-29. In 
contrast, strong correlations across neurons with opposite tuning could be beneficial for stimulus 
coding 10-11, 21. Therefore, the structure of interneuronal correlations during subjective visual 
perception could reveal how functional microcircuit organization affects the fidelity of conscious 
representations, particularly in association areas where a population average is currently believed 
to represent more reliably the content of consciousness compared to primary sensory areas 3, 8-9. 
Here we determined the structure of LPFC correlations during visual rivalry by 
measuring their magnitude within and between dominant and suppressed neuronal pools. Our 
results reveal a beneficial, decorrelated state during subjective visual perception compared to 
perception without any underlying stimulus competition. Considering a biophysically realistic 
spiking network comprising two neural populations with or without cross-inhibition we find that 
cross-inhibition is not the source of decorrelation during visual consciousness. Rather, active 
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suppression of input fluctuations induces the decorrelated prefrontal state.  
 
RESULTS 
 
Induction of perceptual dominance and suppression 
We dissected dominant and suppressed states of LPFC neurons during visual consciousness by 
combining binocular flash suppression (BFS), a well-controlled variant of BR stimulation that 
dissociates subjective perception from sensory input 6-7, 30, with extracellular tetrode recordings 
in alert macaques. The effects of subjective perceptual dominance and suppression of a preferred 
stimulus on intrinsic noise in BFS were compared to the effects of corresponding non-subjective 
perceptual states during monocular physical alternation (PA) of the same stimuli. 
  In PA (Fig. 1A-B), each trial starts with the presentation of a fixation spot in both eyes 
that is binocularly fused and remains on until the end of the trial. In Fig. 1A, after 300ms of 
stimulus-free fixation (t = 0-300ms) a polar checkerboard is monocularly presented for 1000ms 
(t = 301-1300ms) and then removed and followed by a monkey face stimulus presented in the 
contralateral eye for 1000ms (t = 1301-2300ms). In half of the PA trials the order of stimulus 
presentation is reversed (Fig. 1B). In both PA conditions visual perception is non-subjective 
since a unique pattern stimulates the visual system during each trial phase. The normalized 
difference in the mean firing rate of each recorded unit between monocular stimulation with a 
face and a checkerboard from t = 1301-2300ms was used to estimate a non-subjective neuronal 
stimulus preference index (SPIPA).  
 In BFS trials (Fig. 1C-D), one second following the first stimulus onset (i.e. at t = 
1301ms), the same disparate visual patterns - as in PA - are ﬂashed to the contralateral eye. The 
6 
 
flashed stimuli remain on for 1000ms (t = 1301-2300ms), robustly suppressing the perception of 
contra laterally presented stimuli that are still physically present (compare Fig. 1C to 1A and 1D 
to 1B). During this period the newly presented pattern is perceptually dominant while the 
initially presented stimulus becomes perceptually suppressed 6-7.The maintenance of stimulus 
preference under subjective conditions, suggestive of a conscious representation, was determined 
by calculating the stimulus preference index during BFS (SPIBFS). 
 
 
Figure 1 
Physical alternation (PA) and Binocular Flash Suppression (BFS) 
Monocular PA between two disparate stimuli (checkerboard and face) was used to determine the 
sensory stimulus preference of all recorded neurons (A and B). In (A), monocular stimulation 
with a polar checkerboard during the first second of the trial is followed by stimulation of the 
contralateral eye with a face. In (B) the order of stimulus presentation is reversed. For each 
recorded neuron, the normalized difference in the mean discharge rate between the two stimuli in 
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A and B during t =1301-2300ms was used to estimate the baseline, non-subjective, stimulus 
preference index (SPI). 
In BFS (C and D) the initially presented stimulus was not removed but remained in place to be 
suppressed by the second stimulus flash. Therefore, depending on the sensory preference of each 
recorded neuron (determined in PA trials) BFS trials allowed to study discharge activity during 
the dominance or suppression of a preferred stimulus. 
 
Discharge responses and second order statistics during subjective and non-subjective 
perception 
The profile of a typical pair of simultaneously recorded units exhibiting same stimulus 
preference in PA and BFS is shown in Fig. 2. Both cells were recorded from the same tetrode 
(Fig. 2A-B) and were extremely well isolated (false assignment rate p < 0.005% for both units, 
for spike sorting methods and quantitative evaluation of single unit isolation see ref. 31). During 
PA both neurons fired more during monocular presentation of a polar checkerboard pattern 
compared to monocular stimulation with a monkey face (neuron 1: SPIPA = 0.34, neuron 2: SPIPA 
= 0.51; Fig. 2C, upper panel).  The averaged discharge response of this pair in PA trials during t 
= 1301-2300ms as assessed by the mean geometric spike count rate (𝑔𝑔𝑔 𝑥 𝑠𝑠  ) was 5.47 ± 0.47 
Hz (mean ± SEM) for the preferred and 1.79 ± 0.3 Hz for the non-preferred stimulus (Wilcoxon 
signed rank test, p < 10-8). Although reduced in strength, each neuron retained the same stimulus 
preference during BFS (neuron 1: SPIBFS = 0.12, neuron 2: SPIBFS = 0.34; Fig. 2C). As a result, 
the pairwise discharge response during subjective perceptual dominance remained stronger 
compared to perceptual suppression (𝑔𝑔𝑔 𝑥 sc BFSpref  = 6.58 ± 0.45 Hz vs. 
𝑔𝑔𝑔 𝑥 sc BFSnonpref  =  4.04 ± 0.35 Hz; Wilcoxon signed rank test, p < 10-4).  
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 We estimated the shared discharge variability of this pair by computing for t = 1301-
2300ms the trial by trial spike count correlations (rsc) in each condition. During subjective 
perceptual dominance rsc was dramatically reduced, compared to perception of the same stimulus 
without visual competition (rsc PApref = 0.45 t-test, p = 0.001 vs. rsc BFSpref = 0.11 t-test, p = 0.48; 
reduction 78%, Fig. 2D). In contrast, correlated firing during perceptual suppression of the 
preferred stimulus resulted in a modest reduction (27%) of correlated firing compared to physical 
absence of the same stimulus (rsc PAnonpref = 0.33 t-test, p = 0.02 vs. rsc BFSnonpref = 0.24 t-test, 
p=0.1). 
 
 
 
Figure 2 
Example of a simultaneously recorded neuronal pair in the LPFC. 
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(A) Scatter plots depicting the amplitude of the first principal component of the recorded 
waveforms for all possible pairwise channel combinations (channels 1-4). The gray 
cluster represents background, multiunit activity (non – sorted spikes) while the colored 
clusters represent the two sorted single units. 
(B) Waveforms of the two isolated single units depicted in A. For each tetrode channel the 
mean waveform is overlaid on a sample of 100 waveforms. The advantage of tetrodes is 
clear since recording for example the waveforms only in channel 3 would result in 
merging the two single units. 
(C) Mean responses of neurons 1 (first column) and 2 (second column) depicted in A and B 
during PA (first row) and BFS (second row). Both neurons exhibited the same stimulus 
preference (for a polar checkerboard) in both PA and BFS. Specifically, they both 
increased their firing rate when the checkerboard followed the presentation of the face 
stimulus. During this period stimulation with the face stimulus elicited lower firing rates 
in both neurons. The averaged firing rate of the neuronal pair during PA and BFS is 
depicted in the third column. 
(D) Scatter plot of z score responses and rsc values of the same neuronal pair during 
perception of the preferred stimulus in PA and BFS. Subjective perceptual dominance of 
the preferred pattern in BFS resulted in decorrelated discharges compared to the strongly 
correlated fluctuations when the same stimulus was perceived without competition in PA.  
(E) Scatter plot of z score responses and rsc values of the neuronal pair during perception of 
the non-preferred stimulus in PA and BFS. The differences in correlation are negligible 
compared to D. Ellipses in D & E represent 95% confidence intervals of responses. Note 
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the difference between the ellipses in D where the decorrelation during BFS transforms 
the ellipse into a circle compared to the large overlap depicted in E.  
 
In total, we recorded from 253 pairs of neurons (n neurons = 300) in the LPFC of 3 
macaques (n pairs = 106, 63 and 84 respectively). Each pair comprised units with similar stimulus 
preference during both PA and BFS. Across this population stimulus preference strength was 
identical during PA and BFS (mean SPIPA = 0.19 ± 0.01 vs. mean SPIBFS = 0.177 ± 0.01; 
Wilcoxon signed rank test p = 0.1). However, for pairs with stronger selectivity (SPI > 0.2, n pairs 
= 52) preference strength was weaker during BFS (mean SPIPA = 0.437 ± 0.03 vs. mean SPIBFS = 
0.355 ± 0.03; Wilcoxon signed rank test p <10-5) in agreement with previous results showing that 
sensory stimulus preference strength is weaker during BFS 6.  
In this population that reflects a reliable neural representation of the content of 
consciousness, we observed a dramatic decorrelation of discharge fluctuations during subjective 
perceptual dominance of the preferred stimulus compared to monocular, non-subjective 
perception of the same pattern (Fig. 3B-C). Specifically, while monocular perception of a 
preferred stimulus resulted in significant correlations, subjective visibility of the same stimulus 
during BFS resulted in a significant 42% decrease (mean rsc PApref = 0.0999 ± 0.016 t-test, p<10-9 
vs. mean rsc BFSpref = 0.0584 ± 0.014 t-test, p=10-4; Wilcoxon signed rank test p = 0.012). 
Interestingly, correlations during subjective perceptual dominance were not different from zero 
assuming a sparse encoding of the content of consciousness by a more selective population 
exhibiting a particularly strong stimulus preference (mean rsc BFSpref = 0.0001 ± 0.0312; t-test, 
p>0.9 vs. mean rsc PApref = 0.1299 ± 0.0358 t-test, p<10-3; Wilcoxon signed-rank test p<10-3; Fig. 
3B). The source of decorrelation can’t be ascribed to response strength differences across 
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conditions 32 since we found no systematic relationship between changes in geometric firing 
rates and changes in correlations (Fig. S1A-C). Furthermore, the decorrelation effect was mostly 
observed in pairs exhibiting positive correlations during PA (Fig. 3C) and was also reflected in 
the reduced number of pairs exhibiting significant (t-test, p<0.05) correlations during BFS (n pairs 
= 34 vs. n pairs = 55 in PA) (Fig. S1D).  
The decorrelation during BFS was strongly asymmetric since we found no change in 
correlations between perceptual suppression and physical absence of the preferred stimulus in 
BFS and PA, respectively (Fig. 3D). Specifically, correlations were identical during perception 
of the non-preferred stimulus in PA and BFS (mean rsc PAnonpref = 0.0684 ± 0.0148; t-test, p<10-5; 
mean rsc BFSnonpref = 0.0648 ± 0.014; t-test, p<10-5; Wilcoxon signed-rank test p > 0.9). Although 
the same was true for pairs exhibiting stronger selectivity (SPI > 0.2) correlations during 
perceptual suppression were also not different from zero (PAnonpref = 0.059 ± 0.0269; t-test, 
p=0.0469 vs. mean rsc BFSnonpref = 0.0519 ± 0.0304; t-test, p=0.101; Wilcoxon signed-rank test p > 
0.9). This asymmetry in decorrelated firing and a trend towards stronger decorrelation during 
BFS for populations with stronger stimulus selectivity was robustly observed in the LPFC of all 
3 macaques (Fig. S2). 
The reduction of intrinsic noise was a network-specific effect since we found no 
difference between PA and BFS in individual variability across the population exhibiting 
decorrelated discharges (mean F PApref = 3.155 ± 0.13 vs. mean F BFSpref = 3.118 ± 0.13; Wilcoxon 
signed-rank test p >0.6; Fig. 3E). Similarly, individual firing variability was identical during 
physical removal of the preferred stimulus and perceptual suppression (mean F PAnonpref = 2.63 ± 
0.1 vs. mean F BFSnonpref = 2.67 ± 0.1; Wilcoxon signed-rank test p >0.6; Fig. 3F). The same 
results were found for pairs with stronger selectivity (SPI >0.2) where individual variability was 
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identical between monocular perception and subjective perceptual dominance of a preferred 
stimulus (mean F PApref = 2.817 ± 0.25, mean F BFSpref = 2.921 ± 0.32; Wilcoxon signed-rank test 
p >0.8; Fig. 3E). Similarly, for these strongly selective pairs no difference was found in the mean 
Fano factor between physical removal and perceptual suppression of the preferred stimulus 
(mean F PAnonpref = 2.03 ± 0.12, mean F BFSnonpref = 2.257 ± 0.16; Wilcoxon signed-rank test p 
>0.3; Fig. 3F). 
 
 
Figure 3 
Stimulus preference strength and second-order statistics in PA and BFS 
(A)  Mean geometric stimulus preference index (SPI) as a function of SPI threshold for pairs 
with similar stimulus preference during PA (blue) and BFS (red). Populations with strong 
selectivity in PA show weaker stimulus preference sensitivity during BFS. 
A B C 
D E F 
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(B) Spike count correlations during monocular stimulation with a preferred stimulus in PA 
(blue) and subjective perceptual dominance of the same stimulus during BFS (red) as a 
function of SPI threshold. The decorrelation during subjective perceptual dominance is 
observed across the whole selective population (black arrow) and becomes stronger for 
pairs with stronger preference (yellow arrow). 
(C) Scatter plot of noise correlations during monocular perception of the preferred stimulus in 
PA (x axis) vs. subjective perception of the same stimulus in BFS (y axis). Black and 
yellow points represent all 253 pairs (black arrows in A and B) while yellow points 
represent the strongly selective population (yellow arrow in A and B). Red dashed line: 
linear regression fit. 
(D)  Spike count correlations during perception of the non-preferred pattern in PA (blue) and 
BFS (red). In contrast to perception of a preferred pattern in (B) no differences were 
observed between PA and BFS. 
(E) Mean Fano factor for PA and BFS during perception of a preferred pattern. In contrast to 
the reduction in correlated variability no differences were found in the individual 
variability for neurons with varying strengths of stimulus preference. 
(F) Same as in E during perception of a non-preferred pattern. Fano factor was reduced 
compared to E but no differences were observed between PA and BFS.   
 
  
Cross-inhibition is not the source of decorrelation during subjective perception 
Decorrelated firing has been associated to a suppression of ongoing fluctuations in excitability 33-
35. However, local cross-inhibition between antagonistic ensembles in BFS could also be a 
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possible source of decorrelation in our experiments, by increasing inhibition 36. To resolve the 
decorrelation mechanism, we considered a biophysically realistic spiking network comprising 
two selective excitatory neural populations, each one encoding one of the visual stimuli, 
exhibiting competition through an inhibitory population 37 (Fig. 4A). To disentangle the effect of 
competition, we considered also the same network without cross-inhibition (Fig. 4B).  
The network with competition, for a set of parameters, accounts for the experimental 
correlations and mean firing rates in PA (Fig. 4C-E). However, simulating BFS with the same 
parameters results in increased correlations for both dominant and suppressed populations, in 
contrast to the observed decorrelation. Calculating the excitatory-inhibitory balance at the 
synapses of neurons we find that this is due to higher excitatory currents, arising from the 
external input to the suppressed population (Fig 4C-D).  
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Figure 4 
Biophysically realistic spiking networks, stimulation protocols and simulations 
A. Network with competition: Two excitatory neuronal populations, E1 and E2, with self- 
excitation (arrows), neuronal adaptation (dashed lines), connected with each other and 
with an inhibitory population, I.  
B. Network without competition: One excitatory population, E1 (or E2), with self- 
excitation (arrows), neuronal adaptation (dashed lines), connected with an inhibitory 
population, I. We draw two such networks, for convenience in the description of the 
simulations and presentation of the results. 
C. Stimulation protocol. Physical Alternation (PA): at time 300 ms stimulus of strength λ 
and variability β is applied to population E1 and at 1300 ms stimulus of same strength 
and variability is applied to population E2. Binocular Flash Suppression (BFS): at time 
300 ms stimulus of strength λ and variability β is applied to population E1 and at 1300 
ms stimulus of strength λ1 and variability β1 is applied to population E1, while stimulus 
of strength λ2 and variability β2 is applied to population E2. Here, connections between 
the excitatory populations E1, E2 are drawn with dotted lines, representing the existence 
of cross inhibition between the excitatory populations (network with competition, Fig. 
4A) or its absence (network without competition, Fig. 4). Colors at the last second 
correspond to the colors used throughout the presentation of the results, for convenience. 
D. Network with cross-inhibition. Correlated variability (Up) and excitatory-inhibitory 
synaptic balance (Down) of the dominant and suppressed neurons in BFS (when there is 
no input strength or noise modulation: β1 = β2 = β and λ1 = λ2 = λ, Fig. 4C).and of the 
same neurons in PA.  
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E. Network with cross-inhibition. Correlated variability (Up) and mean firing rate (Down) 
of the dominant and suppressed neurons in BFS and of the same neurons in PA. Black 
bars are the experimental data.  
F. Correlated variability and mean firing rates as in Fig. 4E, for the network without cross-
inhibitition.  
 
Suppression of input fluctuations decorrelates the perceptually dominant population  
We further examined whether input strength and fluctuations could account for the decorrelated 
activity. For both networks, reducing input strength to the dominant population results in 
decorrelation (Fig. S3A-B). However, stimulus strength is so weak that the mean firing rate of 
the dominant population in BFS is significantly smaller than in PA (data not shown) against the 
empirical observations in LPFC (Fig. S1 and ref. 6). In contrast, suppression of input fluctuations 
to the dominant population in both networks results in decorrelation, while the excitatory-
inhibitory balance does not change (Fig. 5A-B and Fig. S3A-B). A small stimulus decrease, 
though, is needed in order to account for the slightly reduced mean firing rate of the dominant 
population in BFS (Fig. 4E-F). 
How does suppression of input fluctuations leads to decorrelated output?  Fluctuations of 
input to neurons of the same ensemble are the same at each time step. Therefore, the external 
excitatory synaptic currents in pairs of neurons of the same ensemble are correlated across trials 
(Fig. 5B). Suppression of input fluctuations results in a decorrelation of the external currents 
while the rest synaptic current correlations in the network cancel each other (Fig. 5B) providing a 
biophysical mechanism that output (spike count) correlations track input correlations 36. 
Furthermore, suppression of input fluctuations to the dominant neurons reduces the variability of 
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sub-threshold membrane potential fluctuation, while the mean does not change (Fig. 5C-D, Fig. 
S5). Finally, for the same parameters that result in decorrelation the simulated Fano factor and 
distribution of correlations match the experimental results (Fig. 5E Fig. S4, S1D). 
 
 
 
Figure 5 
Network with cross-inhibition. Balance, current correlations, membrane voltage, firing rate and 
fano factor, of each neural ensemble, in each condition 
(A) Excitatory-inhibitory balance at the synapses of the dominant and suppressed neurons in 
PA and of the same neurons in PA.  
(B) Trial by trial synaptic current correlations between pairs of excitatory neurons within the 
same neural ensemble. Correlations Cxx, Cee, Cii are between the external excitatory, 
recurrent excitatory and recurrent inhibitory post-synaptic currents, respectively. Cei, 
Cxe, Cxi, are correlations between recurrent excitatory - inhibitory, external excitatory – 
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recurrent excitatory, external excitatory – recurrent inhibitory post-synaptic currents, 
respectively. C are the sum of all current correlations (C = Cxx + Cee +Cii + 2Cei + 
2Cxe + 2Cxi) and rSC are spike count correlations. Colors correspond to the different 
neural ensembles and conditions, as previously. 
(C)  Standard deviation of the membrane voltage of the dominant and suppressed neurons in 
BFS and of the same neurons in PA. 
(D) Mean membrane voltage of the dominant and suppressed neurons in BFS and of the same 
neurons in PA 
(E) Mean firing rate, standard deviation of the mean firing rate and Fano factor of the 
neurons selective to the image that is presented in PA (blue bars). The Fano factor of the 
dominant neurons in BFS (cyan bars, λ1 < λ2 < λ, β1 > β > β2 in Fig. 4C) is not 
significantly different than the Fano factor of the same neurons in PA, consistent with the 
experimental data.  This is because the mean firing rate of the dominant neurons in BFS 
slightly decreases and so does their variance. Decrease of the stimulus to the dominant 
population (gray bars, λ1 < λ2 < λ, β1 = β2 = β in Fig. 4C) in BFS increases the Fano 
factor of the neurons. Decrease of the input noise to the dominant population (light gray 
bars, λ1 < λ2 < λ, β1 = β > β2 in Fig. 4C) decreases the Fano factor of the neurons. Both 
actions result in keeping the Fano factor of the dominant neurons in BFS similar as in 
PA. Black bars correspond to BFS when λ1 < λ2 = λ, β1 = β2 = β (Fig. 4C). Error bars are 
deviations of the mean values calculated from 100 sets of 100 trials, where at each set 
randomly selected neurons from each ensemble were considered.  
(F) Mean firing rate, standard deviation of the mean firing rate and Fano factor of the 
neurons selective to the opposite image than the one presented in PA (red bars). The Fano 
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factor of the suppressed neurons in BFS (light red bars, λ1 < λ2 < λ, β0 > β1 > β > β2 in 
Fig. 4C, where β0 is the background input noise in the absence of external stimulus) is not 
significantly different than the Fano factor of the same neurons in PA, consistent with the 
experimental data. This is because the mean firing rate of the suppressed neurons slightly 
increases and so does their variance. The input to the suppressed population, λ1, in BFS 
(black bars, λ1 < λ2 = λ, β1 = β0 > β2 = β in Fig. 4C) decreases their Fano factor compared 
to PA. For smaller input noise (gray bars, λ1 < λ2 = λ and β0 > β1 > β2 = β in Fig. 4C) the 
fano factor is even smaller. By increasing, though, the noise of the input rate (light gray 
bars λ1 < λ2 = λ and β0 > β1 = β2 = β in Fig. 4C), the Fano factor of the suppressed 
neurons in BFS increases and approaches the value of their Fano factor in PA. Error bars 
are deviations of the mean values calculated from 100 sets of 100 trials, where at each set 
randomly selected neurons from each ensemble where considered). 
 
Reduction of input strength maintains correlations in the perceptually suppressed 
population  
During stimulation with a non-preferred pattern in PA, neurons receive only background input 
with variability higher than the total input variability that neurons selective to the presented 
pattern receive 38. In addition, since there is no external input to neurons selective to the opposite 
image, than the one presented, they are inhibitory dominated (Fig. 5A). Therefore, despite their 
higher external current correlations compared to correlations of the neurons selective to the 
presented image, spike count correlations are smaller (Fig. 5B). 
Simulating BFS with the same parameters, the correlated variability of the suppressed 
neurons is higher than the correlated variability of the same neurons in PA (Figs. 4D, S3C-D). 
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Suppression of input fluctuation to these neurons would lead to decrease of their spike count 
correlation, as discussed previously, but the received input strength would lead to a higher mean 
firing rate than what is experimentally observed. Their spike count correlations are maintained at 
the same level as in PA, mainly due to input strength decrease (Fig. S3C-4D), so that both their 
spike count correlation and mean firing rate are replicated by the networks. In addition, slight 
input noise increase, is also needed to account for the empirically observed maintenance of their 
Fano factor (Fig. 5F). Input noise increase, also, increases noise correlation, and therefore lower 
input strength to these neurons is needed in order to account for the empirical noise-correlation 
and mean firing rate in PA (Figs. 4F, S3C-D). The latter is more apparent in the network without 
competition (Fig. S3D). In these conditions, their mean voltage approaches the threshold 35 (Figs. 
5D, S6), but its standard deviation decreases (Fig. 5C), compared to PA, corresponding to the 
maintenance of the noise-correlations in both PA and BFS.   
 
Correlation structure during visual consciousness 
We also measured correlations in 240 pairs belonging to pools with different stimulus 
preference, a condition equivalent to neurons having negative signal correlations. These data 
indicate a direct relationship between functional similarity of neurons and correlations during 
non-subjective perception, similar to other cortical areas 16, 18-19 24, 39 including the prefrontal 
cortex 40. Specifically, in PA functional similarity (within pools) resulted in stronger correlations 
- when correlations for both preferred and non-preferred stimuli were combined - (mean rsc 
PAwithin = 0.0843 ± 0.01, t-test, p = 10-14) compared to pairs of neurons with opposite (across 
pools) stimulus preference (mean rsc PAacross = 0.0048 ± 0.01, t-test, p = 0.637; two-sample ttest p 
= 10-7; Fig. 6A). The magnitude of limited-range correlation structure was reduced during 
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subjective visual perception in BFS (mean rsc BFSwithin = 0.061 ± 0.01 p =10-9 vs. mean rsc BFSacross 
= -0.0006 ± 0.01 p = 0.955, two-sample ttest p = 10-5; Fig. 6A) and almost disappeared for strong 
stimulus preference (SPI > 0.2) (mean rsc BFSwithin  = 0.025 ± 0.03 p =0.26 vs. mean rsc BFSacross = -
0.003 ± 0.01 p = 0.88, two-sample ttest p = 0.3). As described previously, this effect was due to 
an asymmetric decorrelation during subjective perceptual dominance of a preferred stimulus.  
For the set of parameters that both networks replicate the correlations within pools of 
similar stimulus preference, the limited range correlation effects arise naturally, i.e. without 
using it as a constrain (Fig. 6B). However, correlations between neurons with different 
preference are closer to the experimental data in the network with competition (Fig. 6BC) 
suggesting that while cross-inhibition is not effectively relevant for the decorrelation within 
pools it has an effective role on the measured correlations between pools.  
 
 
 
Figure 6  
Structure of correlations  
(A) A strong limited range structure during PA becomes weaker during BFS, mainly due to 
an asymmetric decrease of correlations during perception of the preferred stimulus. 
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(B) The empirical limited-range correlation structure effects emerge in the model with 
competition for the parameters that simulate correlations within pools of neurons. 
(C) The network without competition also reflects a limited range structure. However, 
without inhibition correlations across pools are higher compared to (A). 
 
DISCUSSION 
The direct relationship between the structure of correlated discharges and population coding 10-11, 
13, 15, 27 indicates that a detrimental correlation structure during subjective visual perception could 
cast doubt on the fidelity of conscious representations in association cortical areas 9. To address 
this issue we compared the correlated discharge fluctuations of simultaneously recorded pairs of 
LPFC neurons under conditions of subjective and non-subjective stimulus visibility.  
Similar to other visual cortical areas we found a limited range correlation structure in the 
LPFC during non-subjective perception. It is currently unclear how population coding 
mechanisms cope with such a detrimental correlation structure during non-subjective perception. 
However, in non-subjective visibility, discrimination between two simultaneously presented 
stimuli and their corresponding response distributions is unnecessary. This renders correlated 
noise less critical compared to rivaling, subjective, perception. We found that in the latter case 
active decorrelation induces a beneficial cortical state where efficient coding of conscious 
content could be achieved by averaging neuronal discharges with small or no constraints posed 
by intrinsic noise.  
What is the source of decorrelation? In theoretical models of perceptual bistability, each 
stable percept is conceived as a stable attractor state, emerging due to cross-inhibition between 
antagonistic ensembles 36, 41-44. Cross inhibition could decrease correlations by increasing 
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inhibition 36.  However, our findings suggest that cross-inhibition is not the source of 
decorrelation during visual consciousness in the LPFC. Rather, decorrelation seems to be a 
consequence of the active asymmetric suppression of input fluctuations. In addition, the 
maintenance of correlations during perceptual suppression in BFS, is due to the smaller iput 
strength to the suppressed neurons. It has been shown that despite the presence of shared inputs 
noise correlations are small in recurrent networks, in asynchronous state, due to negative 
correlations in synaptic currents 36. This is the case also here (Fig. 6B), and therefore noise 
correlations in both neural ensembles and conditions are small. However, we are interested in the 
differences in correlations between two selective populations and between two different 
stimulation protocols (PA, BFS). The driving force of the decorrelation is the asymmetric 
suppression of input correlations due to shared input fluctuations originally induced by adding a 
gaussian process over the poisson generation of spikes. This resembles recent studies showing 
that input fluctuations are responsible for noise correlations 33-34. We additionally show that this 
is the case whether neural ensembles compete with each other via inhibition or when they are not 
competing, when inhibition is strong enough.  
What is the relevance of our findings for the physiological mechanism underlying the 
emergence of conscious perception during spontaneous perceptual transitions? In theoretical, 
models transitions between two attractors-percepts have been ascribed to a fine tuning of spiking 
adaptation and noise with adaptation having a modulatory role and noise being the driving force 
of alternations 36, 41-44. Our results suggest weak correlated noise - that is not different from zero 
assuming sparse coding - during subjective perception. Although our paradigm didn’t allow us to 
study correlations during spontaneous perceptual transitions, simulations indeed show that 
rivalry transitions can’t be induced in a low correlation regime and an increase in correlated 
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variability could lead to a detrimental state for flash suppression (Fig. 7). Specifically, the level 
of competition for which the network replicates the experimental data does not lead to perceptual 
alternations when BR is followed by BFS (Fig. 7A) suggesting that decorrelated activity 
promotes the stability of perception. Furthermore, for strongly correlated states discharge rates of 
dominant and suppressed populations are different form the observed patters (Fig. 7B), 
indicating that a decorrelated state is functionally significant for perceptual stability. We should 
note that this could be due to the specific choice of parameters. Nevertheless, we derived 
analytical equations for the second order statistics (Supplementary) and explored all possibilities. 
We find that even when alternations are observed, mean activity in BFS is different than in PA 
(Fig. S6-7) in contrast to the empirical data. 
 
 
Figure 7 
BFS followed by BR and non-detrimental noise correlations 
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(A) Mean firing rates of the dominant and suppressed neurons in BFS followed by BR, 
employing the network with competition (Up) and the network without competition 
(Down). Parameters are the ones for which the networks replicate the experimental noise-
correlaitons.  
(B)  Left: Correlated variability of the E1 (down) and E2 (up) neural ensembles as a function 
of input strength, when input noise is same as in PA (λ1, λ2, β1 = β2 = β, Fig. 4C). Right: 
Mean firing rates of both neural ensembles for different sets of λ1, λ2, indicated by the 
arrows.  
 
Furthermore, a decorrelated cortical state is functionally significant for perceptual 
stability from a theoretical point of view. This is because strong limited range correlations could 
theoretically constrain the information content and therefore the capacity for stimulus 
discrimination during rivalry. Therefore, the observation of a decorrelated state during stable 
perception leads to the testable hypothesis that stronger limited range correlations might be 
involved in perceptual transitions. Such strong correlations within the competing pools could 
reflect a common fluctuation component, for example a common process reflected in low-
frequency fluctuations that were recently shown to result in increased correlations 33-34. Such a 
scenario could be associated to the potential involvement of global, non-specific fluctuations 45-
46, in conscious perception. For example, a role for the low-frequency component of LFPs 
(named the slow cortical potential or SCP) in consciousness was suggested recently 47 but also 
disputed due to the non-specificity of low frequency cortical signals 48. Our results may indicate 
that a non-specific fluctuation like the SCP could indeed be the driving force of perceptual 
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reorganization by increasing correlations in competing populations and therefore decreasing the 
information content of rivaling pools. 
Interestingly, our finding of decorrelated activity during visual consciousness resembles a 
similar decorrelation during attention 22-23. Although visual consciousness and attention can be 
dissociated 49 a common mechanism has been suggested to underlie the selection of a unique 
visual attribute and the suppression of competing information 50. Active decorrelation of 
interneuronal discharges might thus reflect a canonical computational process in the cortex that 
effectively gives rise to selection processes in both consciousness and attention by suppressing 
internal noise under conditions of visual competition 51. We should note however that while 
attention appears to result in homogeneous decorrelation 22-23 the decorrelation observed during 
visual consciousness was strongly asymmetric affecting mainly neurons with similar tuning 
during perceptual dominance but not suppression.  
A better understanding of the functional connectivity dynamics during visual 
consciousness will require future studies to determine whether active suppression of correlated 
noise is also observed in early cortical areas where population activity is less representative of 
subjective perception or it is a phenomenon uniquely observed in association areas where the 
averaged population activity reflects reliably the content of consciousness.  
 
METHODS 
Electrophysiological recordings 
We recorded from three adult rhesus monkeys (macaca mulatta) weighing between 9 and 17 kg. 
The cranial head post, scleral eye coil and recording chamber, were implanted under general 
anesthesia using aseptic and sterile conditions. Briefly, after the subcutaneous injection of 
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Robinul (0.01 mg/kg) and Ketavet (15 mg/kg), we injected intravenously the analgesic Fentanyl 
(0.003 mg/kg), the barbiturate anesthetic Trapanal (5 mg/kg) and the paralytic Lysthenon (3 
mg/kg). Throughout the duration of the surgery we used balanced anesthesia consisting of 1.3% 
Isoflurane. The recording chambers (18mm in diameter) were centered stereotaxically above the 
prefrontal cortex based on high-resolution MR anatomical images collected in a vertical 4.7 T 
scanner with a 40-cm-diameter bore (Biospec 47/40c; Bruker Medical, Ettlingen, Germany). 
 In our recordings we used custom-made tetrodes made from Nichrome wire and 
electroplated with gold to decrease the impedances below 1MΩ. The recorded signal was 
sampled at 32 kHz, digitized at 32 Hz (12 bits) and stored using the Cheetah data acquisition 
system (Neuralynx, Tucson, AZ). Multiunit activity was defined as the events detected in the 
high pass filtered signal (600-6000Hz) that exceeded a predefined threshold (typically 20-30 µV) 
on any tetrode channel. Single units were identified by employing a spike sorting method using 
as features the first three principal components of the recorded waveforms (previously described 
in refs. 31, 38). Eye movements were monitored on-line using implanted eye coils for D98 and 
F03 and a high-speed infrared camera for F06. Visual stimuli were displayed using a dedicated 
graphics workstation (TDZ 2000; Intergraph Systems, Huntsville, AL) with a resolution of 1,280 
x 1,024 and a 60 Hz refresh rate, running an OpenGL-based stimulation program. All procedures 
were approved by the local authorities (Regierungspräsidium Tuebingen) and were in full 
compliance with the guidelines of the European Community (EUVD 86/609/EEC) for the care 
and use of laboratory animals. 
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Estimation of neuronal stimulus preference and assignment to different pools 
We assigned simultaneously recorded pairs of neurons in two different pools depending on the 
stimulus preference index (SPI) of the recorded units. The first pool comprised pairs of neurons 
where both units had a similar stimulus preference during both PA and BFS and we tracked the 
second order statistics of this population during a) monocular perception of the preferred 
stimulus in PA, b) monocular perception of the non-preferred stimulus during the physical 
absence of the preferred pattern in PA, c) subjective perceptual dominance of the preferred 
stimulus in BFS and d) perception of the non-preferred stimulus inducing perceptual suppression 
of the preferred one in BFS. The second pool comprised pairs of neurons where the two units had 
opposite stimulus preference during PA and maintained this opposite preference during BFS and 
compared their statistics during PA and BFS to examine the effect of visual competition on the 
functional connectivity of rivaling pools. 
We computed the SPI for every recorded neuron during PA and BFS as following: 
                                𝑆𝑆𝑆 = 𝑥𝑠𝑠𝑎   − 𝑥𝑠𝑠𝑏
𝑥𝑠𝑠𝑎   +  𝑥𝑠𝑠𝑏                Εq. (1) 
where 𝑥𝑠𝑠𝑎   and  𝑥𝑠𝑠𝑏    are the averaged spike counts (sc) across trials during t = 1301-2300ms 
for stimuli a (face) and b (polar checkerboard), respectively. The range of neuronal SPI values is 
between -1 to 1, indicating a preference for stimulus a when positive or a preference for stimulus 
b when negative. Only simultaneously recorded pairs comprising neurons i and j with an SPI in 
the same direction during both PA and BFS (i.e. either SPI > 0 or SPI < 0, for both neurons and 
in both conditions) were included in the first pool, consisting the population encoding the content 
of subjective perception in BFS. For these neurons an absolute SPI value was used for further 
analysis (Figure 3). Simultaneously recorded pairs comprising neurons with opposite preference 
(e.g. neuron i – preference for stimulus a, neuron j – preference for stimulus b or vice versa) in 
29 
 
the same direction in both PA and BFS were included in the database of neurons from opposite 
pools. Finally, a pair was discarded from further analysis when at least one of its neurons had a 
positive SPI in PA and a negative one in BFS, or vice versa, indicating instabilities in the 
stimulus preference across the experimental conditions.  
 When necessary, in order to obtain the combined discharge response of each neuronal 
pair comprising units i and j we estimated the geometric spike count rate (𝑔𝑔𝑔 𝑥 𝑠𝑠  ) for each trial 
k and each condition separately by computing the square root of the spike count product as 
following: 
 𝑔𝑔𝑔 𝑥 𝑠𝑠𝑘 = �𝑠𝑠𝑘𝑖  𝑠𝑠𝑘𝑗                Eq. (2) 
and then averaged across trials. 
 
Second-order statistics of neuronal populations 
We computed the pair wise spike count correlation coefficient ( 𝑟sc ) during t =1301-2300ms 
similar to ref. 28. Specifically, for each pair of simultaneously recorded neurons comprising units 
i and j and for each of the four conditions - depicted in Figure 1 - separately, we first normalized 
the total number of spike counts across all trials by converting them into z-scores and then for 
each pair we computed the Pearson correlation coefficient for the two vectors 𝑧𝑖 and 𝑧𝑗 as 
following: 
        𝑟sc = 𝐸�𝑧𝑖𝑧𝑗�−𝐸𝑧𝑖𝐸𝑧𝑗𝜎𝑧𝑖  𝜎𝑧𝑗           Εq. (3) 
Where E is the expected value and σ is the standard deviation across all trials for a specific 
condition. Since after normalization of responses 𝐸𝑧𝑖 = 𝐸𝑧𝑗  = 0 and 𝜎𝑧𝑖 = 𝜎𝑧𝑗 = 1   Εq. (3) can be 
written as: 
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                             𝑟sc = 𝐸�𝑧𝑖𝑧𝑗�                  Eq. (4) 
 In order to avoid contamination of results from outlier values, we discarded from the 
analysis pairs with rsc values greater than 3 standard deviations from the mean of each 
distribution. However, this data manipulation didn't alter the differences between the conditions 
since they remained significantly different. 
 For each neuron and for each condition separately we also estimated the individual 
variability across trials during t = 1301-2300 by computing the Fano factor (F) as following: 
𝐹 = 𝜎𝑠𝑠2
𝑥𝑠𝑠     Eq. (5) 
where 𝜎𝑠𝑠2  is the variance and 𝑥𝑠𝑠    the average spike count rate across all trials for each 
condition. 
 
Simulations 
We considered two biophysically realistic networks, with different architectures. One 
network is consisted of three neuronal populations (two excitatory and one inhibitory) and the 
other network is consisted of two neuronal populations (one excitatory and one inhibitory). The 
first network is characterized by cross-inhibition, and hence competition, between the two 
excitatory neuronal populations. It is an attractor based model, employed for working memory 52, 
decision making 53, and perceptual bistability 37. One of the excitatory neuronal populations is 
consisted of neurons selective to one of the images in PA and BFS, e.g. the face image, and the 
other excitatory neuronal population is consisted of neurons selective to the other image in PA 
and BFS, i.e. the polar image. There is all to all connectivity and all neurons are modeled as 
leaky integrate-and-fire neurons. The second network is similar to the first one, with the 
difference that there is not cross-inhibition, and hence competition, since there is only one 
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excitatory neuronal population. The parameters in both networks are the same for the sake of 
comparison. 
We follow the same protocols as in the experiment in order to simulate PA and BFS. In 
addition, we compute the trial by trial spike count correlations of the simulated neurons the same 
way as it is computed for the real neurons. Details of the networks, stimulation protocols and 
analyses can be found in Supplemental Information. 
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SUPPLEMENTAL INFORMATION 
 
1. SUPPLEMENTAL DATA 
 
 
 
Figure S1 
Mean geometric firing rate and distribution of correlations 
(A) Mean geometric firing rate as a function of SPI threshold during perception of a 
preferred stimulus. Identical geometric firing rates were observed during monocular 
stimulation with the preferred pattern in PA (blue) and subjective perceptual dominance 
of the same pattern in BFS (red).  
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(B) Mean geometric firing rate as a function of SPI threshold during perception of a non-
preferred stimulus. Identical geometric firing rates were observed during monocular 
stimulation with the non-preferred pattern in PA (blue) and subjective perceptual 
dominance of the same pattern in BFS (red).  
(C) Relationship between differences in geometric firing rate and decorrelation index 
(rscPApref- . rscBFSpref) during perception of the preferred pattern in PA and BFS. There 
was no direct relationship (r=0.056, p=0.38, red line – regression fit) between these two 
measures suggesting that decorrelation is not associated to the strength of discharge 
response. 
(D) Histograms depicting the distribution of correlations for pairs during perception of the 
preferred stimulus in PA (blue) and BFS (red). Significant (p<0.05) pairs are colored in 
black. During BFS less pairs were significantly correlated and the distribution of 
correlations was less positively skewed than in PA. 
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Figure S2  
Noise correlations during PA and BFS in the LPFC of three macaques 
(A) Spike count correlations during monocular stimulation with a preferred stimulus in PA 
(blue) and subjective perceptual dominance of the same stimulus during BFS (red) in 
the LPFC of monkey D98. The decorrelation during subjective perceptual dominance 
was statistically significant for SPI>0.1 (black arrow, rscPApref = 0.136 ± 0.039 t-test, 
p<10-3 vs. rscBFSpref = 0.06 ± 0.026 t-test, p = 0.026; Wilcoxon signed rank test, 
p=0.038) 
(B) Spike count correlations during monocular stimulation with a preferred stimulus in PA 
(blue) and subjective perceptual dominance of the same stimulus during BFS (red) in 
the LPFC of monkey F03. The decorrelation during subjective perceptual dominance 
was statistically significant for SPI>0.1 (black arrow, rscPApref = 0.129 ± 0.025 t-test, 
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p<10-5 vs.rscBFSpref = 0.055 ± 0.024 t-test, p = 0.028; Wilcoxon signed rank test, 
p=0.0196) 
(C) Spike count correlations during monocular stimulation with a preferred stimulus in PA 
(blue) and subjective perceptual dominance of the same stimulus during BFS (red) in 
the LPFC of monkey F06. The decorrelation during subjective perceptual dominance 
was statistically significant for SPI>0.1 (black arrow, rscPApref = 0.059 ± 0.047 t-test, 
p=0.22 vs.rscBFSpref = - 0.039 ± 0.047 t-test, p = 0.041; Wilcoxon signed rank test, 
p=0.038) 
(D) Spike count correlations during monocular stimulation with a non-preferred stimulus in 
PA (blue) and subjective perceptual dominance of the same stimulus during BFS (red) 
in the LPFC of monkey D98. No significant differences were observed. 
(E) Spike count correlations during monocular stimulation with a non-preferred stimulus in 
PA (blue) and subjective perceptual dominance of the same stimulus during BFS (red) 
in the LPFC of monkey F03. No significant differences were observed. 
(F) Spike count correlations during monocular stimulation with a non-preferred stimulus in 
PA (blue) and subjective perceptual dominance of the same stimulus during BFS (red) 
in the LPFC of monkey F06. Despite a decrease during BFS differences were not 
statistically significant in any point. 
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Figure S3 
Noise correlations and synaptic balances 
(A)  Network with competition. Up: Stimulation protocol. Middle: Correlated variability 
of the suppressed (red), and dominant neurons (blue) in BFS as a function of the input 
strength to the dominant neurons, when β΄ ≡ β2 = β = 10-4. Light colors correspond to 
smaller input variability, β΄ ≡ β2 = 10-5 < β. Down: Excitatory-inhibitory synaptic 
balance of the dominant and suppressed neurons in BFS for β΄ = β and β´ < β, 
respectively. 
(B) As in A for the network without competition, for β΄ ≡ β2 = β = 10-4 and β΄ ≡ β2 = 5×10-
5 < β. Here we do not plot the correlated variability of the suppressed neurons because 
they are independent from the dominant which receive the input strength and noise 
modulations.  
(C) Network with competition. Up: Stimulation protocol. Middle: Correlated variability 
of the suppressed (red), and dominant neurons (blue) in BFS as a function of the input 
strength to the suppressed neurons when  β΄ ≡ β1 = β = 10-4. Light colors correspond 
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to higher input variability, β΄ ≡ β1 = 1.1×10-4 > β. Down: Excitatory-inhibitory 
synaptic balance of the preferred and non neurons in BFS for β΄ = β and β´ > β, 
respectively. 
(D)  As in C for the network without competition, for β΄ ≡ β1 = β = 10-4 and β΄ ≡ β1 = 
1.5×10-4 > β. Here we do not plot the correlated variability of the dominant neurons 
because they are independent from the suppressed which receive the input strength 
and noise modulations.  
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Figure S4  
Distribution of spike count correlations 
(A)  Network with competition. Histogram of the trial by trial spike count correlations of 
pairs of dominant neurons in BFS (cyan) and of the same neurons in PA (blue). 
(B) Same as in A for the network without competition. 
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Figure S5.  
Distribution of membrane potential 
(A)  Network with competition. Up: Histogram of the membrane potential of one 
suppressed (light red) and one dominant (cyan) neuron in BFS, and of the same 
neurons in PA (red and blue, respectively), during the time interval 1 - 300  ms. 
Middle: Same as Up for the time interval 300 - 1300 ms. down: Same as Up and 
Middle for the time interval 1300 - 2300 ms.   
(B) Stimulation protocols of neural ensembles in PA (red and blue) and BFS (light red 
and cyan) at each time interval (Up: 1 - 300  ms, Middle: 300 - 1300 ms, and Down: 
1300 - 2300 ms). 
(C) Same as in A for the network without competition. 
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Figure S6.  
Analytically derived equations of the second order statistics: Replicating the experimental data 
(A) Network and stimulation protocol. Network of two neural ensembles with self-excitation 
w+ (arrows) and cross inhibition w- (dashed lines ending to circles). Each pool is 
consisted of N neurons selective to the same stimulus. During the first second only one 
pool is stimulated (e.g. red) with input strength λ. During the 2nd second, in PA, neurons 
of the other pool (blue) receive external input λ, while in BFS, neurons of pools receive 
external stimuli, red pool is stimulated by λ1, and blue by λ2. β0, β0´, β´, β, β1, β2 are the 
noises of the background and the corresponding inputs.  
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(B) Network with competition. Up: Correlated variability of the suppressed and dominant 
neurons in BFS (light red and cyan, respectively) and of the same neurons in PA (red and 
blue, respectively), when λ1 = λ2 = λ = 90 Hz and β1 = β2 = β´ = β0´ = 9. Black bars are 
the experimental data. Down: Mean firing activity of the suppressed (light red) and 
dominant (cyan) neurons in BFS followed by BR, keeping the parameters same as in BFS 
when the network replicates the experimental data. 
(C) Network with competition. Up: Correlated variability of the suppressed and dominant 
neurons in BFS (light red and cyan, respectively) and of the same neurons in PA (red and 
blue, respectively), when the network replicates the experimental data (black bars), gAHP 
= 2 nS, λ = 90 Hz, λ1 = 60 Hz, λ2 = 90 Hz and β0´ = β´ = 9, β1 = 11, β2 = 90. Down: Mean 
firing activity of the two neural ensembles for the parameters as in Up. 
(D) As in C for the network without competition. Here, the parameters for which the network 
replicates the experimental data are: gAHP = 22 nS, λ = 90 Hz, λ1 = 49 Hz, λ2 = 90 Hz, and 
β0´ = β´ = 9, β1 = 11, β2 = 90. 
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Figure S7.  
Analytically derived equations of the second order statistics: BFS followed by BR 
(A) Mean firing rate of the two neural ensembles when the system is in the bistability regime 
(for gAHP = 2 nS, λ = 90 Hz, λ1 = 83 and λ2 = 90 Hz). 
(B) Same as A in the bifurcation point which separates the bistability from the oscillatory 
regime (λ1 = 84 Hz). 
(C) Same as A in the oscillatory regime (λ1 = 90 Hz).  
(D) Bifurcation points λ1, λ = λ2, gAHP for which the system in BFS followed by long 
stimulation the system transits to oscillatory regime. Orange points correspond to gAHP = 
18 nS, gray to gAHP = 19 nS, black to gAHP = 20 nS, green to gAHP = 21 nS, purple to gAHP 
=22 nS and yellow to gAHP =23 nS. The λ, gAHP values are taken from the λ - gAHP region 
for which the model replicates the spike count correlations in PA. Circles correspond to 
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the bifurcation points for which the system replicates the experimental data in BFS, 
varying the noise intensities β1, β2. In smaller panels we draw the firing rate of the 
neuronal ensembles in PA (blue, red) and BFS (cyan, magenta) for λ = λ2. Qualitatively 
similar is the behavior for the rest of λ1, λ = λ2, gAHP points. 
 
2. SUPPLEMENTAL EXPERIMENTAL PROCEDURES 
 
Spiking network model composition 
The network with cross-inhibition (Fig. 4A) is an attractor based model, similar to attractor 
networks employed for working memory 52, decision making S1, 53, attention S2, and perceptual 
bistability 37, 44. It is biologically realistic and comprised of three neuronal populations of 
integrate-and-fire neurons, two (E1, E2) consisted of excitatory pyramidal cells and one (I) of 
inhibitory interneurons. It implements cooperation among excitatory neurons that belong to the 
same population, due to recurrent synaptic connectivity, and competition between excitatory 
neurons that belong to different neuronal populations, due to feedback inhibition. The excitatory 
pyramidal cells of one of the populations, e.g. E1, encode the face image, while the excitatory 
pyramidal cells of the other population, E2, encode the polar image. The network without cross-
inhibition (Fig. 4B) is comprised of two populations, one (E1 or E2) consisted of excitatory 
pyramidal cells that are selective to the face (or the polar image) and one (I) consisted of 
inhibitory interneurons.  
In both networks there are NE = 0.8N excitatory neurons and NI = 0.2N inhibitory 
neurons, where N is the total number of neurons (N = 500), consistent with the 
neurophysiological observed proportion of 80% pyramidal cells versus 20% interneurons S3. 
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Each of the two selective pools, in the network with cross-inhibition consists of 0.5NE neurons. 
Neurons belonging to one particular population share the same statistical properties and single-
cell parameters, as well as inputs and connectivity. 
 
Connectivity  
Both networks have same connectivity, for the sake of comparison. There is all-to-all 
connectivity, meaning that each neuron receives NE excitatory and NI inhibitory synaptic 
contacts. The recurrent self-excitation within the selective neural populations, the connection 
strength between the excitatory pools in the network with competition, and the connection 
between excitatory towards inhibitory neurons is w+ = 1 (thin lines, Fig. 4A-B). Inhibitory 
neurons connect to each other and to the excitatory neurons with strength wI = 2 (thick lines, Fig. 
4A-B).  
 
Dynamics of neurons, synapses and channels 
All neurons in the network are modeled as leaky integrate-and-fire neurons. Integrate- and- fire 
(IF) neurons are point-like elements, meaning that the whole neural membrane is taken as 
equipotential. The sub threshold dynamics of the membrane potential of excitatory (E) or 
inhibitory (I) LIF neurons is described by the following dynamics 
                                               (1) 
where  is the resting potential, ,  are 
the membrane capacitance, leak conductance, and membrane time constant for excitatory 
neurons  respectively, and ,  for inhibitory neurons 
( )E,I E,Im m L total
( )C g ( ) ( )dV t V t V I t
dt
= − − +
L 70 mVV = − EmC 0.5 nF= Emg 25 nS= E E Em m mτ C g 20 ms= =
I
mC 0.2 nF=
I
mg 20 nS=
I I I
m m mτ C g 10 ms= =
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respectively. The total synaptic current to each neuron is the sum of excitatory postsynaptic 
currents mediated by AMPA (IAMPA) and NMDA (INMDA) glutamatergic and GABAA (IGABA) 
gabaergic receptors, an external excitatory postsynaptic current mediated by AMPA receptors 
(IAMPA,ext) and a slow Ca2+-activated K+ after-hyperpolarization current (IAHP):  
                                 (2) 
Where 
                                          (3) 
                                             (4) 
                                           (5) 
                                                (6) 
                                         (7) 
                                        (8) 
                                                    (9) 
                                             (10) 
                                                (11) 
total AMPA,ext AMPA NMDA GABA AHP( ) ( ) ( ) ( ) ( ) ( )= + + + +I t I t I t I t I t I t
( )
extC
E,I AMPA,ext
AMPA,ext AMPA,ext E j
j
( ) g ( ) V ( )= − − ∑I t V t S t
AMPA,ext AMPA,ext
j j k
j
kAMPA
( ) ( )
δ( )
τ
= − + −∑
dS t S t
t t
dt
( )
EC
E,I AMPA
AMPA AMPA E j j
j
( ) g ( ) V ( )= − − ∑I t V t w S t
AMPA AMPA
j j k
j
kAMPA
( ) ( )
δ( )
τ
= − + −∑
dS t S t
t t
dt
( ) EE,I CNMDA E NMDA
NMDA j jβ ( )
j
g ( ) V
( ) ( )
1+γ −
−
= − ∑V t
V t
I t w S t
e
( )
NMDA NMDA
j j NMDA
j j
NMDA,decay
( ) ( )
a ( ) 1 ( )
τ
= − + −
dS t S t
x t S t
dt
j j k
j
kNMDA,rise
( ) ( )
δ( )
τ
= − + −∑
dx t x t
t t
dt
( )
IC
E,I GABA
GABA GABA I j
j
( ) g ( ) V ( )= − − ∑I t V t S t
GABA GABA
j j k
j
kGABA
( ) ( )
δ( )
τ
= − + −∑
dS t S t
t t
dt
51 
 
                                                   (12) 
                                                (13) 
, δ(t) is the Dirac delta-function, and  are the synaptic gating variables (fractions 
of open channels), where sums over j are over pre-synaptic neurons, sums over k are over spikes 
emitted by the pre-synaptic neuron j at time , and the sum over  is over spikes of the same 
neuron up to time t. are the dimensionless connection weights (see Connectivity) between and 
within the neuronal populations.  is the reversal potentials for excitatory postsynaptic 
currents and for  inhibitory postsynaptic currents. The peak conductance for 
excitatory synapses are , , , 
, for inhibitory , , , 
, where  is the total number of neurons in the network, and for excitatory or 
inhibitory . The NMDA currents are voltage-dependent, and modulated by 
intracellular magnesium concentration , with parameters  and 
. The rise time of the NMDA mediated synaptic current is , 
while the rise time of AMPA and GABA mediated synaptic currents are neglected for being 
extremely fast (<1ms). The decay time constants are , , and 
. The reversal potential of the potassium channels is .  
When the membrane potential of an excitatory or inhibitory neuron reaches a threshold 
, a spike is emitted and transmitted to other neurons. The membrane potential is 
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d t t t t
dt
= − + −∑
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reset to  after a refractory period,  for excitatory neurons, and 
 for inhibitory neurons. During this period the neuron is unable to produce further 
spikes. In addition, the gating variable , emulating the cytoplasmic  concentration, 
increases by a small amount , and decays exponentially with a time constant 
.  
 
Model input and output 
All excitatory neurons receive background input, through  excitatory connections, 
each one receiving an independent Poisson spike train with rate λext = 3 Hz, and noise β ∙ g(t), 
where g is being drawing, at each time step, from a Gaussian distribution with mean 0 and 
standard deviation 1, and β is the level of noise, so called input noise, or input fluctuations. The 
presentation of an image in the experiment is simulated by additional to the background input 
Poison spike train of rate λ, and total input noise β, to the excitatory neurons. Inhibitory neurons 
in all times and all conditions receive background input, through  excitatory 
connections, each one receiving an independent Poisson spike train with rate λext = 3 Hz and 
noise β = 0. 
 
Physical alternation (PA) stimulation protocol 
The first 300 ms all excitatory neurons receive only background input. The next 1000 ms, 
neurons of one of the selective populations, E1, receive additional external input of rate λand 
total input noise β, while neurons of E2 receive only background input. The last 1000 ms, 
neurons of E2 receive additional external input of rate λand total input noise β, while neurons of 
resetV 55 mV= − Erefτ 2 ms=
I
refτ 1 ms=
Ca 2+Ca
ρ 0.01=
Caτ 2000 ms=
extC 800=
extC 800=
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E1 receive only background input (PA, Fig. 4C). In Summary, the inputs to the selective 
populations, and are given by the following equations: 
                         (14) 
                       (15) 
                       (16) 
Considering two networks without cross-inhibition, one where the excitatory population 
(E1) consists of neurons selective to one of the images, e.g. face image, and excitatory 
population (E2) of the other consists of neurons selective to the other image, i.e. polar image, we 
follow the same stimulation protocol as previously (Equations 14 - 16).  
 
Binocular Flash Suppression (BFS) stimulation protocol 
The first 300 ms all excitatory neurons receive only background input. For the next 1000 ms, 
neurons of one of the selective populations (E1) receive additional external input of rate λand 
noise β. The last 1000 ms, neurons of the same selective population receive additional external 
input of rate  and noise while of the other selective population (E2) receive additional 
external input of rate  and noise  (BFS, Fig. 4C). In Summary, the inputs to the selective 
populations, and are given by the following equations: 
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                     (17)             
                     (18) 
Considering two networks without cross-inhibition, one where the excitatory population 
(E1) consists of neurons selective to one of the images, e.g. face image, and excitatory 
population (E2) of the other consists of neurons selective to the other image, i.e. polar image, we 
follow the same stimulation protocol as previously (Equations 16 - 18).  
 
Parameters for which the networks replicate the experimental data 
Theoretical studies have shown that noise correlations are small in neural networks with 
recurrent S4 weak connection strengths between excitatory neurons S5-S6, strong inhibitory 
feedback 36, S7-S9, heterogeneity in connectivity S7, and depend on the neural activity 32, network 
excitatory-inhibitory balance 36, S8-S9, neural adaptation and synaptic depression S10-S11, network 
state S12-S13, and input 36, S14-S16. In our networks there is homogeneity in connections, but weak 
recurrent connections and strong inhibitory feedback. These properties maintain noise 
correlations at low levels in PA and BFS. In this study we were interested in differences between 
and similarities of the decorrelated variability of neurons in each pool and between conditions. 
the decorrelation of the dominant neurons in BFS. We found that decorrelation of the preferred 
neurons in BFS compared to PA, arise from smaller input fluctuations to the dominant pool. The 
steadiness of the correlated variability of the suppressed neurons, on the other hand, is due to the 
smaller stimulus strength the suppressed neurons receive in BFS.  
The network with cross-inhibition replicates the experimental data in PA and BFS when βext = 
2.5×10-4, λ = 480 Hz, β= 1×10-4, λ1 = 160 Hz, β1 = 1.1×10-4 and λ2 = 460 Hz, β2 = 1×10-5 (Fig. 
E1 ext
E2 ext ext
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t
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4E). The network without cross-inhibition replicates the experimental data in PA and BFS when 
βext = 3.5×10-4, λ = 360 Hz, β= 1×10-4, λ1 = 160 Hz, β1 = 1.5×10-4 and λ2 = 340 Hz,  β2 = 
5.5×10-5 (Fig. 4F). The rest of the parameters are the same in both networks. The only difference 
is the number of the excitatory neurons in each population. The total number of neurons is the 
same in both networks, thus in the network without cross-inhibition the excitatory population is 
double in size (NE1orE2 = 400 neurons) compared with each excitatory population in the network 
with cross-inhibition (NE1,2 = 200 neurons).  
 
Simulations 
The spiking neural model was programmed with C++ programming and for analyzing the 
outputs of the spiking simulations, we used Matlab. All scripts are available from the authors 
upon request. To integrate the system of coupled differential equations that describe the 
dynamics of all cells and synapses we used a 2nd order Runge-Kutta routine with a time step of 
0.02 ms.  
 
Analysis 
Mean firing rate: In Figures 4, 6, the mean firing rate of each neuronal population was calculated 
by dividing the number of spikes emitted in a 50ms window by its number of neurons and by the 
window size. The time window was sliding with a time step of 5 ms. In Figure 5, at each of 100 
trials the spike count is recorded from 200 neurons during the last second of the simulation 
(1300-2300 ms). Its mean and standard deviation is taken over 100 trials for 50 randomly 
selected neurons and then the mean and standard deviation of the mean and of the standard 
deviation is taken over 100 sets of such 100 trials.   
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Fano factor: At every set of 100 trials we calculate the Fano factor of each neuron, of the 50 
randomly selected neurons across the 100 trials and then we average over them. Finally we 
calculated the mean Fano factor and its standard deviation over 100 sets of such 100 trials. 
Spike count correlations: We recorded the spike count of 200 neurons across 100 trials from 
each excitatory neuronal population of the network with cross-inhibition, and 400 neurons across 
100 trials from the excitatory neuronal population of the network without cross-inhibition, in 
each condition (PA, BFS), during the time interval 1300 < t ≤ 2300. In Figures 4, 5 and S3, we 
selected randomly 50 neurons, and after converting their spike counts into z-scores, we 
computed the mean Pearson correlation coefficient for all pairs, as done experimentally, over 
100 trials. We followed the same procedure 100 times and finally computed the mean and 
standard deviation of the mean correlation coefficient. In Figure 5 the mean spike count 
correlations and in Figure S4 their histogram from one such set of 100 trials are drawn.  
Current correlations: For 100 trials from each of 50 neurons from the excitatory selective 
populations, every 1 ms, we recorded the synaptic currents IAMPA,ext, IAMPA, INMDA, and IGABA 
(Eqs. 3,5,7,10). After converting them into z-scores, we computed the mean Pearson correlation 
coefficient for pairs of external excitatory synaptic currents IAMPA,ext (Cxx), of recurrent 
excitatory synaptic currents IAMPA + INMDA (Cee), recurrent inhibitory synaptic currents  IGABA 
(Cii) and all combinations between them (Cei = Cie, Cxe = Cex, and Cxi = Cix) (Fig. 5B). 
Excitatory-inhibitory balance. In each trial, every 1 ms, for each excitatory population, we 
recorded the mean synaptic currents over all its neurons. After summing them, we calculated the 
mean of over the time, where we add 450 pA 52, and finally we averaged over 100 trials, 
 (Fig. 4D and Fig. 5A) Balance = AMPA,extI AMPAI+ NMDAI+ GABA 1300 2300 100trials450 tI ≤ ≤+ +
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Mean and standard deviation of the voltage: At every time step (0.02 ms), during the time 
interval 1300 < t ≤ 2300 ms, we recorded the voltage of 50 neurons from each excitatory 
neuronal population, in each condition. We then calculated the mean voltage and its standard 
deviation, then the mean of them over 100 trials and finally, the mean of them over neurons (Fig. 
5C-D). In Figure S5 the histograms of the membrane potential from one neuron, every 0.02 ms 
time step and from 100 trials, from each neural ensemble and for each condition (PA, BFS) are 
plotted. 
 
Suppression of input fluctuations decorrelates the dominant population during subjective 
perception 
The spike count correlations of the dominant neurons in BFS are smaller compared to the 
correlated variability of the same neurons in PA, because the input noise to the neurons of the 
dominant population in BFS is smaller compared to PA. In Figure S3 we plot the correlated 
variability of the dominant neurons (blue and cyan lines), in BFS, as a function of stimulus 
strength λ, for different noises β΄. In Figure S3A we consider the network with competition and 
in Figure S3B, the network without competition. We plot also the correlated variability of the 
suppressed neurons (red and light red lines) in order to show its dependence on the stimulus 
strength to the dominant population. We do not show the same for the network without 
competition (Fig. S3B), because the two populations are independent.  
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Decrease of input strength maintains correlations in the suppressed population during 
subjective perception 
Both noise and input noise modulations are responsible for the stability of the noise correlation, 
mean firing rate and Fano factor of the suppressed neurons in BFS, compared to PA. In Figure 
S3C we plot the correlated variability of the suppressed neurons (red and red light lines), in BFS, 
as a function of stimulus strength λ, for different noises β΄. In Figure S3C we consider the 
network with competition and in Figure S3C, the network without competition. In Figure S3C 
we plot also the correlated variability of the dominant neurons (blue and cyan lines) in order to 
show its dependence on the stimulus strength to the suppressed population. We do not show the 
same for the network without competition (Fig. S3C), because the two populations are 
independent. 
 
Analytically derived equations for first- and second- order statistics of the neural activity 
We considered a network of two neuronal ensembles; each consisted of N neurons modeled as 
dynamic mean-field based rate models; neural population E1, where neurons are selective to a 
Face image and neural population E2, where neurons are selective to a Polar image. There is all-
to-all connectivity and neurons within each ensemble are connected with self-excitation w+ 
(arrows, Fig. S6A), and between ensembles with cross- inhibition w- (dashed lines ending to 
circles, Fig. S6A). Each neuron is modeled according to a consistent derivation (Equations 19-21 
and ref. 37) from a biophysically realistic network 53 with spike-frequency adapting mechanism 
based on Ca2+-activated K+ hyperpolarizing currents (lines ending to circles, Fig. S6A, where 
 is the level of neural adaptation), where, for simplicity, we don’t consider AMPA synapses. ahpg
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Each neuron receives a background input and an external input which represents the presentation 
of an image during PA and BFS. 
We applied the augmented method of moments S17-S18, in order to derive analytically the equation 
for the correlation across pairs of neurons within each neuronal ensemble. Dynamics of neuron i 
in a given ensemble m, is described by  
                                       (19) 
                                                    (20)                                               
where i = 1, …, N, m = E1, E2, xmkl is the synaptic gating variable (fraction of open channels) of 
the neuron i in the ensemble m and it is analogous to the firing rate. xmli is the the gating variable 
emulating the cytoplasmic Ca2+ concentration in neuron i of the ensemble m. ξi denotes additive 
independent Gaussian white noise source which satisfies < ξi(t) > = 0 and < ξi(t)ξj(t´) > = β
2δ(t – 
t´)δij, where we define β0 as the level of noise. τ = 2 ms, is the decay time constant of AMPA 
mediated synaptic currents and γ = 6.41×10-4. Φ, is the gain function given by 
                                                        (21) 
where c = 310 Hz/nA, d = 125 Hz, g = 0.16 s and the input to neural population i is 
                                          (22) 
where  ,  is the background input,  is the external input and . 
Given the local variables xmpi (p = k, l, m = 1, 2) we define global variables for each assembly m 
as 
                                                           (23) 
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their means, variances and covariances are 
                                        (24) 
                                            (25) 
           
                  
(26) 
where and .  
Assuming that the noise intensity β is small, we express Equation 19 in a Taylor expansion of 
, and Equation 20 of , as 
                (27) 
                     (28) 
where   
                                           (29) 
The differential equations (DEs) for the two first order moments are  
                                          (30) 
where . For :  and for : 
. From equations 27, 30 and 28, 31 we get DEs for  and for 
 as 
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               (31) 
                   (32) 
From Equations 25 and 32, 33 we get DEs for  as 
             (33) 
From Equations 26 and 32, 33 we get DEs for  as 
                 (34) 
Equations 29, 30, 33 and 34 is a system of 29 coupled equations; four equations for means (μm1, 
μm2, μn1, μn2), eight equations for variances (γm11, γm12, γm22, γm21, γn11, γn12, γn22, γn21) and sixteen 
equations for covariances  (ρmm11, ρmm12, ρmm22, ρmm21, ρnn11, ρnn12, ρnn22, ρnn21, ρmn11, ρmn12, ρmn22, 
ρmn21, ρnm11, ρnm12, ρnm22, ρnm21). The correlation variability is calculated as  
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When there is no competition (w- = 0, Fig. 6A) , and the system of equations is consisted of 
eleven equations for each population; two equations for means (μm1, μm2), four equations for 
variances (γm11,  γm12, γm22, γm21) and four equations for covariances  (ρmm11, ρmm12, ρmm22, ρmm21). 
Finally, the correlated variability of the neural activity inside an ensemble, m, is given by 
                                                          (39) 
which is 0 for completely asynchronous state and 1 for completely synchronous S17-S18, S12.  
We solved the system of the DEs with Euler method and time step dt = 0.1 ms. Noise intensities 
β0, β, β0´, β´, β1 and β2 in the followings are integers for simplicity, since results do not change 
when all are multiplied by the same factor.  
Using the augmented method of moments described above, we simulated PA and BFS 
(Fig. S6C-D) and replicated the experimental correlated variability, employing both networks, 
with and without competition. We, hence, conclude that competition is not the driving force for 
the noise-correlation reduction during rivalrous visual stimulations. Instead, the noise-correlation 
reduction is due to stimulus and noise modulation coming from previous stages. Therefore, we 
conclude the same result that we found by employing the biophysically realistic networks.  
More specifically, we first consider the case when there is not cross-inhibition between the two 
neuronal ensembles ( ), i.e. when there is not competition.  We simulated PA for a given 
level of adaptation, gAHP, and stimulus strength, λ, and found the region in the β0΄- β space where 
the correlated variability of both ensembles is similar to the experimental data. Then, for a set of 
noise intensities taken from this region we found the region in the gAHP - λ space where the 
simulated correlated variability of both ensembles is similar to the experimental data. Then, for a 
set of a level of adaptation gAHP and stimulus strength, λ, from this region, and for a given set of 
λ1, λ2, we simulated BFS and found the region in the β1 - β2 space where the simulated correlated 
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1
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variability of both ensembles is similar to the experimental ones. Finally, for a set of β1, β2 from 
this region, we find the region in the λ1 - λ2 space where the simulated correlated variability of 
both ensembles in BFS is similar to the experimental ones. From this region some sets of λ1, λ2 
should be excluded because the firing rate of the ensembles are not similar with the 
experimental, when λ1>λ2 and λ2< 87 Hz. For a set of λ1, λ2 from the final region in the λ1 - λ2 
space, we plot the mean firing rates in PA and BFS and the correlated variabilities together with 
the experimental ones (Fig. S6D). In addition, as expected, when we stimulate both pools for 
longer period of time, no alternations are observed, since there is no competition.  
We follow the same procedure employing the network with competition ( , Figure S6A). 
For the parameters for which we replicate the experimental data, if we stimulated both pools for 
longer period of time we find no alternations, even in the case when there is competition in the 
network (Fig. S6B), as we found with the biophysically realistic spiking network (Fig. 7A). 
Therefore we conclude that competition is not resolved in LPFC, rather neurons in LPFC are 
driven by previous procession stages or top-down activity. 
We find that only with competition, i.e. when λ1 = λ2 = λ and β1 = β2 = β´ = β0´, the experimental 
results in BFS are not satisfied (Fig. 6B), meaning, that competition is not enough in order to 
replicate the experimental data. Manipulating the noise intensities, still it is not possible to 
replicate the experimental data (data not shown). 
We conclude that LPFC is driven by previous processing stages or top-down activity, because of 
the stimulus manipulation needed in order to account for the experimental results, but also 
because, as we show, if we stimulate longer both pools there are no alternations of their firing 
rates. This is expected for the network without competition but it is not trivial for the network 
with competition. In Figure S6C we present the results of one set of λ1, λ2. Nevertheless, higher 
0w− ≠
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λ1 lead to alternations (Figures S7A-C). We calculated the correlated variability of both 
ensembles, in BFS, for different values of λ2, especially near the bifurcation. We find that the 
experimental data are not satisfied in the oscillatory regime. 
Our results come from a given set of gAHP, λ. Therefore, for the sake of robustness, we calculated 
the correlated variability at the bifurcation points for all sets of gAHP, λ that replicate the PA data. 
For these values we then computed the correlated variability as a function of β1, β2, and found if 
and when the model replicates the BFS data. There are some cases when the model with 
competition can replicate the experimental trial by trial spike count correlations in the oscillatory 
regime (circles, Figure S7D). Nevertheless, the firing rate of the dominant population in BFS 
when the model is in the oscillatory regime, is not similar to PA (Figure S7D). As λ1 increases 
the diferrence between the firing rate of the dominant pool in BFS compared to PA is increasing. 
We therefore, conclude that both the spiking and the rate model operate in the non-oscillatory 
regime, in order to replicate the experimental data. 
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A.4 Is the frontal lobe involved in conscious 
perception? 
 
 
 
 
 
 
 
 
 
 
 
“No longer need one spend time attempting to understand the far-
fetched speculation of physicists, nor endure the tedium of philosophers 
perpetually disagreeing with each other. Consciousness is now largely a 
scientific problem.” 
 
Francis Crick, “Visual perception: rivalry and consciousness” 
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When studying the neural mechanisms
underlying conscious perception we
should be careful not to misinterpret evi-
dence, and delineate these mechanisms
from activity which could reflect the pre-
requisites or consequences of conscious
experiences (Aru et al., 2012; De Graaf
et al., 2012). However, at the same time,
we need to be careful not to exclude any
relevant evidence about the phenomenon.
Recently, novel paradigms have
attempted to dissociate activity related to
conscious perception from activity reflect-
ing its prerequisites and consequences. In
particular, one of these studies focused on
resolving the role of frontal lobe in con-
scious perception (Frässle et al., 2014).
Through a clever experimental design that
contrasted blood-oxygen-level-dependent
(BOLD) activity elicited during binocu-
lar rivalry with and without behavioral
reports, Frässle et al. (2014) suggested
that frontal lobe, or a large part of it,
may not be necessary for conscious per-
ception per se. Rather frontal areas are
involved in processing the consequences
of conscious perception like monitoring
the perceptual content in order to elicit
the appropriate report of the subjective
experience. In particular, Frässle et al.
showed that behavioral reports of con-
scious experiences resulted in increased
and more widespread activity of the
frontal lobe compared to a condition
without behavioral reports, where spon-
taneous transitions in the content of
consciousness were estimated through
the objective measures like optokinetic
nystagmus (OKN) and pupil dilation.
The authors of this study concluded that
“frontal areas are associated with active
report and introspection rather than with
rivalry per se.” Therefore, activity in pre-
frontal regions could be considered as a
consequence rather than a direct neural
correlate of conscious experience.
However, a previous study
(Panagiotaropoulos et al., 2012) that
measured directly neural activity in the
macaque lateral prefrontal cortex (LPFC)
using extracellular electrophysiological
recordings could help to narrow down the
role of frontal activity in conscious percep-
tion and exclude the contribution of cog-
nitive or motor consequences in prefrontal
neural activity during visual awareness.
Specifically, the activity of feature selec-
tive neurons in the macaque LFPC was
shown to be modulated in accordance
with the content of subjective perception,
without any confound from motor action
(i.e., behavioral reports). Using binocular
flash suppression (BFS), a paradigm of
robust, externally induced perceptual sup-
pression and without any requirement of
behavioral reports, neurons in the LPFC
were found to increase or decrease their
discharge activity when their preferred
stimulus was perceptually dominant or
suppressed, respectively. Therefore, since
neuronal discharges in the LPFC follow
the content of conscious perception even
without any motor action, the conclusion
of Frässle et al. (2014) about the role of
frontal lobe activity in rivalrous percep-
tion needs to be refined. Prefrontal activity
can indeed reflect the content of conscious
perception under conditions of rivalrous
stimulation and this activity should not
be necessarily considered as the result of a
motor action or self-monitoring required
for active report. Moreover, the results
obtained by Frässle et al. (2014) do not
anatomically preclude the entire prefrontal
cortex from having a role in conscious
perception. Specifically, the BOLD activity
related to rivalry in their experiment is still
present in the right inferior frontal lobe
and right superior frontal lobe (Zaretskaya
and Narinyan, 2014). Further, activation
of dorso- LPFC in conscious perception
of Mooney images was also reported in a
study that explicitly controlled for activity
elicited by motor action (Imamoglu et al.,
2012).
It is true that the BFS-related pre-
frontal activity cannot conclude on a
mechanistic, causal involvement of pre-
frontal activity in driving spontaneous
transitions in conscious perception. This
is because BFS is a paradigm of exter-
nally induced perceptual suppression and
is therefore not directly informative about
the role of recorded activity in sponta-
neous transitions. Therefore, the possibil-
ity remains open that the kind of pre-
frontal activity observed in the macaque
LPFC during BFS is not a causal factor
for conscious perception but rather reflects
some other aspects of monitoring that
are not directly related to motor action.
For example, prefrontal activity could just
reflect a read-out from other areas like
the inferior temporal cortex (Sheinberg
and Logothetis, 1997) that also reliably
reflects the content of conscious percep-
tion. However, if this is the case, it trig-
gers the question why this activity that
closely follows the content of subjective
perception is observed in the LPFC even
in the absence of any behavioral report.
Overall, it motivates further investigation
to understand whether prefrontal activity
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has amechanistic role in conscious percep-
tion or it might underlie some monitoring
functions that are not necessarily bound to
motor action.
Similar to this debate on the role of
LPFC in visual awareness, the last decade
witnessed disagreement on whether
activity in primary visual cortex reflects
subjective perception as monitored with
electrophysiology and fMRI (Leopold
and Logothetis, 1996; Tong, 2003; Maier
et al., 2008; Keliris et al., 2010; Leopold,
2012). Measuring both electrophysiolog-
ical activity and the BOLD signal in the
same macaques engaged in an identical
task of perceptual suppression finally pro-
vided the solution (Maier et al., 2008;
Leopold, 2012). Therefore, in order to
investigate and resolve the role of PFC in
visual perception, one must take a similar
approach that utilizes multiple measure-
ment techniques simultaneously or in the
same animal along with a careful exper-
imental design. The experimental tasks
should not only segregate the effect of
various cognitive processes such as atten-
tion or introspection in comparison to
awareness (Watanabe et al., 2011; Frässle
et al., 2014), but also use an objective cri-
terion to decode the content of conscious
experience (Frässle et al., 2014), therefore
separating perception-related activities
from the subsequent behavioral report.
Such an approach could therefore robustly
delineate the prerequisites and conse-
quences of conscious experience and reveal
the true correlates of conscious perception.
Lastly, although such a multimodal
approach could provide us substan-
tial insights into the activity underlying
the representation of conscious content,
whether or not this activity has a causal
role in mediating perception remains to
be understood. Although a number of
studies indeed point to a causal involve-
ment of prefrontal cortex in conscious
perception (reviewed in Dehaene and
Changeux, 2011), a systematic study which
directly interferes with prefrontal activ-
ity during a task of subjective perception
is currently, to the best of our knowl-
edge, missing. While utilizing objective
criteria as indicators of perceptual tran-
sitions, systematic perturbation of the
PFC (such as cooling, transcranial mag-
netic stimulation, microstimulation, or
optogenetics) and observing concomi-
tant changes in the temporal dynamics
of perceptual transitions could reveal its
causal contribution. Indeed, patients with
frontal lesions are impaired in their ability
to switch from one subjective view of an
ambiguous figure to the other (for exam-
ple see Ricci and Blundo, 1990, but also
see a different case study from Valle-Inclán
and Gallego, 2006).
We would like to conclude that in
formulating our conclusions related to
prerequisites, consequences and true cor-
relates of conscious experiences, we need
to have an integrative view on the available
evidence. Our investigations and con-
clusions about the neural correlates of
consciousness must not only entail better-
designed experiments but also diverse
experimental techniques (e.g., BOLD
fMRI, electrophysiology) that could mea-
sure brain activity on different spatial
and temporal scales (Panagiotaropoulos
et al., 2014). Such a multi-modal approach
holds great promise in refining our current
understanding of conscious processing.
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Accumulating evidence indicates that control mechanisms are not tightly bound to
conscious perception since both conscious and unconscious information can trigger
control processes, probably through the activation of higher-order association areas like
the prefrontal cortex. Studying the modulation of control-related prefrontal signals in
a microscopic, neuronal level during conscious and unconscious neuronal processing,
and under control-free conditions could provide an elementary understanding of these
interactions. Here we performed extracellular electrophysiological recordings in the
macaque lateral prefrontal cortex (LPFC) during monocular physical alternation (PA) and
binocular flash suppression (BFS) and studied the local scale relationship between beta
(15–30Hz) oscillations, a rhythmic signal believed to reflect the current sensory, motor, or
cognitive state (status-quo), and conscious or unconscious neuronal processing. First, we
show that beta oscillations are observed in the LPFC during resting state. Both PA and BFS
had a strong impact on the power of this spontaneous rhythm with the modulation pattern
of beta power being identical across these two conditions. Specifically, both perceptual
dominance and suppression of local neuronal populations in BFS were accompanied
by a transient beta desynchronization followed by beta activity rebound, a pattern also
observed when perception occurred without any underlying visual competition in PA.
These results indicate that under control-free conditions, at least one rhythmic signal
known to reflect control processes in the LPFC (i.e., beta oscillations) is not obstructed
by local neuronal, and accordingly perceptual, suppression, thus being independent from
temporally co-existing conscious and unconscious local neuronal representations. Future
studies could reveal the additive effects of motor or cognitive control demands on
prefrontal beta oscillations during conscious and unconscious processing.
Keywords: beta oscillations, control, prefrontal cortex, consciousness
INTRODUCTION
According to a traditionally held view suggesting that control
functions are bound to consciousness (Norman and Shallice,
1986), it is reasonable to assume that conscious perception of
sensory cues is a prerequisite for their integration into a control
function. However, more recently, there is accumulating evidence
that control of action is functionally distinct from consciousness
since it can be affected by subliminal, unconscious information
processing of masked stimuli. Specifically, control functions like
response inhibition (van Gaal et al., 2008, 2010), task-set prepa-
ration, conflict detection, motivation, and error detection can
be initiated by unconscious stimuli (for a thorough review see
van Gaal and Lamme, 2012; van Gaal et al., 2012). Although
in general, the impact of these subliminal stimuli in control is
rather small compared to conscious signals, the observed effects
suggest that control processes are not strictly conscious but can
be detected across a wide spectrum of conscious and uncon-
scious processing. These observations suggest that control and
consciousness are, to a considerable degree, separable functions
(Hommel, 2007, 2013; van Gaal et al., 2012) and therefore a sim-
ilar dissociation should be expected for their respective neuronal
correlates.
In this context, it was recently examined whether physiologi-
cal signals related to control are observed not only when a visual
stimulus is consciously perceived but also during its visual mask-
ing, a manipulation that renders the stimulus invisible. Indeed,
electroencephalography (EEG) signals associated to inhibitory
control like the N2 event-related potential (ERP) component were
detected for both masked and unmasked stop stimuli, suggesting
that the neural mechanism of inhibitory control can be dissoci-
ated from consciousness (van Gaal et al., 2010). The source of the
N2 ERP component has a frontal origin (van Gaal et al., 2008)
which is in accordance with the activation of inferior frontal gyrus
during unconscious inhibitory control and other control-related
tasks affected by unconscious information as determined by func-
tional magnetic resonance imaging (fMRI) or intracranial EEG
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(Berns et al., 1997; Stephan et al., 2002; Lau and Passingham,
2007; van Gaal et al., 2010).
Another electrophysiological signal strongly associated to con-
trol functions is oscillatory synchronization in the beta fre-
quency range (∼15–40Hz). In particular, beta oscillations in
the somatosensory, motor, and frontal cortices reflect different
aspects of sensory, motor, and cognitive processing and control.
Specifically, processing of visual cues as well as different phases
of a motor sequence have been shown to exert a strong impact
on the power of beta oscillations in the frontal, premotor, motor,
and sensory cortex (for a review see Kilavik et al., 2013). The most
striking effect is an initial beta desynchronization (i.e., decrease in
beta power) following stimulus onset or voluntary motor behav-
ior that is followed by a beta activity rebound during unchanged
stimulus input or steady contractions and holding periods (Sanes
and Donoghue, 1993; Pfurtscheller et al., 1996; Donoghue et al.,
1998; Baker et al., 1999; Gilbertson et al., 2005; Jurkiewicz et al.,
2006; O’Leary and Hatsopoulos, 2006; Baker, 2007; Siegel et al.,
2009; Engel and Fries, 2010; Puig and Miller, 2012; Kilavik et al.,
2013). Although the functional significance of these stereotypi-
cal modulations remains largely elusive, the dominance of beta
band activity during such “no-change,” resting state-like peri-
ods led recently to the suggestion that beta oscillations could
reflect an active process that supports the maintenance of the
current sensory, motor, or cognitive set (Gilbertson et al., 2005;
Pogosyan et al., 2009; Swann et al., 2009; Engel and Fries, 2010).
Interestingly, this hypothesis is supported by clinical observations
showing that the power of beta oscillations is abnormally high
in cortical and subcortical structures of patients suffering from
Parkinson’s disease (PD; Marsden et al., 2001; Brown, 2007; Chen
et al., 2007; Hammond et al., 2007). The accompanying disrup-
tion of motor function and control observed in PD suggests that
pathologically enhanced beta oscillations could mediate reduced
flexibility and a pathological maintenance of the current sensory
and motor state. These results combined with findings directly
involving prefrontal beta activity in cognitive control (Buschman
and Miller, 2007, 2009; Buschman et al., 2012) indicate that
beta oscillations could be related to both basic and higher-order
control processes across sensory, cognitive, and motor domains
(Engel and Fries, 2010).
Despite the wealth of information on the role of beta oscilla-
tions on control it is currently unknown how beta is affected by
conscious or unconscious processing, particularly in cortical areas
like the prefrontal cortex which is heavily involved in control. To
resolve this issue, we examined the temporal dynamics of beta
oscillatory power in the lateral prefrontal cortex (LPFC) during
conscious and unconscious stimulus processing using binocular
flash suppression (BFS), a paradigm of rivalrous visual stimula-
tion that dissociates conscious perception from purely sensory
stimulation, and compared it with the respective dynamics during
monocular physical alternation (PA) of the same visual patterns.
In a previous study, we demonstrated that local spiking activity
in the LPFC correlates with conscious and unconscious process-
ing (Panagiotaropoulos et al., 2012). That is, neuronal discharges
increase when a preferred stimulus is consciously perceived and
decrease when the preferred stimulus is perceptually suppressed.
Here, we examined in detail the modulation of beta oscillations
in these prefrontal sites where locally recorded spiking activity
reflects conscious or unconscious processing.
Our results show that the power modulation of beta oscilla-
tions under control-free conditions follows the same temporal
dynamics during monocular, purely sensory stimulus transitions
(i.e., without any underlying stimulus competition) and percep-
tual transitions involving rivalry that result in the suppression
of a competing stimulus. Therefore, the temporal dynamics of
prefrontal beta oscillatory power following perceptual transitions
appear not to be influenced by the presence of a competing
but perceptually suppressed stimulus. Most interestingly, in pre-
frontal sites where spiking activity followed the perceptual dom-
inance or suppression of a preferred stimulus, beta power was
modulated in a non-specific manner regardless of dominance or
suppression.
These findings indicate that the stimulus-induced modula-
tion of beta oscillatory power in the LPFC under control-free
conditions could reflect a general purpose process, not bound
to neuronal—and therefore perceptual—dominance or suppres-
sion, but rather indicating transitions in visual perception. We
suggest that prefrontal beta oscillations could reflect an elemen-
tary process that represents the maintenance or change in the
current visual sensory state, independent of stimulus awareness.
MATERIALS AND METHODS
ELECTROPHYSIOLOGICAL DATA COLLECTION AND STIMULUS
PRESENTATION
The cranial headpost, scleral eye coil, and recording chambers
were implanted in two monkeys under general anesthesia using
aseptic and sterile conditions. The recording chambers (18mm in
diameter) were centered stereotaxically above the LPFC (covering
mainly the ventrolateral inferior convexity of the LPFC) based on
high-resolution MR anatomical images collected in a vertical 4.7
T scanner with a 40-cm-diameter bore (Biospec 47/40c; Bruker
Medical, Ettlingen, Germany).
We used custom-made tetrodesmade fromNichromewire and
electroplated with gold with impedances below 1M. Local field
potential (LFP) signals were recorded by analog band pass fil-
tering of the raw voltage signal (high-pass at 1Hz and low-pass
at 475Hz) and digitized at 2 kHz (12 bits). Multi-unit spiking
activity (MUA) was defined as the events detected in the high-
pass analog filtered signal (0.6–6 kHz) that exceeded a predefined
threshold (typically, 25µV) on any tetrode channel. The 0.6–
6 kHz recorded signal was sampled at 32 kHz and digitized at
32 kHz (12 bits). The recorded signals were stored using the
Cheetah data acquisition system (Neuralynx, Tucson, AZ, USA).
Eye movements were monitored online and stored for offline
analysis using the QNX-based acquisition system (QNX Software
Systems Ltd.) and Neuralynx. Visual stimuli were displayed using
a dedicated graphics workstation (TDZ 2000; Intergraph Systems,
Huntsville, AL, USA) with a resolution of 1280 × 1024 and
a 60Hz refresh rate, running an OpenGL-based stimulation
program. All procedures were approved by the local authori-
ties (Regierungspräsidium Tübingen, Tübingen, Germany) and
were in full compliance with the guidelines of the European
Community (EUVD 86/609/EEC) for the care and use of labo-
ratory animals.
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BEHAVIORAL TASK AND LFP ANALYSIS
We performed extracellular electrophysiological recordings in the
LPFC of 2 macaque monkeys during (a) monocular PA and
(b) BFS, a well-controlled version of rivalrous visual stimula-
tion that allowed us to induce robust perceptual dominance
and suppression for a duration of 1000ms. Although the task
used in this study had no behavioral conditions in which con-
trol was explicitly examined it nevertheless allowed us to observe
the local cortical interactions between distinct neurophysiological
signals related to control and consciousness, during conditions
that elicited subjective perceptual dominance and suppression.
Specifically, in a previous study we identified LPFC sites where
the summed neuronal discharges and gamma oscillations fol-
lowed the perceptual dominance or suppression of a preferred
stimulus (Panagiotaropoulos et al., 2012). Here we reexamined
the temporal modulation of LFPs from the same recording sites
to determine the influence of conscious perception on oscillatory
activity with a special focus on beta frequency range (15–30Hz),
the frequency band that is involved in the maintenance or disrup-
tion of sensory or motor status quo (Engel and Fries, 2010) and
cognitive control (Buschman et al., 2012).
Before the beginning of each recorded data set, a battery of
visual stimuli was presented, and, based on the MUA response,
a preferred stimulus that could drive local neuronal activity bet-
ter was contrasted to a non-preferred stimulus that induced less
robust responses. Visual stimuli were foveally presented with
a typical size of 2–3◦. In both BFS and PA trials, a fixation
spot (size, 0.2◦; fixation window, ±1◦) was presented for 300ms
(t = 0–300ms), followed by the same visual pattern to one
eye (t = 301–1300ms). In BFS trials (Figures 1C,D “BFS”), 1 s
after stimulus onset, a disparate visual pattern was suddenly
flashed to the corresponding part of the contralateral eye. The
flashed stimulus remained on for 1000ms (t = 1301–2300ms),
robustly suppressing the perception of the contralateraly pre-
sented visual pattern, which was still physically present. In the PA
trials (Figures 1A,B “PA”), the same visual patterns were physi-
cally alternating between the two eyes, resulting in a visual percept
identical to the perceptual condition but this time without any
underlying visual competition. At the end of each trial and after
a brief, stimulus free, fixation period (100–300ms), a drop of
juice was used as a reward for maintaining fixation. The effi-
ciency of BFS to induce perceptual suppression, was tested in
a different monkey that was trained to report PA and BFS by
pulling levers for the two different stimuli used in our record-
ings (Panagiotaropoulos et al., 2012). PA and BFS conditions were
pseudorandomized and allowed us to record from perceptually
dominant and suppressed populations by changing the order of
presentation of the two disparate stimuli (Figure 1). Binocular
stimulation was achieved through the use of a stereoscope.
The baseline preference of MUA activity was determined in
the control, PA trials, where perception of a preferred or a
non-preferred pattern occurred without any underlying stimu-
lus competition (Figures 1A,B). In BFS, a monocularly presented
preferred or non-preferred stimulus was perceptually suppressed
by the presentation (“flash”) of a disparate visual pattern in the
contralateral eye for at least 1000 milliseconds (Wolfe, 1984;
FIGURE 1 | Behavioral task. In (A) monocular stimulation with a
non-preferred pattern is followed by stimulation of the contralateral eye with a
preferred visual stimulus. In (B) the order of visual stimulation is reversed.
These PA conditions allowed us to study neurophysiological responses during
purely sensory stimulation without any underlying competition. In (C) the
non-preferred stimulus is suppressed by the presentation of a preferred
visual pattern while in (D) the preferred pattern is suppressed due to a flash
of the non-preferred. These BFS conditions that introduced visual
competition allowed recordings during perceptual dominance and
suppression of a local population. Therefore, BFS allowed us to study
conscious and unconscious processing of a visual stimulus. Stimulus
preference was determined by comparing the local population discharge
response to the two stimuli used in (A) and (B) between t = 1301–2300ms
(see also Panagiotaropoulos et al., 2012).
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Panagiotaropoulos et al., 2012). By changing the order of visual
stimulus presentation in half of the trials, it was possible to
discern between the perceptual suppression of a preferred and
a non-preferred visual stimulus (Figures 1C,D). A contrastive
analysis that compared neuronal activity during BFS (where
visual rivalry occurred) with the respective activity during PA
(thus without any underlying competition) was used to distill
the consciousness-related neuronal correlates (Panagiotaropoulos
et al., 2012).
In this study we analyzed LFP signals from sites where we
recorded spontaneous, resting-state, activity as well as from local
prefrontal sites that exhibited significant stimulus preference
(Panagiotaropoulos et al., 2012). We binned the long sponta-
neous activity recordings (lasting approximately 10–30min) in
windows of 1000ms duration. The PSD of the raw LFP signals for
long, spontaneous activity recordings (Figure 2), was estimated
using the multitaper method (Thomson, 1982) for narrow fre-
quency bins of 1Hz and for each 1000ms window. This method
uses linear or non-linear combinations of modified periodograms
to estimate the PSD. These periodograms are computed using
a sequence of orthogonal tapers (windows in the frequency
domain) specified from the discrete prolate spheroidal sequences.
For each dataset we averaged the spectra across all time windows.
Time frequency analysis during PA and BFS (Figure 5) was per-
formed by computing a spectrogram of the power spectral density
in each trial using overlapping (94%) 256ms windows and then
averaged across all trials for the same condition. In Figure 6 a
Hilbert transform of the beta band limited signal in each trial was
used to extract the band-limited LFP envelope between 15 and
30Hz. The mean envelope was averaged across trials and across
conditions for each dataset. Digital filters were constructed via the
FIGURE 2 | (A) Power spectrum of resting-state activity in 45 recorded
sites sorted according to the power magnitude at 22Hz. All sites exhibit a
prominent peak (black arrow) in the beta frequency range (approximately
between 15 and 30Hz). (B). Mean power spectrum ± s.e.m during resting
state activity across the 45 recorded sites presented in (A). Note a bump
(black arrow) in the mean power spectrum in the beta range. The peak in
50Hz is due to power line noise.
Parks–McClellan optimal equiripple FIR filter design to obtain
the beta (15–30Hz) band-limited LFP signal. The LFP data pre-
sented here are from the same sites where local spiking activity
was previously found to exhibit significant selectivity during PA
(Panagiotaropoulos et al., 2012).
RESULTS
Initially, we established that beta oscillations reflect a dominant
oscillatory rhythm in the LPFC during resting state. We recorded
long (approximately 10–30min) periods of spontaneous, resting
state activity during which the awake macaques could keep their
eyes open or closed. As depicted in Figure 2, the mean power
spectrum of spontaneous oscillatory activity in all (n = 45) LPFC
recorded sites is characterized by a prominent peak in the beta
frequency range, between 15 and 30Hz. Since such peaks or
bumps in the LFP power spectrum are indicative of dominant,
frequency-specific, intrinsic rhythmic activity, these results show
that beta oscillations represent a dominant resting-state rhythm
in the LPFC.
We analyzed how the power of this spontaneously occurring
prefrontal rhythm is modulated during purely sensory visual
stimulation in PA, in recorded sites where spiking activity showed
a significant preference for one of the two stimuli used in each
dataset. In our previous study (Panagiotaropoulos et al., 2012) we
found that despite significant spiking selectivity the power of low
frequency oscillations averaged over 1 s of visual stimulation in
the same local sites was not selective, showing no stimulus prefer-
ence. However, when we reexamined our LFP data we observed
that high amplitude low frequency oscillations detected in the
broadband LFP signal were consistently modulated across trials,
exhibiting signs of desynchronization (i.e., reduction in power)
and rebound activity during the presence of visual stimulation
(example trials from a typical LPFC recording site are depicted
in Figure 3). We performed a Hilbert transform in the recorded
LFP signal for each trial and extracted the band-limited oscilla-
tions in the beta frequency range (15–30Hz). For all conditions
we observed periods of abrupt desynchronization following both
initial visual stimulation (t = 301–1300ms) or a change in the
visual input (t = 1301–2300ms) that were replaced by a rebound
of oscillatory activity (Figure 4). We captured a qualitative rep-
resentation of beta modulation across conditions by computing
the time-frequency spectrogram for each trial and then aver-
aged across trials for each recording site and finally across sites
for each condition. The averaged spectrograms show that beta
oscillations were dynamically modulated during visual stimula-
tion regardless of the co-existing stimulus preference exhibited by
the averaged spiking activity (Figure 5). Specifically, in PA trials
where visual stimulation started with the presentation of a non-
preferred (by the local spiking activity) pattern that was followed
by a preferred one (Figure 5A), beta oscillations were desyn-
chronized immediately after the initiation of fixation and then
a rebound of synchronous activity was observed until the first,
non-preferred, stimulus was presented (t = 0–300ms). The pre-
sentation of the non-preferred stimulus resulted in a new decrease
in beta power until ∼400ms following the onset of visual stimu-
lation where a rebound in the power of beta oscillatory activity
appeared (t = 301–1300ms). Following a monocular stimulus
alternation (i.e., removal of the first stimulus and stimulation
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FIGURE 3 | Raw LFP traces (1–475Hz) during PA (A,B) and BFS (C,D) for
10 trials from a typical prefrontal recording site. In (A), a non-preferred
stimulus is presented in one eye and after 1 s is removed and a disparate
pattern is presented in the contralateral eye. Using as a criterion the
discharge response of the locally recorded population we determined that the
second stimulus was the “preferred.” In (B) the order of visual stimulation is
reversed and the preferred stimulus is followed by the presentation of the
non-preferred. In (C,D) for BFS the order of stimulation is the same as in
(A,B), respectively. However, in these trials the stimulus presented first is not
removed but remains on and is suppressed by the stimulus presented
between t = 1301–2300ms (dominant stimulus-black, suppressed
stimulus-gray). In both PA and BFS and for all conditions we can observe that
the onset or change of visual stimulation results in a remarkable suppression
of low frequency-high amplitude LFP components that rebound later when
the stimulus remains on. These components are particularly dominant during
the inter-trial period (t = 1301–2300).
of the contralateral eye with a disparate pattern), beta oscilla-
tions were modulated again (t = 1301–2300ms). Specifically, the
presentation of the preferred (as determined by spiking activity)
stimulus in the contralateral eye resulted in a new round of desyn-
chronization followed by beta rebound activity after ∼400ms.
As expected, due to the absence of any obvious selectivity in
beta power, the same pattern of beta power modulation was also
observed in the PA condition when a non-preferred (by the spik-
ing activity) pattern followed the monocular presentation of a
preferred pattern (Figure 5B). The initial desynchronization fol-
lowing the first stimulus presentation and monocular switch was
followed by a beta power rebound. This result demonstrates that
in a local prefrontal level, in sites where spiking activity exhibits
stimulus preference, beta oscillations are dynamically modulated
regardless of stimulus preference when perception occurs without
any underlying visual competition.
However, the PA condition provides no information about the
modulation of beta oscillations when local spiking activity reflects
conscious perception or perceptual suppression. Therefore, we
determined the influence of conscious perception or percep-
tual suppression in beta power modulation during BFS trials
that involved visual competition. As depicted in the averaged
time-frequency plot in Figure 5C, when a preferred stimulus
suppressed the initially presented non preferred visual pattern
(t = 1301–2300ms) the power of beta oscillations showed the
same modulation pattern (initial desynchronization followed by
a beta rebound) as when a preferred stimulus was perceived with-
out competition in PA (Figure 5A). Most interestingly, the same
desynchronization followed by beta activity rebound was also
observed when the local population signaling the preferred stim-
ulus was suppressed by the presence of a non-preferred visual
pattern (Figure 5D). This result indicates that beta oscillations
are visually modulated regardless of the simultaneously recorded
local spiking activity that may be dominant or suppressed. Finally,
in both PA and BFS trials, the inter-trial period, during which
eye movements were free and the animals were allowed to fixate
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FIGURE 4 | Band-limited LFP signal (15–30 HZ) of the raw LFP
signals presented in Figure 3. Beta oscillations are suppressed
for all conditions during visual stimulation without any obvious
relationship to stimulus preference for both PA (A and B) and
BFS (C and D). Beta oscillations are particularly prominent during
the inter-trial period.
FIGURE 5 | Mean (across trials and recorded sites) time-frequency
plot for PA and BFS. Following visual stimulation beta power
exhibits desynchronization (white arrows in A) followed by a
rebound of activity regardless of stimulus preference for both PA
(A and B) and BFS (C and D). The frequency band is between
15 and 30Hz.
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anywhere or have their eyes closed, resulted in the reestablishment
of beta oscillations and high beta power, similar to the activity
detected during long, resting-state activity recordings.
We quantified the effects qualitatively described in the time
frequency plots by plotting the mean envelope of the beta band
(15–30Hz)-filtered signal in PA and BFS. In Figure 6A, visual
stimulation without perceptual competition (PA) initially results
in beta power reduction followed by a rebound of oscillatory
activity regardless of neuronal stimulus preference. Exactly the
same pattern can be observed in Figure 6B for BFS. In this con-
dition that employs visual rivalry between a preferred and a
non-preferred stimulus during t = 1301–2300ms, beta oscilla-
tions recorded when the spiking activity of local neuronal pop-
ulations is suppressed exhibit the same desynchronization and
rebound effect that is observed when the same population is
dominant. During the inter-trial period the power of beta oscil-
lations is significantly higher compared to the period of visual
stimulation.
These results indicate that visual competition (during BFS)
has no effect on the modulation pattern of beta oscillations in
the LPFC observed during purely sensory stimulation (during
PA). Most importantly, based on the absence of any indication of
stimulus selectivity in the power of beta oscillations in sites where
FIGURE 6 | Mean envelope (15–30Hz) across trials and recorded sites
for PA (A) and BFS (B). In PA there is no difference in the modulation of
beta power between a switch from a preferred to a non-preferred (red
curve) and a switch from a non-preferred to a preferred (blue curve) visual
stimulus. Stimulus-induced desynchronization (black arrows) followed by a
beta rebound is observed in both cases. The same pattern is observed
during BFS (B). Note that in BFS from t = 1301–2300 there are no
differences in beta power when the recorded neuronal population as well
as the preferred pattern is dominant (blue) or suppressed (red).
spiking activity is selective during visual rivalry, we can infer that
at least two neurophysiological signals related to consciousness
(local spiking activity) and control (beta oscillations) follow dis-
crete modulation patterns in a local prefrontal level. Even when a
preferred stimulus becomes suppressed during rivalrous stimula-
tion and the local neuronal populations are not responsive, beta
oscillations recorded from the same non-responsive area undergo
the same desynchronization and rebound of activity as when the
local population becomes perceptually dominant. These results
establish a baseline condition for the modulation of beta oscilla-
tions during conscious and unconscious processing that could be
exploited by future studies in which both conscious perception
and control demands are modulated during a task. We show that
a control related signal (i.e., beta oscillations) is non-specifically
modulated by visual stimulation and, most importantly, this
modulation is not influenced by the dominance or suppression
of spiking activity during rivalrous visual stimulation. Therefore,
beta oscillatory power in the LPFC could reflect a general purpose
mechanism that is not related to conscious perception per se but
rather indicates transitions and stability in visual perception.
DISCUSSION
CONTROL AND CONSCIOUSNESS IN THE PFC
Executive or cognitive control functions define a large set
of higher-order mental operations that organize, initiate,
monitor, and act on goal-directed behavior in a flexible man-
ner. Historically, the dependence of these executive oper-
ations on perceptual awareness generated a great deal of
philosophical debate since resolving the details of this intri-
cate relationship could provide significant insights into the
functional role of consciousness and constrain theoretical
concepts of free will (Mayr, 2004; Hommel, 2007). More
recently, experimental investigations revealed that—contrary
to common belief—both elementary and higher order, cog-
nitive, control processes have access to subliminal, uncon-
scious information (Eimer and Schlaghecken, 1998; Eimer,
1999; Lau and Passingham, 2007; van Gaal et al., 2008, 2010,
2012).
It is possible to eavesdrop on some aspects of the relation-
ship between consciousness and control by studying the local
interactions of the respective neuronal correlates in the neo-
cortex. The current body of evidence suggests that part of the
neuronal correlates of both conscious perception (Lumer et al.,
1998; Sterzer and Kleinschmidt, 2007; Gaillard et al., 2009;
Dehaene and Changeux, 2011; Libedinsky and Livingstone, 2011;
Panagiotaropoulos et al., 2012) and cognitive control (Luria,
1969; Goldman-Rakic et al., 1992; Miller, 1999, 2000; White and
Wise, 1999; Miller and Cohen, 2001; Wallis et al., 2001; Tanji
and Hoshi, 2008; Swann et al., 2009; Buschman et al., 2012) are
co-localized in the prefrontal cortex (PFC). However, although
these two parallel streams of research led to significant insights
into the neuronal correlates of conscious perception and execu-
tive functions, the progress was, until recently, to a large extent
independent and as a consequence little is known about the
interactions of these two neuronal representations in the PFC,
at least in the fine spatiotemporal scale offered by extracellu-
lar electrophysiological recordings. For example, an elementary
www.frontiersin.org September 2013 | Volume 4 | Article 603 | 7
Panagiotaropoulos et al. Beta oscillations and consciousness
but not yet addressed issue is to what extent control-related
neurophysiological signals in the PFC, like beta oscillations, are
influenced by the perceptual dominance or suppression of a pre-
ferred stimulus during rivalrous stimulation, under control-free
conditions. Such information could reveal the baseline impact of
conscious processing and perceptual suppression on the state of
intrinsic signals related to control, before control is learned or
applied.
BETA OSCILLATIONS DURING CONSCIOUS AND UNCONSCIOUS
PROCESSING IN THE LPFC
In this study we determined the extent to which the visual,
sensory-induced, modulation of beta (15–30Hz) oscillations
depends on conscious neuronal processing in a local prefrontal
cortical level. Our task didn’t involve any motor or cognitive
control demands and therefore our results are not informa-
tive about the role of beta oscillations on cognitive or motor
control during conscious or unconscious processing. However,
we were able to discern the effect of conscious and uncon-
scious processing as a result of visual competition on beta
oscillations.
The results presented in this study reveal that intrinsically
generated beta oscillations in the LPFC are non-specifically mod-
ulated by visual sensory input in local sites where spiking activity
exhibits preference for stimulus features. The pattern of purely
sensory-induced beta power modulation is characterized by an
initial stimulus-induced desynchronization followed by a beta
rebound, as shown in the PA condition. This desynchronization-
rebound pattern has been reported in the past in the context
of other electrophysiological studies, as a result of visual input
in the prefrontal cortex (Siegel et al., 2009; Puig and Miller,
2012). However, PA or purely sensory input is not adequate to
dissociate the effect of conscious visual perception from sen-
sory stimulation. This was achieved during BFS which allowed
us to elicit visual competition between two stimuli and study
the modulation of beta oscillations in local prefrontal sites dur-
ing periods that a preferred stimulus was perceptually dominant
(thus consciously perceived) or suppressed (i.e., without access
to awareness). Our results show that local processing of con-
sciously perceived or perceptually suppressed information, as
determined by the dominance or suppression of spiking activity
in the BFS condition, is not a limiting factor for the modulation
of beta oscillations by visual input. In particular, beta oscilla-
tory activity recorded from sites where spiking activity becomes
suppressed exhibits the same desynchronization-rebound pat-
tern recorded from the same sites when spiking activity is
dominant.
The absence of any stimulus preference in the power of beta
(15–30Hz) oscillations during monocular PA, in sites where
local spiking activity is selective for one of the two stimuli
used, is not surprising. It is known that even high-frequency,
gamma, LFP’s which are more likely to have a similar tuning to
spikes than beta oscillations don’t exhibit the same robust tun-
ing as spiking activity in the visual cortex (Frien et al., 2000;
Henrie and Shapley, 2005; Liu and Newsome, 2006; Berens et al.,
2008; Panagiotaropoulos et al., 2012). Poor feature selectivity
has been ascribed to different factors, some of them being that
gamma activity is generated by neuronal ensembles larger than
the local neuronal populations contributing to multi-unit activ-
ity recorded from the same electrode. Particularly for the beta
LFP band, the impressive absence of any stimulus selectivity has
been suggested to reflect the dominant influence of diffuse neu-
romodulatory input (Belitski et al., 2008; Magri et al., 2012). It is
therefore likely that the non-specific modulation of beta oscilla-
tions during PA reflects a common source of input in the LPFC.
Most importantly, our findings could suggest that this input is
not affected by visual competition since the magnitude of non-
specific modulation is similar during both PA and BFS. We can
therefore conclude that under baseline, control-free conditions,
the modulation of beta oscillations is independent of conscious
or unconscious stimulus processing in the LPFC.
IMPLICATIONS FOR CONTROL FUNCTIONS AND CONSCIOUSNESS
Although in this study we didn’t use a control task our find-
ings are of importance for future studies that will explicitly
manipulate both consciousness and control functions. We sug-
gest that our results point to a functional independence between
the sensory modulation of oscillatory signals that are employed
by control processes (beta oscillations) and conscious processing
in the prefrontal cortex under baseline, control-free conditions.
Furthermore, it is likely that beta oscillations could reflect an
intrinsic mechanism of elementary control due to the pattern
of modulation observed as a result of sensory input. Apart
from higher-order processes, control functions can apparently
engulf more basic functions that satisfy the criterion of dis-
turbance compensation (Hommel, 2007). Our results suggest
that visual sensory input represents a disturbance to the corti-
cal network interactions responsible for generating the intrinsic
prefrontal beta rhythm. This sensory disturbance results in the
initial desynchronization of beta oscillations as reflected in the
beta power reduction. During that period the network inter-
actions responsible for beta become destabilized and result in
a reduction/desynchronization of beta power but soon con-
trol over this disturbance is achieved by the underlying net-
work as reflected in the rebound of beta activity ∼400ms
following a change in visual input. The similarity of this
effect for PA and BFS, perceptual dominance and suppres-
sion, points to an independence of this elementary mechanism
from the coexisting neuronal networks underlying conscious
perception.
Our findings are also in line with previous studies that detected
physiological signals reflecting control processes during both con-
scious and unconscious information processing, especially in the
prefrontal cortex which appears to have a crucial role in con-
trol functions (Berns et al., 1997; Stephan et al., 2002; Lau and
Passingham, 2007; van Gaal et al., 2008, 2010). The extracellu-
lar electrophysiological recordings in the LPFC used in our study
offered the additional advantage of high spatial resolution com-
pared to fMRI or EEG recordings. The limited spatial resolution
of these methods prevents the detection of local sites involved in
the conscious processing of a particular visual stimulus. However,
this can be achieved using local extracellular electrophysiological
recordings (Logothetis and Schall, 1989; Leopold and Logothetis,
1996; Sheinberg and Logothetis, 1997; Kreiman et al., 2002;
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Gail et al., 2004; Keliris et al., 2010; Panagiotaropoulos et al.,
2012). For the first time, we were able to record control-related
signals (i.e., beta oscillations) from prefrontal sites where spik-
ing activity reflected perceptual dominance or suppression dur-
ing control-free conditions and our findings may support the
conclusions of physiological studies suggesting that control and
consciousness are probably independent, but also overlapping,
functions. Future studies that combine intracortical recordings
of electrophysiological signals during conscious perception or
perceptual suppression and control within the same task could
further elucidate the relationship between these two higher-order
cognitive functions.
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A.6 Sequential neuronal activity in the lateral 
prefrontal cortex during binocular flash 
suppression. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
“Time present and time past 
Are both perhaps present in time future, 
And time future contained in time past. 
If all time is eternally present, 
All time is unredeemable.” 
 
T.S. Eliot, “Four Quartets” 
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ABSTRACT 
Neurons in the lateral prefrontal cortex (LPFC) exhibit a huge diversity of activity 
patterns underlying various cognitive functions ranging from working memory to serial order 
and even visual awareness. In a previous study, we showed that perceptual content is robustly 
represented in the neuronal activity recorded from the LPFC utilizing an ambiguous visual 
stimulation paradigm called the binocular flash suppression. However, we found that only a 
minority of neurons displayed feature selective neuronal responses. In order to characterize any 
other dominant patterns in the neuronal activity, we used the non negative factorization 
procedure to decompose the matrix of peristimulus time histograms of units recorded during the 
task. We identified five dominant patterns whose peak amplitude was distributed across different 
temporal phases of a trial. Moreover, a majority of the units with firing profiles similar to a given 
response pattern did not exhibit significant difference in their responses during the monocular 
and binocular conditions of the task, thus suggesting that their firing was unaffected by 
ambiguous visual input. Interestingly, an assessment of the effective functional connectivity 
across the pairs of neurons with profiles similar to different patterns revealed that such correlated 
variability was highest among units which were temporally coincident. However, we observed 
successive decorrelation as the pairs of units were chosen from temporally separated populations. 
Moreover, this tendency was observed during both monocular and ambiguous stimulation, 
suggesting that such a correlation structure is independent of visual ambiguity. Finally, this 
tendency of decorrelation was present among positive correlations but, surprisingly, the negative 
negative correlations displayed a uniform distribution across the different populations. This 
suggests a computational network principle mediating a representation of sequential patterns of 
activity in the LPFC. 
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INTRODUCTION 
A major role attributed to the lateral prefrontal cortex (LPFC) of the primate is the 
temporal organization of behavior (Rao, Rainer et al. 1997, Fuster 2001, Miller and Cohen 2001, 
Fuster 2008). Such a function entails integration of convergent sensory input (Chavis and Pandya 
1976, Miller and Cohen 2001, Romanski 2012) and its subsequent retention for executing a goal 
directed motor act (Tanji and Hoshi 2008). The organization of cortical connectivity of LPFC 
with posterior association cortices (Barbas and Mesulam 1985, Petrides and Pandya 1999, 
Romanski, Tian et al. 1999, Petrides and Pandya 2002) and higher motor areas (Bates and 
Goldman-Rakic 1993, Lu, Preston et al. 1994, Takada, Nambu et al. 2004) provides the essential 
anatomical substrate to serve this role.  
We have come to ascribe this role to LPFC through a large number of neurophysiological 
studies involving non human primates performing a visuo-motor task.  Vision, being the 
dominant sensory modality among primates has been exploited in many neurophysiological 
investigations aimed at understanding this function of LPFC. First studies aimed at 
understanding the electrical activity in the LPFC found cells responsive to simple as well as 
complex visual stimuli such as faces (Pigarev, Rizzolatti et al. 1979, Rosenkilde, Bauer et al. 
1981). Later studies not only indicated an areal segregation of these neuronal discharges between 
those responding to object identity in the ventrolateral prefrontal cortex (VLPFC) and those 
responding to spatial location in the dorsolateral prefrontal cortex (DLPFC) (Wilson, Scalaidhe 
et al. 1993) (but also see  (Rao, Rainer et al. 1997, Rainer, Asaad et al. 1998) and (Meyer, Qi et 
al. 2011) ), but also identified a localized region wherein, neural activity was highly selective to 
visual face stimuli (SP, Wilson et al. 1997, Scalaidhe, Wilson et al. 1999).  In a recent study, we 
exploited this sensory selectivity in the LPFC in order to understand its role in visual awareness. 
4 
 
By using a task called binocular flash suppression (BFS) (Lansing 1964, Wolfe 1984), which 
allows the successful dissociation of sensory input from phenomenal awareness, it was found 
that a majority of cells (60-90% depending upon the strength of selectivity) that display 
preference to a visual stimulus also respond when the same stimulus is perceived during 
ambiguous stimulation (Panagiotaropoulos, Deco et al. 2012). It was therefore concluded that the 
LPFC robustly represents the current contents in visual awareness. 
Besides the representation of current perceptual contents, the LPFC also participates in 
the execution of context dependent task specific cognitive behavior (Mante, Sussillo et al. 2013). 
The neurons in the region encode in their activity varied signals relevant to the current task; not 
just the sensory input as discussed above but also the cognitive processes responsible for 
successful behavior (Duncan 2001, Miller and Cohen 2001, Tanji and Hoshi 2008). Modulation 
in the responses of neurons in the LPFC has been observed in several different paradigms such as 
those probing the neural correlates of decision making, working memory, temporal sequencing 
of sensory input or motor action, reward expectation to mention a few (Tanji and Hoshi 2008). 
Thus, there is a huge diversity of functional properties related to various psychological processes 
relevant to a task reflected in the neuronal activity recorded in the LPFC.  
Our electrophysiological investigation of this region probing its role in visual perception 
revealed that only about 12 percent of the recorded neurons displayed visual responses which 
significantly differentiated between the visual stimuli used for the study (Panagiotaropoulos, 
Deco et al. 2012). Cognizant of this region’s role in mediating various aspects of behavior, we 
wondered about the existence of any other task related activity, if any among the remaining 
majority of single units. We therefore clustered the peristimulus time histograms of the neurons 
in order to elucidate and understand any other dominant patterns of activity relevant to the task. 
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This led us to characterize the major response profiles present among neurons in the LPFC 
during a simple visual fixation paradigm of BFS. In addition, we investigated the modulation of 
the neurons clustered similar to these patterns during different task conditions. Finally, we 
assessed the effective functional connectivity across the different populations of neurons in order 
to understand the network principles underlying sequential neuronal activity. 
 
MATERIALS AND METHODS 
 
Behavioral Task and Stimulus Presentation 
The task has been described in detail in an earlier publication (Panagiotaropoulos, Deco 
et al. 2012). Briefly, there were two stimulus conditions, namely, physical alternation (PA) and 
flash suppression (FS), which were pseudo randomly interleaved. Each trial in both conditions 
started with the presentation of a fixation spot (foveal presentation, size: 0.2°). 300 milliseconds 
later, a monocular visual stimulus (size: 2°-3°) was presented (overlaid by the fixation spot) for 
1000 milliseconds. In PA trials, 1000 milliseconds after the presentation of the first stimulus, a 
second visual stimulus in the corresponding location of the other eye was presented. During FS 
trials, the disparate visual stimulus was presented without the removal of the first visual stimulus. 
This results in the robust perceptual suppression of the first visual stimulus (Lansing 1964, 
Wolfe 1984, Keliris, Logothetis et al. 2010, Panagiotaropoulos, Deco et al. 2012). Therefore the 
two different trial conditions were identical perceptually but differed in the concomitant sensory 
input during the second half of a trial. The stimulus order and eye (in which the first stimulus 
was presented) was pseudo randomized and balanced across trials in a single dataset. Animals 
were trained to limit their fixation within a fixation window (±1°) for the entire duration of a trial 
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and following successful fixation were given a juice reward. Eye movements were monitored 
throughout the behavioral and electrophysiological recording and stored offline for further 
analysis. All the visual stimuli were presented with the help of a stereoscope and displayed at a 
resolution of 1,280×1,024 on the monitors (running at a 60 Hz refresh rate) using a dedicated 
graphics workstation (TDZ 2000; Integraph Systems, Huntsvilli, AL, USA). Animals sat in an 
animal restraining chair during the behavioral training and electrophysiological recordings.  
 
 
 
Figure 1: Time line of the psychophysical paradigm used for investigation, namely (A) Physical 
Alternation and (B) Binocular Flash Suppression. The percept is shown in (C). Note that 
although the sensory stimulation is different across the two conditions, the percept is the same.  
(Refer to the text for details.) 
 
Electrophysiological Recordings 
Three healthy adult rhesus monkeys (Macaca mullatta), D’98, F’03 and F’06, participated 
in electrophysiological recordings. All experiments were approved by the local authorities 
(Regierungspraesidium) and were in full compliance with the applicable guidelines of the 
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European community (EUVD 86/609/EEC) for the care and use of laboratory animals. The 
cranial headpost and recording chamber were custom designed for each animal based on the high 
resolution MR scans collected using a 4.7 tesla scanner (Biospec 47/40c; Bruker Medical), while 
the animal was under general anesthesia.  The MR scan was also used for localizing the region of 
interest and the chambers were implanted over the LPFC. Implantation of the recording 
procedures was carried out under aseptic conditions as reported previously (Logothetis, Merkle 
et al. 2002). Additionally, a scleral eye coil was also implanted for measuring eye movements.  
Custom made nichrome wire tetrodes (electroplated with gold for reducing impedance) 
were loaded on a custom designed microdrive for recording the neural activity in the LPFC. 
Cheetah data acquisition system (Neuralynx, Tuscon, AZ) was used to acquire, amplify, filter 
and store the signal recorded with the tetrodes. Local field potential (LFP) signal was obtained 
by filtering the raw voltage signal with an analog band pass filter (1- 475 Hz). The signal 
recorded in the 0.6-6 kHz which exceeded a predefined threshold (typically 25 μV) was 
classified as multi-unit activity (MUA). The sampling rate of the signal was 32 kHz and digitized 
(12 bits). Spike sorting for single units was done offline using custom algorithms, which utilized 
the first three principal components of the spike waveforms as features (Tolias, Ecker et al. 
2007). Cluster cutting was performed using Klusters (Lynn Hazan, Buzsáki lab, Rutgers, Newark 
NJ). 
 
NNMF based clustering of Single Unit  
 Neural data was recorded from 1285 neurons. 151 units (~ 12 % of the total), which 
displayed sensory selectivity were removed from this dataset thus leaving a total of 1134 
neurons. We aimed to cluster this neuronal activity with a Non Negative Matrix Factorization 
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(NNMF) method (Paatero and Tapper 1994, Lee and Seung 1999). The data which was input to 
the algorithm was preprocessed in the following way. First, the trial averaged peri stimulus time 
histogram (PSTH) (Time duration - 0 (First stimulus on) to 2000 milliseconds (Stimulus off), 
smoothed using a gaussian kernel of standard deviation - 40 milliseconds) was estimated for each 
single unit recorded.  Next, the four PSTH’s per neuron/site for four different conditions (The 
order of the conditions was as follows, a. Flash Suppression (Polar stimulus first and Face 
stimulus second), b. Physical Alternation (the same order as in a.), c. Flash Suppression (Face 
stimulus first and polar stimulus second) and d. Physical Alternation (the same order as in c.)) 
thus obtained were concatenated one after the other giving in all 1004 (251 per condition) data 
points per neuron. We removed from this matrix, all units with very low spiking activity (leading 
to the removal of units with an average of less than 1.26 spikes per concatenated trial). Finally 
this unit response matrix R with dimensions (1083 (number of units) x 1004) was clustered with 
NNMF in order to ascertain the dominant neuronal response patterns. Since we assume that the 
recorded units can not only exhibit firing patterns encoding a particular aspect of the tasks, but 
could also be a mixture of these patterns, we assume that the unit activity can be described as a 
linear combination of a few typical temporal response components. As a consequence, we 
assume that R can be decomposed as a matrix product: 
 ≈R HW  
where, W is the (K x 1004) matrix gathering the dominant K temporal response patterns 
observed in the data, and H  is a (number of units x K) weight matrix gathering the weights 
associated to the contribution of the K dominant response patterns to each unit response. The 
factorization was initialized by drawing dominant responses at random using coefficients 
uniformly distributed on the unit interval, and the corresponding time contributions were 
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initialized using least square regression. Since the solution of this minimization problem is not 
guaranteed to be non-negative, we then kept only the positive part of each entry to build the 
initialization matrix. The NNMF decomposition was then optimized using the multiplicative 
update algorithm (Sra and Dhillon 2005) and the stability of the solution was enforced using an 
iterative bootstrap approach to find a good initialization of the components. We ran 50 bootstrap 
iterations as follows. Starting from the initialized matrices, we partition the columns of the 
matrix R in two subsets of equal length by random permutation of the columns, the R/2 first 
columns being assigned to the first subset and the rest to the second. 
The NNMF optimization is then run separately on the two matrices built from the 
columns of the respective subsets resulting in two sets of dominant components. Solutions 
should in principle reach similar values assuming the number of samples is large enough and the 
solution of the NNMF being stable for this number of components. However, the two sets of 
components thus obtained might be similar but sorted in a different order. We thus assessed 
similarity by first reordering the components so that they match together. The ordering of the 
components was done by computing the kernel principal component analysis (KPCA) of all 
columns of both the matrices pooled together. Then the components of each sub-matrix were 
reordered according to the value of their projection on the first KPCA component. Once the 
components are reordered, pairs of columns from each matrix are matched together according to 
this order and members of a given pair are compared according to a cosine similarity measure.  
For pairs exceeding the similarity threshold of .5, the corresponding columns were 
retained for the initialization of the next bootstrap iteration, while the remaining columns would 
be simply re-initialized again using random responses as described previously. After 50 
bootstrap iterations, we store the spectral components found in the last 15 iterations. Firstly, the 
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average of these components (across iterations) is used to build the final initialization matrix, and 
the NNMF algorithm is run on the full response matrix R to generate the final solution. 
Secondly, the variance across the last 15 bootstrap iterations is used for quantifying the stability 
of the NNMF solution and is defined as the component variability. More precisely, the 
component variability is the ratio of component variance across the last 15 iterations of the NMF 
algorithm to the component mean square across trials (both quantities being averaged across 
time). 
We determined an optimal number of NNMF components K by running the previous 
procedure in 10 batches of 100 runs each for K varying between 2 and 10, and thereafter 
evaluated for each run and each K, the average across components or component variability ratio 
defined above. We selected the optimal K as the largest number of components achieving a 
median component variability across runs inferior to 5% and for this value of K the NNMF 
solution achieving minimum residual error among all runs, defined as the entry wise sum of 
squares  
( )2 ,
units time samples
u t
u t∈ ∈
∑ ∑ R - HW , 
was selected as the optimal one (Supplementary Figure 1). 
 
Noise Correlation Analysis 
The spike count correlation coefficient (rsc) was calculated for pairs of neurons during the 
time window of visual stimulation (Temporal duration – 2 seconds) as follows. First, we 
normalized the total number of spike counts by converting the spike count of each of the pair of 
neurons (i and j) separately for the four conditions across trials by converting them into z-scores. 
Thereafter, the z-scores across conditions were concatenated to obtain two vectors respectively 
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for the pair of units. Next, the Pearson’s correlation coefficient was computed for the two vectors 
zi and zj using the corr function in matlab. 
It’s known that the magnitude of spike count correlation could be biased because of spike 
sorting errors (Cohen and Kohn 2011).  We therefore performed the noise correlation analysis 
only with pairs of well isolated single units. The single unit isolation quality was judged using a 
method reported previously (Tolias, Ecker et al. 2007) which has been utilized for a reliable 
estimate of noise correlation (Ecker, Berens et al. 2010).  
 
RESULTS 
 
Neuronal responses in the LPFC during BFS 
Electrophysiological activity was recorded from 1285 single units with wire tetrodes in 
the LPFC of three monkeys engaged in the task of BFS. Figure 2 shows response profiles and 
raster plots of example neurons recorded during the task of BFS. The neuronal activity displayed 
different patterns as exemplified by the neurons in Figure 2. These included a ramping up or a 
ramping down nature of activity as well as a more transient neuronal response limited to the first 
or the second half of the trial. Three observations can be made from the nature of the response 
profiles. Firstly, there is an enormous heterogeneity among single unit responses in the LPFC. 
Second, the discharges of these neurons were usually temporally restricted to different and 
specific phases of the trial. Finally, the neuronal response profiles are very similar across the four 
different stimulus conditions (see the methods section for a description of the stimulus 
conditions). 
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Figure 2: Example single unit responses of different neurons recorded during PA (black) and FS 
(orange). Each neurons single trial response is shown using raster plots. Below the raster plots, is 
the peristimulus time histogram of each neuron.  Plotted with solid lines are the neuronal 
responses when checkerboard pattern is presented first followed by the face stimulus. Neuronal 
response when the face is presented first followed by the checkerboard pattern is plotted with 
dotted lines. The  stimulus conditions are also displayed in the uppermost panel. Some cells tend 
to fire in an earlier phase of the trial and some later. Neurons also display a huge heterogeneity in 
their response pattern. 
 
 
Neuronal Response Patterns identified with NNMF 
In order to better identify and differentiate between the diverse patterns of responses 
observed among the recorded single units, an NNMF (Paatero and Tapper 1994, Lee and Seung 
1999) based clustering of neuronal response profiles was performed (see methods for details and 
Supplementary Figure 2). With this method, we identified five dominant components which 
summarized the recorded single units. These components and the respective stimulus conditions 
are displayed in Figure 3. Two of these components exhibited a gradual ramping up or a ramping 
down profile. Another two represented peaks in their amplitude after the first or the second 
presented stimulus. In addition, one component displayed a response pattern, which increased its 
activity towards the expected stimulus switch and then decreased thereafter. Moreover, the 
component profile across the different stimulus conditions was virtually identical, therefore 
signifying the similarity of responses across the various conditions.  
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Figure 3: Dominant components obtained by clustering the single units, with non-negative 
matrix factorization (NNMF) (Refer to text for the details of the clustering procedure). Five 
components were obtained, displaying a transient increase during a specific phase of the trial or a 
monotonous rise or decay pattern. Additionally, a component displayed an increase in amplitude 
around the time, when the stimulus changes from the first to the second one. The lower panel 
displays the stimulus presentation conditions, demarcated by black lines. 
 
Electrical activity of neurons belonging to a single component 
Cosine similarity measure was utilized for comparing each single unit’s activity profiles 
to the patterns obtained after nnmf based factorization. Each unit was thus sorted to one of the 
five patterns judged on the basis of maximum similarity to one of them (cosine similarity 
measure, see method section). The number of units belonging to each component was as follows: 
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component 1 – 356, component 2 – 182, component 3 – 148, component 4 – 181, component 5 - 
216).  Although the individual components displayed a similar pattern across the different 
stimulus conditions (Figure 3), we wanted to assess if the single unit sorted to each component 
displayed any differences in activity during monocular stimulation in comparison to when 
incongruent visual stimuli were presented to the two eyes. Plotting the average single unit 
activity revealed a very similar pattern of activity across the two conditions (Figure 4A). A 
scatter plot of the average firing rates (time period – 1001 milliseconds to 2000 milliseconds) of 
single units belonging to the same cluster is shown in Figure 4B. Most of the units lie on the 
diagonal further exemplifying the similarity in their response across the physical alternation and 
binocular flash suppression condition. Indeed, a majority of units (~89 percent) were not 
selective in either of the two conditions, when their activity was compared during the second half 
of the trial (rank sum test). 
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Figure 4: Single unit population activity. 
(A) Average population activity across all single units belonging to a single component 
shown in Figure 3, during the condition of physical alternation (black) and flash 
suppression (orange). Note that the average activity is similar across the two conditions. 
(B)  Scatter plot of the average firing rate of each single unit in the same cluster during the 
second part of the trial (1001 - 2000 milliseconds). 
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(C)  Percentage of units which fired significantly higher in the physical alternation (black) or 
flash suppression (orange) condition. A majority of the units did not fire significantly 
different in either of the stimulus conditions. 
Sequential single unit activity spans the trial duration 
Having observed that the five components spanned the entire duration of the trial, we 
wanted to characterize and visualize if the individual single unit activity also displayed such a 
sequential nature. Such successive neuronal activity has been typically observed among the 
rodent hippocampal cells signaling time and is known to be distributed across the entire duration 
under observation (Eichenbaum 2014). Since, we had four different stimulus conditions, we first 
averaged the psth of each neuron (N = 1083) across the four different stimulus conditions, to 
obtain one activity profile per unit. The neurons were then sorted according to the latency of the 
peak of this average psth. Figure 5 shows the average psth activity (displayed as normalized 
firing rate) for each neuron according to the new sorting order in the four different conditions. 
The peak of neuronal responses was distributed through the entire duration of the trial signifying 
the sequential nature of the activity. Further, qualitative inspection of the activity revealed that it 
was very similar across the different stimulus conditions.  
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Figure 5: Shown in the four panels is the neuronal activity in the different stimulus conditions 
(shown in the lower panel) sorted according to the latency of the peak amplitude. For 
determining the sorting order, the average PSTH across the four conditions was calculated, peak 
latency for the resultant PSTH was determined and neurons were sorted accordingly.  Neurons 
tend to peak around the same time across the four stimulus conditions. Moreover the peaks are 
distributed across the entire duration of the trial. 
 
Correlation Structure of Neurons 
Since correlated variability between pairs of neurons is thought to reflect direct or 
indirect synaptic connectivity, or a shared common input, it has been utilized as a tool to assess 
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functional connectivity between neuronal populations. We wondered if the population of cells, 
whose activity profiles were similar to the individual patterns demonstrated such a functional 
segregation as judged by their correlated variability. Therefore, we calculated the trial by trial, 
spike count correlation across pairs of simultaneously recorded neurons (N = 538 pairs). The two 
neurons constituting a pair could have a response profile alike either to the same or different 
patterns. Additionally, in order to understand, if temporality played a role in structure of these 
correlations, we sorted the patterns according to their peak latency and sampled the neurons to 
each response profile accordingly. The matrix displayed in Figure 6A depicts the average spike 
count correlations obtained across the various combinations of units belonging to the five 
different clusters. The principal diagonal includes all the neuronal pairs, wherein, the constituent 
units are clustered to the same pattern (this category could be referred to as one with a temporal 
distance (t.d.) of zero, or units clustered to the same component). Consecutive diagonals lateral 
to the main diagonal display correlations, obtained from pairs of units classified to successive, 
temporally separated patterns (t.d. of one, or two and more refers respectively to the first, or the 
second and the rest  of the neighboring diagonals to the main diagonal). Interestingly, the 
correlations tend to be higher along the principal diagonal and decreased in successively lateral 
diagonals. (Histograms of the correlation coefficients obtained are shown in Supplementary 
Figure 3). Specifically, the spike count correlation between pairs of units with similar patterns 
was significantly stronger (mean rsc (temporal distance 0) = 0.1206 ± 0.0194) than when the 
constituent units were from groups which were temporally divergent (mean rsc (t.d. 1) = 0.0716 ± 
0.0140,  mean rsc (t.d. 2 and more) = 0.0205 ± 0.0092; t-test (t.d.0 vs t.d. 1), p < 0.05; t-test 
(t.d.(0) vs t.d. (2 and more)), p < 0.001; t-test (t.d.(1) vs t.d. (2 and more), p < 0.01).  Therefore, 
the average noise correlation displayed a decrement when the units were from components which 
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were temporally distant. These results are summarized in figure 6B showing average noise 
correlation among neurons as a function of the temporal distance. Such a trend was also observed 
when correlations were computed for individual conditions physical alternation (PA) and flash 
suppression (FS) separately (mean rscPA (t.d. 0) = 0.1243 ± 0.0205, mean rscPA (t.d. 1) = 0. 0.0751 
± 0. 0154, mean rscPA (t.d. 2 and more) = 0.0204 ± 0.0103; t-test (t.d.0 vs t.d. 1), p = 0.0547; t-test 
(t.d.(0) vs t.d. 2 or more), p < 0.001; t-test (t.d. 1 vs t.d. 2 and more), p < 0.01; mean rscFS (t.d. 0) 
= 0.1167 ± 0.0199, mean rscFS (t.d. 1) = 0. 0.0693 ± 0. 0146, mean rscFS (t.d. 2 and more) = 0.0218 
± 0.0105; t-test (t.d.0 vs t.d. 1), p = 0.0541; t-test (t.d.0 vs t.d. 2 and more), p < 0.001; t-test 
(t.d.(1) vs t.d. (2 and more), p < 0.01; see supplementary Figure 3). Moreover, no significant 
difference was observed when the correlations obtained in physical alternation were compared 
with flash suppression at respective temporal distances (for all three t.d. (0, 1 and 2 and more) 
comparisons, t-test, p > 0.05), thus displaying that such functional connectivity is maintained 
irrespective of whether the visual input is monocular or ambiguous. 
Next, we investigated the positive (rsc-pos) and negative correlations (rsc-neg) in order to 
understand their distribution across the population as a function of temporal distance. The 
positive correlations exhibited a trend very similar to the average correlation in that they 
displayed progressive decorrelation as a function of temporal distance (mean rsc-pos (t.d. 0) = 0. 
2109 ± 0.0213, mean rsc-pos (t.d. 1) = 0.1441 ± 0. 0156, mean rsc-pos (t.d. 2 and more) = 0.1137 ± 
0.0093; t-test (t.d. 0 vs t.d. 1), p < 0.05; t-test (t.d.0 vs t.d. 2 and more), p < 0.001; t-test (t.d. 1 vs 
t.d. 2 and more, p = 0.0788). Surprisingly, the negative correlations were uniformly distributed 
across temporal distance (mean rsc-neg (t.d. 0) = - 0. 0924 ± 0.0135, mean rsc-neg (t.d. 1) = - 0.0778 
± 0. 0110, mean rsc-neg (t.d. 2 or more) = - 0.0915 ± 0.0091; t-test (t.d.0 vs t.d. 1), p = 0.4018; t-
test (t.d. 0 vs t.d. 2 and more), p = 0. 9583; t-test (t.d. 1 vs t.d. 2 and more), p = 0. 3873). 
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Figure 6: Noise correlation matrix and average correlations as a function of temporal distance. 
(A) Correlations were calculated across various combinations of neurons belonging to the 
sequential components (arranged chronologically with earliest on the top and latest on 
the bottom along the x and earliest at the left most position and latest on the right most 
position on the y axis). The brightness of the individual pixels depicts the strength of the 
correlation according to the colorbar on the right, with white and black depicting high 
and low correlations respectively. Strong correlations were observed between neurons 
lying on the major diagonal, which constitutes units of similar response types. And the 
correlations seem to decrease as depicted from the intensity of pixels across successive 
diagonals lateral to the main diagonal. 
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(B)  Average correlations decreased with an increase in the temporal distance between the 
components to which the constituent single units were clustered to. 
(C)  Positive correlations displayed a trend very similar to the average correlations. 
However the negative correlations were not significantly modulated by temporal 
distance. 
 
DISCUSSION 
The present study investigated the nature of neuronal responses in the LPFC during a 
simple fixation paradigm of BFS.  We find different patterns of responses dependent on the 
temporal phase of a trial. We aimed to detect and describe the various kinds of responses and the 
effect of visual competition on the nature of these responses. To this end, we used a novel 
classification method of neuronal response patterns. We first discuss the novelty of the 
methodology used for detecting the different patterns of responses and thereafter the findings 
related to temporally contingent neuronal activity.  
 
NNMF as a method for clustering of neuronal response patterns 
Firstly, we present a novel method for classifying patterns of neuronal activity. To the 
best of our knowledge, it is the first time that nnmf based classification approach (Paatero and 
Tapper 1994, Lee and Seung 1999, Sra and Dhillon 2005) has been utilized for clustering 
patterns of neuronal peri stimulus time histograms.  A key advantage of this methodology with 
respect to another kind of linear decomposition such as PCA is the interpretability of the 
resulting dominant components as typical neuronal responses. This interpretability is ensured by 
enforcing non-negativity of the components, thus preserving a key property of the original unit 
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responses. In addition, such a methodology permits the isolation of strikingly different response 
patterns present in the data, thus allowing us to infer deductions that are not necessarily plausible 
based merely upon visualization of the population activity. Besides, as the electrophysiological 
methods advance and become viable for recording the electrical activity simultaneously from 
several hundred neurons or sites with multi electrode arrays (Pine 2006, Miller and Wilson 
2008), it necessitates the need for development of automated algorithms for visualization, 
classification and presentation of neuronal responses. The computational approach presented 
here could therefore be utilized for offline and potentially for online classification and 
visualization of data collected from large number of cells or sites. Such a clustering methodology 
has already been utilized for detection of neural events from the LFP signal recorded in the 
hippocampus (Logothetis, Eschenko et al. 2012). Finally, a method for detecting neural events 
could theoretically be used to manipulate an external prosthetic device or as an online trigger for 
electrical/optical stimulation of the brain or the delivery of a drug. 
 
Individual Components and sequential activity in the LPFC 
Utilizing this clustering methodology revealed five dominant neuronal response patterns 
of temporally contingent neuronal activity in the LPFC during the task of BFS. Two of the five 
patterns, were restricted to the first or the second half of the trial, possibly signifying temporal 
order of the stimuli being presented. Tuning of LPFC neurons to temporal order of events has 
been previously reported. This has been in the context of a task, wherein the presented sensory 
input dictated the requisite and sequential motor act (Ninokura, Mushiake et al. 2003, Ninokura, 
Mushiake et al. 2004, Inoue and Mikami 2006, Berdyyeva and Olson 2010). These tasks have 
ranged from requiring the memorization of a sequence of images (Ninokura, Mushiake et al. 
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2003, Ninokura, Mushiake et al. 2004), to making serial movements for drawing geometrical 
shapes using a joystick (Averbeck, Chafee et al. 2002, Averbeck, Chafee et al. 2003). All these 
examples of rank selectivity among neurons have been discovered while animals performed 
serial order tasks. Similarly, we have observed neurons which signify serial order by increasing 
their firing amplitude during the first or the second part of the trial. Interestingly, the task only 
required animals to passively fixate and did not require carrying out a serial motor action, but did 
require monitoring of the ongoing behavior (that is the act of fixation), a key role attributed to 
the lateral prefrontal cortex (Tanji and Hoshi 2008). Moreover, this activity remained unchanged 
during ambiguous stimulation signifying its dependence on the temporal phase of the trial rather 
than on visual competition. This further illustrates that such activity possibly sub serves a more 
general role of monitoring irrespective of the nature of the visual input.  
The other three patterns of activity displayed ramping up or ramping down activity and 
increased activity in the middle of the trial. The temporally contingent neuronal activity which 
had a ramping up pattern could also possibly be related to anticipation of reward or the passage 
of elapsed time. Cellular activity in the lateral prefrontal cortex has been reported to be 
modulated by reward expectation (Watanabe 1996, Leon and Shadlen 1999, Roesch and Olson 
2003). The activity of the same neurons signifying rank in serial order tasks has also been shown 
to partially correlate with both reward expectation and elapsed time (Berdyyeva and Olson 
2011). This is expected, as a serial order task is accompanied by both the passage of time as the 
trial progresses as well as an anticipation of an upcoming reward.  
Taken together, the serial activity patterns observed in our data could specify the phase or 
progress of the trial. Single neurons whose activity tracks the progress of task have been reported 
in the LPFC, when the animals carried out a self-ordered task (Hasegawa, Blitz et al. 2004), as 
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well as when the task required keeping track of the progression of successively presented sensory 
stimuli (Saga, Iba et al. 2011).  Similarly, monkeys with lesions in the LPFC show deficits in 
tasks which require remembering the temporal order of stimuli (Petrides 1995). Further, all the 
components obtained with clustering could together signify the various phases of a trial in a 
continuum. Again, like discussed previously, we observe the development of these patterns of 
activity without any explicit demands on the animal to keep track of the stimuli being presented. 
However, the successful completion of the task was dependent on continuous fixation and thus 
the animal monitoring his own behavior. 
Together, the different sequential patterns of activity are related to the various temporally 
organized variables in the task. Future studies could be directed towards delineating the 
contributions of these different variables and understanding their relative contributions to the 
generation of such sequential patterns. 
 
Correlation structure of sequential neuronal activity 
 Trial to trial variability as measured with spike count correlation provides a measure for 
judging effective functional connectivity across neuronal populations (Bair, Zohary et al. 2001, 
Cohen and Kohn 2011). Our results revealed that neurons with similar temporal profiles 
displayed the strongest correlations. It has been suggested previously that the effective 
connectivity among prefrontal cortex neurons could depend on their temporal correlation 
(Constantinidis, Franowicz et al. 2001) and such a relationship might be present even before task 
training (Qi and Constantinidis 2012). Further, cells with similar ‘time tuning’ in the 
hippocampal CA1 region of the rodent display strong correlated variability as compared to 
random cell pairs and the structure of correlations is modulated with learning on a trace 
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conditioning paradigm (Modi, Dhawale et al. 2014). Interestingly, similar modulation of the 
magnitude of correlations as a function of temporal preference has also been observed in the 
posterior parietal cortex during a virtual navigation decision task with a memory component 
(Harvey, Coen et al. 2012). We observe this however without any memory demands among the 
neurons recorded in the lateral prefrontal cortex. Further, none of these studies investigated the 
nature of these correlations in a task which dissociates visual perception from sensory input as 
we did here. Presumably, such a temporal dependency in correlation structure could rely on the 
chronological structure of perceptual content, for determining the timing of events. Therefore, in 
a region of the brain, where the current percept is unambiguously represented 
(Panagiotaropoulos, Deco et al. 2012); one would expect that such temporal correlations would 
not be affected by ambiguous input. This is also what we find when the two task conditions were 
compared. Firstly, in both conditions, we observed a decorrelation as a function of temporal 
distance and secondly, the magnitudes of correlations for individual temporal distances were 
almost identical when compared to each other. 
Next, we investigated the distribution of positive and negative correlations in our results. 
Although the positive correlations displayed a decrease akin to the average correlations, the 
negative correlations were uniformly distributed as a function of temporal distance. In a recent 
study, a similar dichotomy was observed between positive and negative correlations in the visual 
cortex as a function of orientation difference (Chelaru and Dragoi 2014). The authors modeled 
the correlations and adjudged that an increase in the negative noise correlations improved the 
population signal to noise ratio and network accuracy. It is rather surprising that a common 
correlation structure is observed among neuronal populations in different regions of the brain and 
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involved in divergent neural processes. Perhaps, one could speculate that such a network 
principle might be a more general way of representation in the brain. 
 
Sequential Activity patterns in the various regions of the brain 
 Interestingly, similar sequential patterns of activity have been observed in various regions 
of the brain. These include the hippocampus (Eichenbaum 2014) of the rodent and in the  
temporal lobe of the macaque (Sakon, Naya et al. 2014) attributed to the flow of time, in the 
olfactory system involved in encoding of the identity of odor stimuli (Laurent, Wehr et al. 1996, 
Wehr and Laurent 1996, Laurent 2002), during decision making (Harvey, Coen et al. 2012) and 
object construction task (Crowe, Averbeck et al. 2010) in the parietal cortex, and in the medial 
prefrontal cortex during memory guided saccade paradigm (Campos, Breznen et al. 2010). 
Although such sequential patterns of activity are observed in many different regions of the brain 
in diverse neural processes, it remains to be seen, if the structure of neuronal discharge 
fluctuations also displays similarity across different paradigms and various areas in the brain. If 
such a ubiquitous network encoding principle exists, it could provide a common ground for the 
sequential responses found so pervasive among neurons in the brain.  
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SUPPLEMENTARY INFORMATION 
 
Supplementary Figures 
 
 
 
Figure 1: Variance estimate utilized for the choice of components. Component Variability is 
plotted as a function of the number of components chosen for the nnmf procedure. The standard 
deviation is across 10 different runs. The threshold is set at 5 percent, which directed our final 
choice for the number of components.  
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Figure 2: Principle of the NNMF decomposition. (A) The matrix of single unit average response 
(center) is decomposed into the product of two non-negative matrices: W the matrix of the time 
varying response of each component (left hand side) representing typical response patterns for 
phase preferring units, and H the matrix gathering the contribution of each component to a given 
unit response. (B) Two example phase preferring single unit responses (in blue and green), each 
of them has a dominant coefficient in the corresponding row of the matrix H in panel A, 
corresponding to component 1 and 3 respectively. (C) Time course of the two components 
corresponding to the dominant response pattern of the respective single unit responses shown in 
panel B. 
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Figure 3: Displayed are histograms which contribute to the average correlations in the noise 
correlation matrix shown in figure 6 in the main text. Upon a closer inspection of the histogram, 
one can observe its gradual bias towards zero from positive side, when one compares the 
principal diagonal to the lateral diagonals of the matrix.  
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Figure 4: Noise Correlation for different stimulus conditions. Average noise correlations as a 
function of temporal distance displayed a decrease as a function of temporal distance for both the 
flash suppression as well as the physical alternation conditions. 
 
 
 
 
A.7 Development of tube tetrodes and a multi-
tetrode drive for deep structure 
electrophysiological recordings in the 
macaque brain. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 "If you want to build a ship, don't herd people together to collect wood, 
and don't assign them tasks and work, but teach them to long for the endless 
immensity of the sea." 
 
Antoine de Saint-Exupery, "Wisdom of the Sands" 
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evelopment  of  tube  tetrodes  and  a  multi-tetrode  drive  for  deep  structure
lectrophysiological  recordings  in  the  macaque  brain
ishal  Kapoora,∗,  Eduard  Krampea, Axel  Kluga,  Nikos  K.  Logothetisa,b, Theofanis  I.  Panagiotaropoulosa,∗∗
Max-Planck-Institute for Biological Cybernetics, Department of Physiology of Cognitive Processes, Spemannstrasse 38, 72076 Tübingen, Germany
Division of Imaging Science and Biomedical Engineering, University of Manchester, Manchester M13 9PT, UK
 i  g  h  l  i  g  h  t  s
Developed  new  stiffer  tube  tetrodes  for  deep  brain  electrophysiology.
Protocol  for  constructing  tube  tetrodes  with  standard  laboratory  tools.
Developed  a microdrive  for  advancing  these  tube  tetrodes  in  macaque  brain.
Conducted  electrophysiology  with  tube  tetrodes  in the inferotemporal  cortex.
Multiple  single  units  can  be  recorded  with  tube  tetrodes.
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a  b  s  t  r  a  c  t
Understanding  the  principles  that  underlie  information  processing  by  neuronal  networks  requires  simul-
taneous  recordings  from  large  populations  of  well  isolated  single  units.  Twisted  wire  tetrodes  (TWTs),
typically  made  by winding  together  four  ultrathin  wires  (diameter:  12–25  m),  are ideally  suited  for
such  population  recordings.  They  are  advantageous  over  single  electrodes;  both  with  respect  to  quality
of isolation  as well  as the  number  of  single  units  isolated  and  have  therefore  been used extensively  for
superﬁcial  cortical  recordings.  However,  their  limited  tensile  strength  poses  a difﬁculty  to their use  for
recordings  in deep  brain  areas.  We  therefore  developed  a method  to  overcome  this  limitation  and  utilize
tetrodes  for  electrophysiological  recordings  in  the  inferotemporal  cortex  of rhesus  macaque.  We  fabri-
cated a novel,  stiff tetrode  called  the  tube  tetrode  (TuTe)  and  developed  a  multi-tetrode  driving  system
for advancing  up to  5 TuTes  through  a ball and  socket  chamber  to  precise  locations  in  the  temporal  lobe
of  a rhesus  macaque.  The  signal  quality  acquired  with  TuTes  was  comparable  to  conventional  TWTs  and
allowed  excellent  isolation  of multiple  single  units.  We  describe  here  a simple  method  for  constructing
TuTes,  which  requires  only  standard  laboratory  equipment.  Further,  our TuTes  can  be  easily  adapted  to
work  with  other  microdrives  commonly  used  for electrophysiological  investigation  in the  macaque  brain
and produce  minimal  damage  to  the cortex  along  its  path because  of  their  ultrathin  diameter.  The  tetrode
development  described  here  could  allow  studying  neuronal  populations  in deep  lying  brain  structures
ch  wpreviously  difﬁcult  to rea
. IntroductionSince Galvani’s discovery of ‘animal electricity’, electrophys-
ology has been instrumental in understanding and unraveling
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brain function (Galvani, 1791; Scanziani and Hausser, 2009). From
the recording of the ﬁrst action potential in the giant squid axon
(Hodgkin and Huxley, 1939), the technique has recently evolved
to utilize multi-electrode arrays which facilitate recording the
activity of several neurons simultaneously (Pine, 2006). As a
result, the initial approach of linking the activity of single neurons
to sensory input or behavior (Barlow, 1972; Evarts, 1968) has
progressed toward understanding information processing at
the level of neuronal ensembles or populations (Deadwyler and
Hampson, 1995; Quian Quiroga and Panzeri, 2009). However,
this requires ascertaining the origin of spikes recorded on the
tip of a microelectrode to single neurons with high reliabil-
ity. To resolve this issue, parallel advances have been made in
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icroelectrode technology as well as spike sorting algorithms
Buzsaki, 2004).
The advances in microelectrode technology, aimed at better
solation of single neurons from the recorded data started with
he invention of the stereotrode, consisting of two  wires twisted
ogether (McNaughton et al., 1983). The paper describing it, already
ndicated the possible inception of its successor, the twisted wire
etrode (TWT), “a closely spaced tetrahedral array of recording elec-
rodes with tips sufﬁciently close together to record signals from
verlapping population of neurons”. They theorized, that such an
lectrode “should permit the unique identiﬁcation of all neuronal
pikes which exceed the noise level”. This was shown in a later study
Gray et al., 1995) which not only indicated that the number of
solated single neurons with a tetrode were more than single elec-
rodes or stereotrodes, but also demonstrated their reliability over
ts peers. Their unique advantage stems from having four tips, close
ogether so that they could all record the spikes from the same neu-
on. The spike amplitude, however being inversely proportional to
he distance from each one of them, can be distinct on each tip
hich allows triangulating the signal source to a single neuron
Gray et al., 1995; Harris et al., 2000; Henze et al., 2000). Tetrodes
ave, therefore been used extensively for extracellular electrophys-
ological recordings of neuronal populations (Buzsaki, 2004). Such
arge ensemble recordings have been instrumental for understand-
ng population coding of sensory input in the macaque brain (Ecker
t al., 2011; Ohiorhenuan et al., 2010).
A limitation, however of TWTs is their weak tensile strength
hich has impeded their use for recordings in deep brain struc-
ures. Further, splaying of the tetrode tips has been a valid concern
uring chronic implantation (Jog et al., 2002). Because of these con-
traints, their use for electrophysiological recordings in primates
n deep structures has been relatively sparse and just recently
eported (Erickson and Desimone, 1999; Erickson et al., 2000;
eingold et al., 2012; Santos et al., 2012; Skaggs et al., 2007; Thome
t al., 2012). Among these, earlier studies employed tetrodes for
lectrical recording in the perirhinal cortex of the macaque using
 telescoping guide tube system with twisted wire tetrodes glued
nside 30 gauge stainless steel tubes (Erickson and Desimone, 1999;
rickson et al., 2000). More recently, they have been used within a
hronically implanted ‘hyperdrive’, which permitted recordings at
epths of 30–50 mm below the brain surface, in the hippocampus
Skaggs et al., 2007; Thome et al., 2012). However, the spatial posi-
ion of these tetrodes in such a conﬁguration is ﬁxed at the time of
mplantation and can only be manipulated in depth, thus allowing
nly a limited area of the brain to be sampled. Therefore, the ethical
nd resource limitations for primate use require that a method be
eveloped for neurophysiological recordings with tetrodes in the
rimate brain at depths difﬁcult to reach with conventional twisted
ire tetrodes and able to sample from a large area in the same
nimal. A method for extracellular electrophysiological recordings
ith many twisted wire tetrodes in deep structures would allow us
o sample activity of several single units simultaneously, allowing
xtensive functional characterization of neuronal activity in these
reas, where the details of neuronal interactions remain largely
nknown. Further, it shall signiﬁcantly reduce the number of exper-
ments and animals required for acquiring comparable amounts of
lectrophysiological data.
Two further recent reports have demonstrated the ability to
arget several brain structures, both superﬁcial and deep, simul-
aneously by developing novel microdrives (Feingold et al., 2012;
antos et al., 2012). The main limitation of the reported techniques
s the larger cannulae holding the electrodes rather than the elec-
rode itself, since both would enter the brain tissue. These cannulae
anged from 27 gauge (outer diameter (OD): 0.016 in.) (Feingold
t al., 2012) to 30 gauge (OD: 0.012 in.) (Santos et al., 2012), and
ould cause more tissue damage in their path as compared tonce Methods 216 (2013) 43– 48
the probe they enclose, which is smaller in diameter (∼0.12 mm,
Feingold et al., 2012; ∼0.07 mm,  Skaggs et al., 2007; ∼0.06 to
0.08 mm,  Santos et al., 2012). These cannulae, however are essen-
tial in order to reach the distance the tetrode needs to travel in
the brain without bending. A suitable way  to overcome this limita-
tion would be to develop a technique for conferring stiffness to
the tetrodes, but at the same time keeping the tetrode-cannula
diameter as small as possible. This should allow exploiting the
already demonstrated superior features of twisted wire tetrodes
with respect to yield and reliability of the isolated single units (Gray
et al., 1995) while extending its applicability to deeper structures in
the macaque brain. To this end, we strengthened the twisted wire
tetrodes by developing a simple laboratory technique of insert-
ing them inside 35 gauge stainless steel tubes (OD: 0.005 in., inner
diameter (ID): 0.002 in.). A custom drive, for holding and advanc-
ing up to 5 tetrodes independently was also developed. These novel
TuTes are in size about 10–20% of that of the cannulae, which have
been used in the most recent studies (Erickson and Desimone, 1999;
Erickson et al., 2000; Feingold et al., 2012; Santos et al., 2012; Skaggs
et al., 2007; Thome et al., 2012).
2. Materials and methods
2.1. Tube tetrode fabrication
Standard methods were used for fabricating long TWTs (Nguyen
et al., 2009). They are mentioned here brieﬂy. First, an 85 cm long
piece of insulated NiCr wire (OD: 0.0005 in., RO-800, Sandvik Wire
and Heating Technology, Moerfelden-Walldorf, Germany) was cut
out from a roll. The two ends of the wire were brought together
and then gently stroked throughout the length by holding and pass-
ing the wires between the thumb and index ﬁnger. The wire was
then placed around a horizontal bar so that equal length hanged
on both sides. The lower ends of the wires (four ends altogether)
were then clamped with a crocodile clip (modiﬁed with a metallic
bar running through its lower end). The wires were then rotated
clockwise using a magnetic rotator placed below the crocodile clip
for about 50 turns. Next, a heat gun was  used to melt the insulation
by moving the gun from the bottom to the top and at a distance of
about 2 cm from the wire with two exceptions. First, the heat gun
was stopped just before the loop on the top, since this part shall
be later used to pull the tetrode inside the 35 gauge tube. Second,
no heat was applied for a length of ∼1.5 cm at a distance 1 cm from
the bottom, since these ends shall be later separated. The motion
was repeated downwards and this entire procedure (bottom-top-
bottom motion) was repeated twice. The tetrode was then removed
from the bar and pushed through a 12 cm long polyimide tubing
(OD: 0.0055 in., MinVasive Components, GA, USA) by holding either
of them with carboﬁb tweezers (Accu-Tek 304, Aven Inc., MI,  USA).
Finally, the tetrode and polyimide assembly was threaded through
an 11 cm long, 30 gauge stainless steel tube (OD: 0.012 in., Small
Parts Inc., FL, USA). After this, the non loopy end was  cut with the
help of scissors and the non heated ends at the bottom were sepa-
rated. This, we call the ‘loopy tetrode’. The different parts are shown
in Fig. S1A.
All further operations were carried with an aid of a regular
light microscope. Deburred, cleaned and ∼2–4 cm long, 35 gauge
stainless steel tubes (304SS, welded and drawn, hard temper, Vita
Needle, MA,  USA) were ﬁrst beveled by grinding them with a
sharpening stone (Sharpening Stone – Triangle, Fine Science Tools,
Heidelberg, Germany). A piece of stainless steel wire (Diameter:
0.00078 in., 304, California Fine Wire Company, CA, USA), with a
length of 5–7 cm was  threaded inside the ultrathin 35 gauge tubes
through the non-beveled round end. The wire was then passed
through the loop of the ‘loopy tetrode’ and back inside the tube
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Fig. 1. Custom designed multi-tube tetrode drive and tube tetrodes. (A) Computer-aided design (CAD) model of the multi-tube tetrode (TuTe) drive is shown sitting on top
of  a ball and socket chamber. The chamber sits on a model of the skull extracted from the MRI scan of a macaque. The skull has been stripped to expose the temporal lobe.
Adjacent  to it is shown an actual photograph of the drive on a plexiglass stand. (B) Single leg of the multi-TuTe drive, holding a TuTe, shown as a CAD model and an actual
photograph. (C) Magniﬁed view from a single leg exemplifying the TuTe’s connection to the electrode interface board (EIB). The TuTe’s wires make contact and are held in
position by inserting a gold pin through the holes of the EIB. Also seen is the red clip that can be closed in order to hold the TuTe in place. (D) Cropped and magniﬁed from
(A)  to show the TuTe’s placement in the temporal lobe. Adjacent are shown the scanning electron micrograph images of the TuTe. The four tips of the TuTe can be clearly
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oeen  embedded within the epoxy glue inside a 35 guage stainless steel tube. Scale 
icrographs: 80 m.  (For interpretation of the references to color in this ﬁgure lege
or 1–1.5 cm.  The free end of the wire toward the beveled end of
he tube was then pulled with a pair of metallic forceps (Inox Super
ine Tip, Fine Science Tools, Heidelberg, Germany). Once the wires
ere through, polyimide was pulled over the tetrode wires until
he tip of the 35 gauge tube. Following this, the 35 gauge tube was
ushed inside the 30 gauge holding tubes. Epoxy glue (EPO TEK 353
DT – Epoxy Technology Inc., MA,  USA) was then applied to the tip
nd the joint where the 35 gauge tube entered the 30 gauge holding
ube. After the glue was dry, which typically took about 12–24 h; the
ires were cut using a pair of sharp scissors (Vannas Spring Scissors Straight (4 mm blade), Fine Science Tools, Heidelberg, Germany)
arefully and close to the tip. Finally the tip was grinded and excess
lue removed with a grinding stone (Sharpening Stone – Triangle,
ig. 2. Cluster isolation using PCA based spike sorting and Klusters. (A) Waveforms are pro
an  be seen. (B) Waveforms of the single units corresponding to different clusters. Shown 
lack)  of the four different clusters recorded on the four TuTe channels. Also see Fig. S4 fo
btained with TuTes.or all the CAD images: Length: 20 mm and width: 5 mm.  Scale bar for the electron
e reader is referred to the web version of the article.)
Fine Science Tools, Heidelberg, Germany), until the four tips were
clearly visible under the microscope. (All current procedures are
schematically shown in Fig. S1B.)
The ﬁnished TuTes were then loaded on to the electrode hold-
ers mounted onto a custom built drive (Fig. 1A). The electrode
holders (Fig. 1C) were specially designed with a clipping mecha-
nism for holding 30 gauge stainless steel tubes. Each of the four
TuTe wires was  then connected to custom built Electrode Interface
Boards, mounted next to the electrode holder by inserting them
into holes and the connection was  enforced by inserting a gold pin
(EIB Pins, Large, Neuralynx, AZ, USA) through them. Finally, the
TuTe impedance was lowered below 1 M by electroplating the
tip of each channel with gold. Every TuTe holder could be moved
jected onto the ﬁrst principal component axis of each channel. Four distinct clusters
are average waveform (same color as the cluster) overlaid on sample waveforms (in
r the stability of isolated clusters across time in the electrophysiological recordings
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Fig. 3. Visual paradigm and neuronal discharges recorded with tube tetrodes. (A)
The  visual paradigm. Trial started with a ﬁxation spot displayed in the center of the
screen for duration of 300 ms following which either a checkerboard stimulus or a
monkey face stimulus was  presented monocularly for 1 s. After this, a second dis-
parate stimulus was presented in the other eye for duration of 1 s. The monkey wasnce Methods 216 (2013) 43– 48
via its connection to a ﬂexible shaft, which was driven by a motor,
controlled through a custom written computer program in Matlab
(Mathworks Inc., MA,  USA).
2.2. Tube tetrode tip examination with electron microscopy
A scanning electron microscope (SEM) photograph of the TuTe
tip was  made after the grinding procedure. The tips are shown
in Fig. 1D and exemplify the typical tip geometries that were
produced. All four channels of the TuTe observable in the
micrograph have similar diameter and their integrity is preserved.
2.3. Electrophysiological recordings with tube tetrodes
One healthy adult male rhesus monkey (Macaca mullatta) par-
ticipated in electrophysiological recordings. All experiments were
approved by the local authorities (Regierungspraesidium) and were
in full compliance with the applicable guidelines of the European
community (EUVD 86/609/EEC) for the care and use of labora-
tory animals. The region of interest was localized based on the
high resolution MR  scans collected using a vertical 4.7 T scanner
(Biospec 47/40c; Bruker BioSpin, Ettlingen, Germany) with the ani-
mal  under general anesthesia. Following this, a cranial head post
and a ball and socket recording chamber (ﬁrst developed by Schiller
and Koerner, 1971; modiﬁed versions were used for the electro-
physiological investigation of the inferotemporal cortex by Leopold
et al., 2006; Logothetis et al., 1995; Sheinberg and Logothetis, 1997;
Sigala et al., 2011) with a 17 gauge stainless steel tube passing
through its center, custom designed to ﬁt the skull of the animal
were manufactured (Logothetis et al., 2002). The surgical proce-
dures for the implants were carried out in aseptic conditions under
general anesthesia and have been reported previously (Logothetis
et al., 2002). The ball and socket chamber was implanted on the
left hemisphere, with the aid of stereotactic coordinates with the
center of the chamber at AP (anterior–posterior): 7 mm,  ML  (medio-
lateral): 21 mm.  The well of the chamber was  tilted with an angle
of 15◦ posteriorly.
Neural activity was  recorded using the custom designed TuTes
placed in a microdrive, where each of these tetrodes could be
driven independently through the guide tube of the ball and socket
chamber. Activity recorded by the tetrodes was  acquired, ampli-
ﬁed, ﬁltered and stored using the Cheetah data acquisition system
(Neuralynx, AZ, USA). Local ﬁeld potential (LFP) was acquired
by analog band pass ﬁltering (1–475 Hz) the raw voltage signal.
Events detected in the high pass analog ﬁltered signal (0.6–6 kHz)
typically crossing the threshold of 25 V were classiﬁed as mul-
tiunit spiking activity (MUA). The sampling rate of this signal was
32 kHz and digitized at 12 bits. Single units were sorted ofﬂine
from the high frequency thresholded signal using customized algo-
rithms, which used the ﬁrst three components of the recorded
waveforms as features (the details of spike sorting methods have
been previously reported, Tolias et al., 2007). Visual inspection of
the resulting clusters was performed using Klusters (Lynn Hazan,
Buzsáki Lab, Rutgers, Newark, NJ). Fig. 2 exempliﬁes the excellent
awarded with juice following the successful ﬁxation for the entire duration of the
trial.  (B) Example single unit activity (SUA) recorded from the temporal lobe. The
ﬁrst  panel shows a cell which shows preference in activity to the checkerboard while
in the second panel is a cell showing a preference for the monkey face. (C) Example
multi unit activity (MUA) recorded in the temporal lobe. The ﬁrst panel shows MUA
which shows preference to the checkerboard stimulus. The second example (lower
panel) has unspeciﬁc, albeit strong visual responses. (D) Spectral power as calculated
from the local ﬁeld potential recorded with the TuTe from a single site in the tem-
poral lobe. The three columns from left to right correspond to the power spectrum
calculated during three windows, namely, the ﬁxation period (combined across the
two  conditions), the ﬁrst stimulus (time period: 0–1000 ms) and the second stimulus
(time period: 1001–2000 ms)  presentation.
roscie
c
t
3
3
d
b
m
0
2
i
f
s
l
e
t
m
T
ﬁ
r
p
b
i
i
h
l
3
f
l
t
c
t
a
t
w
t
f
L
4
c
l
f
s
t
u
o
h
∼
i
t
w
t
p
s
e
g
We  would like to thank Juergen Berger for help with acquir-V. Kapoor et al. / Journal of Neu
luster isolation achieved with TuTes. Additionally, the stability of
he recordings with TuTes across time is demonstrated in Fig. S4.
. Results
.1. Visually responsive spiking activity in the temporal lobe
We  conducted electrophysiological recordings using the TuTes
riven to the temporal lobe of the rhesus macaque with the custom
uilt microdrive, positioned on a ball and socket chamber. The ani-
al  was trained to maintain eye position on a red ﬁxation spot (size:
.2◦) within a ±1.5◦ ﬁxation window, while visual stimuli (size:
–3◦) were presented monocularly through a stereoscope. Specif-
cally, the task started with a ﬁxation spot presented binocularly
or 300 ms.  Following this, randomly on half of the trials, a visual
timulus, such as a checkerboard pattern was presented monocu-
arly, for 1000 ms  followed by a monkey face stimulus in the other
ye for 1000 ms  (Fig. 3A). In the rest half of the trials, the order of
he stimuli was reversed. Following the second stimulus, the ani-
als had to maintain ﬁxation on the ﬁxation spot for 100–300 ms.
he trial was successfully completed, when the animal maintained
xation during the entire duration of 2400–2600 ms.  Fig. 3B shows
esponses of two example single units when these stimuli were
resented. The ﬁrst single unit responded more to the checker-
oard stimulus, while the second one increased its activity more
n response to the monkey face. Two examples of MUA  are shown
n Fig. 3C. The MUA  in the upper panel shows that the activity was
igher when the checkerboard stimulus was presented. MUA  in the
ower example shows a strong unspeciﬁc visual response.
.2. Power spectral density of the local ﬁeld potential signal
We  estimated the spectral power of the LFP signal recorded
rom the temporal lobe with the TuTe. The spectrum was  calcu-
ated during three different periods (Fig. 3D), the ﬁrst being during
he presentation of the ﬁxation spot, lasting 300 ms.  We  further cal-
ulated the spectral power during the presentation of the ﬁrst and
he second stimulus for the two different visual stimuli, the face
nd the checkerboard. The power followed a similar trend for the
wo different stimuli presented. As expected, most of the power
as concentrated in the lower frequencies (1–4 Hz). The ampli-
ude of the LFP power had an inverse relationship with temporal
requency, thus, following the power law, a typical feature of the
FP signal (Bédard et al., 2006).
. Discussion
We  have developed a novel electrode-fabrication technique for
onstructing a new kind of tetrode, namely the TuTe, using standard
aboratory equipment. These TuTes are particularly advantageous
or recordings in deep brain structures due to their rigidity and
tiffness in comparison to conventional TWTs. Further, the diame-
er of these tetrodes is ∼0.127 mm and their lengths customizable
p to 40 mm;  thus, being the thinnest lab manufactured tetrodes
f such lengths and reasonable rigidity. Santos et al. (2012)
ave recently reported using tetrodes with probe diameter of
0.06–0.08 mm.  However, the guide cannula holding these probes
s ∼0.3 mm in diameter which also enters the brain tissue. These
ubes are thus about 5.5 times larger in size than the TuTes
e report and so would be the damage caused to the brain
issue above the region of interest. Further, our tetrodes are com-
letely customizable to microdrives recently reported for deep
tructure recordings in primates (Feingold et al., 2012; Santos
t al., 2012; Skaggs et al., 2007) and can therefore be easily inte-
rated. In addition, to the best of our knowledge, we are thence Methods 216 (2013) 43– 48 47
ﬁrst to report a tetrode microdrive for advancing them through
a ball and socket chamber for recording in the inferior tempo-
ral cortex of a rhesus macaque. Recording with a ball and socket
chamber permits a unique advantage with respect to electrophys-
iological investigation of a large area since several deep brain
regions (like subdivisions of the temporal lobe, Sheinberg and
Logothetis, 1997; Sigala et al., 2011) can be explored using the same
implant.
This technology is timely and needed as modern neuroscience
rapidly progresses toward multielectrode electrophysiological
recordings in order to better understand representation of informa-
tion at the level of neuronal populations during diverse cognitive
phenomena. In the past, tetrodes have aided extensively in pur-
suing such research directions with primates, because of their
advantages over conventional electrodes in the number and iso-
lation quality of single units recorded (Gray et al., 1995; Tolias
et al., 2007). However, mostly recently, but sparsely, TWTs have
been used for recordings in deeper structures of the macaque brain
(Erickson and Desimone, 1999; Erickson et al., 2000; Santos et al.,
2012; Skaggs et al., 2007; Thome et al., 2012). The TuTes reported
here are ideal for such a purpose, since, not only do they over-
come any limitations of depth recordings with tetrodes, but also
provide a solution with minimal amount of tissue damage along
the electrode path. Moreover, the glue, within which the wires
of the TuTe are embedded at the tip, ensures that no splaying
can occur, a caveat that has been previously reported (Jog et al.,
2002).
TuTes shall aid in extending the current methodologies of multi-
electrode electrophysiological recording from the easily accessible
superﬁcial cortex to subcortical areas as well as cortical areas, lying
deep within the brain (e.g. sulci). While other groups have tried
to address this need by building microdrives suited for driving
tetrodes to multiple cortical and subcortical areas at the same time,
the tissue damage resulting from the cannulae used has been a valid
and ethical issue. Chronically implanted microdrives with tetrodes
have also been utilized in the past for deep brain electrophysiology
(Skaggs et al., 2007; Thome et al., 2012). A difﬁcult parameter to
judge is whether, the daily insertion of several smaller TuTes would
cause less or more damage as compared to a one time implantation
of a thicker guide tube enclosing a tetrode. The chronic prepara-
tion does provide the advantage of limiting the damage to precise
tracks, where these guide tubes pass through, albeit larger than
the TuTes at a speciﬁc location. However, such a chronic prepa-
ration limits the recording locations to the sites of the implanted
guide tubes, while allowing neurophysiological exploration at vari-
able depths. With a routine of daily insertion of TuTes, the neural
tissue damage shall occur at a new location everyday, while allow-
ing the possibility of recording from several target locations during
the course of the experiment. The experimental demands, therefore
shall dictate the methodology of choice. Our tetrodes with adequate
rigidity and ultra small diameter provide the possibility of achiev-
ing this goal with minimal tissue damage in the electrode track.
Moreover, a simple protocol requiring only simple lab tools for
their construction makes them a cost effective solution. Finally, the
modularity of the TuTe, should make it theoretically, easily adapt-
able for use with other commercially available as well as custom
microdrives.
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Supplementary Information 
Relative Strength of the Tube Tetrodes Compared to Twisted Wire Tetrodes 
We tested and compared the stiffness of TuTe with conventional TWTs. Since we 
wanted to draw an as accurate as possible comparison across the two kinds of tetrodes, 
the TWTs used for this procedure, were encased inside polyimide tubing as well as a 
stainless steel guide tube. Therefore, they looked identical to the loopy tetrodes except 
that they were without a loop, instead of which a straight TWT came out of the 
polyimide. Additionally, the tetrode was glued to the polyimide and the different 
components of the tetrode assembly were adjusted such that only the TWT looked out of 
the stainless steel guide tube for a length comparable to the TuTes. In a simple procedure, 
we measured the weight exerted by either of these tetrodes, when normally pushed 
against a weighing balance, before it started bending. The bending was visualized in two 
ways. Firstly, we observed by eye, the deflection with respect to a millimeter paper 
placed right behind the tetrode. Second, it was confirmed by observing the bending with 
the aid of a microscope camera (DigiMicro Profi, dnt GmbH, Germany), the output of 
 2 
which could be seen on a computer screen. The procedure was carried out for 5 TuTes 
and 5 TWTs. On average, the weight exerted by TuTes (4.52 ± 1.02 g (mean ± standard 
deviation), n = 5) was more than 100 times of that exerted by the TWTs (0.04 ± 0.01 g 
(mean ± standard deviation), n = 5) before they started to bend.  
 
Supplementary Figure 1:  
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Loopy tetrode and the Tube Tetrode Construction Procedure 
(A) Schematic showing different parts of the loopy tetrode. The 35 Gauge Tube is 
also shown. 
(B) Schematic explaining the protocol for constructing the TuTe. Refer to the section 
2.1 of the paper for details. Scale bar for the Electron Micrograph – 80 Microns. 
 
Supplementary Figure 2: 
 
 
 
Exploded View of the Multi – Tube Tetrode Drive 
The computer aided design (CAD) model of the drive is displayed in a disassembled form 
in order to display its constituent parts.  
(A) The whole drive holding a single TuTe.  
 5 
(B) The five legs of the drive are shown along with the head and the base part of the 
drive. 
(C) Expanded view of different parts that constitute a single leg. The constituents as 
we go from left to right 1) base plate, 2) Guidance rail, 3) Slider, 4) Guide Slide, 
5) TuTe interface board holder, 6) TuTe interface board 7) TuTe clamper. 
Scale bars shown besides the CAD images: Length - 20mm and width - 5mm. 
 
Supplementary Figure 3: 
 
 
 
Location of the Tube Tetrodes as Judged from MRI Scan 
The recording locations with TuTes were assessed postmortem with an ex vivo high 
resolution structural MRI scan. The anatomy was acquired using a 3D rapid acquisition 
 6 
with relaxation enhancement (RARE) sequence (TR/TE = 500/13ms, RARE factor = 2, 
Field Of View: 90x64x70mm, Matrix: 360x256x280).  Two closely spaced slices in the 
transverse plane are shown in (i). The location of the TuTe penetrations (bounded by a 
red square) as judged from the displayed slice (and compared with the (ii) anatomical 
atlas (Saleem and Logothetis, 2007)) were in the area PGa, a multimodal region of the 
temporal lobe, which has been reported to have cells  that predominantly respond to 
visual stimuli (Baylis et al., 1987). Likewise, as is evident from the responses, we find 
visually modulated cells in the region (Figure 3). 
 
Supplementary Figure 4: 
 
 
 
Stability of Recorded units across Time 
The first principal component of the electrophysiological signal recorded from the first 
channel of a TuTe is plotted as a function of time in order to demonstrate the relatively 
good stability of single units during a single experimental session. (A) and (B) are two 
different experimental sessions and each single unit is represented by a different color. In 
 7 
(B), a drift in the first principal component of the red cluster is observed. However due to 
the large amplitude of the spikes from this unit and the stability of the two other clusters 
(green and blue), unit isolation is not dramatically affected. Plotted in (A) are the same 
clusters as shown in Figure 2.  
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