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We present the features of the code RECOLA for the computation of NLO amplitudes for elemen-
tary processes in the full StandardModel. The code is based on recursive relations which improve
the efficiency of the computation of the matrix elements, avoiding re-computation of subampli-
tudes. RECOLA has been used to calculate the electroweak corrections to the production of a Z
boson in association with two jets at the LHC, including the leptonic decay of the Z boson. In the
case of charged leptons the corrections turn out to be at the level of −3% for inclusive cross sec-
tions. For the decay into neutrinos the corrections are negligible, when standard cuts are applied,
but grow to −10% for cuts inspired by ATLAS searches for new physics [1]. In the high-energy
tails of distributions the corrections are in all channels of several tens of percent.
12th International Symposium on Radiative Corrections (Radcor 2015) and LoopFest XIV (Radiative
Corrections for the LHC and Future Colliders)
15-19 June, 2015
UCLA Department of Physics & Astronomy Los Angeles, USA
∗Speaker.
c© Copyright owned by the author(s) under the terms of the Creative Commons
Attribution-NonCommercial-NoDerivatives 4.0 International License (CC BY-NC-ND 4.0). http://pos.sissa.it/
P
oS(RADCOR2015)023
EW and QCD corrections at NLO with RECOLA Sandro Uccirati
1. Introduction
The main task of present and future LHC physics is the precise study of the Standard Model
(SM) and the search for new physics. Theoretical phenomenology must therefore be able to pro-
duce reliable predictions for SM processes with high particle multiplicity, and NLO accuracy
must be reached for collisions involving many particles in the final state. Beyond QCD cor-
rections, which are usually dominant at hadron colliders, we should consider electroweak (EW)
corrections as well, since they can have an important impact, e.g. in differential distributions at
high energies. Many codes are available for the computation of elementary processes in QCD at
NLO [2, 3, 4, 5, 6, 7, 8] and a big effort is made to cover also EW corrections [9, 10, 11]. Here
we present the features of the code RECOLA [9], which computes NLO amplitudes in the full SM.
The automatization is achieved choosing an alternative approach to Feynman diagrams, based on
recursion relations for off-shell currents. We have used RECOLA to calculate EW corrections to
the processes pp→ l+l−+2jets and pp→ νν¯ +2jets, whose results are also presented.
2. Structure of RECOLA
The code is written in FORTRAN90 and can currently only be used within fortran modules
or fortran programs. Every fortran module calling RECOLA has to include the module recola
through the statement use recola. The call of RECOLA is then achieved in three basic steps:
• First the user defines the processes to be computed:
call define_process_rcl(1,’u g -> u g e+ e-’,’NLO’)
call define_process_rcl(2,’u g -> u g e+[+] e-[-]’,’NLO’)
call define_process_rcl(3,’u g -> u g Z(e+ e-)’,’NLO’)
The integer argument is the process id, while the last argument specifies the loop order (LO
or NLO). The process is given through a string, where incoming and outgoing particles are
separated by the sybmbol ->; specific helicity contributions are selected by the symbols
[+], [-], [0], while the round brackets are used to specify intermediate productions and
decays.
• The skeleton of the recursion procedure is then generated for all defined processes:
call generate_processes_rcl
• Finally the amplitudes are computed calling the subroutine compute_process_rclwith
the process id of the defined processes:
call compute_process_rcl(1,p)
call compute_process_rcl(2,p)
call compute_process_rcl(3,p)
The first two steps have to be run just once, while compute_process_rcl needs to be
called for each phase-space point with momentum p(0:3,1:legs).
Here we give an example of a simple program calling RECOLA for the computation of one phase-
space point for the process uu¯→ gge+ e−:
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program main_rcl
use recola
implicit none
double precision :: p(0:3,1:6)
call define_process_rcl(1,’u u~ -> g g e+ e-’,’NLO’)
call generate_processes_rcl
p(:,1) = [4000.000000d0, 0.000000d0, 0.000000d0, 4000.000000d0]
p(:,2) = [4000.000000d0, 0.000000d0, 0.000000d0,-4000.000000d0]
p(:,3) = [2387.444557d0,-2131.721982d0, 677.671238d0, -834.514588d0]
p(:,4) = [2084.010821d0, 1206.027476d0, 1266.044963d0,-1133.899901d0]
p(:,5) = [1954.132674d0, -173.344284d0, -836.261762d0, 1757.626961d0]
p(:,6) = [1574.411948d0, 1099.038791d0,-1107.454439d0, 210.787528d0]
call compute_process_rcl(1,p)
call reset_recola_rcl
end program main_rcl
3. Features of RECOLA
RECOLA has been designed for the computation of Born and one-loop amplitudes in the full
SM. Tree-level amplitudes are calculated using Dyson–Schwinger equations [12], while the re-
cursion relations for the one-loop amplitudes are based on the decomposition of one-loop ampli-
tudes in terms of tensor integrals (TIs) T
µ1···µrt
(t) and tensor coefficients (TCs) c
(t)
µ1···µrt . The TCs are
computed recursively by RECOLA, while the computation of the TIs relies on the external library
COLLIER [13]. The indices µ1, . . . ,µrt are strictly 4-dimensional and the correct amplitude is ob-
tained by adding a rational part of type R2 [14]. Renormalization is performed making use of
on-shell counterterms for the EW sector and an MS counterterm for the strong coupling constant
(ultraviolet finiteness can be checked numerically). The user can fix different values of the strong
coupling constant at each phase-space point through the dynamical running of αs. Unstable parti-
cles are consistently implemented by introducing an imaginary part for the squared masses in the
framework of the complex-mass scheme [15]. For each given process the user has the possibility to
select/unselect arbitrary powers in αs. Intermediate production and decays can be also selected and
a consistent computation of the factorisable corrections of the pole approximation is implemented.
Soft and collinear divergences can be treated either in dimensional or mass regularization. Various
optimizations have been implemented in the treatment of colour and in the sum over helicity con-
figurations, in order to maximally exploit the properties of recursion relations for off-shell currents.
In addition to LO and NLO amplitudes and squared amplitudes, RECOLA calculates all LO colour-
and spin-correlated amplitudes needed for the application of the dipole subtraction method [16].
4. Performances of RECOLA
The amount of memory for executables, object files and libraries is usually negligible, while
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the RAM needed does not exceed 2 Gbyte even for complicated processes. In order to give an
idea of the efficiency of RECOLA we present the CPU time needed for the computation of some
processes of physical interest at the LHC. The generation time is given by tgen, while tTIs and tTCs
give the CPU time per phase-space point for the computation of the tensor integrals (with COLLIER)
and the tensor coefficients respectively1 :
• QCD corrections (W+ → e+νe, W− → e−ν¯e, colour and helicity summed):
u d¯→W+gg tgen: 2.4 s tTIs: 4.0 ms tTCs: 1.1 ms
u d¯→W+ggg tgen: 15 s tTIs: 67 ms tTCs: 45 ms
uu¯→W+W− gg tgen: 76 s tTIs: 83 ms tTCs: 16 ms
• EW + QCD corrections (colour and helicity summed):
u u¯→ e+e− gg tgen: 3.2 s tTIs: 27 ms tTCs: 25 ms
uu¯→ e+e− uu¯ tgen: 5 s tTIs: 68 ms tTCs: 35 ms
uu¯→ e+e− ggg tgen: 44 s tTIs: 331 ms tTCs: 684 ms
uu¯→ e+e− uu¯g tgen: 50 s tTIs: 835 ms tTCs: 632 ms
5. Production of lepton–antilepton with two jets at the LHC
We have studied with RECOLA the production of a Z boson accompanied by two jets. This
process is a background to Higgs-boson production in vector-boson fusion [18, 19], particularly
important when the two jets are in forward and backward rapidity regions. In addition, if the
Z boson decays into neutrinos, the process pp→ Z +2jets has the same signature (missing energy
plus 2 jets) as the production of a pair of squark and anti-squark, each subsequently decaying
into a jet and an invisible neutralino. Such events are mainly searched for in high-energy regions,
where EW corrections are usually sizable. Moreover, the experimental estimation of the irreducible
SM background is usually obtained by data-driven extrapolations, based on the SM process pp→
Z +2jets→ l+l−+2jets.
Analysing in full generality the process pp→ l l¯+2jets (where l can be either a charged lepton
or a neutrino and l¯ is its antiparticle), we notice that the LO amplitude gets contributions from QCD
(gluonic or four-quark) diagrams and from EW (four-quark) ones (see Fig. 1).
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Figure 1: Sample tree diagrams of QCD gluonic contributions (first diagram), QCD four-quark contributions
(second diagram) and EW four-quark contributions (third and fourth diagram).
The NLO cross section has been only partially studied up to now: the O(α2α3s ) corrections
have been computed in [20], the QCD corrections to EW LO contributions with vector-boson-
fusion topology (a gauge-invariant subset of the O(α4αs) corrections) have been investigated
in [19] and the effects of EW Sudakov logarithms have been studied in NLL approximation in [21]
for pp→ jjνν¯ . Very recently, the complete QCD-EWNLO corrections have been computed in [22].
Here we present our computation of the O(α3α2s ) corrections for pp → l+l−+ 2jets [9, 23] and
our preliminary results for pp→ νν¯ +2jets [24].
1The numbers have been produced averaging the CPU time of 100 phase-space points generated by RAMBO [17]
on a personal computer with processor Intel(R) Core(TM) i5-2450M CPU @ 2.50GHz.
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Process class σLO [pb] σLO/σLOtot [%] σ
NLO
EW [pb]
σNLOEW
σLO
−1 [%]
Basic cuts
gluonic 40.910(8) 79.9 39.932(9) - 2.39
four-quark 10.299(1) 20.1 10.033(1) - 2.58
sum 51.209(8) 100 49.965(9) - 2.43
bottom quarks 4.376(3) 8.54
VBF cuts
gluonic 0.6178(4) 59.4 0.5992(3) - 3.01
four-quark 0.4217(1) 40.6 0.4102(1) - 2.73
sum 1.0396(4) 100 1.0093(3) - 2.91
bottom quarks 0.05182(2) 4.98
Table 1: Composition of the LO and NLO total cross section for pp→ l+l−+2jets at the LHC operating at
13TeV for basic and VBF cuts.
5.1 General setup
For the calculation we work in the Gµ scheme, i.e. we fix the value of α via its tree-level
relation with the Fermi constant Gµ :
αGµ =
√
2GµM
2
W
pi
(
1− M
2
W
M2Z
)
. (5.1)
In order to appropriately treat potentially resonant Z and W propagators, we consistently use the
complex-mass scheme [15]. The virtual amplitudes are calculated in the ’t Hooft–Feynman gauge,
and all light fermions are considered massless. We employ the MSTW2008LO PDF set [25] and
choose µR = µF = MZ for the QCD factorization and renormalization scales. Jets are constructed
with the anti-kT algorithm [26] with separation parameter R = 0.4. Using the same clustering algo-
rithm with R = 0.4, photons and charged leptons are recombined into leptons, and quarks/gluons
and photons are recombined into jets. In order to have IR-safe observables, we discard photonic
jets consisting of a parton a (a = qi, q¯i,g) and a hard photon with zγ = Eγ/(Eγ +Ea) above a critical
value zcutγ = 0.7 and absorb the left-over collinear singularities into the quark–photon fragmentation
function [27].
5.2 Results for the process pp→ l+l−+2jets
In order to select a final state of well separated hard lepton, hard antilepton and hard jets, we
impose the followig cuts:
pT,j > 30GeV, |yj|< 4.5, pT,l > 20GeV, |yl|< 2.5, ∆Rl−l+ > 0.2, ∆Rlj > 0.5. (5.2)
We study the process in two configurations requiring following additional cuts:
• Basic cuts: 66GeV < Ml−l+ < 116GeV;
• VBF cuts: Mjj > 600GeV, |yj1−yj2 |> 4, yj1 yj2 < 0, min(yj1 ,yj2)< yl <max(yj1 ,yj2).
In Table 1 the results for the total cross section can be found. We note that parton interactions
involving external gluons dominate the total cross section (also with the VBF cuts), while partonic
processes with external bottom quarks do not contribute much to the total cross section. The
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pp→ l+l−+2jets – Basic cuts
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pp→ l+l−+2jets – VBF cuts
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Figure 2: Distributions of the transverse-momentum of the hardest jet and for the di-jet invariant-mass
for pp→ l+l−+2jets at the 13TeV LHC. Left: the total LO distributions (black), the relative gluonic (red),
four-quark (blue) and bottom (magenta) contributions, the relative contributions of the squared EW diagrams
(purple) and QCD–EW interference (orange). Right: the relative NLO corrections (black), the included real
photonic (red) and real gluonic (blue) corrections, the statistical error (green) for an integrated luminosity of
300fb−1.
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Process class σLO [pb] σLO/σLOtot [%] σ
NLO
EW [pb]
σNLOEW
σLO
−1 [%]
Basic cuts
gluonic 456.94(11) 81.5 454.34(11) - 0.57
four-quark 103.66(01) 18.5 102.40(02) - 1.22
sum 560.60(11) 100 556.74(11) - 0.69
bottom quarks 37.699(6) 6.72
ATLAS cuts
gluonic 1.64947(39) 72.7 1.47947(42) - 10.31
four-quark 0.61850(07) 27.3 0.55783(16) - 9.81
sum 2.26797(39) 100 2.03729(45) - 10.17
bottom quarks 0.07969(01) 3.51
Table 2: Composition of the LO and NLO total cross section for pp→ νν¯ + 2jets at the LHC operating at
13TeV for basic and ATLAS cuts.
O(α3α2s ) corrections to the total cross section of both gluonic and four-quark channels are small
and negative for both sets of cuts.
In Fig. 2 we present the differential distributions for the transverse-momentum of the hardest
jet pT, j1 (jet with highest transverse-momentum) and for the di-jet invariant-mass Mjj. Looking at
the LO distributions we notice that the cross section drops by several orders of magnitude in the
considered acceptance cuts, when high values of pT, j1 and Mjj are reached. When basic cuts are
applied, gluonic processes dominate for low pT, j1 and low Mjj, while for high values the four-quark
processes become more important. The same happens for the invariant-mass distribution with the
VBF cuts, while for the transverse-momentum distribution the four-quark and gluonic contributions
are similar above 270GeV. It is important to notice that at high values of the invariant-mass EW
LO diagrams contribute considerably (up to 50% for VBF cuts). On the right-hand side of the
figure we see that one-loop corrections exhibit the typical enhancement at high energies, where
sizable logarithms of EW origin appear. This effect is much larger for the transverse-momentum
distribution (in particular for the VBF cuts) than for the invariant-mass distribution. This is partially
due to the fact that for high invariant-mass EW LO diagrams contribute considerably and, since we
do not include the corresponding EW corrections of order O(α5), we miss part of the contributions
with large EW logarithms. The drop of the cross section for high energies causes an increase of the
statistical error, which however is always smaller than the corrections in the considered range. In
general the impact of real-subtracted photon emission is small, while, when basic cuts are applied,
the real-subtracted gluon emission increases for high pT, j1 values up to 8%.
5.3 Results for the process pp→ νν¯ +2jets
We study the process imposing two sets of acceptance cuts:
• Basic cuts: pT,j > 30GeV, |y j|< 4.5, E/T > 25GeV;
• ATLAS cuts: pT,j1 > 130GeV, pT,j2 > 60GeV, |y j|< 4.5,
HT > 800GeV, E/T > 8
√
HT
√
GeV, ∆φE/T j > 0.4.
These cuts are inspired by ATLAS searches for gluino and/or squark production involving
final states with large missing transverse-momentum [1].
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pp→ νν¯ +2jets – Basic cuts
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pp→ νν¯ +2jets – ATLAS cuts
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Figure 3: Distributions of the transverse-momentum of the hardest jet and for the di-jet invariant-mass for
pp→ νν¯ +2jets at the 13TeV LHC. Left: the total LO distributions (black), the relative gluonic (red), four-
quark (blue) and bottom (magenta) contributions, the relative contributions of the squared EW diagrams
(purple) and QCD–EW interference (orange). Right: the relative NLO corrections (black), the included real
photonic (red) and real gluonic (blue) corrections, the statistical error (green) for an integrated luminosity of
300fb−1.
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In Table 2 we present the preliminary results for the total cross section. Comparing the results
for basic cuts with those of pp→ l+l−+ 2jets (for a single lepton flavour), the production rate is
more than a factor of ten larger, mainly because of the higher branching ratios of ΓZ→νν/ΓtotZ with
respect to ΓZ→l+l−/ΓtotZ . The relative importance of the gluonic and four-quark channels is similar
to the case of pp→ l+l−+2jets. With the ATLAS cuts the cross section is reduced by a factor 250
with respect to basic cuts and the gluonic channels still dominate. The O(α3α2s ) corrections to the
total cross section of gluonic and four-quark channels are again negative for both cuts. The size of
the corrections is negligible when basic cuts are applied, but is around −10% for ATLAS cuts.
In Fig. 3 we present the differential distributions for the transverse-momentum of the hardest
jet pT, j1 (jet with highest transverse-momentum) and for the di-jet invariant-mass Mjj. As happened
for charged lepton production, the cross section drops by several orders of magnitude in the con-
sidered acceptance cuts for high values of pT, j1 and Mjj. When basic cuts are applied the LO plots
only differ from those for pp→ l+l−+2jets by an overall factor 10 in the magnitude. For ATLAS
cuts we notice that the distributions increase in the low pT, j1 and Mjj regions, mainly because of the
cut imposed on the missing transverse-momentum. While for low pT, j1 and Mjj the cross section is
three orders of magnitude smaller than with basic cuts, in the tail of the distribution the difference
is less than a factor of ten. The four-quark contributions equal the gluonic ones for pT, j1 > 1.5TeV
when basic cuts are applied. We also notice that the importance of the EW LO contributions in
the tail of the invariant-mass distribution is less enhanced than for pp → l+l−+ 2jets (for both
cuts). One-loop corrections are negative and present the same enhancement of EW origin at high
energies as for charged lepton production. The smaller statistical error is due to the larger cross
section in the case of neutrino production. For basic cuts the real gluon emission increases at high
pT, j1 (as for pp→ l+l−+2jets), while the real photon emission in the invariant-mass destribution
is smaller than for pp→ l+l−+2jets, because of the neutrino in the final state. When ATLAS cuts
are applied we notice that the corrections are of 10% at low pT, j1 and Mjj; they increase for high
transverse-momentum, while remaining almost constant in the invariant-mass.
6. Conclusion
We have presented the properties and discussed the performance of the code RECOLA for
the computation of EW and QCD elementary processes in the SM at NLO, based on a one-loop
generalization of Dyson–Schwinger recursion relations. The analysis of EW corrections to the
process pp→ l+l−+2jets and preliminary results for the process pp→ νν¯ +2jets have also been
shown.
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