Object recognition is one of the essential issues in computer vision and robotics. Recently, deep learning methods have achieved excellent performance in red-green-blue (RGB) object recognition. However, the introduction of depth information presents a new challenge: How can we exploit this RGB-D data to characterize an object more adequately? In this article, we propose a principal component analysis-canonical correlation analysis network for RGB-D object recognition. In this new method, two stages of cascaded filter layers are constructed and followed by binary hashing and block histograms. In the first layer, the network separately learns principal component analysis filters for RGB and depth. Then, in the second layer, canonical correlation analysis filters are learned jointly using the two modalities. In this way, the different characteristics of the RGB and depth modalities are considered by our network as well as the characteristics of the correlation between the two modalities. Experimental results on the most widely used RGB-D object data set show that the proposed method achieves an accuracy which is comparable to state-of-the-art methods. Moreover, our method has a simpler structure and is efficient even without graphics processing unit acceleration.
Introduction
Object recognition is of essential importance in the fields of computer vision and robotics. Because of the large variety of possible categories and variable viewpoints, it is a very challenging task to recognize objects accurately. Traditional object recognition methods are mainly based on available RGB images and use features extracted from the images, for example, colour, texture and local features. [1] [2] [3] Recently, deep learning techniques have proved useful tools for rich feature representation. In particular, the use of convolutional neural networks (CNNs) provides excellent image recognition performance. [4] [5] [6] CNN-based methods 7, 8 have also greatly improved the recognition accuracies of several object recognition data sets.
Chan et al. 9 have proposed a simple deep learning method called PCANet. In this method, only two layers of principal component analysis (PCA) 10 filters need to be learned. PCA is based on using an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables. The PCANet method managed to achieve outstanding performance in many image classification tasks.
The structure of the rest of this manuscript is as follows. The 'Related work' section gives an introduction to the existing research in this area and 'RGB-D image preprocessing' section presents the preprocessing required of the RGB-D images. The details of the proposed method are introduced in the 'PCA-CCA networks' section. In the 'Experiments' section, we present our experimental results obtained using a public data set. The final section, 'Conclusions', summarizes our achievements and gives recommendations for future research.
Related work
In recent years, researchers have made significant progress in the field of RGB-D object recognition. As in RGB object recognition, methods applied to RGB-D images can be roughly categorized into two groups that focus on handcrafted and machine-learned features.
Among the hand-crafted methods, Rusu et al. 14, 15 proposed using point feature histograms and fast point feature histograms (FPFHs) to extract 3D structure features of objects. They later proposed using viewpoint feature histograms which added viewpoint information into the FPFH method. 16 Lai et al. 17 introduced an RGB-D object data set and used a combination of several hand-crafted features including spin images, scale-invariant feature transform, histogram of oriented gradient and colour histograms. They made a recognition baseline by comparing the performance of several classifiers, for example, a linear support vector machine (SVM), Gaussian kernel SVM and random forest. Bo et al. 18 developed a set of kernel features on point clouds and depth images which contained size, shape and edge features. Browatzki et al. 19 extracted four 2D descriptors from colour images and four 3D descriptors from range scans and an SVM was trained for each feature. Berker et al. 20 proposed two spatially enhanced local 3D descriptors for RGB-D recognition based on histograms of spatial concentric surflet-pairs (SPAIRs) and coloured SPAIRs. In general, hand-crafted feature-based methods require some prior knowledge of the objects and their performance with respect to large-scale data sets is unsatisfactory.
In machine-learning methods, raw data are used to learn features for RGB-D object recognition. Bo et al. 21 presented a hierarchical method of sparse coding learning to extract the features of multichannel images. The features of different channels were subsequently concatenated to train the classifier. Blum et al. 22 proposed a convolutional k-means descriptor which is able to automatically learn feature responses in the neighbourhood of detected points of interest and then combine the colour and depth into one, concise, representation. Asif et al. 23 used a bag-of-words model to learn features from raw RGB-D point clouds and introduced a randomized tree-based clustering method to learn vocabularies.
Due to their great success in RGB image recognition, deep learning methods (such as CNN) have been introduced to deal with RGB-D data and have been found to perform excellently. Socher et al. 24 proposed an integrated method that combines convolutional filters and recursive neural networks (RNNs). Features from the colour and depth channels were learned separately and then concatenated for use in the final softmax classifier. Schwarz et al. 25 proposed using two pretrained CNNs to extract features from colour and depth images individually. Then, Eitel et al. 12 proposed a similar structure to that in the method of Schwarz et al. 25 The difference was that, in the latter, the fusion CNNs were trained end-to-end using the RGB-D data, which gives a higher accuracy. Bai et al. 26 proposed dividing the input images into several subsets according to their shapes and colours. Each subset was then learned separately to extract features using RNNs. Cheng et al. 27 proposed a convolutional Fisher kernel method which integrated the advantages of both CNNs and Fisher kernel encoding. Two SVMs were separately trained for the RGB and depth modalities, and the combined scores were then used to predict the category.
However, most feature-learning methods learn features either from the RGB and depth image separately or treat RGB-D images as multichannel input. This does not adequately exploit the relationship between the RGB and depth information.
To realize feature descriptions that are more discriminatory, some methods employ specifically designed fusion approaches for RGB and depth. Wang et al.
11,28 designed a multimodel layer which followed the CNN layers and was able to fuse colour and depth information by enforcing a common part to be shared by features of different modalities. Sanchez et al. 29 presented a comparative study of data fusion for RGB-D recognition. They compared the performances of different fusion techniques and different feature extraction approaches. Their results showed that early fusion was the most effective approach to combining data from RGB and depth information, and that CNN-based methods are superior to other methods. Thus, in this article, a kind of early-fusion method is employed. Zaki et al. 30 employed a CNN that had been pretrained on RGB data as the feature extractor for both RGB and depth channels and proposed a fusion scheme to combine the features of a hypercube pyramid. Zaki et al. 31 constructed a joint and shared multimodel representation by bilinearly combining the CNN streams of the RGB and depth channels. In addition, Cheng et al. 32 used a CNN-RNN method to generate top-ranking candidate categories and also proposed a measure of similarity method to improve accuracy. Their methods lead to a great improvement in accuracy. Although CNN-based methods can be highly accurate, it must be remembered that they always need fussy fine-tuning of the parameters and extra GPUs to accelerate them.
Recently, Chan et al. 9 proposed a simple deep learning model called PCANet in which PCA is employed to learn the multistage filter banks. The method can learn robust invariant features for various image recognition tasks and is easy to design and train. These workers also introduced two simple variants which possess the same structure as PCANet but employ filters that are randomly selected or learned from linear discriminant analysis. The variant methods also have good performance which demonstrates the effectiveness of this simple topological approach in image classification. We should also mention that many other modified methods have been employed to improve recognition performance, for example, stacked PCANet (SPCANet), 33 2-dimension PCANet (2DPCANet), 34 weighted-PCANet, 35 quaternion PCANet 36 and so on. However, these methods can only deal with RGB images. Our method employs a similar topology but simultaneously uses the RGB and depth information to obtain a representation of the discriminating features.
RGB-D image preprocessing
The RGB-D data cannot be used directly in its original form because the raw information in the depth images is not in standard image format. The sizes of the input images are also not uniform. Image preprocessing must therefore be carried out, which consists of two steps. The first step is to encode the raw depth image to give a pseudocolour depth image. The second step is to scale the colour and depth images to a consistent size.
Encoding the raw depth images
A pixel in a raw depth image represents the distance between the camera and the corresponding point in the object. To make full use of this information, the raw depth image is first encoded to produce a pseudocolour depth image. First, all the depth values are normalized to lie in the range 0-255, which could be used to construct a grey image of the raw depth data. Then, the normalized depth image is transformed to a three-channel RGB image. This allows the depth information to be distinguished better. To accomplish this, a hierarchical mapping method is applied to the normalized depth image. For each pixel in the depth image, the grey value is transformed to a colour value which encodes the depth information using RGB values. Examples of normalized and pseudocolour depth images are shown in Figure 1 .
Image scaling
To meet the requirements of the feature extraction process, the input colour and depth images need to be scaled to an appropriate size. The simplest method is to resize the cropped image by warping it. However, the object may lose its inherent shape information as a result. Therefore, we employ the scaling process proposed by Eitel et al; 12 that is, the original image is expanded to a square image by tiling the borders of the longest sides so that the shorter sides become enlarged. Then, the square image is scaled to a constant size. Figure 2 shows a comparison of the results of scaling some images using the two methods.
The PCA-CCA network
The proposed PCA-CCA network is designed to extract features of objects using RGB and depth information jointly. Figure 3 presents a block diagram of the PCA-CCA network for RGB-D object recognition. As can be seen, the proposed method consists of two convolution layers and one output layer. Only the PCA filters in the first layer and CCA filters in the second layer need to be learned from the input RGB-D images. Further details of the processes involved are given below.
The first convolution layer
In the first convolution layer, we employ two groups of PCA filters for the RGB and depth components. Each group of filters are learned separately. The data input into this layer correspond to the cropped and preprocessed RGB-D images. The pseudocolour depth images can also be regarded as three-channel RGB images, so the RGB and depth components in the first layer are the same. Therefore, we will only describe the RGB component in detail for the sake of brevity.
Suppose that there are N RGB images input for training purposes which we denote by fI
The image size is assumed to be m Â n and the patch size k 1 Â k 2 . For each channel in the RGB images, all the patches in the i th image are collected taking an overlapping approach; that is, we have x i;1 ; x i;2 ; :::; x i;mn 2 R k 1 k 2 where x i;j denotes the j th vectorized patch in I c i . Then, we subtract the patch mean from each patch to get X i ¼ ½ x i;1 ; x i;2 ; :::; x i;mn , where x i;j is a mean-removed patch. By constructing the similar matrix for all input images and putting them together, we get
For a given RGB image, we gather the same individual matrices for the three channels of the RGB images denoted by X r ; X g ; X b 2 R k 1 k 2 ÂNmn . Assuming that the number of filters in layer i is L i , we use PCA to minimize the reconstruction error within a set of orthogonal filters
identity matrix, and V is a matrix consisting of a set of eigenvectors. On solving the optimization problem, we get the L 1 principal eigenvectors of XX T . Then, the PCA filters of the first stage can be written as follows
where l ¼ 1; 2; :::; L 1 , q lXX T is the l th principal eigenvector ofXX T , and mat k 1 ;k 2 ;3 ðvÞ is a function that maps
. Finally, the output from the RGB component in first layer has the form Similarly, for the depth images that are input, the PCA filters can be denoted as W 
The second convolution layer
The data input into this layer consists of the output from the first layer. We employ the CCA method to generate the filters for the RGB and depth components.
For the RGB or depth component, all the overlapping patches of I i l are collected and the patch means subtracted. This yields Y i l ¼ ½ y i;l;1 ; y i;l;2 ; :::; y i;l;mn 2 R k 1 k 2 Âmn , where y i;l;j is the j th mean-removed patch in I i l . We then define
ÂNmn to be all the meanremoved patches of the l th filter output. Thus, all of the filter outputs in a single component can be expressed as follows
so that we can obtain Y c and Y d for the RGB and depth components, respectively. The aim of CCA is to find projections of two sets of samples that simultaneously yield the maximum correlation. Here, the CCA filters in this layer are the projections that make the outputs of the RGB and depth components (Y c and Y d ) have maximal correlation. The first projection directions a 1 and b 1 (for colour and depth, respectively) can be obtained by solving the following optimization problem (7) is thus written in the form
where l 1 and l 2 are Lagrange multipliers. Setting qL=qa 1 ¼ 0 and qL=qb 1 ¼ 0, we find
corresponding to the largest eigenvalue, l 2 . Given the first ' À 1 directions, the ' th projection direction can be calculated by solving the problem in Equation (7) with the additional constraints that a
The CCA filters of the second layer can now be expressed as follows
where ' ¼ 1; 2; :::; L 2 and mat k 1 ;k 2 ða ' Þ maps the vector a ' 2 R 12 Best viewed in colour.
Finally, for each input I i l of the second layer, we will have L 2 outputs, each found by convoluting I i l with
The total number of outputs from the second layer is therefore 2L 1 L 2 .
The output layer
The output layer is used to generate the final feature expression of each training RGB-D image. RGB and depth components are handled separately, and the processes are the same. Hence, we will only describe the process for the RGB component for the sake of brevity, as we did before.
After the second layer, for each of the L 1 inputs I i c;l in the RGB component, there are L 2 real-valued outputs
. These outputs are binarized into the form
where the Heaviside function is such that the value of HðÁÞ is 1 if the argument is positive, and 0 otherwise. Then, we view each corresponding pixel of the L 2 output as L 2 binary bits which we convert to a decimal number, T c;l i , given by 
Similarly, the feature of the depth component is denoted as follows
Finally, the feature of the i th input RGB-D data is 
Experiments
The proposed method was implemented using MATLAB on a computer built around an Intel Xeon E5 CPU (8-cores operating at 2.4 GHz). To evaluate the effectiveness of the proposed PCA-CCA network, experiments were conducted on the challenging Washington RGB-D object data set. 17 The details of these experiments and the results are described below.
Data set and experiment set-up
There are 300 household objects in 51 categories in the Washington RGB-D object data set. Each object was captured using a Kinect-style 3D camera which was placed at three different heights and multiple views. The object recognition experiments in this article are focused on category recognition. Therefore, the proposed PCA-CCA network method was evaluated using the same (10) cross-validation splits as used by Lai et al. 17 Each split consists of roughly 35,000 training and 7000 testing images. The task of the PCA-CCA network is to correctly predict the category of a new instance.
In our experiments, the image size used was 90 Â 90, the patch size was 5 Â 5, the filter numbers were L 1 ¼ 12 and L 2 ¼ 8, and the block size was 4 Â 4. As the object images consist of complex poses, spatial pyramid pooling 37 was applied to the output layer (a pyramid of 4 Â 4, 2 Â 2, 1 Â 1 was used). The dimension of each pooled feature is reduced to 640 by the PCA process. Hence, the feature dimension of each input RGB-D image pair is 640 Â ð4 Â 4 þ 2 Â 2 þ 1Þ Â 2 ¼ 26; 880. The process not only extracts the information that is invariant to large changes in pose but also reduces the runtimes necessary for training of the classifier and prediction.
For classification purposes, a linear SVM was employed and the LIBLINEAR library 38 was used for its implementation.
Results and analysis

Comparison with different baselines
Our method is designed for RGB-D images and has a structure similar to that of PCANet. Therefore, the original PCANet method can also be applied to the RGB-D data with some common multimodal fusion approaches. Thus, we conducted six different PCANet baselines:
1. RGB PCANet: PCANet trained using only RGB images. 2. Depth PCANet: PCANet trained using only depth images. 3. Early-fusion PCANet: PCANet with separate training for colour and depth images, followed by concatenating the features of the colour and depth images. This method is similar to that used by Schwarz et al. 25 (This is actually an example of an early-fusion scheme as described by Sanchez et al. 29 hence the name).
4. Late-fusion PCANet: PCANet with separate training for colour and depth images and classifiers that are also trained separately. The final result is obtained by selecting the modality with the maximum classification score. (Named after the latefusion scheme described by Sanchez et al. 29 ). 5. Early-fusion PCANet with pseudocolour depth: The same structure used in early-fusion PCANet but pseudocolour depth images is used. 6. Late-fusion PCANet with pseudocolour depth: The same structure used in late-fusion PCANet but pseudocolour depth images is used.
A linear SVM method is used as classifier when testing each of the six baselines. Table 1 shows a comparison of the accuracy of the recognition results achieved using our method and the six baselines. Methods using both the RGB and depth components achieve a significantly greater accuracy compared to the RGB PCANet method. The performance of the earlyfusion methods is better than that of the late-fusion methods. The pseudocolour depth images help improve the accuracy in both the early-and late-fusion methods which means that the pseudocolour information helps with the discrimination process. The best of the baseline results was achieved by the early-fusion PCANet with pseudocolour depth method (whose structure is the most similar to ours). However, our method achieves an even better result (by 2%). The reason for this is that in our method, the correlation features are extracted jointly by the CCA filters (the discriminative features learned by the PCA filters are similar to those in the early-fusion PCANet with pseudocolour depth method). This results in a more discriminative description of the features of the RGB-D data which can also eliminate redundant information at the same time.
Comparison with state-of-the-art methods
We next compared the accuracy of our proposed method with that obtained using some state-of-the-art methods ( Table 2 ). The recognition accuracy of our method is 91.7% (on average) over the 51 categories of objects. This outperforms all of the approaches listed except for the query adaptive similarity measure (QASM) method. 32 We note that QASM is a higher level ensemble method rather than a classification method. Our method and the other methods in Table 2 (except QASM) are essentially classification methods. More specifically, the whole process of QASM consists of two steps. In the first step, an object classification method is used to obtain the classification scores, and in the second step, the similarity measurement method is conducted using the output scores. In the article of QASM, 32 the CNN-RNN method was used in the first step. A comparison of runtime costs is presented in Table 3 , which indicates that our method is more efficient than the CNN-RNN method. (The runtimes shown in Table 3 are discussed in greater detail later on in this article.) CNN-RNN method is more efficient than QASM method, so our method is also more efficient than QASM. Moreover, QASM is not specifically designed for CNN-RNN and can also be used with other object classification methods, including ours. In future application, therefore, we may, in principle, be able to achieve an even better accuracy using their ensemble mechanism.
The more recently developed CNN-based methods generally have a complex network structure. For example, Schwarz et al. 25 (CNN Features) and Fus-CNN 12 used CNNs with eight layers. Zaki et al. 30 (hypercube pyramid) employed a network with six layers and proposed the use of a hypercube pyramid scheme. However, in our method, there are only two convolution layers and an output layer which is clearly a simpler approach. In addition, Schwarz et al. 25 (CNN Features) extracted the features of the RGB and depth images separately whereas, in our method, the correlation between RGB and depth is considered which gives a better performance.
One of the benefits of the simplicity of the structure used in our method is that there are few parameters to be tuned when training the network (patch size, number of filters and block size of the histograms). The parameters that need to be fine-tuned in CNN-based methods include the network weights and biases and the hyperparameters (these include learning rate, batch size, number of epoch, number of kernels, kernel size and pooling size). The hyperparameters are tuned manually while the weights and biases are tuned iteratively using back-propagation until convergence is achieved. This process is very time-consuming because there are numerous weight parameters to be tuned. Therefore, the training in CNN-based methods generally uses GPUs to accelerate the process. For example, the training of a single network took 10 h using an NVIDIA 790 GPU in the work by Eitel et al. 12 and a training time of 4.5 h is reported by Wang et al. 28 using a Titan GPU. In our method, only PCA and CCA filters need to be learned directly and there is no need to iteratively tune weights. Moreover, the hyperparameters in our method are few in number. As a result, it only takes 1.5 h to train our network using a CPU-only platform.
Parameter analysis
The images in the Washington RGB-D object data set had to be scaled using the previously mentioned scaling approach in order to satisfy the requirements of the PCA-CCA network. The image size was set to 90 Â 90 (as most of the original images in the data set are around this size). If the scaled image is much smaller than the original, then some local information may be lost which is a very important issue if classification is to be accurate. Moreover, using a size larger than 90 cannot yield a higher accuracy in our experiments, but it will increase the feature extraction runtime significantly.
The model parameters in the PCA-CCA network that affect classification performance are patch size and filter number. To show the effect of using different patch sizes, we fixed the filter numbers (with L 1 ¼ 12 and L 2 ¼ 8) and varied the patch size from 3 Â 3 to 9 Â 9. The results are shown in Figure 4 . The best accuracy appears to occur when the patch size is 5 Â 5. When the patch size exceeds 5 Â 5, the accuracy decreases significantly. This is because larger sized patches cannot capture enough local information, which is of vital importance in describing the objects.
To investigate the effect of changing the number of filters, we varied the PCA filter number L 1 from 8 to 14, keeping the other quantity fixed with L 2 ¼ 8 ( Figure 5 ). Clearly, accuracy tends to increase as L 1 becomes larger. When L 1 > 12, however, the accuracy drops off to some extent. This is because some redundant information may be included in the final feature representation. Note that using more filters will dramatically increase runtime and memory usage. Hence, L 1 was set to 12 to obtain good results while keeping the computational burden bearable.
Next, the number of CCA filters L 2 was varied from 6 to 12, keeping L 1 fixed at 12 ( Figure 6 ). We can see that, in this case, the best accuracy occurs when L 2 ¼ 8 and that increasing L 2 further only reduces performance. Figure 7 shows the confusion matrix of the recognition results obtained using the proposed method applied to the Washington RGB-D data set. As can be seen, most categories can be classified correctly, which demonstrates the effectiveness of the proposed method. However, there are some categories which are often misclassified, for example, pitcher, mushroom, peach and food jar (Figure 8 ). These misclassifications occur because some instances share similar colours and shapes with other instances in different categories. In addition, there are only a very small number of training samples for the category mushroom and great differences between instances. These categories may be very difficult to recognize correctly, even for humans.
Error analysis
Running time
Computing power is usually very constrained in mobile robotic applications. We tested the average runtime of different feature extraction and prediction procedures using the Washington RGB-D object data set. Our method required 0.44 s per input object which is low enough to allow frame rates of about 2.3 Hz. We also made a runtime cost comparison with state-of-the-art methods whose source codes are available. The results are shown in Table  3 and indicate that our method and baseline method are more efficient than those used in other methods. Comparing our baseline method with the early-fusion PCANet with pseudocolour depth method, it is apparent that both methods have nearly identical runtimes. However, the accuracy of our method is better because of the special structure designed for the RGB-D data. CNN-based methods can usually achieve a high execution efficiency provided GPUs are available. Schwarz et al. 25 , for instance, presented feature extraction runtimes achieved using a computer equipped with an Intel Core i7 CPU chipset running at 2.7 GHz and an NVidia GeForce GT 730 M GPU. On their experimental platform, the method proposed by Bo et al. 21 took 1.153 s to process one frame, while the CNN-based method used by Schwarz et al. 25 took only 0.186 s. As expected, the runtime achieved by this CNN-based method is low because of the help provided by the GPU. However, in many lightweight mobile robot applications (such as the unmanned aerial vehicle), the presence of a GPU may be undesirable when considering the limitation of energy consumption, weight, size and so on. Our method is highly efficient and accurate, even when it is just the CPU performing all the calculations. This suggests that our proposed method is ideal for use in lightweight mobile robots. We expect that our method can also be parallelized and accelerated by the use of extra GPUs (to accelerate, e.g. the convolution processes involved in the first and second layers). Thus enhanced, an optimized implementation of our method should be able to provide RGB-D object recognition in real time. Figure 7 . Confusion matrix of the proposed method on Washington RGB-D data set. The y-axis shows the true labels of the testing objects, and the x-axis shows the predicted labels. Best viewed in colour. Figure 8 . Examples of some easily misclassified categories. Misclassification occurs due to the strong similarities in the objects' colours and shapes.
Conclusions
In this article, we propose a PCA-CCA network method for effective RGB-D object recognition. The proposed deep learning method is a simple one which considers, in addition to the discriminative characteristics of the RGB and depth modalities, the characteristics of the correlation between the two modalities. The PCA-CCA network method is composed of two convolution layer stages, binary hashing and block-wise histograms. In the first layer, PCA filters are applied to the RGB and depth components separately. Then, the CCA filters are learned using both of the two components together. Experiments were conducted on the Washington RGB-D object data set which demonstrate that our method has an accuracy that is comparable to state-of-the-art methods. In addition, as our method has a simple structure, it is efficient even without GPU acceleration. In future work, we intend to focus on a more robust approach that can deal with occlusion between objects. We also aim to perform more experiments on real scenes.
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