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Abstract
In this paper we present a new dynamical approach towards the classical Perron-
Frobenius theory by using only some elementary knowledge on linear ordinary
differential equations. It is completely self-contained and significantly different
from those in the literature. As a result, a complex version of the Perron-
Frobenius theory is developed which, when we come back to the situation of
the real case, yields generalized Krein-Rutman type theorems for bounded and
unbounded linear operators.
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1. Introduction
In the pioneering work [34] Perron published his celebrated theorem which
asserts that the spectral radius of a nonnegative matrix A is an eigenvalue of
A to which there corresponds a nonnegative eigenvector. This result was later
extended by Frobenius to nonnegative irreducible matrices [15], which is now
known as the Perron-Frobenius Theorem. Since in practice it is often the case
that a matrix has nonnegative entries, the theorem has found an astonishing
wide range of applications in diverse areas such as the numerical analysis, wire-
less networks, economy, epidemiology, probability, dynamical systems theory,
lower-dimensional topology, etc.; see MacCluer [25] for a complete review on
this topic.
The extensive use of the Perron-Frobenius Theorem greatly stimulated math-
ematicians to seek for various proofs from different perspectives, aiming at open-
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ing up new ways to this fruitful area. Many elegant proofs of the theorem were
summarized in [25], including the Perron’s original proofs [33, 34] based on a
technical use of the Cramer’s rule or the resolvent of matrices, Wielandt’s 1950
proof [43] built on Frobenius’s mini-max idea, Birkhoff’s proof via the Jordan
canonical form [4], Karlin’s proof using the complex variable theorem about
power series with positive coefficients [20]. Other proofs based on geometric
methods and fixed-point theorems can be found in [5, 17, 22, 35, 38], etc.
As we have seen in the literature, the new ideas and techniques involved in
different proofs have led to important extensions of the Perron-Frobenius The-
orem. An outstanding extension is the famous KR Theorem (KR Theorem in
short) established in 1948 [23] dealing with positive compact linear operators
on real Banach spaces, which is obtained by making a substantial use of the
Schauder Fixed-point Theorem and some knowledge on spectral theory about
compact operators. (Other proofs and generalizations of the KR Theorem to
linear operators use powerful topological and geometric tools; see e.g. Edmunds
et al. [12], Nussbaum [30], Samelson [38] and Du [11].) Since the theorem proved
to be crucial in many areas such as the principle eigenvalue problems of ellip-
tic operators, stability analysis of solutions to nonlinear differential equations,
bifurcation theory, topological degree calculation, probability, and random dy-
namical systems theory, it aroused a great interest in the study of the spectral
properties of compact or noncompact operators in the past decades; see e.g.
Ando [2], Bonsall [3], Krasnosel’skii [21], Nagel [27], and Schaefer [39, 40]. Re-
cent results and developments along this direction can be found in Kanigowski
and Kryszewski [19] and the references cited therein.
Let us also mention that the simple-looking observation made by Birkhoff [5]
and Samelson [38] (who remarked that one can use Hilberts projective metric
and the contraction mapping principle to prove Perron-Frobenius type theo-
rems for nonnegative matrices) led to the development of the nonlinear Perron-
Frobenius theory; see Lemmens and Nussbaum [24] for a complete statement
on this topic in finite dimensional case, and Chang [7], Mahadevan [26], Mallet-
Paret and Nussbaum [28], Nussbaum [31], Ogiwara [32] and Song and Qi [41] etc.
for infinite dimensional results. In [8, 9] and [44] the authors even established
some nice results for positive tensors.
In Rugh’s 2010 work [36], the author generalized the notions of a real Birkhoff
cone and its Hilbert metric to complex spaces and obtained a variety of spec-
tral gap theorems. In particular, the classical Perron-Frobenius Theorem and
KR Theorem were extended in some ways to complex matrices and operators.
Such results for complex operators can be expected to be useful in deriving uni-
form complex estimates needed in the study of Markov additive processes and
nonautonomous or random dynamical systems [29, 37].
The aim of this paper is twofold. One is of methodological sense, i.e., we
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present a completely self-contained new approach towards the Perron-Frobenius
theory. The other is to prove a variety of complex Krein-Rutman type theo-
rems. As we will see, when one comes back to the situation of the real case,
these complex theorems naturally yield some generalized Krein-Rutman type
theorems for real operators.
This work will be carried out as follows. In Section 2 we introduce some
notions for cones and operators in complex Banach spaces and prove a projective
property of cones. In the real case the notions of totalness and strong positivity
are well-defined for cones and operators, respectively. However, examples show
that they are no longer suitable in the complex case. As remedies, here we
introduce the notions of fullness of a cone and rotational strong positivity of a
complex operator. We also introduce the notion of projective properness and
show that a cone naturally possesses such a nice property in some sense, which
will play a key role in proving a Perron type result.
In Section 3 we prove a fundamental fact concerning the asymptotic behavior
of solutions of linear ODEs. In Section 4 we prove in a completely self-contained
manner a general finite-dimensional Krein-Rutman type theorem (Theorem 4.1)
for a complex operator in the generality of only assuming that the cone is full
and that the operator is positive. This result immediately yields some Perron-
Frobenius type and Krein-Rutman type theorems as long as we impose on the
operators some further assumptions such as irreducibility and rotational strong
positivity. This will be addressed in Section 5.
In Section 6 we extend the finite-dimensional results in previous sections to
the infinite-dimensional case by a simple use of spectral decompositions of the
spaces and reduce infinite-dimensional problems to finite-dimensional ones. In
Section 7 we come back to the real case. By considering the complexifications
of real spaces and operators and applying the results for complex operators,
we obtain a generalized Krein-Rutman type theorem (Theorem 7.4) and give a
complete version of the classical KR Theorem. Section 8 consists of a simple dy-
namical argument on the principle eigenvalue problem of unbounded operators,
in which some generalized Krein-Rutman type theorems will be established for
resolvent-positive sectorial operators.
2. Preliminaries
In this section we first introduce some notions and notations that will be
used throughout the paper. Then we give some basic facts concerning cones
and operators in Banach spaces. In particular, we prove a projective property
of cones with respect to direct sum decompositions of spaces.
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2.1. Basic notions and notations
Denote C the field of complex numbers, and S1 the unit circle in C, i.e.,
S1 = {w ∈ C : |w| = 1}. Let i be the unit imaginary number in C.
Let E be either a complex or a real Banach space with norm ‖ · ‖. Given
M ⊂ E, denote ◦M the interior of M in E. For x ∈ E, define d(x,M) =
infy∈M ‖x− y‖. In case M is a subspace of E, we trivially have
d(λx,M) = λd(x,M), λ ≥ 0. (2.1)
By a wedge in E we mean a closed subset P ⊂ E with P 6= {0} such that
tP ⊂ P for all t ≥ 0. A convex wedge P with P ∩ (−P ) = {0} is called a cone.
It is a basic knowledge that a cone P satisfies
P + P ⊂ P. (2.2)
One easily verifies that if P is a cone in E and E0 is a closed subspace of E,
then P0 = P ∩ E0 is a cone in E0 as long as P0 6= {0}.
A cone P is called total (resp., solid), if P − P = E (resp., ◦P 6= ∅).
In the case where E is a real Banach space, if P is a cone in E, one trivially
checks that P − P is a subspace of E. Situations in the complex case seems to
be somewhat different, and it remains unknown whether this basic property still
holds true. Due to this simple observation, we introduce the following weaker
notion for cones to replace that of totalness defined as above. As we will see,
this weaker one is sufficient for most of our purposes in this present work.
Definition 2.1. We say that a cone P is full in E, if there is no closed subspace
E0 of E, E0 6= E, such that P ⊂ E0.
It is easy to deduce that a solid cone is total, and a total cone is full. However,
the following simple example shows that a full cone may fail to be total.
Example 2.1. Let E = R2 + iR2, and set
P1 = {(x, 0) ∈ R2 : x ≥ 0}, P2 = {(0, y) ∈ R2 : y ≥ 0}.
Put P = P1 + iP2. Then P is a cone in E. Note that
P − P = (P1 + iP2)− (P1 + iP2)
= (P1 − P1) + i(P2 − P2) = X1 + iX2,
where
X1 = {(x, 0) : x ∈ R}, X2 = {(0, y) : y ∈ R}.
Clearly P − P = P − P 6= E. Thus P is not a total cone.
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Nevertheless, it can be shown that P is full. Indeed, let E0 be a subspace of
E. If P ⊂ E, then both P1 and iP2 are contained in E0. Since E0 is a complex
Banach space, we see that P2 = −i(iP2) ⊂ E0.
Now by P1, P2 ⊂ E0 we find that R2+ = P1 + P2 ⊂ E0, which implies that
R2 = R2+ − R2+ ⊂ E0. It then follows that iR2 ⊂ E0. Therefore we conclude
that E = R2 + iR2 ⊂ E0. Hence E0 = E.
If we come back to the situation of a real Banach space, then one easily
verifies that the following simple fact holds true.
Proposition 2.2. A cone P in a real Banach space E is total if and only if it
is full.
2.2. Some fundamental properties of cones
Let there be given a Banach space E as well as a cone P in E.
Definition 2.3. Let D : E = ⊕ni=1Ei be a direct sum decomposition of E. We
say that P is projectively proper (with respect to D), if
(ΠiP )
⋂
(−ΠiP ) = {0}, 1 ≤ i ≤ n, (2.3)
where Πi = ΠEi denotes the projection from E to Ei.
Generally P may not be projectively proper with respect to a given decom-
position of E. Nevertheless, the following interesting result holds true.
Proposition 2.4. For any direct sum decomposition D : E = ⊕ni=1Ei, there
exist i1, i2, · · · , im, 1 ≤ ik ≤ n, such that (1) P0 := P ∩ E0 is a cone in
E0 = ⊕mk=1Eik ; and (2) P0 is projectively proper.
Proof. Let us argue by induction. First, if n = 1 then the conclusion trivially
holds true. Suppose now that the conclusion holds true with n = N ≥ 1. We
show that it remains true for n = N + 1.
So let E = ⊕N+1i=1 Ei be a direct sum decomposition of E. Denote Πi the
projection from E to Ei. If (ΠiP )
⋂
(−ΠiP ) = {0} for all i, 1 ≤ i ≤ N + 1,
then we are done. Hence we assume, without loss of generality, that
(ΠN+1P )
⋂
(−ΠN+1P ) 6= {0}.
Then there is an element x 6= 0 such that ±x ∈ ΠN+1P . Let ±x = ΠN+1u± for
some u± ∈ P . Obviously u± 6= 0. We may write
u+ = y1 + x, u
− = y2 − x,
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where y1, y2 ∈ V1 = ⊕Ni=1Ei. Let y = y1 + y2. Then y ∈ V1. We observe that
y = (y1 + x) + (y2 − x) = u+ + u− ∈ P. (2.4)
We claim that y 6= 0. Indeed, if y = 0 then we have y2 = −y1. Hence
u− = y2 − x = −y1 − x = −u+ ∈ P.
Therefore we find that both u+ and −u+ belong to P . This leads to a contra-
diction and proves our claim.
Because y ∈ P ∩V1 := P1, we see that P1 is a cone in V1 = ⊕Ni=1Ei. Now by
induction hypothesis, one concludes that there is a subspace E0 = ⊕mk=1Eik of
V1, 1 ≤ ik ≤ N , such that P0 := P ∩ E0 is a cone in E0, which is projectively
proper with respect to the decomposition D0 : E0 = ⊕mk=1Eik . The proof of the
proposition is complete. 
The following simple fact will also be frequently used.
Lemma 2.5. Let E0 be a finite-dimensional subspace of E with P ∩E0 = {0},
and let xk ∈ P be a sequence. Suppose d(xk, E0)→ 0 as k →∞. Then
xk → 0 as k →∞.
Proof. Suppose on the contrary that there is a subsequence of xk, still denoted
by xk, such that ‖xk‖ ≥ δ > 0 for all k. Let yk = xk/‖xk‖. Then ‖yk‖ = 1. We
observe that
d(yk, E0) = d
(
xk
‖xk‖ , E0
)
=
1
‖xk‖d(xk, E0)→ 0
as k →∞. Thus one can find a bounded sequence zk ∈ E0 such that ‖yk−zk‖ →
0. Since E0 is finite-dimensional, up to a subsequence, it can be assumed that
zk → z0 ∈ E0. Then yk → z0 as well. Hence ‖z0‖ = 1. As yk ∈ P for all k, the
closedness of P implies that z0 ∈ P . Hence P ∩ E0 6= {0}, a contradiction. 
2.3. Linear operators: rotational strong positivity and weak irreducibility
Let E be a complex (real) Banach space. Denote B(E) the space of bounded
linear (complex) operators on E. Given A ∈ B(E), denote σ(A) and σe(A) the
spectrum and the essential spectrum of A, respectively; see e.g. [10, 19, 28] for
formal definitions. Define the spectrum radius r(A) and the essential spectrum
radius re(A) of A as
r(A) = sup{|µ| : µ ∈ σ(A)}, re(A) = sup{|µ| : µ ∈ σe(A)}.
It is well known that
r(A) = lim
k→∞
‖Ak‖1/k. (2.5)
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2.3.1. rotationally strongly positive
Let A ∈ B(E), and M a subset of X. We say that A leaves M invariant (or,
M is A-invariant), if AM ⊂M .
Let there be given a cone P in E. An operator A ∈ B(A) is called positive
(or, P -positive for clarity) if it leaves P invariant. In case P is a solid cone, if
A(P \ {0}) ⊂ ◦P then we say that A is strongly positive (or, P -strongly positive).
Unlike in the real case, for a complex operator, the notion of strong positivity
seems to be somewhat restrictive. This can be seen from the simple observation
that the complexification of a strongly positive real operator fails to be strongly
positive; see Section 7 for detail. To complement this defects we introducing
the following weaker notion, rotational strong positivity, for complex operators.
Definition 2.6. Let E be a complex Banach space, and P a solid cone in E.
A positive operator A ∈ B(E) is called rotationally strongly positive, if
S1(Ax)
⋂ ◦
P 6= ∅, ∀x ∈ P \ {0}, (2.6)
where and below S1u = {zu : z ∈ S1} for each u ∈ E.
We will show in Section 7 that the complexification of a strongly positive
real operator is rotational strongly positive. Here let us first give a concrete
example which may help us to have some feeling of this notion.
Example 2.2. Let E = C2, and denote C+ = {x + iy ∈ C : x, y ≥ 0}. For
notational simplicity, we write Ξ(z) = x+ y for z = x+ iy ∈ C. Define
P = {(z, w) ∈ C+ × C : |w| ≤ Ξ(z)}.
We claim that P is a cone in E. To see this, it suffices to check that P is convex
and P ∩ (−P ) = {0}.
Let ui = (zi, wi) ∈ P , i = 1, 2. We observe that for every θ ∈ [0, 1],
|θw1 + (1− θ)w2| ≤ θ|w1|+ (1− θ)|w2|
≤ θΞ(z1) + (1− θ)Ξ(z2) = Ξ(θz1 + (1− θ)z2).
This verifies the convexity of P .
Now assume that u = (z, w) ∈ P ∩ (−P ). We show that u = 0, thus proving
what we desired. Suppose on the contrary that u 6= 0. Then either z 6= 0, or
w 6= 0. If z = 0, since u ∈ P , by the definition of P one would have w = 0. This
contradicts the hypothesis u 6= 0. Therefore we see that z 6= 0. It then follows
by u ∈ −P that −z ∈ C+. As z ∈ C+, this leads to a contradiction.
Note that P is a solid cone with
◦
P= {(z, w) ∈ P : z ∈
◦
C+, |w| < Ξ(z)}.
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Put A =
(
a c
0 d
)
, where a > 0 is a real number, and c, d ∈ C. The matrix
A defines an operator on E, still denoted by A,
Au = (z, w)
(
a c
0 d
)
, ∀u = (z, w) ∈ E.
Assuming that
|c|+ |d| ≤ a, (2.7)
we check that A is positive. Indeed, let u = (z, w) ∈ P. Then
Au = (az, cz + dw) . (2.8)
Note that
|cz + dw| ≤ |c||z|+ |d||w| ≤ |c|Ξ(z) + |d|Ξ(z)
= (|c|+ |d|) Ξ(z) ≤ aΞ(z) = Ξ(az).
Here we have used the simple fact that |z| ≤ Ξ(z) for z ∈ C+. Hence Au ∈ P .
In what follows we show that if c 6= 0, then A is rotationally strongly positive.
Let u = (z, w) ∈ P . We may write z = reiβ (0 ≤ β ≤ pi/2). Then
Ξ(z) = r(cosβ + sinβ) = r
√
1 + sin 2β. (2.9)
Let λ = ei(pi/4−β). Clearly λz = reipi/4 ∈ ◦C+. We observe that
|λ(cz + dw)| = |cz + dw| ≤ |c||z|+ |d||w|
≤ |c||z|+ |d|Ξ(z) = |c||λz|+ |d|Ξ(z).
Applying (2.9) to λz, one easily verifies that
|λz| < Ξ(λz), Ξ(z) ≤ Ξ(λz). (2.10)
Thus because c 6= 0, by (2.10) we deduce that
|λ(cz + dw)| ≤ |c||λz|+ |d|Ξ(z) < (|c|+ |d|) Ξ(λz) ≤ Ξ(λaz).
Noticing that λaz = a(λz) ∈ ◦C+, by (2.8) we find that
λAu = λ (az, cz + dw) ∈ ◦P .
2.3.2. Weak irreducibility
It is well known that the notion of irreducibility for matrices plays a funda-
mental role in extending the classical Perron theorem from positive matrices to
nonnegative ones. This notion has a natural extension for linear operators on
Banach spaces, but it involves another notion about cones, namely, the face of
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a cone. See e.g. Lemmens and Nussbaum [24, Def. 1.1.4] for detail. Another
notion for real operators weaker than strong positivity is that of primitivity.
Specifically, a bounded positive linear operator A on a Banach space E with a
cone P is called primitive, if there is an integer m ≥ 1 such that Am(P \{0}) ⊂ ◦P ;
see [24, pp. 285].
Here we introduce a slightly easy-understanding notion for linear operators,
called weak irreducibility. It can be shown that both the above two mentioned
notions imply weak irreducibility. As we will see, in our setting the role of such
a notion is just to exclude the possibility that an eigenvector of an operator
corresponding to a positive eigenvalue may lie on the boundary of the cone.
Definition 2.7. Let P be a solid cone in E. A positive operator A ∈ B(E) is
said to be weakly irreducible, if
Av 6∈ {tv : t ∈ R+}, ∀ v ∈ ∂P. (2.11)
It is almost obvious that strongly positive operators and primitive opera-
tors are weakly irreducible. In what follows we verify that irreducibility in the
terminology of [24] also implies weak irreducibility defined as above.
Indeed, let E be a Banach space with a solid cone P , and let A ∈ B(E) be a
positive operator. Suppose A is irreducible. Then by virtue of [24, Proposition
1.1.5] we have that
(λ−A)−1(P \ {0}) ⊂ ◦P (2.12)
for some λ > r(A). ([24, Proposition 1.1.5] was stated only for real operators
on finite-dimensional spaces. However, using the complex Hahn-Banach Sepa-
ration Theorem, one can extend it to bounded operators on infinite-dimensional
complex Banach spaces without difficulty.)
Now we check the validity of (2.11). Suppose one the contrary that there is
a v ∈ ∂P , v 6= 0, such that Av ∈ {tv : t ≥ 0}. Then Av = µv for some µ ≥ 0.
Take a real number λ with λ > max{r(A), µ}. We have (λ − A)v = (λ − µ)v.
Hence v = (λ− µ)(λ−A)−1v. Therefore we see that (λ− µ)(λ−A)−1v ∈ ∂P .
Since λ− µ > 0, it follows that (λ−A)−1v ∈ ∂P . This contradicts (2.12).
2.4. Positivity of solution of ODEs
Let us finally recall a fundamental result concerning positivity of solutions
of ODEs to conclude this section. Let E be a Banach space with a cone P , and
A ∈ B(E) a positive operator. Given α ∈ R, consider in E the system:
x˙ = Ax+ αx, x(0) = x0. (2.13)
Denote x(t;x0) the solution of (2.13).
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Lemma 2.8. If x0 ∈ P then x(t;x0) ∈ P for all t ≥ 0.
Proof. This basic fact is well known, and the interested reader may consult [16,
pp. 60-61] (Exercises 6-8) and [18, Lemma 5.1] etc. for even more general results.
Here we include a simple proof for completeness and the reader’s convenience.
Since A is a bounded linear operator, we have
x(t;x0) = e
αtetAx0, where e
tA = lim
m→∞
m∑
k=0
tk
k!
Ak.
Let x0 ∈ P . By positivity of A we see that Akx0 ∈ P for all k ≥ 0. Hence by
(2.2) one deduces that
∑m
k=0
tk
k!A
kx0 ∈ P for t ≥ 0. The closedness of P then
implies that etAx0 ∈ P . Therefore x(t;x0) = eαtetAx0 ∈ P . 
3. On Asymptotic Behavior of Solutions of Linear ODEs
In this section we prove a fundamental result concerning asymptotic prop-
erties of solutions for linear ordinary differential equations.
3.1. Generalized eigenvectors of linear operators
Let E be a finite-dimensional complex Banach space, and let A ∈ B(E).
Recall that in this finite-dimensional case, the spectrum of A, σ(A), consists of
a finite number of eigenvalues of A. Given µ ∈ σ(A), put
GEµ(A) = {ξ : (A− µ)jξ = 0 for some j ≥ 1}. (3.1)
GEµ(A) is called the generalized eigenspace of A with respect to µ, which is an
invariant subspace of A. Each element ξ ∈ GEµ(A), ξ 6= 0, is called a generalized
eigenvector of A. Given ξ ∈ GEµ(A), ξ 6= 0, there is an integer ν ≥ 1 such that
(A− µ)jξ 6= 0 (0 ≤ j ≤ ν − 1), (A− µ)νξ = 0. (3.2)
(Here and below we assign K0 = I for any K ∈ B(E), where I is the identity
operator on E.) For convenience in statement, the number ν in (3.2) is called
the rank of ξ, denoted by rank(ξ).
Note that an eigenvector ξ of A is a generalized eigenvector with rank(ξ) = 1.
By the basic knowledge in linear algebra, E has a unique primary decompo-
sition D induced by A:
D : E = ⊕mi=1Ei. (3.3)
Here each Ei is a cyclic subspace of A corresponding to an eigenvalue µi,
Ei = span {ξi, (A− µi)ξi , · · · , (A− µi)νi−1ξi} (3.4)
for some ξi ∈ GEµi(A), where νi := rank(ξi).
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3.2. Asymptotic behavior of liner ODEs
Given A ∈ B(E), consider the initial value problem:
x˙ = Ax, x(0) = x0. (3.5)
Denote x(t) = x(t;x0) the solution of the problem. Then x(t) = e
tAx0. There-
fore if x0 ∈ GEµ(A) (µ ∈ σ(A)), we have
x(t) = eµtet(A−µ)x0 = eµt
∑∞
k=0
tk
k! (A− µ)kx0
= eµt
(
I + t1! (A− µ) + · · ·+ t
ν−1
(ν−1)! (A− µ)(ν−1)
)
x0,
(3.6)
where ν = rank(x0). Let σ(A) = {µi : 1 ≤ i ≤ m}, and write
µi = αi + iβi.
Let E = ⊕mi=1Ei be the primary decomposition of E given in (3.3).
Our main result in this section is summarized in the following proposition.
Proposition 3.1. Let x0 ∈ E, x0 6= 0. Write x0 =
∑`
k=1 ζik , where ζik ∈
Eik \ {0}. Denote νik = rank(ζik), and set
J0 = {ik : αik = α, νik = ν, 1 ≤ k ≤ `},
where α = max1≤k≤` αik , and ν = max1≤k≤` νik . Then∥∥∥t−(ν−1)e−αtx(t)− γ(t)∥∥∥→ 0 (3.7)
as t→∞. Here γ(t) is a function given by
γ(t) =
∑
s∈J0
eiβstws, ws =
1
(ν − 1)! (A− µs)
ν−1ζs. (3.8)
Remark 3.2. For each s ∈ J0, since ζs ∈ Es and rank(ζs) = ν, the vector ws
given in (3.8) is an eigenvector of A pertaining to µs; furthermore, ws ∈ Es.
Clearly ws (s ∈ J0) are linearly independent.
Proof of Proposition 3.1. Set
J1 = {ik : αik = α, νik < ν, 1 ≤ k ≤ `},
J2 = {ik : αik < ν, 1 ≤ k ≤ `}.
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Then J0 ∪ J1 ∪ J2 = {ik : 1 ≤ k ≤ `}. Hence we can write x0 as
x0 = y0 + y1 + y2, yj =
∑
s∈Jj
ζs.
Let yj(t) = e
tAyj . Obviously x(t) = e
tAx0 = y0(t) + y1(t) + y2(t).
By (3.6) we have
y0(t) =
∑
s∈J0
eαteiβst
(
I +
t
1!
(A− µs) + · · ·+ t
ν−1
(ν − 1)! (A− µs)
(ν−1)
)
ζs,
and
yj(t) =
∑
s∈Jj
eαsteiβst
(
I +
t
1!
(A− µs) + · · ·+ t
νs−1
(νs − 1)! (A− µs)
(νs−1)
)
ζs
for j = 1, 2. Let γ(t) be the function given in (3.8). We observe that
t−(ν−1)e−αty0(t) = γ(t) +Rν(t),
where Rν(t) ≡ 0 if ν = 1, and
Rν(t) =
∑
s∈J0
(
eiβst t−(ν−1)
ν−2∑
k=0
tk
k!
(A− µs)kζs
)
if ν ≥ 2.
In any case it is easy to see that ‖Rν(t)‖ ≤ C0t−1 for t ≥ 1. Consequently∥∥∥t−(ν−1)e−αty0(t)− γ(t)∥∥∥ ≤M0t−1, t ≥ 1.
Noticing that αs = α and νs < ν for s ∈ J1 and αs < α for s ∈ J2, we can
easily verify that∥∥∥t−(ν−1)e−αtyj(t)∥∥∥ ≤Mjt−1, t ≥ 1, j = 1, 2.
Now (3.7) immediately follows from the above two estimates. 
4. The Finite-dimensional KR Theorem: A Generalized Weaker Ver-
sion and its Dynamical Approach
The main purpose in this section is to prove in a completely self-contained
manner the following complex Krein-Rutman type theorem, which is a general-
ized weaker version of the classical KR Theorem.
Let E be an n-dimensional complex Banach space, and P a cone in E. Let
A ∈ B(E) be a positive operator. Denote r = r(A).
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Theorem 4.1. Suppose P is full. Then the following assertions hold:
(1) r ∈ σ(A) and has a corresponding eigenvector w ∈ P .
(2) Let µ ∈ σ(A), µ 6= r. If µ has a generalized eigenvector in P , then µ ∈
[0, r) and has an eigenvector v ∈ P .
(3) All eigenvectors of eigenvalues µ with µ 6= r are contained in E\ ◦P .
(4) If
◦
P contains an eigenvector w of r (hence P is a solid cone), then the
algebraic and the geometric multiplicities of r coincide.
For convenience in statement, in case r ∈ σ(A), we call r and the corre-
sponding eigenvectors the principal eigenvalue and principal eigenvectors of A,
respectively.
4.1. A weaker version of the KR Theorem
To prove Theorem 4.1, let us first prove the following weaker version of the
KR Theorem without assuming that P is full.
Theorem 4.2. Every positive operator A has a real eigenvalue µ ≥ 0 with a
corresponding eigenvector w ∈ P .
Proof. Let D : E = ⊕mi=1Ei be the primary decomposition of E given in
(3.3) with each subspace Ei corresponding to an eigenvalue µi = αi + iβi. By
Proposition 2.4, we deduce that there exist 1 ≤ i1, · · · , iN ≤ m such that
P0 := P ∩ E0 is a cone in E0 = ⊕Nk=1Eik which is projectively proper, i.e.,
(ΠikP0)
⋂
(−ΠikP0) = {0}, 1 ≤ k ≤ N. (4.1)
Let A0 = A|E0 be the restriction of A on E0. As AE0 ⊂ E0, we see that
A0P0 = A0(P ∩ E0) = A(P ∩ E0) = (AP ) ∩ (AE0) ⊂ P ∩ E0 = P0,
that is, A0 is P0-positive in E0. Consider in E0 the linear system:
x˙ = A0x, x(0) = x0 ∈ E0. (4.2)
Denote x(t) = x(t;x0) the solution of (4.2). Pick an x0 ∈ P0, x0 6= 0. Thanks
to Proposition 3.1 and Remark 3.2, there exist α, ν ∈ R with ν ≥ 1 and a
nonempty index set J0 ⊂ {i1, i2, · · · , iN} such that
lim
t→+∞ ||t
−(ν−1)e−αtx(t)− γ(t)|| = 0, (4.3)
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where γ is a function given by
γ(t) =
∑
s∈J0
eiβstws,
and ws ∈ Es (s ∈ J0) are linearly independent eigenvectors of A pertaining to
eigenvalues
µs = αs + iβs = α+ iβs, s ∈ J0, (4.4)
respectively.
We claim that
γs(t) := e
iβstws ∈ ΠsP0, ∀ t ∈ R. (4.5)
To see this, set
ys(t) = Πsy(t), where y(t) = t
−(ν−1)e−αtx(t).
By Lemma 2.8 we see that x(t) ∈ P0 for t ≥ 0. It follows that y(t) ∈ P0 for
t ≥ 0. Consequently ys(t) ∈ ΠsP0 for all t ≥ 0. Now we fix a periodic T > 0 of
γs (note that γs is a periodic function). Then for every t ∈ R fixed,
‖ys(t+ kT )− γs(t)‖ = ‖ys(t+ kT )− γs(t+ kT )‖
= ‖Πsy(t+ kT )−Πsγ(t+ kT )‖
≤ ‖y(t+ kT )− γ(t+ kT )‖ → 0 (by (4.3))
as k → +∞. Since ΠsP0 is closed and ys(t + kT ) ∈ ΠsP0 for all k sufficiently
large with t+ kT > 0, one immediately concludes that γs(t) ∈ ΠsP0. Hence the
claim holds true.
Now we show that βs = 0 for all s ∈ J0, and hence the spectral set σ0 =
{µs : s ∈ J0} consists of exactly one real eigenvalue µ = α.
We argue by contradiction and suppose that βs 6= 0 for some s ∈ J0. Pick a
τ > 0 such that eiβsτ = −1. Then
γs(τ) = e
iβsτws = −ws = −γs(0).
This and (4.5) assert that ±γs(0) ∈ ΠsP0, which contradicts (4.1).
Let us finally verify that A (or A0) has an eigenvector w ∈ P0 ⊂ P . Since
{µs : s ∈ J0} = {α}, we see that all the eigenvectors ws correspond to the same
eigenvalue α. Consequently w :=
∑
s∈J0 ws is an eigenvector of A pertaining
to α. Note that γ(t) =
∑
s∈J0 e
iβstws ≡ w. Recalling that t−(ν−1)e−αtx(t) =
y(t) ∈ P0 for all t ≥ 0, by (4.3) we deduce that w ∈ P0. This completes the
proof of the theorem. 
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4.2. Proof of Theorem 4.1
We split the proof of the theorem into two independent lemmas.
Let P be a cone in E, and let A ∈ B(E) be a positive operator. Denote
r = r(A).
Lemma 4.3. Assume that P is full. Then r ∈ σ(A) with a principal eigenvector
w ∈ P .
Proof. If r = 0 then σ(A) = {0}. By virtue of Theorem 4.2 we see that the
conclusion trivially holds true. Thus we assume that r > 0. It can be assumed
that r = 1; otherwise one can argue with A1 = r
−1A in place of A.
We divide the argument into several steps.
Step 1. Take a δ > 0 sufficiently small so that all the eigenvalues µ of A
with |µ| > 1− 2δ are contained in S1 = {z : |z| = 1}; see Fig. 4.1. Let
σ0 = {z ∈ σ(A) : |z| ≤ 1− 2δ}, σ1 = {z ∈ σ(A) : |z| = 1}.
σ0 and σ1 form a spectral decomposition of σ(A). Let E = E0 ⊕ E1 be the
corresponding direct sum decomposition of E, where E0 and E1 are invariant
subspaces of A. (Such a decomposition can be easily obtained by using the
primary one in (3.3).) We show that
P ∩ E1 6= {0}. (4.6)
Figure 4.1: Ditribution of eigenvalues
Take a number ρ with 1 < ρ ≤ (1− δ)/(1− 2δ), and set A˜ = ρA. Then
σ(A˜|E0) = ρσ0 ⊂ {z ∈ C : |z| ≤ 1− δ},
and
σ(A˜|E1) = ρσ1 ⊂ {z ∈ C : |z| = ρ}.
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Hence we deduce that
||A˜kx|| → 0 (x ∈ E0), and ||A˜kx|| → ∞ (x ∈ E1 \ {0}).
We may assume dim(E0) ≥ 1; otherwise E = E1 and (4.6) readily holds.
By the assumption that P is full, we easily deduce that P \ E0 6= ∅. Pick an
x ∈ P \E0, x 6= 0. Let x = x0 +x1, where xi ∈ Ei. Then x1 6= 0. Observe that
lim
k→∞
d(A˜kx,E1) = lim
k→∞
d(A˜kx0 + A˜
kx1, E1) = 0. (4.7)
Now if P ∩E1 = {0}, then by Lemma 2.5 we find that A˜kx→ 0. Consequently
A˜kx1 → 0. This leads to a contradiction and verifies the validity of (4.6).
Step 2. By (4.6) we see that C := P ∩E1 is a cone in E1. Because A leaves
invariant both E1 and P , we trivially have AC ⊂ C. Let
Y = {X ′ ⊂ E : X ′ is an A-invariant subspace with C ⊂ X ′}.
Clearly E1 ∈ Y. Set Y =
⋂
X′∈Y X
′. Then Y ∈ Y; furthermore, it is the
minimal among the A-invariant subspaces in Y.
Let us continue our argument with Y , C and the operator B := A|Y in place
of E, P and A, respectively. Note that B is C-positive in Y with σ(B) ⊂ S1.
Set
α = max{Reµ : µ ∈ σ(B)}. (4.8)
Then σ(B) has a spectral decomposition σ(B) = Σα− ∪ Σα with
Σα− = {µ ∈ σ(B) : Reµ < α}, Σα = {µ ∈ σ(B) : Reµ = α}. (4.9)
Let Y = Y1⊕Y2 be the corresponding direct sum decomposition. Since Σα 6= ∅,
we have dim(Y2) ≥ 1. We claim that
C ∩ Y2 6= {0}. (4.10)
To see this, we may assume that Σα− 6= ∅; otherwise Y = Y2 and hence we
are done. Pick an ε > 0 sufficiently small so that
Σ− := Σα− − α+ ε ⊂ {z ∈ C : Re z < 0}. (4.11)
(Such an ε is available because Σα− − α ⊂ {z ∈ C : Re z < 0} which contains
only a finite number of elements.) Note that
Σ+ := Σα − α+ ε ⊂ {z ∈ C : Re z = ε}, (4.12)
and
σ(B − α+ ε) = Σ− ∪ Σ+. (4.13)
16
Consider the initial value problem
x˙ = (B − α+ ε)x, x(0) = x0. (4.14)
Denote x(t;x0) the solution of (4.14). Because the operator B leaves Yi (i = 1, 2)
invariant, we know that if x0 ∈ Yi, then x(t;x0) ∈ Yi for all t ≥ 0. Further by
(4.11)-(4.13) and some basic knowledge on linear ODEs, we deduce that
lim
t→+∞ ||x(t;x0)|| = 0, ∀x0 ∈ Y1, (4.15)
lim
t→+∞ ||x(t;x0)|| =∞, ∀x0 ∈ Y2, x0 6= 0. (4.16)
(In fact, (4.15) and (4.16) can be easily verified by using the formula in (3.6)
and the primary decompositions of spaces as given in (3.3).)
In what follows we argue by contradiction and suppose C ∩ Y2 = {0}. We
show that C ⊂ Y1, which contradicts the minimality of Y in Y and completes
the proof of (4.10). So let x0 ∈ C be given arbitrary, x0 6= 0. Write
x0 = u1 + u2, ui ∈ Yi, i = 1, 2.
We check that u2 = 0. It then follows that C ⊂ Y1.
Let x(t) = x(t;x0), and xi(t) = x(t;ui). Then x(t) = x1(t) +x2(t). Noticing
that x1(t)→ 0 as t→ +∞, we have
lim
t→+∞ d(x(t), Y2) = 0. (4.17)
On the other hand, because B is C-positive, Lemma 2.8 asserts that x(t) ∈ C
for t ≥ 0. As we have supposed that C ∩ Y2 = {0}, by Lemma 2.5 and (4.17)
one deduces that x(t)→ 0 as t→ +∞. Consequently
x2(t) = x(t)− x1(t)→ 0
as t→ +∞. Thus by (4.16) one necessarily has u2 = 0.
Step 3. Now let K = C ∩ Y2. By (4.10) we know that K is a cone in Y2.
The C-positivity of B in Y implies that B2 := B|Y2 = A|Y2 is K-positive in Y2.
Applying Theorem 4.2 to B2 on Y2, one concludes that σ(B2) contains a real
eigenvalue λ ≥ 0 which possesses a corresponding eigenvector w ∈ K. Because
σ(B) ⊂ S1, we necessarily have λ = 1. The proof of the lemma is complete. 
Lemma 4.4. Let A be a positive operator. Suppose that r ∈ σ(A) with a prin-
cipal eigenvector w ∈ P . Then the following assertions hold.
(1) If P contains a generalized eigenvector pertaining to another eigenvalue
µ 6= r, then µ ∈ [0, r) and has a corresponding eigenvector v ∈ P .
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(2) The eigenvectors of other eigenvalues µ 6= r are contained in E\ ◦P .
(3) If
◦
P contains a principal eigenvector u, then the algebraic and the geomet-
ric multiplicities of r coincide.
Proof. (1) Assume that P contains a generalized eigenvector ζ corresponding
to µ ∈ σ(A), µ 6= r. We show that µ ∈ [0, r) with an eigenvector η ∈ P .
Let µ = α + iβ, and denote x(t) the solution of linear system x˙ = Ax with
initial value x(0) = ζ. Then
x(t) = e(α+iβ)t
(
I +
t
1!
(A− µ) + t
2
2!
(A− µ)2 + · · ·+ t
ν−1
(ν − 1)! (A− µ)
ν−1
)
ζ,
where ν = rank(ζ). We observe that
‖t−(ν−1)e−αtx(t)− γ(t)‖ → 0 as t→ +∞,
where γ(t) = eiβtη, and η = 1(ν−1)! (A−µ)ν−1ζ is an eigenvector of A associated
with µ. Since x(t) ∈ P (by Lemma 2.8), as in the proof of Theorem 4.2 it can
be shown that γ(t) ∈ P for all t ∈ R. In particular,
η = γ(0) ∈ P. (4.18)
We claim that β = 0, hence µ = α ∈ R. Suppose on the contrary that β 6= 0.
Then there would exist τ > 0 such that eiβτ = −1. Thus −η = eiβτη = γ(τ) ∈
P . Hence we see that both ±η ∈ P , a contradiction.
To prove assertion (1), there remains to check that µ ≥ 0. First, since η ∈ P
and Aη = µη, by positivity of A we find that µη = Aη ∈ P . Now if µ < 0, one
would have −η = µ|µ|η = 1|µ| (µη) ∈ P, which yields a contradiction. Therefore
we deduce that µ > 0.
As r is the spectral radius of A and µ 6= r, we finally conclude that 0 ≤ µ < r.
(2) Let v ∈ P be an eigenvector corresponding to another eigenvalue µ 6= r.
We need to check that v 6∈ ◦P .
We argue by contradiction and suppose that v ∈ ◦P (hence
◦
P 6= ∅). Then by
assertion (1) one has µ ∈ [0, r). Let w be the eigenvector of r given in the
theorem. Then w and v are linearly independent. This allows us to define a real
plane pi spanned by w and v as follows:
pi = {aw + bv : a, b ∈ R}.
It is obvious that pi is isomorphic to R2. Set Ppi = P ∩ pi. Because w, v ∈ pi, we
clearly have Ppi 6= {0}. Hence Ppi is a cone in pi. Denote
◦
Ppi the interior of Ppi
in pi. Since v ∈ ◦P , one trivially verifies that v ∈
◦
Ppi.
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As w and v are eigenvectors of A associated with real eigenvalues, it is
obvious that Api ⊂ pi. Denote Api the restriction of A on pi. Then Api is a real
linear operator on pi. Fix a number λ ∈ (µ, r) and consider the planar system
y˙ = (Api − λ)y, y(0) = y0. (4.19)
By Lemma 2.8 the cone Ppi is invariant under system (4.19).
The two lines l1 : u = sw and l2 : u = sv (s ∈ R) split Ppi into three subcones
C1, C2 and C3, where C2 denotes the cone with boundary ∂C2 = (l1 ∪ l2) ∩ Ppi;
see Fig. 4.2. It is clear that C2 is a solid cone in Ppi. Recalling that v ∈
◦
Ppi, one
easily sees that C3 is solid in pi as well.
Figure 4.2: l1 and l2 are respectively unstable and stable manifolds of (4.19)
The operator Api−λ has two eigenvalues µ1 := r−λ > 0 and µ2 := µ−λ < 0
corresponding to eigenvectors w and v, respectively. Hence l1 and l2 are unstable
and stable manifolds of system (4.19), respectively. Since any solution of (4.19)
can not cross the lines l1 and l2, we infer from the invariance of Ppi with respect
to (4.19) that each subcone Ci (i = 1, 2, 3) is preserved under (4.19).
Take a point y0 ∈
◦
C3 (recall that
◦
C3 6= ∅). Write y0 = aw + bv. Then
a 6= 0 6= b. The solution of (4.19) with initial value y0 reads as
y(t) = aeµ1tw + beµ2tv.
Since beµ2tv → 0 as t→ +∞, we trivially have
lim
t→+∞ |y(t)| = limt→+∞ |ae
µ1tw| =∞, (4.20)
and
lim
t→+∞ d(y(t), l1) = 0. (4.21)
On the other hand, the invariance property of Ci with respect to (4.19) implies
that y(t) ∈ C3 for all t ≥ 0. Because l1 ∩ C3 = {0}, by (4.21) we deduce
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that y(t)→ 0 as t→ +∞, which contradicts (4.20) and completes the proof of
assertion (2).
(3) Assume that
◦
P contains a principal eigenvector u. We need to check
that every generalized eigenvector ξ of r is an eigenvector.
We argue by contradiction and suppose that ξ were not an eigenvector.
Then ν := rank(ξ) ≥ 2. Let ξ0 = (A − r)ν−2ξ. Obviously ξ0 is a generalized
eigenvector with rank(ξ0) = 2.
As u ∈ ◦P , there exists δ > 0 such that ζ := u+zξ0 ∈ P for z ∈ C with |z| < δ.
It is trivial to check that ζ is a generalized eigenvector of r with rank(ζ) = 2.
Hence ηz := (A− r)ζ = z(A− r)ξ0 is an eigenvector of A. The same argument
as in the verification of (4.18) applies to show that ηz ∈ P . Taking z = ± δ2 ,
one concludes that ±(A − r)ξ0 ∈ P , which leads to a contradiction because
(A− r)ξ0 = (A− r)ν−1ξ 6= 0. 
Proof of Theorem 4.1. Combining Lemmas 4.3 and 4.4 together, one imme-
diately concludes the validity of all assertions in the theorem. 
5. The Finite-dimensional KR Theorem: Strong Versions
In this section we state and prove some strong versions of the KR Theorem,
extending in some ways a major part of the classical Perron-Frobenius theory
to complex operators.
Let E be a finite-dimensional complex Banach space, P a cone in E, and let
A ∈ B(E) be a positive operator on E. Denote r = r(A). We first prove the
following Krein-Rutman type theorem by a direct application of Theorem 4.1.
Theorem 5.1. Assume P is solid and that A is weakly irreducible. Then
(1) r is an algebraically simple eigenvalue of A with a unique normalized prin-
cipal eigenvector w ∈ ◦P ; and
(2) GEµ(A) ∩ P = {0} for any other eigenvalue µ 6= r.
Proof. (1) By virtue of Theorem 4.1 we know that r is an eigenvalue with a
corresponding eigenvector w ∈ P . The weak irreducibility of A then implies that
w ∈ ◦P . Further by assertion (4) in Theorem 4.1 we deduce that the algebraic
and the geometric multiplicities of r coincide.
Suppose that A has another principal eigenvector v such that w and v are
linearly independent. Let pi = {aw + bv : a, b ∈ R} be the real plane spanned
by w and v. Since w ∈ ◦P , we deduce that pi ∩ ∂P 6= {0}. Take a u ∈ pi ∩ ∂P ,
u 6= 0. Clearly u is an eigenvector associated with r. But then the weak
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irreducibility of A will lead to a contradiction. Thus we conclude that r has
geometric multiplicity 1.
(2) If P contains a generalized eigenvectors ξ of another eigenvalue µ 6= r,
then by Theorem 4.1 (2), µ is a nonnegative real number and has a corresponding
eigenvector v ∈ P . Further by Theorem 4.1 (3), we deduce that v ∈ ∂P . The
weak irreducibility of A then once again leads to a contradiction. This finishes
the proof of assertion (2). 
If the condition of weak irreducibility in Theorem 5.1 is replaced by that
of rotational strong positivity, then one can exclude the possibility that A has
multiple eigenvalues on the circle Sr in C with radius r.
Theorem 5.2. Let P be a solid cone. Suppose A is rotationally strongly posi-
tive. Then the following assertions hold.
(1) r ∈ σ(A), and there is a principal eigenvector w ∈ ◦P .
(2) The algebraic and the geometric multiplicities of r coincide. Moreover,
(S1ξ)∩
◦
P 6= ∅ (5.1)
for any principal eigenvector ξ.
(3) GEµ(A) ∩ P = {0} for any other eigenvalue µ 6= r.
(4) |µ| < r for all µ ∈ σ(A) \ {r}.
Remark 5.3. A natural and interesting question is to ask that under the hy-
potheses of Theorem 5.2, whether the principal eigenvalue r is simple. Unfortu-
nately this remains an open problem in this present work.
Proof of Theorem 5.2. It can be assumed that r = 1; otherwise one can
replace A by r−1A.
By Theorem 4.1 we see that r is an eigenvalue with a corresponding eigen-
vector w ∈ P . Since A is rotationally strongly positive, there exists λ ∈ S1 such
that λAw ∈ ◦P . Set ξ1 = λw. Then ξ1 is an eigenvector of r = 1. Thus
ξ1 = Aξ1 = λAw ∈
◦
P . (5.2)
This justifies assertion (1).
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In what follows we first verify assertion (4). Let us argue by way of contra-
diction and suppose that A has an eigenvalue µ 6= 1 with |µ| = 1. Let ξ2 be an
eigenvector of µ. Then zξ2 is an eigenvector of µ for every z ∈ S1. Set
C1 = S1ξ1, C2 = S1ξ2.
We claim that C2∩P = ∅. Indeed, if zξ2 ∈ P for some z ∈ S1, then Theorem 4.1
(2) asserts that µ ∈ [0, 1), which leads to a contradiction. Now by compactness
of C2 one finds that
inf
v∈C2
d(v, P ) := δ > 0. (5.3)
Define M(t) = {v1 + tv2 : vi ∈ Ci}. Noticing that
t−1M(t) = {t−1v1 + v2 : vi ∈ Ci},
by (5.3) it is easy to see that (t−1M(t)) ∩ P = ∅ for t > 0 sufficiently large,
and consequently
M(t) ∩ P = t ((t−1M(t)) ∩ (t−1P )) ⊂ t ((t−1M(t)) ∩ P ) = ∅.
On the other hand, since ξ1 ∈
◦
P , we see that if t > 0 is sufficiently small then
ξ1 + tv2 ∈
◦
P for all v2 ∈ C2. Therefore M(t)∩
◦
P 6= ∅.
Put τ = inf{t > 0 : M(t) ∩ P = ∅}. Clearly τ > 0, and M(τ) ∩ P 6= ∅. We
check that
M(τ) ∩ P ⊂ ∂P. (5.4)
Indeed, if M(τ)∩ ◦P 6= ∅ then by continuity of M(t) in t, there exists ε > 0 such
that M(t)∩ ◦P 6= ∅ for t ∈ [τ, τ + ε]. This contradicts the definition of τ .
Take a u ∈M(τ) ∩ P . By rotational strong positivity of A, there is z′ ∈ S1
such that z′Au ∈ ◦P . Let u = v1 + τv2 for some vi ∈ Ci, i = 1, 2. Observe that
z′Au = z′A(v1 + τv2) = z′v1 + τ(z′µ)v2.
Since |z′| = |z′µ| = 1, we see that z′v1 ∈ C1, and (z′µ)v2 ∈ C2. Therefore
z′Av ∈ M(τ). But this and z′Au ∈ ◦P contradict (5.4), which completes the
proof of assertion (4).
Now we turn to the verification of assertion (2). The conclusion that r
has the same algebraic and geometric multiplicity is a simple consequence of
assertion (1) and Theorem 4.1 (4). So we only need to verify (5.1).
Let ξ be a principal eigenvector. We first show that
(S1ξ) ∩ P 6= ∅. (5.5)
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Indeed, if this was false then (S1ξ)∩P = ∅. Repeating the same argument as in
the verification of assertion (4) with ξ2 therein replaced by ξ, one immediately
obtains a contradiction.
Thanks to (5.5), we can pick a z ∈ S1 such that zξ ∈ P . Further by rotational
strong positivity of A we find that
∅ 6= S1(A(zξ))
⋂ ◦
P= S1(zrξ)
⋂ ◦
P= r(zS1ξ)
⋂ ◦
P= r(S1ξ)
⋂ ◦
P . (5.6)
Since r is a positive real number, (5.6) implies that (S1ξ)∩
◦
P 6= ∅.
There remains to prove assertion (3). We argue by contradiction and suppose
that P contains a generalized eigenvector of an eigenvalue µ ∈ σ(A)\{r}. Then
by Theorem 4.1 (2), µ has a corresponding eigenvector η ∈ P . Now by rotational
strong positivity of A we deduce that zAη ∈ ◦P for some z ∈ S1. That is, zµη ∈
◦
P .
But this contradicts Theorem 4.1 (3) because v := zµη is an eigenvector of µ.
The proof of the theorem is complete. 
6. The KR Theorem: Infinite-dimensional Versions
We now give some infinite-dimensional versions of the main results presented
in the previous sections.
Let E be an infinite-dimensional complex Banach space, and P a cone in E.
Let A ∈ B(E) be a positive operator. We write re(A) = re, and r(A) = r.
Theorem 6.1. Assume P is full, and suppose that re < r. Then the following
assertions hold.
(1) r is an eigenvalue of A with a principal eigenvector w ∈ P .
(2) If P contains a generalized eigenvector pertaining to another eigenvalue
µ 6= r with |µ| > re, then µ ∈ [0, r), and µ has an eigenvector v ∈ P .
(3) All eigenvectors of A associated with eigenvalues µ 6= r with |µ| > re are
contained in E\ ◦P .
(4) If
◦
P 6= ∅ and contains a principal eigenvector u, then the algebraic and the
geometric multiplicities of r coincide.
Proof. Let us first verify assertion (1). By the basic Knowledge in the spectral
theory of linear operators, for any 0 < ε < r − re, the region {z ∈ C : re + ε <
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|z| ≤ r} contains only a finite number of elements in σ(A). One can therefore
pick a δ > 0 sufficiently small such that
σ(A)
⋂ {z ∈ C : re + ε < |z| < re + ε+ δ} = ∅;
see Fig. 6.1 (a). Let
σ0 = σ(A)
⋂ {z ∈ C : |z| ≤ re + ε},
σ1 = σ(A)
⋂ {z ∈ C : |z| ≥ re + ε+ δ}. (6.1)
Then σ(A) = σ0 ∪ σ1 is a spectral decomposition of σ(A). Let E = E0 ⊕ E1
be the corresponding spectral decomposition of the space E. We show that
P ∩ E1 6= {0}.
(a) (b)
Figure 6.1: Distribution of the Point Spectrum
Pick a number µ with 1/(re + ε+ δ) < µ < 1/(re + ε). Then
r0 := µ(re + ε) < 1, and r1 := µ(re + ε+ δ) > 1. (6.2)
Consider the operator A˜ = µA. A˜ has a spectral decomposition σ(A˜) = (µσ0)∪
(µσ1), and the corresponding decomposition of E remains the same as for the
operator A: E = E0 ⊕ E1. Noticing that
µσ0 ⊂ {z ∈ C : |z| ≤ r0}, µσ1 ⊂ {z ∈ C : |z| ≥ r1},
by (6.2) we deduce that
||A˜ku|| → 0 (u ∈ E0), and ||A˜ku|| → ∞ (u ∈ E1)
as k →∞. Using some similar argument as in the verification of (4.6), one can
easily check that P ∩ E1 6= {0}.
Now we choose an ε > 0 such that re+ε is close to r so that σ1 is contained in
the circle Sr = {z ∈ C : |z| = r}; see Fig. 6.1 (b). Applying Theorem 4.2 to the
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restriction of A on E1 with P1 = P ∩E1 in place of P , one immediately deduces
that r ∈ σ1 with a corresponding eigenvector in P1 ⊂ P . Hence assertion (1)
holds true.
In what follows we check the validity of assertions (2)-(4).
Let µ be an eigenvalue of A with µ 6= r and |µ| > re. Take an ε > 0
sufficiently small so that µ ∈ σ1, where σ1 is the spectral set given in (6.1).
Define the subspace E1 and the cone P1 as above. Let A1 = A|E1 be the
restriction of A on E1. Then A1 leaves P1 invariant. Note that r(A1) = r, and
both r and µ are eigenvalues of A1.
Assume that P contains a generalized eigenvector ξ of A pertaining to µ.
Then ξ ∈ E1 and is a generalized eigenvector of A1 associated with µ. Note
that ξ ∈ P ∩ E1 = P1. Since r ∈ σ(A1) with an eigenvector w ∈ P1, Lemma
4.4 applies to A1. Thus we deduce that µ ∈ [0, r) and has a corresponding
eigenvector v ∈ P1 ⊂ P , which completes the proof of assertion (2).
By Lemma 4.4 we also deduce that eigenvectors of A1 corresponding to µ are
contained in E1\
◦
P 1, where
◦
P 1 denotes the interior of P1 in E1. Now suppose
that
◦
P contains an eigenvector v of µ. Then one easily verifies that
◦
P 1 6= ∅ and
v ∈ ◦P 1. This leads to a contradiction and proves assertion (3).
If
◦
P 6= ∅ and contains a principal eigenvector u, then we easily verify that
u ∈ ◦P 1. Assertion (4) then directly follows from the corresponding one in Lemma
4.4. 
Theorem 6.2. Let P be a solid cone, and suppose that re < r. If A is weakly
irreducible, then
(1) r is a simple eigenvalue with a principal eigenvector w ∈ ◦P ; and
(2) P contains no generalized eigenvectors of any other eigenvalue µ with
µ 6= r and |µ| > re.
Proof. The proof of the theorem is the same as that of Theorem 5.1 except
that Theorem 4.1 used therein is replaced by Theorem 6.1. We omit it. 
Theorem 6.3. Let P be a solid cone. Suppose that re < r and that A is
rotationally strongly positive. Then r is an eigenvalue of A, and there is a
principal eigenvector w ∈ P . Furthermore, the following assertions hold.
(1) The algebraic and the geometric multiplicities of r coincide;
(2) (S1ξ)
⋂ ◦
P 6= ∅ for every principal eigenvector ξ.
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(3) P contains no generalized eigenvectors of other eigenvalues µ with µ 6= r
and |µ| > re.
(4) |µ| < r for all µ ∈ σ(A) \ {r}.
Proof. The proof can be obtained by simply repeating the one for Theorem
5.1 with Theorem 4.1 therein replaced by Theorem 6.1 and some other slight
modifications. We omit the detail. 
7. Real Krein-Rutman Type Theorems
As direct consequences of the results given in previous sections, in this section
we present some generalized versions of the classical real KR Theorem.
Let X be a real Banach space, P a cone in X, and A a bounded linear op-
erator on X. Throughout this section, we will always assume that the operator
A satisfies the following standing assumption:
(H) re := re(A) < r(A) := r.
7.1. A Krein-Rutman type theorem for the complexification of the operator
We begin with a Krein-Rutman type theorem for the complexification of the
operator A. Denote X = X+ iX the complexification of X, and let P = P + iP .
Clearly P is a cone in X. Denote A the complexification of A,
Au = Ax+ iAy, u = x+ iy ∈ X.
For each µ ∈ σ(A) = σ(A), let GEµ(A) be the generalized eigenspace of A
defined as in (3.1). Set
GEµ(A) = {Re ξ : ξ ∈ GEµ(A)} ( = {Im ξ : ξ ∈ GEµ(A)} ). (7.1)
(The second equality in (7.1) is due to the simple fact that if ξ ∈ GEµ(A), then
±iξ ∈ GEµ(A).) Then GEµ(A) is an invariant subspace of A.
The following two easy lemmas will play important roles.
Lemma 7.1. If P is full in X, then P is full in X.
Proof. Let X0 be a closed subspace of X. Assume that P ⊂ X0. Then we have
P ⊂ P ⊂ X0. Set X0 = X0 ∩ X. Clearly X0 is a closed real subspace of X
with P ⊂ X0. Since P is full in X, we deduce that X0 = X. Hence we see
that X ⊂ X0. But since X0 is a complex Banach space, it then follows that
X = X + iX ⊂ X0. Therefore X0 = X. 
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Lemma 7.2. If P is a solid cone and A is strongly positive, then A is rotation-
ally strongly positive.
Proof. Let u = x+ iy ∈ P \ {0}. If x 6= 0 6= y, then Ax,Ay ∈ ◦P . Consequently
Au ∈◦P. Now assume that x = 0 6= y. Then by strong positivity of A we have
Ay ∈ ◦P . Taking z = (1− i)/
√
2, one finds that
zAu =
√
2
2
(1− i)(iAy) =
√
2
2
(Ay + iAy) ∈◦P .
In case x 6= 0 = y, in a similar manner as above it can be shown that there
is z ∈ S1 such that zAu ∈
◦
P. 
Theorem 7.3. Assume P is full (total). Then the following assertions hold:
(1) r ∈ σ(A), and A has a principal eigenvector w ∈ P.
(2) If P contains a generalized eigenvector of A pertaining to another eigen-
value µ 6= r with |µ| > re, then µ ∈ [0, r). Moreover, A has a corresponding
eigenvector v ∈ P.
(3) All eigenvectors of A pertaining to eigenvalues µ 6= r with |µ| > re are
contained in X\ ◦P.
(4) If
◦
P 6= ∅ and contains a principal eigenvector w of A, then the algebraic
and the geometric multiplicities of r coincide.
(5) If in addition, we also assume that A is strongly positive, then
|µ| < r, ∀µ ∈ σ(A), µ 6= r.
Proof. Assertions (1)-(4) follows directly from Theorem 6.1 and Lemma 7.1,
and assertion (5) is a consequence of Theorem 6.3 (4) and Lemma 7.2.
7.2. Real Krein-Rutman type theorems
First, we have a generalized weaker version of the KR Theorem.
Theorem 7.4. Assume that P is total. Then the following assertions hold.
(1) r is an eigenvalue of A with a principal eigenvector u ∈ P .
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(2) If
◦
P 6= ∅ and contains a principal eigenvector v of A, then the algebraic
and the geometric multiplicities of r coincide.
(3) All eigenvectors of A pertaining to eigenvalues µ 6= r with |µ| > re are
contained in X\ ◦P .
(4) If µ is a complex eigenvalue with |µ| > re, then
GEµ(A) ∩ P = {0}.
Proof. (1) By Theorem 7.3 we know that r ∈ σ(A); furthermore, the com-
plexified operator A has a corresponding eigenvector w ∈ P. Let w = u + iv,
u, v ∈ X. We may assume u 6= 0. Then by the definition of A it can be easily
seen that u is an eigenvector of A. Note that w ∈ P implies u ∈ P .
(2) If
◦
P 6= ∅ and contains a principal eigenvector v of A, then ξ = v + iv ∈
◦
P
and is a principal eigenvector of A. The conclusion then immediately follows
from Theorem 7.3 (4).
(3) If
◦
P contains an eigenvector η of A pertaining to a real eigenvalue µ with
µ 6= r and |µ| > re, then ξ = η + iη is an eigenvector of A associated with µ. It
is easy to see that ξ ∈◦P. But this contradicts Theorem 7.3 (3). Hence assertion
(3) holds true.
(4) Suppose on the contrary that P0 := GEµ(A) ∩ P 6= {0}. Then P0 is a
cone in the subspace X0 = GEµ(A). Let A0 = A|X0 . Since X0 is A-invariant,
as before we know that A0 is P0-positive in X0. We may assume P0 is total in
X0; otherwise one can use the space Y0 = P0 − P0 in place of X0. (Note that
Y0 is A0-invariant.) By virtue of assertion (1) we deduce that A0 has a real
eigenvalue r(A0). This leads to a contradiction because σ(A0) = {µ}. 
Remark 7.5. Assertion (1) in the above theorem can be found in an earlier
work due to Nussbaum [30] (see [30] Theorem 2.2 and Corollary 2.2).
Remark 7.6. In Theorem 7.4, assertion (3) indicates that eigenvectors per-
taining to a non-principal eigenvalue can not occupy the interior
◦
P of the cone.
This is actually the best that one can expect in the general case, and the conclu-
sion can not be strengthened by replacing X\ ◦P with X \ P . This can be seen
from the following easy example.
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Example 7.1. Let X = R2, and P = R2+. Then the matrix A =
(
1 0
1 2
)
has two eigenvectors w1 = (1, 1) and w2 = (1, 0) corresponding to eigenvalues
r = r(A) = 2 and µ = 1, respectively. Clearly w1 ∈
◦
P , whereas w2 ∈ ∂P .
Remark 7.7. It may happen that in the case of Theorem 7.4 (3), the multiplic-
ity of r is larger than 1. For instance, each element v ∈ Rn+ is an eigenvector of
the identity matrix I pertaining to the eigenvalue r = 1. Hence the assumption
in Theorem 7.4 (3) is automatically fulfilled with the operator A = I and the
cone P = Rn+. But the multiplicity of r equals n.
Theorem 7.8. Let P be a solid cone. Suppose that A is weakly irreducible.
Then the following two assertions hold.
(1) r is an algebraically simple eigenvalue of A with a unique normalized prin-
cipal eigenvector u ∈ ◦P .
(2) For any µ ∈ σ(A) \ {r} with |µ| > re, we have
GEµ(A) ∩ P = {0}. (7.2)
Proof. (1) By virtue of assertion (1) in Theorem 7.4 we conclude that r is an
eigenvalue of A with a corresponding eigenvector u ∈ P . Let l = {tu : t ∈ R+}.
Obviously Au ∈ l. The weak irreducibility of A then implies that u ∈ ◦P . Thus
it follows by Theorem 7.4 (3) that the algebraic and the geometric multiplicities
of r coincide.
Assume that A has another principle eigenvector v which is not a multiple
of u. Let pi = {su + tv : s, t ∈ R} be the plane spanned by u and v. Then
since u ∈ ◦P , it is easy to see that pi ∩ ∂P 6= ∅ contains a half-line. Take a
w ∈ pi ∩ ∂P , w 6= 0. Clearly w is a principal eigenvector of A. As above, by
weak irreducibility of A we deduce that w ∈ ◦P , which leads to a contradiction.
Hence we conclude that each principal eigenvector is a multiple of u. This
finishes the proof of assertion (1).
(2) In view of Theorem 7.4 (4), one only needs to consider the case where µ
is a real eigenvalue of A.
We argue by contradiction and suppose that GEµ(A) ∩ P 6= {0}. Then as
in the proof of Theorem 7.4 (4), one deduces that P0 = GEµ(A) ∩ P is a cone
in X0 = GEµ(A) which is left invariant by A0 := A|X0 . It can be assumed that
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P0 is full in X0. Thus by Theorem 7.4 (1), we find that A0 has an eigenvector
w ∈ P0 pertaining to µ. Further by Theorem 7.4 (3), we conclude that w ∈ ∂P .
The weak irreducibility of A then implies that w ∈ ◦P , a contradiction. 
Theorem 7.9. Let P be a solid cone. Suppose that A is strongly positive. Then
assertions (1) and (2) in Theorem 7.8 hold true. Furthermore,
|µ| < r, ∀µ ∈ σ(A) \ {r}. (7.3)
Proof. The proof of assertions (1) and (2) in Theorem 7.8 under the hypotheses
of the above theorem is the same as in the case of Theorem 7.8, except that
the weak irreducibility assumption on A therein is replaced by that of strong
positivity. We omit the details.
The conclusion in (7.3) is a consequence of Theorem 6.3 and Lemma 7.2. 
Remark 7.10. Theorem 7.9 is a slight modification of Zhang [45, Theorem
1.3]. We remark that the proof given here is of a significantly different nature
from those in [45] and other references in the literature.
8. Krein-Rutman Type Theorems for Sectorial Operators
It is well known that the KR Theorem of bounded operators has analogs
for unbounded operators; see e.g. Kato [18] and Kryszewski [19]. Roughly
speaking, let X be a real Banach space with a cone P . The analogous theorems
guarantee that under appropriate conditions, the spectral bound spb(A) of a
closed densely defined operator A is an eigenvalue with an eigenvector w ∈ P .
Here we restrict ourselves to sectorial operators and make a quick revisit to
this classical theory. Our main purpose is to present some generalized Krein-
Rutman type theorems in a more flexible setting that can be directly applied to
problems such as elliptic boundary value ones via a simple dynamical approach
as in previous sections.
8.1. The KR Theorem for sectorial operators
Let X,Y be two real Banach spaces with Y ↪→ X; moreover, Y is dense in
X. Denote ‖ · ‖0 and ‖ · ‖1 the norms of X and Y , respectively.
Let K be a cone in Y . Denote
◦
K the interior intYK of K in Y .
Let A be a closed densely defined operator in X with −A being sectorial (see
Henry [16, Def. 1.3.1] for the definition). Denote σ(A) and σe(A) the spectra and
essential spectra of A, respectively. (See e.g. [19, Section 2] for the definition of
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the essential spectra σe(A).) The spectral bound spb(A) and essential spectral
bound spbe(A) of A are defined as follows:
spb(A) = sup{Reµ : µ ∈ σ(A)}, spbe(A) = sup{Reµ : µ ∈ σe(A)}.
(In case σe(A) = ∅, we assign spbe(A) = −∞.) Put
σb(A) = σ(A) ∩ {Re z = spb(A)}.
σb(A) is called the boundary spectra of A.
For each eigenvalue µ ∈ σ(A), define the invariant subspace GEµ(A) of A as
in (7.1). Our standing assumptions are the following:
(A1) (λ−A)−1K ⊂ K for sufficiently large real number λ > 0.
(A2) se := spbe(A) < spb(A) := s.
(A3) GEµ(A) ⊂ Y for every µ ∈ σ(A) with se < Reµ ≤ s.
Remark 8.1. Note that we do not require that etAY ⊂ Y for t ≥ 0. This al-
lows us to avoid deriving higher regularity results on the corresponding parabolic
equations when applying the theory to elliptic operators.
It is also worth mentioning that the framework developed here based on as-
sumptions (A1)-(A3) enables us to discuss principal eigenvalue problems of el-
liptic operators by using essentially only the Lp-theory and some maximum prin-
ciples (the Schauder theory for elliptic boundary value problems is not needed).
Theorem 8.2. Let P be a total cone in Y . Assume that hypotheses (A1)-(A3)
are fulfilled. Then the following assertions hold.
(1) s is an eigenvalue of A with a corresponding eigenvector u ∈ K.
(2) If
◦
K 6= ∅ and contains an eigenvector u of A corresponding to s, then the
algebraic and the geometric multiplicities of s coincide.
(3) All eigenvectors of A corresponding to other eigenvalues µ 6= s with Reµ >
se are contained in X\
◦
K.
(4) If µ ∈ σ(A), Reµ > se and Imµ 6= 0, then
GEµ(A) ∩K = {0}. (8.1)
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Proof. For η ∈ R, se < η < s, let
Σ1(η) := {µ ∈ σ(A) : Reµ ≥ η}. (8.2)
Since −A is sectorial, Σ1(η) is a compact subset of C. Because Σ1(η) ⊂ σp(A)
(σp(A) denotes the point spectra of A), by the basic knowledge on the spectrum
theory of linear operators, we deduce that Σ1(η) consists of a finite number of
eigenvalues of A.
One can easily verify that for each fixed η ∈ (se, s), there is δ > 0 such that
Reµ ≤ η − δ, ∀µ ∈ σ(A) \ Σ1(η) := Σ0(η). (8.3)
Therefore Σ0(η) and Σ1(η) form a spectral decomposition of σ(A). Denote
X = X0 ⊕X1 (8.4)
the corresponding decomposition of X. Then X1 = ⊕µ∈Σ1(η)GEµ(A), which is
a finite-dimensional subspace of X. The hypothesis (A3) implies that X1 ⊂ Y .
For clarity, we split the argument below into several steps.
Step 1. We show that
X1 ∩K 6= {0}. (8.5)
Let P := ClXK be the closure of K in X. Then P is a cone in X. Note that
X1 ⊂ Y (by (A3)). Thus to prove (8.5), it suffices to check that X1 ∩ P 6= {0}.
Let δ be the positive number in (8.3). Put A˜ = A − η + δ. Then σ(A˜) =
Σ˜0(η) ∪ Σ˜1(η) is a spectral decomposition of σ(A˜), where
Σ˜i(η) = Σi(η)− η + δ, i = 0, 1.
Clearly
sup{Reµ : µ ∈ Σ˜0(η)} ≤ −δ, and inf{Reµ : µ ∈ Σ˜1(η)} ≥ δ. (8.6)
The direct sum decomposition of X corresponding to the above spectral decom-
position of σ(A˜) maintains the same as in (8.4).
We claim that P 6⊂ X0. To see this, we argue by contradiction and suppose
that P ⊂ X0. Then since K is total in Y , one would have
Y = ClY (K −K) ⊂ ClX(K −K) ⊂ ClX(P − P ) ⊂ X0.
Therefore X = ClX(Y ) ⊂ X0, a contradiction.
Take a u0 ∈ P \ X0. Let u0 = x0 + x1, where xi ∈ Xi. Clearly x1 6= 0.
Denote u(t) the solution of equation
u˙(t) = A˜u (8.7)
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with initial value u(0) = u0. Then
u(t) = etA˜u0 = e
tA˜x0 + e
tA˜x1 := x0(t) + x1(t),
where etA˜ is the semigroup generated by A˜. By (8.6) we deduce that
lim
t→∞ ‖x0(t)‖ = 0, limt→∞ ‖x1(t)‖ =∞. (8.8)
By (A1) we have (λ− A)−1K ⊂ K ⊂ P for real numbers λ > 0 sufficiently
large. Since (λ−A)−1 is a bounded operator on X, one trivially has
(λ−A)−1P = (λ−A)−1K = (λ−A)−1K ⊂ P,
where the closure is taken in X. This guarantees that etAP ⊂ P for t ≥ 0 (see
e.g. Kato [18, Lemma 5.1]). Hence
etA˜P = et(δ−η)etAP ⊂ P, t ≥ 0. (8.9)
Thus we see that u(t) = etA˜u0 ∈ P for all t ≥ 0.
Now we check that X1∩P 6= {0} and completes the proof of (8.5). First, by
the first equality in (8.8) we deduce that limt→∞ d (u(t), X1) = 0. Suppose on
the contrary that X1 ∩ P = {0}. Then by Lemma 2.5 one easily deduces that
limt→∞ ‖u(t)‖ = 0. But this contradicts (8.8).
Step 2. The proofs of assertions (1) and (2).
Pick a number η with se < η < s such that
Σ1(η) = {µ ∈ σ(A) : Reµ = s}.
(Σ1(η) is the spectral set defined by (8.2).) Set K1 = X1 ∩ K. As X1 is a
finite-dimensional subspace of Y , (8.5) implies that K1 is a cone in X1. Let
A1 = A|X1 . Then (λ−A1)−1X1 = X1. Therefore it follows by (A1) that
(λ−A1)−1K1 ⊂ K1 (8.10)
for λ > 0 sufficiently large.
Note that σ(A1) is precisely the bound spectra σb(A) of A. Let
σ(A1) = {µi = s+ iβi : 0 ≤ i ≤ n}.
We may assume that |β0| = min0≤i≤n |βi|. Fix a number λ > s sufficiently large
so that (8.10) holds true and consider the operator Rλ = (λ−A1)−1 on X1. It
is easy to see that
r(Rλ) = sup{1/|λ− µi| : 0 ≤ i ≤ n} = 1/|λ− µ0| := r.
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By Theorem 7.4 one concludes that r is an eigenvalue of Rλ with an eigenvector
u ∈ K1. On the other hand, the circle Sr in C contains at most two eigenvalues
of Rλ, 1/(λ− µ0) and 1/(λ− µ0). Thus we deduce that β0 = 0. Hence µ0 = s
is an eigenvalue of A with an eigenvector u ∈ K.
If
◦
K 6= ∅ and contains an eigenvector u of A pertaining to s, then one easily
verifies that the interior
◦
K1 of K1 in X1 is nonvoid and u ∈
◦
K1. By Theorem
7.4 we deduce that the eigenvalue 1/(λ − s) of Rλ has the same algebraic and
the geometric multiplicities. It follows that the algebraic and the geometric
multiplicities of s coincide. Hence assertion (2) holds true.
Step 3. The verification of assertions (3) and (4).
Let µ ∈ σ(A) \ {s}, Reµ > se. Take a real number η with se < η < s
such that µ ∈ Σ1(η). Let X1, K1, A1 and Rλ be as above. Then we infer from
Theorem 7.4 (3) that
◦
K1 does not contain eigenvectors of Rλ pertaining to the
eigenvalue λµ := 1/(λ − µ). Now suppose that A has an eigenvector v ∈
◦
K
corresponding to µ. Then v ∈ ◦K1. This leads to a contradiction because v is
also an eigenvector of Rλ corresponding to λµ. Hence assertion (3) holds.
If Imµ 6= 0, Theorem 7.4 (4) asserts that GEλµ(Rλ) ∩ K1 = {0}. Thus
GEλµ(A1) = GEλµ(Rλ)∩K1 = {0}, which implies that GEµ(A)∩K = {0} and
completes the proof of assertion (4). 
Theorem 8.3. In addition to (A1)-(A3), suppose that
(A4) K is a solid cone in Y and that (λ−A)−1(K \ {0}) ⊂ ◦K.
Then s is an algebraically simple eigenvalue of A with a unique normalized
eigenvector w ∈ ◦K. Moreover, for any µ ∈ σ(A) \ {s},
GEµ(A) ∩K = {0}. (8.11)
Proof. The proof follows a fully analogous manner as the one for Theorem 7.8.
It is thus omitted. 
Remark 8.4. Under the hypotheses of Theorem 8.3, one may expect that the
boundary spectrum σb(A) consists of exactly one eigenvalue of A. Unfortunately
the easy counterexample below indicates that it may fail to be true.
Example 8.1. Let X = Y = R3. For convenience, let us write each u ∈ R3 as
a column vector, and denote (x, y, z)′ the transpose of a row vector (x, y, z).
Define a cone, K, in X as
K = {(x, y, z)′ ∈ X : z ≥
√
x2 + y2}.
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Then
◦
K= {(x, y, z)′ ∈ X : z >
√
x2 + y2}.
Let A =
0 −1 01 0 0
0 0 0
 . For λ > 0, simple computations yield
(λ−A)−1 =
 11+λ2
(
λ −1
1 λ
)
O
O λ−1
 .
Therefore
(λ−A)−1u = 1
1 + λ2
(
λx− y, x+ λy, 1 + λ
2
λ
z
)′
:=
1
1 + λ2
(x˜, y˜, z˜)′.
Observe that
x˜2 + y˜2 = (x2 + y2) + λ2(x2 + y2) = (1 + λ2)(x2 + y2). (8.12)
Now let u = (x, y, z)′ ∈ K. Then x2 + y2 ≤ z2. Since (1 + λ2)/λ2 < 1, by
(8.12) we deduce that
x˜2 + y˜2 ≤ (1 + λ2)z2 ≤
(
1 + λ2
λ
)2
z2 = z˜2.
This implies (x˜, y˜, z˜)′ ∈ K. Thus we see that (λ−A)−1K ⊂ K.
If u ∈ ∂K, u 6= 0. Then x2 + y2 = z2 6= 0. By (8.12) we find that
x˜2 + y˜2 = (1 + λ2)z2 <
(
1 + λ2
λ
)2
z2 = z˜2.
Hence (x˜, y˜, z˜)′ ∈ ◦K. Therefore (λ − A)−1u ∈
◦
K. This indicates that the op-
erator given by A satisfies all the requirements in Theorem 8.3. However, all
eigenvalues of A has the same real part s = 0.
To guarantee the uniqueness of elements in the boundary spectral set σb(A),
Nussbaum [31] used the notion of “u0-positivity ” due to Krasnosel’skii [21]; see
[31, Theorem 1.3]. Here we remark that if the semigroup etA generated by A
has some strong positivity property, then one can still assure the uniqueness of
elements in σb(A).
Theorem 8.5. In addition to the hypotheses in Theorem 8.3, suppose that
(A5) for any µ ∈ σ(A), Reµ > se,
etAv ∈ ◦K, ∀ v ∈ Kµ \ {0}, t > 0,
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where Kµ = GEµ(E) ∩K. Then σb(A) = {s}.
Proof. Let Y ′ = ⊕µ∈σb(A)GEµ(E), A′ = A|Ys . Denote K ′ = Y ′ ∩ K. By
Theorem 8.3 we see that K ′ 6= {0}. Hence K ′ is a cone in Y ′. Let v ∈ K ′,
v 6= 0. We infer from assumption (A5) that etAv ∈ ◦K for t > 0. Since etAv ∈ Y ′,
one trivially verifies that etAv ∈
◦
K ′. Thus we conclude that K ′ is a solid cone
in Y ′ and
etA
′
(K ′ \ {0}) ⊂
◦
K ′ . (8.13)
Now let µ := s + iβ ∈ σb(A). Then λ := eµt = esteiβt is an eigenvalue of
etA
′
with |λ| = est := r(t). But (8.13) implies that r(t) is the unique eigenvalue
of etA
′
on the circle Sr(t) for t sufficiently large. Hence we necessarily have
eiβt = 1, and therefore βt ∈ {2kpi : k ∈ Z} for all sufficiently large t. But this
is impossible unless β = 0. This proves what we desired. 
8.2. An example
As an illustrating example, let Ω ⊂ Rn(n ≥ 1) be a bounded domain with
sufficiently smooth boundary Γ = ∂Ω. Consider the differential operator L:
Lu = −
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
+
n∑
i=1
bi(x)
∂u
∂xi
+ c(x)u, (8.14)
which is associated with the mixed boundary condition:
Bu := α(x)u+ β(x)
∂u
∂ν
= 0, x ∈ Γ. (8.15)
Here aij , bi, c ∈ C∞(Ω¯), α, β ∈ C∞(Γ), and ν stands for the unit outward
normal vector field on Γ. We always assume that
(H1) aij = aji (1 ≤ i, j ≤ n); furthermore, there is θ > 0 such that
n∑
i,j=1
aij(x)ςiςj ≥ θ|ς|2 for all ς ∈ Rn, x ∈ Ω¯; and
(H2) c, α, β are nonnegative functions, and
α(x) + β(x) > 0, ∀x ∈ Γ. (8.16)
Using the classical Hopf’s lemma, one can easily verify the comparison result
below:
Lemma 8.6. Let u ∈ C1(Ω) ∩ C2(Ω), u 6≡ 0. Assume that u satisfies
Lu+ λu ≥ 0 (in Ω), Bu ≥ 0 (on Γ), (8.17)
where λ ≥ 0. Then u(x) > 0 for x ∈ Ω.
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Denote W s,p(Ω) (s ∈ R+, 1 ≤ p <∞) the Sobolev spaces equipped with the
standard norms. We infer from Taira [42, pp.5, Theorem 1] that the following
existence and uniqueness result holds true.
Lemma 8.7. Let 1 < p <∞, s > 1 + 1/p. Then for any f ∈W s−2,p(Ω), there
is a unique u ∈W s,p(Ω) such that
Lu = f (in Ω), Bu = 0 (on Γ).
Here the boundary condition is understood in the sense that B can be viewed as
a linear operator from W s,p(Ω) to the Besov space B
s−1−1/p, p
∗ (Γ) (see [42] pp.
3 for the definition of Besov spaces).
Let X = L2(Ω), and let A = −L with domain
D(A) = {u ∈ H2(Ω) : Bu = 0},
where the boundary condition Bu = 0 is understood in the same sense as in
Lemma 8.7. Invoking [42, pp.5, Theorem 2], the operator −A is sectorial with
A generating an analytic semigroup etA.
By Lemma 8.6 it is easy to deduce that if f ∈ C1(Ω) then u ∈ C2(Ω), and
hence u solves (8.17) in the classical sense. Indeed, f ∈ C1(Ω) implies that f ∈
W 1,p(Ω) for any 1 < p <∞. Lemma 8.6 then asserts that u ∈W 3,p(Ω). Taking
a p > 1 sufficiently large and using the Sobolev embedding, one immediately
concludes that u ∈ C2,γ(Ω) for some γ > 0.
Now we define a space Y as
Y = {u ∈ C1(Ω) : u satisfies (8.15)},
which is equipped with the usual norm of C1(Ω). Clearly Y ↪→ X. Let K be
the positive cone in Y consisting of nonnegative functions. We infer from the
above argument that (λ−A)−1Y ⊂ Y . Furthermore, we have
Lemma 8.8. (λ−A)−1K \ {0} ⊂ ◦K, where
◦
K denotes the interior of K in Y .
Proof. The proof of such a result is quite standard. Here we give the detail for
the reader’s convenience.
Let f ∈ K \ {0}, and u = (λ − A)−1f . Then u ∈ C2(Ω). By Lemma 8.6
we conclude that u(x) > 0 for all x ∈ Ω. Set Γ0 = {x ∈ Γ : u(x) = 0}. By
virtue of the Hopf’s lemma, one deduces that ∂u∂ν (x) < 0 for x ∈ Γ0. Hence by
compactness of Γ0, there is a δ > 0 such that
∂u
∂ν (x) ≤ −3δ for x ∈ Γ0. Take a
neighborhood W of Γ0 in Γ such that
∂u
∂ν
(x) ≤ −2δ < 0, x ∈ W. (8.18)
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Then there is ε0 > 0 such that for all h ∈ Y with ‖h‖1 < ε0
∂(u+ h)
∂ν
(x) ≤ −δ < 0, x ∈ W. (8.19)
We claim that α(x) > 0 for x ∈ Γ0. Indeed, if α(x) = 0 then by (8.16), we
have β(x) > 0. Thus by (8.18) one deduces that Bu(x) = β(x)∂u∂ν (x) 6= 0, a
contradiction. Hence the claim holds true. It follows by compactness of Γ0 that
there is ε1 > 0 such that α(x) ≥ ε1 for x ∈ Γ0. Therefore we may assume that
the neighborhood W in (8.18) is chosen sufficiently small so that
α(x) > 0, x ∈ W. (8.20)
Now for any h ∈ Y with ‖h‖1 < ε0, we have
α(x)(u+ h)(x) = −β(x)∂(u+ h)
∂ν
(x) ≥ (by (8.19)) ≥ 0.
Hence by (8.20) we see that
(u+ h)(x) ≥ 0, x ∈ W. (8.21)
Combining (8.19) and (8.21) it is easy to deduce that there is a neighborhood
U of Γ0 in Ω such that for any h ∈ Y with ‖h‖1 < ε0,
(u+ h)(x) ≥ 0, x ∈ U. (8.22)
We may assume that U is open in Ω. Hence Γ1 := Γ\U is compact. Because
u(x) > 0 for x ∈ Γ1, there is ε2 > 0 such that u(x) ≥ 2ε2 for x ∈ Γ1. This allows
us to pick a neighborhood V of Γ1 in Ω such that u(x) ≥ ε2 for x ∈ V . Further
we can restrict ε0 sufficiently small so that for any h ∈ Y with ‖h‖1 < ε0,
(u+ h)(x) ≥ 0, x ∈ V. (8.23)
Combining (8.22) and (8.23) one concludes that there is a neighborhood G
of Γ in Ω such that for any h ∈ Y with ‖h‖1 < ε0,
(u+ h)(x) ≥ 0, x ∈ G. (8.24)
It can be assumed that G is open in Ω. Consequently F = Ω \ G is compact.
Since u(x) > 0 for each x ∈ F , there exists ε3 > 0 such that u(x) ≥ 2ε3 for
x ∈ F . Therefore if ε0 is sufficiently small then (u + h)(x) ≥ 0 (x ∈ F ) for all
h ∈ Y with ‖h‖1 < ε0. This and (8.24) imply that (u + h)(x) ≥ 0 (x ∈ Ω) for
all h ∈ Y with ‖h‖1 < ε0, i.e., u+ h ∈ K. Hence u ∈
◦
K. 
In what follows we pay some attention to the regularity of generalized eigen-
vectors of the operator A = −L. Since the Sobolev embedding H2(Ω) ↪→ L2(Ω)
38
is compact, A is an operator with compact resolvent. Therefore we deduce that
the spectra σ(A) consists of eigenvalues of A.
We first consider the regularity of eigenfunctions. For convenience, denote
A the complexification of A with domain D(A) = D(A) + iD(A). Let µ ∈ σ(A),
and let w ∈ D(A) be a corresponding eigenfunction of A. Write µ = a + ib,
w = u+ iv. Then Aw = µw amounts to say that
Au = au− bv, Av = av + bu. (8.25)
Since u, v ∈ D(A) ⊂ H2(Ω), by Lemma 8.7 and (8.25) one deduces that u, v ∈
H4(Ω). By a simple bootstrap argument we finally conclude that u, v ∈ Hs(Ω)
for all s ≥ 0. It then follows by the Sobolev embedding that u, v ∈ C∞(Ω).
Now let g be a complex generalized eigenfunction of A corresponding to
µ. Then there is a positive integer k ≥ 1 such that (A − µ)kg := w is an
eigenfunction of A. Hence w a complex C∞ function on Ω. Note also that
(A− µ)k−1g := f1 ∈ D(A) ⊂ H2(Ω),
where Hs(Ω) = Hs(Ω) + iHs(Ω). Therefore by (A− µ)f1 = w we find that
Af1 = w + µf1 := f˜1 ∈ H2(Ω).
It follows by Lemma 8.7 that f1 ∈ H4(Ω). This implies that f˜1 ∈ H4(Ω). Lemma
8.7 then asserts that f1 ∈ H6(Ω). Once again by a bootstrap argument, it can
be shown that f1 ∈ Hs(Ω) for any s ≥ 0.
Repeating the above argument with w and f1 therein replaced by f1 and (A−
µ)k−2g := f2, respectively, one deduces that f2 ∈ Hs(Ω) for s ≥ 0. Continuing
this procedure we finally obtain that fk = g ∈ Hs(Ω) for all s ≥ 0. Thus we see
that g is a complex C∞ function on Ω. Consequently GEµ(A) ⊂ Y .
By far we have seen that the operator A satisfies the hypotheses (A1), (A3)
and (A4) in Section 8.1. Now we turn to the verification of hypothesis (A5).
Let µ ∈ σ(A). Denote Aµ the restriction of A on GEµ(A). Let g ∈ GEµ(A).
Then there is an integer m ≥ 1 such that (A − µ)k−1g 6= 0, (A − µ)kg = 0.
Denote u = u(t) the solution of equation u˙ = Au with u(0) = g. Because Aµ is
a bounded operator on GEµ(A), by (3.6) we deduce that
u(t) = etAg = etAµg
= eµt
(
I + t1! (Aµ − µ) + · · ·+ t
k−1
(k−1)! (Aµ − µ)(k−1)
)
g
= eµt
(
I + t1! (A− µ) + · · ·+ t
k−1
(k−1)! (A− µ)(k−1)
)
g.
(8.26)
Noticing that (A − µ)jg ∈ GEµ(A) for any integer j ≥ 0, by what we have
proved above it is clear that (A − µ)jg is a C∞ function. Consequently for
each t ≥ 0 fixed, u(t) is a C∞ function in space variable on Ω. We rewrite
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u(t, x) = u(t)(x) ((t, x) ∈ R+ × Ω). Then it can be easily seen that u is a C∞
function on R+ × Ω.
We infer from the above argument that if v0 ∈ GEµ(A) then the function v
given by v(t, x) = v(t)(x) ((t, x) ∈ R+×Ω), where v(t) = etAv0, is a C∞ function
on R+ × Ω. Note that v is a classical solution of the parabolic equation:
∂v
∂t
+ Lv = 0, x ∈ Ω, t > 0 (8.27)
associated with the boundary condition Bv = 0 on Γ. Thanks to the Hopf’s
lemma for parabolic equations (see e.g. Friedman [14, Chap. 2, Theorem 14]),
using almost the same argument as in the proof of Lemma 8.8, it can be shown
that v(t, ·) ∈ ◦K if v0 ∈ K, v0 6= 0. Hence we see that the operator A fulfills
hypothesis (A5).
Since σe(A) = ∅, the assumption that se < s is generally naturally satis-
fied. As a straightforward application of Theorems 8.3 and 8.5, we immediately
obtains the following result.
Theorem 8.9. For the operator A = −L, the following assertions hold true.
(1) The spectral bound s is an algebraically simple eigenvalue with a corre-
sponding eigenvector w ∈ ◦K;
(2) σb(A) = {s}; and
(3) GEµ(A) ∩K = {0} for any µ ∈ σ(A) \ {s}.
Remark 8.10. In case L has a divergence form (hence L enjoys some symmet-
ric properties), part of the results given in Theorem 8.9 can be found in Taira
[42, Theorem 1.2].
For elliptic operators associated with the Dirichlet or Neumann boundary
condition, one can find a direct PDE argument on the verification of the unique-
ness of elements in σb(A) in Du [11, Theorem 1.4].
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