Firefly and prey-predator algorithms are nature inspired metaheuristic algorithms. Radial basis function neural network is used in solving classification problems. This paper deals with both algorithms for training radial basis function neural network. We used 10 different classification data sets to validate our tactic. These data are used in radial basis function neural network. To evaluate the performance of both algorithms, the sum of Squared Error function is used. Our simulation results show that the algorithms are suitable to use in training artificial neural networks.
Introduction
Metaheuristic algorithms are formally used to find the optimal solutions by systematically exploring and exploiting the search space. Several metaheuristic algorithms have been proposed and applied to different optimization problems. There is no algorithm that performs better than other algorithms with any possible optimization problem [1] . Metaheuristic algorithms are efficient, not affected much by the behavior of the problem and are easy to use in different applications [2] [3] [4] . They do not use any gradient information, and have more chance to avoid local optima because of exploration search space [5] . Prey-predator and Firefly algorithms are straightforward metaheuristic algorithms with higher effectiveness in applying and use [6] . These algorithms are used for continuous and non-continuous optimization problems [7] . Prey-predator algorithm (PPA) is developed for handling a complex optimization problem. It mimics the behavior of a predator and its prey. Firefly algorithm is inspired by how fireflies signal each other using the flashing light to identify predators [7] .
The learning problem in artificial neural networks is formulated as minimization the deference between the neural network values and target values. The success of ANNs lies in the fact that they can be trained using data sets (raw data) and in some problem domains [8, 9] . The generalization from the raw data, made during the learning process, turns out to be highly adequate for the problem. Radial basis function neural network (RBFNN) is a commonly-used type of feed-forward neural network which allocates each RBF neuron to respond to each of the sub-spaces of a pattern class [10] [11] [12] . Learning at the hidden layer of RBFNN is commonly configured as the problem of finding these clusters and their parameters by certain means of functional optimization. It has been widely applied in many science and engineering fields [13] [14] [15] [16] .
In this paper, PPA and FFA are compared from the theoretical aspects as well as using simulation results based on RBFNN. In the next two Sections, basic concepts are discussed followed by a comparison section. After that, the conclusion is given
Optimization algorithms
Prey-predator algorithm-PPA is a swarm based metaheuristic algorithm developed for handling complex optimization applications in engineering, transportation, management, economics, artificial intelligence, and decision sciences etc. [2, 6, 17, 18] . The algorithm mimics the ways in which a predator runs after and hunt its prey where each prey tries to stay within the pack, search for a hiding place, and run away from the predator. It has many advantages; it can quickly scan a wide range of solutions, the corrupt solution helps the algorithm to explore the solution speed by forcipes other solution to run away, has better exploration properties compared to other algorithms which allow it not to be stuck in local optimum solutions. In this algorithm, a set of initial feasible parameters will be generated and for each solution, xi, is assigned a numerical value to show its performance in the objective function, called survival value (SV(xi)). Better performance in the objective function implies higher survival value. This means for solutions xi and xj, if xi performs better than xj in the objective function, SV(xi)> SV(xj). A solution with the smallest survival value is assigned as a predator, xpredator, and the rest as preys. Among these preys, a prey, say xb, where SV(xb)≥ SV(xi), for all i, is called the best prey. Accordingly, the best prey is a prey with the highest survival value among the solutions. The pseudo-code of PPA is shown in Fig. 1 .
Generate a random solution set X Calculate the corresponding value of objective function Firefly algorithm-The algorithm mimics how fireflies attract each other using their flashing lights [7, 19] . The appeal of a firefly is directly proportional to its brightness which depends on the distance between the two fireflies. Accordingly, the brightness decreases through distance based on inverse square law ( [20] . In this algorithm, a randomly generated feasible solution, called fireflies, is assigned with a light intensity based on their performance in the objective function. This intensity is used to compute the brightness of the firefly, which is directly proportional to its light intensity. Once the intensity or brightness of the solutions is assigned, each firefly follows fireflies with better light intensity.
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For the brightest firefly, it will perform a local search by randomly moving in its neighbourhood. Hence, for two fireflies, if firefly j is brighter than firefly i , then firefly i will move towards firefly j using   for implementation [20] . The algorithm parameter α determines the degree in which the updating process depend on the distance between the two fireflies and 
Results and Discussion
A simulation comparison is done using selected classification data sets [21] . Table  1 shows the list of the selected classification data sets and their properties. Fig. 3 represents a structure of RBFNN, which we have used in this study. The Gaussian function is used as an activation function in the hidden layer of RBFNNs [8] . The algorithms run with the algorithm parameters kept fixed. For each training data set on RBFNN, the same 20 randomly generated feasible initial solutions and the same number of iterations are used for both algorithms. For PPA, probability of follow-up is 0.5, λmax=0.5, and λmin=0.2. For FFA, γ =1, and, α =0.2. Moreover, for each classification data, we have trained the RBFNNs with 4 and 12 hidden neurons. To train the neural networks, we used 70% of each data as a training data. Both algorithms are executed 50 times with 1000 iterations to find best model that has minimum error. As mentioned above, the error is the difference between the actual values and NN output values. The best simulation results generated by both algorithms are presented in Table 2 . From the results, it is clear to say that both algorithms are very useful to use for training artificial neural networks. Furthermore, the results for both are closed together. As one can see from the Table 2 , the error is inversely proportional to the number of the hidden neurons. 
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Conclusion
In this study, we have used successfully Firefly and prey-predator algorithms with 10 classification data sets to train radial basis function neural network. In fact, both algorithms are used to find the best values of the neural networks parameters (the hidden neurons parameters, and the output wrights), which corresponding to the minimal errors. The results show that both algorithms are effective in training radial basis function neural network. In addition, the convergence speeds of algorithms are almost the same.
