The gravity-driven spreading of one fluid in contact with another is of key importance to a range of topics such as oil spills, flow in pipes, and gravity currents. A commonly employed model to describe this phenomenon is the two-layer shallow-water equations, where the vertical averaging procedure yields a vast simplification in comparison to the full balance equations. We present a comprehensive study of two-layer spreading in the case where one layer is significantly deeper than the other. Starting from the full two-layer shallow-water equations, we derive for the first time an effective one-layer model that correctly captures the behaviour of shocks and contact discontinuities. A consistent derivation of the shock velocity gives identical results to empirical models, and to the shock velocity found theoretically with methods that are independent of the shallow-water approach e.g. by von Kármán (1940) and Benjamin (1968) . We further study one-dimensional lock-exchange and derive expressions for the Froude number that are in good agreement with the widely employed expression by Benjamin. The good agreement for all cases considered suggests that the breakdown of the shallow-water equations in vicinity of shocks is less severe than previously suggested. Predictions from the one-layer model are found to be in excellent agreement with experiments, with a mean relative deviation in the spreading radius of 4.5 % for oil on water, 10.2 % for evaporating methane on water, and 4.2 % for evaporating nitrogen on water.
Introduction
The spreading of two layers of non-mixing fluids is of considerable importance. It has been an active field of study since at least 1774, when Franklin et al. (1774) investigated how oil can be used to still waves on water. Applications where this phenomenon plays an important role includes spills of oil (Hoult 1972; Fay 1971; Chebbi 2001 ) and liquefied gaseous fuels (Fay 2007 (Fay , 2003 Brandeis and Ermak 1983) , stratified flow inside pipes (Stanislav et al. 1986 ), gravity currents (Adduce et al. 2012; Shin et al. 2004; Moodie 2002) , monomolecular layers for evaporation control (Stickland 1972) , and coalescence in three-phase fluid systems (Mar and Mason 1968) .
A fundamental property of spreading phenomena is the rate of spreading, or the speed of the leading edge of the spreading fluid. This is typically characterized by the dimensionless Froude number (White 2011; Vaughan and O'Malley 2005) ,
where u is the velocity, h is the height of the layer that is spreading, and g is the (effective) gravitational acceleration. In two layer spreading, the effective gravitational acceleration is g = (1 − ρ 1 /ρ 2 )g, where ρ 1 and ρ 2 are the two fluid densities and ρ 1 < ρ 2 . An early result for the Froude number of gravity currents was presented by von Kármán (1940) . They found that for the edge of a spreading gravity current at semi-infinite depth, Fr LE = √ 2, where the subscript is short for "leading edge". Benjamin (1968) later developed a model for Fr LE for spreading of gravity currents with constant height,
(1 − α)(2 − α) (1 + α) , where α = h 2 /(h 1 + h 2 ).
(1.2)
Here h 1 and h 2 are the heights of the top and bottom layers, respectively. This model approaches the result by von Kármán when the bottom layer becomes thin, h 2 h 1 . The next step beyond characterizing spreading rates is to develop a model that predicts the phenomenon in more detail. An early model was presented by Fay (1969) , who studied the spreading of oil on water. They divided the spreading into three phases; one where inertial forces dominate, one where viscous forces dominate, and one where the surface tension dominates. In the inertial phase, the speed of the front can be written as
where β is an empirical constant and V and A are the volume and area, respectively. Then V /A is the average height of the spreading oil. In this model, β represents an effective Froude number where the height at the leading edge is approximated by the average height. The value of β has been discussed in the literature and is commonly set to β = 1.31 in the one-dimensional case and β = 1.41 in the axisymmetric case (Fannelop and Waldman 1972; Fay 1971; Hoult 1972; Fay 2007) . A more general approach than the Fay model is the two-layer shallow-water equations (2LSWE), which are derived from the Euler equations by assuming a negligible vertical velocity (Ovsyannikov 1979; Vreugdenhil 1979 ). These equations model the flow of two layers of shallow liquids and may be used to simulate for instance gravity currents (Audusse et al. 2011) . However, internal breaking of waves or large differences in velocities of the two layers can break the hyperbolicity of the equations. Even if the initial conditions are hyperbolic, the system can evolve into a non-hyperbolic state (Milewski et al. 2004) . A breakdown of hyperbolicity causes problems such as ill-posedness and Kelvin-Helmholtz instabilities (Lannes and Ming 2015; Stewart and Dellar 2013) . Non-hyperbolic equations are generally more difficult to analyse and computationally much more expensive to solve than hyperbolic equations (Bouchut and Morales de Luna 2008) . Attempts to amend the non-hyperbolicity of the systems include adding numerical (non-physical) friction forces (Castro-Díaz et al. 2011) , operator-splitting approaches (Bouchut and Zeitlin 2010) , and introduction of an artificial compressibility (Chiapolino and Saurel 2018) .
The one-layer shallow-water equations (1LSWE) on the other hand are strictly hyperbolic and therefore have none of these challenges. Due to their simplicity, the 1LSWE have often been used to model two-layer phenomena like liquid-on-liquid spreading and gravity currents where one assumes that the layers are in a buoyant equilibrium. Further, a forced constant Froude-number boundary condition at the leading edge of a spreading liquid is used to account for the effect of the missing layer (Fannelop and Waldman 1972;  Space Depth 1LSWE Local 1LSWE Global 2LSWE
Figure 1: An example of how solutions from different formulations of the one-layer shallowwater equations (1LSWE Local and 1LSWE Global) compares to those from the two-layer shallow-water equations (2LSWE) for a dam-break problem. Hoult 1972; Hatcher and Vasconcelos 2014) . The additional boundary condition at the leading edge has also been used in combination with the 2LSWE (Rottman and Simpson 1983; Ungarish 2013) . In particular, Rottman and Simpson (1983) argued that a front condition that includes the Froude number is necessary because viscous dissipation and vertical acceleration are too significant to be neglected at the front.
In this paper, we show that the need to impose boundary conditions or empirical closures for the spreading rate when using the 1LSWE instead of the 2LSWE follows from the different shock behaviour of the two formulations. However, we further demonstrate that the 2LSWE converge to one-layer equations when the depth of one of the layers increases. In particular, we show that weak solutions of the 2LSWE converge to weak solutions of a locally conserved form of the one-layer equations. This is a strong result as it implies that in many cases one may use the much simpler locally conservative 1LSWE even for two-layer spreading phenomena, without the need for additional boundary conditions or closures. An example is presented in figure 1, which illustrates how solutions to different forms of the 1LSWE compare to the solution of the 2LSWE for a dam-break problem. The figure shows a clear difference between the locally and globally conserved 1LSWE.
We further demonstrate that the constant Froude number at the front of an expanding fluid can be derived directly from the 2LSWE. The Froude numbers obtained from the analysis in this paper are in excellent agreement previous results from the literature. This indicates that the breakdown of the shallow-water equations in vicinity of shocks is less severe than previously suggested.
The paper is structured as following. In section 2, we introduce the two-layer shallowwater equations (2LSWE), the one-layer shallow-water equations (1LSWE) and the Rankine-Hugoniot condition for the shock. In section 3 we derive expressions for the Froude number from the full two-layer shallow-water equations. The key result of the paper is presented in section 4, where we show the 2LSWE can be approximated by a one-layer model when the upper layer is much thicker than the bottom layer, as well as in the opposite situation. In section 5 we define some numerical experiments that are used in section 6 to study how solutions of the 2LSWE approach the one-layer approximations. We show that the results from the simplified model are in excellent agreement with experimental results. Concluding remarks are provided in section 7.
Figure 2: A simple sketch of a general two-layer shallow-water geometry.
Theory of the shallow-water equations
Consider a two-layer system where a fluid of lower density spreads on top of another fluid, as illustrated in figure 2. Assuming that the layers are shallow, the solution of the two-layer shallow-water equations (2LSWE) gives the evolution of height and horizontal velocity of both fluids as a function of position and time.
In the following, we first describe the well-known one-layer shallow-water equations (1LSWE). A straightforward generalization to the 2LSWE is presented next, where we discuss two approaches for reformulating the 2LSWE in a manner that makes them suitable for reduction to an effective one-layer model. We then show how the RankineHugoniot conditions can be used to predict the shock speed. Subsequently we employ the vanishing-viscosity regularization and travelling wave solutions to obtain physically acceptable solutions of the partial differential equations (PDEs). At the end of the section, we present a necessary energy requirement for the 2LSWE that follows from the viscous regularization and is used to select correct physical solutions in section 4.
The one-layer shallow-water equations
The 1LSWE are typically presented in a globally conservative form where total momentum is conserved (see e.g. LeVeque 2002, Chapter 13, for the one-dimensional case),
where ρ is the vertically averaged density, h is the height, u is the vertically averaged horizontal velocity, ⊗ denotes the tensor product, P is the total pressure, G h and F hu are source functions that may represent external phenomena, such as spatially varying bottom topography, evaporation, Coriolis forces, or interfacial shear forces. If we assume hydrostatic pressure and explicitly write out the effect of spatially varying bottom topography, b = b(x), then
2a) 2b) whereρ(z) is the density at the height z, and G hu represent the remaining source terms. In this case, the 1LSWE may be written as
One may also consider what will be referred to as the locally conservative 1LSWE, that is
Here the continuity equation (2.4a) is unchanged. The various forms of the one-layer and two-layer equations all use the same form of the continuity equation. One particularly striking difference between eq. (2.4) and eq. (2.3) is the admissibility of shocks when the height drops to 0. This will be further discussed in section 5.1, but the upshot is that such a shock is impossible in eq. (2.3), while in eq. (2.4) it is possible with a Froude number Fr LE = √ 2. This is exactly the result by von Kármán (1940) for two layer spreading with such shocks. In fact, in section 4, we show that the locally conservative form correctly captures the two-layer behaviour in certain limits. This result is consistent with previous results which show that numerical approaches will fail to solve the conservation of global momentum Bouchut and Zeitlin (2010) .
The two-layer shallow-water equations
The 2LSWE may be written in a general, layerwise form with arbitrary source terms as 5d ) where the subscripts 1 and 2 denote the top and bottom layers respectively. The momentum source terms, F hiui for i = 1, 2, now include the coupling between the two layers. If we assume hydrostatic pressure, explicitly write out the effect of spatially varying bottom topography, and extract the coupling between the layers, then
(2.6a)
6b)
(2.6d )
Here the Gs represent the remaining source terms.ρ 1 (z) andρ 2 (h 1 , z) are the densities in the top and bottom layers, respectively, at the indicated depths, such that
This form was originally described by Ovsyannikov (1979) , and is referred to in more recent works as "the conventional two-layer shallow-water model" (Chiapolino and Saurel 2018) .
2.3. 2LSWE forms that are reducible to one-layer approximations
Conservation of momentum can be considered at three different scales: (i) The globally conservative form where total momentum is conserved.
(ii) The layerwise conservative form (eq. (2.5)) where the momentum in each layer is conserved.
(iii) The locally conservative form where the local momentum, or velocity, is conserved. Although these formulations are equivalent for smooth solutions, they are not generally equivalent, as will be further discussed in section 2.4. The layerwise formulation is not easily reducible to a one-layer model (see appendix C for a detailed discussion). The remaining two approaches can be converted to an effective one-layer approximation, and our analysis will cover both. In the locally conservative form, we combine eqs. (2.5c) and (2.5d) with eqs. (2.5a) and (2.5b) to give equations for velocity rather than momentum. To achieve this, we use the product rule for differentiation and the following identities,
In order to get the equation for u 2 on a form suitable for subsequent analysis, we assume that the average density of the bottom layer, ρ 2 is constant in space and independent of the height of the top layer. We then arrive at the set of equations which we shall refer to as the locally conservative version of the 2LSWE,
The vertically averaged density in the upper layer, ρ 1 , may vary in both space and time.
The vertically averaged density in the bottom layer, ρ 2 , may still be constant in space even when the bottom layer is compressible, as long as the variation in the layer height is small compared to the maximum depth. This last point is exactly the situation considered in the analysis in section 4. When conserving the total momentum, the sum of eq. (2.5c) and eq. (2.5d) is used, which has the advantage of eliminating the interaction between the layers. However, this approach requires an additional conservation law. Ostapenko (1999 Ostapenko ( , 2001 showed that the additional conservation law should be the difference between eq. (2.8d) and eq. (2.8c). Ostapenko used these equations in a study of the well-posedness of the 2LSWE. With an average density in the bottom layer that is constant in space, the set of equations with the globally conservative version of the 2LSWE reads
where
ρ 1 h 1 and where we have defined
The Rankine-Hugoniot condition
When two sets of equations are equivalent in the classical sense, they may not be equivalent in the weak sense, that is, when interpreted as distributions (Holden and Risebro 2015; Borthwick 2016) . In the 2LSWE, eqs. (2.6), (2.8) and (2.9) are equivalent for smooth solutions, but not for weak solutions. For instance, these equations will give different shock velocities. We shall next discuss the mathematical framework used to analyze such discontinuities; the Rankine-Hugoniot condition, named after Rankine and Hugoniot who first introduced it (Rankine 1870; Hugoniot 1887 Hugoniot , 1889 .
To the extent that the Rankine-Hugoniot conditions for the 2LSWE have been discussed previously (Castro et al. 2008; Bouchut and Zeitlin 2010) , it has been limited to onedimensional cases. Further, one has not been able to properly handle non-conservative terms in the equations without assumptions on the specific microscopic shock profile. In the following, we present a thorough derivation of Rankine-Hugoniot conditions for the multi-dimensional 2LSWE.
Assume that u satisfies a general scalar conservation equation
in the weak sense, where J is some source term that does not involve the derivatives of u. Further, assume that u has a discontinuity along some curve Γ (t). For any function f , define the jump across a discontinuity as f ≡ f r − f l , where f r ≡ lim x→0 + f (ξ + εn) and f l ≡ lim x→0 − f (ξ + εn). The Rankine-Hugoniot condition then states that the discontinuity at any point ξ ∈ Γ propagates along the outward-pointing normal vectorn with a speed S. This speed is called the shock speed and satisfies the relation
Similarly, if u satisfies a general vector conservation equation, 13) then, if there is some discontinuity in u, we have the result
(2.14)
One way to derive eqs. (2.12) and (2.14) is to observe that close to a discontinuity at (t 0 , x 0 ), a function f may be written as lim ε→0 f (t 0 + εt,
where θ is the Heaviside step function. In the distributional sense, then, ∂ t f = −S f δ(n· x − St) and ∇f = f nδ(n · x − St), which gives the Rankine-Hugoniot conditions.
Because the product of a Heaviside and a Dirac delta distribution is not well defined, the Rankine-Hugoniot conditions as written above can not be applied to conservation laws that involve terms such as h 1 ∇h 2 in the eq. (2.5) or the Lamb vector u × (∇ × u) in the locally conservative momentum equations (2.8). The former is a limitation in any case, while the Lamb vector is only nonzero for flows with a rotational component. However, if we restrict our analysis to physical solutions of the conservation laws, the limitation caused by the Lamb vector may be overcome as will be demonstrated in section 2.5.
Finally, we note that in calculations with the Rankine-Hugoniot condition it is useful to observe that ab = a b + a b where a = (a l + a r )/2.
Physical solutions
When PDEs are considered in the weak sense, it is necessary to impose extra conditions to extract a unique physical solution. Such conditions are called entropy conditions, and in this subsection we will introduce two entropy conditions. Both of these conditions capture the same concept, that the advent of shocks and contact discontinuities is a result of neglecting diffusive forces such as friction, and that in the interior of shocks, gradients are so large that the influence of the viscosity can no longer be neglected.
Section 2.5.1 introduces the travelleling wave entropy condition, which introduces artificial viscosity to the equations through a diffusive term. We use this to obtain the missing Rankine-Hugoniot conditions for the velocity and momentum equations in the various variants of the 2LSWE. The Rankine-Hugoniot condition has been applied to multilayer shallow-water systems before by for instance Ostapenko (2001) ; Aguillon et al. (2018) . This has to our knowledge only been done in the one-dimensional case where the Rankine-Hugoniot condition can be applied directly. Because we consider multiple dimensions, direct application is not possible and extra care must be taken. Section 2.5.2 introduces the energy requirement, which states that the admissible shocks are those which dissipate energy. We will use this requirement in the analysis in section 4.
For simplicity, we define a physical solution as one that satisfies both the travelling wave entropy condition and the energy requirement.
The travelling wave entropy condition
The travelling wave entropy condition is obtained by considering travelling wave solutions of a viscously regularized version of the PDE (Holden and Risebro 2015) . First, the shocks of a PDE are regularized by introducing an artificial viscosity term with a diffusion coefficient, ε > 0. This coefficient controls the scale of the shock and reducing it corresponds to steepening the gradients inside the shock. In the limit ε → 0, the discontinuities of the original PDE are recovered. Next, by considering travelling wave solutions of the viscous PDE, one may obtain Rankine-Hugoniot conditions that must be satisfied for any physical solution.
In appendix A, we show how to apply the travelling wave entropy condition to the 2LSWE to obtain the missing Rankine-Hugoniot conditions for the velocity and momentum equations. For the locally conservative 2LSWE (eqs. (2.8c) and (2.8d)), we find
where as before i = 1, 2 denotes the layer. Similarly, for the globally conservative 2LSWE eqs. (2.9c) and (2.9d), we find
We were not able to obtain a Rankine-Hugoniot condition for the momentum equations in the layerwise formulation eq. (2.5), because the interaction term ∝ h 1 ∇h 2 proves difficult to handle. We have therefore omitted this formulation from the analysis in section 4, where a complementary discussion is presented in appendix C.
Energy requirement of physical solutions
While the travelling wave entropy condition specifies that physical solutions are those that exist in the limit of vanishing viscosity, the energy requirement states that only shocks that dissipate energy are physical. This translates into requiring that the energy of the physical solution does not increase in time except from possible source terms.
The energy of the 2LSWE reads
This expression is given in terms of parameters that are already solved for in the 2LSWE. For smooth solutions we may therefore combine the subequations of the 2LSWE to form a conservation law for the energy. By exchanging the equality in this conservation law by an inequality, it can be fulfilled also by weak, discontinuous solutions. We obtain
For the analysis in section 4, we will assume that the solution satisfies the travelling wave entropy condition in such a way that it also satisfies the energy requirement. Ostapenko (1999) showed that energy is a convex function of h 1 , h 2 , ρ 1 h 1 u 1 + ρ 2 h 2 u 2 and u 2 − u 1 for constant densities and reasonable values of u 2 − u 1 . Therorem 3.3 by Godlewski and Raviart (1996, page 27) then shows that by choosing a viscosity matrix proportional to diag(1, 1, 1, 1) in the globally conservative system, the energy requirement is fulfilled. The more physically inspired choice of viscosity matrix is to add terms ∝ ∇ 2 u i in the locally conservative momentum conservation equations, because this corresponds to the viscosity in the Navier-Stokes equations. In the Navier-Stokes equations, this viscosity translates to one flux term and one dissipative term in the local energy equation, and the same is true here. The energy (2.17) is local energy integrated in the vertical direction, that is
Differentiating with respect to time and using the viscously regularized equations we get
where Q and J are the flux and source terms in eq. (2.18) and
is the Frobenius norm. The first two terms on the right hand side of eq. (2.20) are local energy fluxes, and the last two, which are non-positive, correspond the viscous dissipation rate. 
Derivation of Froude numbers from the 2LSWE
In the following, we apply the Rankine-Hugoniot conditions and the 2LSWE to derive expressions for the leading edge Froude number (Fr LE ) of a lock-exchange problem. That is, a problem where a heavy fluid is spreading within a lighter fluid inside a rectangular channel as illustrated in figure 3 . The main motivation of this is to illustrate two key points. First, the discussion will highlight how different formulations of the governing equations may exhibit different shock behaviours. Second, earlier work (Hatcher and Vasconcelos 2014; Rottman and Simpson 1983; Hoult 1972; Fannelop and Waldman 1972) have claimed that the assumption of negligible vertical velocity renders the SWE incapable of describing shocks without adding empirical considerations. When we compare Froude numbers derived from the 2LSWE to results obtained by other methods, we find good agreement. The results therefore indicate that the use of the SWE with shocks is less unphysical than previously suspected.
Lock-exchange problems have been studied extensively, and there is a large number of results from laboratory experiments available (Rottman and Simpson 1983; Huppert and Simpson 1980; Shin et al. 2004) . Moreover, much theoretical work has been carried out to model the Froude-number for flows inside rectangular channels (Benjamin 1968; Priede 2018; Borden and Meiburg 2013) . Most previous works have focused on fluids with similar densities where δ 1 for δ given by eq. (2.10). This is commonly called the Boussinesq case (Boussinesq 1903) . The non-Boussinesq case has recently received attention in the literature Lowe et al. (2005) ; Birman et al. (2005) . In particular, Ungarish (2011) has applied the Froude number by Benjamin as a boundary condition when solving the 2LSWE for rectangular geometries. They also generalized this to arbitrary geometries (Ungarish 2013) .
For the particular problem where the two-layer flow is confined inside a rectangular channel, the sum of the layer depths must be constant; h 1 + h 2 = H. To avoid an overdetermined problem, we add a free pressure term p 0 that may vary in time and space but is constant in the vertical direction.
We first consider the locally conservative 2LSWE (2.8) in one spatial dimension with the added free pressure term,
These are the same equations that were used by Rottman and Simpson (1983) to study spreading of gravity currents. Further, we note that with h 1 + h 2 constant, the sum of eqs. (3.1a) and (3.1b) implies that h 1 u 1 + h 2 u 2 is constant in x. Since the shallow-water equations are invariant under Galilean transformations (Ostapenko 2014) , it follows that we may choose a coordinate system in which the constant is 0, that is,
By use of the Rankine-Hugoniot condition (2.12) to eqs. (3.1a) and (3.1b), we get
where, as before, the subscript l indicates the left side of the shock. We next apply the Rankine-Hugoniot condition to ρ 2 (3.1d) − ρ 1 (3.1c), which gives
After some algebraic manipulation, we find that
where α = h 2,l /(h 2,l + h 1,l ). We next consider the globally conservative 2LSWE (2.9). A similar analysis and derivation now gives
As expected, the different formulation of the 2LSWE leads to a difference in the expression for the Froude number. Priede (2018) has also analyzed the locally conservative form of the 2LSWE. However, they rewrote the equations in terms of new variables, η := h 1 − h 2 and ϑ := u 1 − u 2 . They used η and ηϑ as conserved quantities before they applied the Rankine-Hugoniot condition, which changes the weak solutions. Priede used the Boussinesq approximation, which in eqs. (3.3) and (3.4) corresponds to setting δ = 0 where it is not multiplied by g. Priede obtained
which differs from our results because different formulations that are equivalent in the classical sense are not necessarily equivalent in the weak sense. .4)) with different values of δ = 1 + ρ 1 /ρ 2 compared to those predicted by Benjamin (1968) and Priede (2018) . Note that Priede used the Boussinesq approximation, which corresponds to setting δ = 0.
but it relies on the shallow-water equations. Hence it implicitly assumes a small vertical velocity, which has been claimed to be questionable near the front of the spreading liquid (Rottman and Simpson 1983; Hoult 1972; Fannelop and Waldman 1972) . As can be seen in figure 4 , however, the difference between our results and those by Benjamin and Priede is small. This indicates that the breakdown of the shallow-water equations in vicinity of shocks is not so severe as previously claimed.
Reducing the two-layer systems to effective one-layer systems
In this section, we present a theorem with a constructive proof that demonstrates that it is possible to reduce the 2LSWE into an effective one-layer model while preserving the correct behaviour of shocks and contact discontinuities. The theorem shows that this decoupling is possible when the depth of one layer becomes large compared to the other layer. We show that additional closures for the shock velocity are not needed, which differs from previous reductions to one-layer models presented in the literature.
The constant-height lemma
In the following, we denote by s and d the relatively shallow and deep layers, respectively. This means that with (s, d) = (1, 2), the top layer is shallow relative to the bottom layer, and vice versa for (s, d) = (2, 1). Further, we let f denote the average of f over the region in which it is defined.
In order to state and prove the theorem, we will use a concept we call source-boundedness. We will also use a lemma that states that in the indicated limits of the theorem, the relative height of the deepest layer does not change with time.
Definition 1 (Source-boundedness). Layer i = 1, 2 in a two-layer shallow-water system is source-bounded if there exists δ ∈ R such that the source terms satisfy ∀h i > δ,
Lemma 1. Let (s, d) = (1, 2) or (2, 1), {D k } k∈N be a sequence of increasing real numbers, h 0 and f be scalar functions, and q 1,0 and q 2,0 be vector functions. Further, consider a 2LSWE system with initial conditions
where layer d is source-bounded and where both layer d and the bottom layer (these are the same if d = 2) have constant average density. Now let {(h 1k , h 2k , q 1k , q 2k )} k∈N be physical solutions to the 2LSWE system. Then
Proof. From the definition of the energy in eq. (2.17) it is clear that all terms are nonnegative. This, in addition to the fact that the energy is a convex function of the heights, means that for a system with constant bottom topography and h i = 1 for i ∈ {1, 2}, the energy is bounded from below by the height and momentum distributions that give E = gρ i /2. We let
k be a scaled energy, and it follows by insertion that
That is, the scaled energy E k (0, x) approaches the minimal for a system with h dk (t, x)/D k = 1 in the limit when k → ∞. Source-boundedness implies that
Further, since a physical solution must satisfy the energy conservation (2.18), it similarly follows by use of the source-boundedness that
in the limit when k → ∞. Because all the terms in eq. (2.17) are non-negative and because the right hand side of the scaled version eq. (2.18) remain 0 as long as the scaled energy remains minimal, we must have
which implies that h dk (t, x)/D k → 1 for all t ∈ R and x ∈ R 2 as k → ∞. Assume that ∃ε > 0 and ∀N ∈ N, ∃k > N , such that
This implies that h dk (t, x)/D k deviates from 1 by a term which does not vanish in the limit k → ∞. This contradicts eq. (4.1), as discussed above, which concludes the proof.
The one-layer approximation theorem
In the following theorem, we show that in the similar limits as above, the 2LSWE may be reduced to the locally conservative 1LSWE (2.4) with a reduced gravity, g → δg with δ as defined in eq. (2.10). In the case where the top layer is shallow relative to the bottom layer, the bottom topography term may be ignored. For convenience, we may write
where s ∈ {1, 2} is as before and indicates which layer is shallow relative to the other.
Theorem 1. Let (s, d) = (1, 2) or (2, 1), {D k } k∈N be a sequence of increasing real numbers, h 0 and f be scalar functions, and q 1,0 and q 2,0 be vector functions, all defined on Ω ⊆ R n . Further, consider a 2LSWE in the form of eq. (2.8) or eq. (2.9) with initial conditions
in which layer d is source-bounded. The density of layer d is assumed constant and the density of the bottom layer is assumed constant in space. Now let {(h 1k , h 2k , q 1k , q 2k )} k∈N be physical solutions to the 2LSWE such that q dk satisfies the boundary condition
with K ∈ R constant. Then there exists a weak solution, (h s ,ũ s ), of eq. (4.2) with initial conditions
where C is constant in space. If the domain on which the solution is defined is infinite in range or the mass source terms are zero, then C = ρ
Proof. First, we note that weak solutions of eqs. (2.8) and (2.9) will be piecewise differentiable and their states on both sides of a discontinuity are connected by a Hugoniot locus. A Hugoniot locus at some location in phase space is defined as all those states for which there is a shock speed that satisfies the Rankine-Hugoniot condition (Holden and Risebro 2015) .
To prove the theorem, it is therefore sufficient to show i) local convergence for regions where the solution is differentiable and ii) that the states that are allowed by the Hugoniot loci of the 2LSWE ((2.8) and (2.9)) converge to those of the 1LSWE (4.2).
We will first prove i). From conservation of mass and through source-boundedness and lemma 1, we get that
A continuous, divergence free vector field that vanishes at the boundary of some domain must vanish everywhere in that domain. This is because the j'th component of the vector field must be independent of the j'th coordinate, and for every point inside the domain one can find a point at the boundary by only changing the j'th component. From eq. (4.3) with lemma 1, we get that u dk must vanish on the boundary of Ω as k → ∞.
In the following, we will show that u dk is also continuous in the limit k → ∞. Hence, u dk (t, x) → 0 as k → ∞. From the momentum equations in eq. (2.8), then,
and so in the limit k → ∞, ρ
is constant in space. Finally, plugging this into the equation for u s in eq. (2.8) or eq. (2.9), we get eq. (4.2). In the regions where the solution is differentiable, the various formulations of the 2LSWE, eqs. (2.6), (2.8) and (2.9), are equivalent. This completes the proof of i).
For the proof of ii), we will compare the Hugoniot loci of the 2LSWE in the limit k → ∞ to the Hugoniot locus of eq. (4.2). Let γ := 1/ h d . In appendix B, we show that the full set of Rankine-Hugoniot conditions for the 2LSWE eqs. (2.8) and (2.9) may be written as
For eq. (2.8), g 1 and g 2 are
For eq. (2.9) with d = 1, g 1 and g 2 are
(4.9) And finally, for eq. (2.9) with d = 2, g 1 and g 2 are
10)
(4.11)
In particular, we note that g 1 , g 2 , and g 3 vanish for γ = 0 in all cases. Next, we notice that eq. (4.4) with γ = 0 is exactly the Rankine-Hugoniot relations for the locally conservative 1LSWE (4.2) together with the conditions that ρ
h 2 is constant and u d = 0. From lemma 1, it follows that lim k→∞ γ = 0. Thus the Hugoniot loci match, and this concludes the proof of the theorem.
A summary of the theorem
Theorem 1 shows that we may approximate the thinnest layer of the 2LSWE with the locally conservative 1LSWE where g → (1 − ρ 1 /ρ 2 )g according to eq. (4.2). The approximation becomes more accurate when the depth of the deepest layer is increased without increasing momentum or other key properties. Figure 5 shows a sketch of how the two-layer cases converge to one-layer cases when we increase the "depth", D k . The result is intuitive in the sense that the speed of which a layer of fluid reacts to external factors increases when the depth of the layer increases. When the depth ratio between the two layers becomes large, the deep layer, d, will respond to the actions of the shallower layer, s, in such a way that the condition ρ However, it is not obvious that it is the locally conservative form of the 1LSWE (2.4) that correctly captures the discontinuities of the 2LSWE. Some intuition is possible, though, in that we may indicate why the globally conservative 1LSWE (2.3) is not a viable form. For instance, the globally conservative 1LSWE models the flow of a fluid on top of a surface. When the fluid layer becomes thin, the surface does not react as to prevent the spreading rate from increasing. This implies that shocks are not admissible when the height drops to 0. Now, for the corresponding case with the 2LSWE, the remaining layer of liquid (not becoming thin) reacts to decelerate the spreading, and so shocks are to be expected. That is, the physical mechanism responsible for the shock in the case when the depth of one liquid layer becomes small is strictly a two-layer phenomenon.
In support of the point that the reduction to the globally conservative 1LSWE (2.3) is not a viable form, Bouchut and Zeitlin (2010) have demonstrated that it is not possible to construct either a conservative splitting operator method nor what they term "a sum scheme" which solves this equation, and they demonstrate that the reason for the failure of such methods is that the total momentum as formulated in 1LSWE (2.3) cannot be conserved by the discrete equation of the numerical method.
Finally, we remark that the mathematical tools used to prove theorem 1 are not directly applicable to the layerwise formulation of the 2LSWE (2.6). Nevertheless, in appendix C, we show that there is no reduction of the layerwise formulation to the globally conservative 1LSWE (2.3). Thus, the layerwise formulation could still converge to the locally conservative formulation (2.4).
Cases for the one-dimensional dam-break problem
In this section we present the cases that will be used to investigate theorem 1 numerically. The cases represent variations of the one-dimensional dam-break problem (LeVeque 2002, Chapter 13.2). In the two-layer dam-break problem, a lighter fluid of height h 1 spreads on top of a heavier fluid of height h 2 as shown in figure 6 . The problem has been frequently used in the literature as a benchmark case for spreading models (Joshi and Jaiman 2018; Soares-Frazão et al. 2012; Zhou et al. 2004) .
In the following, we first consider the dam-break problem in an unrestricted spatial domain ("Case 0"). This case will be used for convergence analyses. We next consider the dam-break problem with a reflective wall boundary-condition ("Case R" for "reflective"), which is used both to compare qualitative differences between the forms of the 1LSWE and 2LSWE and to compare results with experimental data on two-layer spreading. An overview of the cases is provided in figure 7.
Case 0: Dam-break in an unrestricted spatial domain
The initial conditions for the standard, one-dimensional dam-break problem that is not restricted in the flow-direction are
where h 0 is constant. In this particular case, the corresponding one-layer problem has self-similar analytic solutions for both variants of the 1LSWE. With the standard 1LSWE (2.3), there is the well-known Ritter solution (Ritter 1892), across discontinuities, as is normally the case when working with the 1LSWE. For the locally conservative form (2.4), the analytic solution is
(5.3b)
A sketch of the two solutions for h is shown in figure 8 . One can see that the Ritter solution expands more than 2.4 times faster than the solution of the locally conservative form. The latter solution is the only one with a discontinuous height profile, and it has a constant Froude number of Fr LE = √ 2 at the leading edge.
Case Ra: Quantify inaccuracies in the one-layer approximation
In Case Ra, the initial conditions are the same as for Case 0 (eq. (5.1)). However, a reflective wall is placed to the left of the dam at position x = −L with boundary conditions (∂ x h)(x = −L, t) = 0 and u(x = −L, t) = 0. The reflective wall removes the self-similarity of the solution, which enables a study of how the accuracy of the one-layer approximation from theorem 1 evolves in time.
We also consider a variant of this case where the top layer becomes deep, i.e. s = 2 in theorem 1. Here the initial conditions become
where again h 0 is constant.
Case Rb: Effect of non-zero depth on both sides of dam
Case Rb is a variant of case Ra where the initial conditions are relaxed to allow a non-zero depth to the right of the dam, that is,
(5.5)
In this case, the difference between the solutions of the locally and globally conservative 1LSWE will be less notable, because both give shocks. This case will be used to show that the locally conservative 1LSWE captures quantitative behaviour of two-layer cases that is not captured by the globally conservative 1LSWE.
Case Rc: Comparison to dam-break experiments
Finally, in case Rc we compare numerical results of the dam-break case with experimental results for liquid-on-liquid spreading. In particular, we compare the spreading radius predicted by the one-layer approximation from theorem 1 (eq. (4.2)) and by the two-layer equations to two sets of experimental results. We use the same initial conditions as in case Ra, that is, eq. (5.1) with a reflective wall at x = −L.
The first set of experiments is from Suchon (1970) , who studied the spreading of oil on water. We use initial conditions as listed in table 1, which are the same as those given by Suchon. The domain width is 2.5 m, and the depth of water in the experiments was about 30 cm, which is nearly twice the initial heights.
The second set of experiments that will be considered are those presented by Chang et al. (1983) . They studied fluids at cryogenic temperatures (cryogens) spreading on water and presented both experimental results as well as model predictions. In their model, they used the same empirical boundary condition for the spreading rate as discussed in section 3 (Chang and Reid 1982 ). We will demonstrate that their experimental results can be reproduced to a high accuracy without any empirical boundary condition or model for the spreading rate.
It should be noted that the experimental setup in (Chang et al. 1983) deviates from the dam-break case in that the initial reservoir of cryogen is emptied through a large slit. The spreading then occurred inside a cylinder of length 4 m with an inside diameter of 16.5 cm where half of the volume was filled with water. However, the case should be well approximated by a dam-break since the slit height is of the same order of magnitude as that of the leading edge of the spreading liquid. To the best of our knowledge, the numerical predictions by Chang et al. were also based on the dam-break case. Chang et al. do not list the initial height and width of the released cryogens, only the initial volumes. The initial conditions are therefore estimated based on the description of the apparatus given by Chang and Reid (1982) . We assume that the spreading occurs in a channel of the same width as that of the experiment. We then estimated the area of the release tank and used this to find an estimate for the initial height and width from a given initial volume. The initial conditions used are listed in table 1.
To accurately represent the spreading of cryogens, it is necessary to account for evaporation due to heat flow from the water and surrounding air. The evaporation gives a source term in the mass conservation laws. We follow Chang et al. (1983) for nitrogen in the mass balances. These values are the same as those used by Chang et al., which are based on experimental studies of the relevant substances (Burgess et al. 1970) . Evaporation leads to the formation of bubbles in the liquid, which reduces its density. Chang et al. called this reduced density the effective cryogenic density, and they estimated it based on experimental results to be 660 kg m −3 for nitrogen and 254 kg m −3
for methane. Similar to Chang et al., we will use reduced densities in our simulations as well.
Results and discussion
In this section, we will discuss results from the cases described in section 5. The equations are discretized spatially using a finite-volume scheme. We employ the FORCE (first-order centered) flux (Toro and Billett 2000) and the second-order MUSCL (Monotonic UpstreamCentered Scheme for Conservation Laws) reconstruction with a minmod limiter (see e.g. LeVeque 2002) in each finite volume. The solutions are advanced in time with a standard third-order three-stage strong stability-preserving Runge-Kutte method (Ketcheson and Robinson 2005) . Although some of the equations have terms that are in general not conservative, e.g. the convective term in the locally conservative 2LSWE (2.8), it should be noted that these become conservative when the equations are restricted to a single spatial dimension. The Courant-Friedrichs-Lewy (CFL)-number is 0.9 for all cases.
For quantification of errors, we use the L 1 norm, which for a function y : Ω → R is defined as
6.1. Case 0: Dam-break in an unrestricted spatial domain
In Case 0, the dam-break occurs in a one-dimensional, spatially unrestricted domain. We solved this case with the parameters h 0 = 1 m and δ = 0.7 with 400 grid cells on the domain x/c 0 t ∈ (−2, 2). The initial depth, H, was increased stepwise from the initial value, H = h 0 , to obtain a larger height difference between the layers. The results presented in Figure 9 show that the locally conservative 2LSWE converge towards the analytic solution of the locally conservative 1LSWE when H increases. A higher value of H translates into increasing D k in theorem 1. The figure demonstrates a general trend found for the agreement between the 1LSWE and the 2LSWE, namely that the locally conserved 1LSWE become an increasingly good approximation to the complete 2LSWE with increasing H. Figure 10 shows the normalized difference in L 1 for the top-layer height between the analytic solution (eq. (5.3) ),h 1 , and the solutions obtained with the 2LSWE, h 1 ( h 1 −h 1 / h 0 ). The differences are shown as a function of the initial depth, H. The circles correspond to the locally conservative 2LSWE (2.8), the triangles correspond to the globally conservative 2LSWE (2.9), and the solid line indicates a slope of -1. The plot shows that the difference between the globally and the locally conservative 2LSWE is small as expected. Other relevant variables such as h 2 , u 1 , and u 2 , were found to exhibit a similar behaviour.
Case Ra: Quantify inaccuracies in the one-layer approximation
In Case Ra, a reflective wall is placed at x = −L, cf. section 5.2. The case was solved with the parameters h 0 = 1 m, L = 2 m, and δ = 0.6. The domain width was 15 m and 1000 grid cells were used.
We first compare the two situations s = 1 (the top layer is shallow) and s = 2 (the bottom layer is shallow), cf. theorem 1. Figure 11 shows a dam break in the left column (s = 1) and the cross section of a gravity current in the right column (s = 2) at t = 3 s. An illustration of the initial configurations is presented at the top of the figure. The globally conservative 2LSWE (green lines) are compared with the locally conservative 1LSWE (green lines) and the globally conservative 1LSWE (red lines). For the dam break case (right column), we initialize the bottom layer in a perturbed state where the depth h 2 is constant. This is done to show that a perturbation of the initial solution of the relatively deep layer does not prevent the 2LSWE to converge to the one-layer approximation when the depth increases. As the depths increase, we see that the solutions of the 2LSWE converge toward the locally conservative 1LSWE as predicted by the theorem.
To quantify how the solutions of the 2LSWE converge to those of the locally conservative 1LSWE, we will compare the solutions at various times, initial depths, H, and initial widths, L. We consider solutions of the globally conservative 2LSWE and the locally conservative 1LSWE and evaluate two quantifiable differences. In figure 12a , the L 1 difference of the top-layer height, h
/h 0 L is plotted for varying times and depths, H/h 0 . Figure 12b shows the difference of the leading edge position at t = 5 s, |r 2LSWE − r 1LSWE |/h 0 , for varying initial depths, H/h 0 , and widths, L/h 0 . The position of the leading edge is here defined as the smallest x-value where the top layer is thinner than 10 −4 m. Figure 12 shows that the differences in h 1 decrease with time, which is reasonable since the spreading fluid becomes gradually thinner. As expected, the differences decrease with increasing value of H/h 0 . Similar to Case 0, the errors in the variables h 2 , u 1 , and u 2 as quantified by the L 1 norm exhibit the same trends as the top layer height (not shown). Further, the figure shows that the difference of the leading edge position decreases with decreasing width, which is reasonable because the spreading fluid becomes thinner as the initial volume decreases.
It is also interesting to see how the rate of spreading evolves with increasing depth, H. Figure 13 shows the leading edge position as a function of time for the two variants of the 1LSWE and the globally conservative 2LSWE for different depths H. Again we observe a rapid convergence of the 2LSWE to the locally conservative 1LSWE. Also for this case, we observe that the spreading rate from the globally conservative 1LSWE is higher that that from the full 2LSWE. Figure 14 shows the height distributions at time t = 3 s for both the globally and locally conserved 1LSWE and for both versions of the 2LSWE, eqs. (2.8) and (2.9) at different depths H. The solutions of both formulations of the 1LSWE have shocks, but the shock velocities differ. As expected, the height profiles of the locally and globally conservative 2LSWE are similar, however, they are only in agreement with the locally conservative 1LSWE. The figure shows that the 1LSWE should be used for accurate representation of the position of the leading edge. We find excellent agreement between the one-layer approximation and available experimental data. The deviation in the spreading radius was calculated as the relative difference in the L 1 norm, that is, dev(r exp , r sim ) = r exp − r sim r exp .
The deviation in the spreading radius is 4.5 % for oil on water, which is significantly better than the Fay model, where the average deviations are 12.6 %. For the cryogenic fluids, the deviations in the spreading radius were 10.2 % for methane on water, and 4.2 % for nitrogen on water.
We remark that in the experiments, the depth of the water is not much larger than the depth of the spreading liquid. In the experiments by Suchon, it is about twice the initial height of the oil, and in the cryogen experiments by Chang et al., it is about the same as the initial cryogen height. However, it was shown in figure 12b that the difference between the predicted spreading distance from the 2LSWE and the one-layer approximation after 5 s is still small, even at these initial depths. In all cases, the initial width L is less than half the initial width, and so we expect a deviation at 5 s that is smaller than 0.2 times the initial height h 0 .
A comparison of the green solid lines (1LSWE) and the blue dashed lines (2LSWE) in figure 15 confirms a very good agreement between the two formulations. For figure 16 , and especially for the 2 L cases where the initial height is large compared to the water depth, the discrepancy is larger. We find that the deviation in the L 1 norm between the 1LSWE Loc 1LSWE Glob 2LSWE Loc 2LSWE Glob Figure 14 : Height profiles of h 2 and h 1 + h 2 at t = 3 s of solutions to Case Rb with the different formulations of the 1LSWE and 2LSWE. "Loc" and "Glob" denote the locally conservative and globally conservative formulation, respectively.
one-layer approximation and 2LSWE results is between 0.7 % and 5.5 % for all cases. In the 2 L cryogen experiments, we observe that the discrepancy is reducing after some time. This is consistent with figure 12a . The evaporation that occurs during the spreading of cryogenic fluids likely accelerates the decrease in error.
The results indicate that the proposed one-layer approximation may be used as an approximation to the 2LSWE even for cases where the depth ratio is small, as long as the main interest is to predict the spreading distance. Although, in these cases one should not expect that the one-layer approximation captures all of the qualitative flow patterns that are captured by the 2LSWE. In figure 17 , we compare the profiles of the top layer at three different times for the 1LSWE (green solid lines) and the 2LSWE (blue dashed lines). The observed spreading distance from the corresponding experiments are marked by red dots. We see that the 2LSWE captures a more complex behaviour, especially in the early phase of the flow, but as expected, the agreement between the profiles improves with time.
Finally, we note that (Chang et al. 1983 ) also solved the 1LSWE numerically. They imposed a boundary condition with Fr LE = 1.28 at the leading edge in order to obtain the correct shock behaviour. They motivated the use of a constant Froude number at the leading edge by frequent use in previous literature dealing with spreading of non-boiling fluids, and they treated the value of Fr LE as a parameter that depends on the apparatus and must be determined experimentally. The analysis in this paper shows that the constant Froude number can in fact be derived from the 2LSWE. That is, as the relative depth of the bottom layer increases, Fr LE approaches √ 2 from below. Moreover, our analysis shows that Fr LE = √ 2 is true also for boiling liquids and even when including other relevant source terms in the 2LSWE model.
Conclusions
We have presented a comprehensive study of two-layer spreading where the depth of one layer is significantly larger than the other. A key result is that the two-layer shallow-water equations can be approximated by an effective one-layer model with an effective gravitational constant as described in theorem 1. In the literature, the globally conservative one-layer momentum equations are frequently used. We have demonstrated both analytically and numerically that the locally conservative momentum equations should be used instead for a precise representation with an effective one-layer model.
Earlier works in the literature have made use of an additional boundary condition for the speed of the leading edge as a closure relation for the one-layer spreading model. The speed is typically represented in terms of a constant Froude number which is adjusted to match experimental data so that Fr LE ∈ [1, √ 2]. We have shown that this boundary condition can in fact be derived from the full two-layer shallow water equations. By using the locally conservative version of the one-layer shallow water equations with the effective gravitational constant (1 − ρ 1 /ρ 2 )g and the appropriately derived Froude number, the one-layer model correctly captures the behaviour of shocks and contact discontinuities.
By using the same mathematical tools that were used to derive the one-layer approximation in theorem 1, we derived an expression for the Froude number at the front of a spreading fluid inside a rectangular cavity from the full two-layer shallow water equations. The expression that we obtained from the analysis of the shallow-water equations does not differ much from the expression by Benjamin. The agreement between these expressions suggests that the validity breakdown of the shallow-water equations in vicinity of shocks is less severe than previously suggested.
We compared to available experimental data for one-dimensional dam break experiments and found excellent agreement between the one-layer model derived in this work and experiments, where the mean relative deviation in the spreading radius was 4.5 % for oil on water, 10.2 % for methane on water, and 4.2 % for nitrogen on water. The spreading radius from the one-layer and two-layer descriptions could hardly be distinguished from each other after 10 seconds of spreading, but the fluid profiles from the two formulations differed at short times. In comparison, the mean relative deviation in the spreading radius of the Fay model was 12.6 % for oil on water.
The treatment in this paper has also included source terms. However, Coriolis forces are not source-bounded as defined in section 4 because they are proportional to the depth. Thus they are not covered by the present analysis. It should be possible to include Coriolis like source terms in the analysis, because although they are proportional to the depth, they are also proportional to the flow velocity which vanishes with increasing depth in the deep layer. Since Coriolis forces may be relevant in the modelling of large-scale phenomena such as tsunamis, it represents an attractive possibility for future work.
We first consider a viscous regularization of eq. (A 1), where the choice of viscosity matrix, D, depends on the physical problem (Godlewski and Raviart 1996) . For the shallow-water system, D can be chosen such that the viscous regularization correspond to adding physical viscosity, e.g. with D = diag(0, 0, 1, 1) for the locally conservative 2LSWE eq. (2.8).
Suppose eq. (A 1) has a shock at x = 0 normal ton. The inner structure of this shock, i.e. the solution on the scale ε, is obtained from the viscous regularization by looking for travelling wave solutions of eq. (A 2) of the form u ε (t, x) = U ([n · x − St]/ε), where S is the wave speed. Plugging this into eq. (A 2) and multiplying the equation by ε gives
Here we have used capital letters to indicate that the functions depend only on one parameter, ξ := (n · x − St)/ε. Prime ( ) is used to denote derivatives with respect to this parameter. Additionally, we have used the convention of summation over repeated indices. The left and right states (denoted by subscripts l and r in section 2.4) are at ξ = ±∞, respectively. If we integrate eq. (A 3) from ξ = −∞ to ξ = ∞ and use that A k | ξ=±∞ = 0 ∀k ∈ {1, . . . , r}, we get the Rankine-Hugoniot condition
where U n and U t are the components of U parallell and orthogonal ton. The term proportional to J does not contribute because it is proportional to ε. Note that the last term is orthogonal ton and so it will not contribute to the Rankine-Hugoniot condition forn · u. The interaction term that involves F and G is well-defined, but there is no clear way to evaluate the integral. This means that the current methodology is not directly applicable to the layerwise formulation of the 2LSWE (eqs. (2.5) and (2.6)) that includes this interaction term. This term will be further discussed in appendix C. In the remainder of this section we will derive the Rankine-Hugoniot condition for the subequations of the 2LSWE that involve the convective acceleration term (u · ∇)u. In these equations (eqs. (2.8c)-(2.9d)), there are no divergences of second order tensors. This allows for decoupling of the normal and tangential velocity components. The equations for U t therefore becomes U t + (S − U n )U t = 0, (
which has the solution
Here f is a function that does not depend on U t , because U t is absent from the remaining equations and therefore does not affect U n . This is true also for the globally conservative system. If lim ξ→∞ f (ξ) = 0, then u t = 0, otherwise U t (0) can be chosen such that any jump in the velocity component orthogonal to the discontinuity is a travelling wave entropy solution. In other words, the shape of U t is determined by the travelling wave entropy condition, but the size of the jump is not, unless it is 0. In particular, u t = 0 is always a solution and in that case U t ≡ 0 and the last term in eq. (A 4) is 0. This is true also in the globally conservative system, but there we can go even further and say that u t = 0 is the only solution.
With the above, we have justified ignoring the jump in the transverse velocity, and we can write the Rankine-Hugoniot conditions for eqs. (2.8c) and (2.8d) as
Similarly, we find the Rankine-Hugoniot conditions for eqs. (2.9c) and (2.9d) to be S ρ 1 h 1 u 1 + ρ 2 h 2 u 2 = (n · u 1 )ρ 1 h 1 u 1 + (n · u 2 )ρ 2 h 2 u 2 + g Sn · u 2 − u 1 = 1 2 (n · u 2 ) 2 − (n · u 1 ) 2 − gδh 1 . (A 8b) reduces to gρ 1 h 2 1 /2. We may then rewrite eq. (2.16a) as
+ h 1 (S − n · u 1 ) (S − 2 n · u 1 ) , (B 12)
We then insert this into eq. (2.16b) to get Sn · u 2 = 1 2 (n · u 2 ) 2 + δgh 2 + γ h 1 (S − n · u 1 ) 2 + δg g 2 , (
which gives g 1 = γ h 1 (S − n · u 1 ) 2 + δg g 2 .
(B 14)
Appendix C. Conservation laws of total momentum in each layer
The layerwise formulation of the 2LSWE (eqs. (2.5) and (2.6)) does not easily reduce to a one-layer approximation. That is, we were not able to apply the mathematical tools used in this paper to show that the layerwise formulation converges to a one-layer form when the depth increases, as was done for the locally and globally conservative 2LSWE in theorem 1. In this appendix, we will show why the layerwise formulation can not converge to the globally conservative 1LSWE. We also give one reason for why it is plausible that it does converge to the locally conservative form similar to the other formulations of the 2LSWE considered in this paper.
As described in section 2.4, the interfacial force term gρ 1 h 1 ∇h 2 renders the RankineHugoniot condition ill-defined for general weak solutions. However, in the derivation in appendix A, we include this interfacial force term and show that it is well-defined for any solution that satisfy the travelling wave entropy condition. In this case, we find a Rankine-Hugoniot condition for the momentum equations in the layerwise formulation to be S ρ i h i u i = ρ i h i (n · u i )u i + 1 2 ρ i gh where i = 1, 2. As in appendix A, the prime indicates the derivative, and the capital letters, P 1 , H 1 , and H 2 , denote the travelling wave solutions that connect the left and the right state of ρ 1 , h 1 , and h 2 , respectively. The last term on the right-hand side corresponds to the interfacial force term, and it does not necessarily look similar for different left and/or right states. This means that the Rankine-Hugoniot condition depends sensitively on the interior of the shocks. If we sum eq. (C 1) for i = 1 and i = 2, we get S ρ 1 h 1 u 1 + ρ 2 h 2 u 2 = (n · u 1 )ρ 1 h 1 u 1 + (n · u 2 )ρ 2 h 2 u 2 + 1 2 g ρ 1 h 2 1 + ρ 2 h 2 2 + ρ 1 gh 1 h 2 n, (C 2) 
