, where u belongs to the domain of A, the Stokes operator for divergence-free vector fields in the domain Ω ⊂ R 3 satisfying the Navier boundary condition. Moreover, in the case of thin domains, the constant C 1 is comparable with the small depth of the domains.
Introduction
In the study of the Navier-Stokes equations the Stokes operator A = −P ∆, where P is the Leray projection, plays a crucial role. In the periodic domain Ω, we simply have
where D A is the domain of A. However when Ω is a more general domain and u satisfies various boundary conditions rather than the periodicity one, relation (1.1) is, in general, no longer holds true. In those cases, the question is that: What is the difference between Au and (−∆u)? Clearly, one always has
The interest now is the size of the constant C, or whether one can replace u H 2 (Ω) by a smaller norm. For example, it is shown in Proposition 3.9 of [3] that for the thin domain Ω ε of the form (3.3) below with h 0 = 0, we have
where ε is the small depth of the domain and the positive constants C 2 and C 1 are independent of ε. The domain D A of the Stokes operator in this case consists of divergence-free vector fields in H 2 (Ω ε ) that satisfy the Navier condition (2.1) on the top and bottom boundaries and satisfy the periodicity condition on the sides. (A related inequality for dilated two-layer thin domains appears in [2] , Lemma 2.9.) Roughly speaking, (1.3) shows that Au is a small H 2 -perturbation of (−∆u) for u ∈ D A . The current paper aims to improve (1.3) in several different contexts.
We will show that for a divergence-free vector field u satisfying the Navier boundary condition on the whole boundary ∂Ω of a more general domain Ω, the term Au is only a H 1 -perturbation of (−∆u). We have
Furthermore, in the context of thin domains Ω ε as in (3.3) (including h 0 = 0), this estimate can be improved in terms of the small depth of the domains:
For the similar result in spherical domains, see section 4. We will prove Ineq. (1.4) in section 2 and Ineq. (1.5) in section 3. For applications of the inequalities of this type, interested readers may look for our forthcoming papers on the Navier-Stokes equations.
General domains
We consider in this section an open, bounded, connected domain Ω ⊂ R 3 with C 3 boundary. A vector field u = (u 1 , u 2 , u 3 ) in Ω is said to satisfy the Navier boundary condition if , where (∇u) ij = ∂ j u i , and (∇u) * is the transpose matrix of ∇u.
in Ω and u · N = 0 on ∂Ω}. The Leray projection P is defined to be the orthogonal projection from L 2 (Ω, R 3 ) onto H. We have the Helmholtz-Leray decomposition
There are geometric issues arising in the definition of the Stokes operator associated with the boundary condition (2.1), see e.g. [3] . What we need is that
With a general domain Ω and a general element u ∈ D A , the term ∆u need not be tangential to the boundary ∂Ω, and hence Au = −∆u.
where C is a positive constant depending on the domain.
Before proving Theorem 2.1, we recall the following lemma concerning ∇ × u on the boundary of the domain. While this result is proved in [1] , we present the argument here for the convenience of the reader.
with the restrictionŇ Γ * being a unit normal vector field on Γ * . Then
where Ku = ∇u−(∇u) *
2
. Since (Du)Ň is co-linear toŇ , we thus havě
to obtain (2.5).
Following is the basic lemma of this paper.
where C > 0 depends on Ω.
Proof. Let ω = ∇ × u and Φ = ∇φ. By the density argument, we can assume u and Φ are smooth. We have ∇ × ω = −∆u and ∇ × Φ = 0. Then
Let N (x), x ∈ Ω, be a C 2 -extension of the unit outward normal vector N from ∂Ω to the whole domain Ω. On Ω, we define
We thus have
and (2.6) follows.
Proof of Theorem 2.1. Let Φ = Au + ∆u = −P ∆u + ∆u, then Φ ∈ H ⊥ . Since Au and Φ are orthogonal in L 2 (Ω, R 3 ), we have
Applying Lemma 2.3, we obtain (2.4).
Remark 2.4. The proof of (1.3) as presented in [3] involves the second order term ∆u · N on ∂Ω. Though having similar ideas, our proofs of Theorem 2.1 and Lemma 2.3 avoid using that higher order term, hence result in the improvement.
Remark 2.5. Concerning the size of constant C in Ineq. (1.2), it is proved in [4] that, in the context of Dirichlet boundary condition, one has 
Nearly flat domains
In this section, we consider three dimensional thin domains of the form
where ε ∈ (0, 1], h 0 = εg 0 , h 1 = εg 1 , with g 0 and g 1 being given C 3 scalar functions in R 2 satisfying the following periodicity condition
where {e 1 , e 2 , e 3 } is the standard basis of R 3 . We assume that
The boundary of Ω ε is Γ = Γ 0 ∪ Γ 1 , where Γ 0 and Γ 1 are the bottom and the top of Ω ε :
One of the representing domains of Ω ε is
We study the divergence-free vector fields u(x) in Ω ε that satisfy the periodicity condition (3.4) u(x + e j ) = u(x) for all x ∈ Ω ε , j = 1, 2, and the Navier boundary condition (2.
1) on Γ }, and the Stokes operator
where the positive constant C is independent of ε.
The key point in the proof of Theorem 3.1 is to use a new G(u) defined on Ω ε which satisfies (2.7) and gives a better estimate for |∇ × G(u)|. The argument used in [3] to find such G(u) works for our general domains.
Note from (2.5) that ifŇ Γ * = ±N then we have
For i = 0, 1, letÑ i be the unit upward normal vectors on Γ i which can be extended to R 3 bỹ
We haveÑ
We easily obtain the following estimates in
From (3.6) we have
where G(u) is defined on the closure of Ω ε by
is an even permutation of (1, 2, 3), is (−1) if the permutation is odd, and is 0 otherwise. By virtue of (3.8), we have, in Ω ε , that |Ñ j ||∂ kÑm | ≤ Cε, for j = 1, 2, k = 1, 2, 3, or for j = 3, k = 1, 2; therefore | ijkÑj ∂ kÑm | ≤ Cε, and hence |G m | ≤ Cε, for m = 1, 2, 3. It also follows from (3.8) that |∇G m | ≤ C, for m = 1, 2, 3. Consequently,
With this new G(u) in Ω ε , the version of Lemma 2.3 for the thin domain is:
where C > 0 is independent of ε.
Proof. The boundary of Ω ε consists of four surfaces on the sides, the top Γ 1 and the bottom Γ 0 , where Γ i = Γ i ∩ Ω ε , i = 0, 1. Proceed as in Lemma 2.3 noticing that the surface integrals on the sides of Ω ε vanish due to the periodicity of the integrands. Using (3.9), we have
where G(u) is defined in (3.10). Thanks to (3.11),
hence (3.12) follows.
Proof of Theorem 3.1. Same as the proof of Theorem 2.1 with Lemma 3.2 being used instead of Lemma 2.3.
Spherical domains
For the sake of simplicity, we consider the following simple spherical domains
where R > R > 0. The functional spaces and operators are defined as in section 2. We obtain the following version of Theorem 2.1 with the constant C in (2.4) depending on R explicitly.
where C > 0 is independent of R and R .
Proof. Let (θ, φ, r), θ ∈ [0, π], φ ∈ [0, 2π] and r ∈ [0, ∞), be the spherical coordinates and let B = {e θ , e φ , e r } be the usual moving frame. In this case,Ñ = e r , for every r ∈ [R, R ], plays the same role as the upward normal vectorsÑ defined in section 3. As in (3.10), let
We use the notation [·] B to denote the presentation of a vector or a matrix with respect to the basis B. Let u = U θ e θ + U φ e φ + U r e r , i.e., [u] B = U = (U θ , U φ , U r ). Calculations using in spherical coordinates yield 
