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Abstract
We establish a generalized form both of the Gabriel-Zisman exact sequence associated
with a pointed functor between pointed groupoids, and of the Brown exact sequence
associated with a fibration of pointed groupoids. Our generalization consists in replacing
pointed groupoids with groupoids internal to a pointed regular category with reflexive
coequalizers.
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1. Introduction
One of the fundamental results stated in P. Gabriel and M. Zisman’s book [11] on cat-
egories of fractions and homotopy theory is the construction of a six terms exact sequence
from a pointed functor between pointed groupoids. In order to obtain their exact sequence,
Gabriel and Zisman make use of a special case of the comma square, and more precisely of
what is sometimes called strong h-kernel (or strong homotopy fiber) of a pointed functor.
Soon after Gabriel and Zisman’s book, and certainly independently from Gabriel and Zis-
man, R. Brown described in [6] a six terms exact sequence associated with a fibration of
pointed groupoids. Since Brown replaces arbitrary pointed functors with the more restric-
tive notion of fibration, he can use categorical kernels (or strict fibers) instead of strong
h-kernels to construct his sequence. Moreover, the two results are logically equivalent: if
the pointed functor is a fibration, the canonical comparison from the kernel to the strong
h-kernel is an equivalence, so that the Gabriel-Zisman sequence reduces to the Brown se-
quence. Vice versa, any functor between groupoids can be (up to an equivalence) turned
into a fibration, and (in the pointed case) the kernel of the fibration is nothing but the
strong h-kernel of the original functor.
The Gabriel-Zisman and Brown exact sequences have plenty of important applications,
especially in algebraic topology and in non-abelian group homology. Since methods from
internal category theory are currently used to study abelian and non-abelian homological
algebra (see for example [4, 15, 9] and the references therein), our aim in this paper is
to give a generalization of both Gabriel-Zisman and Brown exact sequences, replacing
pointed groupoids with groupoids internal to a pointed regular category with reflexive
coequalizers. More in detail, the layout of this paper is as follows. In Section 2 we review
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some basic facts on strong h-pullbacks and, in particular, on strong h-kernels in the 2-
category Grpd(A) of groupoids internal to a suitable category A. Section 3 is completely
devoted to the construction of a six terms exact sequence in A starting from an internal
functor. The sequence involves the strong h-kernel of the internal functor, the connected
components functor pi0, and the automorphisms functor pi1. In Section 4 we show that, if
the internal functor is an internal fibration, we can replace the strong h-kernel with the
categorical kernel. This fact is based on a result established in the companion paper [13],
where fibrations of internal groupoids are studied more carefully. Section 5 shows how to
get a (split epi) fibration from any internal functor. Finally, a simple application of the
exact sequence to pi0 and pi1 is explained in Section 6.
If the base category A is the category of groups, the exact sequence of Section 4 already
appears in [8] (and in [17] as part of a “ziqqurath” of exact sequences). In fact, in this case
the sequence can be constructed also from a monoidal functor, not just from an internal
functor. Since monoidal functors between groupoids in groups are fractions of internal
functors (see [2, 22]), one could wonder if the exact sequence can be still constructed
starting from a butterfly or a fractor (butterflies and fractors replace monoidal functors
to describe fractions with respect to weak equivalences of internal groupoids when the
base category A is semi-abelian, see [1], or efficiently regular, see [18]). The answer is
positive, but the proof makes use of the machinery of bicategories of fractions ([3, 19]),
and therefore we treat this problem in a separate paper [14].
To end, an explication about terminology. If the base category A is abelian (or semi-
abelian), then via the normalization process which associates a commutative square (or
a morphism of internal crossed modules) with an internal functor, the exact sequence a`
la Brown and the exact sequence a` la Gabriel-Zisman coincide with the classical exact
sequence of the snake lemma and with the more recent exact sequence of the snail lemma
(see [5, 23, 16]). This is why we adopt the names of snail lemma and snake lemma for our
generalization of, respectively, the Gabriel-Zisman and Brown results.
Note that in this paper, the composition of two arrows
f // g //
will be denoted by f · g.
2. Preliminaries on 2-categories and internal groupoids
We adopt the following definition of strong h-pullback in a 2-category (see [12] and
[13] for basic facts on (strong) h-pullbacks).
Definition 2.1. Let F : A→ B and G : C→ B be 1-cells in a 2-category B with invertible
2-cells. A strong h-pullback of F and G is a diagram of the form
P G
′
//
F ′

A
F

C
ϕ⇒
G
// B
satisfying the following universal property :
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1. For any diagram of the form
X H //
K

A
F

C
µ⇒
G
// B
there exists a unique 1-cell T : X→ P such that T ·G′ = H,T ·F ′ = K and T ·ϕ = µ.
2. Given 1-cells L,M : X⇒ P and 2-cells α : L ·F ′ ⇒M ·F ′ and β : L ·G′ ⇒M ·G′, if
L · F ′ ·G α·G +3
L·ϕ

M · F ′ ·G
M ·ϕ

L ·G′ · F
β·F
+3M ·G′ · F
commutes, then there exists a unique 2-cell µ : L ⇒ M such that µ · F ′ = α and
µ ·G′ = β.
Notice that strong h-pullbacks are also known as iso-comma squares, for a general
2-category.
2.2. We assume now that A is a category with finite limits and reflexive coequalizers.
When needed, we shall tacitly assume that A is pointed (it has an object 0 which is initial
and terminal). We denote by Grpd(A) the 2-category of groupoids, functors and natural
transformations internal to A. The notation for a groupoid B in A is
B = ( B1 ×c,d B1 m // B1
d //
c
// B0eoo , B1
i // B1 )
where
B1 ×c,d B1 pi2 //
pi1

B1
d

B1 c
// B0
is a pullback. The notation for a natural transformation α : F ⇒ G : A⇒ B is
A1
F1 //
G1
//
d

c

B1
d

c

A0
F0 //
G0
//
α
88
B0
2.3. From [13], recall the following simple fact that holds in Grpd(A). If the left-hand
part of the following diagram is a pullback and the right-hand part is a strong h-pullback,
then the total diagram (filled with the 2-cell Ĥ · ϕ) is a strong h-pullback
D×H,F ′ P Ĥ //
F̂ ′

P G
′
//
F ′

A
F

D
H
// C
ϕ⇒
G
// B
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2.4. In [13], the previous point is used to show how strong h-pullbacks are constructed in
the 2-category Grpd(A). Indeed, a strong h-pullback
P G
′
//
F ′

A
F

C
ϕ⇒
G
// B
can be obtained in two steps. First, one considers the strong h-pullback
~B γ //
δ

B
Id

B
β⇒
Id
// B
where ~B1
m2 //
m1

B1 ×c,d B1
m

B1 ×c,d B1 m // B1
is a pullback in A, and ~B = ( ~B1 ×~c,~d ~B1
~m // ~B1
~d //
~c
// B1~eoo , ~B1
~i // ~B1 ) is the groupoid
of commutative squares in B (see also [20]). The functors δ : ~B → B and γ : ~B → B are
given by
~B1
δ1=m2·pi1 //
~d

~c

B1
d

c

B1
δ0=d
// B0
~B1
γ1=m1·pi2 //
~d

~c

B1
d

c

B1 γ0=c
// B0
and the natural transformation β : δ ⇒ γ is simply β = idB1 : B1 → B1.
Then, the desired strong h-pullback is given by the following limit diagram in Grpd(A)
P
F ′
ww
φ

G′
''C
G 
~B
δ  
γ

A
F  
B B
together with ϕ = φ · β : F ′ · G = φ · δ ⇒ φ · γ = G′ · F. Notice that in a category with
pullbacks, such a limit can be obtained by means of two pullbacks.
2.5. Since finite limits in Grpd(A) are constructed level-wise, the strong h-pullback P
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can be described more explicitely as the following limit diagram in A
P1
ϕ1
  
G′1
**
d

c

F ′1
ww
C1
G1
  
d

c

~B1
m2·pi1
ww
m1·pi1

m2·pi2

m1·pi2
  
A1
F1
~~
d

c

B1
d

c

B1
d

c

P0F ′0
vv
ϕ0   
G′0
**
C0
G0   
B1
d
vv
c   
A0
F0~~
B0 B0
2.6. In particular, if A is pointed, the strong h-kernel
K(F )
K(F ) //
0

A
F

[0]0
k(F )⇒
0
// B
of a functor F : A → B exists in Grpd(A), and it can be explicitely described as the
following limit diagram in A
K(F )1
k(F )1
""
K(F )1
**
d

c

0
vv0
0

0

0

~B1
m2·pi1
uu
m1·pi1

m2·pi2

m1·pi2
  
A1
F1
~~
d

c

B1
d

c

B1
d

c

K(F )0
0
vv
k(F )0 ##
K(F )0
**
0
0 
B1
d
uu
c   
A0
F0~~
B0 B0
2.7. Associated with a groupoid B, we can construct:
1. the object pi0(B) of connected components, given by the coequalizer
B1
c
//
d // B0
ηB // pi0(B)
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2. the object pi1(B), which is the joint kernel (Ker(c) ∩Ker(d)) of the domain and the
codomain, given by the limit
pi1(B)
0
vv
B

0
((0
0 
B1
d||
c
""
0
0
B0 B0
These constructions are 2-functorial
pi0 : Grpd(A)→ A , pi1 : Grpd(A)→ Grp(A)
where A and Grp(A) (the category of internal groups in A) are seen as 2-categories with
only identity 2-cells. To see that pi1(B) is indeed an internal group, just use its universal
property to get multiplication and inverse
pi1(B)× pi1(B) //
B×B

pi1(B)
B

B1 ×c,d B1 m // B1
pi1(B) //
B

pi1(B)
B

B1 i
// B1
Moreover, we have two pseudo-adjunctions
pi0 a [−]0 with [X]0 = X ⇒ X, and [−]1 a pi1 with [H]1 = H ⇒ 0
Proof. Here we check only that pi0(F ) = pi0(G) and pi1(F ) = pi1(G) if there exists a natural
transformation α : F ⇒ G, and we leave the rest of the proof to the reader. Consider the
diagram
pi1(A)
pi1(F ) //
pi1(G)
//
A

pi1(B)
B

A1
F1 //
G1
//
d

c

B1
d

c

A0
F0 //
G0
//
ηA

α
::
B0
ηB

pi0(A)
pi0(F ) //
pi0(G)
// pi0(B)
We have pi0(F ) = pi0(G) because ηA is an epimorphism and
ηA · pi0(F ) = F0 · ηB = α · d · ηB = α · c · ηB = G0 · ηB = ηA · pi0(G)
We have pi1(F ) = pi1(G) because B is a monomorphism and
pi1(F ) · B = A · F1 = A · 〈F1, c · α〉 · pi1 = 〈A · F1, A · c · α〉 · pi1 = 〈A · F1, 0〉 · pi1 =
= 〈A · F1, 0〉 ·m = 〈A · F1, A · c · α〉 ·m = A · 〈F1, c · α〉 ·m = A · 〈d · α,G1〉 ·m =
= 〈A · d · α, A ·G1〉 ·m = 〈0, A ·G1〉 ·m = 〈0, A ·G1〉 · pi2 = A ·G1 = pi1(G) · B
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2.8. Following once again [13], we consider the strong h-pullbacks
~A γ //
δ

A
Id

A
α⇒
Id
// A
R(F )
γ(F ) //
δ(F )

A
F

A
α(F )⇒
F
// B
and the unique functor ∂(F ) : ~A → R(F ) such that ∂(F ) · δ(F ) = δ, ∂(F ) · γ(F ) = γ
and ∂(F ) · α(F ) = α · F. The 0-level of the functor ∂(F ) is the unique arrow making
commutative the following diagram
A1
∂(F )0 //
d

F1

c
**
A0 ×F0,d B1 ×c,F0 A0
δ(F )0vv
α(F )0||
γ(F )0
""
A0
F0   
B1
d~~ c ((
A0
F0
vv
B0 B0
Therefore, we can complete the definitions given in [7] as follows.
Definition 2.9. A functor F : A→ B in Grpd(A) is:
1. faithful if ∂(F )0 is a monomorphism,
2. full if ∂(F )0 is a regular epimorphism,
3. essentially surjective (surjective) if in one (equivalently, in both) of the following
diagrams, where the squares are pullbacks, the first row is a regular epimorphism (a
split epimorphism)
A0 ×F0,d B1
βd //
αd

B1
c //
d

B0
A0
F0
// B0
A0 ×F0,c B1
βc //
αc

B1
d //
c

B0
A0
F0
// B0
4. a weak equivalence if it is full and faithful, and essentially surjective,
5. an equivalence if it is full and faithful, and surjective.
2.10. It is well-known (see [7, 10, 22]) that F : A → B is full and faithful (that is, ∂(F )0
is an isomorphism) or an equivalence if and only if it is full and faithful or an equivalence
in the representable sense (that is, the induced hom-functors
− · F : Grpd(A)(X,A)→ Grpd(A)(X,B)
are full and faithful or equivalences in the usual sense). We adapt hereunder the proof of
Lemma 4.2 in [22] to show that in fact F is faithful if and only if the functors − · F are
faithful in the usual sense.
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Proof. Assume first that F is faithful and consider two natural transformations
X
H
&&
K
88α⇓ ⇓β A
such that α · F = β · F, that is, such that α · F1 = β · F1. Since
α · ∂(F )0 · δ(F )0 = α · d = H0 = β · d = β · ∂(F )0 · δ(F )0
α · ∂(F )0 · γ(F )0 = α · c = K0 = β · c = β · ∂(F )0 · γ(F )0
α · ∂(F )0 · α(F )0 = α · F1 = β · F1 = β · ∂(F )0 · α(F )0
we have α · ∂(F )0 = β · ∂(F )0. Since ∂(F )0 is a monomorphism, we have α = β.
Conversely, consider two arrows α, β : X0 ⇒ A1 such that α · ∂(F )0 = β · ∂(F )0. Since
α·d = α·∂(F )0·δ(F )0 = β·∂(F )0·δ(F )0 = β·d , α·c = α·∂(F )0·γ(F )0 = β·∂(F )0·γ(F )0 = β·c
we can see α and β as natural transformations as follows
X0
id

id

α·d·e=β·d·e //
α·c·e=β·c·e
// A1
d

c

F1 // B1
d

c

X0
α
::
β
::
α·d=β·d //
α·c=β·c
// A0
F0
// B0
Moreover, α · F1 = α · ∂(F )0 · α(F )0 = β · ∂(F )0 · α(F )0 = β · F1. This means that
α · F = β · F as natural transformations. Since the hom-functor − · F is faithful, we
conclude that α = β.
3. The snail lemma for internal groupoids
In this section, A is a pointed regular category with reflexive coequalizers. Recall that
the exactness in B of
A
f // B
g // C
means that (f, g) is a complex, that is, f · g = 0, and the factorization of f through the
kernel of g is a regular epimorphism.
3.1. Starting from a functor F : A→ B between groupoids in A, we are going to construct
an exact sequence
pi1(K(F ))
pi1(K(F )) // pi1(A)
pi1(F ) // pi1(B)
D // pi0(K(F ))
pi0(K(F )) // pi0(A)
pi0(F ) // pi0(B)
As far as the connecting morphism D is concerned, let us observe that, since B · d = 0
and B · c = 0 (where B is as in 2.7.2) there exists a unique morphism ∆: pi1(B)→ K(F )0
such that ∆ · k(F )0 = B and ∆ ·K(F )0 = 0. Therefore, we can define D as follows:
D : pi1(B)
∆ // K(F )0
ηK(F )// pi0(K(F ))
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Lemma 3.2. (With the previous notation.) The diagram
pi1(B)
∆ // K(F )0
K(F )0// A0
is a kernel diagram.
Proof. Observe that ∆ is a monomorphism because ∆ · k(F )0 = B and B is a monomor-
phism. Now the direct proof of the universal property is an easy exercise.
Lemma 3.3. Let F : A→ B be a functor between groupoids in A, together with its strong
h-kernel K(F ) : K(F )→ A. The sequence
pi1(K(F ))
pi1(K(F )) // pi1(A)
pi1(F ) // pi1(B)
D // pi0(K(F ))
pi0(K(F )) // pi0(A)
pi0(F ) // pi0(B)
is a complex.
Proof.
• The composite pi1(K(F )) · pi1(F ) is trivial: since there is a natural transformation
k(F )0 : 0⇒ K(F ) · F, by 2.7 we get 0 = pi1(0) = pi1(K(F ) · F ) = pi1(K(F )) · pi1(F ).
• The composite pi1(F ) ·D is trivial. Let us consider
iF = 〈0, A · F1〉 : pi1(A)→ B1 ×c,d B1 and ~iF = 〈iF , iF 〉 : pi1(A)→ ~B1
Since ~iF ·m2 · pi1 = iF · pi1 = 0 and ~iF ·m1 · pi2 = iF · pi2 = A · F1, there exists a unique
λ : pi1(A)→ K(F )1 such that λ ·k(F )1 =~iF and λ ·K(F )1 = A. Composing with the limit
projections, we check now that λ · d = 0:
λ · d · k(F )0 = λ · k(F )1 ·m1 · pi1 =~iF ·m1 · pi1 = iF · pi1 = 0
λ · d ·K(F )0 = λ ·K(F )1 · d = A · d = 0
Similarly, we check that λ · c = pi1(F ) ·∆:
λ·c·k(F )0 = λ·k(F )1 ·m2 ·pi2 =~iF ·m2 ·pi2 = iF ·pi2 = A ·F1 = pi1(F )·B = pi1(F )·∆·k(F )0
λ · c ·K(F )0 = λ ·K(F )1 · c = A · c = 0 = pi1(F ) · 0 = pi1(F ) ·∆ ·K(F )0
Finally : pi1(F ) ·D = pi1(F ) ·∆ · ηK(F ) = λ · c · ηK(F ) = λ · d · ηK(F ) = 0 · ηK(F ) = 0.
• The composite D · pi0(K(F )) is trivial. This is a direct calculation:
D · pi0(K(F )) = ∆ · ηK(F ) · pi0(K(F )) = ∆ ·K(F )0 · ηA = 0 · ηA = 0
• The composite pi0(K(F )) · pi0(F ) is trivial. Since there is a natural transformation
k(F )0 : 0⇒ K(F ) · F, by 2.7 we get 0 = pi0(0) = pi0(K(F ) · F ) = pi0(K(F )) · pi0(F ).
The following definition is the version for groupoids of Definition 2.2 in [23], see also
Section 5 in [5].
Definition 3.4. A groupoid B is proper if the factorization β of the pair (d, c) through
the kernel pair of ηB is a regular epimorphism
B1
c
//
d //
β ""
B0
ηB // pi0B
R[ηB]
rc
<<
rd
<<
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3.5. Consider the diagram
B1
d

c

Ker(d)
kdoo
c′

B0
ηB

Ker(ηB)
kηB
oo
pi0(B)
where c′ is the unique arrow such that kd · c = c′ · kηB (such an arrow exists because
kd · c · ηB = kd · d · ηB = 0 · ηB = 0). Then the diagram
B1
β

Ker(d)
kdoo
c′

R[ηB] Ker(ηB)〈0,kηB 〉
oo
where 〈0, kηB〉·rd = 0 and 〈0, kηB〉·rc = kηB , is a pullback. The proof is straightforward using
that the pair (rd, rc) is monomorphic. Therefore, c
′ is a regular epimorphism whenever
the groupoid B is proper.
In the above argument, the role of d and c can be inverted: d′ is the unique arrow such
that kc · d = d′ · kηB , and the diagram on the right is a pullback
B1
d

c

Ker(c)
kcoo
d′

B0 Ker(ηB)
kηB
oo
B1
β

Ker(c)
kcoo
d′

R[ηB] Ker(ηB)〈kηB ,0〉
oo
and again we get that d′ is a regular epimorphism whenever the groupoid B is proper.
Proposition 3.6 (The snail lemma). Let F : A→ B be a functor between groupoids in A,
together with its strong h-kernel K(F ) : K(F )→ A. If A,B and K(F ) are proper, then the
sequence
pi1(K(F ))
pi1(K(F )) // pi1(A)
pi1(F ) // pi1(B)
D // pi0(K(F ))
pi0(K(F )) // pi0(A)
pi0(F ) // pi0(B)
is exact.
Proof.
• Exactness in pi1(A). This follows from the pseudo-adjunction [−]1 a pi1, see 2.7.
• Exactness in pi1(B). We have to prove that the factorization σ of pi1(F ) through the
kernel of D = ∆ · ηK(F ) is a regular epimorphism.
Ker(D)
kD // pi1(B)
∆ // K(F )0
ηK(F ) // pi0(K(F ))
pi1(A)
pi1(F )
OO
σ
dd
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Consider the factorization
K(F )1
c
//
d //
κ
%%
K(F )0
ηK(F ) // pi0K(F )
R[ηK(F )]
rc
99rd
99
and the unique arrow c′ such that the diagram
K(F )1
c

Ker(d)
kdoo
c′

K(F )0 Ker(ηK(F ))kηK(F )
oo
commutes. Following 3.5, the diagram
K(F )1
κ

Ker(d)
kdoo
c′

R[ηK(F )] Ker(ηK(F ))〈0,kηK(F ) 〉
oo
is a pullback, so that c′ is a regular epimorphism because κ is a regular epimorphism
(K(F ) is proper). We are going to construct a diagram
pi1(A)
σ

λ′ // Ker(d)
c′

Ker(D)
∆′
// Ker(ηK(F ))
and prove that it is a pullback, which implies that σ is a regular epimorphism. In order to
construct ∆′, observe that kD ·∆ · ηK(F ) = kD ·D = 0, so that there exists a unique arrow
∆′ : Ker(D)→ Ker(ηK(F )) such that ∆′ ·kηK(F ) = kD ·∆. Moreover, ∆′ is a monomorphism
because ∆ is a monomorphism (see Lemma 3.2). Consider the arrow λ : pi1(A) → K(F )1
constructed in the proof of Lemma 3.3 in order to prove that pi1(F ) · D = 0. We al-
ready know that λ · d = 0, so that there exists a unique arrow λ′ : pi1(A) → Ker(d) such
that λ′ · kd = λ. To check the commutativity of the above diagram, compose with the
monomorphism kηK(F ) and recall that λ · c = pi1(F ) ·∆:
λ′ ·c′ ·kηK(F ) = λ′ ·c′ ·〈0, kηK(F )〉·rc = λ′ ·kd ·κ·rc = λ·c = pi1(F )·∆ = σ ·kD ·∆ = σ ·∆′ ·kηK(F )
As far as the universality of the above diagram is concerned, consider two arrows
x : Z → Ker(D) and y : Z → Ker(d)
such that x ·∆′ = y · c′. In order to construct the factorization of x and y through σ and
λ′, we use the universal property of pi1(A). Since
y · kd ·K(F )1 · d = y · kd · d ·K(F )0 = y · 0 ·K(F )0 = 0
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y · kd ·K(F )1 · c = y · kd · c ·K(F )0 = y · kd · κ · rc ·K(F )0 = y · c′ · 〈0, kηK(F )〉 · rc ·K(F )0 =
= x ·∆′ · kηK(F ) ·K(F )0 = x · kD ·∆ ·K(F )0 = x · kD · 0 = 0
there exists a unique arrow z : Z → pi1(A) such that z · A = y · kd ·K(F )1. To check that
z · λ′ = y, compose with kd · K(F )1, which is a monomorphism (this will be proved in
Lemma 3.7):
y · kd ·K(F )1 = z · A = z · λ ·K(F )1 = z · λ′ · kd ·K(F )1
To check that z · σ = x, compose with the monomorphism ∆′ :
z · σ ·∆′ = z · λ′ · c′ = y · c′ = x ·∆′
Finally, such a factorization z is necessarily unique. Indeed, λ is a monomorphism (because
A is a monomorphism and λ · K(F )1 = A) and therefore λ′ also is a monomorphism
because λ′ · kd = λ.
• Exactness in pi0(K(F )). We have to prove that the factorization σ of D = ∆ · ηK(F )
through the kernel of pi0(K(F )) is a regular epimorphism.
Ker(pi0(K(F )))
kpi0(K(F )) // pi0(K(F ))
pi0(K(F )) // pi0(A)
pi1(B)
D
OO
σ
jj
We are going to use the following diagram
A1
d

Ker(c)
kcoo
d′

E
f ′0oo
d′′

Λ // pi1(B)
∆
{{
σ

Ker(ηA)
kηA

Ker(K(F )0 · ηA)f0oo
kK(F )0·ηA

Σ
##
A0
ηA

K(F )0
K(F )0oo
ηK(F )

pi0(A) pi0(K(F ))
pi0(K(F ))
oo Ker(pi0(K(F )))
kpi0(K(F ))
oo
where d′ is as in 3.5, f0 is the unique arrow such that f0 · kηA = kK(F )0·ηA ·K(F )0, Σ is the
unique arrow such that Σ ·kpi0(K(F )) = kK(F )0·ηA ·ηK(F ), E is the pullback of f0 and d′, and
Λ is to be constructed, in such a way that Λ · σ = d′′ · Σ. If so, in order to prove that σ
is a regular epimorphism it suffices to observe that d′′ is a regular epimorphism (it is the
pullback of d′ which is a regular epimorphism since A is proper), and Σ also is a regular
epimorphism. For this last fact, an easy inspection of the following diagram shows that
the left-hand square is a pullback
Ker(K(F )0 · ηA)
Σ

kK(F )0·ηA // K(F )0
K(F )0 //
ηK(F )

A0
ηA // pi0(A)
id

Ker(pi0(K(F )))
kpi0(K(F ))
// pi0(K(F ))
pi0(K(F ))
// pi0(A)
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In order to construct Λ, observe that
d′′ · kK(F )0·ηA · k(F )0 · c = d′′ · kK(F )0·ηA ·K(F )0 · F0 = d′′ · f0 · kηA · F0 =
= f ′0 · d′ · kηA · F0 = f ′0 · kc · d · F0 = f ′0 · kc · F1 · d
so that there exists a unique arrow τ : E → B1×c,dB1 such that τ ·pi1 = d′′ ·kK(F )0·ηA ·k(F )0
and τ · pi2 = f ′0 · kc · F1. Moreover, since
τ ·m · d = τ · pi1 · d = d′′ · kK(F )0·ηA · k(F )0 · d = d′′ · kK(F )0·ηA · 0 = 0
τ ·m · c = τ · pi2 · c = f ′0 · kc · F1 · c = f ′0 · kc · c · F0 = f ′0 · 0 · F0 = 0
there exists a unique arrow Λ: E → pi1(B) such that
E
Λ //
τ

pi1(B)
B

B1 ×c,d B1 m // B1
commutes. It remains to check the equation
d′′ · Σ = Λ · σ
Composing with the monomorphism kpi0(K(F )), this is equivalent to checking the equation
d′′ · kK(F )0·ηA · ηK(F ) = Λ ·∆ · ηK(F )
and, for doing this, we construct a factorization of the pair (d′′ · kK(F )0·ηA ,Λ ·∆) through
the pair (d, c). This is done in three steps. First, since we already know that τ ·m · d = 0,
we can consider the factorization 〈0, τ ·m〉 : E → B1×c,dB1. Second, since the zero-arrow
0: E → B1 can be decomposed as
E
f ′0 // Ker(c)
kc // A1
c // A0
F0 // B0
e // B1
there exists a unique arrow S : E → ~B1 such that S ·m1 = τ and S ·m2 = 〈0, τ ·m〉. Third,
since
S ·m2 · pi1 = 〈0, τ ·m〉 · pi1 = 0 and S ·m1 · pi2 = τ · pi2 = f ′0 · kc · F1
there exists a unique arrow S : E → K(F )1 such that S ·k(F )1 = S and S ·K(F )1 = f ′0 ·kc.
Now, composing with the limit projections, we check the commutativity of
K(F )1
d // K(F )0
E
S
OO
d′′·kK(F )0·ηA
99
K(F )1
c // K(F )0
E
S
OO
Λ·∆
99
S · d · k(F )0 = S · k(F )1 ·m1 · pi1 = S ·m1 · pi1 = τ · pi1 = d′′ · kK(F )·ηA · k(F )0
S · d ·K(F )0 = S ·K(F )1 · d = f ′0 · kc · d = f ′0 · d′ · kηA = d′′ · f0 · kηA = d′′ · kK(F )0·ηA ·K(F )0
S · c · k(F )0 = S · k(F )1 ·m2 · pi2 = S ·m2 · pi2 = τ ·m = Λ · B = Λ ·∆ · k(F )0
S · c ·K(F )0 = S ·K(F )1 · c = f ′0 · kc · c = f ′0 · 0 = 0 = Λ · 0 = Λ ·∆ ·K(F )0
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Finally,
d′′ · kK(F )0·ηA · ηK(F ) = S · d · ηK(F ) = S · c · ηK(F ) = Λ ·∆ · ηK(F )
• Exactness in pi0(A). We have to prove that the factorization σ of pi0(K(F )) through
the kernel of pi0(F ) is a regular epimorphism.
Ker(pi0(F ))
kpi0(F ) // pi0(A)
pi0(F ) // pi0(B)
pi0(K(F ))
σ
gg
pi0(K(F ))
OO
Since k(F )0·d = 0, there exists a unique arrow τ : K(F )0 → Ker(d) such that τ ·kd = k(F )0.
Consider now the pullback
T
F ′0 //
k′

Ker(ηB)
kηB

A0
F0
// B0
and the arrow c′ : Ker(d)→ Ker(ηB) as in 3.5. Since
τ · c′ · kηB = τ · kd · c = k(F )0 · c = K(F )0 · F0
there exists a unique arrow τ ′ : K(F )0 → T such that τ ′ · k′ = K(F )0 and τ ′ · F ′0 = τ · c′.
Moreover,
k′ · ηA · pi0(F ) = k′ · F0 · ηB = F ′0 · kηB · ηB = F ′0 · 0 = 0
so that there exists a unique arrow γ : T → Ker(pi0(F )) such that γ · kpi0(F ) = k′ · ηA. We
get the following diagram
K(F )0
τ ′ //
ηK(F )

T
γ

pi0(K(F )) σ // Ker(pi0(F ))
and we check that it commutes by composing with the monomorphism kpi0(f) :
τ ′ · γ · kpi0(F ) = τ ′ · k′ · ηA = K(F )0 · ηA = ηK(F ) · pi0(K(F )) = ηK(F ) · σ · kpi0(F )
To conclude that σ is a regular epimorphism, it remains to prove that τ ′ and γ are regular
epimorphisms. As far as γ is concerned, consider the diagrams
T
F ′0 //
k′

Ker(ηB)
kηB

! // 0
!

A0
F0
//
(1)
B0 ηB
//
(2)
pi0(B)
T
k′

γ // Ker(pi0(F ))
kpi0(F )

! // 0
!

A0 ηA
//
(3)
pi0(A)
pi0(F )
//
(4)
pi0(B)
Since (1) and (2) are pullbacks, so is (1)+(2), that is, k′ is a kernel of F0 · ηB = ηA ·pi0(F ).
This means that (3)+(4) is a pullback and, since (4) also is a pullback, we have that
(3) is a pullback. This implies that γ is a regular epimorphism because ηA is a regular
epimorphism. As far as τ ′ is concerned, consider the diagram
K(F )0
τ ′ //
τ

T
k′ //
F ′0

A0
F0

Ker(d)
c′
//
(5)
Ker(ηB)
kηB
//
(1)
B0
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Since, c′ · kηB = kd · c and τ ′ · k′ = K(F )0, then (5)+(1) is a pullback.
from (1) being a pullback, we deduce that (5) is a pullback (in fact, it is one of
the pullbacks giving rise to the definition of K(F )0 in 2.6). Therefore, τ ′ is a regular
epimorphism because c′ is a regular epimorphism (see 3.5).
Lemma 3.7. Let F : A→ B be a functor between groupoids in A, together with its strong
h-kernel K(F ) : K(F )→ A. In the commutative diagram
Ker(d)
kd //
Kd(K(F ))

K(F )1
d //
K(F )1

K(F )0
K(F )0

Ker(d)
kd
// A1
d
// A0
the square on the right is a pullback. As a consequence, the arrow Kd(K(F )) is an iso-
morphism.
Using the terminology of Definition 4.1, this lemma means that K(F ) : K(F ) → A is
a discrete fibration.
Proof. We have to prove that the canonical factorization τd in the diagram
K(F )1
K(F )1 //
τd
((
d

A1
d

K(F )0 ×K(F )0,d A1
βd
77
αd
vv
K(F )0
K(F )0
// A0
is an isomorphism. In order to construct an inverse for τd, observe that
αd · k(F )0 · c = αd ·K(F )0 · F0 = βd · d · F0 = βd · F1 · d
Therefore, there exists a unique arrow x : K(F )0 ×K(F )0,d A1 → B1 ×c,d B1 such that
x · pi1 = αd · k(F )0 and x · pi2 = βd · F1. Moreover,
x ·m · d = x · pi1 · d = αd · k(F )0 · d = αd · 0 = 0 = 0 · c
so that there exists a unique arrow y : K(F )0×K(F )0,dA1 → B1×c,dB1 such that y ·pi1 = 0
and y · pi2 = x ·m. Now, since y · pi1 = 0, we have y ·m = y · pi2 and then y ·m = x ·m.
Therefore, there exists a unique arrow z : K(F )0 ×K(F )0,d A1 → ~B1 such that z ·m1 = x
and z ·m2 = y. Finally, since
z ·m2 · pi1 = y · pi1 = 0 and z ·m1 · pi2 = x · pi2 = βd · F1
there exists a unique arrow t : K(F )0 ×K(F )0,d A1 → K(F )1 such that t · k(F )1 = z and
t ·K(F )1 = βd.
It remains to prove that τd and t realize an isomorphism, which can be done by composing
with the various limit projections. The only non straightforward condition to check is the
following one:
τd · t · k(F )1 ·m2 · pi2 = τd · z ·m2 · pi2 = τd · y · pi2 =
= τd · x ·m = k(F )1 ·m1 ·m = k(F )1 ·m2 ·m = k(F )1 ·m2 · pi2
where in the fourth equality τd · x· = k(F )1 · m1 since τd · x · pi1 = k(F )1 · m1 · pi1 and
τd · x · pi2 = k(F )1 ·m1 · pi2, and the last equality comes from k(F )1 ·m2 · pi1 = 0.
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3.8. G. Janelidze pointed out to us that the condition to be proper is always satisfied by
an internal groupoid if the base category A is exact, but not if A is just regular. Here
is the argument when A is exact: start with a groupoid B and consider the (regular epi,
jointly monic)-factorization of d, c : B1 ⇒ B0
B
c
  
d
  
B1
β
>>
c
//
d // B0
ηB // pi0B
Since A is regular and B is a groupoid, the pair d, c : B ⇒ B0 is an equivalence relation.
Moreover, since β is a regular epi, the coequalizer of (d, c) is ηB. Therefore, if A is exact,
d, c : B ⇒ B0 is the kernel pair of ηB and we have done.
4. The snake lemma for internal groupoids
In this section A is a pointed regular category with reflexive coequalizers.
Let us recall the definition of fibration, split epi fibration and discrete fibration for
internal groupoids (the name “split epi fibration” is not standard, see [13]).
Definition 4.1. Consider a functor F : A→ B between groupoids in A, and the induced
factorizations through the pullbacks as in the following diagrams
A1
F1 //
τd
%%
d

B1
d

A0 ×F0,d B1
βd
99
αd
yy
A0
F0
// B0
A1
F1 //
τc
%%
c

B1
c

A0 ×F0,c B1
βc
99
αc
yy
A0
F0
// B0
1. F is a fibration when τd (equivalently, τc) is a regular epimorphism.
2. F is a split epi fibration when τd (equivalently, τc) is a split epimorphism.
3. F is a discrete fibration when τd (equivalently, τc) is an isomorphism.
4.2. Having in mind the snail and the snake lemma in protomodular categories (see [5] or
[23]), the fact that fibrations enter in the picture is not a surprise. Here is why: given a
functor F : A→ B, consider the induced arrow Kd(F ) as in the following diagram
Ker(d)
kd //
Kd(F )

A1
d //
F1

A0
F0

Ker(d)
kd
// B1
d
// B0
Then the commutative diagram
Ker(d)
Kd(F )//
kd·c

Ker(d)
kd·c

A0
F0
// B0
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is the normalization of F : A → B and, if A is protomodular, it can be taken as starting
point to construct the snail or the snake sequence as in [23] (the snail sequence if we have
no conditions on Kd(F ), the snake sequence if Kd(F ) is a regular epimorphism). Moreover,
in [10] the following facts have been proved (see also [13]):
1. If F is a fibration, then the induced arrow Kd(F ) is a regular epimorphism.
2. If the category A is protomodular and if Kd(F ) is a regular epimorphism, then F is
a fibration.
4.3. In the next proposition, proved in [13], we compare the strong h-kernel K(F ) with
the kernel Ker(F ) of a functor F. The latter is just the componentwise kernel in A :
Ker(F1)
d

c

kF1 // A1
d

c

F1 // B1
d

c

Ker(F0)
kF0
// A0
F0
// B0
The universal property of the strong h-kernel induces a comparison J as in the diagram
K(F )
K(F ) // A F // B
Ker(F )
J
OO
KF
<<
Proposition 4.4. Consider a functor F : A → B between groupoids in A together with
the comparison J : Ker(F )→ K(F ).
1. If F is a fibration, then J is a weak equivalence.
2. If F is a split epi fibration, then J is an equivalence.
We need a partial generalization of Proposition 6.5 of [10].
Lemma 4.5. Consider a functor F : A→ B between groupoids in A.
1. If F is full, then pi1(F ) : pi1(A)→ pi1(B) is a regular epimorphism.
2. If F is faithful, then pi1(F ) : pi1(A)→ pi1(B) is a monomorphism.
3. If F is full and B is proper, then pi0(F ) : pi0(A)→ pi0(B) is a monomorphism.
4. If F is essentially surjective, then pi0(F ) : pi0(A)→ pi0(B) is a regular epimorphism.
5. If pi0(F ) : pi0(A)→ pi0(B) is a regular epimorphism and B is proper, then F is essen-
tially surjective.
Proof. 1 and 2. As in 2.8, we write ∂(F )0 : A1 → A0×F0,dB1×c,F0A0 for the unique arrow
such that ∂(F )0 ·δ(F )0 = d, ∂(F )0 ·α(F )0 = F1, ∂(F )0 ·γ(F )0 = c. Consider also the unique
arrow ϕ : pi1(B)→ A0×F0,dB1×c,F0A0 such that ϕ·δ(F )0 = 0, ϕ·α(F )0 = B, ϕ·γ(F )0 = 0.
Such a ϕ is a monomorphism because B is. We are going to prove that the following
diagram is a pullback
pi1(A)
A

pi1(F ) // pi1(B)
ϕ

A1
∂(F )0
//
(1)
A0 ×F0,d B1 ×c,F0 A0
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This immediately implies that, if F is full (that is, if ∂(F )0 is a regular epimorphism),
then pi1(F ) is a regular epimorphism. Moreover, since A is a monomorphism, if F is
faithful (that is, if ∂(F )0 is a monomorphism), then pi1(F ) is a monomorphism. For the
commutativity of (1), just compose with the limit projections δ(F )0, α(F )0, γ(F )0. For the
universality of (1), consider the comparison s with the pullback
pi1(A)
pi1(F ) //
A

s
''
pi1(B)
ϕ

A1 ×∂(F )0,ϕ pi1(B)
ϕ′
ww
f ′
55
A1
∂(F )0
// A0 ×F0,d B1 ×c,F0 A0
Since
ϕ′·d = ϕ′·∂(F )0·δ(F )0 = f ′·ϕ·δ(F )0 = f ′·0 = 0 , ϕ′·c = ϕ′·∂(F )0·γ(F )0 = f ′·ϕ·γ(F )0 = f ′·0 = 0
there exists a unique arrow t : A1 ×∂(F )0,ϕ pi1(B)→ pi1(A) such that t · A = ϕ′. Moreover,
s · t · A = s · ϕ′ = A , t · s · ϕ′ = t · A = ϕ′
and then s · t = id and t · s = id respectively because A and ϕ′ are monomorphisms.
3. Let x, y : S ⇒ pi0(A) be two arrows such that x · pi0(F ) = y · pi0(F ). In order to prove
that x = y, consider the pullbacks
S¯
x¯

y¯

Sx
x′

ηx

Sy
ηy

y′

A0
ηA 
S
x

y

A0
ηA
pi0(A) pi0(A)
and the factorization
B1
c
//
d //
β ""
B0
ηB // pi0B
R[ηB]
rc
<<
rd
<<
Since
x · x′ · F0 · ηB = x · x′ · ηA · pi0(F ) = x · ηx · x · pi0(F ) =
= y · ηy · y · pi0(F ) = y · y′ · ηA · pi0(F ) = y · y′ · F0 · ηB
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there exists a unique arrow s : S → R[ηB] such that s · rd = x · x′ ·F0 and s · rc = y · y′ ·F0.
Now we can construct the pullback
S′ s
′
//
β′

B1
β

S s
// R[ηB]
and, since
β′ ·x ·x′ ·F0 = β′ · s · rd = s′ ·β · rd = s′ ·d , α(F )0β′ · y · y′ ·F0 = β′ · s · rc = s′ ·β · rc = s′ · c
there exists a unique arrow σ : S′ → A0 ×F0,d B1 ×c,F0 A0 such that σ · δ(F )0 = β′ · x · x′,
σ · α(F )0 = s′ and σ · γ(F )0 = β′ · y · y′. We can construct one more pullback
S′′ σ
′
//
f ′

A1
∂(F )0

S′ σ // A0 ×F0,d B1 ×c,F0 A0
Since ∂(F )0 and β are by assumption regular epimorphisms, then f
′ and β′ also are
reguar epimorphisms. Moreover, ηx and ηy are regular epimorphisms (because ηA is a
regular epimorphism) and therefore x and y also are regular epimorphisms. Finally, to
check that x = y it suffices to check that f ′ · β′ · x · ηx · x = f ′ · β′ · y · ηy · y :
f ′ · β′ · x · ηx · x = f ′ · β′ · x · x′ · ηA = f ′ · σ · δ(F )0 · ηA = σ′ · ∂(F )0 · δ(F )0 · ηA = σ′ · d · ηA =
= σ′ · c · ηA = σ′ · ∂(F )0 · γ(F )0 · ηA = f ′ · σ · γ(F )0 · ηA = f ′ · β′ · y · y′ · ηA = f ′ · β′ · y · ηy · y
4. Assume that F is essentially surjective, that is, βd · c is a regular epimorphism
A0 ×F0,d B1
αd

βd // B1
d

c // B0
A0
F0
// B0
This implies that βd · c · ηB is a regular epimorphism. Moreover,
βd · c · ηB = βd · d · ηB = αd · F0 · ηB = αd · ηA · pi0(F )
so that pi0(F ) is a regular epimorphism.
5. Assume that pi0(F ) is a regular epimorphism. In the following pullback, t2 is therefore
a regular epimorphism
A0 ×ηA·pi0(F ),ηB B0
t2 //
t1

B0
ηB

A0 ηA
// pi0(A)
pi0(F )
// pi0(B)
Since
βd · c · ηB = βd · d · ηB = αd · F0 · ηB = αd · ηA · pi0(F )
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there exists a unique arrow t : A0 ×F0,d B1 → A0 ×ηA·pi0(F ),ηB B0 such that t · t1 = αd and
t · t2 = βd · c. In order to prove that βd · c is a regular epimorphism, it remains to show that
t is a regular epimorphism. For this, observe that, since ηA · pi0(F ) = F0 · ηB, the previous
pullback can be split into two pullbacks
A0 ×ηA·pi0(F ),ηB B0
t1

F ′0 // R[ηB]
rd

rc // B0
ηB

A0
F0
//
(1)
B0 ηB
// pi0(B)
with F ′0 · rc = t2. Consider now the following diagram
A0 ×F0,d B1
βd

t // A0 ×ηA·pi0(F ),ηB B0
F ′0

t1 // A0
F0

B1
β
//
(2)
R[ηB] rd
//
(1)
B0
Composing with rd and rc, we check that (2) commutes:
t · F ′0 · rd = t · t1 · F0 = αd · F0 = βd · d = βd · β · rd , t · F ′0 · rc = t · t2 = βd · c = βd · β · rc
Finally, (2)+(1) is a pullback (because t · t1 = αd and β · rd = d), (1) is a pullback and (2)
commutes, so that (2) is a pullback. This implies that t is a regular epimorphism because
B is proper.
Proposition 4.6 (The snake lemma). Let F : A→ B be a fibration between groupoids in
A. If A,B and K(F ) are proper, then there exists an exact sequence
pi1(Ker(F ))
pi1(KF ) // pi1(A)
pi1(F ) // pi1(B) // pi0(Ker(F ))
pi0(KF ) // pi0(A)
pi0(F ) // pi0(B)
Proof. Just consider the following commutative diagram
pi1(K(F ))
pi1(K(F )) // pi1(A)
pi1(F ) // pi1(B)
D // pi0(K(F ))
pi0(K(F )) // pi0(A)
pi0(F ) // pi0(B)
pi1(Ker(F ))
pi1(J)
OO
pi1(KF )
66
pi0(Ker(F ))
pi0(J)
OO
pi0(KF )
66
By Proposition 3.6, the row is exact. By Proposition 4.4 and Lemma 4.5 applied to the
comparison J
K(F )
K(F ) // A F // B
Ker(F )
J
OO
KF
<<
the arrows pi1(J) and pi0(J) are isomorphisms.
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5. Comparing the snake and the snail sequences
In this section A is a pointed regular category with reflexive coequalizers.
In Section 4 we got the snake sequence associated with a fibration (Proposition 4.6)
as a special case of the snail sequence associated with an arbitrary functor (Proposition
3.6). In principle one can work in the opposite way. This is because any functor between
internal groupoids can be turned, up to an equivalence, into a fibration (in fact, a split
epi fibration).
Proposition 5.1. Let F : A → B be a functor between groupoids in A. In the strong
h-pullback
F(F ) F
′
//
E

B
Id

A
F
//
f(F )⇓
B
the functor F ′ is a split epi fibration (and the functor E is an equivalence).
Proof. Explicitly, the above strong h-pullback is
F(F )1
f(F )1
""
E1
**
d

c

F ′1
vv
B1
id
  
d

c

~B1
m2·pi1
uu
m1·pi1

m2·pi2

m1·pi2
  
A1
F1
~~
d

c

B1
d

c

B1
d

c

F(F )0F ′0
vv
f(F )0 ""
E0
**
B0
id   
B1
d
uu
c   
A0
F0~~
B0 B0
We have to prove that the factorization τc is a split epimorphism
F(F )1
F ′1 //
c

τc
''
B1
c

F(F )0 ×F ′0,c B1
βc
88
αc
ww
F(F )0
F ′0
// B0
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To construct a section of τc we use the following three factorizations through pullbacks:
F(F )0 ×F ′0,c B1
αc //
x
((
βc

F(F )0
f(F )0 // B1
d

B1 ×c,d B1
pi2
::
pi1
vv
B1 c
// B0
indeed αc · f(F )0 · d = αc · F ′0 = βc · c,
F(F )0 ×F ′0,c B1
αc //
y
((
x

F(F )0
E0 // A0
F0 // B0
e

B1 ×c,d B1 pi2 //
pi1

B1
d

B1 ×c,d B1 m // B1 c // B0
indeed αc · E0 · F0 · e · d = αc · E0 · F0 = αc · f(F )0 · c = x · pi2 · c = x ·m · c,
F(F )0 ×F ′0,c B1
x //
y

z
&&
B1 ×c,d B1
m

~B1
m2
::
m1
xx
B1 ×c,d B1 m // B1
indeed y · pi2 factors through e : B0 → B1, so that y ·m = y · pi1. Now observe that
z ·m2 · pi1 = x · pi1 = βc , z ·m1 · pi2 = y · pi2 = αc · E0 · F0 · e = αc · E0 · e · F1
so that, by the universal property of F(F )1, we get a unique arrow
σc : F(F )0 ×F ′0,c B1 → F(F )1
such that σc · F ′1 = βc, σc · f(F )1 = z, σc ·E1 = αc ·E0 · e. It remains to check that σc is a
section of τc. Composing with the projections of the limit F(F )0, we have
σc · c · F ′0 = σc · F ′1 · c = βc · c = αc · F ′0 , σc · c · E0 = σc · E1 · c = αc · E0 · e · c = αc · E0,
σc · c · f(F )0 = σc · f(F )1 ·m2 · pi2 = z ·m2 · pi2 = x · pi2 = αc · f(F )0
so that σc · c = αc. Finally, composing with the pullback projections αc and βc, we get
σc · τc · αc = σc · c = αc , σc · τc · βc = σc · F ′1 = βc
so that σc · τc = id.
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5.2. The first part of the statement of Proposition 5.1 can be improved: for any strong
h-pullback
P G
′
//
F ′

A
F

C
ϕ⇒
G
// B
in Grpd(A), the functors F ′ and G′ are split epi fibrations. The proof is a straightforward
generalization of the proof of Proposition 5.1.
5.3. Consider again the strong h-pullback F(F ) used in Proposition 5.1 together with the
strong h-kernels of F and F ′ and the kernel of F ′
Ker(F ′)
KF ′
((
J

K(F ′)
K(F ′)
//
L

F(F ) F
′
//
E

B
Id

K(F )
K(F )
// A
F
//
f(F )⇓
B
Clearly, L is an equivalence, and J also is an equivalence because F ′ is a split epi fibration
(Proposition 4.4). Moreover, by 2.3 applied to the diagram
Ker(F ′)
0

KF ′ // F(F )
F ′

E // A
F

[0]0 0
// B
Id
//
f(F )⇒
B
we get that the composite J · L : Ker(F ′)→ K(F ) is an isomorphism.
It remains to compare the snail sequence associated with F ′ with the snail sequence
associated with F. As expected, they are isomorphic exact sequences: this is a special
case of the naturality stated below.
Proposition 5.4. A diagram in Grpd(A) of the form
A′
E

F ′ // B′
T

A
F
//
⇓ϕ
B
induces a morphism of complexes (see Lemma 3.3).
pi1(K(F ′))
pi1(K(F ′)) //
pi1(L)

pi1(A′)
pi1(F ′)//
pi1(E)

pi1(B′)
D′ //
pi1(T )

pi0(K(F ′))
pi0(K(F ′)) //
pi0(L)

pi0(A′)
pi0(F ′)//
pi0(E)

pi0(B′)
pi0(T )

pi1(K(F ))
pi1(K(F ))
// pi1(A)
pi1(F )
// pi1(B)
D
//
(∗)
pi0(K(F ))
pi0(K(F ))
// pi0(A)
pi0(F )
// pi0(B)
where L : K(F ′)→ K(F ) is the canonical comparison between the strong h-kernels.
In particular, if T and E (and then L) are equivalences, then the complexes associated
with F and F ′ are isomorphic. (The same holds if T,E and L are weak equivalences,
assuming that the groupoids A,B and K(F ) are proper.)
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Proof. The non obvious part is to prove the commutativity of the square (∗) (the other
squares commute by functoriality of pi1 and pi0). We need an explicit description of
L0 : K(F ′)0 → K(F )0 : since
K(F ′)0 · ϕ · d = K(F ′)0 · F ′0 · T0 = k(F ′)0 · c · T0 = k(F ′)0 · T1 · c,
we get the following factorization
K(F ′)0
K(F ′)0 //
ϕ
&&
k(F ′)0

A′0
ϕ
$$
B′1
T1 &&
B1 ×c,d B1 pi2 //
pi1

B1
d

B1 c
// B0
Moreover, since
ϕ ·m · d = ϕ · pi1 · d = k(F ′)0 · T1 · d = k(F ′)0 · d · T0 = 0 · T0 = 0
ϕ ·m · c = ϕ · pi2 · c = K(F ′)0 · ϕ · c = K(F ′)0 · E0 · F0
the universal property of K(F )0 gives a unique arrow L0 : K(F ′)0 → K(F )0 such that
L0 ·K(F )0 = K(F ′)0 · E0 and L0 · k(F )0 = ϕ ·m. Now we can split diagram (∗) into two
parts
pi1(B′)
∆′ //
pi1(T )

K(F ′)0
L0

ηK(F ′) // pi0(K(F ′))
pi0(L)

pi1(B)
∆
//
(1)
K(F )0 ηK(F )
//
(2)
pi0(K(F ))
with square (2) commuting by definition of pi0(L). As far as square (1) is concerned, we
compose with the limit projections K(F )0 and k(F )0. Composing both paths with K(F )0
we get 0 :
pi1(T ) ·∆ ·K(F )0 = pi1(T ) · 0 = 0 = 0 · E0 = ∆′ ·K(F ′)0 · E0 = ∆′ · L0 ·K(F )0
Composing with k(F )0 we get
pi1(T )·∆·k(F )0 = pi1(T )·B = B′ ·T1 = ∆′ ·k(F ′)0 ·T1 = ∆′ ·ϕ·pi1 = ∆′ ·ϕ·m = ∆′ ·L0 ·k(F )0
where the equality ∆′ ·ϕ·pi1 = ∆′ ·ϕ·m comes from the fact that ∆′ ·ϕ·pi2 = ∆′ ·K(F ′)0 ·ϕ =
0 · ϕ = 0.
6. The 2-functors pi0 and pi1 preserve exactness
In this section, A is a pointed regular category with reflexive coequalizers.
As an application of the snail lemma, in this section we prove that the 2-functors
pi0 : Grpd(A)→ A , pi1 : Grpd(A)→ Grp(A)
introduced in Section 3 preserve exact sequences. The notion of exactness for a complex
of internal functors is inspired by the notion of exactness in the 2-category of categorical
groups introduced in [21].
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Definition 6.1. Consider the following diagram in Grpd(A) :
A 0 //
F 
F ′
||
C
K(G)
K(G)
// B
G
@@
⇓ϕ
We say that the sequence (F,ϕ,G) is exact if the canonical comparison F ′ : A→ K(G) is
full and essentially surjective.
Lemma 6.2. Consider a functor between groupoids in A, together with its strong h-kernel
K(G)
K(G) // B G // C
Consider also the canonical comparisons g0 and g1 with the kernels of pi0(G) and pi1(G),
as in the following diagrams
pi0(K(G))
pi0(K(G)) //
g0 ))
pi0(B)
pi0(G) // pi0(C)
Ker(pi0(G))
kpi0(G)
OO
pi1(K(G))
pi1(K(G)) //
g1 ))
pi1(B)
pi1(G) // pi1(C)
Ker(pi1(G))
kpi1(G)
OO
1. The arrow g1 is an isomorphism.
2. If C is proper, the arrow g0 is a regular epimorphism.
Proof. 1. This follows from the pseudo-adjunction [−]1 a pi1 of 2.7.
2. This is the last point in the proof of Proposition 3.6 (the snail lemma) which uses only
properness of C.
Proposition 6.3. Consider an exact sequence in Grpd(A)
B
⇓ϕ G

A
F
??
0
// C
1. The sequence pi1(A)
pi1(F ) // pi1(B)
pi1(G) // pi1(C) is exact.
2. If C is proper, the sequence pi0(A)
pi0(F ) // pi0(B)
pi0(G) // pi0(C) is exact.
Proof. Consider the commutative diagrams
pi0(A)
pi0(F ) //
pi0(F ′)

pi0(B)
pi0(K(G)) g0
// Ker(pi0(G))
kpi0(G)
OO
pi1(A)
pi1(F ) //
pi1(F ′)

pi1(B)
pi1(K(G)) g1
// Ker(pi1(G))
kpi1(G)
OO
By Lemma 6.2, g0 is a regular epimorphism and g1 is an isomorphism. Moreover, since
F ′ : A → K(G) is full and essentially surjective, by Lemma 4.5 the arrows pi0(F ′) and
pi1(F
′) are regular epimorphisms.
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