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OPTIMISATION EN TEMPS RÉEL DE LA PUISSANCE GÉNÉRÉE PAR UN PARC
ÉOLIEN EN PRÉSENCE D’EFFET DE SILLAGE
Jean-Sébastien Guillemette
RÉSUMÉ
L’utilisation de sources d’énergies renouvelables devient de plus en plus populaire. En outre,
le vent est l’une de ces sources les plus utilisées pour la production d’énergie électrique. Dû à
son caractère imprévisible et très variable, plusieurs techniques de commande ont fait l’objet
d’études afin d’optimiser la production d’énergie éolienne. Cependant, l’interaction aérodyna-
mique entre les éoliennes d’un même parc, les turbulences du vent ainsi que la direction du
vent sont des éléments souvent peu considérées lors d’études de ces techniques. Or, ce sont
des éléments importants à considérer, car ceux-ci contribuent à réduire la production d’énergie
électrique des parcs éoliens.
Dans cette présente étude, la méthode de commande extrémale multi-unités a été utilisée en
simulation pour permettre le suivi du point de puissance maximale d’un parc éolien composé
de sept éoliennes structurellement identiques. Les simulations ont été réalisées en considérant
l’effet de sillage entre les éoliennes, différents niveaux de turbulences et certaines variations de
l’orientation du vent.
L’hypothèse de la turbulence gelée de Taylor et un angle d’attaque identique pour tous les vents
passant dans le parc ont été considérés. Également les simulations du parc ont été réalisées
en utilisant un modèle dynamique d’éoliennes. Les résultats de simulations ont montré que
la méthode multi-unités permettait le suivi du point de puissance maximale pour différents
niveaux de turbulence et en présence d’angle d’attaque du vent variable.
L’utilisation de la méthode multi-unités a été possible grâce à une nouvelle fonction objectif
basée sur la normalisation de la puissance générée par le parc et grâce à un lecteur de turbu-
lences permettant un meilleur suivi du point de puissance maximale suite aux variations du
niveau de turbulences.
Mot-clés : Effet de sillage, méthode de commande extrémale, méthode multi-unités, parc
éolien
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ABSTRACT
The use of renewable energy has become more popular during the last decades. In addition,
the wind power is one of the most used for the production of electrical energy. Because of the
dynamic and unpredictable behaviour of the wind, several control techniques have been studied
for optimizing the power extraction of wind turbines. However, the aerodynamic interaction
between them, the wind turbulence and the direction of the upwind are not often considered
in those studies even though they are known to reduce the electrical power produced by wind
farms.
In the present study, the extremal seeking control multi-unit method have been used in simula-
tion to track the maximum power point of a wind farm containing seven structurally identical
turbines. Realistic scenarios including wake effect, several levels of turbulence and variable
wind angles of attack have been considered in these simulations.
Under the assumption of the Taylor frozen turbulence, with an angle of attack equal for all
winds passing through the wind farm and using a dynamic turbine model, the simulation results
showed that the multi-unit method allowed the maximum power point tracking for different
levels of turbulences and for a variable wind’s angle of attack.
The use of multi-unit method has been possible using a new objective function based on a nor-
malized power and as well as a turbulence reader that allow a better tracking of the maximum
power point of the wind farm under several levels of turbulences.
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INTRODUCTION
Le vent est une source d’énergie intéressante, car elle est renouvelable et son extraction est peu
polluante. Cette énergie peut être extraite à partir d’éoliennes. Bien qu’elles deviennent de plus
en plus performantes, plusieurs défis restent à être relevés pour maximiser l’énergie électrique
produite par celles-ci. La puissance fournie par les éoliennes d’un même parc est souvent sous-
optimale notamment en raison de l’interaction aérodynamique et des fortes variations du vent.
En outre, les variations de la vitesse du vent obligent les opérateurs de parc à modifier le
point d’opération des éoliennes en temps réel de sorte à extraire un maximum de puissance
à tout moment. Pour permettre ces changements, beaucoup de techniques d’optimisation ont
fait l’objet d’études. Cependant, les pertes de puissance causées par l’effet de sillage entre
les éoliennes sont très rarement considérées dans le context de la commande (Pao et Johnson,
2009), bien que cet effet de sillage contribue à diminuer la puissance extraite par les éoliennes.
Cette diminution de puissance peut être atténuée par une orientation efficace des éoliennes les
unes par rapport aux autres. Tel que mentionné dans l’article de Pérez, Mínguez et Guanche
(2013), il est possible d’orienter les éoliennes de façon à réduire l’effet de sillage entre elles par
rapport au vent dominant du parc. Les figures 0.1 et 0.2 montrent respectivement une configura-
tion de parc éolien non-optimisée et une configuration optimisée. La version optimisée permet
de réduire l’interaction aérodynamique entre les éoliennes pour le vent dominant. Sur ces fi-
gures, D représente la distance en mètres entre les éoliennes en amont et en aval du vent. D2
représente la distance en mètres entre deux éoliennes en aval et deux éoliennes en amont.
On peut voir que la position optimisée permet aux éoliennes en aval de ne pas être affectées par
l’effet de sillage des éoliennes placées en amont du vent dominant. Cependant, ceci n’est pas
toujours vrai pour tous les orientations du vent. Comme le montre l’exemple de la figure 0.3,
il y a des moments où les éoliennes en aval seront affectées par l’effet de sillage des éoliennes
en amont.
Pour régler en partie ce problème, comme le montre l’article de Johnson et Fritsch (2012), il
est possible d’augmenter la puissance produite par un parc en opérant les éoliennes en amont
2Figure 0.1 Configuration du parc non optimisée
à un point d’opération sous-optimal. Ceci contribue à augmenter la puissance produite par les
éoliennes placées en aval et, par le fait même, à augmenter la puissance totale générée par
le parc. Autrement dit, en opérant les éoliennes en amont à un point d’opération sous-optimal,
l’effet de sillage peut être atténué et donc la production d’énergie des éoliennes en aval peut être
augmentée. De ce fait, en prenant l’effet de sillage en considération, le problème d’optimisation
revient à trouver le point d’opération optimal du parc plutôt que de trouver le point d’opération
optimal individuel pour chaque éolienne qui le compose. Cependant, l’article de Johnson et
Fritsch (2012) montre également que la méthode de commande extrémale par perturbation
utilisée pour l’optimisation de la puissance totale générée par le parc a du mal à converger en
présence de vents de plusieurs niveaux de turbulences.
La présente recherche a pour objectif principal de permettre le suivi du point de puissance
maximale d’un parc éolien en considérant l’effet de sillage entre les éoliennes, et ce, pour
3Figure 0.2 Configuration du parc optimisée
Figure 0.3 Cas où les éoliennes en aval sont touchées par l’effet de sillage
différents niveaux de turbulences dans le vent. Afin d’atteindre cet objectif, des simulations
4seront effectuées à l’aide du logiciel MATLAB-Simulink. Le parc qui fera l’objet de cette
étude est celui présenté à la figure 0.2.
Les objectifs spécifiques de ce projet de recherche sont :
• de déterminer une méthode efficace pour le suivi en temps réel du point de puissance
maximale du parc ;
• d’évaluer les performances de la méthode pour différentes conditions de vents en utilisant
un modèle dynamique d’éolienne ;
• d’analyser l’effet du changement de l’orientation du vent sur le suivi du point de puis-
sance maximale.
La contribution de ce mémoire sera de permettre le suivi en temps réel du point de puissance
maximale d’un parc en considérant :
• l’effet de sillage entre les éoliennes ;
• une vitesse de vent variable en présence de turbulences ;
• un modèle dynamique représentant les éoliennes ;
• une orientation du vent variable.
Le mémoire sera divisé comme suit. Dans le premier chapitre, une revue de la littérature sur
la modélisation d’un parc et sur les techniques d’optimisation en temps réel sera présentée.
Le deuxième chapitre portera sur la comparaison des performances de la méthode choisie par
rapport à celles de la méthode de perturbation qui a déjà fait l’objet d’une étude concernant le
suivi du point de puissance optimale d’un parc considérant l’effet de sillage. Dans le troisième
chapitre, on présentera les modèles permettant de simuler le comportement dynamique des
éoliennes. Dans le chapitre 4, les résutats de simulation de la méthode d’optimisation multi-
unités avec un modèle dynamique d’éoliennes seront présentés. Le chapitre 5 portera sur l’effet
de l’orientation du vent sur les performances de la méthode choisie dans l’optimisation de la
5puissance générée par le parc. Ce mémoire se terminera par les conclusions et les recomman-




1.1 Mise en contexte
De nos jours, l’éolienne à axe horizontal est le type d’éolienne le plus utilisé pour extraire
l’énergie du vent en raison de son excellent rendement d’extraction. Ce type d’éolienne fera
l’objet de notre étude en raison de sa grande popularité (Bianchi, Mantz et De Battista, 2007).
D’abord, la puissance en Watts disponible dans le vent passant dans le rotor de l’éolienne est





Où ρ, A et V représente respectivement la densité de l’air en kilogrammes par mètre cube,
l’aire de la région du rotor en mètres carrés et la vitesse du vent en mètres par seconde. La
limite de Betz fixe le maximum de puissance pouvant être extraite d’une hélice à 59.3% de la
puissance disponible dans le vent. De ce fait, un coefficient de puissance CP représentant cette
limite est ajouté à l’équation (1.1) pour représenter la puissance mécanique extraite du vent.





Pour représenter la partie aérodynamique de l’éolienne, le modèle de l’aile battante a été uti-
lisé. Les équations présentées dans cette section sont tirées du livre de Bianchi, Mantz et De
Battista (2007). De ce modèle, on peut en tirer deux équations représentant le couple méca-









ρAV 3CP (λ, β) (1.4)
8Où CQ représente le coefficient du couple mécanique. Les coefficients CP et CQ sont fonction






Où Ωr représente la vitesse angulaire du rotor de l’éolienne en radians par seconde et R repré-






CP peut être approximé par un polynôme fonction de β et de λ comme suit (Soleimanzadeh et
Wisniewski, 2011) :
CP = x00 + x10β + x01λ+ x20β
2 + x11βλ+ x02λ
2 . . . (1.7)
Comme mentionné dans le livre de Bianchi, Mantz et De Battista (2007), il a été démontré que
pour une extraction maximale de la puissance du vent, l’angle de calage doit être de 0 degré.
Dans le cas présent, puisque l’objectif consiste à optimiser la puissance, on peut donc écrire
l’équation (1.7) de la façon suivante :
CP = x00 + x01λ+ x02λ
2 + · · ·+ x0nλn (1.8)
On retrouve différentes valeurs des coefficients [x00 . . . x0n] selon la courbe caractéristique de
l’éolienne. Une courbe caractéristique de CP peut être trouvée dans les modèles d’éoliennes
utilisés dans le logiciel Matlab-Simulink. On retrouve également certaines représentations de
cette courbe dans les articles de González et al. (2010) et de Hong, Lu et Chiou (2009). En
outre, cette courbe dépend du modèle d’éolienne choisi. La courbe utilisée pour les simulations
de ce mémoire est celle d’Aeolus (Grunnet et al., 2010). Contrairement aux autres sources
citées plus haut, la particularité de la boîte à outils Aeolus est que la relation entre l’effet de
sillage et cette courbe est définie. À la figure 1.1, on peut voir une illustration de la courbe de
CP choisie pour β nul.
9Figure 1.1 Courbe du coefficient de puissance en fonction de la vitesse spécifique
De cette courbe, une courbe de tendance de type polynomial a été tracée à l’aide du logiciel
Excel. Plus l’ordre de la courbe de tendance est élevé, plus l’approximation sera juste. Pour
cette recherche, une courbe d’ordre 6 a été choisie, car elle permet de bien décrire la courbe de
CP . Voici donc l’équations tirée de cette courbe de tendance.
CP = 6.8583 ∗ 10−2 − 1.8577 ∗ 10−1λ+ 1.1312 ∗ 10−1λ2 − 1.8818 ∗ 10−2λ3
+1.4056 ∗ 10−3λ4 − 4.9884 ∗ 10−5λ5 + 6.7708 ∗ 10−7λ6
(1.9)
Dû aux caractéristiques physiques des éoliennes, il est jamais possible d’extraire le maximum
de puissance à 59.3% de la puissance disponible dans le vent. Pour la courbe de puissance
choisie, la valeur maximale de CP est de 0.4876. Cette courbe représente la courbe d’une
éolienne de 5 MW qui est généralement installée en mer. Pour atteindre ce maximum, la vitesse
spécifique λ doit être d’environ 8.05. Cela correspond donc au point de puissance maximale
d’une éolienne. Comme la puissance mécanique est fonction de V, les éoliennes ont des courbes
PM en fonction de Ωr pour différentes vitesses de vent comme montrées à la figure 1.2.
Ainsi, la vitesse angulaire optimale du rotor varie linéairement en fonction la vitesse du vent
reçue par l’éolienne. Cependant, une éolienne ne peut dépasser une certaine vitesse de rotation
due aux limites de charges mécaniques et électriques de celle-ci (Pao et Johnson, 2009). Au-
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Figure 1.2 Courbes de puissance en fonction de la vitesse de
rotation du rotor pour différente vitesse de vent
delà d’une certaine vitesse du vent, la vitesse de rotation est maintenue constante par l’ajus-
tement de l’angle de calage des pales. De ce fait, la puissance produite par l’éolienne reste
constante à sa valeur nominale. La courbe de puissance de l’éolienne en fonction de la vistesse
du vent est montrée à la figure 1.3.
Ce graphique est divisé en deux régions. Pour la région 1, le but est de faire varier la vitesse de
rotation de l’éolienne de façon à la faire fonctionner au point de puissance maximale. Lorsque
le vent est en bas de Vmin, il n’y a pas assez de vent pour justifier la mise en fonction de
l’éolienne.
La région 2 représente la région des vents à grande vitesse. L’objectif de cette région est de
limiter la vitesse de rotation de l’éolienne afin d’empêcher de créer de trop grosses charges sur
celle-ci. La puissance maximale que peut produire une éolienne est maintenue en contrôlant
l’angle de calage des pales. De ce fait, cette région est caractérisée par une courbe de puissance
constante Pmax jusqu’à Vmax qui est la vitesse maximale du vent à laquelle une éolienne peut
11
Figure 1.3 Courbe de puissance théorique en fonction de la vitesse du vent
Adaptée de Bianchi, Mantz et De Battista (2007, p.65)
opérer. Au-delà de cette valeur, l’éolienne est arrêtée pour qu’elle ne soit pas endommagée par
les fortes rafales.
Dans le cadre de la présente recherche, on se concentrera sur les méthodes de recherche du
point de puissance maximale applicables à la région 1. Le but sera donc de trouver le point de
puissance maximale, peu importe les variations du vent. Il sera question dans la prochaine sec-
tion des différentes méthodes existantes permettant de trouver ce point de puissance maximale.
1.2 Optimisation en temps réel des éoliennes
L’optimisation en temps réel a pour but de faire fonctionner un système à son point maximal de
fonctionnement et de suivre ce point malgré les perturbations pouvant en affecter la position.
Pour le cas des éoliennes, il a été montré à la figure 1.2 que la courbe de puissance change selon
la vitesse du vent. De ce fait, la méthode qui fera l’objet de cette étude doit être en mesure de
s’adapter aux variations de vitesse afin de suivre, en temps réel, le point maximal de puissance.
Plusieurs méthodes ont été utilisées pour ce problème d’optimisation. Ils sont divisés en deux
grandes catégories. D’une part, il y a les méthodes d’optimisation utilisant un modèle fonda-
mental de l’éolienne. Ces méthodes consistent à avoir une connaissance a priori du système
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pour être en mesure d’identifier le point de puissance maximale de l’éolienne, et ce, pour diffé-
rentes vitesse du vent. D’autre part, il y a les méthodes d’optimisation qui ne requièrent aucune
connaissances du système que l’on désigne méthodes de commande extrémale. Ces méthodes
consistent à perturber les entrées du système et d’observer l’effet de ces perturbations sur la
fonction objectif. Ceci permet d’identifier le gradient de cette fonction selon les différentes
entrées du problème considéré. Elles se servent ensuite de la valeur du gradient pour trouver le
point de puissance maximal. Ces deux catégories seront présentées dans cette section.
1.2.1 Méthode d’optimisation utilisant la connaissance a priori du système
Les premières méthodes pour contrôler les éoliennes au point de puissance maximale étaient
celles utilisant un capteur de vent. La première méthode, tirée de l’article de Thiringer et Lin-
ders (1993), détermine la puissance de référence donnée au contrôleur de l’éolienne en fonction
de la vitesse du vent lue par le capteur. Cette méthode consiste à utiliser une table de puissance
optimale en fonction du vent pour dicter la puissance à atteindre en fonction de la vitesse du
vent lue par le capteur. Cependant, puisque que le vent est très variable, il est difficile d’avoir
une consigne de puissance pour toutes ces vitesses. Une méthode plus avancée a été utilisée
par Nguyen et al. (2008) utilisant un λ optimal au lieu d’une table de puissance en fonction du
vent. Le principe de fonctionnement de cette méthode est montré à la figure 1.4.
Cette méthode utilise une valeur optimale de λ pour déterminer le point de puissance maximale
de l’éolienne. Ayant la vitesse du vent connue, il est possible de retrouver une consigne de
puissance optimale en utilisant la relation décrite par l’équation (1.5).
Une méthode n’ayant nullement besoin de capteur de vent a également été développée afin
de réduire le nombre de capteurs nécessaires pour la boucle de contrôle. Cette méthode est
nommée la puissance maximale en fonction de la vitesse de l’arbre (PSF). La méthode PSF
consiste à contrôler la vitesse de rotation de l’éolienne en fonction de la puissance en sortie de
celle-ci (Wang et Chang, 2004). Le principe de fonctionnement de cette méthode est illustré à
la figure 1.5.
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Figure 1.4 Principe de fonctionnement de la méthode utilisant la lecture du vent
Figure 1.5 Principe de fonctionnement de la méthode PSF
Pour enlever le capteur de vent de la boucle de contrôle, la méthode PSF compare la puissance
en sortie de l’éolienne réelle avec celle optimale du modèle du système pour la même vitesse
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de rotation. De ce fait, la vitesse est ralentie ou augmentée de façon à ce que la différence entre
la puissance en sortie et celle de la puissance optimale du modèle soit 0.
Dans l’article de Barakati, Kazerani et Aplevich (2009) une autre méthode PSF est présentée
permettant d’enlever le capteur de vitesse de rotation de l’éolienne. Pour ce faire, ils se servent
de la puissance électrique produite par l’éolienne pour déterminer la vitesse de rotation de
référence.
Une autre méthode a été proposée par Zou (2012) utilisant directement une estimation de la
courbe caractéristique qui relie tous les points optimaux de la figure 1.2. Un polynôme d’ordre
3 est utilisé pour trouver le point de puissance maximale pour toutes les courbes de puissance
caractéristiques. L’avantage de cette méthode est qu’elle permet de réduire la table de puis-
sance en une seule équation. Cependant, le désavantage est que cette courbe caractéristique
est théorique. Ainsi, une faible variation des coefficients du polynôme par rapport à la courbe
réelle engendre une erreur d’estimation notable.
Il est également mentionné dans l’article de Koutroulis et Kalaitzakis (2006) qu’une méthode
basée sur les systèmes flous a aussi été utilisée (Hilloowala et Sharaf, 1996 ; Mohamed, Eskan-
der et Ghali, 2001). Cette méthode requiert également la courbe caractéristique théorique de la
puissance optimale en fonction de la vitesse de rotation.
Une méthode basée sur un réseau de neurones multicouches a également été utilisée pour le
suivi du point de puissance maximale (Spee, Bhowmik et Enslin, 1995). Cependant, pour faire
l’apprentissage du réseau de neurones, une connaissance a priori du système est nécessaire. De
plus, cette méthode est lente puisqu’elle nécessite un nouvel apprentissage du réseau à chaque
changement du vent.
Toutes les méthodes référées dans cette partie ont un point en commun. Elles nécessitent une
connaissance a priori du système. Cela constitue un point négatif, car il n’y a aucune garantie
que le modèle reflète de façon exacte le système. De plus, l’usure des composantes a pour effet
de changer les caractéristiques fondamentales du système, ce que les modèles ne prennent pas
en considération. Pour répondre à ce problème, une autre famille de méthodes a été utilisée
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permettant de suivre en temps réel le fonctionnement de l’éolienne sans avoir recours à une
connaissance a priori du système. Elles font partie de la famille des méthodes de commande
extrémale.
1.2.2 Méthodes de commande extrémale
Les méthodes de commande extrémale consistent généralement à estimer le gradient de la
fonction objectif à optimiser de façon à trouver le point de puissance maximale de l’éolienne.
Ce point est trouvé lorsque le gradient est égal à 0. Pour que le gradient puisse converger à 0, un
intégrateur est utilisé. Le principe de fonctionnement de ces méthodes est illustré à la figure 1.6.
La différence entre les méthodes se situe généralement dans l’estimation du gradient.
Figure 1.6 Principe de fonctionnement des méthode de commande extrémale
La méthode de perturbation est l’une des plus connues. Cette méthode a été utilisée dans plu-
sieurs applications concernant la recherche de point maximal d’une fonction objectif depuis
aussi loin que 1922 (Leblanc, 1922). La stabilité locale de cette méthode a été démontrée par
Krstic´ et Wang (2000). Elle a été également utilisée notamment pour des applications de bio-
réacteur (Wang, Krstic et Bastin, 1999) et pour le suivi du point de puissance maximale des
éoliennes (Dafeng, Yan et Yundong, 2010 ; Johnson et Fritsch, 2012). On remarque néanmoins
dans ces articles que la méthode introduit beaucoup de stress mécanique causé par l’introduc-
tion de perturbations périodiques à l’entrée du système et que le suivi du point de puissance
maximale reste lent. La figure 1.7 illustre le concept de cette méthode.
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Figure 1.7 Principe de fonctionnement de la méthode de perturbation
La méthode consiste à injecter un signal périodique à une fréquence donnée à l’entrée du
système à optimiser. La réponse en sortie du système est ensuite démodulée par le même signal
injecté de façon à évaluer le gradient de la fonction objectif. Pour évaluer plus rapidement la
valeur du gradient, un filtre passe-haut est utilisé à la sortie du signal de façon à éliminer
sa constante continue. Le filtre passe-bas permet de récupérer la valeur moyenne du signal
démodulé et cela permet d’évaluer la valeur du gradient. L’intégrateur permet de commander
le gradient à 0. Dans le cas d’une minimisation, le gain K doit être négatif et alors que pour une
maximisation, il doit être positif. Plus d’informations sur la méthode peut être trouvée dans
l’article de Krstic´ (2000).
La méthode de perturbation et observation a également fait l’objet de plusieurs études portant
sur l’optimisation en temps réel de systèmes. Un exemple de son utilisation sur les cellules
photovoltaïques est fourni dans l’article de Chihchiang et Chihming (1998). Cette méthode a
également été utilisée pour le suivi en temps réel de la puissance maximale de petites éoliennes
(Mahdi, Tang et Wu, 2011). Elle est avantageuse en raison de sa simplicité. La figure 1.8 illustre
le principe de fonctionnement de la méthode.
Pour le cas des éoliennes, la méthode utilise une perturbation constante ΔΩr en radians par
seconde. De ce fait, à chaque période k, un léger changement dans la consigne de vitesse de
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Figure 1.8 Principe de fonctionnement de la méthode de perturbation et observation
l’éolienne est donné au système. La puissance en sortie est alors mesurée entre chaque période.
La méthode calcule le gradient de la différence entre la puissance PM (k+1) et la puissance
PM (k) jusqu’à temps que celle-ci se stabilise autour de l’optimum. À ce moment, le point
de puissance maximale est trouvé. Cependant, comme mentionné dans l’article de Barakati,
Kazerani et Aplevich (2009), la méthode est relativement lente et elle est peu utilisable pour
les éoliennes de grosse envergure en raison de leur temps de réaction très lent. La méthode
réagit très difficilement aux variations dans le vent en raison notamment de la lenteur de ces
éoliennes. Tout comme la méthode de perturbation, la variation périodique de la vitesse de
rotation de l’éolienne peut engendrer des stress mécaniques. González et al. (2010) propose une
façon pour réduire les stress causés par la méthode sur les éoliennes. La différence est que leur
algorithme utilise un signal de type rampe dans la mesure de la vitesse de référence plutôt que
d’additionner un ΔΩr prédéfini dans le sens du gradient. La pente de ce signal est déterminée
par la grosseur duΔΩr de l’algorithme conventionnelle ainsi que le temps de stabilisation de la
réponse en puissance du système. Cet algorithme permet de réduire les variations périodiques
de la vitesse de rotation, mais elle ne permet pas de les éliminer complètement.
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De façon à augmenter la vitesse de convergence de la méthode de perturbation et d’observation,
la méthode du gradient a également été utilisée (Woodward, 2008). Cette méthode a été utilisée
notamment pour des applications concernant de petites éoliennes (Hong, Lu et Chiou, 2009 ;
Koutroulis et Kalaitzakis, 2006) ainsi que des applications concernant les cellules photovol-
taïques (Hussein et al., 1995). Plutôt que d’utiliser un pas constant ΔΩr et d’utiliser seulement
le signe du gradient pour dicter la direction, cette méthode utilise la valeur du gradient directe-
ment pour ajuster son prochain pas. De ce fait, lorsque le système est loin du point maximal de
fonctionnement, le pas est plus grand et, lorsqu’il est proche, le pas est plus petit. Cela a pour
avantage de converger plus rapidement et de réduire les variations périodiques autour du point
de puissance maximale. Cependant, le temps de convergence de la méthode reste relativement
lent.
La méthode multi-unités est la stratégie qui sera utilisée pour la recherche du point maximal du
parc éolien de cette recherche. Cette méthode a d’abord été proposée par Srinivasan (2007). En-
suite, elle a été appliquée sur une simulation des cellules photo voltaïques (Woodward, 2008),
sur l’optimisation des piles à combustible microbiennes (Woodward, 2009) et sur une simula-
tion concernant de petites éoliennes (Mehenna et Woodward, 2012). À la figure 1.9, on peut
voir une illustration du fonctionnement de la méthode.
Cette méthode requiert la présence de m+1 unités identiques dans le système à optimiser, où
m est le nombre d’entrées dans le problème d’optimisation à résoudre. L’unité 1 est utilisée
comme unité de référence. Les autres unités reçoivent une perturbation constante sur une de
leurs entrées. Le gradient de la fonction objectif est un vecteur estimé par la différence finie
entre les sorties des unités du système. Les composantes du vecteur ont un intégrateur différent
servant à diriger le vecteur gradient à zéro. Cette méthode offre une optimisation plus rapide
vers le point de puissance maximale que les méthodes mentionnées dans cette section, car elle
utilise une perturbation qui est indépendante du temps. Il est possible d’utiliser cette méthode
lorsque les unités ne sont pas complètement identiques comme le montre la thèse de doctorat
de Woodward (2009). Cependant, le temps de convergence de la méthode est augmenté par
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Figure 1.9 Principe de fonctionnement de la méthode multi-unités
rapport au cas ou les unités sont complètement identiques. Plus les différences entre les unités
sont grandes, plus la perte de vitesse de convergence est grande.
1.2.3 Optimisation en temps réel d’un parc éolien
Pour l’optimisation de la puissance générée par un parc éolien, de toutes les références ci-
tées précédemment portant sur le suivi de la puissance maximale d’éoliennes, seul l’article
de Johnson et Fritsch (2012) considérait l’interaction aérodynamique entre celles-ci. Comme
mentionné dans cet article, si l’effet de sillage est pris en considération dans le problème d’op-
timisation, le point de puissance maximale du parc est trouvé lorsque les éoliennes en amont
du vent fonctionnent à un point sous-optimal par rapport à leur point individuel. Or, la mé-
thode utilisée dans l’article de Johnson et Fritsch (2012) est la méthode de perturbation. Cette
méthode converge relativement lentement vers le point de puissance maximale, ce qui rend
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difficile son utilisation en cas de fortes turbulences. De plus, dans leur article, seulement le
modèle statique de l’éolienne a été pris en considération.
Comme mentionnée précédemment, la méthode multi-unité sera utilisée pour ses principaux
avantages que sont la vitesse de convergence et l’absence d’oscillations. L’effet de sillage et
un modèle dynamique simulant les éoliennes seront considérés dans le modèle du parc. Pour
la configuration de la figure 0.2, on supposera que les éoliennes seront structurellement iden-
tiques, car, de façon générale, celles d’un même parc sont très semblables. Cependant, comme
on peut voir à la figure 1.2, le point de puissance maximale d’une éolienne change en fonction
de la vitesse du vent. De ce fait, deux éoliennes ne recevant pas le même vent ne peuvent être
vues comme des unités identiques même si elles ont les mêmes caractéristiques physiques.
Pour être en mesure de bénéficier des avantages de la méthode multi-unités mêmes dans le cas
où les éoliennes ne reçoivent pas le même vent, une fonction objectif utilisant une puissance
normalisée indépendante du vent sera proposée dans le chapitre 4. Pour pouvoir normaliser la
puissance en sortie de chaque éolienne, la mesure du vent devant celles-ci sera nécessaire. La
prochaine section portera donc sur les différents anémomètres existants servant à mesurer la vi-
tesse du vent. On sera donc en mesure d’évaluer quel anémomètre pourrait servir à normaliser
la puissance en sortie de l’éolienne de façon la plus précise possible.
1.3 Anémomètres
1.3.1 Anémomètre à coupoles
L’anémomètre à coupoles est l’instrument le plus commun servant à mesurer la vitesse du
vent. Tel que mentionné dans l’article de Kristensen (1998), le premier anémomètre à coupoles
aurait été construit en 1846. Cet anémomètre a fait l’objet de plusieurs études durant le 20e
siècle notamment pour améliorer ces performances et pour concevoir un modèle décrivant bien
son fonctionnement. Une illustration de l’anémomètre à coupoles est montrée à la figure 1.10.
Cet anémomètre est constitué d’un rotor ayant à chaque extrémité une coupelle. Le vent pousse
chaque coupelle faisant tourner le rotor. La vitesse du vent est donc mesurée proportionnelle-
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Figure 1.10 Anémomètre à coupoles
ment à la vitesse de rotation de l’anémomètre. L’article de Kristensen (1998) fait une revue
complète des différentes études réalisées concernant la modélisation de l’anémomètre à cou-
poles avant 1998. Dans l’article, on présente certains modèles représentant la dynamique de
l’instrument ainsi que des solutions pour régler l’un de ses plus grands défauts, la survitesse.
Le problème de la survitesse est principalement dû à l’inertie du rotor de l’anémomètre. Il
est plus facile d’accélérer le rotor que de le ralentir, ce qui a pour effet de mieux capter les
fluctuations grandissantes de la vitesse du vent que les ralentissements.
Pour le cas qui nous concerne, le but ici n’est pas de modéliser le comportement exact d’un
anémomètre, mais de modéliser la lecture de la vitesse du vent qu’il permet. Tel que mentionné
dans l’article de Kristensen (1998), le chercheur Frenzen (1988) a réalisé un anémomètre per-
mettant de mesurer la turbulence dans le vent. Pour mesurer la turbulence, son anémomètre à
coupelle peut être considéré comme un filtre passe-bas de premier ordre. Cependant, cet instru-
ment a la caractéristique d’être très fragile et peu utilisable pour des applications qui nécessitent
un fonctionnement routinier.
L’anémomètre à coupoles a un problème important qui est son positionnement sur l’éolienne.
Cet instrument est généralement positionné soit en dessous du rotor de l’éolienne comme pré-
senté dans l’article de Wright et Wood (2004) ou soit sur la nacelle comme mentionné dans
l’article de Pao et Johnson (2009). Placer l’anémomètre sous le rotor ne permet pas de connaître
la vitesse du vent passant dans le rotor. Placer l’anémomètre sur la nacelle l’expose aux turbu-
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lences créées par le rotor biaisant ainsi la lecture. Les deux positions comportent des désavan-
tages ne permettant pas de mesurer la vitesse du vent exacte entrant dans le rotor de l’éolienne.
De plus, ce type d’anémomètre demande une calibration en soufflerie avant son utilisation et
son caractère mécanique demande beaucoup d’entretien (Petersen et al., 1998). Cet instrument
n’est donc pas un bon choix pour lire la vitesse du vent à des fins de commande d’éolienne.
1.3.2 Anémomètre sonique
Le premier anémomètre sonique a été conçu par Kaimal et Businger (1963). Cet anémomètre
a évolué aujourd’hui et est devenu beaucoup plus accessible en terme de coût pour mesurer la
vitesse de vent. Dans l’article de Coppin et Taylor (1983), on présente le principe de fonction-
nement de l’anémomètre sonique. La figure 1.11 illustre ce principe.
Le temps de propagation du son d’un transducteur à l’autre se fait en deux temps. t1 représente
le temps de propagation du son de haut en bas et t2 représente le temps de propagation du
son de bas en haut. Les deux expressions suivantes représentent les deux temps de propagation
(Coppin et Taylor, 1983) :
t1 =
ds




Cs cosαs − w (1.11)
Où ds représente la distance entre les deux transducteurs en mètre, Cs représente la vitesse du
son locale en mètres par seconde , w représente la composante verticale de la vitesse du vent
en mètres par seconde et αs représente l’angle entre wt et Cst en radians. Avec la valeur de
ces deux temps, il est possible de déterminer la valeur de w. Dans l’article de Coppin et Taylor
(1983), on présente différentes méthodes pour déterminer w, mais ceci dépasse le cadre de
cette recherche.
En utilisant trois paires de transducteurs, il est possible de connaître la vitesse du vent dans
les 3 axes, ce qui est un avantage considérable par rapport à l’anémomètre à coupoles. De
plus, tel que mentionné dans l’article de Mann et al. (2008), l’anémomètre sonique est un bon
instrument pour mesurer la turbulence dans le vent. Cependant, comme pour l’anémomètre à
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Figure 1.11 Pincipe de fonctionnement de l’anémomètre sonique
Adaptée de Coppin et Taylor (1983, p.28)
coupoles, il n’est pas possible de lire la vitesse du vent passant à travers le rotor de l’éolienne.
En outre, étant donné que la lecture de la vitesse du vent se fait lorsque le vent passe dans
l’anémomètre, pour lire la vitesse du vent passant au travers du rotor, il devrait être placé devant
celui-ci. Évidemment, cela est très complexe et donc, généralement, il est placé en dessous du
rotor ou sur la nacelle. De ce fait, comme pour l’anémomètre à coupelle, la lecture est biaisée
dû à son positionnement sur l’éolienne. Nous allons donc voir un autre anémomètre utilisant le
principe du laser, pouvant déterminer la vitesse du vent devant le rotor de l’éolienne et ayant
une précision semblable à celle de l’anémomètre sonique.
24
1.3.3 Anémomètre LIDAR
Le LIDAR (détection et localisation par la lumière) est un capteur relativement nouveau per-
mettant de mesurer la vitesse du vent à distance. La technique utilisée par ce capteur fut dé-
montrée dans les années 1970 (Harris, Hand et Wright, 2006). Plusieurs techniques utilisant un
laser pour mesurer la vitesse du vent existent. La technologie qui a été surtout étudiée pour lire
la vitesse de vent devant une éolienne est le radar au laser cohérent (CLR) (Dunne, Simley et
Pao, 2011 ; Harris, Hand et Wright, 2006). Le principe de fonctionnement du système à radar
cohérent est montré à la figure 1.12.
Figure 1.12 Pincipe de fonctionnement du LIDAR
Adaptée de Harris, Hand et Wright (2006, p.3)
25
Le système envoie un laser dans une direction donnée et une faible proportion est réfléchie par
le vent. La lumière réfléchie à une fréquence légèrement décalée de δv par rapport à la lumière




OùCl représente la vitesse de la lumière en mètres par seconde, VLOS représente la vitesse de la
cible d’où le rayon de lumière a été envoyé en mètres par seconde et v représente la fréquence
du rayon en Hertz. Il est donc possible de connaitre VLOS si l’on connait la fréquence de la
lumière réfléchie par le vent et celle de la lumière émise.
Deux types de système CLR existent, soient le système à ondes entretenues et le système à
impulsions. Les performances des deux systèmes sont montrées dans le rapport technique de
Harris, Hand et Wright (2006) et dépassent le cadre de cette recherche. Deux positionnements
du LIDAR sur éolienne sont possibles pour lire la vitesse du vent devant le rotor. On peut
placer le système sur la nacelle ou dans le centre du rotor. Une comparaison des deux choix est
montrée dans le rapport technique de Dunne, Simley et Pao (2011).
L’avantage de ce système par rapport aux autres présentés précédemment est qu’il permet de
lire la vitesse du vent à une distance donnée devant le capteur. De ce fait, étant donné cet
avantage, l’utilisation du système LIDAR a été étudiée pour permettre un meilleur contrôle de
la vitesse de rotation de l’éolienne notamment à des fins de contrôle anticipé (Wang, Johnson et
Wright, 2013 ; Schlipf, Schlipf et Kühn, 2013 ; Simley et al., 2012 ). Comme on peut voir dans
l’article de Dunne, Simley et Pao (2011), le LIDAR permet une bonne lecture en temps réel de
la vitesse du vent en amont de l’éolienne, ce qui est un élément bénéfique pour la commande
extrémale. Une modélisation du système sera donc utilisée dans cette recherche pour permettre
de connaître la vitesse du vent devant le rotor de l’éolienne et ainsi normaliser la puissance
produite par l’éolienne. Avec l’arrivée du système LIDAR, la possibilité d’utiliser la lecture du
vent pour le contrôle des éoliennes avec précision est de plus en plus réalisable. Les données du
vent pourront être utilisées dans la boucle de contrôle et permettront une meilleure commande
de la vitesse de rotation de l’éolienne.
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Pour pouvoir tester les performances de la méthode multi-unités sur le parc, un modèle de vent
incluant un modèle de turbulence est nécessaire. De ce fait, la prochaine section portera sur les
différents modèles caractérisant le vent et servant à des fins de modélisation en temps réel.
1.4 Modélisation du vent
Le vent passant à un endroit donné est la combinaison de vents provenant de plusieurs direc-
tions ainsi que de différentes turbulences créées par la topologie du terrain. On peut diviser le
vent en deux composantes principales. D’une part, il y a la composante des grands vents, une
conséquence directe des différences de températures entre les régions. La masse d’air chaud
des régions équatoriales monte vers les plus hautes couches de l’atmosphère pour se diriger
graduellement vers les pôles. L’air y est ensuite refroidi pour redescendre vers les plus basses
couches atmosphériques. Ces vents sont donc créés par ce mouvement de l’air entre les ré-
gions. Ils sont aussi influencés par la force de Coriolis créée par la rotation de la Terre. D’autre
part, ces grands vents sont perturbés par l’autre composante représentant les vents locaux créés
principalement par le relief du terrain et les grandes étendues d’eau comme les océans, les mers
et les lacs. La présence de ces deux types de vent permet de représenter le signal du vent par
l’expression suivante (Bianchi, Mantz et De Battista, 2007) :







Dans l’équation (1.13), υ(t) représente les turbulences créées par les vents locaux en mètres par
seconde et Vm représente le vent quasi constant en mètres par seconde que l’on appelle le vent
moyen qui correspond aux grands vents. On peut définir le vent moyen par l’équation (1.14)
où τp représente la période d’échantillonage en secondes. Cet intervalle est pris généralement
sur une période de 10 à 20 minutes.
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Pour ce qui est des turbulences, étant donné qu’elles sont difficiles à prévoir, plusieurs ap-
proches ont été tentées pour les modéliser. Voici donc quelques méthodes qui ont servi à mo-
déliser le vent et ses turbulences.
1.4.1 Distribution de Weibull
Une des approches qui a fait l’objet de plusieurs recherches consiste à modéliser les change-
ments de vitesse dans le vent de façon probabiliste. Plusieurs distributions probabilistes ont
servi à cet effet. Parmi celles-ci, on retrouve notamment la distribution gamma, la distribution
de Weibull, la distribution log-normale et plusieurs autres. Dans l’article de Carta, Ramirez et
Velázquez (2009), une revue des différentes distributions probabilistes utilisées pour caractéri-
ser la vitesse du vent a été réalisée. Il y a été démontré que la distribution de Weibull à deux
paramètres constitue une des meilleures distributions probabilistes pour caractériser les chan-
gements de vitesse du vent puisqu’elle est dépendante de seulement deux paramètres, que les
paramètres sont simples à estimer et qu’elle est facilement adaptable à plusieurs distributions
réelles de la vitesse du vent.
La distribution de Weibull à deux paramètres a d’abord été utilisée à des fins de modélisation
de la vitesse du vent par Justus, Hargraves et Yalcin (1976). Par la suite, Seguro et Lambert
(2000) ont fait l’analyse de trois méthodes différentes afin de déterminer les deux paramètres
de la distribution Weibull pour représenter la distribution des vitesses du vent d’une région
donnée.
D’une part, comme mentionné dans l’article de Xuesong, Ji et Youjie (2009), la distribution de
Weibull a été utilisée pour les 3 objectifs suivants :
• évaluer la puissance du vent pouvant être extraite d’un parc ;
• faire la prévision de la production d’énergie des parcs ;
• mesurer l’influence des éoliennes sur la vitesse du vent dans un parc.
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D’autre part, étant donné que la distribution permet seulement de modéliser le vent aux in-
tervalles de temps de 10 minutes ou plus, ce modèle n’est pas utilisé à des fins de simulation
dynamique en temps réel.
1.4.2 Modèles autorégressifs et moyenne mobile
Une autre approche pour modéliser la turbulence a été tentée en 1981 en utilisant un mo-
dèle d’autorégressif jumelé à la distribution de Weibull comme mentionné dans l’article de
Billinton, Chen et Ghajar (1996). Cependant, les auteurs précisent que le modèle était basé sur
plusieurs suppositions importantes. La plus restrictive d’entre elles est que la distribution de la
vitesse du vent doit suivre une distribution normale.
Avec les années, le modèle a évolué vers un modèle d’autorégressif et de moyenne mobile
(ARMA) qui constitue une forme plus générale du modèle autorégressif (Billinton, Chen et
Ghajar, 1996). Le modèle utilisé aujourd’hui est bien illustré dans l’article de Karki, Hu et
Billinton (2006). Le Modèle ARMA d’ordre [n, M] est représenté par l’expression suivante :
υt = φ1υt−1 + φ2υt−2 + · · ·+ φnυt−n + at − θ1at−1 − θ2at−2 − · · · − θmat−m (1.15)
Où φn (i=1,2,. . . n) et θm (j=1,2,. . .m) sont respectivement les paramètres d’auto régression et
les paramètres de la moyenne mobile, at représente un bruit blanc ayant une moyenne nulle.
La turbulence est ensuite exprimée de la façon suivante (Karki, Hu et Billinton, 2006) :
υ(t) = σtυt (1.16)
Où σt est l’écart type de la distribution du vent. Ces paramètres sont généralement déterminés
de façon empirique en utilisant plusieurs échantillons de vitesse de vent relevés d’un terrain
bien précis. Les trois terrains bien connus et utilisés dans l’article sont respectivement près de
Swift Current, North Battleford et Toronto. Une méthode a été développée pour déterminer
les paramètres du modèle de façon plus générale (Karki, Hu et Billinton, 2006). Cependant, le
vent moyen de la région et son écart-type doivent être connus. Contrairement à la distribution
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Weibull, le modèle peut être utilisé pour la modélisation de turbulences à des fins de simulation
en temps réel comme c’est le cas dans les articles de Muhando et al. (2009) et Senjyu et al.
(2005).
1.4.3 Modèles provenant de puissance spectrale
Dans l’article de Xuesong, Ji et Youjie (2009), il est mentionné que la densité de puissance
spectrale peut être utilisée pour modéliser la turbulence étant donné son caractère stochastique.
Plusieurs spectres sont disponibles pour modéliser la turbulence sous trois axes. Deux Modèles
sont définis dans IEC 61400-1 (2005) dont le Modèle de Von Karman et le modèle de Kai-
mal. Le National Renewable Energy Laboratory a aussi développé cinq autres modèles plus
spécifiques à différents terrains (Jonkman, 2009). Tous ces modèles font partie du logiciel de
simulation TurbSim pouvant être facilement incorporés aux simulations et ils sont tous présen-
tés dans le document de Jonkman (2009).
Une boîte à outils gratuite sous Simulink nommée Aeolus est aussi disponible pour simuler
la turbulence utilisant le modèle de Kaimal présenté également dans IEC 61400-1 (2005). Le
modèle est également présenté dans le document de Grunnet et al. (2010). En outre, la boîte
à outils offre l’opportunité de simuler l’effet de sillage en plus d’offrir un modèle d’éolienne.
Cela constitue donc un bon choix pour simuler de façon simple un parc éolien en prenant en
considération l’effet de sillage comme il se veut dans cette recherche. La boîte à outils sera
donc présentée plus en détail dans les prochains chapitres.
1.4.4 Modèle à quatre composantes
Le modèle à quatre composantes a été utilisé en 1983 par Anderson et Bose (1983). Le modèle
comme son nom l’indique est constitué de quatre composantes importantes utilisées dans par
l’équation suivante :
V = Vm + Vr + Vrp + Vb (1.17)
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Où Vr représente la composante rafale de vent, Vrp la composante rampe et Vb la composante
de bruit. La composante de vent moyen Vm peut être définie comme une simple constante.
Elle peut aussi être déterminée par la formule du vent moyen de la distribution de Weibull
(Xuesong, Ji et Youjie, 2009). Les composantes rafale et rampe peuvent être définies par les
équations fournies dans l’article de Anderson et Bose (1983). Pour finir, la composante de bruit
représente la turbulence instantanée et peut être définie par une fonction de puissance spectrale.
Ce modèle est plus complexe et utilise plusieurs modèles présentés plus tôt comme le modèle
de densité de puissance ainsi que le modèle de distribution de Weibull. Le modèle à quatre
composantes a été utilisé par Slootweg et al. (2003) pour représenter un modèle dynamique
général d’une éolienne et par Chen et Spooner (2001) pour simuler la qualité de la puissance
absorbée dans le réseau électrique produite par une éolienne. Ce modèle est également utilisé
pour le logiciel de simulation PSCAD (Xuesong, Ji et Youjie, 2009).
Peu de chercheurs l’utilisent pour modéliser le vent dans des applications de recherche du point
maximal de puissance des éoliennes dû à sa complexité. De plus, aucun modèle ne représente
bien la composante rafale (Xuesong, Ji et Youjie, 2009). Cela ne constitue donc pas un bon
choix pour le cas qui nous concerne.
1.5 Conclusion
Le but de ce chapitre était de faire une revue des différentes méthodes permettant le suivi en
temps réel de la puissance maximale des éoliennes, des différents capteurs de vent existants et
des différents modèles servant à modéliser le vent.
Pour le suivi en temps réel du point de puissance maximale du parc éolien étudié dans ce
mémoire, la méthode multi-unités sera utilisée puisqu’elle permet une convergence rapide vers
le point de puissance maximale et que le problème d’optimisation concerne plusieurs unités
identiques. L’effet de sillage sera également considéré ainsi qu’un modèle dynamique qui sera
présenté au chapitre 3. Pour permettre un contrôle du parc avec la méthode multi-unités pour
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des éoliennes soumises à des vents différents, une fonction objectif utilisant une puissance
normalisée sera présenté au chapitre 4.
Pour pouvoir normaliser la puissance générée par une éolienne, l’utilisation d’un capteur de
vent sera nécessaire. Le modèle du capteur LIDAR sera donc celui utilisé pour cette recherche
parce qu’il permet la lecture du vent devant l’éolienne.
Pour modéliser la turbulence, nous avons vu plusieurs modèles différents. Celui utilisé pour les
simulations sera le modèle de Kaimal disponible dans la boîte à outils Aeolus. Cela permettra
également de modéliser l’effet de sillage et l’interaction aérodynamique entre les éoliennes.
Le prochain chapitre portera donc sur les premières simulations comparant les performances
de la méthode multi-unités à celles de la méthode de perturbation qui a été utilisée pour une
simulation similaire dans l’article de Johnson et Fritsch (2012).

CHAPITRE 2
OPTIMISATION EN TEMPS RÉEL DE LA PUISSANCE DU PARC ÉOLIEN EN
CONSIDÉRANT L’EFFET DE SILLAGE
Les différentes méthodes d’optimisation qui ont été utilisées pour l’optimisation de la produc-
tion d’énergie électrique par des éoliennes ont été utilisées principalement pour des cas d’opti-
misation d’une seule éolienne. Cependant, l’optimisation d’un parc présente un tout autre défi
en raison de l’interaction aérodynamique des éoliennes le composant.
Comme mentionné précédemment, faire fonctionner les éoliennes placées en amont à un point
sous-optimal augmente la puissance produite par les éoliennes placées derrière. Ainsi, la puis-
sance extraite d’un parc éolien peut être augmentée en trouvant le point de fonctionnement
optimal du parc et non celle de chaque éolienne qui le compose.
Dans l’article de référence de Johnson et Fritsch (2012), la méthode de perturbation a été
utilisée afin de trouver le point de puissance maximale du parc. Cependant, il est montré dans
cet article que cette méthode a une lacune majeure en ce qui concerne le temps de convergence
et la stabilité du parc lorsque ce dernier est soumis à des vents turbulents. De plus, comme
mentionné précédemment, la méthode de perturbation introduit une oscillation du système qui
n’est pas désirable.
La méthode proposée dans cette recherche est la méthode multi-unités. Étant donné qu’un parc
éolien est constitué de plusieurs éoliennes généralement très semblables, il est possible d’utili-
ser cette méthode pour optimiser la puissance produite par celui-ci. Nous allons donc faire en
simulation une comparaison des performances des deux méthodes mentionnées ci-dessus. Ces
premières simulations se limiteront au cas présenté à la figure 0.3. De ce fait, chaque éolienne
en aval sera complètement dans le sillage des éoliennes en amont. L’orientation du vent sera
fixe. De plus, seulement le modèle statique présenté au chapitre 1 sera utilisé.
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2.1 Boîte à outils Aeolus
Cette section portera sur la modélisation du vent et de l’effet de sillage. Le modèle est dispo-
nible dans la boîte à outils MATLAB-Simulink Aeolus nommée SimWindFarm et les informa-
tions présentées dans cette section sont disponibles dans le document de Grunnet et al. (2010).
Dans cette recherche, il sera question du modèle reposant sur l’hypothèse de la turbulence gelée
de Taylor. Cette hypothèse consiste à assumer que le vent ne reçoit aucune nouvelle turbulence
lors de sa propagation dans le parc. Les variations du vent causées par la turbulence se réalisent
sur la première ligne du parc et ne changeront pas pour le reste de sa propagation.
2.1.1 Modélisation du vent
Cette boîte à outils utilise un modèle de vent en deux dimensions. Ce modèle considère seule-
ment la modélisation du vent dans la direction latérale et longitudinale. La vitesse du vent
perpendiculaire au sol est supposée nulle.
La simulation du vent se fait selon la division matricielle montrée à la figure 2.1. Cette grille
représente les différents points servant à modéliser la propagation du vent à différents endroits
dans le parc éolien. Le vent est généré sur la première ligne longitudinale du parc. Cette ligne se
propage à travers le parc dans la direction longitudinale. À chaque période d’échantillonnage,
un nouveau vent est créé sur la première ligne de la grille et celui qui a été créé précédemment
se déplace sur la ligne suivante jusqu’à ce que la simulation soit terminée. L’addition de toutes
ces lignes modélise le vent se propageant dans le parc.
La boîte à outils MATLAB Aeolus utilise le spectre de Kaimal pour modéliser la turbulence
(Grunnet et al., 2010). Pour décrire la propagation du vent, chaque point en aval du vent de
la grille, présenté à la figure 2.1, est fonction du vent des points en amont. Cette interaction
se nomme cohésion entre deux points. Les équations servant au calcul de la cohésion sont
présentées dans le document de Grunnet et al. (2010).
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Figure 2.1 Représentation de la grille utilisée pour modéliser
le vent à différents points dans le parc
Le vent arrivant à différents points sur le rotor de l’éolienne est représenté à la figure 2.2. Le
vent V arrivant au rotor de l’éolienne est calculé de la façon suivante :
V =
V 1 + V 2 + V 3 + ...+ Vnbp
nbp
(2.1)
Où nbp représente le nombre de points de la grille touchant le rotor. Pour le cas qui nous
concerne, on supposera que la distance entre deux points est plus grande que le rotor de l’éo-
lienne. De cette manière, on peut faire l’hypothèse que le vent est le même sur toute la région
du rotor. Donc, il y a un seul V et nbp est égal 1.
Le modèle de vent décrit dans cette section sera appliqué seulement aux éoliennes en amont du
vent. On supposera que les éoliennes en aval recevront exactement le même vent que ceux en
amont à l’exception de l’effet de sillage et du délai de propagation du vent.
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Figure 2.2 Vent arrivant sur le rotor de l’éolienne
2.1.2 Modélisation de l’effet de sillage
Le modèle de l’effet de sillage est représenté par la figure 2.3. L’effet de sillage est divisé en
trois parties : le déficit du sillage, le centre du sillage et l’expansion du sillage. Le déficit du
sillage modélise la perte de vitesse causée par l’effet sillage sur le vent local. Le centre du
sillage décrit la direction de propagation du sillage et l’expansion décrit la région autour du
centre qui le délimite. Le déficit est appliqué sur la vitesse du vent local de cette région. Afin
de déterminer le temps de propagation du sillage, l’expression suivante sera utilisée (Grunnet
et al., 2010) :
t0 = t1 − d
Vm
(2.2)
Où t0 représente le temps en secondes au point initial à partir duquel le sillage a été créé, t1 le
temps actuel en secondes du sillage, d la distance en mètres parcourue entre ces deux instants.
2.1.2.1 Déficit de l’effet de sillage
Le déficit constitue la partie importante, car elle permet de mesurer l’impact de l’effet de sillage
sur les éoliennes. Le déficit du sillage à une distance d est estimé par l’expression suivante
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Figure 2.3 Représentation de l’effet de sillage complet de la boîte à outils Aeolus
Adaptée de Grunnet et al. (2010, p.5)
(Grunnet et al., 2010) :






Où CT,i est le coefficient de poussée de l’éolienne i au temps t0. La valeur de CT est fonction
de λ et peut être exprimée comme suit (Soleimanzadeh et Wisniewski, 2011) :
CT = k00 + k10β + k01λ+ k20β
2 + k11βλ+ k02λ
2 . . . (2.4)
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Comme pour CP , puisque que nous considérons que β est égal à 0, on peut réécrire l’équa-
tion 2.4 comme suit :
CT = k00 + k01λ+ k02λ
2 + · · ·+ k0nλn (2.5)
Pour la boîte à outil Aeolus, la courbe de CT en fonction de λ est représenté par la figure 2.4.
Figure 2.4 Courbe du coefficient de poussée en fonction de la vitesse spécifique
Cette courbe peut être modélisée par une fonction polynômiale d’ordre 6 :
CT = 1.2355 ∗ 10−1 − 1.3664 ∗ 10−1λ+ 9.4260 ∗ 10−2λ2 − 1.4506 ∗ 10−2λ3
+1.0183 ∗ 10−3λ4 − 3.3632 ∗ 10−5λ5 + 4.1895 ∗ 10−7λ6
(2.6)
On voit que plus l’éolienne opère avec un λ élevé, plus CT sera grand et plus le déficit causé
par son sillage sera grand.
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2.1.2.2 L’expansion et le centre de l’effet de sillage









4R2 + dR (2.7)
Pour simplifier la région délimitant l’effet de sillage, l’équation modélisant le centre du sillage
a été simplifiée par rapport à celle donnée par la boîte à outils Aeolus. Le centre du sillage
est considéré comme étant fixe dans la direction longitudinale. Cela permet de simplifier l’in-
teraction entre les éoliennes en amont et celles en aval du vent. Une représentation du sillage
utilisée dans cette recherche est montrée à la figure 2.5.
Figure 2.5 Représentation du sillage causée par une éolienne
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2.2 Configuration du parc
Le cas simulé dans ce chapitre est celui où les éoliennes en aval sont placées complètement
dans le sillage de celles en amont. Une représentation du parc est montrée à la figure 2.6.
Figure 2.6 Représentation de la configuration du parc pour les simulations du chapitre 2





Dans l’article de Pao et Johnson (2009), il est mentionné que la distance recommandée pour D
est de 8 à 10 diamètres de rotor d’éolienne et que celle recommandée pour D2 est environ la
moitié de D. On peut donc définir D et D2 comme suit :




Le parc est divisé en trois colonnes d’éoliennes identiques subissant exactement le même vent.
Il est à noter que pour ce chapitre, l’inertie du rotor ainsi que la génératrice sont négligées.
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2.3 Problème d’optimisation et méthodes d’optimisation
2.3.1 Problème d’optimisation







Où n et Pcn représentent respectivement l’indice de la colonne et la puissance générée par
la colonne en Watts. Ptot représente la puissance totale générée par le parc en watt. Cette
puissance est la somme des puissances générées par les éoliennes qui constituent la colonne.
On peut donc définir la puissance générée par une colonne à partir de l’équation (2.11).
Pman et Pmbn représentent respectivement la puissance générée par l’éolienne en amont et en
aval de chaque colonne. On peut exprimer la puissance générée par une colonne en fonction de
la vitesse spécifique des éoliennes en amont λ1 et de celui des éoliennes en aval λ2 à partir de
l’équation (2.12).




ρAV 31 CP (λ1) +
1
2
ρAV 32 CP (λ2) (2.12)
On remarque donc la présence de deux vitesses de vent différentes, soit V1 et V2. Cependant
étant donné que la direction du vent est fixe et identique pour toutes les colonnes du parc, il est
possible de définir V2 en fonction de V1 de la façon suivante :
V2 = α(d, λ1)V1 (2.13)




ρAV 31 (CP (λ1) + α(d, λ1)
3CP (λ2)) (2.14)
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De cette équation, On remarque que la puissance générée par une colonne d’éolienne est fonc-
tion de la somme de CP (λ1) et de α(d, λ1)3CP (λ2). La courbe de cette somme en fonction de
λ1 et λ2 considérant un rayon de pale d’éolienne de 63 mètres est montré à la figure 2.7 :
Figure 2.7 Somme de CP (λ1) et de α(d, λ1)3CP (λ2) en fonction de λ1 et λ2
Dans cette figure, on peut voir qu’il existe un point en fonction de λ1 et de λ2 pour lequel la
somme de CP (λ1) et de α(d, λ1)3CP (λ2) est maximale. Ce point correspond donc au point
de puissance maximale pouvant être extraite du vent par une colonne. De ce fait, pour une
extraction maximale, λ1 doit être d’environ 7.75 et λ2 doit être d’environ 8.05. Ce point de
puissance maximale offre une puissance en sortie de 0.11% plus élevée que si les éoliennes
fonctionnaient toutes à un λ égal à 8.05, ce qui correspond au point optimal individuel. On
remarque que le gain en puissance est très bas pour le cas présenté ici. Cependant, dans l’article
Johnson et Fritsch (2012), un gain en puissance d’environ 4% est obtenu avec un modèle d’effet
de sillage différent pour une colonne composée de 3 éoliennes de 1.5 MW et une distance D
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différente. De ce fait, le gain en puissance dépend énormément du modèle de l’effet de sillage
utilisé, du modèle d’éolienne, de la topologie du terrain, du nombre d’éoliennes affectées par
l’effet de sillage et de la distance séparant chaque éolienne.
Dans l’article de Johnson et Fritsch (2012) ainsi que dans celui de Pérez, Mínguez et Guanche
(2013), les auteurs utilisent un modèle de déficit d’effet de sillage ayant un facteur de dégrada-
tion relié en partie par la topologie du terrain, par les turbulences locales et par les caractéris-
tiques des éoliennes. Ce facteur n’est pas présent dans l’équation (2.3) et celui-ci a une grande
influence sur la grosseur du déficit. Donc, il a une influence directe sur le gain en puissance
pouvant être obtenue en considérant l’effet de sillage dans le problème d’optimisation. Le mo-
dèle utilisé dans ces présents travaux est donc très peu pénalisant, ce qui explique le faible
gain en puissance. Cependant, comme mentionné dans l’article de Johnson et Fritsch (2012),
il y a un réel gain à obtenir en considérant l’effet de sillage dans le problème d’optimisation et
celui-ci est probablement supérieur à 0.11%.
2.3.2 Méthode de perturbation
Dans ce chapitre, on a choisi de montrer les performances de la méthode de perturbation pour
l’optimisation du parc éolien, car cette méthode a déjà été utilisée dans l’article de Johnson et
Fritsch (2012) pour une optimisation semblable. On peut voir à la figure 2.8 une représentation
schématique du système utilisé sur une des colonnes du parc.
Puisqu’il s’agit d’un problème à plusieurs entrées, on utilise deux signaux de perturbation
sinusoïdaux ayant des fréquences différentes afin de bien estimer les gradients de puissance
selon chaque entrée. Les fréquences des deux signaux sont respectivement ω1 = 0.0080 rad/s et
ω2 = 0.0030 rad/s. Leur amplitude est respectivement a1 = 0.3 et a2 = 0.01. Ces deux signaux
de perturbation ont été choisis, car ils permettaient une bonne convergence du système vers le
point de puissance maximale.
La fréquence des deux filtres a été déterminée par rapport aux fréquences des signaux de per-
turbation (Johnson et Fritsch, 2012). Les fréquences de coupure des filtres sont ωh = 0.0020
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Figure 2.8 Schéma de la méthode de perturbation
rad/s et ωb = 0.0017 rad/s. Cela permet donc de couper la constante continue tout en gardant les
fréquences des signaux de perturbation. Ainsi les gradients peuvent être correctement estimés.
Les filtres utilisés sont les suivants :
HPFPH(s) =
s2




s2 + 2(0.60)ωbs+ ω2b
(2.16)
Les paramètres des signaux de perturbation et des filtres ont été choisis de façon à permettre
au parc de converger vers l’optimum pour tous les types de turbulences. De plus, ils permettent
d’obtenir une réponse à la limite du dépassement. Pour ce problème d’optimisation, ce n’est
pas la dynamique qui limite la performance atteignable, mais plutôt la courbure de la fonction
objectif et du temps de propagation du vent.
2.3.3 Méthode multi-unités
Dans cette section, on présentera la méthode multi-unités appliquée au cas de la figure 0.3. La
figure 2.9 illustre le principe de fonctionnement de celle-ci.
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Figure 2.9 Schéma de la méthode multi-unités
Les gradients sont estimés par la différence de la puissance lue en sortie de la colonne de
référence avec les colonnes perturbées en entrée. Pour le cas qui nous concerne, chaque colonne
d’éoliennes représente une unité. La colonne 1 représente l’unité de référence. Les deux autres
colonnes ont une perturbation constanteΔλ sur une de leurs entrées. De ce fait, chaque colonne
perturbée sert à l’estimation du gradient pour une des entrées. La colonne 2 sert à l’estimation
du gradient selon λ1 et la colonne 3 sert à l’estimation du gradient selon λ2. La loi de commande
de la méthode multi-unités est décrite à partir des équations (2.17) et (2.18). i = 1, 2 correspond
à la position des éoliennes d’une même colonne et j = 2, 3 au numéro de la colonne. Ainsi,
la méthode ajuste les valeurs de λij proportionnellement à la différence des puissances des
sorties entre la colonne de référence et les 2 autres colonnes. Pour que les colonnes convergent
au point de puissance maximale, les Δλ ont été réglés à 0.05.
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2.4 Résultats de simulation
Les résultats de simulation présentés dans cette section ont été obtenus en considérant un rayon
de rotor de 63 mètres, ce qui correspond à une éolienne de 5 MW. Les valeurs initiales de λ1
et λ2 ont été fixées à 8.05, soit à la valeur optimale de chaque éolienne lorsqu’on les considère
isolée des autres éoliennes. Il est à noter également que les figures de cette section montrent les
résultats de simulation de la colonne 1 (colonne de référence). Puisque les colonnes reçoivent
toutes le même vent, il n’est pas nécessaire de montrer les résultats de toutes les colonnes, car
ceux-ci sont très semblables. Pour les simulations, il est important de rappeler que le modèle
d’éolienne est statique, mais que le temps de propagation du vent est pris en compte.
λ˙i1 = Ki(Pci+1 − Pc1)/Δλi (2.17)⎧⎨
⎩
λij = λi1 +Δλi si j - i = 1
λij = λi1 sinon
(2.18)
Pour les premières simulations, les éoliennes situées en amont de chaque colonne reçoivent
un vent de 9 m/s sans turbulence. La valeur des gains K utilisée pour les deux méthodes de
commande extrémale a été déterminée de sorte à avoir une convergence stable. Les valeurs des
gains K1 et K2 pour la méthode de perturbation sont respectivement 3e−8 W−1 et 1e−10 W−1.
Pour la méthode multi-unités, les valeurs de K1 et K2 sont respectivement 1−5 W−1 et 1−5
W−1. Les résultats de ces premières simulations sont illustrés à la figure 2.10
On remarque que pour les deux méthodes, la vitesse du vent entrante de l’éolienne en aval est
plus basse que celle de l’éolienne en amont en raison de la perte de vitesse causée par l’effet
de sillage. Les résultats montrent également que les deux parcs convergent vers le point de
puissance maximale. Cependant, le parc utilisant la méthode multi-unités converge beaucoup
plus rapidement avec un temps de convergence d’environ 0.04 heure contrairement à 7-8 heures
pour la méthode de perturbation. Cette dynamique lente des signaux de perturbation de la
méthode de perturbation est nécessaire pour garantir la convergence. La méthode multi-unités,
quant à elle, utilise une perturbation constante indépendante du temps, ce qui la rend beaucoup
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Figure 2.10 Simulations avec un vent sans turbulence :
a) méthode de perturbation, b) méthode multi-unités
plus rapide. Son temps de convergence est égal à la dynamique du système. Puisque le modèle
utilisé est complètement statique, le temps de convergence est seulement égal au temps de
propagation du vent entre les deux éoliennes d’une même colonne, ce qui correspond à environ
0.04 heure. De plus, le type de perturbation utilisé par la méthode multi-unités n’occasionne pas
d’oscillations autour du point de puissance maximale. L’oscillation causée par les perturbations
de la méthode de perturbation est non désirable puisqu’elle engendre des stress mécaniques
supplémentaires.
Par la suite, de fortes turbulences ont été ajoutées pour évaluer les performances des deux
méthodes lorsque le parc est soumis à de fortes variations de vitesse dans le vent. Une vitesse
moyenne de 9 m/s a été conservée. Les valeurs des gains K de la méthode de perturbation
n’ont pas été changées, car cela n’améliore en rien les résultats. Pour la méthode multi-unités,
les valeurs de K1 et K2 ont été réduites à 1−8 W−1 et 1−8 W−1 pour permettre au parc de
converger de façon stable. La réduction des gainsK est nécessaire compte tenu des turbulences
jumelées au délai de propagation du vent présenté à l’équation 2.2. De ce fait, la vitesse du vent
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à éolienne en aval n’est pas complètement égale au vent de l’éolienne en amont multiplié à
l’effet de sillage comme présenté à l’équation 2.13. Cette différence engendre une perturbation
supplémentaire obligeant ainsi la diminution des gains. Les résultats pour les deux méthodes
sont présentés à la figure 2.11.
Figure 2.11 Simulations avec un vent en présence de fortes turbulences :
a) méthode de perturbation, b) méthode multi-unités
La puissance en sortie est affichée dans la figure2.11 pour montrer qu’elle est directement
affectée par la turbulence dans le vent. D’une part, la méthode multi-unités converge moins
rapidement avec un temps de convergence de 0.4 heure en présence de fortes turbulences. Ceci
est attribuable à la réduction des valeurs des gains K pour permettre au parc de converger de
façon stable. Or, le temps de convergence reste beaucoup plus rapide que celui de la méthode
de perturbation. D’autre part, la méthode de perturbation dans ce cas converge moins effica-
cement que lors de la simulation précédente sans turbulence. On voit que λ1 se stabilise plus
difficilement à sa valeur optimale. Cela est attribuable au temps de convergence très lent de
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la méthode. On constate donc que la méthode multi-unités offre des résultats beaucoup plus
intéressants que la méthode de perturbation.
2.5 Conclusion
Dans ce chapitre, une comparaison des performances entre les deux méthodes de commande
extrémale a été réalisée pour le suivi en temps réel du point de puissance maximale du parc
éolien.
On remarque d’une part que la méthode multi-unités offre de meilleures performances que la
méthode de perturbation pour toutes les simulations présentées. Cependant, il est à noter que
ces simulations sont basées sur une forte hypothèse soit, que chaque colonne d’éolienne reçoit
le même vent. La probabilité que cela se réalise est faible en raison du caractère très variable
du vent. En outre, des colonnes soumises à des vents différents ne sont pas identiques. Dans
un tel cas, la méthode multi-unités serait moins performante, voire même instable. Il sera donc
question dans le chapitre 4 d’une fonction objectif permettant d’utiliser la méthode multi-unités
lorsque les colonnes sont soumises à des vents différents.
Mais auparavant, un modèle plus complet de l’éolienne sera présenté pour obtenir un modèle
de simulation plus dynamique. Ce modèle sera présenté au prochain chapitre.

CHAPITRE 3
MODÈLE COMPLET DE L’ÉOLIENNE
Le modèle complet de l’éolienne qui sera utilisé dans cette étude sera présenté dans ce chapitre.
Cela correspond en partie au modèle d’éolienne de 5 MW disponible dans la boîte à outils Aeo-
lus. D’une part, les modèles représentant l’aérodynamisme de l’éolienne, la boîte de vitesses
et la génératrice ont été directement pris de la boîte à outils. Le modèle aérodynamique corres-
pond à celui présenté au chapitre 1 et les deux autres modèles seront présentés dans ce chapitre.
D’autre part, par rapport à la boîte à outils Aeolus, le modèle du contrôleur a été modifié. Le
contrôleur de la boite à outils Aeolus utilise une table de puissance en fonction de la vitesse
du vent pour dicter au système le couple de référence à la génératrice. De ce fait, à partir de la
puissance de référence et de la vitesse de rotation du rotor, le couple de référence est donné au
moteur. Or, avec la méthode multi-unités, la table de puissance en fonction de la vitesse de vent
n’est pas nécessaire, car la consigne de couple vient de l’estimation du gradient de la fonction
objectif. De ce fait, la consigne de couple sera dictée à partir de la valeur de λ1 et le λ2 donnée
par la méthode. C’est pour cette raison que le contrôleur a été modifié. Finalement, un modèle
représentant le LIDAR a également été ajouté pour simuler l’instrument de mesure de la vitesse
du vent. Avec ces modèles, il sera possible de simuler le parc éolien avec des éoliennes ayant
un temps de réaction plus près de la réalité.
3.1 Modèle LIDAR
Le modèle LIDAR utilisé pour les simulations et présenté dans cette section est tiré du docu-
ment de Simley et al. (2012). Celui-ci repose sur le système CLR à ondes entretenues présenté
dans la revue de littérature. Il est à noter que l’on supposera pour ce modèle que le vent sur
toute la région du rotor de l’éolienne est identique et complètement parallèle à l’axe de celui-ci.
La figure 3.1 illustre la lecture du vent devant le LIDAR.
Le LIDAR prend plusieurs points de mesure représentés par le cercle à une distance DL en
mètres en amont. Chaque mesure autour du cercle est prise à un taux d’échantillonnage de 50
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Figure 3.1 Schéma de la prise de mesure de la vitesse du vent
Hz et le LIDAR effectue une révolution de mesure de 60 tours par minute (RPM). θL représente
l’angle en degrés entre la distance DL et la distance entre le LIDAR et le cercle. rL représente
le rayon du cercle en mètre. Le temps de propagation du vent entre le cercle et le LIDAR est





La mesure de la vitesse du vent fait par le capteur LIDAR a l’effet d’un filtre passe-bas d’ordre
2 appliqué sur la vitesse du vent réel (Schlipf, Schlipf et Kühn, 2013). Le filtre utilisé dans ce
chapitre est décrit à partir de l’équation (3.2). Dans cette équation, KL est le nombre d’onde
en mètres à la moins un. À la figure 3.2, on montre la représentation du filtre passe-bas pour





On remarque donc que plusKL est petite, plus la fréquence de coupure sera élevée et donc plus
la lecture du vent sera bonne. Pour déterminer la fréquence de coupure (notée fl) en Hertz du






Figure 3.2 Ratios d’amplitude des filtres passe-bas
pour différentes valeurs de distance focale
La vitesse du vent lue par le LIDAR peut donc être définie par la fonction suivante :
Vmes = HFPBL(fl)V =
(2πfl)2V
s2 + 2(0.7)(2πfl)s+ (2πfl)2
(3.4)
L’angle θL est également à considérer, car selon Dunne, Simley et Pao (2011), plus cet angle
est grand, plus la lecture du vent sera erronée. Toutefois, comme il a été supposé que le vent
est identique sur toute la région du rotor et qu’il est parallèle à l’axe du rotor, on considérera
que cet angle n’aura aucun effet sur la lecture du vent. Cependant pour mesurer le temps de
propagation, θL sera néanmoins considéré. On peut calculer le temps de propagation δt pour
chaque distance focale à partir du cosinus de l’angle θL et de la vitesse moyenne. Par exemple,
pour un angle θL de 15 degrés et un vent moyen de 12 m/s, voici au tableau 3.1 le délai de
propagation et KL en fonction de la distance DL.
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Tableau 3.1 Délai de propagation et nombre d’ondes
de coupure en fonction de la distance focale
Distance focale (m) Délai de propagation (s) Nombre d’onde de coupure (m−1)
10 0.8 0.87
25 2.0 0.14
50 4.0 3.5 ∗ 10−2
100 8 8.7 ∗ 10−3
200 16 2.2 ∗ 10−3
On peut voir que plus la distanceDL est grande, plus le temps de propagation sera grand. L’effet
du LIDAR sur la lecture d’un vent moyen de 12 m/s pour différentes valeurs de distance focale
est illustré à la figure 3.3 .
Figure 3.3 Effet du LIDAR sur la lecture de vent
pour différentes valeurs de distance focale
55
3.2 Modèle de boîte de vitesses
Deux modèles de boîte de vitesses seront présentés dans la présente section soient, le modèle
à trois et deux masses (Iov et al., 2004).
3.2.1 Modèle à trois masses
Le modèle à trois masses est plus complexe que celui à deux masses, mais il sera présenté pour
une meilleure compréhension de la modélisation de la boîte de vitesses. Les trois masses sont
respectivement la masse du rotor de l’éolienne, la masse des roues d’engrenage et la masse de
la génératrice. La figure 3.4 illustre ce modèle.
Figure 3.4 Modèle à trois masses
Adaptée de Iov et al. (2004, p.25)
En prenant le facteur d’amortissement et la rigidité des deux arbres présents, on peut formuler












+DggΩ2 + ksg(θBV 2 − θBV g) (3.7)
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−Tg = Jg dΩg
dt

















Où les suffixes r, g, 1 et 2 représentent respectivement le rotor de l’éolienne, la génératrice, la
roue d’engrenage de l’arbre du rotor et la roue d’engrenage de l’arbre de la génératrice. T , ks,
Dg, J , Ω et θBV représentent respectivement le couple en newtons-mètres, la constante de rap-
pel en newtons-mètres par radian, la constante d’amortissement en newtons-mètres secondes
par radian, l’inertie en newtons-mètres par radian par seconde, la vitesse angulaire en radians
par seconde et la position angulaire en radians. Les liens entre T1, T2, Ω1 et Ω2 sont définis par





Ω2 = KBVΩ1 (3.14)
On peut voir que ce modèle est sensiblement complexe et pourra être simplifié en considérant
que la masse des roues d’engrenage est très petite par rapport à la masse du rotor et de la
génératrice.
3.2.2 Modèle à deux masses
Le modèle à deux masses est réalisé en négligeant la masse des roues d’engrenage. On peut
simplifier les deux arbres en un seul arbre en utilisant KBV . Le modèle à deux masses est
présenté à la figure 3.5.
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Figure 3.5 Modèle à deux masses
Adaptée de Iov et al. (2004, p.26)
En représentant l’arbre du rotor de l’éolienne du côté de la génératrice avec KBV , on peut


















= Ωr − 1
KBV
Ωg (3.17)
Où φBV représente l’angle de torsion en radians de l’arbre de vitesse. Dge et kse sont respec-
tivement la constante de rappel et la constante d’amortissement équivalente de l’arbre définis



















La figure 3.6 montre le schéma Simulink du modèle à deux masses. Les paramètres utilisés
pour la boîte de vitesses correspondent à une éolienne de 5 MW.
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Figure 3.6 Schéma Simulink du Modèle à deux masses
3.3 Modèle de la génératrice
Plusieurs modèles de génératrice existent pour la production d’énergie électrique par les éo-
liennes tels que la machine synchrone, la génératrice à induction et la génératrice à double
alimentation (Manwell, McGowan et Rogers, 2009). Étant donné que cette étude ne porte pas
sur le réseau électrique d’un parc éolien, le choix d’un modèle plus simple a été préconisé
afin d’alléger considérablement le temps des simulations. Seulement le temps de réaction de la
génératrice a été pris en compte dans ce modèle. Le modèle de premier ordre disponible dans
la boîte à outils MATLAB Aeolus a été choisi pour cette recherche (Grunnet et al., 2010). Le






(Tref − Tg) (3.20)
Où τg et Tref représentent respectivement la constante de temps en secondes et le couple de
référence en newtons-mètres donné par le contrôleur. La puissance en Watts en sortie de la
génératrice est calculée de la façon suivante :
Pg = 0.944ΩgTg (3.21)
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3.4 Contrôleur
Étant donné que dans cette recherche, l’étude se fait sur la commande extrémale de la région
1 de la figure 1.3, le contrôleur utilisé s’occupera seulement de commander la vitesse de la
génératrice. Pour se faire, un contrôleur PI a été utilisé. Ce type de contrôleur largement utilisé
dans la commande d’éolienne. Notamment, il a été utilisé dans l’article de González et al.
(2010) et de Zou (2012). La figure 3.7 montre le schéma complet de la boucle de contrôle
utilisé pour ces présents travaux.
Figure 3.7 Schéma de la boucle de controle
Le couple de référence de la génératrice est donc contrôlé à partir de la vitesse de rotation
de l’arbre de la génératrice Ωgen et la vitesse de référence Ωref en radians par seconde. Le ta-
bleau 3.2 montre le temps de stabilisation pour différentes valeurs des paramètres du contrôleur
PI.
Tableau 3.2 Valeur des gains de 4 contrôleurs PI
Gain P Gain I Temps de stabilisation (s)
PI1 -861.97 0.036 10
PI2 -429.08 0.037 20
PI3 -162.76 0.041 50
PI4 -54.84 0.059 100
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Où λref représente la vitesse spécifique de référence. La figure 3.8 montre le temps de réaction
de la puissance en sortie de l’éolienne suite à un changement de vitesse de vent de 9 m/s à 10
m/s et pour une λref constant à 8.
Figure 3.8 Temps de réaction de l’éolienne à un changement
de vitesse de vent de 9 m/s à 10 m/s pour les 4 contrôleurs PID
On remarque que pour les quatre cas, l’allure de la courbe est très près d’un ordre 2. Cependant,
plus le temps de réaction est grand, plus les deux pôles dominants s’éloignent des autres pôles
et donc plus la courbe peut être considérée comme un second ordre. Si le temps de réaction est
trop petit, les deux pôles dominants se rapprochent des autres pôles. Par conséquent, on peut
observer une perte de puissance avant la montée vers la consigne, ce qui est indésirable. Donc,
plus le temps de réaction est petit, plus cette perte de puissance sera grande. De ce fait, pour
réduire ce dépassement tout en gardant un temps de réaction rapide, le PI 3 a été choisi.
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3.5 Conclusion
Le but de ce chapitre était de présenter le modèle complet de l’éolienne qui sera utilisé pour
les prochaines simulations. Premièrement, le modèle du LIDAR a été présenté pour simuler
la vitesse du vent lue par l’éolienne. Deuxièmement, pour modéliser la boîte de vitesses, le
modèle à deux masses sera utilisé. Ce modèle prend en compte la masse du rotor de l’éolienne
et la masse de la génératrice tout en négligant la masse des roues d’engrenage. Troisièmement,
pour ce qui est de la génératrice, une simple fonction de transfert du premier ordre servira
de modèle. Il a été décidé d’utiliser ce modèle simple, car le réseau électrique du parc éolien
ne fait pas partie de la présente étude et cela permet de réduire considérablement le temps de
simulation. Pour finir, un PI permettra la commande de vitesse de l’éolienne. Celui-ci permet
d’obtenir un temps de réaction de 50 secondes à un changement de la vitesse du vent de 1
m/s. Dans le prochain chapitre, le problème d’optimisation utilisant la puissance normalisée
sera présenté ainsi que les différentes simulations concernant le suivi du point de puissance
maximale du parc en utilisant la méthode multi-unités.

CHAPITRE 4
SIMULATIONS DU MODÈLE COMPLET DU PARC
Dans le chapitre 2, les performances de deux méthodes d’optimisation pour le suivi en temps
réel du point de puissance maximale du parc ont été comparées. Cette comparaison a permis de
constater que la méthode multi-unités offrait de meilleures performances en terme de vitesse
de convergence que la méthode de perturbation. Ainsi, la méthode multi-unités sera utilisée
dans le présent chapitre, mais pour des colonnes d’éoliennes soumises à des vents différents.
Dans la thèse de doctorat de Woodward (2009), une méthode est proposée pour suivre en temps
réel le point optimal d’opération d’unités semblables, mais ayant des courbes caractéristiques
différentes. Or, cette méthode consiste à ajouter un correcteur adaptatif dans la boucle de com-
mande de la méthode multi-unités, ce qui ralentit le temps de convergence du système vers le
point de puissance maximale. De plus, plus les différences sont grandes, plus la performance
de la méthode se détériore.
Dans le présent chapitre, une toute autre approche a été privilégiée afin de rendre possible l’ap-
plication de la méthode multi-unités à des colonnes d’éoliennes soumises à des vents différents.
Cette approche consiste à transformer le problème d’optimisation pour permettre d’utiliser la
méthode multi-unités originale (Srinivasan, 2007) en présence d’unités différentes. Cette mé-
thode est basée sur l’utilisation d’une fonction objectif définie par une puissance normalisée
indépendante du vent qui sera présentée dans les prochaines sections.
Les simulations présentées au chapitre 2 considéraient seulement le modèle aérodynamique des
éoliennes. Cela signifie que le temps de réaction des éoliennes était beaucoup plus rapide qu’il
est censé l’être en réalité. Pour raffiner les simulations, le modèle complet qui a été présenté au
chapitre 3 sera utilisé dans le présent chapitre et conséquemment, l’inertie de la génératrice et
de la boîte de vitesses sera prise en considération.
Finalement, en utilisant le capteur LIDAR, il est maintenant possible de connaître l’intensité
de la turbulence du vent devant l’éolienne. La connaissance de cette intensité rendra possible
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la variation des gains de la méthode multi-unités pour différents niveaux de turbulences. Cela
assurera la stabilité du système, et ce, pour différentes intensités de vent.
4.1 Puissance normalisée : Coefficient de puissance d’une colonne
4.1.1 Fonction objectif
Le problème d’optimisation présenté au chapitre 2 permet le suivi du point de puissance maxi-
male pour le cas où les éoliennes en aval sont complètement dans le sillage des éoliennes en
amont (voir figure 2.6). En outre, la fonction objectif est dépendante de la puissance mécanique
générée par chaque éolienne d’une même colonne. Cependant, cela occasionne un problème
important pour la méthode multi-unités, car la puissance en sortie dépend de la vitesse du
vent. Deux éoliennes qui ne reçoivent pas le même vent n’ont pas le même point de puis-
sance maximale. Cependant, selon la figure 2.7, la relation entre la somme de CP (λ1) et de
α(d, λ1)
3CP (λ2) en fonction de λ1 et de λ2 est indépendante de la vitesse du vent. Ainsi, à






= CP (λ1) + α(d, λ1)
3CP (λ2) (4.1)
Où V1mes est la vitesse du vent mesurée devant l’éolienne placée en amont. En divisant la
puissance générée par une colonne d’éoliennes par ρ, A et V 31mes, on obtient une puissance
normalisée indépendante de la vitesse du vent (sous l’hypothèse que V1 et V1mes sont égaux).
Autrement dit, la puissance normalisée est parfaitement indépendante du vent si la vitesse
du vent devant l’éolienne est parfaitement connue. Également, on remarque que la puissance
normalisée est une approximation du coefficient de puissance d’une colonne.
La figure 4.1 illustre la méthode multi-unités utilisant la puissance normalisée. Le gradient
est estimé par la différence de la puissance normalisée de chaque unité (chaque colonne d’éo-
liennes dans le présent contexte). De ce fait, il est possible d’optimiser en temps réel la puis-
sance générée par le parc éolien avec la méthode multi-unités en présence d’éoliennes iden-
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tiques soumises à des vents différents, car, en théorie, la puissance normalisée est complète-
ment indépendante du vent.
Figure 4.1 Schéma du contrôleur utilisant la puissance normalisée
4.1.2 Simulation utilisant la puissance normalisée
Les valeurs des paramètres du modèle des éoliennes utilisées pour la simulation sont présentées
au tableau 4.1.
Au cours des différentes simulations, chaque colonne du parc éolien sera soumis à des vitesses
moyennes de vent différentes. La vitesse moyenne de vent pour les colonnes 1 à 3 sera respec-
tivement de 9.5, 9 et 8.5 mètres par seconde. De plus, quatre niveaux d’intensité de turbulences
dans le vent seront utilisés tel que montré à la figure 4.2.
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Tableau 4.1 Paramètres de simulations du chapitre 4
Paramètre Valeur
Densité de l’air ρ (kg/m3) 1.2231
Rayon du rotor R (m) 63
Inertie de la génératrice Jg (Nm/(rad/s)) 534.116
Inertie du rotor Jr (Nm/(rad/s)) 35444067
Constante de rapelle kse (Nm/rad) 867637000
Constante d’amortissement Dge (Nms/rad) 6215000
Ratio de la boîte de vitesses KBV 97
Constante de temps du moteur τg (s) 0.1
Figure 4.2 Représentation des quatre types de vent utilisés en simulation
4.1.2.1 Simulation avec le modèle statique (sans inertie)
Dans cette première sous-section, les simulations ont été réalisées en utilisant le modèle sta-
tique des éoliennes. De ce fait, la boîte de vitesses et la génératrice ne sont pas prises en compte.
De plus, la lecture de vitesse du vent faite par le LIDAR sera considérée idéale. Cela permettra
de montrer l’efficacité théorique de la fonction objectif proposée définie par la puissance nor-
67
malisée. Comme pour les simulations du chapitre 2, les éoliennes auront des valeurs initiales
de ratios de vitesses λ1 et λ2 égales à 8.05, ce qui correspond au point de puissance maximale
individuel de chaque éolienne.
D’abord, afin de comparer les performances de la fonction objectif utilisant la puissance nor-
malisée avec celle utilisant directement la puissance générée par les éoliennes, une première
simulation utilisant trois vents identiques sans turbulence a été réalisée. Pour le parc utilisant
la puissance générée par les éoliennes, les valeurs de Δλ1, Δλ2, K1 et K2 ont été reprises de la
première simulation du chapitre 2. Rappelons que ces valeurs sont respectivement 0.05, 0.05,
1−5 W−1 et 1−5 W−1. Pour le parc utilisant la puissance normalisée, ces valeurs sont de 0.05
pour les Δλ et de 10 pour les gains K. Elles ont été déterminées de façon à assurer la stabilité
et à permettre une convergence rapide vers l’optimum. Les résultats de cette simulation sont
présentés à la figure 4.3. Puisque les résultats des autres colonnes sont identiques, seulement
les résultats de la colonne de référence sont illustrés.
Figure 4.3 Simulation statique avec vents identiques et sans turbulances
a) avec puissance normalisée b) avec puissance générée directement
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Le temps de convergence pour les deux parcs est exactement le même, soit 0.04 heure. Il
est égal au temps de propagation du vent comme pour les résultats du chapitre 2. De ce fait,
l’utilisation de la puissance normalisée n’affecte en rien les performances de la méthode multi-
unités.
Dans la simulation suivante, les trois colonnes d’éoliennes ont été soumises aux vents sans
turbulence de la figure 4.2 . Pour le parc utilisant la puissance normalisée, les valeurs deΔλ1,2m
et K1,2 ont été ajustées à 0.05 et 0.3 respectivement. La figure 4.4 montre les résultats de cette
simulation.
Figure 4.4 Simulation statique avec vents différents et sans turbulences
a) avec puissance normalisée b) avec puissance générée
Pour le parc utilisant directement la puissance générée, la méthode multi-unités ne converge
pas en raison de la trop grande différence entre les unités. Toutefois, on remarque que le parc
converge au point de puissance maximale lorsque la fonction objectif est définie selon la puis-
sance normalisée et ce, même si les colonnes ne reçoivent pas les mêmes vents. Or, on voit
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que le parc prend environ 0.2 heure à converger afin que λ1 et λ2 atteignent respectivement
des valeurs de 8.05 et 7.75. Ceci est légèrement plus lent que le temps de convergence de la
simulation avec des vents identiques pour chaque colonne. Lorsque les trois colonnes reçoivent
des vents différents, le délai de propagation du vent des trois colonnes n’est pas le même, cau-
sant ainsi une perturbation supplémentaire sur le système. De ce fait, lorsque le vent est rapide,
le délai de propagation est plus petit. De plus, l’effet de sillage est fonction du coefficient de
poussée CT au temps t0 comme le montre l’équation (2.3). Celui-ci est fonction de λ1 au temps
t0. Donc, pour les colonnes ayant un vent plus rapide que les autres, les éoliennes en aval re-
çoivent l’effet du changement de la valeur de λ1 plus rapidement que les colonnes recevant un
vent moins rapide. La figure 4.5 illustre le changement de la valeur de CT des éoliennes en aval
suite à un changement de la valeur de λ1 des éoliennes en amont.
Figure 4.5 Valeur de CT des éoliennes en aval suit a un changement de la valeur de λ1
des éoliennes en amont a) avec des vents identiques b) avec des vents différents
La figure 4.5a illustre le changement de la valeur de CT pour le cas où les colonnes d’éoliennes
reçoivent un vent identique et la figure 4.5b illustre le changement de la valeur de CT pour le
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cas où les colonnes d’éoliennes reçoivent un vent différent. Dans la la figure 4.5b, on remarque
une différence entre les temps où la valeur de CT change pour les 3 colonnes. Le temps de
propagation du vent est différent pour chacune d’elles, car il est fonction de la vitesse du
vent. Ceci ajoute donc une différence entre les colonnes, ce qui explique qu’on ait besoin de
réduire la valeur du gain K1 pour réduire la différence entre λ1 au temps t0 et λ1 au temps
t1. En réduisant cette différence, le problème causé par le temps de propagation est réduit,
ce qui permet à la méthode multi-unités de converger. Cependant, la vitesse de convergence
est également réduite. Néanmoins, il reste relativement rapide en comparaison aux résultats
obtenus avec la méthode de perturbation présentés au chapitre 2. De plus, l’utilisation de la
puissance normalisée est très avantageuse, car l’utilisation directe de la puissance générée par
une éolienne ne permet pas une convergence vers le point de puissance maximale lorsque le
parc est soumis à des vents différents.
Suite à ces résultats, le parc a été soumis à des vents turbulents (d’intensité faible, moyenne
et élevée tel qu’indiqué à la figure 4.2) pour évaluer les performances de cette nouvelle fonc-
tion objectif sous des conditions moins idéales. Afin de permettre à la méthode multi-unités
de converger, la valeur des gains K a été diminuée à 0.05. Cette réduction est nécessaire dû
à la perturbation supplémentaire causée par le délai de propagation du vent jumelé aux turbu-
lences comme mentionné au chapitre 2. Puisque les résultats ont été identiques pour les trois
simulations, seul celui avec fortes turbulences est présenté à la figure 4.6.
On observe que la diminution de la valeur des gains K réduit le temps de convergence à 0.4
heure. La présence de turbulences ralentit le temps de convergence, car la valeur des gains K
doit être diminuée pour assurer la stabilité. Cependant, les résultats de cette sous-section montre
que, lorsque la vitesse réelle du vent est connue, la convergence vers le point de puissance
maximale est possible en utilisant la puissance normalisée en présence de vitesses de vents
différentes pour chaque colonne. De plus, la puissance normalisée permet la convergence de la
méthode multi-unités même en présence de turbulences.
71
Figure 4.6 Simulation statique avec vents fortement turbulents
4.1.2.2 Simulation prenant en compte l’inertie de l’éolienne et le modèle LIDAR
Dans la présente sous-section, les résultats de simulation utilisant le modèle complet de l’éo-
lienne présenté au chapitre 3 seront présentés. De plus, la lecture du vent par le capteur LIDAR
ne sera plus idéale comme pour les simulations statiques. En utilisant une lecture non idéale,
un deuxième problème vient s’ajouter à celui causé par le temps de propagation. Pour illustrer









CP (λ1) + α(d, λ1)
3CP (λ2) (4.2)
La différence entre la vitesse du vent mesurée V1mes et la vitesse du vent réelle V1 ne permet
pas d’enlever complètement la contribution du vent dans la valeur de la puissance normalisée.
Donc, prenant cela en considération, la puissance normalisée n’est pas totalement indépendante
du vent, ce qui peut ajouter une différence entre les colonnes. Lorsque le vent n’a aucune
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turbulence, ceci ne constitue pas un gros problème, car il n’y a aucune différente entre V1 et
V1mes. Cependant, la présence de turbulences crée un écart entre V1 et V1mes comme le montre
la figure 3.3. De plus, comme le montre l’équation (4.2), la puissance normalisée est fonction
du rapport entre V1 au cube et V1mes au cube et donc, plus ils sont différents, plus ce rapport
sera différent de 1. Également, plus le niveau de turbulences est grand, plus la différence entre
V1 et V1mes sera grande. Donc, si les trois colonnes ne reçoivent pas exactement les mêmes
turbulences, ce rapport ne sera pas égal pour celles-ci et il y aura donc une différence entre
les puissances normalisées de ces colonnes. De ce fait, pour réduire cette différence et pour
permettre la convergence du parc vers le point de puissance maximale, deux filtres ont dû être
ajoutés. Les deux filtres servent à filtrer la puissance et la vitesse du vent mesurées. Voici
l’expression des 2 filtres utilisés :
HFPBP =
(0.01)2




s2 + 2(1.2)(0.01)s+ (0.01)2
(4.4)
HFPBP est le filtre servant à filtrer la puissance mesurée et HFPBV est celui servant à filtrer
la vitesse du vent mesurée. Comme les grandes variations instantanées de la puissance sont
principalement dues aux turbulences dans le vent, la puissance et la lecture de la vitesse du
vent ont été filtrées afin d’obtenir un rapport entre V1 au cube et V1mes au cube plus près de 1.
Ainsi, l’écart entre les puissances normalisées des colonnes est réduit, ce qui permet au parc
de converger en présence de turbulences.
Pour la première simulation de cette sous-section, le parc éolien a été soumis aux vents sans
turbulence. Les Δλ vallant chacun 0.05 n’ont pas été modifiés par rapport aux simulations
précédentes. Cependant, les gains K on été ajustés à 0.1 pour permettre au parc de converger
vers le point de puissance maximale de façon stable et sans oscillations. Les résultats de cette
simulation sont montrés à la figure 4.7.
On remarque que pour ce cas, le parc n’a aucun problème de convergence. Le temps pour
atteindre le point de puissance maximale est de 0.2 heure. Si les vents étaient identiques pour les
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Figure 4.7 Simulation dynamique avec vents sans turbulence
trois colonnes, le temps de convergence serait égal au temps de propagation du vent additionné
au temps de réaction de l’éolienne, soit environ 0.054 heure. Or, comme pour les simulations
statiques, la différence entre les unités causée par le temps de propagation des vents différents
ne permet pas l’utilisation d’une valeur des gains K trop élevée, ce qui force le système à
converger plus lentement. Cependant, il reste largement inférieur à celui utilisant la méthode
de perturbation du chapitre 2, et ce, en utilisant seulement un modèle statique.
Ensuite, les simulations ont été refaites pour les trois types de niveaux de turbulences présentés
à la figure 4.2. Pour permettre au parc de converger sans trop d’oscillations, les gains K1 et
K2 ont été respectivement changés à 0.005 et 0.00001 pour le cas de faibles et de moyennes
turbulences. Pour le cas des fortes turbulences, la valeur K1 a été diminuée à 0.001 et celle
de K2 reste le même. La valeur de K2 est plus petite que celle de K1, car puisque l’éolienne
en aval est dépendante de l’effet de sillage de l’éolienne en amont, λ1 converge avec moins
d’oscillation si λ2 converge plus lentement. La perturbation Δλ1 a été augmentée à 0.2 pour
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le cas des faibles turbulences, à 0.5 pour le cas des moyennes et des fortes turbulences. Les
résultats de simulations sont montrés aux figures 4.8, 4.9 et 4.10.
Pour ces trois simulations, le temps de convergence est supérieur aux simulations précédentes.
Le point de puissance maximale est trouvé après environ 4 heures pour le cas de faibles et
de moyennes turbulences. Le temps de convergence pour le cas de fortes turbulences est de
10 heures en raison de la valeur du gain K1 plus petite. On constate que le temps de réaction
plus lent des éoliennes ainsi que la différence entre la vitesse du vent réelle et celle mesurée
influence énormément la puissance normalisée forçant ainsi l’utilisation de gains plus petits et
d’une perturbation plus grande. De plus, plus les turbulences sont fortes, plus la différence entre
les unités est grande. Ceci augmente à la fois le temps de convergence et la distance séparant
le point de puissance maximale et le point d’opération des éoliennes. On remarque également
qu’il est mieux d’avoir une mesure moins précise du vent, car pour pouvoir converger, on doit
utiliser le filtre HFPBV pour filtrer la mesure du vent par le LIDAR. De ce fait, on pourrait
utiliser un LIDAR à une distance focale plus longue sans problème au lieu d’ajouter un filtre,
car, comme le montre la figure 3.3, plus la distance est longue, plus la mesure du vent est filtrée
par rapport à la vitesse réelle. Il faudrait néanmoins considérer que la lecture du vent faite par
le LIDAR serait devancée par rapport à la vitesse réelle du vent au rotor de l’éolienne.
Les résultats de cette section restent intéressants vu que le parc converge plus rapidement pour
les simulations utilisant la méthode multi-unités et le modèle dynamique d’éoliennes que les
simulations utilisant la méthode de perturbation et un modèle statique d’éoliennes. Or, un point
reste à régler. Toutes les simulations ont été réalisées en gardant le même niveau de vents tur-
bulents. Cependant, le niveau de turbulences peut changer durant une journée. Un lecteur de
turbulences sera donc utilisé pour lire le niveau de turbulences et adapter les gains en consé-
quence sans changer la valeur des Δλ.
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Figure 4.8 Simulation dynamique avec vents faiblement turbulents
Figure 4.9 Simulation dynamique avec vents moyennement turbulents
76
Figure 4.10 Simulation dynamique avec vents fortement turbulents
4.2 Gains adaptatifs
4.2.1 Lecture de la turbulence
En utilisant le LIDAR, on pourra lire l’intensité de la turbulence dans le vent et modifier le gain
de la méthode multi-unités en conséquence. Nous n’avons répertorié aucune étude proposant
de lire l’intensité de la turbulence dans le vent à partir d’un capteur pour modifier la commande
de l’éolienne. Dans cette section, une manière de mesurer cette intensité est proposée. Le vent
présenté à la figure 4.11 a été choisi pour illustrer le fonctionnement du lecteur de turbulences.
La figure 4.11 présente cinq différentes régions ayant une vitesse moyenne de 9 mètres par se-
conde, mais ayant différents niveaux de turbulences. Pour identifier ces cinq régions, le lecteur
présenté à la figure 4.12 sera utilisé.
Le lecteur est divisé en trois parties. La première consiste à enlever la constante continue de la
mesure de la vitesse du vent. Cela permettra de conserver seulement les turbulences du signal.
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Figure 4.11 Vent avec turbulence variable
Figure 4.12 Schéma du lecteur de turbulences
Pour ce faire, un filtre passe-haut d’ordre 2 a été utilisé coupant les basses fréquences. Le filtre
passe-haut utilisé est défini par l’expression suivante :
HFPHLT
s2
s2 + 2(0.6)(0.1)s+ (0.1)2
(4.5)
Le filtre a été choisi de façon à garder un temps de réaction du lecteur acceptable tout en
conservera le plus de basses fréquences possible. L’effet du filtre sur la lecture du vent est
montré à la figure 4.13.
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Figure 4.13 Lecture du vent après le filtre passe-haut
On peut voir que le vent moyen de 9 mètres par seconde a été enlevé et seules les turbulences
sont conservées. La deuxième partie consiste à calculer la moyenne de la valeur absolue des
turbulences dans le vent. Pour ce faire, un bloc Simulink mean de la boîte à outils Simscape
a été utilisé pour permettre de calculer la moyenne d’un signal pour une période donnée. La
moyenne a été calculée sur une période de 200 secondes. Afin d’obtenir une bonne mesure de
la turbulence tout en conservant un temps de réaction respectable pour le lecteur. La figure 4.14
montre la moyenne des turbulences du vent obtenue avec une période de 200 secondes.
On remarque que les turbulences de chaque région sont bien définies. Pour mieux les définir, un
filtre passe-bas a été utilisé pour réduire la différence entre chaque moyenne. Voici l’expression
du filtre passe-bas utilisé :
HFPBLT
(0.005)2
s2 + 2(0.6)(0.005)s+ (0.005)2
(4.6)
À la figure 4.15, l’effet du filtre sur la lecture des turbulences moyennes est illustré.
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Figure 4.14 Turbulences moyennes pour chaque période de 200 secondes
Avec la présence du filtre, chaque région est beaucoup mieux définie. En utilisant une table
des gains en fonction de l’intensité de turbulences, on peut modifier les gains de la méthode
multi-unités selon les turbulences moyennes filtrées par le lecteur.
4.2.2 Simulation avec turbulence variable et gains adaptatifs
Pour cette sous-section, les vents utilisés pour toutes les simulations sont présentés à la fi-
gure 4.16. On peut voir cinq différentes régions. La durée de chaque région et l’intensité des
turbulences correspondante sont montrées au tableau 4.2.
Ces différentes régions ont été déterminées arbitrairement pour simuler le changement de ni-
veau de turbulence. Le tableau 4.3 montre la valeur optimale du gainK1 pour chaque intervalle.
La valeur de Δλ1 sera conservé à 0.2 pour toute la simulation. Le gain K2 et Δλ2 seront fixés
respectivement à 0.00001 et à 0.05 comme pour les simulations précédentes.
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Figure 4.15 Turbulences moyennes filtrées pour chaque période de 200 secondes
Tableau 4.2 Régions et leur intensité de turbulences respective
Région Intervalle de temps (h) Niveau de turbulences
1 [0 , 5.55] Faible
2 ]5.55 , 9.72] Moyenne
3 ]9.72 , 13,89] Forte
4 ]13,89 , 19,44] Moyenne
5 ]19,44 , 22] Faible
Les gains ont été déterminés de façon à permettre au parc de converger sans trop d’oscillations.
À la figure 4.17, les résultats de simulations avec le lecteur de turbulences sont montrés.
Tableau 4.3 Valeur du gain k1 pour chaque région





Figure 4.16 Vent avec turbulences variables
On remarque que le lecteur est en mesure de lire le niveau de turbulences de chaque région
et la valeur du gain K1 s’adapte en fonction de cette lecture. Ceci permet donc de suivre le
point de puissance maximale pour tous les types d’intensité du vent. De plus, le système n’est
pas affecté par les changements de niveau de turbulences. On peut voir que le délai de 200
secondes est assez rapide pour détecter les changements de niveau de turbulences. Ceci est dû
au temps de réaction du parc qui est beaucoup plus lent. De ce fait, l’ajout du lecteur permet
à la méthode multi-unités de s’adapter au changement de niveau de turbulences sans changer
la valeur de la perturbation Δλ1. En contrepartie, en fonction du niveau de turbulences, le
parc peut prendre plus de temps à converger vers le point de puissance maximale. Néanmoins,
cela ne pose pas un si gros problème puisque l’utilisation de la puissance normalisée permet
d’avoir un seul point à suivre pour toutes les vitesses de vent. Cela constitue un net avantage.
Le système peut donc converger lentement vers le point de puissance maximale et s’adapter
aux différents changements de niveau de turbulences.
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Figure 4.17 Simulation utilisant le lecteur de turbulences
4.3 Conclusion
En somme, le but de ce chapitre était de démontrer les avantages de l’utilisation de la puissance
normalisée par rapport à l’utilisation de la puissance comme fonction objectif et de montrer
que le parc peut converger vers le point de puissance maximale pour des vents différents avec
plusieurs niveaux de turbulences. On constate que pour toutes les simulations présentées dans
ce chapitre, l’utilisation de la puissance normalisée permet au parc de converger même dans le
cas où les colonnes d’éoliennes sont soumises à des vents différents.
Pour le cas où le modèle du parc est complètement statique et que la vitesse du vent est connue,
une première simulation a été réalisée en utilisant une vitesse de vent identique et sans turbu-
lence pour toutes les colonnes d’éoliennes montrant ainsi que le parc converge exactement à
la même vitesse en utilisant la puissance normalisée qu’en utilisant directement la puissance
générée par les éoliennes. Pour le cas où chaque colonne reçoit une vitesse de vent différente,
en raison du temps de propagation du vent différent pour chaque colonne, la valeur des gainsK
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doit être diminuée pour permettre au parc de converger. En effet, la différence entre les temps
de propagation de chaque colonne cause une différence entre les unités, ce qui force l’utilisa-
tion d’une valeur de gainsK plus petite ralentissant ainsi le temps de convergence. En présence
de vents différents, le parc peut converger en environ 0.2 heure. Or, ce sont là des résultats très
intéressants, car l’utilisation directe de la puissance générée par les éoliennes ne permet pas
au parc de converger dans ce cas. Pour les cas avec turbulences, le temps de convergence de
l’approche utilisant la puissance normalisée est identique à celui obtenu lorsque les vitesses de
vent sont identiques pour chaque colonne.
En utilisant le modèle complet montré au chapitre 3, on constate que le parc converge sans
problème lorsqu’il est en présence de vents sans turbulences. Le temps de convergence est
légèrement plus lent, mais reste très proche du cas statique. Cependant, pour permettre au parc
de converger en présence de turbulences, les valeurs des gainsK1 etK2 ont été diminuées, celle
de la perturbation Δλ1 a été augmentée et deux filtres passe-bas ont dû être ajoutés. Avec ces
changements, le parc peut converger au point de puissance maximale en environ 4 heures pour
les cas avec faibles et moyennes turbulences et en 10 heures pour le cas de fortes turbulences.
Le temps de convergence est beaucoup plus long, mais il reste plus rapide que celui du chapitre
2 lorsque la méthode de perturbation est utilisée avec un modèle statique d’éoliennes. De plus,
il y a beaucoup moins d’oscillations autour du point de puissance maximale.
Pour finir, un lecteur de turbulences a été ajouté pour permettre à la méthode multi-unités
de s’adapter aux changements de niveau de turbulences dans le vent. Avec la mesure de la
vitesse du vent du LIDAR, il est possible de déterminer le niveau de turbulences dans le vent
et d’ajuster les gains en conséquence sans changer la valeur des perturbations. Cela permet
à la méthode multi-unités de s’adapter au changement dans le vent et de suivre le point de
puissance maximale pour différents types de turbulences.
Dans le prochain chapitre, l’effet du changement de l’orientation du vent sur le suivi du point
de puissance maximale de chaque colonne avec la méthode multi-unités sera étudié.

CHAPITRE 5
CHANGEMENT DE L’ORIENTATION DU VENT
Dans les chapitres 2 et 4, il a été question de l’optimisation de la puissance générée par le parc
pour le pire cas de l’orientation du vent, soit lorsque, pour chaque colonne, l’éolienne en aval
est complètement dans le sillage de celle en amont. Or, lorsque le vent change de direction,
les éoliennes peuvent se retrouver dans le sillage des autres de façon partielle, totale ou encore
n’être aucunement affectée par l’effet de sillage tel qu’illustré à la figure 0.2. De ce fait, le point
d’opération optimal du parc éolien change en fonction de cet angle. Dans ce chapitre, il sera
donc question de l’effet de l’orientation du vent sur le point de puissance maximale du parc. Il
sera également question du suivi de ce point en temps réel en utilisant la méthode multi-unités.
5.1 Limites de l’effet de sillage
Il y a trois cas de sillage possibles, soient l’effet de sillage complet, l’effet de sillage partiel et
l’effet de sillage nul. Dans cette section, une analyse géométrique sera faite pour calculer les
limites des trois différents cas. θ peut être défini comme l’angle en degrés de l’expansion du
sillage par rapport aux extrémités du rotor de l’éolienne comme illustré à la figure 5.1.









Puisque le centre du sillage est fixe, θ ne changera jamais pour toutes les valeurs de d. La
première limite est celle qui délimite le sillage partiel et le sillage nul. Ce cas se répète à deux
moments, c’est-à-dire à droite et à gauche de l’éolienne en aval. Une illustration montrant ces
deux moments est montrée à la figure 5.2.
Dans cette figure, l’angle Φ représente l’orientation du vent en degrés par rapport à l’axe des
y qui représente l’axe du vent dominant. L’angle Ω représente l’angle en degrés entre le centre
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Figure 5.1 Calcul de l’angle θ
Figure 5.2 Limites entre aucun effet de sillage et effet de sillage partiel
du sillage et la droite passant par le centre des deux éoliennes d’une même colonne. L’angle
Ψ représente l’angle en degrés entre la droite passant par le centre des deux éoliennes d’une
même colonne et l’axe du vent dominant. Pour les deux cas de la figure 5.2, on peut définir les
87


















Φ = Ψ± Ω (5.5)
Pour le cas présenté à la figure 5.2a, le signe entre les deux angles de l’équation (5.5) est
négatif alors que pour celui de la figure 5.2b, le signe est positif. Pour des éoliennes ayant
un rayon de rotor de 63 mètres et pour les dimensions de parc recommandées et présentées
à l’équation (2.9). L’angle Φ de la figure 5.2a est égal à 4.435 degrés alors que celui de la
figure 5.2b est de 23.7147 degrés. De plus, l’éolienne située à gauche de l’éolienne en aval
commence à être touchée par le sillage de celle en amont lorsque Φ de 28.4549 degrés. De
ce fait, si on considère que le parc est parfaitement symétrique, pour des valeurs de Φ entre -
28.4549 et 28.4549 degrés, une seule éolienne en aval à la fois est touchée par l’effet de sillage
d’une des éoliennes en amont.
Les limites séparant l’effet de sillage partiel de l’effet de sillage total sont illustrés à la fi-
gure 5.3.
Cette fois, Φ est calculé à partir de θ et de Ψ de la façon suivante :
Φ = Ψ± θ (5.6)
Pour le cas de la figure 5.3a, le signe entre les deux angles θ et de Ψ de l’équation (5.6) est
négatif alors qu’il est positif pour la figure 5.3b. En utilisant les mêmes dimensions de parc et
d’éolienne, l’angle Φ vaut respectivement 9.891 et 18,1814 degrés pour pour les cas a) et b).
Le tableau 5.1 est un résumé des différents sillages en fonction de l’angle Φ pour des valeurs
situées entre 0 et ±28 degrés.
88
Figure 5.3 Limites entre l’effet de sillage partiel et l’effet de total
Tableau 5.1 Effet de sillage en fonction de l’angle Φ




[±18,1814, ± 23.7147[ Partiel
[±23.7147, ± 28[ Nul
Puisque le parc est symétrique, les mêmes limites sont valables pour des valeurs négatives de
Φ.
5.2 Problème d’optimisation
5.2.1 Configuration du parc
Pour pouvoir avoir un parc parfaitement symétrique pour la région définie entre -28 et 28
degrés, une éolienne en aval a été ajoutée au parc. Cette symétrie sera nécessaire pour appliquer
l’approche multi-unités dans toute l’intervalle d’angles analysé dans la section précédente.
Pour le suivi de la puissance maximale des autres angles à l’extérieur de cette intervalle, une
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autre méthode d’optimisation devra être utilisée ou d’autres éoliennes devront être ajoutées
pour conserver la symétrie du parc nécessaire pour appliquer l’approche multi-unités. Pour
cette section, nous allons définir le problème d’optimisation pour Φ entre -28 et 28 degrés. La
figure 5.4 illustre le parc étudié.
Figure 5.4 Parc étudié au chapitre 5
D’une part, on supposera également que l’angle Φ est parfaitement connu et identique pour
tous les vents passants dans le parc. D’autre part, on supposera que seulement 3 vitesses de
vent seront différentes dans la région du parc définie par Vcol1, Vcol2 et Vcol3. De plus, chaque
vent aura une distance égale à D2 centrée par rapport à l’éolienne en amont comme illustré à
la figure 5.4. Cela permettra de simplifier l’intéraction entre l’éolienne en aval et l’éolienne en
amont en cas d’effet de sillage.
Le calcul du gradient par la méthode multi-unités s’effectuera par des configurations différentes
des colonnes selon le signe de l’angle Φ. Ces configurations pour les angles positifs et négatifs
sont illustrées aux figures 5.5 et 5.6. Pour les angles positifs, λ1 et λ2 se calculent comme suit :
λ1 = K1((PN3a + PN3b)− (PN1a + PN1b))/Δλ1 (5.7)
λ2 = K2((PN2a + PN2b)− (PN1a + PN1b))/Δλ2 (5.8)
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Pour les angles négatifs, on les calcule de la façon suivante :
λ1 = K1((PN3a + PN4b)− (PN2a + PN3b))/Δλ1 (5.9)
λ2 = K2((PN1a + PN2b)− (PN2a + PN3b))/Δλ2 (5.10)
Les perturbations Δλ sont toujours appliquées aux mêmes éoliennes peu importe l’angle du
vent. De cette façon, il n’est aucunement nécessaire de changer la vitesse de rotation des éo-
liennes, ce qui causerait des pertes de puissances momentanées. Quant à l’éolienne en aval
n’appartenant à aucune colonne, elle suivra la valeur de λ2 des autres en aval.
Figure 5.5 Configuration des colonnes pour les angles positifs
5.2.2 Calcul de l’effet de sillage
Pour être en mesure de connaître laquelle des éoliennes en amont affecte l’éolienne en aval par
son sillage, le système de position défini dans l’article de Pérez, Mínguez et Guanche (2013) a
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Figure 5.6 Configuration des colonnes pour les angles négatifs











X est le vecteur de coordonnées de référence lorsque la direction du vent est celle du vent
dominant. Lorsque Φ est non-nul, les nouvelles coordonnées sont calculées comme suit (Pérez,
Mínguez et Guanche, 2013) :






Pour définir la région du rotor de l’éolienne en aval touché par l’effet de sillage, on peut utiliser
la représentation illustrée à la figure 5.7.
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Figure 5.7 Trois cas séparant l’effet de sillage total, partiel et nul
Où AS représente l’aire conjointe aux deux cercles, g représente la distance en mètres entre
le centre du sillage et le centre du rotor de l’éolienne en aval. Cette distance est calculée à
partir de la nouvelle coordonnée en X ′ obtenue pas l’équation (5.12). Pour calculer AS , l’aire



















Connaissant A et AS , on peut calculer le sillage comme présenté dans l’article de Pérez, Mín-
guez et Guanche (2013). De ce fait, à partir de l’équation (2.3) et en utilisant le rapport entre
l’aire conjointe aux deux cercles et l’aire du rotor d’éolienne, le déficit causé par l’effet de
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sillage peut être calculé de la façon suivante :









α(d, λ1) est maintenant fonction de l’angle Φ. Dépendamment du rapport entre A et AS , le
point de puissance maximale changera. On peut voir à la figure 5.8 les valeurs de λ1 et λ2 pour
toutes les valeurs d’angle Φ comprises entre -28 et 28 degrés. Les quatre limites déterminées à
la section précédente se retrouvent dans cette figure.
Figure 5.8 λ1 et λ2 en fonction de l’angle Φ
Pour les cas d’effet de sillage partiel et total, la puissance normalisée de chaque colonne est
définie par l’équation (2.3). Pour les cas d’effet de sillage nul, la puissance normalisée de
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Étant donnée la position entre les éoliennes des différentes colonnes, ce changement doit être
fait, car V2 reçu par les éoliennes en aval n’est plus égale à α(d, λ1)V1. Donc, on ne peut pas
normaliser la puissance de la colonne en utilisant seulement V1 comme pour le cas d’effet de
sillage partiel et total.
5.3 Simulations
Dans cette section, on évaluera en simulation le suivi du point de puissance maximale avec la
méthode multi-unités considérant l’angle Φ variable. Seuls les vents avec faibles turbulences
montrés à la figure 4.2 ont été utilisés, car ils permettaient à tous les types de simulation de
converger correctement vers le point de puissance maximale. Les autres types de turbulences
peuvent être contrôlés avec le lecteur de turbulences pour maintenir la valeur de λ1 stable. Deux
simulations ont été réalisées en utilisant le modèle dynamique des simulations du chapitre 4.
Pour ces simulation, l’angle varie environ au 5 heures. Les résultats de simulation sont montrés
aux figures 5.9 et 5.10.
À la lumière de ces résultats, on observe que la méthode multi-unités suit le point de puissance
maximale suite aux variations de l’angle Φ négatif et positif. Pour que le parc puisse converger
complètement vers le point de puissance maximale, il faut que le délai entre chaque variation
d’angle variation entre 2 angles soit plus long que le temps de convergence soit, de 4 heures.
5.4 Conclusion
Le but de ce chapitre était d’évaluer l’effet du changement de l’orientation sur le point de
puissance maximale et sur le suivi en temps réel de ce point avec la méthode multi-unités.
D’une part, l’analyse du changement de l’orientation du vent a été réalisée pour différentes
valeurs entre -28 et 28 degrés par rapport à l’axe du vent dominant. Par la suite, une quatrième
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Figure 5.9 Simulation dynamique pour des valeur de Φ positif
Figure 5.10 Simulation dynamique pour des valeur de Φ négatif
éolienne en aval a été rajoutée au parc afin d’assurer une symétrie pour tous les angles étudiés.
Pour les simulations, deux hypothèses importantes ont été considérées. La première est que de
l’orientation des vents est connue et identique pour tout le parc éolien. La deuxième est que
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seulement 3 vitesses de vent sont considérés et chacune d’elle a une largeur D2 et est centrée
par rapport à chacune des éoliennes en amont.
En somme, les résultats de simulations ont montré que la méthode multi-unités pouvait suivre le
point de puissance maximale même en présence d’une orientation du vent variable. Toutefois,
pour que le parc puisse converger vers le point de puissance maximale, le changement d’angle
doit être plus grand que 4 heures.
CONCLUSION
La première contribution de ces travaux est de permettre le suivi en temps réel du point de
puissance maximale d’un parc éolien en considérant l’effet de sillage entre les éoliennes. Dans
le chapitre 2, il a été question d’une comparaison entre les performances de la méthode multi-
unités qui a fait l’objet de cette étude et la méthode de perturbation qui a été utilisée dans une
autre étude similaire. D’une part, le tout a été réalisé en simulation sous quatres hypothèses
importantes. Pour le vent, il a été supposé identique sur toute la région du parc et les varia-
tions de vitesse du vent considèrent l’hypothèse de la turbulence gelée de Taylor. De plus, les
éoliennes ont été supposées structurellement identiques et le parc a été supposé complètement
symétrique. Pour trouver le point de puissance maximale du parc, en considérant l’effet de
sillage, les éoliennes en amont du vent doivent fonctionner à un point sous-optimal. En tenant
en compte de ces hypothèses et en considérant que les éoliennes en aval sont dans le sillage
complet des éoliennes en amont, les résultats de simulations ont montré que le suivi en temps
réel du parc éolien peut être réalisé avec les deux méthodes de commande extrémale. Les ré-
sultats ont également montré que la méthode multi-unités offre une convergence beaucoup plus
rapide et n’ajoute aucune oscillation autour de l’optimum en présence de turbulences.
La deuxième contribution est de permettre le suivi en temps réelle du point de puissance maxi-
male d’un parc éolien en considérant un vent variable et des turbulences. La présence des tur-
bulences jumelée au délai de propagation du vent ajoute une perturbation supplémentaire qui
nécessite une diminution des gains des méthodes. Or, le temps de convergence reste néanmoins
beaucoup plus rapide avec la méthode multi-unités.
La troisième contribution porte sur l’utilisation d’un modèle dynamique simulant les éoliennes
du parc. D’une part, le chapitre 3 présente un modèle plus complet d’éoliennes utilisant une
génératrice et une boîte de vitesses. Cela permet de simuler l’inertie et un temps de réaction
plus lent des éoliennes. D’autre part, l’hypothèse du vent identique sur toute la région du parc
de l’éolienne a été enlevée. Ceci dit, cela ajoute un problème important pour la méthode multi-
unités. En effet, si les éoliennes sont soumises à des vents différents, alors elles n’ont pas le
même point de puissance maximale à suivre puisque celui-ci est fonction du vent. Comme
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solution, au chapitre 4, il a été proposé d’utiliser une puissance normalisée indépendante de
la vitesse du vent permettant ainsi de considérer toutes les éoliennes comme étant identiques
même en présence de vents différents. Pour normaliser la puissance générée par une éolienne,
le vent entrant dans celle-ci doit être connu. De ce fait, un modèle de capteur LIDAR a été
ajouté au modèle dynamique pour permettre de simuler la mesure du vent. Également, en uti-
lisant le capteur, il est possible de connaitre le niveau de turbulences et d’adapter les gains de
la méthode multi-unités en conséquence. En utilisant le modèle statique et ayant une mesure
parfaite du vent, les résultats de simulations du chapitre 4 ont montré que l’utilisation de la
puissance normalisée comme fonction objectif permet le suivi du point de puissance maximale
pour du parc, et ce, pour plusieurs niveaux de turbulences. Cependant, puisque le temps de pro-
pagation entre les vents est différent pour toutes les unités, cela ne permet pas d’avoir d’aussi
bons résultats que lorsque les vents sont complètement identiques. Or, la puissance normali-
sée permet au parc de converger, ce que l’utilisation directe de la puissance générée par les
éoliennes ne permet pas. En utilisant le modèle dynamique et le modèle du capteur LIDAR,
le parc est en mesure de converger vers le point de puissance maximale, et ce, pour tous les
niveaux de turbulences qui ont servi aux simulations et avec de meilleures performances que
celles obtenues avec la méthode de perturbation et un modèle statique d’éoliennes. En utilisant
la lecture du niveau de turbulences à partir du capteur LIDAR, les gains peuvent être également
changés en temps réel pour permettre le suivi de la puissance maximale suite au changement
des conditions de vent.
La dernière contribution porte sur le suivi du point de puissance maximale en considérant une
orientation du vent variable. Pour ce faire, deux hypothèses importantes ont été considérées.
D’une part, l’orientation du vent a été supposé identique pour toute la région du parc. D’autre
part, les simulations ont été réalisées en supposant que seulement 3 vents différents passent
dans la région du parc et qu’ils sont centrés par rapport aux éoliennes en amont. Pour le parc
étudié, les limites d’effet de sillage total, partiel et nul ont été calculées. Également, une éo-
lienne en aval a été ajoutée pour garder la symétrie du parc pour les angles positifs et négatifs.
L’analyse du problème d’optimisation a ensuite été faite en considérant l’orientation du vent
variable. Il a été montré que cet angle contribue à changer le point de puissance maximale du
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parc. Suite à cette analyse et en prenant en considération les hypothèses mentionnées, il a été
montré en simulation que la méthode multi-unités permet le suivi en temps réel du point de
puissance maximale du parc en présence de variations de l’orientation du vent.
Voici quelques recommandations par rapport aux futurs travaux qui pourraient être réalisés.
Pour les simulations réalisées dans ce document, toutes les éoliennes du parc ont été supposées
identiques. Or, dans les faits, malgré qu’elles sont généralement très semblables, l’imperfection
de leurs différentes composantes ne permet pas d’avoir des éoliennes complètement identiques.
De plus, le vieillissement des composantes change les caractéristiques physiques de l’éolienne
ajoutant donc plus de différences entre les éoliennes. De ce fait, cette partie pourrait être ajoutée
aux simulations pour permettre d’étudier l’effet des différences structurelles entre les éoliennes
sur le suivi du parc éolien. Une analyse de stabilité sur les limites des différences acceptables
entre les éoliennes pour permettre le suivi du point de puissance maximale avec la méthode
multi-unités pourrait être faite considérant la puissance normalisée comme fonction objectif.
Également, dans ces travaux, un modèle considérant l’hypothèse de la turbulence gelée de
Taylor a été utilisé pour les simulations. Pour ajouter du réaliste à la simulation, un modèle
considérant de nouvelles perturbations à mesure que le vent se propage dans le parc pourrait
être utilisé. De plus, le modèle d’effet de sillage a été simplifié en supposant le centre du sillage
fixe. Un centre du sillage variable pourrait également être considéré. Dans le chapitre 5, il a
été supposé que seulement 3 vents différents passent dans le parc. Ce nombre pourrait être
augmenté. Avec ces changements, cela ajouterait plus de contraintes au niveau du changement
de l’orientation du vent et au niveau de l’interaction aérodynamique entre les éoliennes.
Pour finir, les simulations ont été réalisées pour seulement un type d’éoliennes soit l’éolienne
en mer de 5 MW. D’autres modèles plus petits ayant moins d’inertie pourraient être considérés.
De plus, l’analyse du changement de l’orientation du vent variable a été réalisée pour seulement
une petite intervalle d’angle. Une analyse plus détaillée pourrait être réalisée et différentes
méthodes d’optimisation pourraitnt être utilisées dépendamment de l’orientation du vent.
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