BACKGROUND: Software testing can be an arduous and expensive activity. A typical activity to maximise testing productivity is to allocate test cases according to the testers' profile. However, optimising the allocation of manual test cases is not a trivial task: in big companies, test managers are responsible for allocating hundreds of test cases among several testers. OBJECTIVE: In this paper we propose and evaluate 2 assignment algorithms for test case allocation and 3 tester profiles based on recommender systems. Each assignment algorithm can be combined with 3 tester profiles, which results in six possible allocation systems. METHOD: We run a controlled experiment that uses 100 test suites, each one with at least 50 test cases, from a real industrial setting in order to compare our allocation systems to the manager's allocation in terms of precision, recall and unassignment (percentage of test cases the algorithm could not allocate). RESULTS: In our experiment, the statistical analysis shows that one of the systems outperforms the others with respect to the precision and recall metrics. For unassignment, three of our six allocation systems achieved zero (best value) for the unassignment rate. CONCLUSION: The results of our experiment suggest that, in similar environments, test managers can use our allocation systems to reduce the amount of time spent in the test case allocation task. In the real industrial setting in which our work was developed, managers spend from 16 to 30 working days a year on test case allocation. Our algorithms can help them do it faster and better.
INTRODUCTION
Testing is an essential activity that assesses the behaviour and the quality of a software. Given that this activity can be quite arduous and costly (testing is responsible for up to 40% of the total cost of a project [17] ), all effort and tool support that optimises its costs are welcome.
This work is developed in the context of a company that outsources testing services to a mobile phone manufacturer. Due to some contractual reasons the company's name cannot be disclosed and, for this reason, from now on we call it TTC ("The Testing Company"). TTC performs black-box testing, mostly executed manually. One important activity at TTC is the test case allocation (Figure 1 ). Typically, a test manager has to allocate hundreds of test cases to be executed by the testers available at that moment. The manager's input to this task is a list of test cases and a list of testers. We call these lists the allocation input. The outcome of an allocation is a list of pairs (test case, tester) that indicates who should run which test case. We call this list a test plan. In the example of Figure 1 , the test case TC01 is allocated to tester T04, the test case TC03 is allocated to the tester T01 etc. In order to perform this task, the test manager takes between 15 to 35 minutes, depending on the amount of tests to be allocated. And this task is executed routinely at TTC: around 10 times per week. This means that the time spent on this task per year varies from 16 to 30 working days. A bad allocation has also an impact on the execution time of the test suite and the effectiveness of it (fewer bugs found).
By allocating a test to an experienced tester, which is someone who has executed that test (or similar tests) in the past, the execution time may reduce. Analogously, a tester who has found bugs executing a particular test in the past is a good candidate to execute that same test again or other tests that are similar to that. At TTC the same test is run several times over a month, either for regression testing or in a different mobile phone model. Note that, in principle, bug finding should not depend on who is executing which test case. However, our context is that of manual execution. Test cases are written in English and are usually ambiguous and open to different interpretations. So, we believe a wise choice of a tester can make a difference on bug finding.
Since various test management tools such as Testlink 1 , Qmetry 2 , PractiTest 3 and Testuff 4 handle test case assignment in a very similar way to the TTC (each test case can be assigned to a different tester), we believe our approach can be generalised to other test companies with minor adjustments.
We implemented 2 assignment algorithms for test case allocation and defined 3 tester profiles based on recommender systems [10] (the same kind of system that recommends a book at Amazon.com). Each assignment algorithm can be combined with 3 tester profiles, which results in six possible allocation systems. We compared the allocation systems among themselves and with respect to the manager's allocation and to a random algorithm. Our comparison was done in terms of precision and recall (two well-established metrics from the recommender systems domain); and unassignment (percentage of test cases the algorithm could not allocate). Precision measures how often the approach makes an appropriate recommendation. In our context, an appropriate recommendation is achieved when our algorithms recommend a suitable pair (test case, tester) for a given test plan. Recall measures how many of appropriate pairs (test case, tester) are actually recommended by the algorithm.
The results showed that one of the systems outperforms all the others with respect to the precision and the recall metrics. All the allocation systems were superior to the random algorithm. The average precision (among the allocation systems) varied from 39.32% to 64.83% while the average recall ranged from 39.19% to 64.83%; For unassignment, three of our six allocation systems presented a better performance by achieving zero unassignment rate for all the allocation inputs. The average unassignment varied from 0% to 2.34% (for unassignment, the lower the better).
Recommender systems have been applied to almost all activities of Software Engineering. Several works describe recommender systems for allocating tasks to people [1, 8, 13, 14, 15] , bug prevention and debugging [6] . Only a few are directly related to testing [11] , and none (as far as we know) is related to allocating test case to testers.
The main contributions of this paper are:
• The application of recommender systems to test case allocation;
• The proposal of 6 allocation systems for allocating test cases to testers;
• The implementation of a tool that mechanises this activity. Test case allocation with the support of a recommender system can be done faster than before. Moreover, new managers who are not familiar with the testers and the test cases can benefit from an initial allocation produced by the tool;
• An experiment in which all allocation systems are compared to the manager's performance in terms of unassignment, precision and recall.
The paper is organised as follows: Section 2 describes how recommender systems can be used to test case allocation. Section 3 explains the implementation details of our algorithms. A controlled experiment that compares our algorithms with the test manager's allocation and with a random allocation is presented in sections 4, 5, 6 and 7. Section 8 describes related work and Section 9 concludes.
RECOMMENDER SYSTEMS AND TESTING
Recommender systems [10] are information filtering systems that recommend items to users. Items are typically books or movies. In our case, the item is an allocation of a test case to a tester. We represent such allocation as a pair (test case, tester). Our typical user is a test manager. Our recommendations are made by comparing a particular test case with a tester's profile and evaluating their similarity.
We defined 6 allocation systems for assigning test cases to testers. They vary in the tester profile we use and in the algorithm that assigns a test to a tester.
We propose 3 profiles for a tester. The expertise profile measures if the tester has previous knowledge and experience in executing a particular test. This profile is built using the amount of times a tester has executed a given test in the past. The effectiveness profile captures the amount of valid bugs found by a tester in previous executions of a particular test. Recall that, at TTC, the same test can be executed several times due to regression testing, retesting or the arrival of new mobile phone models. The third profile is the multi-objective profile (MO for short). The MO profile combines expertise and effectiveness by assigning a different weight to each. Note that expertise and effectiveness can be seen as two extremes of the same spectrum, which can be fine tuned through the MO profile (the manager may decide to use 60% on expertise and 40% on effectiveness, for example). In our experiment, reported in Section 4, we used our recommender systems with 50% weight to expertise and 50% weight to effectiveness as an attempt to capture the manager's intentions during allocations: test execution should be fast (expertise) and effective (effectiveness).
We defined 2 different ways of assigning test cases to testers. Suppose we have to execute 50 test cases today and we have 5 testers available. It is often the case that the test manager does not distribute test cases to testers uniformly, i.e. it is often the case that the test manager will not allocate 10 test cases to each tester. Some testers are more experienced than others, some are busier (already allocated to another activity) than others, some are faster than others etc. Therefore, the distribution of test cases among testers is usually not uniform. One variation of our allocation algorithm takes as input (from the test manager) the amount of test cases each tester should execute (the tester's workload). We call this algorithm manager-based . Alternatively, the recommender system could assign freely test cases to testers without taking into account the manager's distribution. We call this assignment blind . Notice that the blind assignment also does not distribute test cases to testers evenly. It depends on the similarity between a test case and a tester (similarity is explained in Section 2.2).
All possible combinations of profiles and assignment algorithms are shown in Table 1 . The 6 allocation systems are named after their profile and assignment algorithms: Exp-Manager, Eff-Manager, MO-Manager, Exp-Blind, Eff-Blind and MO-Blind. All allocation systems shown on Table 1 share the same kernel for building the profile and checking similarity between a test case and a tester (details are described in sections 2.1 and 2.2).
We adopt the recommender system proposed by Bezerra and Carvalho [3] based on Symbolic Data Analysis [4] as their model of an item captures very closely our test cases and testers.
Test Cases and Tester Profiles
This section describes how we model test cases and tester profiles. We start by introducing the terms and concepts used in the TTC through simple examples.
A test case comprises an id, a description (a short description of the test case objective), and a sequence of steps and expected results. Additional fields may include, but are not limited to: feature ID, component, test case category, test case level, preconditions, etc. A feature is a clustering of individual requirements that describes a cohesive, identifiable unit of functionality [18] . For example, the "support of multiple contact lists" is a feature of Instant Messaging applications. At TTC, each feature has a unique identifier and each test case is associated to one or more features. A component is a grouping of various features from the same domain. Each test is also associated to one or more components. A category distinguishes a test case among different types of tests: "functional", "interaction", "performance", "stress", "load", "sanity", "localisation", "interoperability", etc. Each test case can be associated to one or more categories. In this work, we assume that our test cases contain feature, component, category and description. However, our approach is not limited by these particular attributes (it can be easily extended to different contexts).
Our system store all test cases in a structure similar to that shown in Table 2 . For simplicity, we use values like F1, F2, . . . for features, CMP1, CMP2, . . . for components, CTG1, CTG2, . . . for categories, and W1, W2, . . . for words present in the test case description. The (fictitious) test case TC02 tests the features F2, F4 and F8, and is associated to the components CMP3 and CMP5 ; and belongs to the CTG4 and CTG6 categories. Each test case is represented by attributes whose values have uniform weights. In the case of a textual variable, such as the description, it is preprocessed by the TF-IDF [16] method (a statistical measure used to evaluate how important a word is to a document). Each attribute has a total weight equal to 1 and each value of a non-textual attribute has its weight evenly distributed among their values. For example, components CMP3 and CMP5 of TC02 have, each one, 1 2 weight. In the case of the textual variable description, the weight of each word computed from the textual value comes from the TF-IDF. 
Now that we have defined how test cases are modelled, we describe how we build the tester's profiles. As mentioned in Section 2, we work with three profiles: expertise, effectiveness, and multi-objective.
The expertise profile captures how much experience a tester has with respect to a set of features, components and categories. Based on this profile we can calculate how similar a given test case is in comparison to a given tester. In what follows we illustrate how we construct the profile of a given tester, say, Tester03, which we assume has run test cases TC02, TC03 and TC04 in the past. Table 3 shows the Tester03's expertise profile, which was built taking into account her execution history and the test cases displayed on Table 2 . As Tester03 executed test cases TC02, TC03 and TC04, we calculate the weights of each feature, component, category, and description associated with those test cases. We have to calculate the weights for the features F2, F3, F4, F5, F6, F7 and F8, as they are present on test cases TC02, TC03 and TC04 (see Table 2 ). The weight of a given feature for a tester is the average of the weights of all features present on the test cases performed by her. For example, the weights for F3 are 0 (its weight on TC02), 1 2 (its weight on TC03) and 1 3 (its weight on TC04). Therefore, the weight of feature F3 for Tester03 is the average of those weights:
The weight of the remainder features, components, categories, and descriptions are calculated in the same way.
The effectiveness profile is also built for each tester. This profile takes into account all test cases that a tester found a bug by running it. The calculation of the weights for the features, components, categories, and descriptions is performed in the same way described above for the expertise profile.
The multi-objective profile is built by combining the expertise and effectiveness profiles by assigning a different weight to each. 
Calculating Similarity
This section describes how to calculate the similarity between a test and a tester. The similarity degree is a number between 0 and 1. The closer to 1 the similarity is, the more advisable it is to allocate a given test to a tester. Let us calculate the similarity between the test TC05 (Table 2 ) and the Tester03 with respect to the expertise profile.
Let C = {CMP2 , CMP5 } be the set of common components between TC05 and Tester03. Let T C = {CMP7 } and T = {CMP3 , CMP4 } be the sets of components that belong exclusively to TC05 and Tester03, respectively. (see Figure 2 ). We will calculate four sums of weights: α, β, γ and δ. The sum α is the sum of weights from TC05 for the elements in C and the sum β is the sum of weights from Tester03 for the elements in C. Therefore, α = 1
Figure 2: Components for TC05 and Tester03.
The sum γ is the sum of weights from Tester03 for the elements in T and the sum δ is the sum of weights from TC05 for the elements in T C: γ = 1 6 + 1 3 = 1+2 6 = 1 2 and δ = 1 3 . Note that α and β are common components that capture the agreements between the Tester03's profiles and the test TC05, whereas the sums γ and δ capture the disagreements between the Tester03's profiles and the test TC05. The dissimilarity with respect to components is calculated through the following equation:
The dissimilarities for feature, category, and description are calculated in the same way. In this case, the results (omitted here for simplicity), are approximately 0.50 for feature, 0.74 for category, and 0.73 for description. The total dissimilarity is the average of the partial dissimilarities: (0.59 + 0.50 + 0.74 + 0.73)/4 = 0.64. The similarity degree is the complement of this value: 1 − 0.64 = 0.36. Thus, the similarity between the Tester03 and the test TC05 is 36%. The work by Bezerra and Carvalho [3] describes in details all the equations used in our recommender systems.
THE TEST ALLOCATION SYSTEMS
Our allocation systems were developed in Python [12] using the Eclipse Integrated Development Environment [7] . We decided to use Python mostly because the communication with the test case repository through SQL queries is very simple. In what follows we describe how the recommendations are made both in the manager-based and the blind approaches.
The first step performed by the algorithms is to build up the test case descriptions (Table 2 ) and the testers profiles (Table 3 ). This step is achieved by communicating with the test case repository in order to collect data from previous test executions.
The second step takes as input (from the test manager) the allocation input: a list of test cases to be executed and a list of testers available for that execution. Then, the test manager selects the profile (Expertise, Effectiveness or Multi-objective) and the assignment algorithm (Managerbased or Blind ) she wants to use. With this information, our system calculates the relevance (through the similarity degree) of each test for all the testers available. An example of the outcome of this step is shown in Table 4 . We give as allocation input to the algorithms 5 test cases (TC01, TC02, TC03, TC04 and TC05) and 2 testers (T01 and T02). The algorithm computes the similarity of all pairs (test case,tester) and orders them by similarity. Our algorithms discard from this list all pairs (test case,tester) whose similarity is smaller than 5%. This decision was taken in order to avoid the algorithm from recommending testers not based on their profiles (if the similarity is too low, it means that the test case is poorly documented in the test case repository). Therefore, the pairs (TC02,T02), (TC04,T01) and (TC05,T02) are not taken into account during the production of the recommendation list. TC01  T02  65,78%  TC01  T01  33,63%  TC03  T02  62,75%  TC05  T01  13,46%  TC03  T01  59,65%  TC02  T02  2,44%  TC04  T02  57,19%  TC04  T01  1,45%  TC02  T01  55,17%  TC05  T02 1,45%
The third and last step is the test case allocation itself. The way this step is performed depends on the assignment algorithm selected by the manager. Manager-based: if the manager chooses a manager-based algorithm, she is asked to provide the amount of test cases she wants to assign to each tester. Let us assume that the manager decides to allocate 2 test cases for T01 and 3 test cases for T02. The manager-based algorithm allocates one test case for each tester in each iteration over Table 4 . So, in the first iteration, the (test case,tester) with the highest similarity is allocated: i.e. test case TC01 is allocated to tester T02. This pair is then removed from Table 4 . The algorithm continues the first iteration and keeps searching for the next pair with highest similarity for a tester different from T02. This pair is (TC03,T01). This pair is allocated and is subsequently removed from the list. As both testers have been allocated to one test case each, this iteration is finished. The algorithm continues to search for pairs where: 1) the test case has not been allocated yet; 2) the tester has not reached her workload; and 3) the similarity is above 5%. In our example, T01 can take 1 more test case while T02
can still take 2 test cases. The final recommendation is (TC01,T02), (TC03,T01), (TC04,T02), and (TC02,T01). Blind: In the blind algorithms, each test case is allocated to the tester that has the highest similarity degree with that test case without taking into account the workload. Apart from that, it works in the same way as the manager based. The pairs (TC01,T02), (TC03,T02), (TC04,T02), (TC02,T01), (TC05,T01) are recommended. Both managerbased and blind algorithms do not necessarily allocate all test cases. Recall that pairs (test case,tester) whose similarity are smaller than 5% are discarded. There are test cases that are poorly documented (attributes are missing) and therefore their similarity to all testers are below 5%. In addition to that, in the case of manager-based algorithms, the workload for each tester may prevent some test cases to be allocated despite having a similarity above 5%. On performance. The first step of the algorithms is the construction of tables 2 and 3. This step takes less than 3 minutes running on an Intel T2050, 1.6GHz, 1GB of RAM. This step needs to run only in the first time we run the recommendation systems (say, at installation time). In subsequent runs, the system simply updates the tester's profiles. In this case, the time to update the profiles is negligible. The second and third step generate the similarities table  (table 4 ) and the recommendations themselves; they take no more than 30 seconds for an allocation input with 300 test cases.
EXPERIMENTAL PLANNING
In this section we describe the planning, design and execution of our experiment following the guidelines of wellknown books on experimental software engineering [9, 19] . We compared the performance of our algorithms with respect to the history of allocations done by the managers of TTC from November 2009 to September 2010, over a subset of 7 mobile phone models. Here, we assume that the managers performed the best possible allocations. We also include six random allocation approaches (varying the seed used) in the comparisons to confirm that our proposed approaches are better than simple random choices.
Goals
The research objective of this experiment is to: Analyse the performance of the proposed allocation systems for the purpose of comparison with respect to the rate of unassigned test cases and the adequacy of the achieved test allocation from the viewpoint of test managers in the context of manual test execution at TTC. An unassigned test case is a test case that the algorithm did not allocate to any tester. In order to achieve this objective, we defined the following goals for this study (following the Goal/Question/Metric method [2] ): G1: Evaluate the unassignment rate of each recommender algorithm. G2: Evaluate and compare the effectiveness of each allocation system with respect to the following approaches: real manager's allocation and random allocation.
Before we introduce our research questions, we need to define some comparison concepts. Let T CS and T CM be test cases, and TS and TM be testers. Let (T CS, TS) and (T CM , TM ) be allocations recommended by our system and by the manager, respectively. Whenever our system recommends an allocation exactly as the manager did, we say that our system produced a strictly correct pair . In other words, whenever T CS = T CM and TS = TM , (T CS, TS) is a strictly correct pair (same as the managers' allocation).
Since testers can have similar performance, the concept of a strict correct pair can be relaxed. In this way, we define the concept of an approximately correct pair . To understand it, let us assume that testers can be grouped according to their skills. Also, suppose that G1 is the group of the most talented testers, G2 is the group of the second most talented testers, and so on. The pair (T CS, TS) is an approximately correct pair whenever T CS = T CM and TS belongs to the same group of TM (equivalent allocation).
We intend to assess our algorithms in terms of strictly correct pairs and approximately correct pairs. The assessment of the goals G1 and G2 is performed by the following research questions (Q1 to Q5) and metrics (M1 to M5).
Q1 [unassignment]
What is the ratio of unassigned test cases with respect to all test cases allocated? 
M1 = # of unassigned test cases # of test cases in the allocation input

Q2 [strict precision]
M5 = # of approximately correct pairs # of recomendations of the manager
The unassignment metric M1 computes the amount of unassigned test cases for each algorithm with respect to the total amount of test cases given in the allocation input. Strict precision M2 computes the total amount of strictly correct pairs with respect to the total amount of recommendations made. The strict recall metric M3 computes the percentage of strictly correct pairs recommended by the system with respect to all correct pairs, which are those pairs allocated by the manager. The approximate precision M4 and approximate recall M5 are analogous to the strict precision and the strict recall, comparing testers based on their experience (equivalence groups).
Participants
We evaluate our algorithms using historical data. However, in order to calculate the approximately correct pairs, we needed to identify the groups or classes of equivalent testers. To produce these groups, we asked two TTC's test managers to define them in cooperation. They are both equally experienced and happen to know all testers involved in the past allocations (each manager knows a subset of all testers involved, but the union of these subsets is the set of all testers).
Experimental Material
In order to carry out our experiments, we selected 100 allocation inputs (parts of test plans) from the past that have been manually allocated by the TTC managers in the period from November 2009 to September 2010. Not all allocation inputs in this period were used. We chose those that had more than 50 test cases and involved at least 2 testers. We chose 50 test cases because we think the allocation of 50 test cases (or more) is a problem hard enough for a human being to deal with by hand. The allocation input sizes varied from 50 to 585 test cases (our largest allocation input). The highest number of testers involved in our allocation inputs was 9. The scatter plot displayed on Figure 3 shows the amount of test cases (horizontal axis) and the number of testers (vertical axis) of each allocation input. This figure captures the main features of the allocation inputs we used in our experiment.
Figure 3: Amount of test cases and number of testers per allocation input.
The majority of the allocation inputs have between 50 and 200 test cases and 2 to 7 testers; just a few have more than 200 test cases and only one contains more than 500 test cases. Only 3 allocation inputs were performed by more than 7 testers.
Experiment Design
Since the characteristics of each allocation input (number of tests, testers available, etc.) can influence the performance of the algorithms, we control this confounding factor by considering each allocation input as a block, in a randomised complete block design.
Hence, we generated, in a random order, 12 automatic allocations for each one of the 100 blocks (allocation inputs) available. Six of these allocations were generated by our allocation systems and other six were generated by the random algorithms. The random algorithms differ from each other only in the value of their seeds and they randomly allocate a tester for a given test case. Random algorithms have zero unassignment rate, since all test cases are always allocated to some tester.
Experimental Procedure
In this experiment, we performed the following procedure: 1. We collected the allocation inputs from the TTC repository from November 2009 to September 2010; 2. For each allocation input, we saved the date in which that allocation input was used: only data prior to that date were used in order to create the tester profiles. This way we guarantee that the recommender algorithm did not have more information than the manager had at that moment; 3. We run each allocation system (proposed and random) to generate automatic allocations; 4. For each automatic allocation made, we calculated the metrics M1 to M5 previously described.
Just before executing task 4 above, we had to define the groups of equivalent testers. In order to define these equivalence groups we asked two test managers to classify the testers who were involved in our experiment.
EXECUTION
During the experiment, we noticed that the historical allocation of some test plans seems not to follow a typical allocation done by the TTC's test managers. For example, an allocation input with more than 200 test cases had a particular tester allocated to a single test case. We investigated these scenarios together with the test managers and they confirmed that such allocations did not reflect the initial planning. A particular tester was allocated to some other activity but became available at the end of the day for test execution, being asked to run a particular test case. This allocation was stored in the system as if it was the manager's initial plan. Whenever such cases happened, both the tester and the test case associated to that tester were removed from the allocation input not to influence our analysis. This exceptional situations happened in 11 allocation inputs.
In order to calculate approximate precision and approximate recall, the participants of the experiment defined 3 groups of testers with equivalent skills, where group 1 has eight testers, group 2 has five testers, and group 3 has three testers. Group 1 is the group of most skillful testers, group 2 is the group of the second most skillful testers, and so on.
ANALYSIS
This section presents the outcome of our experiment with respect to the metrics M1 to M5 described in Section 4.1. We use these metrics to perform graphical analyses, test our statistical hypotheses through ANOVA (Analysis of Variance) + Tukey's test or Wilcoxon/Kruskal-Wallis, as detailed next. Figure 4 shows the boxplot for the rate of unassigned test cases per allocation system. The horizontal lines crossing the boxplot indicates the average, while the dots show how the values spread over the Y-axis. The Exp-Manager, Exp-Blind, and MO-Blind allocation systems achieved the best unassignment rate (zero) for all the allocation inputs, which means that all test cases of the 100 allocation inputs were assigned to some tester. In fact, all allocation systems had zero unassignment rate for at least one allocation input. For the other allocation systems, Eff-Manager, MO-Manager and Eff-Blind, the average unassignment rates were 2.34%, 0.05%, and 0.48%, respectively. The random algorithm is not included in this analysis as it always allocates all test cases. Figure 5 shows the boxplot for the metric M2 (strict precision). The random algorithms are labelled as Rnd1, Rnd2, . . ., Rnd6, and they differ only in the seed used. The average strict precision among our allocation systems varied from 39.32% to 45.41%. The median values ranged from 39.13% to 42.86%. The maximum strict precision value rate achieved was 97.85% (Eff-Blind). Overall, it is clear from Figure 5 that the random algorithms had a lower performance in comparison to our allocation systems. In order to evaluate if any of the allocation systems is significantly different from the others, we run the ANOVA among our recommender systems (without the random algorithms, since we already know they are different). The p-value for the ANOVA was 0.00001, which means that we can reject (at 5% of significance level) the null hypothesis that they have the same mean for the strict precision metric. Therefore, at least one allocation system has a strict preci-sion mean significantly different from the others. We performed a residual analysis and confirmed that all ANOVA assumptions were met.
M1: Unassignment
Figure 4: Unassigned test cases per allocation system.
M2: Strict Precision
Although there is sufficient evidence to reject the claim of equal population means, we cannot conclude which allocation systems are different from the others by considering only the results from ANOVA and the graphical analysis. In order to classify the allocation systems (better or worse), we performed a multiple comparison procedure called Tukey's test.
The left side of table 5 presents the allocation systems classified in levels after the Tukey's test execution. Levels not connected by the same letter have a statistically significant difference. Hence, we can read the data displayed under the column Strict Precision in Table 5 as follows. In the average, A (Exp-Manager) is better than any system classified as B (all Blinds); and it is better than or equal to the systems classified as AB (MO-Manager and Eff-Manager). AB is better than or equal to the systems classified as B; also, it can be as good as any system classified as A (more data is needed to better identify these differences). B is worse than any system classified as A; also, it can be equal to any system classified as AB (again, more data is needed to investigate that). Figure 6 shows the boxplot for the strict recall metric. For our allocation systems, the strict recall means varied from 39.19% to 45.41%. The medians were also very consistent across the allocation systems: they range from 39.13% to 42.86%. The maximum strict recall was 96.97%. Similarly to M2, the boxplot suggests that all recommender algorithm are better than the random algorithms. Again, we removed the results from the random allocations and ran the ANOVA. The p-value for the ANOVA was 0.0001, giving us sufficient evidence to reject the null hypothesis and to conclude that at least one allocation system has average performance significantly different from the others. In order to identify the specific means that are different we applied the Tukey's test.
M3: Strict Recall
The right side of table 5 presents the allocation systems classified in levels after the Tukey's test execution. The only difference between strict precision and strict recall is that MO-Blind and Eff-Blind exchanged positions because of their observed mean values. As both remained in the same group (B), the interpretation is the same as described for metric M2. Figure 7 presents the boxplot for the metric M4 (approximate precision). We can observe that both averages and medians are greater than those for strict precision metric. This was expected, as approximate precision (and approximate recall) do not require the systems to recommend exactly the same pair as allocated by the manager. Notice that the major difference from the results for strict precision is that the performance of the random algorithm has also improved. The average approximate precision for our allocation systems varied from 62.01% to 64.83%. Medians varied from 54.73% to 59.18%. The minimum value for approximate precision was 10% and the maximum value was 100%. The boxplot also indicates that our allocation systems are superior to the random ones. In order to evaluate if any of the allocation systems was significantly different from the others, we ran the analysis of variance. This time, the Anderson-Darling test showed that the residuals from ANOVA did not follow a normal distribution (or a distribution close enough to a normal one). Hence, we also performed the Wilcoxon/Kruskal-Wallis test, as it does not assume a normal distribution.
M4: Approximate Precision
By running the Wilcoxon/Kruskal-Wallis test considering only our allocation systems, we found that all allocation systems are similar to each other at α = 0.05 (p-value = 0.8509). Therefore, we conclude that they have similar approximate precision means.
M5: Approximate Recall
As expected, approximate recall has also improved in comparison to strict recall (see Figure 8 ). Both average and median increased and all allocation systems reached 100% for some cases. Similarly to approximate precision, the random algorithm also improved markedly in comparison to strict recall. The observed means varied from 61.85% to 64.83% and the medians varied from 54.53% to 59.18%. The maximum value was 100% and minimum value was 9.86%. The boxplot still indicates a superior performance of our allocation systems in comparison to the random ones. By running the Wilcoxon/Kruskal-Wallis test over the allocation systems, we found that they are all similar to each other at α = 0.05 (p-value = 0.1666). Again, this means that the allocation systems are similar among themselves, but different with respect to the random algorithms.
INTERPRETATION
This section discusses the analysis presented in Section 6 and addresses the threats to validity.
Evaluation of the results and its implications
Unassignment. Three allocation systems (Exp-Manager, Exp-Blind, and MO-Blind) achieved zero unassignment rates: all test cases from the allocation input were assigned to a tester. High unassignment rates (25%) for the other systems indicates that many test cases are poorly documented. Test cases without any information about component, feature or category have a symbolic description built solely from the description. This scenario makes some of our allocation systems to assign very low similarities to all testers. It was already expected that the allocation systems based on the effectiveness profile would not perform as well as the ones based on the expertise profile. The preconditions for creating the effectiveness profile are very restrictive: only test cases that failed are used for creating the tester profile. Considering a hypothetical situation in which a tester has run 100 test cases in the past and failed only twice, the expertise profile will be created considering the 100 test cases, while the effectiveness profile will consider only 2 test cases. Tester profiles built from little information results in low similarity rates and, consequently, higher unassignment rates. Strict Precision. The Manager-based systems achieved better results than the Blind ones with respect to their mean values: this was somehow expected as the Manager-based systems receive the tester's workload before creating the automatic allocations. Although the Manager-based systems performed very well in some cases (95.74%), the average was at most 45.41%. An allocation system does not seem to be capable of identifying the exact person chosen by the manager. This is expected as even a different manager would have difficulties in reproducing the exact results of another manager as there are many possible alternatives for a given test case (the equivalence groups showed that there are many testers with equivalent skills) Strict Recall. ANOVA and Tukey's test were performed and again the Exp-Manager stood out when compared to the other allocation systems. The results for strict recall are in agreement with the results for the metric M2 (strict precision). Strict correct pairs seems to be a too restrictive request for a recommender system to detect. Approximate Precision. With approximate precision all allocation systems reached, for some cases, 100%. The mean approximate precision varied from 62.01% to 64.83%. By inspecting the boxplot we could conclude that the allocation systems performed better than the random algorithm; and the Wilcoxon/Kruskal-Wallis test showed that the allocation systems are similar among themselves. Approximate Recall. The average recall for the allocation systems varied from 61.85% to 64.83%. Similarly to metric approximate precision, the Wilcoxon/Kruskal-Wallis test showed that the allocation systems are similar among themselves. Again, the visual analysis of the boxplot indicates that the allocation systems are better than the random algorithm.
Threats to Validity
We identified the following threats to validity: Analysis of compromised data. The pressure for meeting the deadlines and other daily problems at TTC may have resulted in an ineffective allocation (by the managers) for some allocation inputs. As a consequence, the results can show a lower effectiveness of our approach, as our base of comparison (the manual allocation) may be partially compromised. This threat was controlled by careful filtering the historical data to remove inconsistent test plans. Test cases poorly documented. The existence of poorly documented test cases in the TTC's database may have resulted in low similarity rates between the test cases and testers, thus leading to higher unassignment rates for some allocation inputs. Specific industrial setting. We analysed test data from a single test company of a particular application domain (mobile phone testing). Hence, results may vary in different industrial settings.
RELATED WORK
This section presents an overview of previous work on recommender systems applied to testing, debugging or people recommendation. As far as we know, there are no recommender systems to allocate test case to testers.
Anvik et al. [1] use a machine learning system to allocate developers to bugs. By looking at past allocations, the system infers the best developer to fix a bug. The precision achieved was 57% for the Eclipse project and 64% for the Firefox project. Eclipse and Firefox were used to tune their approach. The application of their system to a different project (GCC) resulted in precisions varying from 6% to 18%. Recall rates were very low, varying from 3% to 10%. Mockus and Herbsleb [14] proposed a system to identify expertise. The tool uses data from version control systems in order to locate people with desired expertise in a given tool or technology. Fault Invariant Classifier [5] is a tool that uses machine learning techniques in order to generate a ranking of program properties likely to lead to errors. For the C programs, the precision was 45% on average and, for the Java programs, the precision was on average 59%. Giger et al. [6] look at the history of bug tracking systems to estimate how long it takes to fix a given bug. The precision for the Eclipse project, for example, was 65,4% and the recall was 69,2%. Kpodjedo et al. [11] proposed a metric to evaluate, in an object oriented system, which classes deserve more attention from the tester (or from the test manager) to distribute resources and assign testing effort. The system was applied to the development of Mozilla and identified 6 critical classes from a total of 9,000 classes.
CONCLUSIONS
We proposed 6 allocation systems to allocate test cases to be run manually by testers. Three of them are managerbased ones, which take as input the tester's workload. The other three algorithms are the blind algorithms that allocate the amount of test cases per tester solely based on similarity. For each of those two categories (manager-based and blind), the algorithms run over three different tester's profiles: the effectiveness profile, the expertise profile and the combination of the two (multi-objective).
The introduction of a tool for test case allocation can help in two ways. The allocations are performed in a much faster way as the managers can now use the automatic recommendation as a starting point of their allocations. And, the arrival of new managers is not impacted as the tool provides them with some knowledge of test cases, testers and previous allocations. With the aid of a recommender tool, managers can perform better allocations faster.
We ran all algorithms over 100 allocation inputs. In our experiment, the ANOVA plus the Tukey's test showed us that the Exp-Manager outperforms the other systems with respect to the strict precision and the strict recall metrics. For approximately correct pair the Wilcoxon/Kruskal-Wallis test revealed that all allocation systems are similar among themselves with respect to approximate precision and approximate recall. By analysing the boxplots, all the allocation systems demonstrated to be superior to the random algorithm. For unassignment three of our six allocation systems presented a better performance by achieving zero unassignment rate for all the allocation inputs, namely Exp-Manager, Exp-Blind and MO-Blind.
As all allocation systems presented similar performance (especially for approximate precision and recall), we provide the following guidelines for helping the managers to decide which allocation system to choose. If the manager needs to speed up a particular test execution, then the "Expertise" profile is the best choice as experienced testers run test cases faster. On the other hand, if quality is important, then the "Effectiveness" profile would fit better. If a combination of both (time and quality) is needed, then the manager can use the "Multi-objective" profile. Choosing between Blind or Manager-based depends on whether the manager already knows the workload of the testers.
Our results have already shown that our tool, if it is not as good as the manager, can achieve similar results in most of the cases. Moreover, it automates part of the job that is currently being manually performed. At least good suggestions can be given to the managers to be used as a starting point of their allocations; new managers can benefit even more from our tool as it can provide them with some knowledge of test cases, testers and previous allocations.
As future work, we plan to perform a new experiment to evaluate the managers allocation. We intend to use the equivalence groups of testers defined by the managers (Section 5) and associate a different amount of points to the testers based in the group in which they belong. For example, a tester classified in the group of the most talented testers values 3 points, a tester classified in the group of the second most talented testers values 2 points, and so on. This allows us to calculate the total amount of points of each allocation and to eventually infer propositions as "Algorithm X is 65% similar to the manager; and in the 35% it is different, it allocates 50% more testers from the group of the most talented testers than the manager does". Of course this experiment also has some threats to its validity. For example, does a high score really characterise a good allocation? In this future experiment, we assume that the equivalence groups are sound, which seems to be more reasonable than relying on past allocations done (possibly) in a rush.
