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る．情報源が i.i.d.に従い d次元，実数値を持つ確率ベクトル fXk; k 2 Zgを生み出し，そ
れらが分布PXに従う場合を考える．もしすべてのブロック長 nと歪み制約Dについて，












P (xj) = 1 (1.2)X
yk
Q(yk) = 1 (1.3)
P (xj) > 0 for j = 1; 2;    ;M (1.4)
Q(yk)  0 for k = 1; 2;    ; N (1.5)
2
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さらに，表記の簡単のために以下のように書くことがある．
P (xj) = Pj (1.6)





(xj;yk) = jk (1.9)
R(D)のシャノン下界RSLB(D)は [2]より次式のように表される．




















j 2 AM ; k 2 AN (1.14)
かつ
AM := f1; 2;    ;Mg (1.15)
AN := f1; 2;    ; Ng (1.16)
とする．

































ふたつの集合 Sと T ( Rd)について，W : Rd ! Rdという関数W (x)が以下のように
定義されるとする．
W (x) = Ox+  (2.1)
ただし， 2 (0; 1)，Oは直交行列， 2 Rdであり，以下が成立するとする．
S =WT (2.2)
このとき，ふたつの集合 T と Sは相似であるという．
集合 Sが自己相似であるとは，m <1なるmについて，Sと相似な集合 fSigmi=1の非
交和（互素な要素の和）が存在することである．あるいは，Si =WiSとなる前述の形の
相似変換Wi (i = 1;    ;m)が存在することであり，それは次のように表される．




任意の 0 <  < 1に対し，以下の関係を満たす集合 S  [0; 1]が存在する．
S = S [ fS + (1  a)g (2.4)
5
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iは 0 < i < 1を常に満たすため，関数 f(d)は dについて単調減少である．さらに，
f(0) = m > 1であることと lim
d!1
f(d) = 0であることから，関数 f(d)は f(d) = 1の解を







i = 1 (2.6)
例えば，以前に示した自己相似集合のひとつである  カントール集合の Housdor{
Besicovitch次元は d = log1= 2である．本稿では，これ以降相似次元としてHousdor{
Besicovitch次元を用いる．
2.3 自己相似集合の表現方法
どんな自己相似集合 SとM = f1;    ;mg上の全ての無限過程の集合Mとの間にも，
一対一写像が存在する．どんな点 x 2 Sも，以下のようにして無限過程
b(x) = fb1; b2;    ; bj;    g 2Mに写像される．
b1 = i, x 2 Si (2.7)
また，すべての j = 2; 3;    について再帰的に，
bj = i, (W 1bj 1 ;W 1bj 2 ;    ;W 1b1 x) 2 S (2.8)
を定義する．
要素がM，長さが nの系列集合をMnとする．また，任意のX1  Rdに対して
Xn = ]
b1; ;bn2Mn
Wb1Wb2   Wbn(X0) (2.9)
と定義する．このとき，X1 = limn!1Xnは自己相似集合 S = ]mi=1WiSiとなる．




図 2.1: カントール集合の構成概要 (1/3{カントール集合)
すべての iについてi < 1であるため，j > 1であるような bjが小さなスケール上にあ
る xの値を決めている間，比較的小さな jについてインデックス bjは xの大きなスケー
ルの値を決める．














ここで，piは標本点 fx 2 Sig = fx : b1(x) = igの確率であることに注意する．さらに，
のもとでシンボル biは互いに同一で独立な分布に従う (=i.i.d.)M上の確率変数であり，
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周辺確率 pi; (i = 1;    ;m)をもつ．すなわち自己相似測度は，自己相似集合上でエル
ゴード性と定常性を持つ測度の特別な場合だと分かる．
例2： カントール測度
 カントール測度は p1 = p2 = 12 での自己相似測度 である．ただし，集合 Sは例 1





後の計算を簡単にするために，歪関数 (; )について 3つの仮定をおく．
まず自己相似集合 Sの表現を特徴づける相似変換Wiのそれぞれについて，r  1の次
数をもつ斉次性を仮定する．具体的には，任意の点 x;y 2 Rdについて
(Wix;Wiy) = 
r
i(x;y) i = 1;    ;m (2.11)
が成立する．ここで iは相似変換Wiの縮小パラメータである．
また，歪は三角不等式に従っていることが望ましい．すなわち
j(x;z)1=r   (x;y)1=rj  (y;z)1=r (2.12)
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ここで，bj は点x 2 Sの系列表現における，j番目の相似変換の縮小パラメータである．
有限木 Tを以下のように構成する．
 木の根は長さ 0の系列である．
 系列 b(x)がm-aryの系列だとした場合，その根は b1に対応する子をm個持つ．
 深さ jのそれぞれの中間節点は bj+1に対応する子をm個持つ．










= Wb1Wb2   Wbn(x) (x^) (2.16)
Tは有限木なので，上記 (a), (b), (c)により切り取った相異なる系列は有限である．つ












  W 1b1 (x)である．
以下では，[8]に倣って \ Cantor like "集合を導入する．\ Cantor like "集合に対して，
量子化写像 x = Q(x)は次の性質を持つ．
\Cantor like"集合の定義 ([8]);






























C(K)  1 + (mini i)
 de K(a
)r
1  (rK(a)r d) <1 (2.20)










1=r)r)  R(D)  R((D1=r   Dr(1)1=r)r) (2.21)
































sjk  1 (3.2)
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ここで jkは歪測度関数である．
















































































(3.9)は常に負であるため，関数H(P ) + sD   logCは sについて上に凸であり，その最
























T. Kochの研究 [3]は，T. LinderとR. Zamirの研究 [4]によって得られた定理の条件を
緩和したものだといえる．まずはT. LinderとR. Zamirの研究について紹介する．
定理 3(Linder and Zamir [4], Corollary 1)
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定理 4(Koch [3], Theorem 2)
d次元，実数値の情報源からなる確率変数ベクトルXが pdfを持つとする．さらに







ただし，bac; a = (a1;    ; ad) 2 Rdはベクトル成分ごとの床関数を意味する．つまり，
bac = (ba1c;    ; badc) である．







RSLB(D)の漸近的最適性を示すために，D # 0とすることで 0に収束するような \R(D)

















kzkr ; z 2 Rd (3.13)
(1.1)かつE [kZDkr] = Dより
R(D)  I(X;X +ZD)
= h(X +ZD)  h(ZD) (3.14)
(3.13)は連続な分布に対するレート歪関数のシャノン下界の pdfであるため，
RSLB(D) = h(X)  h(ZD) (3.15)
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(3.14)と (3.15)を組み合わせて，以下を得る．


















D(fX+ZDkfYD) = H(bX +ZDc)  h(X +ZD) (3.18)
D(fXkfY0) = H(bXc)  h(X) (3.19)
ここでD(fkg)は f と g，ふたつの pdfの間の相対エントロピー（KLダイバージェンス）
を表す（[5], (2.26){(2.27)を参照）．確率変数ベクトルZDは，D1=rZ1と同じ pdfをもつ．
ただし，Z1はD = 1のときのZDを表す．X とZDは独立より，Dが 0に近づくとき，
X + ZD ) X（分布収束）が成立する．さらに，X の分布がルベーク測度に関して絶




Pr(bX +ZDc = i) = Pr(bXc = i); i 2 Rd (3.20)
つまり，fYD が点別に fY0へと収束していることがいえ，このことは Scheeの補題（[6],
Th.16.12 を参照）によって，Dが 0に近づくとき，YD ) Y0であることを示している．
相対エントロピーの下半連続性（[7]の補題 4の証明）より
limD#0D(fX+ZDkfYD)  D(fXkfY0) (3.21)
これと (3.18)，(3.19)を合わせて
limD#0 fH(bX +ZDc)  h(X +ZD)g  H(bXc)  h(X) (3.22)
さらに，[3]中で証明されている次の補題を用いる．
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補題 2(Koch [3], Lemma 1)
X とZは互いに独立で d次元の確率変数ベクトルであるとする．E [kZkr] < 1と仮
定すると，以下がいえる．
(i) H(bXc) =1ならば，すべての  > 0に対してH(bX + Zc) =1
(ii) H(bXc) <1かつ Pr(X 2 Zd) = 0ならば，
lim
#0








H(bX +D1=rZ1c) = H(bXc) (3.24)









よって離散確率分布 P (x) およびレート歪関数R(D)を持つと仮定すると，RSLB;(D)
を以下のように評価することができる．ただしレート歪関数とシャノン下界の差の上界
を準備するために，Xの再構成ベクトルは X^ =X +ZD;となるようにする．確率変
数ZD;は関数 zjを pmfに持つものとする．このとき任意の  2 (0; 1)に関して自己相似
分布の離散近似ができ，それぞれの離散点（代表点）に適当に番号を割り振ることがで
きる．
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こうして割り当てた番号を，もとの自己相似分布の台を離散近似した集合については


















1 > 2 >    > 0となる fig1i=1を任意に固定する．各 i = 1; 2;    ;1について i < i
なら，ごく小さい任意の iに対して




であり，Di := irDr(1)のとき [9]より以下がいえる．














Ri(D)  R(Di)  H(Xi) (3.30)
より，十分大きな iについて (3.28)から (3.29)を両辺とも引くことで，以下が成立する．
Ri(D) RSLB;i(D)  H(Xi) H(Xi) +H(ZD;i) + i
= H(ZD;i) + i (3.31)
(3.31)より求める上界はH(ZD;)，すなわちH(fzjg)を具体的に計算することで得ら
れる．






















が成り立つ．ここで右辺第二項の総和の対象が jから j 6= k0となる jへと変わっている





















































カントール分布を考える．また歪関数として jk = jxj   ykjr を用いる．この


































C = 1 +
X
j:j 6=k0
esjk0 > 1 (3.41)
が得られる．式中に現れる 1は，再構成アルファベットが生成アルファベット
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である．(3.47)より，Di < iなる減少点列 fDig1i=1において
lim
i!1























ベット fygの間の歪測度を (x; y)とする．\Cantor like"集合を台に持つ 1次元自己相似
分布を仮定する．このとき，レート歪関数R(D)とシャノン下界RSLB(D) の差の有界性，
すなわちある正数Bについて
R(D) RSLB(D) < B (4.1)
であることが成立する．
この結果は有界性を述べたもので，自己相似分布に対するレート歪関数の解析を行っ
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カントール分布を考える．十分大きな正の数m0について，1次元 (1/3)カントール分布
に従う確率変数Xの離散近似は，量子化関数Q0()を用いて以下のように表せる．




ただし，bi 2 f0; 1gであるとする．1次元 (1/3)カントール分布は，名前の通り 1次元 (1/3)
カントール集合を台に持つ特異型確率分布であるため，その微細構造は 2分木に対応さ
せることができ，ある深さ lまでの離散近似における標本点は深さ分の長さ lを持つ系列
b(l) = b1b2    blと一対一対応の関係にある．ただし，l << m0であることに注意する．
一般のシャノン下界は (3.7)より












8<:a (!(b(l)) = 0)b (!(b(l)) = 1)
かつ
!(b(l)) =



























































































































RSLB;2(D) RSLB;(D) =  P0 log a  P1 log b+ logC
=  P0 log a  P1 log b+ (P0 + P1) log(C(l)0 + C(l)1 )
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とおく．Q0 +Q1 = 1であることに注意する．いま定義したQ0およびQ1を用いて (4.8)
から続きを計算していくと，





















































































定義中の PAおよび PB は任意の離散確率分布を，pA(x)および pB(x)はそれぞれの確率
を表している．ここで，(4.9)中の dP や dQは大文字の変数が確率分布であることを強調
する目的で採用した．今，十分大きな有限長 lのビット列によって離散近似される 1次
元の (1/3)カントール分布において，ビット列（パリティ）の偶奇は半数ずつ存在するた
め，確率分布 dP は dP 2 f1=2; 1=2gだと考えてよい．また dQは aと bの値を任意の正
の実数値に決めてもよいため，dQ 2 f1=2; 1=2gを実現する最適な a; bを設定できる．こ
のことから dQ 2 f1=2; 1=2gと考えてもよい．これらのことから (4.9)の第一項について


































ただし，計算上の都合で歪関数 (Xb(l) ; Y1)を差の絶対値 jXb(l)   Y1jと仮定した．また上
の定義において Y1が 14 となっているのは，1次元 (1/3)カントール集合における (4.4)の
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左辺 [ ]の内部を最大化する点が 1=4だと考えられるためである．1次元 (1/3)カントール
集合はユークリッド距離 1の閉区間を対象として，再帰的（かつ無限）に写像を作用させ
ることでつくられるが，2分木の枝をジグザグにおりていった先を選ぶ方が exp(())が
大きくなる．そしてその点は 1次元の場合 2点存在し，もとの閉区間を [ 1=2; 1=2]とす
ると，初項1=3，公比 1=3の数列の収束する点をみることに等しいので，上述の 2点
は1=4となる．

















































 1s; 1=4) + C(l 1)1 (3 1s; 7=4) (4.13)
ここで，式中にて
Xb(l) = ( 1)b1  3 1 + 3 1 Xb(l 1) (4.14)




0 (s; 1=4) = C(l 1)0 (3 1s; 7=4) + C(l 1)1 (3 1s; 1=4) (4.15)
C
(l)
1 (s; 1=4) = C
(l 1)
0 (3




1 (s; 1=4) = C(l 1)0 (3 1s; 1=4) + C(l 1)1 (3 1s; 7=4) (4.17)




0 (s; 1=4) = C
(l 1)
1 (3





 3s; 7=4) + C(l 4)1 (3
 4s; 7=4) +   
+C(1) (3
 (l 1)s;7=4) + C(1) (3 (l 1)s;1=4) (4.18)
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C
(l)
1 (s; 1=4) = C
(l 1)
0 (3





 3s; 7=4) + C(l 4)0 (3




 (l 1)s;7=4) + C(1) (3 (l 1)s;1=4) (4.19)
ただし，十分大きな正の数 lの偶奇によって最後の方の項はC0かC1かが変化するため，



















0 (s; 1=4) : C
(l)
1 (s; 1=4)
' C(1) (3 (l 1)s;1=4) : C(1) (3 (l 1)s;1=4) (4.20)
と表せる．
ここで (4.20)の最右辺より，C0 と C1 との比にほとんど等しい関数 C(1)0 (; )および
C
(1)
1 (; )の第一，第二引数はどちらも共通であることが分かる．この関数 C(1)0 (; )およ
びC(1)1 (; )は長さ 1のビットのアルファベット 0と 1のどちらかについて和をとるので，
1次元 (1/3)カントール集合においては区間 [ 1=2; 1=6]と [1=6; 1=2]のどちらにある点
Y1 =  1=4または Y1 = 1=4があるのかで大小関係が変化する．より具体的には，ある点
Y1は必ず区間 [ 1=2; 1=6]と [1=6; 1=2]のどちらかに存在しており，その上である点Y1が





関数C(1)0 (; )およびC(1)1 (; )の第二引数の符号がどちらになるのかに左右される．しかし，
どちらが大きいにせよ，この 2つの量は一方がもう一方に比べて十分大きくなることが分
かった．この事実より，KLダイバージェンスD(dP jjfC(l)0 =(C(l)0 +C(l)1 ); C(l)1 =(C(l)0 +C(l)1 )g)
は第二引数である分布 fC(l)0 =(C(l)0 +C(l)1 ); C(l)1 =(C(l)0 +C(l)1 )gが f1・2、1=2gでないことよ
り 0より大きな値を持つといえる．すなわち，
D(dP jjfC(l)0 =(C(l)0 + C(l)1 ); C(l)1 =(C(l)0 + C(l)1 )g > 0 (4.21)
である．
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以上のことから，1次元 (1/3)カントール分布と絶対値歪に対する一般のシャノン下界
RSLB;(D)とよりタイトな下界RSLB;2(D)の差が




















































任意のKおよび a > 0において
B;a;y
4
= fx 2  j (x;y)  arg (A.1)
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である．a < 
2
を固定すると，一般性を失うことなく，B;a;y内の全ての点が b1 = iと
対応していると仮定できる．またx 2 B;a;yならばW 1i (x) 2 B=i;a=i;y=iである．す
なわち，
g^1(; a
;y) = g^1(=i; a=i;W 1i y) (A.6)








;y) = g^1(= ; a= ; ~y)


























< 1および h^(z) 4= h(z)とおく．こうしたとき C^(K) = sup>0[h()] =
















:= z=  z= = z 1 (A.12)
がいえ， < 1なので最終的に z0  z   1となる．これらの関係式から  = z z0がいえ
ることにも注意する．(A.11)は右辺の項の中に左辺の関数と同じものが引数を縮小して
再帰的に登場するため，再帰的に上界を課し続けることを考えることができる．すると
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z0の値が負になるが，これは  > 1となることと等しい． > 1のとき (z < 0のとき)集

















)r  zr は zに対して単調減少な













と表せる．また  nr   nr ln + 1が一般に成り立つため，最終的に以下のように書
ける．
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