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Excessive computational cost for learning large data and stream-
ing data can be alleviated by using stochastic algorithms, such as
stochastic gradient descent and its variants. Recent advances improve
stochastic algorithms on convergence speed, adaptivity and structural
awareness. However, distributional aspects of these new algorithms
are poorly understood, especially for structured parameters. To de-
velop statistical inference in this case, we propose a class of gener-
alized regularized dual averaging (gRDA) algorithms with constant
step size, which improves RDA (Xiao, 2010; Flammarion and Bach,
2017). Weak convergence of gRDA trajectories are studied, and as a
consequence, for the first time in the literature, the asymptotic dis-
tributions for online `1 penalized problems become available. These
general results apply to both convex and non-convex differentiable
loss functions, and in particular, recover the existing regret bound
for convex losses (Nemirovski et al., 2009). As important applica-
tions, statistical inferential theory on online sparse linear regression
and online sparse principal component analysis are developed, and are
supported by extensive numerical analysis. Interestingly, when gRDA
is properly tuned, support recovery and central limiting distribution
(with mean zero) hold simultaneously in the online setting, which
is in contrast with the biased central limiting distribution of batch
Lasso (Knight and Fu, 2000). Technical devices, including weak con-
vergence of stochastic mirror descent, are developed as by-products
with independent interest. Preliminary empirical analysis of modern
image data shows that learning very sparse deep neural networks by
gRDA does not necessarily sacrifice testing accuracy.
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1. Introduction. Excessively large data and streaming data sets create
unique challenges for modern statistics. These data arise from fast-growing
applications including image recognition, social media, e–commerce, envi-
ronmental surveillance and numerous others. Analyzing such data requires
new computational methods in order to overcome storage and processing
constraints.
To meet the computational challenges, stochastic optimization methods,
such as stochastic gradient descent (SGD, Robbins and Monro (1951)), be-
come widely used. In particular, SGD concerns statistical estimation of w∗,
which is a solution of
G(w) = 0.(1.1)
A common choice of G(w) is EZ [∇f(w;Z)], where f : Rd ×Z → R is some
loss function and ∇f(w;Z) is its gradient or subgradient w.r.t. w. For non-
convex f , the w∗ satisfying (1.1) may not be unique, though. In reality,
the form of G is often unknown such that one may resort to its stochastic
version G(w;Z) satisfying EZ [G(w;Z)] = G(w). For example, given i.i.d.
observations {Z1, ..., ZN} 3 Zn, G(w;Zn) can be chosen as ∇f(w;Zn). SGD
approximates w∗ as follows:
wγn+1 = w
γ
n − γ∇f(wγn;Zn+1),(SGD)
where γ > 0 is a small constant step size, and is chosen and fixed from the
initialization. Setting a different value of γ would change the entire process,
not only a single wγn. Also, it is known that SGD produces statistically
unbiased estimate for w∗ (Benveniste et al., 1990; Kushner and Yin, 2003).
From now on, if no confusion occurs, wγn may be shortened as wn.
A well-known drawback of SGD is, however, that it fails to adapt to the
intrinsic structure of w∗ such as sparsity. It is also known that including the
penalty such as the `1 norm as part of the loss function f in SGD fails to
penalize wn effectively (Duchi and Singer, 2009). This motivates the regu-
larized dual averaging (RDA) algorithm (Xiao, 2010; Flammarion and Bach,
2017), which has found wide applications in online learning and reinforce-
ment learning (Mahadevan and Liu, 2012; Liu et al., 2012; Mahadevan et al.,
2014; Yu, 2018). Specifically, it includes a convex penalty function P(w) in
the following way: for a constant c0 > 0,
wn+1 = arg min
w∈Rd
{
γw>
n∑
i=0
∇f(wi;Zi+1)︸ ︷︷ ︸
(∗)
+c0nγP(w) + F (w)
}
.(RDA)
GRDA AND ITS DYNAMICS 3
In the above, F is a deterministic and strongly convex regularizer that stabi-
lizes the iterates in the spirit of the “follow-the-regularized-leader” in Section
2.3 of Shalev-Shwartz (2011), which functions differently from the penalty
P(w). The (RDA) essentially performs two iterative steps: accumulating the
gradients as in (∗), and then performing regularization with F (w) and pe-
nalization with c0nγP(w). If we set P(w) = 0 and F (w) = 12‖w‖22, (RDA)
reduces to (SGD). Therefore, (SGD) may be viewed as an un-penalized ver-
sion of (RDA). If we further change P(w) to ‖w‖1, sparse solutions can be
produced (Xiao, 2010; Lee and Wright, 2012).
Our first contribution is to prove that the penalization of (RDA) may be so
aggressive that the estimates are biased in some important cases, in contrast
with (SGD). A look at (RDA) reveals that the diverging rate of the factor nγ
(noting that γ is fixed ) is the reason for overly aggressive penalization.
This observation motivates us to design a class of new algorithms, named
as generalized RDA (gRDA), that can adjust the level of penalization with
time through a tuning function g(n, γ) as follows
wn+1 = arg min
w∈Rd
{
w>
(
−w0 + γ
n∑
i=0
∇f(wi;Zi+1)
)
+ g(n, γ)P(w) + F (w)
}
,
(gRDA)
where g(n, γ) ≥ 0 is a deterministic non-negative function of n, γ. It is clear
that g(n, γ) = nγ and w0 = 0 reduce (gRDA) to (RDA). The initializer w0
in gRDA is usually selected randomly with normal or uniform distribution
centered at 0. The general framework of (gRDA) also covers AdaGrad of Duchi
et al. (2011) that sets F as Mahalanobis norm adapted to past gradients,
and FTPRL of McMahan and Streeter (2010) that sets F as a squared `2
norm centered at the last iterate.
Figure 1.1 compares the performance of multiple popular algorithms (see
Chap. 8 of Goodfellow et al. (2016)) with (gRDA) on training a simple 6-layer
convolutional neural network (CNN) with around 1.25 million coefficients,
using the modern CIFAR–10 image classification data set1. For the illustra-
tion purpose, we set F (w) = 12‖w‖22, P(w) = ‖w‖1 and
g(n, γ) = cγ1/2(nγ − t0)µ+,(1.2)
where c = γ = 0.005, and t0 ≥ 0 is the time mean dynamics (see (1.3)
below) reaches a neighborhood of w∗. In this empirical demonstration, we
1Data and task description: https://www.cs.toronto.edu/~kriz/cifar.html; a de-
scription of the CNN used here is in the documentation of Keras: https://keras.io/
examples/cifar10_cnn/.
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set t0 = 0, which works well. With µ = 1, the gRDA behaves similarly to
(RDA) as epoch (or n) gets larger, and it creates high sparsity in the CNN
but sacrifices much testing accuracy than the other algorithms. Among all
the algorithms, (gRDA) with µ = 0.7 provides the best trade-off between
accuracy and sparsity. In parctice, the sparse neural networks adjust the
over-parametrization to a proper level so that requirements on storage and
memory can be reduced; see e.g. Mocanu et al. (2018); Han et al. (2016);
Louizos et al. (2018). Note that our aim here is to illustrate the difference
between algorithms, without paying effort in maximizing the accuracy of
image recognition.
Fig 1.1: Left: testing accuracy of CIFAR–10 data with different algorithms.
Right: the ratio of nonzero coefficients to the number of total coefficients.
The initial step size for Adagrad and Adam are 0.005 and 0.0001 respec-
tively. Minibatch size = 10. Except for gRDA, no other algorithms here can
generate sparsity.
Understanding the above observation and finding the best choice of g(n, γ)
in (gRDA) require us to develop distributional analysis that provides a com-
plete picture on the algorithm. Despite the well established distributional
analysis for (SGD), e.g., Kushner and Yin (2003); Benveniste et al. (1990),
the existing theoretical analysis for (RDA), e.g. Xiao (2010); Lee and Wright
(2012); Orabona et al. (2015); Flammarion and Bach (2017), only focus on
regret and convergence (with decreasing step size) analysis. One technical
reason could be that (RDA) performs arg min in every step with a time-
varying penalty such that the martingale weak convergence theory (Ethier
and Kurtz, 1986) in the analysis of (SGD) cannot be directly applied.
Our second contribution is a rigorous and thorough distributional anal-
ysis for the learning process of (gRDA), which holds for both convex and
non-convex differentiable f . Define wγ(t) := w
γ
bt/γc as a piecewise constant
stochastic process indexed by t > 0. The process convergence is developed
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for wγ(t) by passing γ → 0. We prove that as γ → 0,
wγ(t) w(t) := ψg(t,v(t)), where
dv(t)
dt
= G(ψg(t,v(t))), v(0) = w0.(1.3)
where denotes the weak convergence, and G is defined in (1.1). Note that
the ordinary differential equation (ODE) in (1.3) may have multiple solu-
tions. If the solution is unique, then the weak convergence can be improved
to convergence in probability, which is analogous to the classical weak law
of large number. For some Gaussian process X(t) with independent incre-
ments, we develop the central limit theorem as follows: consider the re-scaled
process Wγ(t) =
wγ(t)−w(t)√
γ , we prove
Wγ(t) W(t) := ψ˜g(t,V(t)), where dV(t) = ∇G(ψ˜g(t,V(t)))dt+ dX(t),(1.4)
with V(0) = 0, where ∇G is a matrix of derivative of G; ψg and ψ˜g are some
functions depending on g, and will be made explicit in the later sections.
Properties of v(t) and V(t) can be used to infer the behavior of wγ(t) and
Wγ(t).
Among many interesting choices of F and P for (gRDA) (see Example 2.1),
we focus on the leading example F (w) = 12‖w‖22 and P(w) = ‖w‖1 that
potentially introduces sparsity. In this setup, a consequence of (1.3) is that
(RDA), i.e., g(n, γ) = nγ, is biased for some important learning problems
(similar as LASSO for batch learning) with bias c0. On the other hand, to
ensure a non-degenerate limiting distribution, i.e. (1.4), our theory suggests
g(n, γ)  √γ. In addition, if we replace c0 in (RDA) by a time decreasing
function, e.g. tµ−1 = (nγ)µ−1 with µ < 1, the bias will vanish. This moti-
vates the form of (1.2). A caveat is that µ also needs to be large enough to
ensure support recovery. We observe that the components of V(t) in (1.4)
corresponding to inactive coefficients asymptotically evolve like a Gaussian
process that grows in rate t1/2 (up to an iterative logarithmic term), while
the active coefficients diverge like tmax{1/2,µ}. Hence, (1.2) with µ > 0.5
creates a contrast in learning dynamics that distinguishes the active and
inactive set. The intuition above is rigorously justified in the setup of least
square regression with orthogonal Hessian matrix for an arbitrarily small
t0 > 0 in (1.2). The orthogonality condition is suggested to be unnecessary
by the simulations in Section 6.1. In addition, the same conclusion seems to
continue to hold for online sparse principal component analysis (see Section
6.2). Encouraged by the preliminary analysis in Figure 1.1, we conjecture
that (1.2) is a universal recipe for using (gRDA) with the `1 penalization and
can work for more difficult task such as deep learning.
Both results, i.e., (1.3) and (1.4), apply to the entire training process
{wγn}n∈N, and their analysis relies on the so-called “stochastic mirror de-
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scent” (SMD) representation. The SMD representation for wγ(t) in (1.3)
is known since Orabona et al. (2015); see (gRDA-SMD). However, to analyze
Wγ(t) in (1.4), we need to construct a new SMD representation using the
localized Bregman divergence at w(t); see Lemma 3.3. Stochastic mirror
descent represents a rich family of algorithms, but no distributional result
has been considered for either time-varying or time-invariant regularizers;
see the Related Works below. In this respect, our general theory is also new
to the constant step size SMD literature.
Our theory not only provides a fundamental understanding to (gRDA),
but also, for the first time in the literature, makes uncertainty quantifica-
tion possible for online sparse algorithms penalized by convex functions.
The asymptotic confidence bands for the complete training process can be
constructed with our theory. In particular, the confidence bands are non-
smooth at the point where the mean trajectory switches sign. To illustrate,
we consider asymptotic confidence bands for online sparse linear regression
and online sparse principal component analysis, and validate the coverage
by simulations.
Python code for (gRDA) is on Github: gRDA-Optimizer.
The rest of this paper is organized as follows. In Section 2, the stochastic
mirror descent representation of (gRDA) is introduced. Section 3 contains the
main theoretical results of (gRDA). After the general theory is introduced,
we tailor it for the important `1 norm penalization, and discuss the sufficient
conditions that warrant the asymptotic analysis for this case. In Section 4, we
discuss the oracle properties that arise when applying (gRDA) to the online
sparse linear regression. Section 5 focuses on the online sparse principal
component analysis and its dynamics. In Section 6, we validate the relevance
of our asymptotic results for non-infinitesimal step sizes through extensive
Monte Carlo experiments. Proofs of all theoretical results are deferred to
the online supplement.
Related works. We discuss some existing theoretical works of (SGD), (RDA)
and stochastic mirror descent (SMD). SGD can also be implemented with
shrinking step size γn in n, and statistical inference based on this has been
studied in Su and Zhu (2018) and Chen et al. (2019). But in this case,
it often takes longer to converge for some modern learning tasks, and is
empirically harder to tune as the results are sensitive to the decreasing
rate (Dieuleveut et al., 2018; Chee and Toulis, 2018). On the other hand,
SGD with a constant step size is simpler to implement, and has been found
effective in navigating through complex loss landscape of non-smooth convex
loss (Bach and Moulines, 2013) or non-convex loss (Goodfellow et al., 2016,
Chapter 5).
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In the literature, (RDA) is often considered with shrinking step size in n,
e.g., γn = c1n
−α, where the values of c1, α > 0 need to be selected with
great care. For example, Xiao (2010) proposed α = 1/2 for some constant
c1 > 0. For P(w) = ‖w‖1, Lee and Wright (2012) prove that as n → ∞,
wn converges to the minimizer of L(w) := EZ [f(w;Z)] + c0‖w‖1 where
f(w;Z) is required to be convex and smooth in w (neither is required by us).
This implicitly suggests that limn→∞wn is biased for arg minEZ [f(w;Z)]
(Fan and Li, 2001). Our results show that (RDA) with constant step size is
biased, which is remotely related to Lee and Wright (2012). In practice, the
performance of RDA with shrinking γn is very sensitive to the constant c0
that controls the penalization strength in (RDA), for either convex loss (Xiao,
2010) or non-convex loss in deep learning (Jia et al., 2018).
The SMD evolves from the classical mirror descent proposed by Ne-
mirovski and Yudin (1983), and is arguably more robust than (SGD). The
literature for the SMD is large and still growing fast. Traditionally, SMD is
implemented with time-invariant regularizers, and convergence in mean or
almost surely was obtained for convex and non-convex losses; see, e.g. Ne-
mirovski et al. (2009); Duchi et al. (2012); Zhou et al. (2017); Lei and Zhou
(2018); Zhang and He (2018); Juditsky et al. (2019). Recently, many authors
implicitly or explicitly consider generalized SMD with time-varying regular-
izers, with proven regret bounds; see e.g. Vovk (2001); Azoury and Warmuth
(2001); Bartlett et al. (2007); Sridharan and Tewari (2010); Orabona et al.
(2015).
Notations. For a ≥ 0, bac returns the greatest integer less than or equal to
a. Define D([0,∞))d and C([0,∞))d as spaces consisting of ca´dla´g functions
and continuous functions mapping from [0,∞) to Rd, respectively. The Sko-
rohod metric ρ∞d on D([0,∞))d is defined by ρ∞d (x,y) =
∑d
j=1 ρ
∞(xj , yj),
where xj , yj ∈ D[0,∞) and
ρ∞(x, y) := inf
ν∈V
[
sup
0≤t<s
∣∣∣ log ν(s)− ν(t)
s− t
∣∣∣(1.5)
∨
∫ ∞
0
e−u sup
0≤t≤u
{‖x(t)− y(ν(t))‖2 ∧ 1}du].
Here, V is a set of Lipschitz continuous functions mapping from [0,∞) onto
[0,∞). A sequence of random elements Xγ in
(
D([0,∞))d, ρ∞d
)
weakly con-
verges to X, if E[g(Xγ)] → E[g(X)] as γ → 0 for any real valued bounded
continuous function g in the above space (van der Vaart and Wellner, 1996).
2. Stochastic mirror descent representation. In the theoretical
analysis, the stochastic mirror descent representation of (gRDA) is used. De-
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fine
Ψn,γ(w) := g(n, γ)P(w) + F (w),(2.1)
where g(n, γ) is the tuning function. For any v ∈ Rd, define the Fenchel
conjugate
Ψ∗n,γ(v) := max
w∈Rd
{〈w,v〉 −Ψn,γ(w)}.(2.2)
We need the following condition on P(·) and F (·) throughout the paper.
(R) P(w) is convex, F (w) is β-strongly convex, where β > 0 is a constant,
and both are lower semicontinuous (l.s.c.)2 and finite.
Under the Condition (R), Proposition 11.3 of Rockafellar and Wets (2009)
implies that Ψ∗n,γ is differentiable, and its derivative satisfies
∇Ψ∗n,γ(v) = arg min
w∈Rd
{
Ψn,γ(w)−w>v
}
.(2.3)
With these notations, (gRDA) can be rewritten in the SMD representation
(Orabona et al., 2015):
vn+1 = vn − γ∇f(wn;Zn+1),
wn+1 = ∇Ψ∗n+1,γ(vn+1),
(gRDA-SMD)
where v0 = w0, wn = (wn,1, wn,2, ..., wn,d)
>, vn = (vn,1, vn,2, ..., vn,d)> and
∇Ψ∗n,γ(v) =
(∇Ψ∗n,γ,1(v),∇Ψ∗n,γ,2(v), ...,∇Ψ∗n,γ,d(v))> ∈ Rd.
The parameter vn is an accumulator of gradients in the dual space spanned
by the gradients.
We next provide some examples for F (w) and P(w).
Example 2.1 (The common choices of F (w) and P(w)). F can be any
strongly convex function, such as F (w) = 12‖w‖22 and F (w) = 12w>Aw
with some p.d. pre-conditioning matrix A. P(w) are usually norms of w,
such as `p norm, where often p = 1, 2 and∞. In particular, P(w) = ‖w‖1 is
arguably the most popular choice. Other common penalties include elastic
2A function h : Rd → R is lower semicontinuous if lim infu→u0 h(u) ≥ h(u0) for every
u0 ∈ Rd.
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net of Zou and Hastie (2005) and group LASSO of Yuan and Lin (2006).
They can be incorporated into (gRDA), by setting
LASSO: P(w) = ‖w‖1;(2.4)
Elastic Net: P(w) = κ
2
‖w‖22 + ‖w‖1;(2.5)
Group LASSO: P(w) =
∑
a∈G
‖wa‖2,(2.6)
where G is a partition of {1, 2, ..., d}, and wa is the group a coefficients of
w = (w1, w2, ..., wd)
>. Given that F (w) = 12‖w‖22, (gRDA-SMD) can take
advantage of the closed-form proximal operator of g(n, λ)P(w) (Parikh and
Boyd, 2014) such that for j = 1, 2, ..., d,
LASSO: ∇Ψ∗n,γ,j(v) = sgn(vj) ·
(|vj | − g(n, γ))+, ,(gRDA-`1)
Elastic Net: ∇Ψ∗n,γ,j(v) =
1
1 + κg(n, γ)
sgn(vj) ·
(|vj | − g(n, γ))+,(2.7)
Group LASSO: ∇Ψ∗n,γ,a(v) =
(
1− g(n, γ)‖va‖2
)
va, a ∈ G,(2.8)
where va is the group a coefficients of v = (v1, v2, ..., vd)
>.
We remark that for the above selection of P, the computational cost per
iteration in (gRDA-SMD) is as cheap as SGD due to the closed-form proximal
operators. Therefore, the leading example in this paper is F (w) = 12‖w‖22.
3. Asymptotic analysis of gRDA. In this section, we study asymp-
totic behaviors of the two sequences vn and wn defined in (gRDA-SMD) as the
step size γ → 0 along a countable sequence. The asymptotic trajectory is
characterized by a system of time-inhomogeneous ordinary differential equa-
tions (ODE). As for the distributional dynamics, we find that it is in general
not an Ornstein-Uhlenbeck type stochastic differential equations (SDE), and
thus is different from the well studied SGD case (Benveniste et al., 1990).
As a corollary, the asymptotic distribution for the averaged estimator is also
developed. In the end, we tailor our general theory to study a special case
that P(w) = ‖w‖1, i.e. (gRDA-`1).
3.1. Asymptotic trajectory. We need the following regularity conditions.
(S) Data sequence Z1, Z2, . . . , Zn are i.i.d.
(M) G(w) : Rd → Rd is continuous on Rd, and for any K > 0,
E
[
sup
w:‖w‖2≤K
∥∥∇f(w, Z))∥∥
2
]
<∞.(3.1)
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Our theory can be readily generalized to Markovian data related to the
modern “adversarial” setting in online learning (Shalev-Shwartz, 2011), by
setting Zn+1 = Q(wn, ξn) for some measurable function Q : Rd × S → Z,
and i.i.d. random variables ξn.
Recall from (2.1) that Ψn,γ(w) = g(n, γ)P(w) +F (w). For simplicity, we
adopt the following reparametrization:
Ψγ(t,w) := Ψbt/γc,γ(w) for t ≥ 0.(3.2)
Similarly, (2.3) can be re-parametrized as
∇Ψ∗γ(t,v) = arg max
w∈Rd
{〈w,v〉 −Ψγ(t,w)}.(3.3)
The vn and wn in the SMD representation (gRDA-SMD) can also be re-
expressed as
vγ(t) := vbt/γc, wγ(t) := wbt/γc = ∇Ψ∗γ(t,vγ(t)).(3.4)
In the expression of Ψγ(t,w), we have g(bt/γc, γ) whose limit is guaranteed
to exist by the following condition:
(g-lim) Assume g(b·/γc, γ) ∈ D([0,∞)), and there exists a continuous non-
negative function g† : [0,∞)→ [0,∞) such that
lim
γ→0
sup
t∈[0,T ]
∣∣g(bt/γc, γ)− g†(t)∣∣ = 0 for every T > 0.(3.5)
This gives the limit of Ψγ(t,w) (when γ → 0) as
Ψ(t,w) := F (w) + g†(t)P(w)(3.6)
Note that g†(t) is allowed to be zero for all t. The Fenchel conjugate of
Ψ(t,w) and its derivative at v ∈ Rd can be defined similarly as (2.2) and
(2.3):
Ψ∗(t,v) := sup
w∈Rd
{
w>v −Ψ(t,w)},
∇Ψ∗(t,v) := arg min
w∈Rd
{
Ψ(t,w)−w>v}.(3.7)
We are now ready to present our first main theorem characterizing the
mean dynamics of (gRDA-SMD), which can be regarded as the law of large
number for the learning process as γ → 0. By virtue of a powerful weak
convergence theorem adapted from Kato (2009), we do not need to directly
impose conditions on the operator ∇Ψ∗n,γ , which can be difficult to verify.
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Therefore, in this respect Theorem 3.1 gives a generally applicable tool on
studying the asymptotic behavior of (gRDA-SMD). As far as we know, even
its application to (RDA) is new.
For any K > 0, define a stopping time τKγ := inf{t : ‖vγ(t)‖2 ≥ K} and
the corresponding “stopped” processes vKγ (·) := vγ(· ∧ τKγ ) and wKγ (·) :=
wγ(· ∧ τKγ ). We say a sequence {vγ}γ is relatively compact in D([0,∞))d if
for every subsequence vγ′(t), there exists a further subsequence that weakly
converges in D([0,∞))d [see p.57 of Billingsley (1999)].
Theorem 3.1 (Asymptotic trajectory). Suppose that (R), (S), (M) and
(g-lim) hold. Let v0 be a fixed initial vector for vn. Then, we have
(a) For each K, {vKγ , γ > 0} is relatively compact in D([0,∞))d, and as
γ → 0, every limit of (vKγ (t),wKγ (t)) satisfies
v(t) = v0 −
∫ t
0
G
(∇Ψ∗(s,v(s)))ds,(3.8)
w(t) = ∇Ψ∗(t,v(t)),(3.9)
for all t < τK = inf{t : ‖v(t)‖2 ≥ K}, where ∇Ψ∗(t, ·) is defined in
(3.7).
(b) If the solution to (3.8) is unique, then the sequence converges in proba-
bility, i.e. for every T,  > 0, limγ→0 P
(
sup0≤t<T∧τK ‖vKγ (t)−v(t)‖2 >

)
= 0, and the same holds for wKγ (t).
(c) If all the solutions to the ODE in (3.8) are bounded in finite time, then
(vγ(t),wγ(t)) are relatively compact with every limit satisfying (3.8)
and (3.9) for all t ∈ [0,∞).
See Section S.2.1.1 for a proof of Theorem 3.1. Note that ∇Ψ∗(t,v) is
just the ψg(t,v) in (1.3). When the solution of (3.8) is not unique, (b) in
Theorem 3.1 does not hold, but (c) still applies.
Remark 3.2 (Sufficient conditions for the uniqueness in (b) of Theorem
3.1). If G is locally Lipschitz continuous, i.e.
sup
w 6=w′,w,w′∈W
∣∣G(w)−G(w′)∣∣
|w −w′| <∞, for every compact W ⊂ R
d,(3.10)
then G
(∇Ψ∗(t, ·)) is locally Lipschitz uniformly with respect to t because
∇Ψ∗(t, ·) is globally Lipchitz uniformly with respect to t by Lemma S.1.4(a).
Under the above condition, the Picard-Lindelo¨f theorem (see Theorem 2.2
in Teschl (2012)) asserts that there exists a unique local solution v(t) of
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(3.8) for t ≤ T and some 0 < T <∞. This can be extended to T =∞ if G
is globally Lipschitz continuous, see, e.g. Corollary 2.6 in Teschl (2012).
3.2. Distributional dynamics. To study the distributional dynamics, we
need stronger moment and differentiability conditions on G than those in
Assumption (M) as follows. For a fixed w ∈ Rd, define the covariance matrix
Σ(w) := E
[(∇f(w;Z)−G(w))(∇f(w;Z)−G(w))>].(3.11)
(L) G : Rd → Rd is continuously differentiable on Rd (i.e. ∇EZ [∇f(·;Z)] :
Rd → Rd×d is continuous on Rd). Σ : Rd → Rd×d is continuous on Rd.
For any K > 0,
E
[
sup
w:‖w‖2≤K
∥∥∇f(w, Z)∥∥2
2
]
<∞.(3.12)
A consequence of Assumption (L) is that by Remark 3.2, G(∇Ψ∗(t, ·)) is lo-
cally Lipschitz uniformly with respect to t. So, there exists a unique solution
v(t) of (3.8) for t ∈ [0, T ]. Therefore, the quantities of interest to be studied
in this section:
Vγ(t) :=
vγ(t)− v(t)√
γ
, Wγ(t) :=
wγ(t)−w(t)√
γ
(3.13)
are well defined up to some time T under the condition (L).
The first step in establishing the distributional dynamics is to link Vγ(t)
with Wγ(t) analytically. Specifically, it is through the local Bregman diver-
gence at (v(t),w(t)) induced by Ψγ(t,w):
Ψ˜γ(t,u) := γ
−1(Ψγ(t,w(t) +√γu)−Ψγ(t,w(t))− 〈√γu,v(t)〉).(3.14)
In some sense, (3.14) is similar to the local loss function used for deriving
weak convergence of M -estimate, see van der Vaart and Wellner (1996).
Lemma 3.3 shows that the SMD representation for Wγ(t) can be derived
from Ψ˜γ(t,u), which facilitates the subsequent theoretical analysis.
Lemma 3.3 (SMD representation of Wγ(t)). For each t ≥ 0 and γ,
Wγ(t) = ∇Ψ˜∗γ(t,Vγ(t)),(3.15)
where ∇Ψ˜∗γ(t,V) is defined similarly as (3.3) by replacing Ψγ with Ψ˜γ in
(3.14).
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See Section S.2.2 for a proof of Lemma 3.3. We give a concrete example
on the form of local Bregman divergence Ψ˜γ(t,u).
Example 3.4 (Constant tuning function). Suppose that g(n, γ) := c is
a constant, and that F and P are twice continuously differentiable. Hence,
Ψn,γ(w) = Q(w) := cP(w)+F (w) in (2.1). Suppose inft≥0 λmin(∇2Q(w(t)) >
0, where w(t) is the mean dynamics. Replacing Ψγ(t,w) = Q(w) and
v(t) = ∇Q(w(t)) in (3.14), Taylor expansion for multivariate function gives
Ψ˜γ(t,u) = u
>
(∫ 1
0
(1− s)∇2Q(w(t) + s√γu)ds)u.
In the above example, if additionally supt≤T
∥∥∇2Q(w(t) + s√γu)∥∥
2
is
bounded uniformly in γ for every T , we obtain the following limit as γ → 0
(by the dominated convergence and the continuity of ∇2Q):
Ψ˜(t,u) =
1
2
u>∇2Q(w(t))u,
whose conjugate is Ψ˜∗(t,u) = 12u
>(∇2Q)−1(w(t))u.
In general, we need to assume the existence of such a limit together with
some regulatory properties.
(Ψ˜-lim) There exists Ψ˜ : [0,∞)× Rd → R such that
(Ψ˜-lim0) For any T > 0, sup0≤t≤T |Ψ˜γ(t,u)− Ψ˜(t,u)| → 0 pointwise for
every u ∈ Rd.
(Ψ˜-lim1) Ψ˜(t, ·) is l.s.c. for any t ∈ [0,∞) and Ψ˜(·,u) is continuous on
[0,∞) for any u ∈ Rd.
(Ψ˜-lim2) There exists a u0 ∈ Rd and a constant cT > 0 such that for any
subgradient ∇Ψ˜(t,u0) ∈ ∂uΨ˜(t,u0) for t ≤ T , sup0≤t≤T ‖∇Ψ˜(t,u0)‖2 ≤ cT .
Condition (Ψ˜-lim0) implicitly regularizes F , the penalty term P and tuning
function g(n, γ). Together with Condition (g-lim), this consist of the only
two conditions on g(n, γ): Condition (g-lim) is for the asymptotic trajectory,
while Condition (Ψ˜-lim0) is for the distributional dynamics.
Now we are ready to present the second main result of this paper, which
can be regarded as the central limit theorem of the learning process.
Theorem 3.5 (Distributional dynamics). Suppose the solution v(t) of
(3.8) uniquely exists for all t ≥ 0, and v0 be a constant initial value of the
sequence vn in (gRDA-SMD). In addition, assume that (R), (S), (M), (L),
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(g-lim) and (Ψ˜-lim) hold. If Ψ˜γ(·,u) ∈ D[0,∞) for each u ∈ Rd and γ, then
we have Vγ(t) V(t) in D([0,∞))d with
V(t) = −
∫ t
0
∇G(w(s)) · ∇Ψ˜∗(s,V(s))ds+ M(t),(3.16)
where M(t) ∈ Rd is a centered continuous process with independent Gaussian
increment and covariance kernel
E
[
M(t)M(t)>
]
=
∫ t
0
Σ
(
w(s)
)
ds.(3.17)
Moreover, Wγ(t) W(t) in D([0,∞))d with
W(t) = ∇Ψ˜∗(t,V(t)).(3.18)
where ∇Ψ˜∗(t,V) is defined similarly as (3.7) by replacing Ψ with Ψ˜.
See Section S.2.2.1 for a proof of Theorem 3.5. Note that ∇Ψ˜∗(t,v) is just
the ψ˜g(t,v) in (1.4).
A key step in the proof of Theorem 3.5 is a continuous mapping theorem
adapted from Kato (2009), which connects the weak convergence of Vγ(t)
and that of Wγ(t). Additionally, we need to show the relative compactness
of (Vγ(t),Wγ(t)). Theorem 3.5 recovers the result of (SGD) in Benveniste
et al. (1990) and Bucklew et al. (1993), but does not apply to (RDA) which
does not satisfy (Ψ˜-lim0).
Studying W(t) inevitably requires understanding V(t) in the first place.
Unfortunately, the closed form solution of (3.16) may be unavailable in many
cases. Numerical methods, such as Euler-Maruyama or Milstein method
(Kloeden and Platen, 1992), can be applied to obtain an approximate solu-
tion of V(t), which suffices in many applications; e.g. constructing confidence
band for the entire learning trajectory.
Remark 3.6 (Local convergence). The convergence in Theorem 3.5 is
global in the sense that the convergence holds for the complete time domain
[0,∞). Local convergence, namely (Vγ(t),Wγ(t)) (V(t),W(t)) onD(T )d
for a compact T , can be established by similar proof as that of Theorem
3.5, under weaker assumptions that the (3.5) in (g-lim) and (Ψ˜-lim0) hold
for any compact subinterval T1 ⊂ T , instead of for [0, T ] for every T > 0.
The details are omitted.
For a sequence of estimates given by the stochastic gradient descent, it
is known that averaging over them often leads to improved performance
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(Polyak and Juditsky, 1992; Ruppert, 1988; Nemirovski et al., 2009). In-
spired by this observation, we consider
w¯N =
1
N
N∑
n=1
wn.(3.19)
For any T > 0, setting N = bT/γc and using the piecewise constant inter-
polation wγ(t) in (3.4), (3.19) can be rewritten as
w¯bT/γc =
1
γbT/γc
∫ T
0
wγ(s)ds.(3.20)
By applying Theorems 3.1 and 3.5, the asymptotic distribution of w¯bT/γc
can be written as a functional of the limiting process W(t) in (3.18).
Corollary 3.7 (Asymptotic distribution of iterate average). Under the
same conditions as Theorem 3.5, we have for any fixed T > 0,
w¯bT/γc − T−1
∫ T
0 w(s)ds√
γ
 1
T
∫ T
0
W(s)ds, as γ → 0,(3.21)
where W(s) is defined in (3.18).
See Section S.2.3 for a proof of Corollary 3.7. Applying Corollary 3.7 to
(SGD) yields a distributional result complementary to that in Chapter 11.1.2
of Kushner and Yin (2003), which concerns the convergence of w¯b(T+Tγ)/γc,
where Tγ(↑ ∞ as γ) is the transient time that wn takes to get closer to a
stationary point w∗.
Remark 3.8 (Excess risk of w¯N under convex loss). Consider the same
setting as Example 3.4 that Ψn,γ(w) = Q(w) := F (w) + cP(w) is time-
invariant. Suppose that the expected loss function f0(w) := EZ [f(w;Z)] is
globally Lipschitz and convex. Corollary 3.7 implies an upper bound for the
excess risk
f0(w¯bT/γc)− inf
w
f0(w) = Op
(
BregQ(w0,w∗)
T
+
√
γ
T
)
.(3.22)
where BregQ(x,y) = Q(x) − Q(y) − 〈∇Q(y),x − y〉 is the Bregman di-
vergence induced by Q. See Section S.2.3 for a proof of (3.22). If F (w) =
1
2‖w‖22, P(w) = 0 and w0 = 0, then Q(w) = 12‖w‖22 and BregQ(w0,w∗) =
1
2‖w∗‖22 ≤ d2‖w∗‖2∞. In this case, the rate (3.22) corresponds to the bound
in page 1580 of Nemirovski et al. (2009) (with T = Nγ and the optimal
step size in (2.20) therein). The difference is that (3.22) holds in probability,
which is slightly weaker than the bound in mean in Nemirovski et al. (2009).
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3.3. Distributional analysis under `1 penalization. In this section, we ap-
ply the developed asymptotic results to an important case that
F (w) =
1
2
‖w‖22 and P(w) = ‖w‖1.
Define Ln,γ(w) := 12‖w‖22 + g(n, γ)‖w‖1. We obtain (gRDA-`1) by setting
Ψn,γ(w) = Ln,γ(w) in the SMD representation (gRDA-SMD).
Using the above representation, we have Corollary 3.9 implied by Theorem
3.1. For v = (v1, ..., vd), define a soft-thresholding operator ∇L∗(t,v) =
(∇L∗1(t, v1), ...,∇L∗d(t, vd)) by
∇L∗j (t, vj) := sgn(vj) ·
(|vj | − g†(t))+, j = 1, ..., d,(3.23)
which maps v to 0 whenever v ∈ [−g†(t), g†(t)]. Recall that g†(t) is the limit
of g(bt/γc, γ) defined in (g-lim).
Corollary 3.9 (Mean dynamics). Suppose that (g-lim), (S) and (M)
hold. If every solution to the ODE:
v(t) = v0 −
∫ t
0
G
(∇L∗(t,v(s)))ds,(3.24)
is bounded in finite time, then
(vγ(t),wγ(t)) (v(t),w(t)) on D([0,∞))2d,
where (vγ(t),wγ(t)) is defined in (3.4), v(t) is a solution of (3.24) and
w(t) = ∇L∗(t,v(t)).(3.25)
The proof of Corollary 3.9 is in Section S.2.4. We remark that w(t) is
unique even when v(t) may not be, and also that the sparsity of w(t) is
induced by the soft-thresholding operator ∇L∗.
We now apply Corollary 3.9 to (RDA), which reveals its bias in linear
regression.
Theorem 3.10 ((RDA) is biased for active coefficients). (RDA) with an
arbitrary initializer w0 and c0 > 0 is biased for linear regression with `2
loss (see (4.1) for the model). In particular, if X in (4.1) is centered with
H = E[XX>] = diag(σ21, σ22, ..., σ2d), and if the mean trajectory w(t) of (RDA)
converges, i.e. limt→∞w(t) = w∞, where w∞ 6= 0, then |w∞j − w∗j | =
c0/σ
2
j > 0 for all j ∈ {k : w∞k 6= 0}.
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See Section S.2.4 for a proof of Theorem 3.10. This theorem shows that
the performance of (RDA) in the long run is biased like LASSO (Tibshirani,
1996; Fan and Li, 2001) in the batch learning, and is remotely related to the
results of Lee and Wright (2012) who treat (RDA) with shrinking step size.
We remark that verifying the convergence of the mean trajectory w(t) of
(RDA) is nontrivial; see Remark S.2.2 for more details.
We next characterize the distributional dynamics using Theorem 3.5. Ac-
cording to (3.14), the local Bregman divergence L˜γ(t,u) induced by Lγ(t,u) :=
Lbt/γc,γ(u):
L˜γ(t,u) := γ−1
(Lγ(t, (w(t) +√γu)− Lγ(t, (w(t))− 〈√γu,v(t)〉),(3.26)
where w(t) is the mean trajectory from (3.25). Whether L˜γ(t,u) satisfies
the Condition (Ψ˜-lim) depends on the sign stability of the mean dynamics
w(t) defined below. Recall that w(t) = ∇Ψ∗(t,v(t)) and v(t) follows a time-
inhomogeneous ODE in (3.8).
Definition 3.11 (Sign stability). A d-dimensional trajectory w(t) =
(w1(t), w2(t), ..., wd(t))
> is sign stable on an interval T ⊂ [0,∞) if for each
j = 1, ..., d, sgn(wj(t1)) = sgn(wj(t2)) for all t1, t2 ∈ T . If T = [0,∞), then
w(t) is globally sign stable. By convention, sgn(0) = 0.
Fig 3.1: Left: globally sign stable path. Right: sign stable on (0, T1), (T1, T2)
and (T2,∞).
Whether sign stability holds depends on the specific form of G and the
regularizer Ψn,γ(w). However, we show in the next lemma that the sign
stability condition is equivalent to the condition that L˜γ(t,u) has a limit as
γ → 0, i.e., (Ψ˜-lim0).
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Lemma 3.12 (Equivalence between sign stability and (Ψ˜-lim0)). Let T ⊂
[0,∞) be a closed interval. Suppose there exists a continuous function g‡(t) ≥
0 with g‡(t) > 0 for some t ∈ T satisfying
lim
γ→0
sup
t∈T
∣∣g(bt/γc, γ)/√γ − g‡(t)∣∣ = 0.(3.27)
Then, L˜γ(t,u) satisfies
lim
γ→0
sup
t∈T
|L˜γ(t,u)− L˜(t,u)| = 0 pointwise for every u ∈ Rd(3.28)
where for t ∈ T ,
L˜(t,u) = 1
2
‖u‖22 + g‡(t)
d∑
j=1
(
uj sgn(wj(t))1{wj(t) 6= 0}+ |uj |1{wj(t) = 0}
)
,
(3.29)
if and only if w(t) is sign stable on T .
The proof of Lemma 3.12 is in Section S.2.4.
The following theorem describes the distributional dynamics of (gRDA-`1).
Under Condition (3.27), the asymptotic mean trajectory of wn in (gRDA) is
the same as that of (SGD) (see, e.g. Theorem 1 of Bucklew et al. (1993)).
Rather, the effect of `1 penalization enters in the distributional dynamics
(second order asymptotics).
Theorem 3.13. Let vn and wn being iterates from (gRDA-`1). Suppose
(S), (M) and (L) hold, and that g(b·/γc, γ) ∈ D([0,∞)) satisfies (3.27) with
T = [0, T ] for any T > 0. Suppose the solution of
v(t) = v0 −
∫ t
0
G
(
v(s)
)
ds(3.30)
uniquely exists for all t > 0. Then,
(a) In Corollary 3.9, g†(t) = 0 for all t and w(t) = v(t);
(b) Suppose that w(t) in (a) is sign stable on some closed interval T˜ ⊂
[0,∞). Let interval T ⊂ T˜ and T0 := inf T . If Vγ(T0) P→ V(T0) as
random vector in Rd, then (Vγ ,Wγ) (V,W) as γ → 0 as random
elements in D(T )2d where
V(t) = V(T0)−
∫ t
0
∇G(w(s)) · ∇L˜∗(s,V(s))ds+ M(t),(3.31)
W(t) = ∇L˜∗(t,V(t)),(3.32)
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where L˜(t,w) is defined in (3.29), and
∇L˜∗j (t,V ) =

Vj − g‡(t), for j : wj(t) > 0;
Vj + g
‡(t), for j : wj(t) < 0;
sgn(Vj)
[|Vj | − g‡(t)]+, for j : wj(t) = 0.
(3.33)
and M(t) is a centered continuous process with independent Gaussian
increment and covariance E[M(t)M(t)] =
∫ t
0 Σ(w(s))ds where Σ(·) is
defined in (3.11).
If w(t) in (3.25) is globally sign stable, then the convergence of (3.31)
and (3.32) holds in D([0,∞))2d with T0 = 0, and V(0) = 0 almost
surely.
The proof of Theorem 3.13 is in Section S.2.4. Note that (RDA) is not
covered by this theorem, as for any T ⊂ [0,∞), limγ→0 supt∈T c0bt/γc√γ
diverges to infinity. So, (3.27) does not hold.
Sign stability ensures the weak convergence to a continuous limiting SDE.
Simulation (Figure 6.1 in Section 6.1) shows that the empirical trajectories
and limiting SDE of (gRDA-`1) are non-smooth (potentially a jump) at the
boundary point of two adjacent sign stable intervals. In contrast, the limiting
SDE of (SGD) is globally continuous (Benveniste et al., 1990).
4. Online sparse linear regression. In this section, we consider Zn =
(Xn, Yn) ∈ Rd × R, and Yn is an i.i.d. sequence generated by
Yn = X
>
n w
∗ + εn, Eεn = 0, Var(εn) = σ2ε .(4.1)
Let Xn be i.i.d. with EXn = 0, covariance matrix H := E[XnX>n ], and
E[‖Xn‖42] < ∞. Assume there exists an absolute constant C > 0 such that
C−1 < σmin(H) ≤ σmax(H) < C, where σmin and σmax denote the minimal
and maximal eigenvalues.
We consider f(w;Zn) = (Yn −X>n w)2/2, which is a special case of Sec-
tion 3.3. As an application of Theorem 3.13, the following Corollary shows
that w(t) → w∗ exponentially as t → ∞, if the minimal eigenvalue of H
is bounded from below by a constant. Again, the mean dynamics given by
(4.2) is the same as (SGD) following the comments before Theorem 3.13.
Corollary 4.1 (Online sparse linear regression). Under the linear re-
gression model (4.1), assume that g(b·/γc, γ) ∈ D([0,∞)) satisfies (3.27)
with T = [0, T ] for any T > 0. Let w0 be a fixed initial vector for wn in
(gRDA-`1). Then,
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(a) the asymptotic trajectory of wn satisfies the following linear ODE:
w(t) = w0 −
∫ t
0
H
(
w(s)−w∗)ds.(4.2)
In particular, the unique solution to (4.2) is
w(t) = e−Htw0 + (Id − e−Ht)w∗ = Pe−DtP−1w0 + P (Id − e−Dt)P−1w∗,
(4.3)
where e−Ht :=
∑∞
k=0
(−H)k
k! and e
−Dt = diag(e−D11t, e−D22t, ..., e−Dddt),
and the diagonalization of H = PDP−1 with the diagonal matrix D.
(b) the conclusion of (b) in Theorem 3.13 holds with ∇G(w(s)) = H =
E[XnX>n ], and the covariance kernel of M(t)
Σ(w) = E
[
(XX> −H)(w −w∗)(w −w∗)>(XX> −H)]+ σ2εH.(4.4)
The proof of Corollary 4.1 is in Section S.3.
Support recovery is important for model interpretation and statistical in-
ference. Existing methods in batch learning, e.g. LASSO (Tibshirani, 1996)
or Bayesian variable selection (George and McCulloch, 1993), typically re-
quire to load the entire data set in processing unit. This is infeasible for
large and streaming data. Although (RDA) is an alternative, it critically de-
pends on the value of c0. Increasing c0 yields larger sparsity but also more
bias (Theorem 3.10). In the following, we show that by choosing the tuning
function g(n, γ) carefully, (gRDA) can not only recover the support consis-
tently, but also provide unbiased stationary distribution, which facilitates
statistical inference of active coordinates (Fan and Li, 2001).
Under the model (4.1), the dynamics V(t) in (3.31) can be written specif-
ically as
V(t) = −
∫ t
0
H · ∇L˜∗(s,V(s))ds+ dM(t).(4.5)
If H is not diagonal, the drift in V(t) fails to de-couple, and thus is compli-
cated. For a more transparent exposition, we impose the following condition.
(D1) H = E[XnX>n ] = diag(σ21, ..., σ2d) with σj ∈ (0,∞) for all j = 1, ..., d.
Moreover, Xn are bounded in each component almost surely.
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Under (D1), w(t) in (4.3) de-couples as
w(t) =

e−σ21tw0,1 + (1− e−σ21t)w∗1
e−σ22tw0,2 + (1− e−σ22t)w∗2
...
e−σ2dtw0,d + (1− e−σ2dt)w∗d
 ,(4.6)
whose path is a straight line connecting w0 and w
∗ in Rd. The boundedness
of Xn in Assumption (D1) is assumed for simplicity, and may be relaxed to
sub-Gaussian tail, as supported by the simulations in Section 6.1.
Theorem 4.2 (Online support recovery and stationary distribution).
Consider the linear regression model (4.1) and suppose (D1) holds. Let wn
be iterates generated by (gRDA-`1) with initialization w0 = 0,
g(n, γ) = cγ1/2(nγ − t0)µ+(4.7)
for an arbitrarily small fixed t0 > 0 independent of γ and n, some µ > 0 and
c > 0. Let wγ,j(t) be the jth component of wγ(t) and wj(t) = e
−σ2j tw0,j +
(1− e−σ2j t)w∗j be the jth coordinate of (4.6). Then
(a) (Inactive coordinates) For j ∈ {k : w∗k = 0}, if µ > 1/2, then |wn,j | =
op(
√
γ), as γ → 0 and n→∞.
(b) (Active coordinates) For j ∈ {k : w∗k 6= 0}, then
wγ,j(t)− wj(t)√
γ
= Wγ,j(t) e−σ
2
j (t−t0)Wj(t0) + hj(t) + Uj(t)(4.8)
on (D[t0,∞))d as γ → 0, where Wj(t0) ∈ R is a random variable with
E
[
Wj(t0)
2
]
<∞, and
hj(t) = − sgn(w∗j )e−σ
2
j tcµ
∫ t
t0
(s− t0)µ−1eσ2j sds,(4.9)
Uj(t) = e
−σ2j t
∫ t
t0
eσ
2
j s Σ
1/2
j· (w(s))
>dB(s),(4.10)
where Σ
1/2
j· (w(s)) is the jth row of the root matrix of Σ(w(s)), B(t) =
(B1(t), B2(t), ..., Bd(t))
> are independent standard Brownian motions.
(c) (Long-run bias and distribution) For any fixed µ > 0, hj(t) for t ≥ t0
in (4.9) satisfies∣∣hj(t)− (−1) sgn(w∗j )cσ−2j µ(t− t0)µ−1∣∣ ≤ h˜j(t),(4.11)
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where h˜j(t) = o(1) as t→∞ for any µ > 0.
For Uj(t) in (4.10), Uj(t) N (0, σ2ε/2) as t→∞ and
lim
t→∞Cov
{
Ui(t), Uj(t)
}
= 0
for all i 6= j where i, j ∈ {k : w∗k 6= 0}.
The proof of Theorem 4.2 is in Section S.3. The t0 > 0 in (4.7) is the time
to allow w(t) to achieve sign stability. In simulation we find that even with
t0 = 0, the conclusions of Theorem 4.2 continue to hold.
In Theorem 4.2(a), the µ > 1/2 in the tuning function (4.7) is set to
dominate the magnitude of the maximum of Gaussian processes (Piterbarg,
1996). Consequently, the Vj , which is approximately a centered Gaussian
process for j ∈ {k : w∗k = 0}, is eliminated as t →∞. However, for j ∈ {k :
w∗k 6= 0}, Vj has an exploding trend in addition to the stochastic Gaussian
term, and thus it cannot be eliminated as t→∞. Instead, Theorem 4.2(b)
shows Wγ,j(t) for j ∈ {k : w∗k 6= 0} converges to a stationary distribution,
which enables the asymptotic (infinitesimal γ) long-term analysis (t→∞).
Since Wj(t0) has a finite second moment, e
−σ2j tWj(t0)
P→ 0 as t → ∞. We
summarize the above discussions in Corollary 4.3.
Corollary 4.3. For j ∈ {k : w∗k 6= 0} and under the same conditions
and notations in Theorem 4.2(b), the distribution of Wγ,j(t) as t → ∞ is
determined by only two components in (4.8): the asymptotic bias hj(t), and
the stochastic component Uj(t) with EUj(t) = 0 for all t.
From (4.11) and h˜j(t) (whose explicit form is given in the proof), we
know that the bias hj(t) depends on µ in the definition of g(n, γ). Their
relation is described in Table 4.1 below. In particular, we want to point out
the difference between the long-term (t → ∞) central limiting distribution
in Theorem 4.2 and that in batch Lasso (n → ∞ there); see Theorem 2 of
Knight and Fu (2000). For batch Lasso, the central limiting distribution is
biased for active coefficients, while (gRDA-`1) can achieve unbiased central
limit theorem (in particular, the limiting distribution is same as SGD; see
Remark S.3.1 for details) when properly tuned, i.e. setting 1/2 < µ < 1,
c > 0 and arbitrarily small t0 > 0 in (4.7). This surprising phenomenon is an
example that online learning can be a strong candidate for modern statistical
learning, with rather different statistical properties from the corresponding
batch optimization.
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µ < 1 µ = 1 µ > 1
limt→∞ hj(t) 0 − sgn(w∗j ) · c − sgn(w∗j ) · ∞
Table 4.1
The relation between µ in g(n, γ) = cγ1/2(nγ − t0)µ+ and the long-run (t→∞) bias. For
j in the active set, if µ ≥ 1, the wn,j fails to converge to w∗j as n→∞.
5. Online Sparse Principal Component Analysis (OSPCA). Con-
sider Zn = Xn ∈ Rd are i.i.d. and centered with covariance C = E[XnX>n ].
Classical principal component analysis (PCA) estimate the leading k com-
ponents U∗·1, ...,U∗·k of C by solving the following optimization problem:
min
U∈U
1
2
tr(ĈUU>), U : d× k matrices with orthonormal columns(5.1)
based on its sample covariance matrix Ĉ = N−1∑Nn=1XnX>n . Note that the
sign is indeterminable for PCA. So, this optimization problem has two valid
solutions, and the origin is a saddle point.
Suppose now that Xn’s are received in a streaming fashion. In this case,
batch optimization of (5.1) is infeasible, but the algorithms for online PCA
are popular alternatives; see Cardot and Degras (2018) for a survey. Impor-
tantly, Oja and Karhunen (1985) argue that finding the jth component of C
can be cast as a stochastic approximation problem (1.1), with a d × k ma-
trix G(U) = [G1(U·1), G2(U·1,U·2), ..., Gk(U·1,U·2, ...,U·k)] [see Lemma 4
therein], where for j = 1, 2, ..., k,
Gj(U·1, ...,U·j) = −AjCU·j .(5.2)
where
Aj = Id −U·jU>·j − 2
j−1∑
i=1
U·iU>·i .(5.3)
By convention,
∑0
i=1 ai = 0 for any sequence ai. Using the orthogonality
U∗·i1 ⊥ U∗·i2 , ∀i1 6= i2 where i1, i2 = 1, ..., k, it can be easily verified that{U∗·1, ...,U∗·j} is the root of Gj for j = 1, ..., k, i.e. Gj(U∗·1, ...,U∗·j) = 0.
Using Xn+1X
>
n+1 as the stochastic gradient to replace C = E[Xn+1X>n+1],
(SGD) can be applied as follows: for j = 1, 2, ..., k,
Un+1,·j = Un,·j + γAn,jXn+1X>n+1Un,·j ,(OPCA)
where An,j is defined by replacing U·j in Aj by Un,·j . The distributional
dynamics for (OPCA) was derived in Li et al. (2017).
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Sparse principal component analysis (SPCA), which sparsifies the coeffi-
cients of principal components, has been a very active research area since
Jolliffe et al. (2003); see Section S.4.1 for a brief literature review and algo-
rithms for online SPCA. Despite the flurry of recent studies on estimation,
the asymptotic distribution of sparse PCA estimators is only addressed in
the batch setting (Jankova´ and van de Geer, 2018), whereas in the online
setting it is still not well understood. We will fill this gap in this section.
Motivated by Shen and Huang (2008); Shen et al. (2013), we propose an
online SPCA algorithm and estimate the jth principal component U∗·j as
follows
U˜n+1,·j = U˜n,·j + γAn,jXn+1X>n+1Un,·j
Un+1,·j = sgn
(
U˜n+1,·j
) · (∣∣U˜n+1,·j∣∣− g(n, γ))+(OSPCA)
where the operators sgn(·), | · | and (·)+ in the second line of (OSPCA) are ap-
plied componentwisely. This algorithm is equivalent to performing (gRDA-`1)
with vn+1 = U˜n+1,·j and wn+1 = Un+1,·j for each j = 1, 2, ..., k.
The following Corollary is an application of Theorem 3.13. For nota-
tional convenience, denote matrices U˜n := [U˜n,·1, U˜n,·2, ..., U˜n,·k] and Un :=
[Un,·1,Un,·2, ...,Un,·k].
Corollary 5.1 (OSPCA). Assume the random vectors Xn ∈ Rd are
i.i.d. with zero mean and are bounded in each component almost surely with
covariance matrix C. Suppose that the k largest eigenvalues of C are positive
and each of unit multiplicity. Let Un,·j be iterates of (OSPCA) with orthonor-
mal initializer U·j,0 6= 0 for j = 1, ..., k. Given that g(b·/γc, γ) ∈ D([0,∞))
satisfies (3.27) with T = [0, T ] for any T > 0, we have
(a) Ubt/γc,·j  U·j(t) as γ → 0 on D[0, t)d for j = 1, ..., k, where U·j(t)
satisfies the ODE:
U˙·j = AjCU·j , U·j(0) = U·j,0, j = 1, 2, ..., k.(5.4)
where Aj is defined in (5.3). Moreover, there exists a unique global solution
of (5.4), and the trajectory U·j(t) converges to −U∗·j or U∗·j as t → ∞ if
the initial value U·j,0 is within an attraction region centering around −U∗·j
or U∗·j for j = 1, ..., k.
(b) Setting
Vγ(t) =
vec(U˜bt/γc)− vec(U(t))√
γ
, Wγ(t) =
vec(Ubt/γc)− vec(U(t))√
γ
.(5.5)
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Then the conclusions in Theorem 3.13(b) hold for (Vγ ,Wγ), with ∇L˜∗(t,V ) de-
fined in (3.33), and the lower-triangular block matrix ∇G(U) ∈ Rkd×kd:
∇G(U) =

∇G11(U) 0 0 · · · 0
∇G21(U) ∇G22(U) 0 · · · 0
...
...
...
. . .
...
∇Gk1(U) ∇Gk2(U) ∇Gk3(U) · · · ∇Gkk(U)
(5.6)
where
∇Gjj(U) = −C +
(
IdU
>
·jCU·j + 2
j∑
i=1
U·iU>·iC
)
, j = 1, ..., k,
∇Gjl(U) = 2
(
IdU
>
·l CU·j + U·lU>·jC
)
, j = 2, ..., k, l = 1, ..., j − 1,
and the covariance kernel Σ(U) ∈ Rkd×kd of M(t):
Σ(U) =

Σ11(U) Σ12(U) Σ13(U) · · · Σ1k(U)
Σ21(U) Σ22(U) Σ23(U) · · · Σ2k(U)
...
...
...
. . .
...
Σk1(U) Σk2(U) Σk3(U) · · · Σkk(U)
(5.7)
where for l, j = 1, ..., k, Σlj(U) = Σjl(U)
> and
Σjl(U) = AjE
[(
XX> − C)U·jU>·l (XX> − C)]Al,
where Aj is defined in (5.3).
See Section S.4.2 for a proof of Corollary 5.1. Corollary 5.1(a) does not
provide the size of the region of attraction. Plumbley (1995) considered the
ODE of an orthogonal projection matrix P = U(U>U)−1U>, where U
is the solution of (5.4), and showed that the region of attraction is almost
everywhere on Rd. Therefore, we conjecture the region of attraction in Corol-
lary 5.1(a) to be Rd. In the simulation study (Section 6.2), the initial U0,·j ,
j = 1, 2 are selected randomly, and no convergence issue is witnessed. See
Figure S.4.1 in Section S.4.3 of the supplementary material for an illustration
of the mean dynamics in (5.4), and the sign stable regions.
6. Simulation analysis. In this section, we validate the relevance of
theory in Sections 4 and Section 5 for non-infinitesimal step size with syn-
thetic data, by setting
g(n, γ) = γ1/2+µnµ(6.1)
where µ > 0, and n = 1, 2, 3, .... This is motivated by (4.7) with t0 = 0, as
t0 can be taken arbitrarily small in Theorem 4.2. Section 6.1 concerns the
linear regression model in Section 4, and Section 6.2 discusses the sparse
online principal component analysis in Section 5.
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6.1. Online sparse linear regression. We consider linear regression model
(4.1) in Section 4 with dimension d = 100. Specifically, the (i, j)-th element
of H is Hij = (−0.5)|i−j| for any 1 ≤ i, j ≤ d. For the true coefficient
w∗, the support of the active coordinates is selected randomly with size 30.
The values of active coefficients are chosen randomly from an independent
standard Gaussian distribution. Algorithm (gRDA-`1) is studied with initial
value w0 = 0.
The mean dynamics is computed from (4.3):
w(t) = (w1(t), w2(t), ..., wd(t))
> = e−Htw0 + (Id − e−Ht)w∗,(6.2)
which is not globally sign stable (Definition 3.11). The 95% confidence bands
are computed by first simulating 500 trajectories of V(t) with the Euler-
Maruyama method (Kloeden and Platen, 1992) with ∆t = 0.1. The co-
variance kernel in (4.4) is computed with a data set of size 5000 simulated
independently from the data simulated for computing V(t). Next, W(t) is
computed from V(t) by (3.32). Finally, quantiles Q0.025,j(t) and Q0.975,j(t)
were taken from the 500 trajectories of W(t), for each t. This procedure
yields the 95% confidence band:[
wj(t) +
√
γQ0.025,j(t), wj(t) +
√
γQ0.975,j(t)
]
j = 1, 2, ..., d.(TACB)
This will be referred to as the theoretical asymptotic confidence band (TACB)
subsequently. In all figures below, t = nγ.
First, we want to check what if the sign stability condition in Theorem
3.13 does not hold, by examining coefficients j = 1, 54 that are not sign
stable in (0, 20). As shown in Figure 6.1, the TACB are not smooth, and a
jump is observed in the neighborhood of time t = t◦, where wj(t◦) = 0, as
can be seen in the second row panels of Figure 6.1. The jump is necessary
for maintaining good coverage of the TACB for empirical trajectories after
time t◦, as the empirical trajectories linger at 0 around time t◦. Such a
phenomenon is more obvious when µ = 0.7 than when µ = 0.4. By contrast,
the confidence band for SGD is everywhere continuous as shown in the first
row panels of Figure 6.1. Note that for all algorithms at small t (particularly
between t = 0 and t = 3), the TACBs have larger dispersion, due to large
covariance kernel (4.4) resulted from large ‖w(t)−w∗‖2.
To see the performance of our weak approximation result for different
µ when step size γ is non-infinitesimal, the left panel of Figure 6.2 shows
the averaged coverage probabilities of (TACB) over active coefficients at
γ = 2 × 10−4. The coverage probabilities are close to the nominal level
95% as µ < 1. For some t (e.g. around t = 5) the coverage probabilities of
(gRDA-`1) slightly deviate from the nominal level, but they return to the
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Fig 6.1: Sign unstable coefficients in (0, 20): 100 empirical trajectories wn,j
(gray curves), j = 1, 54 mean dynamics (blue curve, (4.3)) and confidence
band (area bounded between two red dashed curves) for w∗1 = 0 and w∗54 =
−0.1623 (magenta dashed lines), under algorithms (SGD) and (gRDA-`1) with
g(n, γ) = γ1/2+µnµ with µ = 0.7, initiated at w0 = 0. The number of steps
is N = 20/γ. The confidence band for (4.3) has a jump in the neighborhood
of where the mean trajectory takes zero.
nominal level as t increases. For µ ≥ 1, the averaged coverage probabilities
deviate from the nominal level after t = 9, and never returns. The coverage
probabilities improve when shrinking the step size; see additional simulation
analysis in Figure S.6.2 and Figure S.6.3 in Section S.6.1.
In Figure 6.1, the TACBs are asymmetric around wj(t) for j ∈ {k : w∗k 6=
0}. This indicates the presence of bias in wn. To better examine bias, the
right panel of Figure 6.2 shows the averaged absolute bias of wbt/γc,j to wj(t)
over the active set j ∈ {k : w∗k 6= 0}. For µ < 1, the decreasing trend of the
curves supports the bias order of tµ−1 in (4.9) for t ≥ 10, even if H is not
diagonal here. The bias stays at a constant level for µ = 1 and explodes
for µ = 1 at large t, which also supports our finding in (4.9). Therefore,
we recommend to implement (gRDA-`1) with tuning function (6.1) and set
µ < 1 therein. However, we cannot explain the increase of bias before t ≤ 5
for µ ≤ 1, which is related to the non-orthogonality of H. We conjecture
that the results in (4.9) hold for general H only when t is large enough.
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Fig 6.2: Left: The averaged coverage probability of (TACB) over active co-
efficients. The gray line is the nominal level 95%. Right: The averaged bias
of (TACB) over active coefficients, i.e. 30−1
∑
j∈{k:w∗k 6=0} |Ê[wbt/γc,j ]−wj(t)|,
where Ê is computed based on 1000 simulations. The gray horizontal line is
the long-term bias for (gRDA-`1) with µ = 1. Results are averages of 1000
simulation repetitions. Step size γ = 2× 10−4.
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Fig 6.3: Left: the number of true zeros, or the cardinality |{j : wbt/γc,j =
0, w∗j = 0}|, as a proportion of the cardinality of inactive set |{j : w∗j = 0}|.
Right: the number of false zeros, or the cardinality |{j : wbt/γc,j = 0, w∗j 6=
0}|, as a proportion of the cardinality of active set |{j : w∗j 6= 0}|. Step size
γ = 2× 10−4.
Support recovery performance is shown in Figure 6.3. The left panel of
Figure 6.3 presents the identified true zeros as a proportion of the cardinality
of the inactive set {j : w∗j = 0}, in which (gRDA-`1) with µ = 0.7 performs
the best. (SGD) cannot generate zero coefficients so its curve stays at 0. The
right panel of Figure 6.3 focuses on the identified false zeros as a proportion
of the cardinality of the active set {j : w∗j 6= 0}. The performance improve
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as t increases. For the left and the right panel of Figure 6.3, results for µ = 1
and 1.5 are similar to those of µ = 0.7 and are omitted. Observations here
on Figure 6.3 suggest the Theorem 4.2 holds even under non-orthogonal H
and t0 = 0 in (4.7).
For additional simulation analysis on the sign stable coefficients and the
effect of step size γ, see Section S.6.1.
6.2. Online sparse PCA. Now we turn to the sparse PCA problem in
Section 5, by focusing on the top principal component, i.e. k = 1. Results for
the second principal component are in Section S.6.2. Consider i.i.d. random
vectors Xn ∼ N (0, C) in Rd with d = 100, where the covariance matrix
C = 2 ∗U∗·1U∗>·1 + U∗·2U∗>·2 + Id.
This setting of covariance matrix is adopted from Section 4.3 of Gataric
et al. (2018). The solution of the mean ODE in (5.4) has no closed form,
and is computed by the numerical ODE solver ode45 in Matlab. A known
problem of this solver is that it introduces artificial but small oscillations
to the solution; see Shacham and Brauner (2008). In our case, oscillations
are observed for U·1(t) after U·1(t) has converged to U∗·1. Therefore, as a
remedy, we replace the ode45 solution of U·1(t) with U∗·1 after t = 12, and
treat this modified solution as U·1(t). Simulations on empirical trajectories
of algorithms (OPCA) and (OSPCA) were repeated 1000 times with g(n, γ) in
(6.1).
Procedures for computing quantiles in the 95% (TACB) is similar as those
in Section 6.1, except that here we use ∇G(U) in (5.6) and covariance kernel
in (5.7), and the time grid is selected by ode45 in Matlab.
Figure 6.4 focuses on an active coordinate j = 1 with U∗1,1 = 10−1/2 and
an inactive coordinate j = 11 in the first principal component U∗·1. Jumps
in the TACB around the times t where the mean trajectories U1,1(t) = 0
and U11,1(t) = 0 are observed. From the left column panels of Figure 6.4
corresponding to j = 1, the classical (OPCA), i.e., SGD, does not stuck at
0, while (OSPCA) got stuck at 0 before continuing to increase. For the right
column panels of Figure 6.4 corresponding to j = 11, trajectories of (OPCA)
are non-sparse, while (OSPCA) has sparse trajectories.
To see the performance of our weak approximation result under different
µ when step size γ is non-infinitesimal, Figure 6.5 presents the averaged
coverage probability over active coefficients with γ = 2 × 10−4. (TACB)
does not cover the empirical trajectories well around t = 2 for all algorithms,
which is the time when empirical trajectories move quickly away from the
initializer towards the minimizer. The coverage probability of (OSPCA) with
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Fig 6.4: First PC: 1000 empirical trajectories (gray curves), mean dynamics
(blue curve) and confidence band (area bounded between two red dashed
curves) for U∗1,1 = 10−1/2 and U∗11,1 = 0 (magenta dashed lines). Empirical
trajectories are computed from algorithms (OPCA) and (OSPCA) with random
initiation on the unit sphere. The tuning function g(n, γ) in (6.1) of (OSPCA)
depends on µ. The number of steps is N = 15/γ with γ = 2× 10−4.
µ = 1.7 performs poorly as t increases at step size γ = 2 × 10−4, but it
improves once the step size γ decreases; see Figure S.6.6 in Section S.6.2.
Another notable phenomenon is the cyclic pattern in coverage probability for
(OPCA) and (OSPCA) with µ ≤ 1 for t ≥ 15. Because the variation in (TACB)
is pretty small after, e.g. t = 5 (see Figure 6.4), the cyclic pattern in the
coverage probability must result from the cyclic behavior of iterates Un,·1.
Recently, Chaudhari and Soatto (2018) suggest that the long-term behavior
of (SGD) could resemble closed loops with deterministic component. The
long-term behavior of (OPCA), which is essentially (SGD), appears to support
the finding of Chaudhari and Soatto (2018), and (OSPCA) also has the cyclic
pattern with the same deterministic component as (OPCA). This phenomenon
may be interesting for future study.
In the panels of Figure 6.4 associated with (OSPCA), asymmetry of the
TACB around w(t) is observed. This is due to the bias in the SDE in Corol-
lary 5.1(b). Even though it is not proven explicitly as in the linear regression
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Fig 6.5: Left: The averaged coverage probability of (TACB) over active
coefficients in the first principal component. The tuning function g(n, γ)
in (6.1) of (OSPCA) depends on µ. (OPCA) performs similarly as (OSPCA)
with µ = 0.4, so the curve for (OSPCA) is covered by that of (OSPCA) with
µ = 0.4. The gray line is the nominal level 95%. Right: The averaged
bias of (TACB) over active coefficients in the first principal component, i.e.
10−1
∑10
j=1 |Ê[Ubt/γc,j,1]−Uj,1(t)|, where Ê is computed based on 1000 simu-
lations. The gray horizontal line is the long-term bias for (OSPCA) with µ = 1.
Results are averages of 1000 simulation repetitions. Step size γ = 2× 10−4.
case in Theorem 4.2, right panel of Figure 6.5 suggests that except for t ≤ 3
where all algorithms have large bias, bias decreases as µ < 1, holds fixed as
µ = 1 and explodes as µ > 1 as t → ∞. This implies that wn is inaccurate
for w∗ as t→∞ if µ is larger. This supports that the tuning function g(n, γ)
in (6.1) with µ < 1 should be a universal recipe, and applies to tasks beyond
linear regression. Another notable observation is that the bias of (OPCA)
decreases slower than (OSPCA) with µ = 0.7. This may be because the ac-
curacy of (OPCA) for active coefficients are negatively impacted by inactive
coefficients which are not zeroed out with (OPCA).
To investigate the support recovery performance of (OSPCA), the left panel
of Figure 6.6 suggests that (OSPCA) with µ = 1.7 or 1 identifies the true zeros
in the early stage of training, while (OPCA) cannot identify any zeros. The
right panel of Figure 6.6 provide evidence that except for the early stage
of training, (OSPCA) with the selected µ can correctly identify the active set
for most of the time t. Notably, (OSPCA) with µ = 0.4 has more false zeros
than (OSPCA) with µ = 1.7 for time t = nγ < 1. This stems from the tuning
function in (6.1), in which (nγ)µ is a strictly decreasing function in µ for
0 < nγ < 1. Hence, the strength of penalization for µ = 0.4 is stronger than
µ = 1.7 for t < 1. This phenomenon also appears in the left panel of Figure
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Fig 6.6: Support recovery performance of (OSPCA). Left: the number of true
zeros, or the cardinality |{j : Ubt/γc,j1 = 0,U∗j1 = 0}|, as a proportion of
the cardinality of inactive set |{j : U∗j1 = 0}|. Right: the number of false
zeros, or the cardinality |{j : Ubt/γc,j1 = 0,U∗j1 6= 0}|, as a proportion of the
cardinality of active set |{j : U∗j1 6= 0}|. The proportion of false zeros stays
at 0 for time t ≥ 1. Results are the average of 1000 simulation repetitions.
Step size γ = 2× 10−4.
6.6 and in both panels of Figure 6.2. But it is most visible in the right panel
of Figure 6.6 due to the scale of time axis.
Section S.6.2 contains additional simulation results for the second princi-
pal component, and for the effect of step size γ on the first principal com-
ponent.
7. Discussion and future works. In this paper, we propose a gen-
eralization of regularized dual averaging algorithms, and develop its mean
trajectories and distributional dynamics that apply to both convex and non-
convex loss functions. There are three important consequences: (i) we prove
that (RDA) is biased for some linear regression problems (Theorem 3.10),
due to strong penalization; (ii) our theory provides a theoretical guideline
in selecting an appropriate penalization level; (iii) for the first time in the
literature, we show that uncertainty quantification may be made for online
penalized algorithms, and further discover an interesting observation that
there exists discontinuity in the distributional dynamics for the `1 penalized
problems.
Preliminary analysis in Figure 1.1 demonstrates promising outcomes for
using gRDA to compress over-parametrized deep neural networks (DNNs)
without sacrificing accuracy. A common practice of DNN is to start with a
dense and over-parametrized model, and then train it with stochastic opti-
mization algorithms (Goodfellow et al., 2016). However, many modern DNNs
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are too large to fit in devices with resource constraints, e.g. mobile phones.
It is thus necessary to obtain compressed DNNs before deploying DNNs on
such devices. Our gRDA sparsifies DNN during training, and is pretty ro-
bust to the hyperparameters. The learning rate can taken to be equal to
that of SGD. Only two other hyperparameters are involved in the tuning
function in (1.2) (with t0 = 0): constant c is an initial sparsity level which
has limited influence on the outcome as the number of epochs gets large;
µ is the key hyperparameter, and our theory provides insight on its selec-
tion. Hence, our method can be a step–stone toward a provable approach
for sparsifying DNN, especially for large DNNs such as ResNet50.
SUPPLEMENTARY MATERIAL
ONLINE SUPPLEMENTARY MATERIAL: A generalization of
regularized dual averaging and its dynamics
(doi: COMPLETED BY THE TYPESETTER; .pdf). The supplementary
materials contain all the proofs, additional technical details, and additional
numerical results and figures.
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ONLINE SUPPLEMENTARY MATERIAL
S.1. Theory on equi-strongly convex functions. Denote ∂Ψ(w) by
the subdifferential of a function Ψ at w, and the ∂Ψ(w) is a singleton if and
only if Ψ(w) is differentiable (Corollary 2.4.10 in Zaˇlinescu (2002)). Recall
that a function f : Rd → R is lower semicontinuous (l.s.c.) if lim infu→u0 f(u) ≥
f(u0) for every u0 ∈ Rd (see, e.g. page 8 of Rockafellar and Wets (2009)).
A property shared by all Ψγ(t,w), Ψ˜γ(t,w), Ψ(t,w) and Ψ˜(t,w) in Sec-
tion 3 is stated in the next definition. This allows us to leverage powerful
tools from convex and variational analysis.
Definition S.1.1 (β-equi strong convexity, or β-e.s.c.). A sequence of
functions {Φγ}γ , where Φγ : [0,∞) × Rd → Rd, (t,w) 7→ Φγ(t,w), is said
to be β-equi-strongly convex with respect to t, γ if and only if there exists
β > 0 independent from t, γ such that for any w,w′ ∈ Rd and α ∈ [0, 1],
Φγ
(
t, αw + (1− α)w′) ≤ αΦγ(t,w) + (1− α)Φγ(t,w′)− βα(1− α)
2
‖w −w′‖22;
(S.1.1)
similarly, a single function Φ : [0,∞)×Rd → Rd is β-e.s.c. with respect to t
if and only if
Φ(t, αw + (1− α)w′) ≤ αΦ(t,w) + (1− α)Φ(t,w′)− βα(1− α)
2
‖w −w′‖22.
(S.1.2)
A strongly convex function is naturally β-e.s.c. All results in this section
can be extended to the class of uniformly convex functions (Zaˇlinescu, 2002),
which is a larger class than the class of strongly convex functions.
The following lemma provides a convenient criterion for determining whether
a function is e.s.c.
Lemma S.1.2. If an arbitrary function Φγ : [0,∞) × Rd → R is in the
form Φγ = Φ
(1)
γ + Φ
(2)
γ , where Φ
(1)
γ (t,w) is β-e.s.c. with respect to γ and t,
and Φ
(2)
γ (t,w) is convex for any γ, t, then Φγ is β-e.s.c. The same holds if
replacing the family {Φγ}γ by a single function Φ : [0,∞)× Rd → R.
Proof of Lemma S.1.2. Take arbitrary α ∈ [0, 1], w,w′ ∈ Rd,
αΦ(1)γ (t,w) + (1− α)Φ(1)γ (t,w′)− Φ(1)γ (t, αw + (1− α)w′) ≥ β
α(1− α)
2
‖w −w′‖22
(S.1.3)
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and by the convexity,
αΦ(2)γ (t,w) + (1− α)Φ(2)γ (t,w′)− Φ(2)γ (t, αw + (1− α)w′) ≥ 0.(S.1.4)
Thus, combining (S.1.3) and (S.1.4), we obtain that
αΦγ(t,w) + (1− α)Φγ(t,w′)− Φγ(t, αw + (1− α)w′) ≥ βα(1− α)
2
‖w −w′‖22.
This proves that Φγ(t,w) is β-e.s.c. with respect to γ, t.
The following lemma shows that Ψγ(t,w) in (3.2) and Ψ˜γ(t,w) in (3.14)
are e.s.c. with respect to t, γ if (R) holds, and Ψ(t,w) in (3.6) and Ψ˜(t,w)
in Condition (Ψ˜-lim) are e.s.c. with respect to t if (g-lim) and (Ψ˜-lim) hold.
Lemma S.1.3. Suppose Condition (R) holds.
(i) Ψγ(t,w), Ψ˜γ(t,w) are both β-e.s.c. with respect to t, γ and Ψ˜γ(t, ·) is
l.s.c. for any t.
(ii) If additionally (g-lim) holds, then Ψ(t,w) is β-e.s.c. with respect to t.
(iii) If additionally (Ψ˜-lim) holds, then Ψ˜(t,w) is β-e.s.c. with respect to t.
Proof of Lemma S.1.3. Since F is strongly convex with constant β,
and g(bt/γc, γ)P is convex for any t, γ, Ψγ(t,w) is β-e.s.c. by Lemma S.1.2.
The proof for Ψ(t,w) is similar.
Ψ˜γ(t, ·) is l.s.c. by the fact that Ψγ(t, ·) is l.s.c. for any t. For any α ∈ [0, 1],
and u,u′ ∈ Rd,
αΨ˜γ(t,u) + (1− α)Ψ˜γ(t,u′)− Ψ˜γ(t, αu + (1− α)u′)
= γ−1
[
αΨγ(t,w(t) +
√
γu) + (1− α)Ψγ(t,w(t) +√γu′)
−Ψγ{t, α(w(t) +√γu) + (1− α)(w(t) +√γu′)}
]
≥ βα(1− α)
2
‖u− u′‖22,
(S.1.5)
where the last inequality follows from the β-e.s.c. of Ψγ(t,w). This proves
that Ψ˜γ(t, ·) is β-e.s.c. with respect to γ and t.
Taking limγ→0 on the both sides of (S.1.5), the β-e.s.c. of Ψ˜(t,u) with
respect to t follows from (Ψ˜-lim0).
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The next lemma states the properties shared by any family of functions
that is e.s.c.
Lemma S.1.4 (Properties of e.s.c. family). Let Φγ : [0,∞)× Rd → R be
a family of finite functions such that Φγ(t, ·) is l.s.c. for each γ, t and β-e.s.c
with respect to γ, t, and Φ : [0,∞)×Rd → R is β-e.s.c with respect to t and
Φ(t, ·) is l.s.c. for each t. Then
(a) Φ∗γ(t, ·) is differentiable on Rd, dom (Φ∗γ(t, ·)) = Rd for each γ, t, and
for v,v′ ∈ Rd,
sup
γ,t
‖∇Φ∗γ(t,v)−∇Φ∗γ(t,v′)‖2 ≤ β−1‖v − v′‖2.
Same result holds for Φ∗(t, ·).
(b) ∂vΦ
∗
γ(t,v)|v=v0 is a singleton for any v. In particular, putting v0 = 0
implies the minimizer of Φγ(t, ·) is unique for each γ, t. Same result
holds for Φ∗(t, ·).
(c) For w0 ∈ dom(Φγ(t, ·)), v0 ∈ ∂wΦγ(t,w)|w=w0 if and only if w0 =
∇vΦ∗γ(t,v)|v=v0.
Proof of Lemma S.1.4. We note that the definition of β-e.s.c. in (S.1.1)
of Definition S.1.1 is effectively Corollary 3.5.11(i) of Zaˇlinescu (2002) with
q = 2, c1 = β. Part (a) immediately follows by Corollary 3.5.11(x) on p.217-
218 of Zaˇlinescu (2002).
Part (b) follows by Part (a) and Corollary 2.4.10 on p.91 of Zaˇlinescu
(2002) (on finite dimensional normed vector spaces, Gaˆteaux and Fre´chet
differentiability coincide).
For Part (c), if v0 ∈ ∂wΦγ(t,w)|w=w0 (the domain of Φγ(t,w) is Rd
because Φγ(t,w) is finite), then w0 ∈ ∂wΦ∗γ(t,v)|v=v0 by Theorem 2.4.4
(iv) on p.85 of Zaˇlinescu (2002). Since ∂vΦ
∗
γ(t,v)|v=v0 = {∇vΦ∗γ(t,v)|v=v0}
by Part (b), the proof of part of (c) is complete.
The next lemma concerns ∇Φ∗ where Φ(t,w) is an arbitrary e.s.c. func-
tion.
Lemma S.1.5 (Joint continuity of ∇Φ∗). Let Φ : [0,∞) × Rd → R be
such that Φ(t, ·) is β-e.s.c. with respect to t and l.s.c. for each t ∈ [0,∞),
and Φ(·,u) is continuous on [0,∞) for any fixed u. If in addition, there
exits a u0 ∈ Rd and a constant cT > 0 for any T > 0 such that for any
subgradient ∇Φ(t,u0) ∈ ∂uΦ(t,u0) for t ≤ T , sup0≤t≤T ‖∇Φ(t,u0)‖2 ≤ cT .
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Then ∇Φ∗ : [0,∞) × Rd → Rd is jointly continuous on [0, T ] × Rd for any
T > 0.
Proof of Lemma S.1.5. Because Φ(t, ·) is l.s.c. and β-e.s.c. for each
t ∈ [0,∞) by the conditions in the Theorem, Applying Lemma S.1.4(a)
to Φ(t, ·), we obtain that ∇Φ∗(t, ·) is β−1-Lipschitz. By Lemma S.1.6, it is
enough to show that ∇Φ∗(·,v) is continuous on [0, T ] for any v and T > 0.
Fix a v ∈ Rd, to show that∇Φ∗(·,v) is continuous on [0, T ], it is enough to
show liml→∞∇Φ∗(tl,v) = ∇Φ∗(t0,v), for any convergent sequence {tl}l∈N ⊂
[0, T ] such that tl → t0 as l→∞. To save notations, define
Φ˜(t,u) := Φ(t,u)− u>v
u˜(t) := ∇Φ∗(t,v) = arg min
u∈Rd
Φ˜(t,u).
By Lemma S.1.4(b), Φ˜(t,u) has a unique minimizer u˜(t) for each t since
Φ(t,u) is e.u.c. with respect to t. Applying the conditions of Φ in this Theo-
rem, Φ is continuous on [0, T ]×Rd by Lemma S.5.7, so Φ˜ is also continuous
on [0, T ]× Rd.
By the continuity of Φ˜(·,u) on [0, T ] for each u ∈ Rd, Φ˜(tl, u˜(t0)) →
Φ˜(t0, u˜(t0)). Hence, there exists constant K0 > 0 depending on Ψ˜ and t0
such that
K0 ≥ Φ˜(tl, u˜(t0)) ≥ Φ˜(tl, u˜(tl)),(S.1.6)
where the second inequality is from the uniqueness of minimizer.
We claim that {u˜(tl)}l∈N is a bounded sequence. Suppose to the contrary
that {u˜(tl)}l∈N is not bounded, then there is a subsequence l′ such that
‖u(tl′)‖2 →∞. From (S.1.6),
K0 ≥ lim
l′→∞
Φ˜(tl′ , u˜(tl′)) = lim
l′→∞
inf
s∈[0,T ]
Φ˜(s, u˜(tl′))
≥ lim
l′→∞
inf
s∈[0,T ]
(
Φ(s,u(tl′))− ‖u(tl′)‖2‖v‖2
‖u(tl′)‖22︸ ︷︷ ︸
≥ β/2 as ‖u(tl′ )‖2 →∞
)
‖u(tl′)‖22 =∞,(S.1.7)
where the last equality follows from (S.1.8) in Lemma S.1.7. Therefore, we
have a contradiction and conclude that {u˜(tl)}l∈N is a bounded sequence.
Since {u˜(tl)}l∈N is bounded, there exist at least one accumulation point
for this sequence. We claim that u˜(t0) is the only accumulation point, and
therefore u˜(t0) = liml→∞ u˜(tl). To prove this claim, suppose u¯ is an arbitrary
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accumulation point and the subsequence u˜(tl′′) → u¯. Using the relation in
(S.1.6),
Φ˜(t0, u˜(t0)) = lim
l′′→∞
Φ˜(tl′′ , u˜(t0)) ≥ lim
l′′→∞
Φ˜(tl′′ , u˜(tl′′)) = Φ˜(t0, u¯).
where in the first equality we apply the continuity of Φ˜(·, u˜(t0)), while in
the third equality we apply the joint continuity of Φ˜. Because u˜(t0) uniquely
minimizes Φ˜(t0, ·), it follows that u˜(t0) = u¯ = liml′′→∞ u˜(tl′′), for any con-
vergent subsequence u(tl′′) of the bounded sequence u(tl). Therefore, the
proof for the continuity of u˜(·) is complete.
Lemma S.1.6. Let T ⊂ R be a compact set, and h : T ×Rd → R be such
that h(t, ·) is globally Lipschitz continuous on Rd with the Lipschitz constant
c independent of t, and h(·,u) is continuous for every u ∈ Rd. Then h is
continuous on T × Rd.
Proof of Lemma S.1.6. Since T is compact, h(·,u) is uniformly con-
tinuous on T for every u ∈ Rd. Take arbitrary convergent sequence (tn,un)→
(t0,u0), n ∈ N. For any  > 0, let N1 ∈ N depending on u0 be such that
|h(tn,u0) − h(t0,u0)| ≤ /2 for all n ≥ N1. Let N2 ∈ N be such that
‖un − u0‖2 ≤ /(2c) for all n ≥ N2. Then, for all n ≥ N¯ := {N1, N2},
|h(tn,un)− h(t0,u0)| ≤ |h(tn,un)− h(tn,u0)|+ |h(tn,u0)− h(t0,u0)|
≤ c‖un − u0‖2 + /2
≤ .
The following lemma is inspired by Proposition 3.5.8 of Zaˇlinescu (2002).
Lemma S.1.7 (Uniform coercity). Let Φ : [0,∞) × Rd → R satisfy the
conditions of Lemma S.1.5. Then
lim inf
‖u‖2→∞
inf
0≤t≤T
Φ(t,u)
‖u‖22
≥ β
2
, for any T > 0.(S.1.8)
Proof of Lemma S.1.7. The definition of the subgradient implies
Φ(t,u) ≥ Φ(t,u0) + 〈u− u0,∇Φ(t,u0)〉, for any u ∈ Rd.(S.1.9)
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Moreover, for any α ∈ (0, 1), applying (S.1.9) gives
Φ(t,u0) + α〈u− u0,∇Φ(t,u0)〉 ≤ Φ(t, (1− α)u0 + αu)
≤ (1− α)Φ(t,u0) + αΦ(t,u)− α(1− α)ρΦ(t,·)(‖u‖2),(S.1.10)
where the gage of uniform convexity (page 203 of Zaˇlinescu (2002), note that
the domain of Φ(t, ·) is Rd for all t) for each t:
ρΦ(t,·)(s) := inf
{(1− α)Φ(t,u) + αΦ(t,u′)− Φ(t, (1− α)u + αu′)
α(1− α)
∣∣∣α ∈ (0, 1), ‖u− u′‖ = s}.
(S.1.11)
Applying the definition of β-e.s.c. (Definition S.1.1), we find that
inf
0≤t<∞
ρΦ(t,·)(1) ≥ β/2 > 0.(S.1.12)
Dividing both sides of (S.1.10) by α gives Φ(t,u0) + 〈u − u0,∇Φ(t,u0)〉 +
(1− α)ρΦ(t,·)(‖u‖2) ≤ Φ(t,u). Letting α→ 0 yields
Φ(t,u0) + 〈u− u0,∇Φ(t,u0)〉+ ρΦ(t,·)(‖u‖2) ≤ Φ(t,u).(S.1.13)
Dividing both sides of (S.1.13) by ‖u‖22, and taking into account that 〈u−
u0,∇Φ(t,u0)〉 ≥ −‖u‖2‖∇Φ(t,u0)‖2 for large u, we obtain from (S.1.13)
that
lim inf
‖u‖2→∞
inf
0≤t≤T
Φ(t,u)
‖u‖22
≥ lim inf
‖u‖2→∞
{ inf0≤t≤T Φ(t,u0)
‖u‖22
− sup0≤t≤T ‖∇Φ(t,u0)‖2‖u‖2 +
inf0≤t≤T ρΦ(t,·)(‖u‖2)
‖u‖22
}
≥ lim inf
‖u‖2→∞
{ inf0≤t≤T Φ(t,u0)
‖u‖22
− sup0≤t≤T ‖∇Φ(t,u0)‖2‖u‖2 + inf0≤t≤T ρΦ(t,·)(1)
}
≥ β
2
,
(S.1.14)
where the penultimate inequality applies the fact ρΦ(t,·)(s) ≥ s2ρΦ(t,·)(1)
for any s ≥ 1 by Proposition 3.5.1 on page 203 of Zaˇlinescu (2002); in the
last inequality, we use the fact that sup0≤t≤T |Φ(t,u0)| <∞ since Φ(·,u0) is
continuous on R, sup0≤t≤T ‖∇Φ(t,u0)‖2 ≤ cT from the conditions of Lemma
S.1.5 and (S.1.12).
GRDA AND ITS DYNAMICS 7
S.2. Proofs for Section 3. In this section, we will view the restriction
of an element in D([0,∞))d on [0, T ] as an element in D([0, T ])d. We will
use the results for D([0, T ])d in Billingsley (1999) extensively, and Billings-
ley (1999) metrizes D([0, T ])d with metric ρTd,◦, defined by ρ
T
d,◦(x,y) :=∑d
j=1 ρ
T◦ (xj , yj) where
ρT◦ (x, y) = inf
ν∈VT
{
sup
0≤t<s≤T
∣∣∣ log ν(s)− ν(t)
s− t
∣∣∣ ∨ sup
0≤t≤T
∥∥x(t)− y(ν(t))∥∥
2
}(S.2.1)
where VT is a class of nondecreasing functions on mapping [0, T ] onto itself.
ρT◦ is one of the common metrics which topologize D([0, T ]) which gives rise
to the J1 topology. This metric makes D([0, T ]) a separable and complete
space (see e.g. page 125-129 of Billingsley (1999)).
Another metric on D([0,∞))d can be defined by the product metric with
base
d◦∞(x, y) =
∞∑
m=1
2−m(1 ∧ ρm◦ (xm, ym))
as page 168 of Billingsley (1999), where xm and ym are the restrictions
of x, y ∈ D[0,∞) on [0,m]. We note that the product metric with base
d◦∞ generates the same topology as ρ∞d defined in (1.5), because their base
metric d◦∞(x, y)→ 0 if and only if ρ∞(x, y)→ 0, which follows by Theorem
16.1 on page 168 of Billingsley (1999) and Proposition 3.5.3 (a)⇔(b) on
page 119 of Ethier and Kurtz (1986). It follows from this property that the
almost sure and in probability convergence are equivalent under the two
metrics. Furthermore, by Lemma S.5.3, the weak convergence in D([0,∞))d
is equivalent to the weak convergence in (D[0, T ))d for every T > 0.
S.2.1. Proofs for Section 3.1.
Lemma S.2.1. Suppose Sn :=
∑n
i=1Xn, where Xn is an i.i.d. sequence
and E|X1| <∞. Then {Sn/n}n∈N is uniformly integrable.
Proof of Lemma S.2.1. It is sufficient to prove that for any  > 0,
there exists M2 = M2(,E|X1|) such that supn 1n
∑n
i=1 E
[|Xn|1{|Sn/n| >
M2}
]
< . Then, the proof is completed by invoking the definition of the
uniform integrability (e.g. Eq. (25.10) on page 338 of Billingsley (1995)).
Take M1 = M1() such that E
[|X1|1{|X1| > M1}] < /2 (the existence of
M1 is guaranteed by the dominated convergence). Set M2 := 2M1E|X1|/,
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then
sup
n
E
[|Sn/n|1{|Sn/n| > M2}]
≤ sup
n
1
n
n∑
i=1
E
[|Xn|1{|Sn/n| > M2}]
≤ sup
n
1
n
n∑
i=1
{
E
[|Xn|1{|Xn| > M1}]+ E[|Xn|1{|Xn| ≤M1, |Sn/n| > M2}]}
≤ /2 +M1P (|Sn/n| > M2)
≤ /2 +M1(E|X1|/M2)
= ,
where the Markov inequality is applied in the penultimate inequality.
S.2.1.1. Proof of Theorem 3.1. First, we note that (R) and (g-lim) have
the following consequences for both Ψγ(t,w) in (3.2) and Ψ(t,w) in (3.6):
(Ψ-lim0) Ψ(t, ·) is l.s.c. for any t ∈ [0,∞), and Ψ(·,u) is continuous on
[0,∞) for any u ∈ Rd.
(Ψ-lim1) For every T > 0, sup0≤t≤T
∣∣Ψγ(t,u)−Ψ(t,u)∣∣→ 0 pointwise for
every u ∈ Rd.
(Ψ-lim2) There exits a u0 ∈ Rd and a constant cT > 0 for any T > 0 such
that for any subgradient∇uΦ(t,u0) ∈ ∂uΦ(t,u0) for t ≤ T , sup0≤t≤T ‖∇Φ(t,u0)‖2 ≤
cT .
In particular, the first part of fact (Ψ-lim0) follows by (R), and the second
part follows by that g†(t) is continuous in (g-lim). (Ψ-lim1) follows imme-
diately from (g-lim). (Ψ-lim2) follows by that (R) that both F and P are
finite.
Now we start with the main proof. Observe that from (gRDA-SMD) and
Assumption (M),
vn+1 = vn − γ∇fn+1(wn) = vn − γDγn+1 − γG(wn).(S.2.2)
where Dγn+1 := ∇fn+1(wn)−G(wn) is a sequence of martingale differences.
By iteration we have that the stopped process
vγ(t ∧ τKγ ) = v0 − γ
b(t∧τKγ )/γc−1∑
n=0
Dγn+1 − γ
b(t∧τKγ )/γc−1∑
n=0
G(wn)
=: v0 − Lγ(t ∧ τKγ )− rγ(t ∧ τKγ ).(S.2.3)
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In Step 1, we will show that Lγ(· ∧ τKγ )  0 in D([0,∞))d. In Step 2,
it is shown that the stopped process rγ(· ∧ τKγ ) is relatively compact on
D([0,∞))d.
By Part 1.1 in Step 1 and Step 2, all terms on the right of (S.2.3) converge
to an element in C([0,∞))d respectively. C([0,∞))d is a Polish space, so both
Lγ(·∧ τKγ ) and rγ(·∧ τKγ ) are asymptotically tight by the discussion on page
23 of van der Vaart and Wellner (1996). It follows that vγ(· ∧ τKγ ) is relative
compact by Lemma 1.4.3 of van der Vaart and Wellner (1996) and Problem
3.22(c) on p.153 of Ethier and Kurtz (1986).
Now we identify the limit. For any K and any convergent subsequence
vγ′(·∧τKγ′ ) with limit v′K in D([0,∞))d, by the continuous mapping theorem
and the fact that inf{t : · > K} is a continuous,
(vγ′(· ∧ τKγ′ ), τKγ′ ) (v′K(· ∧ τK
′
), τK
′
) in D([0,∞))d × R,(S.2.4)
for all but countably many K at which τK
′
:= inf{t : ‖v′K(t)‖2 > K} is
discontinuous, and v′K(· ∧ τK
′
) is continuous a.s. on [0,∞) by the almost
sure continuity on [0,∞) of the limit of Lγ(·∧τKγ′ ) (from Step 1) and rγ(·∧τKγ′ )
(from Step 2).
A consequence followed by (S.2.4) and Step 3 is that
wγ′(· ∧ τKγ′ ) w′K(· ∧ τK
′
) := ∇Ψ˜∗(·,v′K(· ∧ τK
′
)) in D([0,∞))d.
(S.2.5)
where w′K(· ∧ τK
′
) ∈ C([0,∞))d almost surely for all but countably many
K, since ∇Ψ˜∗ is continuous by Lemma S.1.5 [conditions there are verified by
facts (Ψ-lim1), (Ψ-lim2) and Lemma S.1.3(ii)] and v′K(· ∧ τK
′
) ∈ C([0,∞))d
a.s.
We will show that all possible limit v′K(· ∧ τK
′
) satisfy
v′K(t ∧ τK
′
) = v0 −
∫ t∧τK′
0
G(w′K(s ∧ τK
′
))ds, for all t ≥ 0,(S.2.6)
and this suggests that v′K is one of the possibly multiple solutions of (3.8),
so we can write
(vγ′(· ∧ τKγ′ ), τKγ′ ) (v(· ∧ τK), τK) in D([0,∞))d × R,(S.2.7)
for all but countably many K at which τK is discontinuous, where v(·) is
one of the solution of (3.8).
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To see (S.2.6), since Lγ(·∧τKγ ) 0 in D([0,∞))d by Step 1, it is sufficient
to show
rγ′(· ∧ τKγ′ ) 
∫ ·
0
G(w′K(s ∧ τK
′
))ds in D([0, T ])d.
To see this, G(wγ′(· ∧ τKγ ))  G(w(· ∧ τK
′
)) in D([0,∞))d by (S.2.5) and
the continuous mapping theorem with the continuity of G(·) in Assumption
(M), this and Proposition 7.27 on page 118-119 of Kosorok (2008) yield
rγ′(· ∧ τKγ′ ) =
∫ ·
0
G(wγ′(s ∧ τKγ ))ds 
∫ ·
0
G(w′K(s ∧ τK
′
))ds in D([0, T ])d,
(S.2.8)
but this implies the convergence in D([0,∞))d by Lemma S.5.3 as T > 0
is arbitrary. Hence, (S.2.6) is proved by the fact that the limit on the right
hand side of (S.2.8) is continuous and · ∧ τKγ′  · ∧ τK
′
in D[0,∞). This
proves (3.8) of Theorem 3.1(a). The proof for (3.9) in Theorem 3.1(a) is
complete by noting (S.2.5).
To prove (b), we note that if the solution to (3.8) is unique, then we have
ρ∞d
(
vγ(· ∧ τKγ ),v(·)
) p−→ 0(S.2.9)
by the discussion above Eq. (3.7) on p.27 of Billingsley (1999). By the dis-
cussion below (S.2.1), the condition (S.2.9) is equivalent to
ρTd,◦
(
vγ(· ∧ τKγ ),v(·)
) p−→ 0, for any T > 0.(S.2.10)
Since v(·) is continuous, the distance between vγ(·∧τKγ ) and v(·) in product
uniform metric also converges to 0, by the argument at 5th line above Eq.
(18.3) on p.150 in the first edition of Billingsley (1999). This proves the first
assertion.
Similar arguments show wγ(· ∧ τKγ ) p→ w(·) in product uniform metric on
[0, T ]. Hence, (b) is proved.
To prove (c), since {vγ(· ∧ τKγ )}γ is relatively compact with all limits
satisfying (3.8), it is enough to show that for a sequence γ′ → 0 and K →∞
that (S.2.4) (at the same time, (S.2.7)) holds,
ρ∞d (vγ′(·),vγ′(· ∧ τKγ′ )) ≤ de−τ
K
γ′ p−→ 0,(S.2.11)
and ρ∞d (v(· ∧ τK),v) ≤ de−τ
K p−→ 0,(S.2.12)
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then it follows by Corollary 3.3.3 on p.110 of Ethier and Kurtz (1986) that
vγ′  v in D([0,∞))d, where v is one of the solutions of (3.8) satisfying
(S.2.7).
To see (S.2.12), since all the solutions of (3.8) are bounded in finite time,
τK → ∞ as K → ∞ along a countable sequence. The proof of (S.2.11) is
complete once we show τKγ′
p→∞, but this can be done by similar argument
as in Step 5 in the proof of Theorem 3.5 in Section S.2.2, so the details are
omitted for brevity.
In the following, we show Step 1-Step 3. Before that, we note a fact:
∃KΨ > 0 depending on Ψ such that supγ supt∈[0,T ] ‖∇Ψ∗γ(t,v)‖2 ≤ KΨ on ‖v‖2 ≤ K.
(S.2.13)
This fact follows by Lemma S.5.1, and the facts (Ψ-lim0), (Ψ-lim1), (Ψ-lim2)
and Lemma S.1.3(i) and (ii).
Step 1. Lγ(· ∧ τKγ ) 0 for every K in D([0,∞))d.
We will proceed in three parts: first, we show that Lγ(t) ∈ D([0,∞))d is
relatively compact. Next, by the relative compactness of Lγ(t ∧ τKγ ) shown
above, there exists a subsequence γ′ such that Lγ′(t ∧ τKγ )  L(t ∧ τKγ )
for any K, we will show that L(t) is a continuous martingale with finite
variation, then L(t ∧ τKγ ) = 0 for all t and every K a.s. by, e.g. Proposition
15.2 on page 276 of Kallenberg (1997).
Part 1.1. {Lγ(· ∧ τKγ )}γ ⊂ D([0,∞))d is relatively compact and any
limit of Lγ(· ∧ τKγ ) is a.s. continuous.
Without loss of generality, we will assume ‖vγ(t)‖2 ≤ K for all γ and t, and
drop τKγ in Lγ(· ∧ τKγ ).
Recall the definition of Lγ(t) in (S.2.3). Using (S.2.13), for any s > 0,
‖Lγ(t+ s)− Lγ(t)‖2 ≤ 2
b(t+s)/γc∑
k=bt/γc+1
sup
‖w‖2≤KΨ
‖∇f(w, Q(w, ψk+1))‖2.
Since E
[
sup‖w‖2≤KΨ ‖∇f(w, Q(w, ψk+1))‖2
]
< ∞ by (3.1) in Assumption
(M), the last display and the strong law of large number imply that for any
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fixed t,
sup
s≤δ
‖Lγ(t+ s)− Lγ(t)‖2 ≤ 2γ
b(t+δ)/γc∑
k=bt/γc+1
sup
‖w‖2≤KΨ
‖∇f(w, Q(w, ψk+1))‖2
→ 2E[ sup
‖w‖2≤KΨ
‖∇f(w, Q(w, ψk+1))‖2
]
δ ≤ K3δ a.s.
where K3 depends on KΨ. By similar arguments on page 976 of Bucklew
et al. (1993), there exists a constant K4 > 0 depends on K3 that
lim sup
γ→0
sup
0≤t≤T
sup
s≤δ
‖Lγ(t+ s)− Lγ(t)‖2 ≤ K4δ, a.s.(S.2.14)
This verifies Eq. (28) on page 976 of Bucklew et al. (1993).
On the other hand, again by E
[
sup‖w‖2≤KΨ ‖∇f(w, Q(w, ψk+1))‖2
]
<∞ in
(3.1) of Assumption (M), the SLLN implies that for each T > 0,
lim sup
γ→0
sup
0≤t≤T
‖Lγ(t)‖2 ≤ 2 sup
0≤t≤T
lim sup
γ→0
γ
bt/γc−1∑
k=0
sup
‖w‖2≤KΨ
‖∇f(w, Q(w, ψk+1))‖2
→ 2TE
[
sup
‖w‖2≤KΨ
‖∇f(w, Q(w, ψk+1))‖2
]
<∞, a.s.,
where the bound for G(w) follows from the continuity of G(w) on Rd by
Assumption (M). Hence, by Lemma 3 on page 976 of Bucklew et al. (1993),
Lγ(t) is relatively compact.
To show that any possible limit of Lγ(t ∧ τKγ ) is continuous almost surely,
observe that
sup
0<t≤T
∥∥Lγ(t ∧ τKγ )− Lγ(t− ∧ τKγ )∥∥2 ≤ γ sup‖w‖2≤KΨ ‖∇f(w, Q(w, ψk+1))‖2 → 0, a.s.
since sup‖w‖2≤KΨ ‖∇f(w, Q(w, ψk+1))‖2 < ∞ a.s. by (3.1) in Assumption
(M). The desired continuity follows by Theorem 13.4 of Billingsley (1999).
Part 1.2. {Lγ(t ∧ τKγ )}γ is uniformly integrable for all t and any
possible limit L(· ∧ τK) of Lγ′(t ∧ τKγ ) is a martingale.
First we show that {Lγ(t∧ τKγ )}γ is uniformly integrable for all t, note that
sup
γ
E
[‖Lγ(t ∧ τKγ )‖21{‖Lγ(t ∧ τKγ )‖2 ≥M}]
≤ 4 sup
γ
γ
b(t∧τKγ )/γc−1∑
k=0
E
[
sup
‖w‖2≤KΨ
{‖∇f(w, Q(w, ψk))‖21{‖Lγ(t ∧ τKγ )‖2 ≥M}]
(S.2.15)
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For every  > 0, there exists M > 0 such that the right hand side of
the display above is less than  by Lemma S.2.1 and (3.1) in Assumption
(M). Therefore, {‖Lγ(t ∧ τKγ )‖2}γ is uniformly integrable, and this implies
{Lγ,j(t ∧ τKγ )}γ is uniformly integrable for each j = 1, ..., d.
Lγ(t ∧ τKγ ) is a stopped process of a martingale by the defintion (S.2.3),
and is itself a martingale by the optional stopping theorem (see page 105 of
Kallenberg (1997)). By Part 1.1, {Lγ(· ∧ τKγ )}γ is relatively compact. Take
any subsequence γ′ such that
(Lγ′(· ∧ τKγ′ ),vγ′(· ∧ τKγ′ ), τKγ′ ) (L(· ∧ τK
′
),v′K(· ∧ τK
′
), τK
′
) in D([0,∞))d ×D([0,∞))d × R.
(S.2.16)
Therefore, for any event As ∈ Fs for s ≤ t,
E[L(t ∧ τK′)1{As}] = lim
γ′→0
E[Lγ′(t ∧ τKγ′ )1{As}] = lim
γ′→0
E[Lγ′(s ∧ τKγ′ )1{As}] = E[L(s ∧ τK
′
)1{As}].
where in the first and the last equality we apply Theorem 25.12 of Billingsley
(1995), and the fact that {Lγ′(t ∧ τKγ′ )1(As)}γ′ is uniformly integrable and
Lγ′(t ∧ τKγ′ )1{As}  L(t ∧ τK
′
)1{As} for any t and s ≤ t by (S.2.16); the
second equality follows from that Lγ(t∧τKγ′ ) is a martingale. The last display
shows that
E
[
E[L(t ∧ τK′)|Fs]1{As}
]
= E[L(t ∧ τK′)1{As}] = E[L(s ∧ τK′)1{As}].
(S.2.17)
Hence, E[L(t ∧ τK′)|Fs] = L(s ∧ τK′) and L(· ∧ τK′) is a martingale.
Part 1.3. Any possible limit L(·∧τK′) of Lγ(·∧τKγ ) is of locally finite
variation almost surely.
Assume (S.2.16) holds along some subsequence γ′. The total variation pro-
cess is defined by Vt(Lγ′(· ∧ τKγ′ )) := sup
∑ ‖Lγ′(tk+1 ∧ τKγ′ )−Lγ′(tk ∧ τKγ′ )‖2
with the sup ranging over all partitions tk of the interval [0, t]. Vt(Lγ′(·∧τKγ′ ))
satisfies
E[Vt(Lγ′(· ∧ τKγ′ ))] ≤ 2tE
[
sup
‖w‖2≤KΨ
‖∇f(w, Q(w, ψk+1))‖2
]
≤ Ct,(S.2.18)
for some C > 0 by (3.1) in Assumption (M). Using the fact that Vt(·) is lower
semicontinuous and is bounded below by 0, by the Portmanteau theorem and
the weak convergence (S.2.16), we obtain from (S.2.18) that for any t > 0,
E[Vt(L(· ∧ τK′))] ≤ lim inf
γ′→0
E[Vt(Lγ′(· ∧ τKγ′ ))] ≤ Ct.
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This implies that Vt(L(· ∧ τK′)) is finite for any t > 0 almost surely and the
proof is complete.
Step 2. rγ(· ∧ τKγ ) is relatively compact on D([0,∞))d, and all its
possible limits are continuous a.s.
Without loss of generality, we will assume ‖vγ(t)‖2 ≤ K for all γ and t, and
drop τKγ in rγ(· ∧ τKγ ).
Observe that
sup
s≤δ
‖rγ(t+ s)− rγ(t)‖2 ≤ γbδ/γc sup
‖w‖2≤KΨ
‖∇G(w)‖2 ≤ δK ′1, a.s.
where the constant K ′1 > 0 depends on KΨ and sup‖w‖2≤KΨ ‖∇G(w)‖2 <
∞ [which follows by the continuity of G in Assumption (M)]. By similar
arguments on page 976 of Bucklew et al. (1993), there exists a constant
K ′2 > 0 depends on K ′1 that
lim sup
γ→0
sup
0≤t≤T
sup
s≤δ
‖rγ(t+ s)− rγ(t)‖2 ≤ K ′2δ, a.s.(S.2.19)
This verifies Eq. (28) on page 976 of Bucklew et al. (1993).
Similarly, for any T > 0,
lim sup
γ→0
sup
0≤t≤T
‖Lγ(t)‖2 ≤ lim sup
γ→0
γbT/γc sup
‖w‖2≤KΨ
‖∇G(w)‖2 <∞, a.s.,
Hence, by Lemma 3 on page 976 of Bucklew et al. (1993), Lγ(t) is relatively
compact.
Lastly, the continuity of any possible limit of rγ(· ∧ τKγ ) follows by Theorem
13.4 of Billingsley (1999) based on the fact
sup
0<t≤T
∥∥rγ(t ∧ τKγ )− rγ(t− ∧ τKγ )∥∥2 ≤ γ sup‖w‖2≤KΨ ‖G(w)‖2 → 0, a.s.
Step 3. wγ  w := ∇Ψ(·,v(·)) in D([0,∞))d, for any sequence γ
such that vγ  v in D([0,∞))d with a deterministic function v ∈
C([0,∞))d.
By Lemma S.5.3, it is enough to show the restricted rTwγ(t)  rTw(t) in
(D[0, T ))d for any T > 0, where rt : D([0,∞))d → D([0, T ])d is given by
rtw 7→ (rtw1, ..., rtwd), and rtwj is the restriction of wj ∈ D[0,∞) on [0, t].
The algorithm (gRDA-SMD) and (3.9) suggests that for each t > 0,
wγ(t) = arg min
u∈Rd
{Ψγ(t,u)− u>vγ(t)} = wbt/γc,(S.2.20)
w(t) = arg min
u∈Rd
{Ψ(t,u)− u>v(t)}.(S.2.21)
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We will apply Lemma S.5.2 to show rTwγ(t)  rTw(t) in (D[0, T ))d for
any T > 0.
To verify condition (a) in Lemma S.5.2, we note that t 7→ Ψγ(t,u)−u>vγ(t)
is in D[0, T ] for each u since vγ(t) ∈ D([0, T ])d and Ψγ(t,u) ∈ D[0, T ]
for each u. Furthermore, u 7→ Ψγ(t,u) − u>vγ(t) is (β, q)-e.u.c. in u for
each t by the (β, q)-e.u.c. of Ψbt/γc,γ and Lemma S.1.2. On the other hand,
t 7→ Ψ(t,u)−u>v(t) is continuous in t for each u since v is an a.s. continuous
process, and Ψ(·,u) is continuous on [0,∞) by fact (Ψ-lim0), and u 7→
Ψ(t,u)−u>v(t) is β-e.s.c. with respect to t by Lemma S.1.3(ii) and Lemma
S.1.2. Thus, condition (a) in Lemma S.5.2 holds.
For the condition (b) in Lemma S.5.2, we note that u 7→ Ψ(t,u)−u>v(t) is
β-e.s.c. with respect to t by Lemma S.1.3(ii) and Lemma S.1.2, so Lemma
S.1.4(b) implies that the minimizer is unique for each t ∈ [0, T ].
For the condition (c) in Lemma S.5.2, from (S.2.20) it is clear that wγ(t) ∈
D([0,∞))d; Lemma S.1.5 [conditions verified by facts (Ψ-lim0), (Ψ-lim2)
and Lemma S.1.3(ii)] suggests that ∇Ψ∗ is continuous on [0, T ] × Rd for
any T > 0, so w(t) = ∇Ψ∗(t, ·) ◦ v(t) is almost surely continuous on [0, T ]
because v(t) is almost surely continuous.
To verify the finite dimensional convergence (S.5.14), take arbitrary points
{ul}l≤L ⊂ Rd where L ∈ N, and any bounded, nonnegative Lipschitz func-
tions f1, ..., fL : D[0, T ] → R. By vγ  v in D([0, T ])d and the uniform
convergence supt∈[0,T ] |Ψγ(t,u)−Ψ(t,u)| for every u. We have∫ L∏
l=1
fl
(
Ψγ(t,ul)− u>l vγ
)
dPvγ →
L∏
l=1
fl
(
Ψ(·,ul)− u>l v
)
by the boundedness of f1, ..., fL and the definition of the weak convergence of
each Ψγ(·,ul)−u>l vγ . Hence, the desired joint convergence (S.5.14) follows
by Corollary 1.4.5 on page 31 of van der Vaart and Wellner (1996).
The proof is complete by invoking Lemma S.5.2.
S.2.2. Proofs for Section 3.2.
Proof of Lemma 3.3. It is enough to show that for each t,
0 ∈ ∂(Ψ˜γ(t,u)− 〈u,Vγ(t)〉)∣∣u=Wγ(t).
First we observe that
Ψ˜γ(t,u)− 〈u,Vγ(t)〉 = γ−1
(
Ψγ(t,w(t) +
√
γu)−Ψγ(t,w(t))− 〈√γu,vbt/γc〉
)
.
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Note that from Lemma S.5.4 and S.5.5, and the fact that 〈√γu,vbt/γc〉
is differentiable w.r.t. u and
√
γu is an invertible linear transformation, for
any u ∈domΨγ(t,w(t) +√γ·) = Rd,
∂
(
γ−1
(
Ψγ(t,w(t) +
√
γu)−Ψγ(t,w(t))− 〈√γu,vbt/γc〉
))
= ∂(γ−1Ψγ(t,w(t) +
√
γu))− γ−1/2vbt/γc
= γ−1/2∂Ψγ(t,w(t) +
√
γu)− γ−1/2vbt/γc.
Take u = Wγ(t), we need to show 0 ∈ γ−1/2∂Ψγ(t,wbt/γc) − γ−1/2vbt/γc.
By (gRDA-SMD), wbt/γc = ∇Ψ∗bt/γc,γ(vbt/γc), so vbt/γc ∈ ∂Ψγ(t,wbt/γc) by
Lemma S.1.4(c). Hence, 0 ∈ γ−1/2∂Ψγ(t,wbt/γc)−γ−1/2vbt/γc and the proof
is complete.
S.2.2.1. Proof of Theorem 3.5. Observe that from (gRDA-SMD) and As-
sumption (M),
vn+1 = vn − γ∇fn+1(wn) = vn − γDγn+1 − γG(wn).(S.2.22)
where Dγn+1 := ∇fn+1(wn)−G(wn) is a sequence of martingale difference.
Since v0 is a constant vector, (S.2.22) implies Vγ(t) defined in (3.13) satisfies
Vγ(t) = −Mγ(t)− γ−1/2
(
γ
bt/γc−1∑
k=0
G(wk)−
∫ t
0
G(w(s))ds︸ ︷︷ ︸
from v(t)
)
(S.2.23)
where Mγ(t) :=
√
γ
∑bt/γc−1
k=0 D
γ
k+1 is a martingale.
Define τ˜Kγ := inf{t : ‖Vγ(t)‖2 > K}. It will be shown in Step 1 that
Mγ(· ∧ τ˜Kγ ) is relatively compact in D([0,∞))d.
In Step 2, we show that almost surely for any t > 0,
γ−1/2
(
γ
bt∧τ˜Kγ /γc−1∑
k=0
G(wk)−
∫ t∧τ˜Kγ
0
G(w(s))ds
)
= Rγ(t ∧ τ˜Kγ ) + o(1).
(S.2.24)
where the o(1) holds almost surely as γ → 0 and
Rγ(t) :=
∫ t
0
∇G(w(s)) ·Wγ(s)ds,(S.2.25)
and the first term on the right hand side of (S.2.24) is relatively compact.
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By Step 1 and Step 2, for every compact K ⊂ Rd, all terms on the right of
(S.2.23) converge to an element in C([0,∞))d respectively, which is a Polish
space. This implies that both Mγ(·∧ τ˜Kγ ) and Rγ(·∧ τ˜Kγ ) are asymptotically
tight by the discussion on page 23 of van der Vaart and Wellner (1996).
It follows that Vγ(· ∧ τ˜Kγ ) is relative compact by Lemma 1.4.3 of van der
Vaart and Wellner (1996) and Problem 3.22(c) on p.153 of Ethier and Kurtz
(1986).
Now we identify the limit. For any K and any convergent subsequence
Vγ′(·∧τ˜Kγ′ ) with limit V′K in D([0,∞))d, by the continuous mapping theorem
and the fact that inf{t : · > K} is a continuous,
(Vγ′(· ∧ τ˜Kγ′ ), τ˜Kγ′ ) (V′K(· ∧ τ˜K
′
), τ˜K
′
) in D([0,∞))d × R,(S.2.26)
for all but countably many K at which τ˜K
′
:= inf{t : ‖V′K(t)‖2 > K} is
discontinuous, where V′K(· ∧ τ˜K
′
) is continuous a.s. on [0,∞) by the almost
sure continuity on [0,∞) of the limit of Mγ(· ∧ τ˜Kγ′ ) (from Step 1) and
Rγ(· ∧ τ˜Kγ′ ) (from Step 2).
A consequence followed by (S.2.26) and Step 3 is that
Wγ′(· ∧ τ˜Kγ′ ) W′K(· ∧ τ˜K
′
) := ∇Ψ˜∗(·,V′K(· ∧ τ˜K
′
)) in D([0,∞))d.
(S.2.27)
where W′K(·∧τ˜K
′
) ∈ C([0,∞))d almost surely for all but countably many K,
since V′K(·∧ τ˜K
′
) ∈ C([0,∞))d a.s. and ∇Ψ˜∗ is continuous by Lemma S.1.5,
where the conditions of Lemma S.1.5 are verified by (Ψ˜-lim1), (Ψ˜-lim2) and
Lemma S.1.3(iii),
We will show that V′K satisfies
V′K(t ∧ τ˜K
′
) = −
∫ t∧τ˜K′
0
∇G(w(s)) · ∇Ψ˜∗(s,V′K(s))ds+ M′(t ∧ τ˜K
′
), for all t ≥ 0,
(S.2.28)
To see (S.2.28), first note that Mγ′(· ∧ τ˜Kγ′ ) M′(· ∧ τ˜K
′
) in D([0,∞))d as
M′ is continuous martingale a.s. by Step 1. Second, if
∫ ·∧τ˜K
γ′
0
∇G(w(s)) ·Wγ′(s)ds ∫ ·∧τ˜K′
0
∇G(w(s)) ·W′K(s)ds in D([0,∞))d,
(S.2.29)
then (S.2.28) follows by the continuous mapping theorem and the continuity
of the additive operator by Theorem 4.1 on page 79 of Whitt (1980) (note
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that all terms on the right hand side of (S.2.28) are continuous in t almost
surely).
To show (S.2.29), consider two processes · ∧ τ˜Kγ′ and · ∧ τ˜K
′
in D[0,∞).
Using the fact that (s, t) 7→ s∧ t = (1/2)(s+ t−|s− t|) is continuous in joint
topology, finite dimensional convergence and tightness can be verified and we
have ·∧τ˜Kγ′  ·∧τ˜K
′
inD[0,∞).∇G(w(·)) is continuous by (L) and Theorem
3.1, so continuous mapping theorem gives∇G(w(·∧τ˜Kγ′ )) ∇G(w(·∧τ˜K′))
in (D[0,∞))d×d. Together with (S.2.27), continuous mapping theorem and
Theorem 4.2 of Whitt (1980) [G
(
w(· ∧ τ˜K′)) is continuous by Assumption
(L) and Theorem 3.1], we obtain
∇G(w(· ∧ τ˜Kγ′ ))Wγ′(· ∧ τ˜Kγ′ ) ∇G(w(· ∧ τ˜K′))W′K(· ∧ τ˜K′) in D([0,∞))d.(S.2.30)
Using (S.2.30) and Proposition 7.27 on page 118-119 of Kosorok (2008)
[taking G = Gγ =Lebesgue measure in that proposition], we have for every
T > 0,∫ ·
0
∇G(w(s ∧ τ˜Kγ′ )) ·Wγ′(s ∧ τ˜Kγ′ )ds ∫ ·
0
∇G(w(s ∧ τ˜K′)) ·W′K(s ∧ τ˜K′)ds,
in D([0, T ])d,
(S.2.31)
but this implies the convergence in D([0,∞))d by Lemma S.5.3. Hence,
(S.2.29) is proved by the fact that the limit on the right hand side of (S.2.31)
is continuous and · ∧ τ˜Kγ′  · ∧ τ˜K
′
in D[0,∞).
If the stochastic integral equation (3.16) allows for the unique solution V
(we will show its uniqueness below), we claim that for any K > 0,
(V′K(· ∧ τ˜K
′
γ ), τ˜
K′
γ )
d
= (V(· ∧ τ˜K), τ˜K),(S.2.32)
where V′K satisfies (S.2.28) and τ˜
K := inf{t : ‖V(t)‖2 > K}. This claim will
be shown later before we show Step 1 - Step 5. Hence, combining (S.2.32)
and (S.2.26), we conclude that for all but countably many K > 0,
(Vγ(· ∧ τ˜Kγ ), τ˜Kγ ) (V(· ∧ τ˜K), τ˜K) in D([0,∞))d × R.(S.2.33)
To prove the desired Vγ  V in D[0,∞))d in (3.16), note that we have the
estimations
ρ∞d (Vγ(·),Vγ(· ∧ τ˜Kγ )) ≤ de−τ˜
K
γ ,(S.2.34)
ρ∞d (V(· ∧ τ˜K),V) ≤ de−τ˜
K
.(S.2.35)
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By the above claim, the almost sure continuity of V on [0,∞) by Step 4 (on a
rich enough probability space) ensures that τ˜K ↑ ∞ almost surely as K ↑ ∞
(K increases along a countable sequence of compact sets), so ρ∞d (V
′
K ,V)
p→
0 as K →∞. We will show in Step 5 that τ˜Kγ →∞ in probability as K →∞
and γ → 0, and this implies that ρ∞d (Vγ(t),Vγ(t ∧ τ˜Kγ ))
p→ 0 as K → ∞
and γ → 0. The proof of (3.16) in Theorem 3.5 is complete by Corollary
3.3.3 on p.110 of Ethier and Kurtz (1986).
Finally, we complet the proof of Theorem 3.5 by noting that (3.18) follows
by Vγ  V in D[0,∞))d and Step 3.
Now it is left to prove (S.2.32). We will first establish the uniqueness of
the stopped martingale problem (δ0,A, {v : ‖v‖ < K}) (see Section 4.6 of
Ethier and Kurtz (1986) for the details) with solution V(· ∧ τ˜K), where the
martingale problem (δ0,A) is defined as follows: let C∞c (Rd) be the set of
infinite times differentiable functions on Rd with compact support,
initial distribution: δ0, Dirac measure at 0
{(g,Ag) : g ∈ C∞c (Rd)}, and
A = 1
2
d∑
j,k=1
Σjk(w(t))∂j∂k +
d∑
j=1
∇Gj·(w(t))>∇Ψ˜∗(t,u)∂j .
(S.2.36)
We will show this via the uniqueness of the solution of the SDE (3.16). The
pathwise uniqueness of the solution V of the stochastic integral equation
(3.16) is proved in Step 4, and this implies the distribution uniqueness by
Theorem 5.3.6 on page 296 of Ethier and Kurtz (1986) [locally boundedness
conditions are implied by Assumption (L)]. By Corollary 5.3.4 on page 295
of Ethier and Kurtz (1986), the distribution uniqueness of the SDE (3.16)
implies that the solution to the martingale problem (δ0,A) in (S.2.36) is
unique with solution V [the association between the SDE and the martingale
problem is described in Eq. (3.3)-(3.5) on page 291 of Ethier and Kurtz
(1986)]. This also implies that the stopped martingale problem (δ0,A, {v :
‖v‖ < K}) is unique with solution V(· ∧ τ˜K) by Theorem 4.6.1 (and its
proof) on page 216 of Ethier and Kurtz (1986).
To show (S.2.32), we will show that V′K also solves the stopped martingale
problem (δ0,A, {v : ‖v‖ < K}) and the desired results will follow by its
uniqueness. That is, we need to show that for any g ∈ C∞c (Rd),
g(V′K(t ∧ τ˜K
′
))−
∫ t∧τ˜K′
0
Ag(V′K(s))ds(S.2.37)
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is a martingale. To this goal, by the Ito’s formula (Eq. (3.6) on page 292 of
Ethier and Kurtz (1986)), it is sufficient to show that M′(t∧ τ˜K′) in (S.2.28)
and
〈
M′i(t ∧ τ˜K
′
),M′j(t ∧ τ˜K
′
)
〉− ∫ t∧τ˜K′
0
Σij(w(s))ds(S.2.38)
are martingales for all 1 ≤ i, j ≤ d, where the 〈·, ·〉 is defined on page
79 of Ethier and Kurtz (1986). By Step 1, M′(t ∧ τ˜K′) is shown to be
a martingale. By Proposition 2.6.2 on p.79 of Ethier and Kurtz (1986),
〈M′i(t∧ τ˜K
′
),M′j(t∧ τ˜K
′
)〉−M′i(t∧ τ˜K
′
)M′j(t∧ τ˜K
′
) is a martingale because
M′i(t ∧ τ˜K
′
) for each 1 ≤ i ≤ d is a martingale. Therefore, we will check if
the following process is a martingale:
M′i(t ∧ τ˜K
′
)M′j(t ∧ τ˜K
′
)−
∫ t∧τ˜K′
0
Σij(w(s))ds.(S.2.39)
If we show that the process {Mγ′,i(t ∧ τ˜K′)Mγ′,j(t ∧ τ˜K′)}γ′ for every 1 ≤
i, j ≤ d is uniformly integrable, then by (S.2.41), the process in (S.2.39)
is a martingale. This can be done by similar arguments in the proof of
Theorem 7.1.4 case (b) on page 344-345 of Ethier and Kurtz (1986) (see a
nice exposition on 299-301 of Whitt (2007)), and we omit the details for
brevity.
Before we formally show Step 1 - Step 5, we note a fact that will be used
repeatedly: For K > 0, ‖Vγ(t)‖2 ≤ K for all t ≤ τ˜Kγ and γ, applying Lemma
3.3 to get
sup
γ
sup
k≤b(t∧τ˜Kγ )/γc−1
∥∥Wγ(kγ)∥∥2 = sup
γ
sup
k≤b(t∧τ˜Kγ )/γc−1
∥∥∇Ψ˜∗γ(kγ,Vγ(kγ))∥∥2 ≤ K¯t,(S.2.40)
where the last inequality follows by Lemma S.5.1. The conditions there are
verified by (Ψ˜-lim) and Lemma S.1.3(i) and (iii).
Step 1. {Mγ(· ∧ τ˜Kγ )}γ is relatively compact in D([0,∞))d, and any
possible limit is a continuous martingale a.s.
This step follows by the proof of Theorem 7.1.4 case (b) of Ethier and Kurtz
(1986) (in particular, on page 344). We will verify the conditions of Theorem
7.1.4 case (b) of Ethier and Kurtz (1986), and the desired properties follow.
By the optional stopping theorem (see page 105 of Kallenberg (1997)) and
the fact that Mγ(t) is a martingale, Mγ(t ∧ τ˜Kγ ) is a martingale. Without
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loss of generality, we will assume ‖Vγ(t)‖2 ≤ K for all γ and t, and drop
τ˜Kγ in Mγ(t ∧ τ˜Kγ ) for brevity.
Define
Zγ(t) := Mγ(t)Mγ(t)
> − γ
bt/γc−1∑
k=0
Σ(wk).(S.2.41)
By the fact that Mγ(t) is a sum of martingale differences, the law of iterative
expectation and the orthogonality of martingale differences (e.g. page 250 of
Durrett (2005)) show that Zγ(t) is a martingale with respect to the filtration
Fbt/γc. Thus, Eq. (7.1.18) on page 340 of Ethier and Kurtz (1986) is proved.
The hypothesis of this Theorem says that the solution v(t) exists for t ≥ 0,
and Assumption (L) implies that the solution v(t) is unique. Hence, Theorem
3.1(b) and (c) implies that
sup
0≤t≤T
‖vbt/γc − v(t)‖2 P→ 0 and sup
0≤t≤T
‖wbt/γc −w(t)‖2 P→ 0 for any T > 0.
(S.2.42)
Recall that (see e.g. Theorem 1.6.2 on page 46 of Durrett (2005)) to prove
∣∣∣γ bt/γc−1∑
k=0
Σij(wk)−
∫ t
0
Σij(w(s))ds
∣∣∣ P→ 0, for each t ≥ 0, 1 ≤ i ≤ j ≤ d,
(S.2.43)
it is enough to show that for any subsequence γ′ of γ, there exists a further
subsequence γ′′ such that
∣∣∣γ′′ bt/γ′′c−1∑
k=0
Σij(wk)−
∫ t
0
Σij(w(s))ds
∣∣∣ a.s.→ 0, for each t ≥ 0, 1 ≤ i ≤ j ≤ d,.
(S.2.44)
Indeed, by (S.2.42), for any subsequence γ′, there is a subsequence γ′′ such
that sup0≤s≤t ‖wbs/γ′′c−w(s)‖2 a.s.→ 0. Along γ′′, (S.2.44) is proved by Lemma
1(a) of Bucklew et al. (1993) using the continuity of Σ(·) in Assumption (L).
Hence, Eq. (7.1.19) on page 340 of Ethier and Kurtz (1986) is shown.
By the unique existence of the solution v(t) of (3.8) and w(t) for t ≥ 0, w(t)
is continuous for t ≥ 0 by (3.9). We conclude that
∀T > 0,∃KT > 0 such that sup
0≤t≤T
‖w(t)‖2 ≤ KT .(S.2.45)
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For any T > 0, i, j = 1, ..., d and δ, recall that ‖Vγ(t)‖2 ≤ K for all t ≤ T
and γ from the beginning of this step, so Wγ(kγ) =
wk−w(kγ)√
γ ≤ K¯T for all
k ≤ bT/γc and γ > 0 by (S.2.40) and the bound for w(t) in (S.2.45),
lim
γ→0
γE
[
sup
0≤t≤T
Σij(wbt/γc−1)
]
≤ lim
γ→0
γE
[
sup
‖w‖2≤KT+√γK¯T
Σij(w)
]
≤ 4 lim
γ→0
γE
[
sup
‖w‖2≤KT+√γK¯T
∥∥∇f(w, Zn)∥∥22] = 0,(S.2.46)
where in the last equality of apply (3.12) in Assumption (L). Therefore, Eq.
(7.1.16) on page 340 of Ethier and Kurtz (1986) is proved.
The other condition in Eq. (7.1.17) on page 340 of Ethier and Kurtz (1986)
is that the second moment of the maximum jump converges to 0:
lim
γ→0
E
[
sup
0≤t≤T
∥∥Mγ(t)−Mγ(t−)∥∥22] = limγ→0 γE[ sup0≤t≤T ∥∥∇fbt/γc(wbt/γc−1)−G(wbt/γc−1)∥∥22
]
= 0.
(S.2.47)
This can be verified by similar arguments for proving (S.2.46), and the details
are omitted. This also implies that any possible limit of Mγ is a.s. continuous
on [0, T ] for every T > 0 by Theorem 13.4 on p.142 of Billingsley (1999).
Step 2. Rγ(·∧τ˜γK) defined in (S.2.25) is relatively compact in D([0,∞))d,
(S.2.24) holds and all possible limits of Rγ(·∧ τ˜Kγ ) are continuous a.s.
From the mean value theorem Theorem 4.2 on page 341 of Lang (1993),
γ−1/2
(
γ
bt∧τ˜Kγ /γc−1∑
k=0
G(wk)−
∫ t∧τ˜Kγ
0
G(w(s))ds
)
= γ−1/2
∫ t∧τ˜Kγ
0
{
G(wbs/γc)−G(w(s))
}
ds
= γ−1/2
∫ t∧τ˜Kγ
0
{
G(w(s) +
√
γWγ(s))−G(w(s))
}
ds
=
∫ t∧τ˜Kγ
0
∫ 1
0
∇G(w(s) + us√γWγ(s))dus ·Wγ(s)ds
= Rγ(t ∧ τ˜Kγ ) +
∫ t∧τ˜Kγ
0
{∫ 1
0
∇G(w(s) + us√γWγ(s))dus −∇G(w(s))} ·Wγ(s)ds︸ ︷︷ ︸
:=R̂γ(t∧τ˜Kγ )
.
(S.2.48)
Now we show supt∈[0,∞) ‖R̂γ(t∧ τ˜Kγ )‖2 = o(1) a.s. Note that ‖Wγ(s)‖2 ≤ K¯t
for all s ≤ t∧ τ˜Kγ by (S.2.40). Moreover, ∇G(w(·)) is continuous on [0, t], so
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supw∈Wt ‖∇G(w)‖2 ≤ Kt for some constant Kt > 0, where the compact set
Wt ⊃ {w(s) : 0 ≤ s ≤ t}+√γ¯BK¯t(0), where the positive value γ¯ > γ for all
γ, and Br(0) is a ball centered at the origin with radius r > 0. Therefore,
by the dominated convergence, for any t > 0, almost surely,
‖R̂γ(t ∧ τ˜Kγ )‖2 ≤ Kt
∫ t∧τ˜Kγ
0
∫ 1
0
∥∥∇G(w(s) + us√γWγ(s))−∇G(w(s))∥∥2dusds→ 0, γ → 0.
It is left to show that Rγ(· ∧ τ˜γK) is relatively compact. By exactly the same
argument as in the last paragraph, we verify that
lim sup
γ→0
sup
0≤t≤T
‖Rγ(t ∧ τ˜γK)‖2 <∞, for any T > 0 a.s.,
which is Eq. (27) on page 976 of Bucklew et al. (1993), and we can also
verify that for any T ,
sup
s≤δ
‖Rγ((t+ s) ∧ τγK)−Rγ(t ∧ τγK)‖2 ≤ KT δ, a.s. for any t < T and δ > 0.
(S.2.49)
Hence, by similar argument as that after Eq. (30) on page 976 of Bucklew
et al. (1993), Eq. (28) on page 976 of Bucklew et al. (1993) is verified. Thus,
the relative compactness follows from Lemma 3 of Bucklew et al. (1993).
By similar argument for verifying (S.2.49), we can show that the second
moment of the maximum jump
lim
γ→0
E
[
sup
0≤t≤T
∥∥Rγ(t ∧ τ˜γK)−Rγ(t− ∧ τ˜γK)∥∥22] = 0.
Therefore, all possible limits of Rγ(· ∧ τ˜Kγ ) are continuous a.s. on [0, T ] for
every T > 0 by Theorem 13.4 of Billingsley (1999).
Step 3. Wγ  W := ∇Ψ˜(·,V(·)) in D([0,∞))d, for any sequence γ
such that Vγ  V in D([0,∞))d where V ∈ C([0,∞))d.
By Lemma S.5.3, it is enough to show the restricted rTWγ(t)  rTW(t)
in (D[0, T ))d for any T > 0, where rt : D([0,∞))d → D([0, T ])d is given by
rtX 7→ (rtX1, ..., rtXd), and rtXj is the restriction of Xj ∈ D[0,∞) on [0, t].
Lemma 3.3 and (3.18) suggests that for each t > 0,
Wγ(t) = arg min
u∈Rd
{Ψ˜γ(t,u)− u>Vγ(t)} =
wbt/γc −w(t)√
γ
,(S.2.50)
W(t) = arg min
u∈Rd
{Ψ˜(t,u)− u>V(t)}.(S.2.51)
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We will apply Lemma S.5.2 to show rTWγ(t)  rTW(t) in (D[0, T ))d for
any T > 0. To verify condition (a) in Lemma S.5.2, we note that t 7→
Ψ˜γ(t,u) − u>Vγ(t) is in D[0, T ] for each u since Vγ(t) ∈ D([0, T ])d and
Ψ˜γ(t,u) ∈ D[0, T ] by the hypothesis in this Theorem. Furthermore, u 7→
Ψ˜γ(t,u) − u>Vγ(t) is β-e.s.c. for each t by Lemma S.1.3(i) and Lemma
S.1.2. On the other hand, t 7→ Ψ˜(t,u) − u>V(t) is continuous for each u
since V is an a.s. continuous process, and Ψ˜(·,u) is continuous on [0,∞)
for each u by Condition (Ψ˜-lim1), and u 7→ Ψ˜(t,u)− u>V(t) is β-e.s.c. for
each t by Lemma S.1.3(iii) and Lemma S.1.2. Thus, condition (a) in Lemma
S.5.2 holds.
For the condition (b) in Lemma S.5.2, we note that u 7→ Ψ˜(t,u) − u>V(t)
is β-e.s.c. with respect to t by Lemma S.1.3(iii), so Lemma S.1.4(b) implies
the minimizer is unique for each t ∈ [0, T ].
For the condition (c) in Lemma S.5.2, from (S.2.50) it is clear that Wγ(t) ∈
D([0,∞))d; Lemma S.1.5 suggests that ∇Ψ˜∗ is continuous on [0, T ]×Rd for
any T > 0, where the conditions of Lemma S.1.5 are verified by (Ψ˜-lim1),
(Ψ˜-lim2) and Lemma S.1.3(iii). Hence, W(t) = ∇Ψ˜∗(t, ·) ◦ V(t) is almost
surely continuous on [0, T ] because V(t) is almost surely continuous.
To verify the finite dimensional convergence (S.5.14), take arbitrary points
{ul}l≤L ⊂ Rd where L ∈ N, and any bounded, nonnegative Lipschitz func-
tions f1, ..., fL : D[0, T ] → R. By Vγ  V in D([0, T ])d and the uniform
convergence supt∈[0,T ] |Ψ˜γ(t,u)− Ψ˜(t,u)| for every u, we have∫ L∏
l=1
fl
(
Ψ˜γ(·,ul)− u>l Vγ
)
dPVγ →
∫ L∏
l=1
fl
(
Ψ˜(·,ul)− u>l V
)
dPV
by the boundedness of f1, ..., fL and the definition of weak convergence of
each Ψ˜γ(·,ul)−u>l Vγ . Hence, the desired joint convergence (S.5.14) follows
by Corollary 1.4.5 on page 31 of van der Vaart and Wellner (1996).
The proof is complete by invoking Lemma S.5.2.
Step 4. There exists a weak solution V(t) of (3.16) which is path-
wise unique.
We will show below that there exist a weak solution of (3.16) which is
pathwise unique (see the definitions on, e.g. page 300-301 of Karatzas and
Shreve (1998)). This yield the existence of a strong solution in C([0,∞))d on
a rich enough probability space by Corollary 5.3.23 on page 310 of Karatzas
and Shreve (1998). Since the solution is continuous on [0,∞), this suggests
that V(t) does not explode in finite time almost surely and τ˜K →∞ a.s. as
K → Rd.
To show the existence of the weak solution, it is enough to verify the Lip-
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schitz condition Eq. (3.35) and linear growth condition Eq. (3.34) on page
300 of Ethier and Kurtz (1986) for each T > 0. Since ∇G(·) is continuous
from Assumption (L), for any T > 0, by (S.2.45)
sup
0≤t≤T
‖∇G(w(t))‖2 ≤ sup
‖w‖≤KT
‖∇G(w)‖2 < CT ,(S.2.52)
for some CT > 0. By Lemma S.1.3(iii) and Lemma S.1.4(a), ∇G(w(t)) ·
∇Ψ˜∗(t, ·) is uniformly Lipschitz continuous in t. Hence, the Lipschitz condi-
tion Eq. (3.35) on page 300 of Ethier and Kurtz (1986) holds.
Next, recall that ∇Ψ˜∗(t, ·) is uniformly Lipschitz continuous in t by Lemma
S.1.3(iii) and Lemma S.1.4(a), for any 0 ≤ t ≤ T ,
‖∇Ψ˜∗(t,v)‖2 ≤ β−1‖v‖2 + ‖∇Ψ˜∗(t, 0)‖2 ≤ ‖v‖2 + CT ,(S.2.53)
where CT > 0 satisfies maxt∈[0,T ] ‖∇Ψ˜∗(t, 0)‖2 ≤ CT since ∇Ψ˜∗(t, 0) =
arg minw∈Rd Ψ˜(t,w) is continuous on [0, T ] for any T > 0 by Lemma S.1.5.
On the other hand, by Ho¨lder’s inequality and (S.2.45),
sup
0≤t≤T
‖Σ(w(t))‖2 ≤ sup
‖w‖2≤KT
‖Σ(w)‖2
≤ E
[
sup
w:‖w‖2≤KT
∥∥∇f(w, Zn)∥∥22]+ 3 sup‖w‖2≤KT ‖G(w)‖22
< C ′T ,
for some C ′T > 0 by (3.12) in Assumption (L) and the continuity of G on Rd
in Assumption (M). Hence, the linear growth condition Eq. (3.34) on page
300 of Ethier and Kurtz (1986) holds. By Theorem 5.3.11 on page 300 of
Ethier and Kurtz (1986), the weak solution of (3.16) exists.
The pathwise uniqueness follows straightforwardly from Theorem 5.3.7 on
page 297 of Ethier and Kurtz (1986) and the Lipschitz property of∇G(w(t))·
∇Ψ˜∗(t, ·) shown above. Hence, the proof for this step is complete.
Step 5. τ˜Kγ →∞ in probability as γ → 0, K →∞.
Recall from (S.2.33) that Vγ(· ∧ τ˜Kγ )  V(· ∧ τ˜K) in D([0,∞))d for all
but countably many K (pointwisely for each of them), if T < τ˜Kγ , we have
Vγ  V in D([0, T ])d (with the sigma field defined with metric ρTd,◦ in
Section S.5.2), and by the continuous mapping theorem we also have
sup
0≤t≤T
‖Vγ(t)‖2  sup
0≤t≤T
‖V(t)‖2 as γ → 0,(S.2.54)
where sup0≤t≤T ‖V(t)‖2 is a continuous random variable (r.v.) because V(t)
is a Gaussian process with a.s. continuous sample path.
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Therefore, for any T > 0, for all but countably many K that Vγ(· ∧ τ˜Kγ ) 
V(· ∧ τ˜K) in D([0,∞))d,
P (τ˜Kγ > T ) = P
(
sup
0≤t≤T
‖Vγ(t)‖2 < K
)
= P
(
sup
0≤t≤T
‖V(t)‖2 < K
)
+R(K)
where R(K) = P (sup0≤t≤T ‖Vγ(t)‖2 < K) − P (sup0≤t≤T ‖Vγ(t)‖2 < K)
satisfies supK∈R+ |R(K)| = o(1) as γ → 0 because (S.2.54) implies uniform
convergence of CDFs of sup0≤t≤T ‖Vγ(t)‖2 and sup0≤t≤T ‖Vγ(t)‖2 since the
cdf of sup0≤t≤T ‖Vγ(t)‖2 is continuous.
As γ → 0 and K → ∞ along an increasing countable sequence, since
supK∈R+ R(K) = o(1), we obtain that P (τ˜Kγ > T )→ 1 (since P (sup0≤t≤T ‖V(t)‖2 <
K)→ 1 as K →∞ along an increasing countable sequence) for any T > 0.
This verifies that τ˜Kγ
p→∞ as r and n →∞.
S.2.3. Proof for (3.21) in Corollary 3.7. Using the expression in (3.20),
w¯bT/γc − T−1
∫ T
0
w(s)ds =
1
γbT/γc
∫ T
0
wbs/γcds−
1
T
∫ T
0
wbs/γcds
+
1
T
∫ T
0
wbs/γcds−
1
T
∫ T
0
w(s)ds.
By continuous mapping theorem (Proposition 7.27 of Kosorok (2008)),
γ−1/2
( 1
T
∫ T
0
wbs/γcds−
1
T
∫ T
0
w(s)ds
)
=
1
T
∫ T
0
wbs/γc −w(s)√
γ
ds 1
T
∫ T
0
W(s)ds.
It is left to show that
1
γbT/γc
∫ T
0
wbs/γcds−
1
T
∫ T
0
wbs/γcds =
( 1
γbT/γc −
1
T
)(∫ T
0
wbs/γcds
)
= op(
√
γ).
(S.2.55)
To show (S.2.55), we will show that γ−1/2
(
1
γbT/γc− 1T
)
= o(1) and
∫ T
0 wbs/γcds =
Op(1). To see the former, note that
γ−1/2
∣∣∣ 1
γbT/γc −
1
T
∣∣∣ = γ−1/2
T bT/γc
∣∣T/γ − bT/γc∣∣ ≤ γ−1/2
T (T/γ − 1) =
γ1/2
T (T − γ) = o(1).
To see the latter, since τK = inf{t : ‖v(t)‖2 ≥ K} → ∞ in probability as
K → ∞ since v(t) exists for all t > 0, we can drop K in wKγ in Theorem
3.1(b) and obtain that for any T > 0,
sup
0≤t<T
‖wγ(t)−w(t)‖2 → 0 in probability.(S.2.56)
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Observe that by (S.2.56),
∣∣∣ ∫ T
0
wbs/γcds
∣∣∣ ≤ ∫ T
0
sup
0≤t<T
‖wγ(t)−w(t)‖2ds+
∣∣∣ ∫ T
0
w(s)ds
∣∣∣ = op(1) + ∣∣∣ ∫ T
0
w(s)ds
∣∣∣.
(S.2.57)
By Theorem S.1.5, w(·) = ∇Ψ∗(·,v(·)) continuous since v(·) is continuous.
Hence,
∣∣ ∫ T
0 w(s)ds
∣∣ = O(1), and the proof is complete.
Proof of Remark 3.8. Since 1T
∫ T
0 W(s)ds = Op(1/
√
T ), Corollary 3.7
suggests that
w¯bT/γc − T−1
∫ T
0
w(s)ds = Op
(√
γ
T
)
(S.2.58)
Since f0 is globally Lipschitz, by (S.2.58),
f0(w¯bT/γc)− f0
(
1
T
∫ T
0
w(s)ds
)
= Op
(√
γ
T
)
.(S.2.59)
On the other hand, proofs for Eq. (7) from Raginsky and Bouvrie (2012)
give
f0
(
1
T
∫ T
0
w(s)ds
)
− inf
w
f0(w) ≤ BregΨ(w(0),w
∗)
2T
,(S.2.60)
where BregΨ(x,y) = Ψ(x)−Ψ(y)−〈∇Ψ(y),x−y〉 is the Bregman divergence
induced by Ψ. Combining (S.2.59) and (S.2.60), we obtain a bound for the
excess risk
f0(w¯bT/γc)− inf
w
f0(w) = Op
(
BregΨ(w0,w
∗) ∨√γ√
T
)
.
S.2.4. Proofs for Section 3.3.
Proof of Corollary 3.9. F (w) = 12‖w‖22 is strongly convex with fac-
tor 1, and P(w) = ‖w‖1 is convex. The `2 and `1 norms are continuous.
Hence, (R) holds. The desired result follows by Theorem 3.1(c).
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Proof of Theorem 3.10. By hypothesis, the data Zn = (Xn, Yn) fol-
lows a linear regression model in (4.1). The least square loss is f(w;Zn) =
(Yn −Xnw)2/2, with gradient ∇f(w;Zn) = −Xn(Yn −Xnw) and G(w) =
H(w −w∗).
Note that (S) and (M) are satisfied under this model. Setting tuning
function g(n, γ) = c0nγ translates (RDA) to the framework of (gRDA). (g-lim)
is satisfied by the observation that
lim
γ→0
sup
t∈[0,T ]
∣∣c0bt/γcγ − c0t∣∣ = 0, for any T > 0.
So g†(t) = c0t. Corollary 3.9 implies that the mean trajectory
dv
dt
= −H(∇L∗(t,v)−w∗), v(0) = w0,(S.2.61)
where ∇L∗(t,v) = sgn(v) · (|v| − c0t)+, and w(t) = ∇L∗(t,v(t)). Because
H = diag(σ21, σ
2
2, ..., σ
2
d), (S.2.61) can de-couple, and each vj(t) in v(t) =
(v1(t), v2(t), ..., vd(t)) satisfies
dvj
dt
= −σ2j
(∇L∗(t, vj(t))− w∗j ), vj(0) = w0,j ,(S.2.62)
and wj(t) = ∇L∗(t, vj(t)).
Step 1. Solution of (S.2.61) exists on [0,∞). Letting
θ(t,v) := −(∇L∗(t,v(t))−w∗).(S.2.63)
Observe that for any v,v′ ∈ R, Lemma S.1.4 implies
sup
t∈[0,∞)
∣∣∇L∗(t,v)−∇L∗(t,v′)∣∣ ≤ |v − v′|,
so θ(t,v) is globally Lipschitz uniformly in t. By Corollary 2.6 of Teschl
(2012), there exists a global solution of (S.2.61).
Step 2. Proof of the main statement.
We focus on j ∈ {k : w∞k 6= 0}. For sufficiently large T0 such that sgn(wj(t)) =
sgn(w∞j ) for all t > T0, in order to maintain the equality wj(t) = ∇L∗(t, vj(t))
for t > T0, the solution vj(t) (which exists by Step 1) must satisfy
vj(t) = wj(t) + sgn(w
∞
j )c0t for t > T0.(S.2.64)
By a change of variable wj(t) = vj(t)− sgn(w∞j )c0t, and (S.2.62),
dwj
dt
= −σ2j
(
wj − w∗j + sgn(w∞j )c0/σ2j
)
, w(0) = w0.(S.2.65)
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The solution of (S.2.65) exists by Step 1, and is unique for t > T0 by
Problem 2.5 and Theorem 2.2 (Picard-Lindlo¨f) of Teschl (2012) and (Hale,
1969, p.19), because the function of wj on the right hand side of (S.2.65)
is continuously differentiable with respect to wj . Furthermore, the unique
solution is in the form
wj(t) = e
−σ2j tw0 + (1− e−σ2j t)(w∗j − sgn(w∞j )c0/σ2j ), t > T0.(S.2.66)
Hence,
|w∞j − w∗j | = lim
t→∞
∣∣e−σ2j t(w0 − w∗j )− (1− e−σ2j t) sgn(w∞j )c0/σ2j ∣∣ = c0/σ2j .(S.2.67)
Remark S.2.2. The difficulty for showing the convergence of w(t) re-
sults from the non-smoothness of the `1 penalty. Recall that w(t) = ∇L∗(t,v(t))
in (3.25) is not a differentiable transformation of v(t) under the `1 penalty;
see (3.23). Thus, the ODE for w(t) does not exist. Moreover, the stability of
v(t) is unclear, because a well-behaved Lyapunov function required in the
standard stability analysis of ODE, e.g. Chapter 4.5 of Khalil (2002), is hard
to find, due to the non-smoothness of the `1 penalty.
Proof of Lemma 3.12. Using (3.27), Lemma S.2.3 suggests that (3.28)
holds if and only if the remainder term
sup
t∈T
γ−1
∣∣∣∣g(bt/γc, γ) ∑
j:wj(t)6=0
Rtj(
√
γ)
∣∣∣∣→ 0, as γ → 0,(S.2.68)
where
∣∣Rtj(√γ)∣∣ = 2 · 1{0 < |wj(t)| ≤ √γ|uj |}∣∣√γ|uj | − |wj(t)|∣∣, j ∈ {k = 1, ..., d : wk(t) 6= 0}.(S.2.69)
Since supt∈T |g(bt/γc, γ)| = O(γ1/2) by (3.27), under the estimation (S.2.69),
then (S.2.68) holds if and only if pointwise for any uj 6= 0,
1{0 < |wj(t)| ≤ √γ|uj |} → 0 as γ → 0, for all t ∈ T .
This is equivalent to that for any uj 6= 0 with j ∈ {k : supt∈T |wk(t)| 6= 0},
min
j∈{k: supt∈T |wk(t)|6=0}
mint∈T |wj(t)|
|uj | > 0.(S.2.70)
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However, (S.2.70) is equivalent to the sign stability defined in Definition
(3.11).
Proof of Theorem 3.13. For (a), it is clear that (R) holds by F (w) =
1
2‖w‖22 and P(w) = ‖w‖1. By the hypothesis that g(b·/γc, γ) ∈ D([0,∞))
satisfies (3.27) with T = [0, T ] for any T > 0, supt∈[0,T ]
∣∣g(bt/γc, γ)∣∣ =
o(γ1/2) for any T > 0, so condition (g-lim) holds with g†(t) = 0 for all t.
This implies that L(t,w) = 12‖w‖22 and ∇L∗(t,v) = v for any t > 0 and
v ∈ Rd. Using Corollary 3.9, vγ(t) P→ v(t) in uniform metric on [0,∞) by
Theorem 3.1(b) and (3.24) in Corollary 3.9, where v(t) is the unique solution
of (3.30) and it follows that w(t) = ∇L∗(t,v(t)) = v(t) for any t > 0 by
(3.25).
For (b), from the sign stability, Lemma 3.12 implies L˜ is of the form as
(3.29). For t > T0, similar to (S.2.23),
Vγ(t) = Vγ(T0)−Mγ(t)− γ−1/2
(
γ
bt/γc−1∑
k=0
G(wk)−
∫ t
T0
G(w(s))ds︸ ︷︷ ︸
from v(t)
)
.
(S.2.71)
Following similar argument as the proof of Theorem 3.5 and Step 1-Step 5,
the process convergence onD(T )d can be shown for Mγ(t) and γ−1/2
(
γ
∑bt/γc−1
k=0 G(wk)−∫ t
T0
G(w(s))ds
)
in (S.2.71). The details are omitted. The result under the
global sign stability follows immediately from Theorem 3.5.
Lemma S.2.3. For any w = (w1, ..., wd) and u = (u1, ..., ud) in Rd,
L˜γ(t,u) = 1
2
‖u‖22 + (g(bt/γc, γ)/
√
γ)
( d∑
j=1
uj sgn(wj(t))1{wj(t) 6= 0}+
d∑
j=1
|uj |1{wj(t) = 0}
)
+ γ−1g(bt/γc, γ)
∑
j:wj(t)6=0
Rtj(
√
γ).
where∣∣Rtj(√γ)∣∣ = 2·1{0 < |wj(t)| ≤ √γ|uj |}∣∣√γ|uj |−|wj(t)|∣∣, j ∈ {k = 1, ..., d : wk(t) 6= 0}.
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Proof of Lemma S.2.3. Fix arbitrary w = (w1, ..., wd) and u = (u1, ..., ud).
Using Knight’s identity (in the proof of Theorem 1 of Knight (1998)),
‖w +√γu‖1 − ‖w‖1 = √γ
( d∑
j=1
uj sgn(wj)1{wj 6= 0}+
d∑
j=1
|uj |1{wj = 0}
)
+
∑
j:wj 6=0
Rtj ,
where
Rtj = 2
∫ −√γuj
0
(1{wj ≤ s} − 1{wj ≤ 0})ds.
Therefore,
γ−1
(
Ψγ(t,w +
√
γu)−Ψγ(t,w)− 〈√γu,w〉
)
= γ−1
(
1
2
‖w +√γu‖22 −
1
2
‖w‖22 −
√
γu>w + g(bt/γc, γ)‖w +√γu‖1 − g(bt/γc, γ)‖w‖1
)
=
1
2
‖u‖22 + (g(bt/γc, γ)/
√
γ)
( d∑
j=1
uj sgn(wj)1{wj 6= 0}+
d∑
j=1
|uj |1{wj = 0}
)
+ γ−1g(bt/γc, γ)
∑
j:w(t)6=0
Rtj(
√
γ).
Notice that∫ −√γuj
0
(1{wj ≤ s} − 1{wj ≤ 0})ds
=

1{wj ≤ −√γuj}
(−√γuj − wj) wj > 0
1{wj < −√γuj}(−√γuj) + 1{wj > −√γuj}wj +√γuj wj < 0.
= 1{wj > −√γuj}(wj +√γuj)
Combine the above to get∣∣∣∣ ∫ −
√
γuj
0
(1{wj ≤ s} − 1{wj ≤ 0})ds
∣∣∣∣
=
(
1{0 < wj ≤ −√γuj}+ 1{0 > wj > −√γuj}
)|√γuj + wj |
= 1{0 < |wj | ≤ √γ|uj |}
∣∣|√γuj | − |wj |∣∣.
This proof is finished by replacing wj by wj(t).
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S.3. Proofs for Section 4.
Proof of Corollary 4.1. The asymptotic trajectory (4.2) follows by
Theorem 3.13. Moreover, (4.3) stems from elementary results of linear ODE
(e.g. Section 7.5 of Boyce and DiPrima (2005)), and that is the unique
solution of (4.2) for all t ∈ [0,∞). The conclusion in (b) directly results
from (a)-(c) of Theorem 3.13.
Proof of Theorem 4.2. Since bt/γcγ → t as γ → 0, the tuning func-
tion (4.7) implies limγ→0 sup0<t<T |g(bt/γc, γ) − g†(t)| = 0 where g†(t) = 0
for all t, and limγ→0 sup0<t<T |g(bt/γc, γ)/√γ − g‡(t)| = 0 for any T > 0,
with
g‡(t) =
{
0, t ≤ t0;
c(t− t0)µ, t > t0,(S.3.1)
so g‡(t) is continuous on [0,∞), and g(b·/γc, γ) ∈ D([0,∞)) satisfies (3.27)
with T = [0, T ] for any T > 0. Assumptions (S), (M) and (L) are clear from
the model (4.1). Corollary 4.1(a) suggests that as γ → 0, the mean dynamics
w(t) is (4.6).
For the distributional dynamics, we will use Theorem 3.5. The only con-
dition left to be verified is (Ψ˜-lim) with g‡ defined in (S.3.1). Recall L˜γ(t,u)
in (3.26) and L˜(t,u) in (3.29). Lemma 3.12 verifies Condition (Ψ˜-lim0) for
[t0, T ] for any T > t0, because w(t) is sign stable on [t0, T ]. L˜(t,u) sat-
isfies Condition (Ψ˜-lim1) because it is continuous in both t (by the con-
tinuity of g‡(t)) and u. Lastly, for any T > 0 and any fixed u0 ∈ Rd,
sup0≤t≤T ‖L˜(t,u0)‖2 ≤ ‖u0‖2 + sup0≤t≤T |g‡(t)|. Because g‡(t) is continu-
ous, (Ψ˜-lim2) holds.
Applying Theorem 3.5 gives
vbt/γc−v(t)√
γ = Vγ(t)  V(t) on D([0,∞))d
where V(t) satisfies the SDE
V(t) = −
∫ t
0
H · ∇L˜∗(s,V(s))ds+ M(t), t ≥ 0,(S.3.2)
where L˜∗j (t,V ) = V is the identity map for t ≤ t0, while for t > t0,
∇L˜∗j (t,V ) =

Vj − g‡(t), for j : w∗j > 0;
Vj + g
‡(t), for j : w∗j < 0;
sgn(Vj)
[|Vj | − g‡(t)]+. for j : w∗j = 0,
(S.3.3)
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for j = 1, ..., d, and g‡ is of the form in (S.3.1). The reason∇L˜∗j (t,V ) depends
on w∗j rather than wj(t) like (3.33) is that sgn(wj(t)) = sgn(w
∗
j ) for t > t0;
see (4.6). H is a diagonal matrix from Condition (D1); the covariance kernel
of M(t) is of the form
Σ(w) = E
[
(XX> −H)(w −w∗)(w −w∗)>(XX> −H)]+ σ2εH.
from (4.4).
Since M(t) has independent Gaussian increments, by the Ito isometry,
V(t) in (S.3.2) can equivalently be written as
V(t) = −
∫ t
0
H · ∇L˜∗(s,V(s))ds+
∫ t
0
Σ1/2(w(s))dB(s), t ≥ 0,(S.3.4)
where B(t) = (B1(t), ..., Bd(t))
> is the standard d-Brownian motion with
Cov(Bi(t), Bj(t)) = 0. Observe that H is diagonal and the operator ∇L˜∗
defined in (S.3.3) applies coordinatewise, and the diffusion term does not
depend on V(t), so the process V(t) can be represented coordinatewise by
Vj(t) = −
∫ t
0
σ2j∇L˜∗j (s, Vj(s))ds+
∫ t
0
Σ
1/2
j· (w(s))
>dB(s), t ≥ 0, j = 1, 2, ..., d,
(S.3.5)
where Σ(w(s))
1/2
j· denotes the jth row of the matrix Σ(w(s))
1/2.
For t < t0, g
‡ = 0 by (S.3.1) and ∇L˜∗j (s, Vj(s)) = Vj(s), so the process
(S.3.5) is essentially a Ornstein-Uhlenbeck process
Vj(t) = −σ2j
∫ t
0
Vj(s)ds+
∫ t
0
Σ
1/2
j· (w(s))
>dB(s), t ≤ t0, j = 1, 2, ..., d,
(S.3.6)
which has a closed-form solution by Lemma S.5.10. Therefore, the process
in (S.3.5) for t > t0 can be rewritten
Vj(t) = Vj(t0)−
∫ t
t0
σ2j∇L˜∗j (s, Vj(s))ds+
∫ t
t0
Σ
1/2
j· (w(s))
>dB(s), t ≥ t0, j = 1, 2, ..., d,
(S.3.7)
where
Vj(t0) = e
−σ2j t0
∫ t0
0
eσ
2
j s Σ
1/2
j· (w(s))
>dB(s)(S.3.8)
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is the solution at t = t0 of (S.3.6) by Lemma S.5.10. Note that
Var
{
Vj(t0)
} ≤ (1− e−2σ2j t0)(C‖w∗‖22 + σ2ε‖H‖2) <∞,(S.3.9)
by Ito isometry and Condition (D1).
In the following, statements in (a) and (b) will be proved in several steps.
Step 1. Proof of (a).
Using the explicit form of ∇L˜∗j defined in (S.3.3) for j ∈ {k : w∗k = 0},
as t > t0, Wj(t) = sgn(Vj(t))
[|Vj(t)| − c(t − t0)µ]+ is a soft-thresholding
operator on Vj with threshold c(t− t0)µ. By (S.3.7), ∀j ∈ {k : w∗k = 0}, Vj(t)
is characterized by
dVj(t) = −σ2j sgn(Vj(t))
[|Vj(t)| − c(t− t0)µ]+dt+ Σ1/2j· (w(s))>dB(t), t > t0,
(S.3.10)
with initialization Vj(t0) defined in (S.3.8).
We claim that for t > t0,
Wj(t) = sgn(Vj(t))
[|Vj(t)| − c(t− t0)µ]+ P→ 0, as t→∞.(S.3.11)
Note that the mean dynamics wj(t) = 0 for all t by (4.6) when both w0,j = 0
and w∗j = 0, and this with (S.3.11) yield that |Wj(t)| = |wbt/γc,j/
√
γ| = op(1)
as γ → 0 and t→∞. Hence, |wbt/γc,j | = op(√γ) when γ → 0 and t→∞ as
desired in this step.
It is now left to show (S.3.11). To simplify expressions, for t > t0, define the
event
E1(t) :=
{
sup
t0≤τ≤t
∣∣∣∣Vj(t0) + ∫ τ
t0
Σ
1/2
j· (w(s))
>dB(s)
∣∣∣∣ ≤ c(t− t0)µ}.(S.3.12)
Take u > 0,
P
(|Wj(t)| > u) = P (|Vj(t)− c(t− t0)µ| > u)
≤ P ({|Vj(t)− c(t− t0)µ| > u} ∩ E1(t))+ P (E1(t)c),(S.3.13)
where c > 0 and µ > 1/2 are defined as in the hypothesis of this Theorem,
and E1(t)
c is the complement of E1(t) defined in (S.3.12). It will be shown
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that the first probability of (S.3.13) is zero, while the second probability
converges to 0 as t→∞.
We now prove that the first probability in (S.3.13) is 0. We first show that
that under E1(t),
Vj(τ) = Vj(t0) +
∫ τ
t0
Σ
1/2
j· (w(s))
>dB(s), t0 ≤ τ ≤ t,(S.3.14)
is the unique weak solution to (S.3.10) before time t. To see this, by the
restriction on E1(t),
[|Vj(t)| − c(t− t0)µ]+ = 0, so the drift term in (S.3.10)
is zero, and then dVj(t) = Σ
1/2
j· (w(s))
>dB(t) for t ≥ t0 with Vj(t0) in (S.3.8).
Hence, (S.3.14) holds by uniqueness proven in Theorem 3.5. Plugging the
solution S.3.14 in the first probability of (S.3.13),
P
({|Vj(t)− c(t− t0)µ| > u} ∩ E1(t))
= P
({∣∣∣∣Vj(t0) + ∫ t
t0
Σ
1/2
j· (w(s))
>dB(s)− c(t− t0)µ
∣∣∣∣ > u}⋂E1(t))
= 0, ∀t ≥ t0 and u > 0.
(S.3.15)
Next, we bound the probability P
(
E1(t)
c
)
in (S.3.13). Probability bound
on maximal deviation of Gaussian process in Theorem D.4 on page 20 of
Piterbarg (1996) will be applied. Some preliminary estimation will be made
below. Observe that for any t1, t2 such that t0 ≤ t1 < t2 ≤ t, Ito isometry
implies
E
[(∫ t1
t0
Σ
1/2
j· (w(s))
>dB(s)−
∫ t2
t0
Σ
1/2
j· (w(s))
>dB(s)
)2]
= E
[(∫ t2
t1
Σ
1/2
j· (w(s))
>dB(s)
)2]
=
∫ t2
t1
∥∥Σ1/2j· (w(s))∥∥22ds
=
(
sup
t1≤s≤t2
∥∥Σ1/2j· (w(s))∥∥22)|t2 − t1|
≤ (C‖w∗‖22 + σ2ε‖H‖2) |t2 − t1|,(S.3.16)
where the last inequality follows from ‖w(s)‖2 ≤ ‖w∗‖2 for all s ≥ 0 using
the explicit mean trajectory (4.6) and w0 = 0, and the constant C depends
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on the almost sure bound of the covariates X, which exists by Condition
(D1).
In addition, by similar argument as in (S.3.16), Ito isometry yields
sup
t0≤τ≤t
E
[(∫ τ
t0
Σ
1/2
j· (w(s))
>dB(s)
)2]
= sup
t0≤τ≤t
E
[ ∫ τ
t0
∥∥Σ1/2j· (w(s))∥∥22ds]
≤ (C‖w∗‖22 + σ2ε‖H‖2)(t− t0).(S.3.17)
Using the bounds in (S.3.16) and (S.3.17), Theorem D.4 on page 20 of Piter-
barg (1996) and elementary probability bound give
P
(
E1(t)
c
)
≤ P
(∣∣Vj(t0)∣∣+ sup
t0≤τ≤t
∣∣∣∣ ∫ τ
t0
Σ
1/2
j· (w(s))
>dB(s)
∣∣∣∣ > c(t− t0)µ)
≤ 2
(
1− Φ
( c(t− t0)µ
2
√
Var {Vj(t0)}
))
+ 2c C0 t(t− t0)µ 1
2
exp
{
− c
2(t− t0)2µ
8
(
C‖w∗‖22 + σ2ε‖H‖2
)
(t− t0)
}
→ 0, if µ > 1/2, and c > 0,
(S.3.18)
where C0 depends on w
∗, H, σε and the almost sure bound on X, and note
that the Gaussian tail probability satisfies 1−Φ(u) ≤ 12e−u
2/2 for any u > 0,
where Φ(·) is the cdf of N (0, 1).
The proof (S.3.11) is complete by plugging (S.3.15) and (S.3.18) in (S.3.13).
Step 2. Proof of (4.8) in (b).
By (S.3.7), for t > t0,
dVj(t) = −σ2j
(
Vj(t)− c sgn(w∗j )(t− t0)µ
)
dt+ Σ
1/2
j· (w(s))
>dB(t), ∀j ∈ {k : w∗k 6= 0},
(S.3.19)
with initialization Vj(t0) defined in (S.3.8), and
Wj(t) = Vj(t)− c sgn(w∗j )(t− t0)µ.(S.3.20)
An application of Ito’s lemma shows that Wj(t) satisfies the SDE
dWj(t) =
(− σ2jWj(t)− c sgn(w∗j )µ(t− t0)µ−1)dt+ Σ1/2j· (w(s))>dB(t), j 6∈ {k : w∗k = 0}.(S.3.21)
with initialization Wj(t0) = Vj(t0). Lemma S.5.10 gives the solution
Wj(t) = e
−σ2j (t−t0)Wj(t0) + hj(t) + Uj(t)(S.3.22)
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where
hj(t) = −c sgn(w∗j )µ e−σ
2
j t
∫ t
t0
(s− t0)µ−1eσ2j sds,(S.3.23)
Uj(t) = e
−σ2j t
∫ t
t0
eσ
2
j s Σ
1/2
j· (w(s))
>dB(s).(S.3.24)
This finishes the proof of this step.
Step 3. The estimation of hj(t) in (4.11) of (c). Recall hj(t) from
(S.3.23),
hj(t) = −µc sgn(w∗j ) e−σ
2
j t
∫ t
t0
(s− t0)µ−1eσ2j sds.
Integration by substituting s = σ−2j u+ t0 gives
hj(t) = −µc sgn(w∗j ) σ−2µj e−σ
2
j (t−t0)
∫ σ2j (t−t0)
0
uµ−1eu du.(S.3.25)
Repeated integration by parts shows that
e−σ
2
j (t−t0)
∫ σ2j (t−t0)
0
uµ−1eu du =
∞∑
k=0
(σ2j (t− t0))µ+k
µk+1
(−1)k,(S.3.26)
where µk+1 = µ(µ + 1)(µ + 2)...(µ + k) is the rising factorial. In addition,
for any t > t0,
∞∑
k=0
(σ2j (t− t0))µ+k
µk+1
(−1)k = (−1)(σ2j (t− t0))µ−1
∞∑
k=0
(−σ2j (t− t0))k+1
(k + 1)!
(k + 1)!
µk+1
.
(S.3.27)
Hence, combining (S.3.26) and (S.3.27) with (S.3.25), and let Cj := µσ
−2
j c >
0,
hj(t) = Cj sgn(w
∗
j )(t− t0)µ−1
∞∑
k=0
(−σ2j (t− t0))k+1
(k + 1)!
(k + 1)!
µk+1
.(S.3.28)
Now we separate discuss different cases of µ. If µ ≥ 1, for any k ≥ 0,
µ−(k+1) ≤ (k + 1)!
µk+1
=
1
µ
· 2
µ+ 1
· 3
µ+ 2
· · · · · k + 1
µ+ k︸ ︷︷ ︸
k + 1 terms are less than or equal to 1
≤ 1.(S.3.29)
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Observing that by the Taylor series for exponential function, (S.3.29) implies
e−σ
2
j (t−t0) − 1 ≤
∞∑
k=0
(−σ2j (t− t0))k+1
(k + 1)!
(k + 1)!
µk+1
≤ e−σ2j (t−t0)/µ − 1, ∀t ≥ t0.
(S.3.30)
Note that if µ = 1, the inequalities (S.3.29) and (S.3.30) hold with equality.
Applying (S.3.30) in (S.3.28) obtains
Cj(t− t0)µ−1 (e−σ2j (t−t0) − 1) ≤ sgn(w∗j )hj(t) ≤ Cj(t− t0)µ−1 (e−σ
2
j (t−t0)/µ − 1),
(S.3.31)
If 0 < µ < 1, the inequality (S.3.29) reverses and therefore inequality
(S.3.30) also reverses. Hence, (S.3.28) gives
Cj(t− t0)µ−1 (e−σ2j (t−t0)/µ − 1) ≤ sgn(w∗j )hj(t) ≤ Cj(t− t0)µ−1 (e−σ
2
j (t−t0) − 1).
(S.3.32)
Finally, combining (S.3.31) and (S.3.32), we obtain that for any j ∈ {k :
w∗k 6= 0} and µ > 0,
Cj(t− t0)µ−1 (e−σ2j (t−t0) max{1,µ−1} − 1)(S.3.33)
≤ sgn(w∗j )hj(t) ≤ Cj(t− t0)µ−1 (e−σ
2
j (t−t0) min{1,µ−1} − 1).
From the last display, one can estimate sgn(w∗j )hj(t) by
∣∣ sgn(w∗j )hj(t)− (−1)Cj(t− t0)µ−1∣∣ ≤ Cj(t− t0)µ−1e−σ2j (t−t0) min{1,µ−1} =: h˜j(t).(S.3.34)
By the hypothesis of this theorem that t0 < ∞ is fixed, so h˜j(t) = o(1) as
t→∞. This completes the proof.
Step 4. Uj(t) N (0, σ2ε/2) as t→∞ for any j = 1, ..., d in (c).
To prove this step, it is enough to show that Var
{
Uj(t)
}→ σ2ε/2 as t→∞.
To simplify notations, let
Hj(t) :=
∫ t
t0
eσ
2
j s Σ
1/2
j· (w(s))
>dB(s),(S.3.35)
so Uj(t) = e
−σ2j tHj(t).
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Observe that
Ĥj(t) := e
−2σ2j t
∫ t
t0
e2σ
2
j sσ2εσ
2
jds =
σ2ε
2
(
1− e−2σ2j (t−t0))→ σ2ε
2
, as t→∞.
Therefore, it is left to show that the difference
∣∣Var{Uj(t)}−Ĥj(t)∣∣ converges
to 0 as t→∞.
For t ≥ u > t0, the covariance function of Uj(t) in (4.10) can be computed
Cov
{
Uj(t), Uj(u)
}
= e−σ
2
j (t+u)E
[
E
[(
Hj(t)−Hj(u) +Hj(u)
)
Hj(u)
]∣∣Fu]
= e−σ
2
j (t+u)E
[
Hj(u)
2
]
= e−σ
2
j (t+u)
∫ u
t0
e2σ
2
j s
∥∥Σ1/2j· (w(s))∥∥22ds.(S.3.36)
By virtue of the triangular inequality,∣∣‖A‖2 − ‖B‖2∣∣ = ∣∣(‖A‖+ ‖B‖)(‖A‖ − ‖B‖)∣∣ ≤ (2‖B‖+ ‖A−B‖)‖A−B‖
≤ (2‖B‖+ 1)‖A−B‖,(S.3.37)
for any matrices A,B and matrix norm ‖·‖ with ‖A−B‖ ≤ 1. From (S.3.36),∣∣∣∣Cov{Uj(t), Uj(u)}− e−σ2j (t+u) ∫ u
t0
e2σ
2
j sσ2εσ
2
jds
∣∣∣∣
≤ (2σεσj + 1)e−σ2j (t+u)
∫ u
t0
e2σ
2
j s
∥∥Σ1/2j· (w(s))− σεσj∥∥2ds
≤ (2σεσj + 1)e−σ2j (t+u)
∫ u
t0
e2σ
2
j s
∥∥Σ1/2(w(s))− σεH1/2∥∥2ds(S.3.38)
given that
∥∥Σ1/2(w(s))−σεH1/2∥∥2 ≤ 1 for the spectral norm ‖·‖2, where the
first inequality follows by (S.3.37) and the last inequality follows by Ho¨lder’s
inequality.
We claim that for some T1 > 0 (explicitly stated in (S.3.42)), the spectral
norm of the two matrix square roots difference is bounded as∥∥Σ1/2(w(s))− σεH1/2∥∥2 = O(e−(minj σ2j )s‖w∗‖∞), ∀s > T1,(S.3.39)
where the right hand size ≤ 1 for some T1 > 0. This claim will be proved at
the end of this step.
Since sup0<s<T1
∥∥Σ1/2(w(s))∥∥
2
is uniformly bounded by Condition (D1) for
any fixed T1, we can suppose that t0 > T1 without loss of generality. Oth-
erwise, the integral
∫ u
t0
in (S.3.38) can be separated as
∫ u
t0
=
∫ T1
t0
+
∫ u
T1
(we
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are interested in large t, u), and the part e−σ
2
j (t+u)
∫ T1
t0
converges to 0 as
t, u→∞.
If (S.3.39) is true, then (S.3.38) can be bounded by
(2σεσj + 1)e
−σ2j (t+u)
∫ u
t0
e(2σ
2
j−minj σ2j )sds
= (2σεσj + 1)(2σ
2
j −min
j
σ2j )
−1‖w∗‖∞e−σ2j (t+u)
(
e(2σ
2
j−minj σ2j )u − e(2σ2j−minj σ2j )t0)(S.3.40)
Letting u = t, the last display implies∣∣Var{Uj(t)}− Ĥj(t)∣∣
≤ (2σεσj + 1)(2σ2j −min
j
σ2j )
−1‖w∗‖∞
(
e−(minj σ
2
j )t − e−2σ2j (t−t0)−(minj σ2j )t0) = o(1),
as t→ 0, which concludes the proof.
It is left to show the claim (S.3.39). Note first that from the form of w(t) in
(4.6), ‖w(t)−w∗‖2 = O(e−(minj σ2j )t‖w∗‖∞) for any t > 0 and the bounded
X in Condition (D1), so∥∥Σ(w(t))− σ2εH∥∥2 = O(e−(minj σ2j )t‖w∗‖∞), ∀t > 0.(S.3.41)
The minimal eigenvalue of σ2εH is σ
2
ε minj σ
2
j , and the lower bound for the
eigenvalue of Σ(w(t)) is σ2ε minj σ
2
j − e−(minj σ
2
j )t‖w∗‖∞, which is strictly
positive for all t > T1 where
T1 = −C
(
min
j
σ2j
)−1
log
{
(σ2ε minj σ
2
j ) ∧ 1
‖w∗‖∞ ∧ 1
}
,(S.3.42)
where C depends on the almost sure bound for X in Condition (D1). Ap-
plying Lemma 2.2 of Schmitt (1992) yields that for t > T1,∥∥Σ1/2(w(t))− σεH1/2∥∥2 ≤ σ−1ε (minj σj)−1∥∥Σ(w(t))− σ2εH∥∥2 = O(e−(minj σ2j )t‖w∗‖∞).
Note that the choice of T1 in (S.3.42) also ensures that the right hand side
of (S.3.39) is less than 1 for all s > T1. This verifies the claim (S.3.39).
Step 5. limt→∞Cov
(
Ui(t), Uj(t)
)
= 0 for all i 6= j where i, j ∈ {k :
w∗k 6= 0} in (c).
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Observe that the matrix valued function Σ1/2(w(s)) is symmetric and posi-
tively definite, the inner product of ith row and jth column Σ
1/2
i· (w(s))
>Σ1/2j· (w(s)) =
Σij(w(s)). Hence,
Cov
{
Ui(t), Uj(t)
}
= e−2σ
2
j t
∫ t
t0
e2σ
2
j s
{
Σ
1/2
i· (w(s))
>Σ1/2j· (w(s))
}
ds = e−2σ
2
j t
∫ t
t0
e2σ
2
j sΣij(w(s))ds.
Therefore, the bound (S.3.41) and similar argument as (S.3.40) yield that
Cov
{
Ui(t), Uj(t)
}
= o(1) as t→∞.
Remark S.3.1 (Comparison with SGD). Benveniste et al. (1990) (p.335)
and Bucklew et al. (1993) prove that for wSGDn,j generated from (SGD),
wSGDn,j − w∗j√
γ
 N (0, σ2 /2), j = 1, ..., d,(S.3.43)
as γ → 0 and n → ∞. For inactive coefficients j ∈ {k : w∗k = 0}, (S.3.43)
implies |wSGDn,j | = Op(
√
γ). By contrast, Theorem 4.2(a) shows that |wn,j | =
op(
√
γ) for inactive coefficients, where wn,j is generated by (gRDA). This is
due to the `1 penalization. For the active coefficients j ∈ {k : w∗k 6= 0}, if
hj(t)→ 0, Theorem 4.2(b) and (c) show thatWγ,j(t) has the same stationary
distribution as (SGD) in (S.3.43). This can be understood as the “oracle
property.”
S.4. Supplementary materials for Section 5.
S.4.1. A literature review of SPCA. SPCA is powerful data analytic tool
that is used extensively in scientific applications; see the introduction of
Wang et al. (2016) for an overview. Existing algorithms of sparse PCA in-
cludes (Jolliffe et al., 2003; Zou et al., 2006; d’Aspremont et al., 2007, 2008;
Shen and Huang, 2008; Johnstone and Lu, 2009; Witten et al., 2009; Journe´e
et al., 2010). Some recent interest is on the minimax lower bound and adap-
tive algorithms under high dimensional settings (d  n) (Birnbaum et al.,
2013; Cai et al., 2013; Ma, 2013; Vu and Lei, 2013; Wang et al., 2016; Shen
et al., 2013), or semidefinite relaxation (Vu et al., 2013) for the incurred NP-
hardness of the optimization problems. More recently, Gataric et al. (2018)
proposes an interesting random projection method. Erichson et al. (2018)
proposes a projection based method.
For online sparse PCA, Mairal et al. (2010) propose an online successive
orthogonal projection algorithm to solve the SPCA of Zou et al. (2006).
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Yang and Xu (2015) propose row truncation with iterative deflation, which
improves the algorithm of Mairal et al. (2010) in terms of computational
efficiency. Wang and Lu (2016) estimate the first principal component with
`1 proximal operator, but they obtain interesting asymptotic results for the
joint distribution between the estimator and the true component as d→∞.
S.4.2. Proof for Corollary 5.1. We will verify the conditions of Corollary
3.9 and then Part (a) follows. Condition (S) is verified by the hypothesis that
Xn are i.i.d. Condition (M) follows by the fact that Xn is bounded almost
surely. Lastly, g†(t) in Corollary 3.9 is 0 for all t, by the hypothesis that
g(b·/γc, γ) ∈ D([0,∞)) satisfies (3.27) with T = [0, T ] for any T > 0..
Next, the existence of the uniform attraction region of (5.4) follows di-
rectly by Lemma 4 on page 76 of Oja and Karhunen (1985), in which the
condition A5 is verified by our hypothesis that the kth largest eigenvalues
of C are positive with unit multiplicity. To show the global existence of the
unique solution of (5.4), note that the right hand side of the ODE (5.4) is
differentiable with
∇jGj(u1, ...,uk) = ∂Gj
∂uj
(u1, ...,uj) = C −
(
Idu
>
j Cuj + 2
j∑
i=1
uiu
>
i C
)
, j = 1, ..., k,
∇lGj(u1, ...,uk) = ∂Gj
∂ul
(u1, ...,uj) = −2
(
Idu
>
l Cuj + ulu>j C
)
, l = 1, ..., j − 1,
(S.4.1)
and the derivatives are continuous on Rdk. Therefore, by Problem 2.5 and
Theorem 2.2 (Picard-Lindlo¨f) of Teschl (2012), there exists unique local
solution of (5.4). The local uniqueness implies the global uniqueness (Hale,
1969, p.19). The global existence follows by the fact that U(t)>U(t) is finite
and nonsingular for all t > 0 by Theorem 2.1 of Plumbley (1995) and the
discussion that follows, as the initial U(0) = U0 is finite.
For Part (b), we need to verify the conditions of Theorem 3.13. (L) follows
from the fact that Xns are bounded almost surely. The solution of the ODE
(5.4) uniquely exists for all t ≥ 0 by the discussion above. Hence, conditions
of Theorem 3.13 are verified. Note that ∇G(U) in (5.6) follows from (S.4.1),
and Σ(U) in (5.7) follows from (3.11).
S.4.3. ODE trajectories of OSPCA.
S.5. Auxiliary Results.
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Fig S.4.1: U·1(t) (left panel) and U·2(t) (right panel) in (5.4). C = 2 ∗
U∗·1U∗>·1 +U∗·2U∗>·2 +Id, where d = 100 and the only two principal components
are U∗·1 = 10−1/2(110, 090) and U∗·2 = 10−1/2(010, 110, 080). U·1(t) is sign
stable on (0, T1) and (T1,∞).
S.5.1. Uniform Boundedness of Sequences of Time-Varying Equi-Strongly
Convex Functions. In the next results, we consider a sequence of functions
with a limit satisfying the conditions in Lemma S.1.5. We will show that
such function sequence is uniformly bounded on compact sets.
Recall that D[0,∞) be the space of functions that are right continuous
with left limit.
Lemma S.5.1 (Uniformly boundedness). Let Φ : [0,∞) × Rd → R be a
function satisfying the conditions of Lemma S.1.5. Let Φγ : [0,∞) × Rd →
R be such that Φγ(t, ·) is β-e.s.c. with respect to t and γ and l.s.c., and
Φγ(·,u) ∈ D[0,∞) for any fixed u. In addition, if for any T ,
sup
0≤t≤T
∣∣Φγ(t,u)− Φ(t,u)∣∣→ 0 pointwise in u,(S.5.1)
as γ → 0 along a countable sequence. Then, for any constant C,
sup
γ
sup
0≤t≤T
sup
‖u‖2≤C
‖∇Φ∗γ(t,u)‖2 ≤ C ′T
where ∇Φ∗γ(t,v) := arg minw∈Rd
{
Φγ(t,w) −w>v
}
, and C ′T > 0 is a con-
stant depending on T and C (and β, q).
44 S.–K. CHAO AND G. CHENG
Proof of Lemma S.5.1. Observe that
sup
γ
sup
0≤t≤T
sup
‖u‖2≤C
∥∥∇Φ∗γ(t,u)∥∥2
≤ sup
γ
sup
0≤t≤T
sup
‖u‖2≤C
{∥∥∇Φ∗γ(t,u)−∇Φ∗γ(t, 0)∥∥2 + ‖∇Φ∗γ(t, 0)−∇Φ∗(t, 0)‖2 + ‖∇Φ∗(t, 0)‖2}(S.5.2)
≤ Cβ−1 + sup
γ
sup
t∈[0,T ]
‖∇Φ∗γ(t, 0)−∇Φ∗(t, 0)‖2 + C ′t
where the first term in (S.5.2) is bounded by using Lemma S.1.4(a); the
third term in (S.5.2) can be bounded by some C ′t > 0, which follows from
the continuity of ∇Φ∗ from Lemma S.1.5 since Φ satisfies the assumptions
there.
Next, we will bound the second term in (S.5.2). We will show that supt∈[0,T ] ‖∇Φ∗γ(t, 0)−
∇Φ∗(t, 0)‖2 converges to 0 as γ → 0, and therefore this is a bounded sequence
with the bound depending on t. Note that
u˜γ(t) = ∇Φ∗γ(t, 0) = arg min
u∈Rd
Φγ(t,u)
u˜(t) = ∇Φ∗(t, 0) = arg min
u∈Rd
Φ(t,u)
by Proposition 11.3 on page 476 of Rockafellar and Wets (2009).
Suppose to the contrary that
∃ > 0, such that supt∈[0,T ] ‖u˜γ(t)− u˜(t)‖2 >  for infinitely many γ.
(S.5.3)
From now on, we will fix such an  > 0. Define
η˜ := inf
t∈[0,T ]
inf
u∈Sd−1
{
Φ(t, u˜(t) + u)− Φ(t, u˜(t))},(S.5.4)
where Sd−1 ⊂ Rd is the unit sphere. We claim that η˜ > 0. By Lemma S.1.5,
u˜(t) is continuous. Moreover, (t,u) 7→ Φ(t,u) is continuous on [0, T ]× {u :
‖u‖2 ≤ C} by Lemma S.5.7. Thus, (t,u) 7→ Φ(t, u˜(t) + u) − Φ(t, u˜(t)) is
continuous. It follows that η˜ > 0, because [0, T ]×Sd−1 is compact and u˜(t)
is the unique minimizer of Φ(t, ·) (since Φ(t, ·) is strongly convex for any t
and Lemma S.1.4(b)).
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Notice that for any t ∈ [0, T ], x ∈ Sd−1, from the definition of η˜ in
(S.5.4), we have
0 < η˜ ≤ Φ(t, u˜(t) + x)− Φ(t, u˜(t))
= Φ(t, u˜(t) + x)− Φγ(t, u˜(t) + x) + Φγ(t, u˜(t))− Φ(t, u˜(t)) + Φγ(t, u˜(t) + x)− Φγ(t, u˜(t))
≤ 2∆γ, + Φγ(t, u˜(t) + x)− Φγ(t, u˜(t)), for all γ > 0,
(S.5.5)
where
∆γ, := sup
t∈[0,T ]
sup
x:‖x−u˜(t)‖2≤
∣∣Φγ(t,x)− Φ(t,x)∣∣
From (S.5.5), we deduce that
0 < η˜ ≤ 2 lim sup
γ
∆γ, + lim inf
γ
inf
t∈[0,T ]
inf
x∈Sd−1
{
Φγ(t, u˜(t) + x)− Φγ(t, u˜(t))
}
.
(S.5.6)
We will show at the end of the proof that
∆γ, → 0 as γ → 0.(S.5.7)
On the other hand, by Lemma S.1.5, both u˜(t) and u˜γ(t) are continu-
ous. Thus, there exists a sequence tγ such that supt∈[0,T ] ‖u˜γ(t) − u˜(t)‖2 =
‖u˜γ(tγ) − u˜(tγ)‖2 >  for infinitely many γ by (S.5.3). Because the mini-
mizer of Φγ(tγ , ·) is unique as it is β-e.s.c. for any tγ , there exists a sequence
{xγ}γ ⊂ Sd−1, such that
Φγ(t, u˜(tγ) + xγ)− Φγ(tγ , u˜(tγ)) ≤ 0 for infinitely many γ.(S.5.8)
However, this together with (S.5.7) and (S.5.6) imply that
0 < η˜ ≤ lim inf
γ
inf
t∈[0,T ]
inf
x∈Sd−1
{
Φγ(t, u˜(t) + x)− Φγ(t, u˜(t))
} ≤ 0(S.5.9)
which forms a contradiction. Thus, (S.5.3) is false and the proof is complete.
It is now left to show (S.5.7). Since u˜(t) is continuous by Lemma S.1.5,
there exists MT > 0 such that supt∈[0,T ] ‖u˜(t)‖2 ≤MT . Define the compact
set KT, := {x : ‖x‖2 ≤ MT + }. Since {x : ‖x− u˜(t)‖2 ≤ } ⊂ KT, for all
t ∈ [0, T ], we have
∆γ, ≤ sup
t∈[0,T ]
sup
x∈KT,
∣∣Φγ(t,x)− Φ(t,x)∣∣.(S.5.10)
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We will apply Lemma 3 on page 1827 of Kato (2009) to prove this claim.
From the conditions of this Lemma, both {Φγ(t, ·)}γ and Φ(t, ·) are convex
for each t ∈ [0, T ], and both {Φγ(·,u)}γ and Φ(·,u) are bounded since
elements in D[0, T ] are bounded by Eq. (12.5) on page 122 of Billingsley
(1999). By (S.5.1), supt∈[0,T ]
∣∣Φγ(t,x) − Φ(t,x)∣∣ → 0 for every x ∈ Rd.
Hence, since KT, is compact, by Lemma 3 on page 1827 of Kato (2009) and
(S.5.10),
0 ≤ ∆γ, ≤ sup
t∈[0,T ]
sup
x∈KT,
∣∣Φγ(t,x)− Φ(t,x)∣∣→ 0,
and by squeezing the proof of the claim is finished.
S.5.2. Continuous Mapping Theorem for Argmin Processes. In this sec-
tion, we will state and prove a continuous mapping theorem which is an
adaptation of Theorem 1 of Kato (2009) but with slightly weaker condi-
tions. For completeness, we state all the notations in Kato (2009).
Let (Ω,F , P ) be a probability space. P ∗ and E∗ be the outer probability
and expectation (see van der Vaart and Wellner (1996) for more details).
Suppose fn : Rd × [0, T ] × Ω → R (n ∈ N) and f∞ : Rd × [0, T ] × Ω → R,
and fn(x, t, ·) and f∞(x, t, ·) are measurable with respect to F for each
(x, t) ∈ Rd × [0, T ]. For each (t, ω), define
xn(t, ω) ∈ arg min
x∈Rd
fn(x, t, ω), x∞(t, ω) ∈ arg min
x∈Rd
f∞(x, t, ω).(S.5.11)
We assume that each argmin set is nonempty. In the main result Lemma
S.5.2 of this section, we will assume that x∞ is unique, but xn may not be
unique. We omit the argument ω if there is no confusion.
Take an arbitrary probability space (Ω˜, F˜ , P˜ ) different from (Ω,F , P ). A
measurable map φ : Ω˜→ Ω is called perfect if
E∗[H] = E˜∗[H ◦ φ](S.5.12)
for every bounded function H on Ω.
We will assume that fn(x, ·) to be ca´dla´g (right continuous with left limit)
for each x, and we view xn as random element in D([0, T ])
d. We metrize
D([0, T ])d with metric ρTd,◦, defined by ρ
T
d,◦(x,y) :=
∑d
j=1 ρ
T◦ (xj , yj) where
ρT◦ (x, y) = inf
ν∈VT
{
sup
0≤t<s≤T
∣∣∣ log ν(s)− ν(t)
s− t
∣∣∣ ∨ sup
0≤t≤T
∥∥x(t)− y(ν(t))∥∥
2
}(S.5.13)
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where VT is a class of nondecreasing functions on mapping [0, T ] onto itself.
ρT◦ is one of the common metrics that topologizes D([0, T ]) with the J1
topology. This metric makes D([0, T ]) a separable and complete space (see
e.g. page 125-129 of Billingsley (1999)).
Now, we state and prove the main theorem in this section.
Lemma S.5.2. Suppose
(a) fn(x, t) (n ∈ N) and f∞(x, t) are convex in x for each t, and fn(x, t)
is ca´dla´g in t for each x, while f∞(x, t) is continuous in t for each x;
(b) x∞(t) is the unique minimum point of f∞(·, t) for each t ∈ [0, T ];
(c) xn(·) are random elements in D([0, T ])d under product Skorohod met-
ric (n ∈ N) and x∞(·) ∈ (C[0, T ])d.
Then x∞(·) is a random element of (C[0, T ])d, and if for each k ∈ N,
(
fn(y1, ·), fn(y2, ·), ..., fn(yk, ·)
)
 
(
f∞(y1, ·), f∞(y2, ·), ..., f∞(yk, ·)
)
in (D[0, T ])k,
(S.5.14)
where {y1,y2, ...} is a countable dense subset of Rd, we have
xn(·) x∞(·) in D([0, T ])d.(S.5.15)
Proof of Lemma S.5.2. By (a), f∞(·, t) is convex for each t and f∞(x, ·)
is continous for each x, by Theorem 10.7 on page 89 of Rockafellar (1970) the
function f∞ is jointly continuous on Rd × [0, T ]. Together with its measur-
ability with respect to F at each (x, t) ∈ Rd × [0, T ], we therefore conclude
that f∞ is an random element in C(Rd × [0, T ]). Since x∞(t) is the unique
minimizer of f∞(·, t) for each t and x∞(t), Corollary 1 on page 1531 of
Niemiro (1992) gives that ω 7→ x∞(t, ω) is measurable with respect to F
for an arbitrary fixed t ∈ [0, T ]. Together with assumption (c), it yields that
x∞(t) is a random element in (C[0, T ])d by the discussion on page 84 of
Billingsley (1999).
Since
(
f∞(x1, ·), f∞(x2, ·), ...
) ∈ (C[0, T ])∞ is separable under the prod-
uct uniform metric [defined by setting di as uniform metric in the either
product metric on page 32 of van der Vaart and Wellner (1996), and see the
discussion on the same page just above Theorem 1.4.8], by Theorem 1.4.8
on the same page of van der Vaart and Wellner (1996), (S.5.14) is equivalent
to
(
fn(x1, ·), fn(x2, ·), ...
)
 
(
f∞(x1, ·), f∞(x2, ·), ...
)
in (D[0, T ])∞.
(S.5.16)
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From the discussion on page 32 of van der Vaart and Wellner (1996), (D[0, T ])∞
is a metric space with the metric on page 32 of van der Vaart and Wellner
(1996) and ρT◦ as its base (we do not specify this metric because this will not
be used elsewhere), and the limit
(
f∞(x1, ·), f∞(x2, ·), ...
)
lies in (C[0, T ])∞
by (a). Again from the separability of (C[0, T ])∞ under the product uni-
form metric, applying Theorem 1.10.4 and Addendum 1.10.5 on page 59
of van der Vaart and Wellner (1996) to (S.5.16), there exists a probability
space (Ω˜, F˜ , P˜ ), perfect maps φn : Ω˜→ Ω and φ∞ : Ω˜→ Ω such that
sup
t∈[0,T ]
∣∣fn(yi, t, φn(ω˜))− f∞(yi, t, φ∞(ω˜))∣∣→ 0 a.s. in outer measure P˜ ∗, ∀i.(S.5.17)
(Recall the definition of such convergence in Definition 1.9.1 on page 52 of
van der Vaart and Wellner (1996), and note that by Lemma 1.9.2(iii) on
page 53 of van der Vaart and Wellner (1996), almost uniform convergence
is equivalent to the almost sure convergence in outer measure P˜ ∗ since fn is
a countable sequence). To simplify notations, in the following we denote
f˜n(yi, t) = fn(yi, t, φn(ω˜)) and f˜∞(yi, t) = f∞(yi, t, φ∞(ω˜)).
In the end of the proof, it will be shown that we can strengthen the
convergence in (S.5.17) to
sup
t∈[0,T ]
sup
y∈K
∣∣f˜n(y, t)− f˜∞(y, t)∣∣→ 0 a.s. in P˜ ∗ for any compact K ⊂ Rd.(S.5.18)
Define x˜n(·, ω˜) = xn(·, φn(ω˜)) and x˜∞(·, ω˜) = x∞(·, φ∞(ω˜)). Straightfor-
wardly,
x˜n(t) ∈ arg min
x∈Rd
f˜n(x, t), x˜∞(t) = arg min
x∈Rd
f˜∞(x, t)(S.5.19)
for each (t, ω˜), this follows from the construction of xn and x∞ under every
t and ω as in (S.5.11). Moreover, x˜∞ is a random element in (C[0, T ])d
measurable with respect to F˜ . This follows by the fact that φ∞ : Ω˜→ Ω is
measurable with respect to F˜ and that x∞ is a random element in (C[0, T ])d
as shown in the first paragraph of this proof.
To show the weak convergence (S.5.15), we will show the stronger ρTd,◦(x˜n, x˜∞)→
0 in probability. In fact, in order to show ρTd,◦(x˜n, x˜∞) → 0 in probabil-
ity, it is enough to show that supt∈[0,T ] ‖x˜n(t) − x˜∞(t)‖2 → 0 in probabil-
ity. To see this, note that ρT◦ (x, x′) ≤ supt∈[0,T ] |x(t) − x′(t)| for arbitrary
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x, x′ ∈ D[0, T ] by the discussion on page 150 in the 1st edition of Billings-
ley (1999), and for arbitrary x,x′ ∈ D([0, T ])d, supt∈[0,T ] |xj(t) − x′j(t)| ≤
supt∈[0,T ] ‖x(t) − x′(t)‖2 for every j = 1, ..., d. Hence, ρTd,◦(x˜n, x˜∞) → 0 in
probability if supt∈[0,T ] ‖x˜n(t)− x˜∞(t)‖2 → 0 in probability.
Therefore, it is left to show that supt∈[0,T ] ‖x˜n(t)− x˜∞(t)‖2 → 0 in prob-
ability; namely, for every δ > 0,
lim
n→∞ P˜
∗
(
sup
t∈[0,T ]
‖x˜n(t)− x˜∞(t)‖2 > δ
)
= 0.(S.5.20)
The proof of (S.5.20) follows exactly the same convexity arguments as the
proof for Theorem 1 of Kato (2009), by using (S.5.18), the fact that x˜∞(·)
is a random element of (C[0, T ])d [see the discussion below (S.5.19)], and
replacing all displays with P˜ (·) by the outer probability P˜ ∗(·).
It is left to show (S.5.18). The proof is similar to that of Lemma 3 on
page 1827 of Kato (2009). For each yi in the dense set {y1,y2, ..., } ⊂ Rd, by
(S.5.17), supt∈[0,T ] |f˜∞(yi, t)| <∞ following from the continuity of f˜∞(yi, ·),
and supt∈[0,T ] |f˜∞(yi, t)| < ∞ for each n from Eq. (12.5) on page 122 of
Billingsley (1999), we have supn∈N,t∈[0,T ] |f˜n(yi, t)| < ∞ for all yi in the
dense set {y1,y2, ...} ∈ Rd. This enables us to apply Lemma S.5.9 on
{f˜n(·, t) : t ∈ [0, T ], n ≥ 1} to obtain that for some L1 > 0 (depending
on K),
|f˜n(x, t)− f˜n(y, t)| ≤ L1‖x− y‖2, ∀x,y ∈ K, t ∈ [0, T ], n ∈ N.(S.5.21)
Applying Lemma S.5.9 on {f˜∞(·, t) : t ∈ [0, T ]} yields that for some L2 > 0
(depending on K),
|f˜∞(x, t)− f˜∞(y, t)| ≤ L2‖x− y‖2, ∀x,y ∈ K, t ∈ [0, T ].(S.5.22)
Define L0 = max{L1, L2}. Take  > 0. Because {y1,y2, ...} ∈ Rd is dense in
Rd, there exists a finite set K ⊂ {y1,y2, ...} ∩K such that each point in K
is within /(3L0) in `2 distance to at least a point in K.
The cardinality |K| < ∞ depends on K and . By (S.5.17), there exists
n ∈ N depending only on  and K such that
|f˜n(y, t)− f˜∞(y, t)| < /3, ∀y ∈ K, t ∈ [0, T ] and n ≥ n.(S.5.23)
For any x ∈ K, let y be the point in K such that ‖x − y‖2 ≤ /(3L0).
Then, for every n ≥ n and every t ∈ [0, T ], combining (S.5.21), (S.5.22)
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and (S.5.23) to get
|f˜n(x, t)− f˜∞(x, t)| ≤ |f˜n(x, t)− f˜n(y, t)|+ |f˜n(y, t)− f˜∞(y, t)|+ |f˜∞(y, t)− f˜∞(x, t)|
≤ , ∀t ∈ [0, T ], x ∈ K and n ≥ n.
Hence, (S.5.18) is proved.
Lemma S.5.2 shows the weak convergence of process on a compact set
[0, T ] of time. The next lemma suggests that to prove weak convergence in
D([0,∞))d, it is enough to prove the weak convergence in (D[0, T ))d for any
T > 0. This is a generalization of Theorem 16.7 on page 174 of Billingsley
(1999) to multivariate processes. Denote rtX the restriction of X ∈ D[0,∞)
on [0, t].
Lemma S.5.3. Let Pn and P be probability measures on (D([0,∞))d,Dd∞),
where Dd∞ is the product Borel σ-field in D[0,∞) under the topology induced
by ρ∞d defined in (1.5). Then Pn  P if and only if Pnr−1t  Pr−1t for any
t ∈ TP,d, where rt = (rt, ..., rt) ∈ Rd and r−1t = (r−1t , ..., r−1t ) and TP,d is a
collection of t such that P{X = (X1, ..., Xd) : Xj is discontinuous at t for each j} =
0.
Proof of Lemma S.5.3. In the following, we will extensively use the
results in Section 16 of Billingsley (1999). The results there are based on the
product metric with base d◦∞(x, y) =
∑∞
m=1 2
−m(1 ∧ ρm◦ (xm, ym)) defined
on page 168 of Billingsley (1999), where xm and ym are the restrictions
of x, y ∈ D[0,∞) on [0,m]. However, the product metric with base d◦∞
also generates Dd∞, because their base metric d◦∞(x, y) → 0 if and only if
ρ∞(x, y) → 0 (this is a well-known fact in point-set topology, here, ρ∞ is
defined in (1.5)), which follows by Theorem 16.1 on page 168 of Billingsley
(1999) and Proposition 3.5.3 (a)⇔(b) on page 119 of Ethier and Kurtz
(1986).
By the discussion on page 174 of Billingsley (1999), rt is measurable,
so elementary measure theoretic argument shows that rt is measurable in
(D([0,∞))d,Dd∞). Moreover, by the discussion in the proof of Theorem 16.7
on page 174 of Billingsley (1999), rt is continuous on the set of Xj that is
continuous at t. Therefore, rt is continuous on the set of X that all Xj ,
j = 1, ..., d is continuous at t. If Pn  P and t ∈ TP,d, then by the definition
of TP,d, rt is continuous on a set with P -measure 1, hence Pnr
−1
t  Pr−1t
by the continuous mapping theorem.
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Suppose that Pnr
−1
t  Pr−1t for any t ∈ TP,d. By continuous map-
ping theorem and the continuity of the projection mapping pij : Rd → R,
Pnr
−1
t pi
−1
j  Pr−1t pi−1j for each j = 1, ..., d and any t ∈ TP,d. By Theo-
rem 16.7 of Billingsley (1999), this implies Pnpij  Ppij . By Theorem 1.4.3
of van der Vaart and Wellner (1996), this implies that {Pn} is asymptoti-
cally tight, and is therefore relatively compact by the Prohorov’s theorem.
Now it is left to verify the finite dimensional convergence. Take arbitrary
t1, ...tk ∈ [0,∞). Since T cP,d is at most countable by Lemma 3.5.1 of Ethier
and Kurtz (1986) and d < ∞, there exist t¯ ∈ TP,d such that t¯ ≥ maxj≤k tj .
By the hypothesis Pnr
−1
t¯
 Pr−1
t¯
, we have Pnpi
−1
t1...tk
= Pnr
−1
t¯
pi−1t1...tk  
Pr−1
t¯
pi−1t1...tk = Ppi
−1
t1...tk
.
S.5.3. Subdifferential and Uniform Convexity. In this section, we collect
concepts of convex analysis which are relevant to the main theoretical de-
velopment. Take R¯ = R∪{∞,−∞} be the set of extended real number. We
assume that Ψ : Rd → R¯ is proper, which means that there exists at least
one w ∈ Rd such that Ψ(w) < ∞, and Ψ(w) > −∞ for all w ∈ Rd. Let
domΨ := {w ∈ Rd : Ψ(w) < ∞}. On a metric space, Ψ : Rd → R is called
lower semicontinuous if lim infw→w0 Ψ(w) ≥ Ψ(w0) for all w0 ∈ domΨ. Let
R¯ be the set of extended real numbers.
Lemma S.5.4 (Sum rule, Moreau-Rockafellar theorem). Let fj : Rd → R¯
for j = 1, 2 be convex functions. If there exists x0 ∈ dom(f1)∩dom(f2) such
that either f1 or f2 is continuous at x0, then
∂(f1 + f2)(x) = ∂f1(x) + ∂f2(x), ∀x ∈ dom(f1) ∩ dom(f2).
See Corollary 2.45 of Mordukhovich and Nam (2014) for a proof of Lemma
S.5.4.
Lemma S.5.5 (Chain rule). Let f : Rd → R¯ be a convex function, A :
Rp → Rd be a linear mapping and b ∈ Rd. Let g : Rd → R¯ be given by
g(x) = f(Ax + b). If x0 ∈ Rp satisfies Ax0 + b ∈ dom(f), and that f is
continuous at Ax0 + b or A is surjective, then
∂g(x0) = A
>(∂f(Ax0 + b))
See Corollary 2.52 of Mordukhovich and Nam (2014) for a proof of Lemma
S.5.5.
Lemma S.5.6 (Continuity of convex functions). Every proper convex
function f on a finite-dimensional separated topological linear space X is
continuous on the interior of domf .
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Lemma S.5.6 is exactly Proposition 2.17 of Barbu and Precupanu (2012).
We note that the Euclidean space Rd is clearly a finite-dimensional separated
topological linear space.
We recall a useful theorem from Rockafellar (1970) that provides sufficient
condition on joint continuity.
Lemma S.5.7 (Theorem 10.7 of Rockafellar (1970)). Let U ⊂ Rd be an
open set and T ⊂ R be a an open or closed set. Let f : T × U → R be such
that f(t, ·) is convex for each t ∈ T and f(·,u) is continuous on T for any
u ∈ U . Then f is jointly continuous on T × U .
Definition S.5.8. (Page 87 of Rockafellar (1970)) Let {hn : n ∈ N},
where hn : Rd → R¯ = R ∪ {−∞,∞}, be a collection of functions. {hn : n ∈
N} is equi-Lipschitzian relative to E ⊂ Rd if there exists a real L ≥ 0 such
that
|hn(w′)− hn(w)| ≤ L‖w′ −w‖2, ∀w′,w ∈ E, n ∈ N.(S.5.24)
Lemma S.5.9 (Theorem 10.6 on page 88 of Rockafellar (1970)). Let E ⊂
Rd be a relatively open set (see page 44 of Rockafellar (1970)), and {hγ :
Rd → R¯|γ ∈ Γ} be an arbitrary collection of convex functions finite on E,
and in addition,
(a) there exists a subset E′ ⊂ E such that the convex hull of E¯′ ⊃ E and
supγ∈Γ hγ(w) <∞ for every w ∈ E′, where E¯′ is the closure of E;
(b) there exists at least one w ∈ E such that infγ∈Γ hγ(w) > −∞.
Then {hγ : γ ∈ Γ} is uniformly bounded on and equi-Lipschitzian relative to
any closed and bounded set F ⊂ E.
S.5.4. Stochastic Calculus. The goal of this section is to state a general-
ized version of Lemma 4.2 of Dehling et al. (2010) concerning the solution
of Ito processes involving multivariate Brownian motions. For completeness,
the proof is also given here. Denote B(t) the d-dimensional standard Brow-
nian motion.
Lemma S.5.10. Let α ∈ R be a constant. For t0 ≥ 0, let σ(t) : [t0,∞)→
Rd be a vector valued function and L(t) : [t0,∞) → R be a time depen-
dent mean reversion level. Suppose V (t0) is a real-valued random variable
with finite second moment. Then the solution of the univariate stochastic
differential equation
dV (t) = (L(t)− αV (t))dt+ σ(t)>dB(t), t > t0,(S.5.25)
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is
V (t) = e−α(t−t0)V (t0) + h(t) + Z(t),(S.5.26)
where
h(t) = e−αt
∫ t
t0
eαsL(s)ds,(S.5.27)
Z(t) = e−αt
∫ t
t0
eαsσ(s)>dB(s).(S.5.28)
Proof of Lemma S.5.10. Let H(t, v) = eα(t−t0)v. Applying multivari-
ate Ito’s lemma to Y (t) = H(t, V (t)) gives
dY (t) = αeα(t−t0)V (t)dt+ eα(t−t0)dV (t),
and Y (t0) = V (t0). Plugging S.5.25 in the last display yields
dY (t) = eα(t−t0)
(
L(t)dt+ σ(t)>dB(t)
)
.
Integrating from time t0 to t and multiplying by e
−α(t−t0) finishes the proof
of this Lemma.
S.6. Additional simulation results. This section presents additional
simulation analysis. The settings are the same as Section 6.
S.6.1. Online sparse linear regression. This section presents additional
simulation analysis on the sign stable coefficients and the effect of step size.
The simulation setup in this section is the same as the linear regression
model in Section 6.1.
We check the coefficients that are sign stable on (0, 20] in Figure S.6.1. For
illustration, we pick inactive coefficient j = 9 and active coefficient j = 10
with w∗10 = −0.4659. Figure S.6.1 presents the empirical trajectories wn,j ,
mean dynamics and confidence band of algorithms (SGD) and (gRDA-`1).
For the left column panels of Figure S.6.1 corresponding to the inactive
coefficient j = 9, the trajectories are less dense than j = 10 as t increases
for (gRDA-`1), whereas the trajectories of (SGD) remain dense. For small
t (particularly between t = 0 and t = 3), the TACB of both (SGD) and
(gRDA-`1) demonstrate larger dispersion, due to large covariance kernel (4.4)
resulted from large ‖w(t) − w∗‖2 when t is small. Asymmetry of (TACB)
of (gRDA-`1) around w(t) is partly due to the bias induced by the drift in
the SDE (3.31), which has opposite sign to the mean trajectory w9(t) > 0,
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Fig S.6.1: Sign stable coefficients in (0, 20]: 100 empirical trajectories wn,j
(gray curves), j = 9, 10 mean dynamics (blue curve, (4.3)) and confidence
band (area bounded between two red dashed curves) for w∗9 = 0 and w∗10 =
−0.4659 (magenta dashed lines), under algorithms (SGD) and (gRDA-`1) with
g(n, γ) = γ1/2+µnµ with µ = 0.4 and 0.7, initiated at w0 = 0. The number
of steps is N = 20/γ.
so the bias shifts the theoretical confidence band downwards. See the right
panel of Figure 6.2 and its discussion for more about the bias.
Figure S.6.2 presents the results for a relatively large µ = 1.5, with various
step sizes. The three panels on the left column of Figure S.6.2 show that the
trajectories tend to 0 as t increases, and the speed is faster if the step size
is greater. The severe bias of TACB and empirical trajectories indicates
the inaccuracy of wn for w
∗. When γ is sufficiently small, the coverage of
confidence band improves, as can be seen from the three panels on the right
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column of Figure S.6.2. The results confirm the conclusion of µ > 1 case in
Table 4.1 in Section 4.
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Fig S.6.2: Large µ regime: 100 empirical trajectories wn,j (gray curves),
j = 9, 10 mean dynamics (blue curve, (4.3)) and confidence band (area
bounded between two red dashed curves) for w∗9 = 0 and w∗10 = −0.4659
(magenta dashed lines), under algorithms (gRDA-`1) with g(n, γ) = γ
1/2+µnµ
and µ = 1.5, initiated at w0 = 0. The number of steps is N = 20/γ. As step
size decreases, the trajectories are getting closer to the mean dynamics.
Figure S.6.3 shows that the averaged coverage probabilities over active
coefficients improve when step size γ decreases for µ = 1.5 in (gRDA-`1),
which supports the validity of our asymptotic theory.
S.6.2. Online sparse PCA. This section presents the simulation analysis
for the second principal component of the OSPCA model in Section 6.2,
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Fig S.6.3: Averaged coverage probability of (TACB) for empirical trajec-
tories of (gRDA-`1) with µ = 1.5 over active coefficients, under the linear
regression model as Section 4, based on 1000 simulation repetitions. The
coverage probabilities improve as step size γ decreases, which provides the
asymptotic validity of (TACB).
and the simulation analysis on the effect of step size for the first principal
component. The simulation setup is the same as the sparse PCA model in
Section 6.2.
Figure S.6.4 presents results for the second principal component, by fo-
cusing on an inactive coordinate j = 1 and an active coordinate j = 11, with
U∗1,2 = 0 and U∗11,2 = 10−1/2. For the left column panels of Figure S.6.4, the
trajectories are increasingly sparse when large µ is adopted in (OSPCA). For
the right column panels of Figure S.6.4, a jump in the TACB of OSPCA also
appears around the point where the mean trajectory hits the origin, but the
TACB of OPCA is everywhere smooth. In addition, we observe an interest-
ing pattern in the empirical trajectories that instead of always converging
to U∗11,2 = 10−1/2, a significant number of empirical trajectories converges
to the alternative stationary point −10−1/2. Note that because the sign of
principal component is indeterminable, −10−1/2 is another valid stationary
point for U11,2. Some empirical trajectories are heavily perturbed by the
large variance around t = 5 from the mean dynamics (solid blue curve)
and fall into the attraction region of −10−1/2, and then converge along the
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reverse mean dynamics (dotted blue curve). Interestingly, such kind of per-
turbation has not occurred for the first principal component in all the 1000
simulation repetitions in Section 6.2. The origin is a saddle point, and some
trajectories are struggling before escaping.
The large variance around t = 5 in the right column panels of Figure S.6.4
can be explained by the eigenvalues of the Hessian-like matrix −∇G(U(t))
in (5.6). If the eigenvalue of −∇G(U(t)) is positive3, then the SDE in (3.31)
diverges with time; when the −∇G(U(t)) is negative, then the SDE con-
verges to a stationary distribution. Figure S.6.5 shows that the top four
eigenvalues of −∇G(U(t)) are non-negative for small t. This provides large
variance for the empirical trajectories to escape the saddle point, but also
causes the bifurcation in Figure S.6.4. The eigenvalues converge to -1 and
remain there after t = 5, and this fact stabilizes the empirical trajectories.
Lastly, for the first principal component, Figure S.6.6 shows that the
averaged coverage probabilities over active coefficients improve when step
size γ decreases for µ = 1.7 in (gRDA-`1), which supports the validity of our
asymptotic theory.
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