Abstract. We consider the stochastic Allen-Cahn equation perturbed by smooth additive Gaussian noise in a spatial domain with smooth boundary in dimension d ≤ 3, and study the semidiscretisation in time of the equation by an Euler type split-step method. We show that the method converges strongly with a rate O(∆t 1 2 ). By means of a perturbation argument, we also establish the strong convergence of the standard backward Euler scheme with the same rate.
where {W (t)} t≥0 is an L 2 (D)-valued Q-Wiener process on a filtered probability space (Ω, F , P, {F t } t≥0 ) with respect to the normal filtration {F t } t≥0 . We use the notation H = L 2 (D) with inner product · , · and induced norm · and V = H 1 0 (D) with norm denoted by · 1 . Moreover, A : V → V ′ denotes the linear elliptic operator Au = −∇ · (κ∇u) for u ∈ V , where κ(ξ) ≥ κ 0 > 0 is smooth. As usual we consider the bilinear form a : V × V → R defined by a(u, v) = (Au, v) for u, v ∈ V , and (· , ·) denotes the duality pairing of V ′ and V . We denote by {E(t)} t≥0 the analytic semigroup in H generated by the realisation of −A in H with D(A) = H 2 (D) ∩ H 1 0 (D). Finally, f : D f ⊂ H → H is given by f (u)(x) = F ′ (u(x)), where F (s) = 1 4 (s 2 − β 2 ) 2 is a double well potential. Note that f is only locally Lipschitz and does not satisfy a linear growth condition. It does, however, satisfy a global one-sided Lipschitz condition (1.6) and a local Lipschitz condition (1.7), see below.
We consider a fully implicit split-step scheme for the temporal discretisation of (1.1) via the iteration, for j = 0, 1, . . . , N − 1,
where k = T /N is a step size with 2β 2 k < 1, t j = jk, and ∆W j = W (t j+1 )−W (t j ). This scheme is implicit also in the drift term f , but, to compute X j+1 one only needs to evaluate f at the F tj -measurable function Z j . This is a key point, since it allows the construction of an Itô-process and the use of Itô's formula in the analysis.
The scheme in (1.2)-(1.5) is an attempt to generalise the method of Higham, Mao, and Stuart [17] for SDEs to the infinite-dimensional case. The specific form of the non-linearity, f (u) = u 3 − β 2 u, considered here, is only used when proving the existence of solutions of (1.4) in Lemma 3.3. Apart from that, the properties of f that will be utilised are the following one-sided Lipschitz condition, local Lipschitz condition, and polynomial growth condition:
f (x) − f (y), x − y ≥ −β 2 x − y 2 , (1.6)
f (x) ≤ P 2 ( x 1 ), (1.8) where P 1 and P 2 are polynomials. In our specific case, P 1 (s, t) = C 1 (t 2 + s 2 + 1), P 2 (s) = C 2 (t 3 + 1), for some sufficiently large numbers C 1 and C 2 . We also use the fact that f (0) = 0 and the dissipativity properties The motivation for the three-step scheme is that it has a symmetry property with respect to f that allows us to view it as the Euler-Maruyama scheme for a perturbed equation, see (3.5) , where A is replaced by a bounded, positive definite, and selfadjoint operator A k , and f is replaced by an operator F k that is globally Lipschitz continuous and retains the properties (1.6) and (1.9)-(1.10). The smoothing of the operators allows us to use Itô's formula, paving the way for a situation where the one-sided Lipschitz condition helps us to prove moment bounds and establish the correct convergence rate. In contrast to, for example, [20] , we thus avoid the use of the mild form of (1.1), which only allows for a proof of the mere fact of strong convergence without rate. How the symmetry comes into play will be clear from the proof of Item (3) of Lemma 3.3. Given that the solution of (1.2)-(1.5) converges to the solution of (1.1) it is not difficult to prove that the solution of the standard fully implicit backward Euler (BE) scheme for (1.1), also converges, and with the same rate. The main findings of this paper are summarised in the following theorem. We use the notation · s = A s/2 · , s = 1, 2.
Theorem 1.1. Let {X(t)} 0≤t≤T , {X n } 0≤n≤N , and {X n be } 0≤n≤N be the solutions of (1.1), (1.2)-(1.5), and (1.11), respectively. Assume further that E X 0 18 1 < ∞, E X 0 2 2 < ∞, and A 1/2 Q 1/2 HS < ∞. Then, for any k ≤ k 0 with 2k 0 β 2 < 1, there exist c, C > 0, depending on T , E X 0 Proof. The first result, (1.12) , is a consequence of Theorem 5.3, Theorem 5.4, and the triangle inequality. The second, (1.13), follows from (1.12) and from Theorem 5.8 by using, again, the triangle inequality.
Strong convergence results for time discretisation schemes for SPDEs with globally Lipschitz coefficients, or at least some sort of linear growth condition as in [13] , are abundant, see, for example, [4, 10, 11, 12, 15, 16] and the references therein. In contrast, there are only few results on strong convergence of time discretisation schemes for SPDEs with superlinearly growing coefficients. Furthermore, almost all of these results are establishing the fact of strong convergence with no rate given [3, 12, 14, 20, 23] . Only in a very recent paper [18] do the authors obtain strong rates, by employing an exponential integrator scheme for a class of SPDEs without a linear growth condition on the coefficients. The methods used in the present paper and the split-step scheme (1.2)-(1.5) itself are completely different from the methods and the numerical scheme in [18] and also give a result for the strong rate of convergence of the classical fully implicit backward Euler method. Finally, we also mention the thesis [19] where, in Chapter 5, weak rate of convergence is obtained for an SPDE with space-time white noise in one spatial dimension and with a non-globally Lipschitz (polynomial) semilinear term.
The paper is organised as follows. In Section 2 we gather some necessary background material on deterministic and stochastic evolution equations. In Section 3 we rewrite the original split-step scheme (1.2)-(1.5) as an explicit Euler discretisation of an auxiliary stochastic differential equation (3.5) involving bounded operators and globally Lipschitz non-linearities. In Lemmata 3.1-3.3 we establish some key properties of the coefficients appearing in (3.5) . In Section 4 we first state our hypothesis on the smoothness of the initial data and the regularity of the covariance operator of W . In Section 4.1 we prove moment bounds on the solution of the auxiliary equation (3.5) making fully use of the boundedness of the coefficients so that an Itô formula can be rigorously employed. In Subsection 4.2 we establish various moment bounds on the solution of the split-step scheme (1.2)-(1.5) based on energy arguments. In Section 4.3 we introduce and compare a piecewise constant and a piecewise linear continuous-in-time adapted process, both of which coincide with the solution of the split-step scheme on the temporal grid. These auxiliary processes turn out to be useful tools and they already appear in the SDE setting, for example, in [17] . In Section 5 we analyse the error in the split-step scheme and in the backward Euler scheme and the conclusion of these results are summarised in Theorem 1.1 above.
Preliminaries
Throughout the paper we will use various norms for linear operators on a Hilbert space. We denote by L(H), the space of bounded linear operators on H with the usual operator norm denoted by · . If for a self-adjoint, positive semidefinite operator T : H → H, the sum
for an orthonormal basis (ONB) {e k } k∈N of H, then we say that T is trace class. In this case Tr T , the trace of T , is independent of the choice of the ONB. If for an operator T : H → H, the sum
for an ONB {e k } k∈N of H, then we say that T is Hilbert-Schmidt and call T HS the Hilbert-Schmidt norm of T . The Hilbert-Schmidt norm of T is independent of the choice of the ONB. We have the following well-known properties of the trace and Hilbert-Schmidt norms, see, for example, [6, Appendix C],
Next, we introduce fractional order spaces and norms. It is well known that our assumptions on A and on the spatial domain D imply the existence of a sequence of non-decreasing positive real numbers {λ k } k≥1 and an ONB {e k } k≥1 of H such that Ae k = λ k e k and lim k→∞ λ k = ∞. We define the scalar product and norm of order s ∈ R:
For s ≥ 0 the fractional order space is defined byḢ s = D(A s/2 ) := {v ∈ H : v s < ∞ and for s < 0 as the closure of H with respect to the · s -norm. It is well-known thatḢ
. We recall the fact that the semigroup {E(t)} t≥0 generated by −A is analytic because −A is self-adjoint and negative definite, see, for example, [1, Example 3.7.5 ]. For such a semigroup it follows from the Spectral Theorem that for α ≥ 0,
We will also use the Burkholder-Davies-Gundy inequality for Itô-integrals of the form t 0 η(s), dW (s) , whereW is aQ-Wiener process. For this kind of integral, the Burkholder-Davies-Gundy inequality, [6, Lemma 7.2] , takes the form
Also, if Y is an H-valued Gaussian random variable with covariance operator Q, then, by [6, Corollary 2.17], we can bound its p-th moments via its covariance operator as
HS . We will repeatedly apply this to the Itô integral t s R dW (r), where R is a constant, possibly unbounded, operator on H and W is a Q-Wiener process. Then (2.5) reads
HS .
If p = 1, the inequality in (2.6) becomes an equality with C = 1. Moreover, the inequality
will be frequently utilised. This is a direct consequence of Hölder's inequality. The existence of solutions to (1.1) and their regularity has been studied in, for example, [24] (variational solution). We summarise the results in the following theorem and we also refer to the discussion preceding and after [20, Proposition 3.1] for more details.
In addition, X also solves the mild equation, that is, we have almost surely,
We shall also utilise the following versions of Gronwall's lemma in continuous and discrete time. For a proof of the former, see [7] and for the latter, see [9] .
then there exists C = C(T, C 2 , α) > 0 such that
be a real non-negative sequence. If, for some C 1 , C 2 > 0,
We will use the notation P j to denote a positive polynomial of degree j, that is, P j (x) ≥ 0 whenever the argument x ∈ R N has positive components.
Reformulation of the problem
For sufficiently small k 0 , to be made precise in Lemma 3.3, equations (1.3)-(1.5) are all uniquely solvable if k < k 0 and thus, for j = 0, 1, . . . , N − 1,
we can write (3.4) in the form
This may be viewed as the fully explicit Euler scheme, or the Euler-Maruyama scheme, for the equation
Note that the operator −A k is self-adjoint and negative definite and hence it is the generator of an analytic semigroup E k (t) = e −tA k , and (2.3) holds with A and E replaced by A k and E k , respectively. As we shall see A k is also a bounded operator on H and F k is Lipschitz continuous and thus (3.5) admits unique strong, weak, mild, and variational solutions, if also R k 2 Q 1/2 HS < ∞. Further, such solutions coincide, see [25, Appendix F] . In particular, (3.5) may be written in its mild form,
or in its strong form
3.1. Properties of the new operators. The operators R k 2 , M k , and A k introduced above are self-adjoint positive definite and they commute with A. In fact, M k is coercive in the sense that
and the operators R k
and hence, for A k , (3.10)
The operator AR k 2 is (essentially) the Yosida approximation of A with the bounds
and the interpolated version
An immediate consequence is that
Note also that (3.10) and (3.11) show that, indeed, A k ∈ B(H). We will use (3.13), in particular, with α = s = 1, that is, (3.14)
If k 1 , k 2 ≥ 0 are two time-steps, then we have that
and, assuming
We note that if A 1/2 Q 1/2 is Hilbert-Schmidt, then it is bounded according to (2.1) and also
is Hilbert-Schmidt, hence bounded. More precisely, the following result holds.
Proof. By (2.1) and (2.2) we have that
The second equality is motivated by the self-adjointness of all involved operators and the boundedness in
We will make use of the following two deterministic error estimates.
Lemma 3.2. Let E(t) and E k (t) be the analytic semigroups generated by −A and −A k , respectively. Then for x ∈Ḣ s−r , with 0 ≤ r ≤ s ≤ 2, we have that
Proof. In view of the spectral calculus for A we consider the difference
The function h(x) = e −xǫ x 1+α is maximised at x = 1+α ǫ and h(
with C α uniformly bounded, in α, on bounded subintervals of [0, ∞). If we set
2 ) 2 and α = r 2 , then, for kλ ≥ 2 and 0 ≤ r ≤ s ≤ 2,
In the last inequality we used the fact that the function
Let now λk ≥ 2 and λt < λk; that is, 1
Finally, let λk < 2. Then, as G is monotone, we have
For 0 ≤ r ≤ s ≤ 2, it follows that
For F 2 we write
and hence, for λk < 2 and 0 ≤ r ≤ s ≤ 2,
This finishes the proof of (3.17). For (3.18) we have, by (3.17) with r = 0 and (3.16) with k 2 = 0, that
We now turn to the non-linear operator f : D f → H and its approximations. Since f is a third degree polynomial and the spatial dimension d ≤ 3, we have, by Sobolev's inequality, thatḢ
We shall see that if 2kβ 2 < 1, then the equation
has a unique solution and we may define an inverse operator
This is the resolvent operator of f . The range of J k is contained in D f and thus the Yosida approximation of f , that is,
is also well defined. Furthermore, the resolvent operator R k 2 of A is bounded froṁ
for any s and thus
is well defined, too.
We shall now prove the non-trivial of these claims and further properties of the non-linear operators that we need in the sequel. Lemma 3.3. Let f be as described above and let J k , f k , and F k be as in (3.20) , (3.21) , and (3.22), respectively. Also, assume that k ≤ k 0 with 2k 0 β 2 < 1.
H → H is Lipschitz continuous and obeys a linear growth condition onḢ 1 with constants that are bounded as k → 0; more precisely,
The operators f k , F k : H → H are Lipschitz continuous with Lipschitz constant 1/k. Furthermore, they have the same one-sided Lipschitz and dissipativity properties as f ; that is, (1.6), (1.9), and (1.10) hold true with f replaced by f k or F k and β 2 replaced by
(5) It also holds that
(3.26)
Proof. To prove Item (1) we consider the function g(t) = t + kf (t) − s for arbitrary but fixed s ∈ R. We have that g ′ (t) = 1 + k3t 2 − kβ 2 , so if kβ 2 < 1, then g is monotone and since it is a cubic polynomial the equation g(t) = 0 has exactly one solution t = t(s). It follows that if x is a continuous function on D, equation (3.19) has a unique solution z that is also continuous since f is continuous function on R.
If
is arbitrary, then we may approximate it by continuous functions. Let {x n } ∞ n=1 be a sequence of continuous functions such that lim n→∞ x n = x in H and let {z n } ∞ n=1 be the corresponding solutions to (3.19) with x replaced by x n . Using the particular form f (x) = x 3 − β 2 x, we shall show that z n → z in L 6 (D) and that this implies z 3 n → z 3 in H. This means that f (z n ) → f (z) in H, which in turn implies the solvability of (3.19) as well as the fact that f k is a well defined operator on H.
To do this we note that
Taking the squared norm of both sides of (3.19) we therefore see that, if 2kβ 2 < 1, then (3.27)
To proceed we claim that {z
n=1 is a Cauchy sequence in H. To see this, take the squared norm of both sides of the identity (3.28)
and use that
Thus, if 2kβ 2 < 1, then (1.6) implies that
Thus, {z
for a sufficiently large positive number C. Indeed, note that (3.31) is equivalent to
Thus, we need to find a C such that P C (t, s) := C(t 2 + ts + t 2 ) 2 − (t − s) 4 ≥ 0 for all real t and s. We have that
If ts ≥ 0, then C > 2 suffices. Assume C > 2 and ts < 0. Then
We must find C > 2 such that
Under the current restriction on C this holds if C 2 − 17C − 2 ≥ 0. This is true for large C and (3.31) is proved.
By combining (3.30) and (3.31), we see that {z
. Since z ∈ L 6 (D) and, by (3.27), the sequence {z n } ∞ n=1 is bounded in L 6 (D) and z n → z in L 6 (D) the assertion is true. We have thus shown that there is a solution z ∈ L 6 (D) to (3.19) for every x ∈ H. Uniqueness follows from (3.30). If x ∈Ḣ 1 , then take the squaredḢ 1 -norm of (3.19) and use (1.10) to get
We have proved Item (1). We turn to Item (2) . Lipschitz continuity of J k in H follows from (3.30), since
The linear growth bound (3.24) inḢ 1 follows from (3.32). To prove Item (3), we use the first equality in (3.29) and (1.6) to conclude that if 2kβ 2 < 1, then
That is the claimed Lipschitz continuity of f k in H. The claim about F k follows immediately from this and the contraction property (3.8) of R k 2 . For the one-sided Lipschitz conditions, we use (3.28), (1.6), and the result in Item (2). Indeed, for f k ,
For F k , from (3.33) and the the contraction property (3.8) of R k 2 , we have that
The fact that (1.9) holds for f k and F k follows from the one-sided Lipschitz conditions and the fact that
To see that (1.10) holds for f k (with a different constant) we use (1.10) for f , the definitions of z, f k , and J k as well as the linear growth (3.24) of J k onḢ 1 to conclude that
is also a contraction onḢ 1 , it follows that
The statement in Item (4) is only a rearrangement of (3.19) using z = J k (x). To prove Item (5) we first note that
The statement follows by adding and subtracting the quantities f α (R α x), R β y and f β (R β y), R α x and rearranging the terms.
We end this section by making the useful observation that, in view of (3.25) and the fact that R k
Throughout the rest of the paper we will often write J k x for J k (x) in order to increase readability of complicated formulae even though J k is non-linear.
Moment bounds on solutions
Various moment bounds onX k and X j are crucial for our convergence analysis. In order to prove these we assume moment bounds on theḢ 1 -norm of the initial value and some spatial smoothness of the noise. (1) It holds that k ≤ k 0 with 2k 0 β 2 < 1. (2) For the covariance operator Q of the Wiener process W , the inequality A 1/2 Q 1/2 HS < ∞ holds. (3) For some q ≥ 1, the q th moment of theḢ 1 -norm of the initial value X 0 is finite; that is E X 0 q 1 < ∞.
Bounds onX
Proof. Since the functional · 2 1 is not continuous on H, we can not apply Itô's formula directly. But note, first formally, that
ThusỸ (t) is the mild solution of 
If we drop the integral on the left side and raise the remaining parts to the power p ≥ 1, take the supremum in time and then the expectation, we find, with the aid of (2.7) and Hölder's inequality, that
Using first that |ab| ≤ 1 2 (a 2 +b 2 ) and then the Burkholder-Davies-Gundy inequality (2.4), we obtain (4.4)
As, by Lemma 3.1, we have that
we can use Hölder's inequality to obtain (4.5)
2p ds, we deduce from (4.5) and (4.3) that
Returning to (4.2), we can find
by using that the expectation of the Itô integral vanishes and (4.6) with p = 1.
Corollary 4.3. LetX k (t) be the solution of (3.5) and, for some p ≥ 1, let Assumption 4.1 hold with q = 6p. Then there is
Proof. Since, by (1.8) and (3.24),
it holds that 
We invoke (1.10), assume that k ≤ k 0 with 2k 0 β 2 < 1, and rearrange to get
Thus,
Further, by taking the squaredḢ 1 -norm of (1.5), we get
By inserting the bound on Z j 2 1 from (4.7) into (4.8), we get
where C = C(k 0 ). Summing up from j = 0 to j = N − 1, we arrive at
Neglecting, for the moment, the sum on the left side of (4.9), raising the remaining terms to the power p ≥ 1, and recalling (2.7), we have (with C = C(p, k 0 ))
Here we take the supremum in time and then the expectation, make repeated use of (2.7), and apply (2.5), the Burkholder-Davis-Gundy inequality (2.4) and Lemma 3.1 to conclude that, with C = C(p, k 0 , t N , E X 0 2p 1 , A 1/2 Q 1/2 HS ) changing from step to step, (4.10)
1 .
Gronwall's lemma thus yields
1 by (3.24) and the contraction property of R k 2 onḢ 1 , it follows that
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Furthermore, returning to (4.9), we easily show that, if E X 0 2 2 < ∞, then
We summarise the above findings in the following lemma.
Lemma 4.4. If Assumption 4.1 is satisfied with q = 2p for some p ≥ 1, and
where
2 ). 4.3. Auxiliary time interpolations. For the error analysis in Section 5 we introduce two F t -measurable time interpolations of X j : the piecewise constant function
and the continuous stochastic interpolation
Note thatX
andX(t j ) =X(t j ) = X j . We will also need a certain bound on the stochastic interpolation,X. It is convenient to do this with the help of a result on the difference betweenX andX. As we will need a series of such results below we begin by proving these. 
Proof. Note that if t ∈ [t j , t j+1 ), then, from the definitions ofX andX in (4.11) and (4.12), respectively, we have that
Therefore,
By (3.10) and (3.14), we obtain (4.14)
Moreover,
where we used, again, (3.14) and (1.7), utilising also that f (0) = 0, (3.24) and finally the boundedness of R k
2
. For the stochastic integral, by (2.6),
Thus, inserting the bounds in (4.14), (4.15), and (4.16) into (4.13), we see that
The claim now follows from Lemma 4.4.
Proposition 4.6. Assume that Assumption 4.1 is satisfied with q = 6 and also
Proof. As in the beginning of the previous proof we have, for t ∈ [t j , t j+1 ), that
We will use the following result.
Lemma 4.7. If Assumption 4.1 is satisfied with q = 6p, then there is a constant
Proof. Using that
, it follows in a similar way as in the proof of Proposition 4.5 that if t ≤ t n+1 , then
Corollary 4.8. If Assumption 4.1 is satisfied with q = 6p, then there is
Proof. As X (s) 1 ≤ X (s) 1 + X (s) −X(s) 1 , the claim follows from Lemma 4.4 and Lemma 4.7.
Error bounds
We shall analyse the error e(t) by splitting it as e(t) := X(t) −X(t) = X(t) −X k (t) + X k (t) −X(t) =: e 1 (t) + e 2 (t).
5.1.
A bound for e 1 . We start comparing the solution of the perturbed problem (3.5) to the solution of the original problem (1.1).
The main line of argument is as follows. In Lemma 5.2 we establish thatX k converges in L 2 (Ω, F , P ; C([0, T ], H)) to a mild solution of Allen-Cahn equation (1.1), in particular, to the unique variational solution. We show, in the proof of Theorem 5.3, that the sequence {X k } k>0 satisfies
for some constant C depending on the initial data and Q. Thus, by taking k 1 → 0 we get the desired bound for e 1 . The first step is to analyse the error in the stochastic convolution terms. The proof is analogous to that of [22, Theorem 2.1] and is based on the factorisation method of DaPrato and Zabczyk [6, Chapter 5] and the deterministic error estimates from Lemma 3.2. We omit the details of the proof. We also note that the rate of convergence is suboptimal in terms of the regularity of the noise but a sharper (almost order k instead of k 1/2 ) estimate is not needed for our purposes and would require and extended range for s and r in the deterministic error estimates in Lemma 3.2 (compare with [22, (2. 2)]).
HS < ∞ and 2p ≥ 1. Then, with C = C(T, p, A 1/2 Q 1/2 HS ),
Next we prove thatX k converges uniformly strongly to X but with no specific rate given. The proof is in the same spirit as the proof of [21, Theorem 5.4 ] (see also [22] ).
Lemma 5.2. LetX k be the solution of (3.5) and X of (1.1). If Assumption 4.1 is satisfied with q = 4, then
Proof. It follows from Theorem 2.1, Lemma 4.2, and Lemma 5.1 that there is
Therefore, by Chebychev's inequality, for every 0 < ǫ < 1 and 0 < k < k 0 , there is Ω ǫ,k ⊂ Ω with P (Ω c ε,k ) < ǫ such that uniformly for all ω ∈ Ω ε,k and t ∈ [0, T ] we have max( X(t)
Let 0 < ǫ < 1, 0 < k < k 0 and ω ∈ Ω ε,k and without the loss of generality suppose that also X 0 1 ≤ K T ǫ −1 on Ω ε,k . Using the mild formulations (2.9) and (3.6) we see that
We have, immediately from (3.18) that
and from (5.3)
To analyse the second term we split the integrand as
Applying (2.3) and (1.7) yields
By Lemma 3.2 we have that
and from (5.2) it follows that
We continue with the observation that
Therefore, by (2.3), (1.7), and (3.34),
, we get in the same way as above that
Summarising the above findings, we have
It follows from Gronwall's lemma, Lemma 2.2, that there is C ǫ = C(T, K T ǫ −1 ) (growing rapidly as ǫ → 0) such that uniformly on Ω ǫ,k ,
Despite the large constant in (5.11), it is now possible to prove strong convergence ofX k to X but with no rate. Indeed,
Let δ > 0 and choose 0 < ǫ < 1 such that 8ǫ
2 < δ and the proof is complete. Now, we are ready to prove the error estimate. The proof of the fact that {X k } k>0 is a Cauchy sequence benefits from techniques in [5, Chapter 4]. Theorem 5.3. LetX k be the solution of (3.5) and X of (1.1). If Assumption 4.1 is satisfied with q = 6, then there is
We suppress the dependency of the constants C on the data in order to, we hope, increase the readability of the following proof.
Proof. We start by proving that
To this aim we pick two time-steps δ and γ and assume, without loss of generality, that γ ≤ δ ≤ k 0 . The corresponding solutions of (3.5) areX δ andX γ . We note thatX δ (t) −X γ (t) solves the equation
Applying Itô's formula to 
For I 4 we note that, by (3.15) and (3.16),
For I 3 we have, using again (3.15), that
Hence, using Cauchy's inequality, the Burkholder-Davies-Gundy inequality (2.4), Hölder's inequality, (3.14) , and Lemma 3.1, we have (5.14)
To squeeze out smallness of I 2 we first note that by (1.6),
From (3.25) it follows that
and from (3.15) that
Combining the last three inequalities, inserting f α = f (J α ·), we find that
We shall subtract I 2 from I 
Thus, from (5.15) and (5.16), we have
Using (3.25) again, it follows that
Inserting this into the previous inequality, taking the supremum in time and then the expectation, after some trivial estimates we may conclude that (5.17)
The term I 1 can be dealt with in a similar fashion. Indeed, we have that
. Thus, abbreviatingM k = (3 + kA), we have
Combining the results in (5.13), (5.14), (5.17) , and (5.18), we thus conclude that 
Therefore, it follows that there isX such thatX k →X in L 2 (Ω, F , P ; C([0, T ], H)) as k → 0. But according to Lemma 5.2X must be X. Thus the theorem follows from (5.19) by taking γ → 0.
5.2.
A bound for e 2 . We have the following result.
Theorem 5.4. If Assumption 4.1 is satisfied with q = 18 and E X 0
Thus, sinceX k (0) =X(0), it follows that
We have that, for any ǫ 1 > 0 there is C 1 such that
Similarly, using (1.6), (1.7), (3.23) and (3.7) we compute
Taking ǫ 1 + ǫ 2 = 1 and inserting these estimates into (5.20) we get, after taking first the supremum in time and then the expectation, that
By Hölder's inequality with exponents 3/2 and 3, the linear growth bound (3.24) of J k and the contarctivity of R k 2 inḢ 1 , the last term is bounded by
The last inequality follows since the first integral is bounded using Lemma 4.4 and Corollary 4.8 and the second integral is bounded by Ck using Proposition 4.5.
is a bounded operator (uniformly in k) that commutes with A 1/2 , Proposition 4.6 asserts the same bound on the second term in the right hand side of (5.21) and thus
and the statement of the theorem follows by Gronwall's lemma. 
which is a weak solution of (5.23) with test functions v ∈ W 1,4 0 . Then u ∈Ḣ 1 and using first test functions v ∈ C ∞ c in the weak form of (5.23) and a standard approximation argument one easily sees that u is a weak solution with test functions v ∈Ḣ 1 . We note that Theorems 1 and 2 in [8] assumes smoothness of L, which does not hold in our case in the variable ξ as y only belongs toḢ 1 . However given the simple and explicit dependence of L on ξ one verifies that the proofs of Theorems 1 and 2 hold verbatim (in places even using simpler arguments) for L given by (5.24). Finally, uniqueness of weak solutions (5.23) follows as in the uniqueness part of the proof of Lemma 3.3 from (1.6) using also the positivity of A.
Hence, if X 0 and ∆W j−1 belongs toḢ 1 almost surely, the BE scheme has a unique pathwise solution almost surely.
We need two results on Hölder regularity of X j .
Lemma 5.6. If, for some p ≥ 1, Assumption 4.1 is satisfied with q = 6p, then there exists The proofs of Lemmata 5.6 and 5.7 are omitted as they are analogous to the proofs of Propositions 4.5 and 4.6, respectively, noting that X j −X j−1 = −kA k X j − kF k (X j ) + tj tj−1 R k 2 dW (s). In the error analysis below we will restrict ourselves to the discrete grid for brevity. It is worth noting that the proof of the following theorem is the fully discrete analog of the proof of Theorem 5.4. Proof. We first note that the split-step scheme may be written as
for j = 1, 2 . . . , N with X 0 = X 0 . This is easiest seen by multiplying both sides in the first equality of (3.4) by I + From the triangle inequality, (3.34), (3.14) and (1.8) it follows that (5.33) 
