Abstract. We consider a model of chemically reacting heat conducting compressible mixture. We investigate the corresponding system of partial differential equations in the steady regime with slip boundary conditions for the velocity and, in dependence on the model parameters, we establish existence of either weak or variational entropy solutions. The results extend the range of parameters for which the existence of weak solutions is known in the case of homogeneous Dirichlet boundary conditions for the velocity.
Introduction
The aim of this note is to extend results on a model of chemically reacting heat conducting compressible gaseous mixture based on the model considered e.g. in [3] . Results dealing with steady solutions for this model appeared recently in [4] and [13] for the case of Dirichlet boundary conditions; see also [15] which can be considered actually as a first result in this direction (dealing, however, with a slightly simplified model).
The common feature of these three papers is the fact that the weak solutions (and also variational entropy solutions in [13] ) were obtained for any relatively rough data, without any assumption on their size or on the distance to a known (possibly regular) solution.
This paper is devoted to the proof of existence of weak and variational entropy solutions to the model introduced in [4] . Due to the slip boundary conditions for the velocity we are able to extend the range of parameters for which the weak solutions exist. This corresponds to the fact which has been observed several times for the compressible Navier-Stokes or the Navier-Stokes-Fourier system; the slip boundary conditions allow for better density (and sometimes also velocity) estimates which leads to stronger results in this case, see e.g. [7] , [14] , [5] , [8] , [6] or also [10] .
In what follows, we use standard notation for the Lebesgue, Sobolev and other standard function spaces as well as for norms in these spaces. The scalar valued functions will be denoted by the standard font (e.g., ̺ and ϑ for the density and temperature, respectively), the vector valued functions will be printed in bold face (e.g., u for the velocity) and the tensor valued functions using a special font (e.g., S for the viscous part of the stress tensor). The generic constants are denoted by C and their value may change from line to line or even in the same formula.
1.1. The model. We consider the following system of partial differential equations (1.1) div (̺u) = 0, div (̺u ⊗ u) − div S + ∇π = ̺f , div (̺Eu) + div (πu) + div Q − div (Su) = ̺f · u, div (̺Y k u) + div F k = m k ω k , k ∈ {1, . . . , n},
where the unknown quantities are the total density ̺, the velocity field u, the temperature ϑ (appearing in (1.1) implicitly, see below) and the mass fractions
are the densities of the constituents. As n k=1 ̺ k = ̺, we have n k=1 Y k = 1. The other functions, i.e. the stress tensor S, the pressure π, the total energy E, the heat flux Q, the diffusion fluxes F k and the molar production rates ω k are given functions of these unknows and will be introduced below. Furthermore, f is the given field of the external forces (e.g., the gravity force) and m k denotes the molar masses of the kth constituent, k = 1, 2, . . . , n.
System (1.1) is completed by the boundary conditions on ∂Ω (1.2) F k · n = 0, −Q · n + L(ϑ − ϑ 0 ) = 0, and for the velocity we assume the Navier boundary condition (the slip b.c.) (1.3) u · n = 0, (Sn + f u) × n = 0.
Above, the boundary condition for the temperature means that the heat flux is proportional to the difference of the temperature inside and outside the boundary. The coefficient f (assumed to be constant in what follows) denotes the friction. We also prescribe the total mass
1.1.1. The stress tensor and the pressure. We assume the stress tensor S to be a given linear function of the symmetric part of the velocity gradient
where
, are the shear and bulk viscosity coefficients, respectively. We assume
for positive constants µ, µ, ν. Furthermore, I is the identity matrix. The pressure
where the cold pressure is assumed in the form
A more general pressure form can be assumed, as in the case of the steady compressible Navier-Stokes-Fourier system, see e.g. [11] or [2] in the context of the chemically reacting flows. We, however, prefer to keep its form as simple as possible. The molecular pressure π m , according to the Boyle law, satisfies
where, for simplicity, the gas constant is taken to be equal to one. 1.1.2. The energy and the heat flux. The specific total energy E is a sum of the specific kinetic and specific internal energies (we denote
Due to the form of the pressure the internal energy consists of two components
where the cold energy e c and the molecular internal energy e m are given by
Above, c vk are the constant-volume specific heats and can be different for different species. They are related to the constant-pressure specific heats by (1.13) c pk = c vk + 1 m k and both c vk and c pk are assumed to be constant. The heat flux Q consists of two terms
where the first term represents transfer of energy due to the species molecular diffusion (and h k , defined below, are the enthalpies) and the second one the Fourier law
The coefficient κ = κ(ϑ) is the thermal conductivity coefficient and we assume
for some constants m, κ, κ > 0.
1.1.3. Diffusion flux and species production rates. The form of the diffusion flux is the most important part modeling the interaction between the species. Following [3] we assume that (1.17)
Furthermore, we introduce another matrix D
where the diffusion matrix D = D(ϑ, Y ) has the following properties
denotes the nullspace of matrix D, R(D) denotes its range, and U ⊥ denotes the orthogonal complement of U . Moreover, the matrix D is positively definite over U ⊥ and there exists δ > 0 such that
where Y = diag (Y 1 , . . . , Y n ) and ·, · denotes the scalar product in R n . Furthermore, D ij are differentiable functions of ϑ, Y 1 , . . . , Y n for any i, j ∈ {1, . . . , n} such that
for some a ≥ 0, and
Note that we can also consider the Fick law in the form
and the function D(·, ·) is a differentiable function fulfilling a similar estimate as (1.21), i.e.
with a ≥ 0 and
Concerning the species production rates, we assume that {ω k } n k=1 are differentiable functions of ̺, ϑ, Y which are bounded, and such that
for some C, r > 0, which means that a species cannot decrease faster than proportionally to some positive power of its fraction (a possible natural choice is r = 1). Moreover, this condition clearly implies the compatibility condition
Note that e.g. in [2] , instead of m k ω k it is assumed that the species production rate is modeled as ̺m k ω k . We may easily treat here this version and in a sense (see comments to the entropy inequality below) it is in fact simpler. 1.1.4. Entropy and other thermodynamic potentials; entropy production rate. Since our main thermodynamic quantities are the internal energy and the pressure, the other thermodynamic potentials are assumed to be given functions of them. In what follows, we assume the thermodynamics connected with a mixture of ideal gases with addition of the cold pressure term and the corresponding term in the internal energy.
The specific enthalpy (of each constituent) has the form
where c pk fulfills (1.13). The specific entropy
and the Gibbs function (Gibbs free energy)
Moreover, the Gibbs formula has the form
Using (1.30) it is possible to derive an equation for the specific entropy s
where the entropy production rate
Note that the entropy production rate can be expressed in the form
Then we easily see that the first two terms are non-negative due to the form of the stress tensor and the positivity of κ. Moreover, we assume that
which implies that also the fourth term is non-negative. Finally,
due to the properties of the matrix D, as
Notice in particular that Fick law (1.23) is not a special case of (1.17)-(1.19).
Formulation of the problem.
We now formulate the problem we treat in this paper.
1.2.1. Non-diagonal diffusion matrix. Unfortunately, the general non-diagonal form of the diffusion flux is too complex to be considered in the full generality. In particular, the above deduced lower bound of the corresponding term in the entropy production rate does not allow us to control the gradient of the mass fractions. A certain attempt has been done in the evolutionary case, see [9] , however, it leads to the necessity to control the (total) density gradient, which can be obtained for the fluids with density dependent viscosities satisfying the Bresch-Desjardins identity. The same idea does not work in the steady problem and therefore we must restrict ourselves (cf. [4] or [13] ) to the case when all molar masses are comparable. We therefore assume that m 1 = m 2 = · · · = m n and without loss of generality we set this common value to be equal to one.
Then
provided Y ≥ 0 and n k=1 Y k = 1. Exactly this estimate allows to obtain the existence of a solution in this case. We may therefore consider
We consider system (1.1) with boundary conditions (1.2), (1.3), given total mass (1.4), and (1.5)-(1.22), (1.25)-(1.32) with equal molar masses m 1 = m 2 = · · · = m n = 1.
Fick's law.
A similar estimate as above we get also in the case of the Fick law (1.23). We have for the molar masses being the same (and for notational simplicity, equal to 1)
Note that in the case of the same molar masses the Fick law behaves exactly in the same way as Problem P for the same molar masses and therefore we do not consider it separately.
Definitions of solutions. Existence results
Problem P with the Dirichlet boundary conditions for the velocity has been studied in [4] and [13] , we therefore present in analogy to this case the definitions of weak and variational entropy solutions, in the spirit of paper [6] . We introduce
Definition 2.1. We say the set of functions (̺, u, ϑ, Y ) is a weak solution to system (1.1) with boundary conditions (1.2), (1.3), given total mass (1.4), and (1.5)-(1.22), (1.25)-(1.32) with equal molar masses m 1 = m 2 = · · · = m n = 1 provided
in Ω, F k · n| ∂Ω = 0 and the following integral equalities hold • the weak formulation of the continuity equation
holds for any test function ψ ∈ C 1 (Ω); • the weak formulation of the momentum equation
• the weak formulation of the species equations
holds for any test function ψ ∈ C 1 (Ω) and for all k = 1, . . . , n; • the weak formulation of the total energy balance (2.4)
Indeed, the total energy balance which contains the term behaving as ̺|u| 3 limits the range for γ and m for which we are able to prove existence of a weak solution. Following a similar situation for the compressible Navier-Stokes-Fourier system (both steady and evolutionary, see [1] or [10] ) we introduce another type of solution, where the total energy balance is replaced by the entropy inequality. 
in Ω, F k · n| ∂Ω = 0 satisfy equations (2.1-2.3), the following entropy inequality (2.5)
for all non-negative ψ ∈ C 1 (Ω) and the global total energy balance (i.e. (2.4) with ψ ≡ 1)
Formally, the entropy inequality (2.5) is nothing but a weak formulation of the entropy inequality (1.31). However, some modifications are required. First of all, we are not able to keep equality, but due to the technique used to prove existence of such solutions we face the problem that in several terms we are not able to pass to the limit directly and we have to apply the weak lower semicontinuity here. Note further that (2.5) does not contain all terms from (1.31), some of them are missing.
These terms are formally equal to zero due to assumptions that ω k and F k sum up to zero. We removed them from the formulation of the entropy inequality due to the fact that we cannot exclude the situation that ̺ = 0 in some large portions of Ω (with positive Lebesgue measure), thus log ̺ is not well defined there. However, the variational entropy solution still has the property that any sufficiently smooth variational entropy solution in the sense above is a classical solution to our problem, provided the density is strictly positive in Ω. Replacing the form of the source terms in the species balance equations by ̺ω k we even do not face this problem.
We are now in position to formulate our main result.
Let Ω ∈ C 2 be not axially symmetric. Then there exists at least one variational entropy solution to Problem P in the sense of Definition 2.2. Moreover, (̺, u) is the renormalized solution to the continuity equation.
In addition, if m > 1, γ > If Ω is axially symmetric, let f > 0. Then there exists at least one variational entropy solution to Problem P. In addition, if γ > 
for all ψ ∈ C 1 (Ω).
Proof of the existence results
As explained above, it is enough to prove Theorem 2.3 for the case of the generally nondiagonal diffusion matrix. Indeed, for the Fick law, the proof could be simplified due to the special structure of the diffusion flux, but we prefer not to deal with the modification and indicate only one place which is slightly different. The result is exactly the same as in Theorem 2.3.
Proof. (of Theorem 2.3)
. First, we define for positive parameters δ > ε > λ > η > 0 the following approximations of different quantities appearing in the formulation of Problem I. We start with (3.1)
for suitably chosen r ≥ 0, where σ Y = n k=1 Y k . The reason for this notation is that, unless we let λ → 0 + , it is not clear whether σ Y = 1. We will only know that Y k ≥ 0. For the case of the Fick law this regularization can be simplified. However, in order to keep the unified approach, we only slightly modify this step. Instead of (3.1) we set (3.3)
where D is defined similarly as D in (3.2). Furthermore, we introduce a regularization of the stress tensor
where µ η , ν η are standard mollifications of the viscosity functions. Next,
is a regularization of heat conductivity coefficient, where the exponent B > 0 sufficiently large will be determined later, and κ η is the standard mollification of the heat conductivity.
We take the following approximation of the specific entropy
and, similarly
In what follows, we present only the main steps of the existence proof, pointing always out the specific paper, where more details can be found.
Step I: Formulation of the approximate problem. We consider additionally one more parameter, N ∈ N denoting the dimension for the Galerkin approximation of the velocity. Let {w n } ∞ n=1 be an orthogonal basis of W 1,2 (Ω) such that w · n = 0 on ∂Ω such that w i ∈ W 2,q (Ω) for q < ∞ (we can take for example eigenfunctions of the Lamé system with slip boundary conditions). We look for (̺ N,η,λ,ε,δ , u N,η,λ,ε,δ , Y N,η,λ,ε,δ , ϑ N,η,λ,ε,δ ) (from now on we skip the indices) such that • the approximate continuity equation (3.8) ε̺ + div (̺u) = ε∆̺ + ε̺,
|Ω| , is satisfied pointwisely • the Galerkin approximation for the momentum equation (note that the convective term reduces to the standard form provided div (̺u) = 0, even in the weak sense) (3.9)
is satisfied for each test function w ∈ X N , where
, and β > 0 is large enough
• the approximate species mass balance equations
are satisfied pointwisely, where n k=1̺ k =̺, for example we take̺ k =̺ n • the approximate internal energy balance (3.11)
with the boundary condition
is satisfied pointwisely, where ϑ η 0 is a smooth, strictly positive approximation of ϑ 0 and κ δ,η is as above.
Next, we write down the entropy equality for the approximate system. Note that it is not an additional assumption, but a consequence of the approximate relations above and it is possible to deduce its form (see [13] for more details in the case of the Dirichlet boundary conditions) under the regularity assumptions which correspond to the regularity of solutions to the approximate problem stated above.
Step II: Solvability of the approximate system. Following [4] and [13] we can prove proposition 3.1. Let δ, ε, λ and η be positive numbers and N be a positive integer. Under the assumptions of Theorem 2.3 there exists a solution to system (3.8-3.12) 
Moreover, this solution satisfies the entropy equation
and the following estimate
where C is independent of N , η and λ.
Note that if Ω is axially symmetric (and f is thus positive), the estimate of the u 2 (or, more precisely, of u 2,∂Ω ) must be deduced from the momentum equation. We now let subsequently N → +∞, η → 0 + , λ → 0 + , ε → 0 + , and δ → 0 + .
Step III: Limit passage N → +∞. Using the bounds from Proposition 3.1, weak lower semicontinuity of several terms in the entropy inequality and the fact that for both Galerkin approximation and the limit momentum balance we can use the corresponding velocity as test function (i.e., we have energy equality in both cases), we may let N → +∞ in the system (3.8)-(3.13) above. Note that instead of entropy equality we get entropy inequality.
Step IV: Limit passage η → 0 + . As we cannot ensure strong convergence of the quadratic term on the rhs of the approximate internal energy balance, before starting with the limit passage we must replace it by the approximate total energy balance, i.e. we add the kinetic energy balance to the limit version of (3.11). We get
Recalling that the bounds in (3.14) are independent of η, it is not difficult to see that we may now let η → 0 + and pass to the limit in our system of equations. Now, if Ω is axially symmetric, we read the estimate of u 2,∂Ω from the total energy balance with ψ constant. The same holds also for all subsequent limit passages.
Step V: Limit passage λ → 0 + . Recall that at this moment it is not yet true that ̺ = n k=1 ̺ k . However, we have at least (see (6.12) 
This bound, together with (3.14), implies
with C independent of λ. We may therefore let λ → 0 + and pass to the limit in our problem (for the details see [13] ). Due to (3.16) we see that after the limit passage we have
Step VI: Limit passage ε → 0 + . The last two limit passages are nowadays standard in the theory of compressible Navier-Stokes-Fourier system. First, to let ε → 0 + , we need additional estimates of the total density. We may use the technique of Bogovskii type estimates (see e.g. [12] for more details) to get for β ≫ 1
This can be achieved by testing the approximate momentum equation on the level ε > 0 by solution to
Indeed, this estimate does not imply the compactness of the density sequence and further work must be done: we have to combine the effective viscous flux identity and the renormalized continuity equation, see [9] or [12] for more details. After letting ε → 0 + we have • the continuity equation
• the weak formulation of the approximate momentum equation
• the weak formulation of the approximate species balance equations
• the weak formulation of the approximate total energy equation
• the weak formulation of the entropy inequality (3.23)
for all ψ ∈ C 1 (Ω), nonnegative. More details can be found in [13] .
Step VII: Estimates independent of δ. We denote the solution corresponding to δ > 0 as (̺ δ , u δ , ϑ δ , Y δ ). The entropy inequality and the total energy balance, both with a constant test function, yield the following estimates for Ω not axially symmetric
If Ω is axially symmetric (and f > 0), then we must add to the left-hand side of (3.24) u δ 2 2,∂Ω and replace in the left-hand side of (3.25) u δ
Recall also that we know 0 ≤ (Y k ) δ ≤ 1, k = 1, 2, . . . , n. It is not difficult to bound the δ-dependent terms on the right-hand sides to get for Ω not axially symmetric
while for Ω axially symmetric we remove from the left-hand side of (3.26) u δ 1,2 and add to the left-hand side of (3.27) u δ 2 1,2 . The main issue are now the density estimates. We aim at obtaining (3.28) sup x0∈Ω
for some α > 0 as large as possible. We distinguish three cases. If x 0 is sufficiently far from ∂Ω, then it is possible to use as test function in (3.20)
where τ is a suitable cut-off function. Next, we study the remaining two cases, i.e. x 0 ∈ ∂Ω and x 0 ∈ Ω, but close to ∂Ω. To simplify the idea, let us assume that we deal with the part of boundary of Ω which is flat and is described by
with the normal vector n = (0, 0, −1) and τ τ τ 1 = (1, 0, 0), τ τ τ 2 = (0, 1, 0) the tangent vectors. The general case can be studied using the standard technique of flattening the boundary, see e.g. [6] . Consider first that x 0 lies on the boundary of Ω, i.e. (x 0 ) 3 = 0. Then it is possible to use as the test function in the approximate momentum equation
Note that if (x 0 ) 3 = 0 we get precisely what we need, i.e. estimate (3.28) (but with sup x0∈∂Ω instead of sup x0∈Ω . However, if x 0 is close to the boundary but not on the boundary, i.e. (x 0 ) 3 > 0, but small, we lose control of some terms for 0 < x 3 < (x 0 ) 3 . In this case, as for the Dirichlet boundary conditions, we must modify the test functions. We first consider
Nonetheless, using v 1 as test function we would still miss control of some terms from the convective term, more precisely of those, which contain at least one velocity component u 3 , however, only close to the boundary, i.e. for x 3 < (x 0 ) 3 /2. Hence we further consider
for K sufficiently large (but fixed, independently of the distance of x 0 from ∂Ω). Note that both functions have zero normal trace, belong to W 1,q (Ω; R 3 ) and their norms are bounded uniformly (with respect to the distance of x 0 from ∂Ω) provided 1 ≤ q < 3 α . Thus we finally use as the test function in the approximate momentum balance
with K 1 suitably chosen (large). Note that the choice of K and K 1 is done in such a way that the unpleasant terms from both functions are controlled by those from the other one which provide us a positive information. This is possible due to the fact that the unpleasant terms from v 2 are multiplied by | ln |x− x 0 || −1 ≤ | ln K| −1 ≪ 1. We can therefore verify that We exploit the estimates in the following way. We define now for 1 ≤ a ≤ γ and 0 < b < 1
Then we have
. Next, we use the Bogovskii-type estimate and get for 1 < s < We distinguish two cases. First, for m ≥ 2 the only restriction on α is actually α < 1. In the other case, if m ∈ ( It is well-known that the unique strong solution admits the following representation 
