Abstract-Selective assembly has been employed to obtain high-precision assemblies of two mating parts. Most studies only consider the case where machines are reliable and the buffer capacity is infinite. However, unreliable machines and finite buffers are commonly observed in many assembly systems, such as battery pack assemblies and powertrain production lines in the automotive industry. This paper studies a selective assembly system with two component machines, two finite buffers, and one assembly machine. Each component can exhibit different quality behaviors. Bernoulli machine reliability models are assumed. Analytical methods based on a two-level decomposition procedure are developed to evaluate the system performance efficiently. Numerical experiments suggest that the iteration always converges and can deliver high estimation accuracy. Extension to larger systems is also discussed.
I. INTRODUCTION
A SSEMBLY systems are designed for many manufacturing processes in which two or more components are assembled to produce a finished product. Traditional assembly systems merely fetch parts in a default or random order, assuming all parts are identical. However, the characteristics of the subcomponents may not necessarily remain the same from part to part, though they are all regarded as conforming parts. In order to compensate for such inevitable differences to achieve the best quality and maximize the use value of all the parts, selective assembly is employed to select the mating part according to the characteristic of the other part (main part) to be assembled. Such a method has been successfully applied in many manufacturing systems, such as ball bearing manufacturing, scroll compressor shell manufacturing, and sleeve-and-shaft assembly [1] , in which the dimensions of the subcomponents are matched in order to achieve a high tolerance requirement.
A similar example arises in battery assembly manufacturing for electric vehicles [2] . Due to the structure of battery packs, manufacturing batteries requires welding of multiple battery cells within a tight product envelope. Cells are first sorted and stacked into sections (or modules), and then connected through welding or mechanical joints. In order to create a durable and conductive bond between the workpieces, battery cells need to be perfectly aligned, thus imposing a strict requirement for cell dimensions within a single section (or module). As cells can be categorized into groups (or types) according to their dimensions, selective assembly can ensure that the cells from the same group are assembled.
The problem of mating components is not limited to the dimension issue. For example, in flat panel display manufacturing [3] , the active and passive layers of the electronic display are manufactured separately and are inevitably contaminated with some defects randomly distributed on the surface, whose locations are known from the inspection stage before the assembly process. After the two layers are assembled, they are cut into smaller pieces and the final products are made. The resulting finished product is identified as defective if either layer contains defects. Therefore, selection is needed to make the small pieces without defects on one layer maximally coincide with the pieces on another layer without defects 1545-5955 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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as well, so that the defect rate of the final products can be minimized.
In addition, the idea of employing selective assembly to maximize the benefits can also be introduced to remanufacturing systems where incoming parts exhibit various quality grades (new, refurbished, repaired, recycled and reused parts, and so on). To match the components with similar grades will potentially reduce waste and lead to greater monetary benefit.
The merit of selective assembly lies in utilizing low-valued parts to produce relatively high-valued finished products. Nevertheless, the selection is not limitless, especially in production environments where buffers are finite or even relatively small. With small inventories, the desired mating part is not always guaranteed to be matched in the inventory. Putting off the assembly process until a desirable mating part comes in place will dramatically impede the throughput of assembly systems and may even result in a deadlock. Unreliable machines will make the issue even worse. In such systems, mismatches are inherently inevitable and the resulting products may exhibit lower quality grades, yet still pass inspections. Therefore, a heuristic policy that makes the selective assembly system selecting the closest mating part can keep the assembly process running smoothly. However, questions arise naturally.
For instance, what is the ratio of matching products in such systems and what is the potential improvement in using such a selection policy? The answers to these questions still remain unclear. The existing literature remains surprisingly silent on these questions. Therefore, studying selective assembly systems with unreliable machines and finite buffers is of critical importance. In this paper, we study a two-component selective assembly system with unreliable machines and finite buffers, and propose a novel method to analytically evaluate/predict efficiency and efficacy measures for selective assembly systems.
The remainder of this paper is organized as follows. Section II reviews the related literature. Section III formulates the problem and introduces the assumptions. In Section IV, the two-group case is studied. Using a two-level decomposition approach, analytical procedures are formulated and numerical experiments are conducted to justify their accuracy. Section V is devoted to explaining the applicability of such a method in a three-group case. More general cases are discussed in Section VI. Finally the conclusions are formulated in Section VII. All the proofs are provided in the Appendix.
II. RELATED RESEARCH
The idea of selective assembly is adopted from interchangeable manufacturing, where the process tolerance is inevitable and high-precision assemblies could be obtained from relatively low-precision components. Mansoor [4] defines the natural process tolerance and establishes its relationship to the tolerance specification. Since then, mounting research has been devoted to analyzing the partitioning or binning strategies to reduce mismatches in dimensional issues.
To study the optimal group partitioning given the distribution of part's specification, [5] details a computer program to generate group partitions for mating parts given the component distributions and the fixed number of groups.
Fang and Zhang [6] suggest a method for balancing probabilities of mating part groups aiming at minimizing the surplus parts without strict requirements on the dimensional distributions. Similar studies can be found in [1] and [7] , which deal with parts of dissimilar distributions and equal variance, respectively. Fang and Zhang [8] then present a quantitative tool to predict the matchable degree of selective assembly, and thus its effectiveness could be improved through corresponding adjustments to the manufacturing process. Zhang and Fang [9] further extend the method using PCI-based tolerance. Moreover, Kannan and Jayabalan [10] investigate a complex assembly with three mating parts and introduces a grouping method to reduce the surplus parts to a large extent. A genetic algorithm is utilized in [11] to obtain the best combination of groups, thus achieving the minimum of the manufacturing tolerance. Kannan et al. [12] further adopt Taguchi's loss function to evaluate the deviation from the mean of the target dimension.
When there is no prior knowledge of distribution, [13] formulates the matching problem in a statistical manner. The optimal binning strategies are developed subject to different loss functions and distributional assumptions. Matsuura and Shinozaki [14] extend the study to the case where measurement error is present. Specifically, optimal partitioning is proved to be unique when the measurement error is normally distributed.
To study the optimization methods in real-time batch production, [15] addresses the matching problem in batch selective assembly and presents greedy algorithms to achieve the optimum in linear time. A particle swarm optimizationbased algorithm is proposed in [16] to maximize the assembly efficiency in a multicharacteristic assembly system. Most recently, [17] categorizes the existing methodology in batch production into direct and fixed bin selective assemblies, which can be formulated as multiindex assignment problems and transportation problems, respectively.
The above research on selective assembly typically either neglects the issue of machine reliability and storage capacity or only focuses on the batch operation environment where the production rate (PR) requirement is not a concern. However, selective assembly is also largely applied in transfer lines with limited buffer capacities. To tackle the problem in finite buffer cases, several simulation studies have been carried out. For instance, [18] proposes a matching method for the outer race and balls subject to the accuracy of an inner race with limited buffer capacities. Thesen and Jantayavichit [19] further investigate the effect of buffer capacity for a scroll compressor shell assembly using simulations from a design perspective. Akansel et al. [20] develop a mathematical model combined with simulation to determine the optimal machine settings in order to control the inventory accumulation in buffers. Although simulations can provide detailed analysis, they typically suffer from long model development and simulation time. In addition, it is not easy to obtain insights and system properties from simulations, therefore, analytical models are also pursued.
Analytical methods on evaluating general assembly systems with unreliable machines and finite buffers have been investigated extensively in the existing literature (see monographs [21] , [22] and representative papers [23] - [28] ). However, the issue of selective assembly is not addressed.
In spite of all these efforts, a systematic methodology on estimating the efficacy and efficiency of selective assembly systems with unreliable machines and finite buffers has not been studied explicitly. The goal of this paper is intended to contribute to this end.
III. PROBLEM FORMULATION
In this paper, a two-component selective assembly system is considered (shown in Fig. 1) . Here, the circles represent machines and the rectangles are buffers. The following assumptions address the characteristics of machines, buffers, and product quality behaviors.
1) The assembly system consists of a main line (machine m 1 and buffer B 1 ), a mating line (machine m 2 and buffer B 2 ), and an assembly machine m 0 . 2) Machines m 1 and m 2 produce subcomponents categorized into groups 1 to M according to their quality. The quality attribute follows the order of 1 > 2 > 3 > · · · > M, meaning group 1 represents the highest quality and M is the lowest. The probabilities of producing a group i main part and a mating part are independent and characterized by q i and g i respectively,
3) Selection will only be conducted within the mating line. Any part in the mating line could be selected corresponding to the main part. When two subcomponents with the same group number are assembled, the finished product is regarded as a matching product (assembled product with matching components). Otherwise, it is identified as a mismatch. 4) All the machines have an identical cycle time T , thus the time axis is slotted with duration T . 5) Each machine m i , i = 0, 1, 2, is characterized by probability p i to be up and 1 − p i to be down in each cycle. 6) Each buffer b i , i = 1, 2, is limited by its finite capacity 0 < N i < ∞. 7) Machine m 1 or m 2 is blocked if its downstream buffer B 1 or B 2 is full, respectively, and the assembly machine m 0 fails to take a part at the beginning of the current time slot. Machine m 0 will never be blocked. 8) Machine m 0 is starved if either buffer is empty at the beginning of the current time slot. Machines m 1 and m 2 are assumed to be never starved. 9) No scrap is produced during the whole process. Remark 1: Assumption 1) addresses the assembly system in which a subcomponent from the mating line needs to be assembled onto the major component from the main line, which is typical in many factories. For example in automotive general assembly lines, the door line attaches wires, handles, and other components on car doors that will be assembled to the car body. In such a system, mating parts (doors) are interchangeable, while changing the sequence of the main parts (car bodies) is usually unrealistic. Therefore, in Assumption 3), we assume that selection will only take place in the mating line. The scenario of interchangeable parts in both the main and mating lines will be addressed in the future work.
Remark 2: Assumption 5) formulates the Bernoulli reliability model of the machines. Such models are typically suitable for assembly type systems in which the machine downtime is comparable to the cycle time. The Bernoulli models have been successfully applied in many manufacturing system studies (see the case studies in monograph [21] ). In this paper, we focus on the Bernoulli machine reliability model. Other reliability models will be studied in the future work.
In practice, such a selective assembly line is typically automatic and could collect the group tag for all the parts stored in buffers. Taking advantage of such global information, an effective selection policy, which is intuitive to practitioners and easy to be implemented, is proposed and shown as follows.
1) If available, select the mating part with the same group number as the current main part to assemble. 2) If there is no matching part, the mating part to be selected is prioritized in the order of 1 > 2 > 3 > · · · > M. Following the above policy, even though no matching part exists in the buffer, the assembly machine will still take the mating part in a specific order. Therefore, no scrap or production loss will take place due to the unavailability of matching parts, as shown in Assumption 9). For example, assume that the part to be assembled in B 1 is a group 3 part, while there is no group 3 part in B 2 . In this case, the selective assembly system will search and select the part in B 2 according to the order of 1, 2, 4, . . . , M. In practice, many selective assembly systems do not allow scrap due to high values of parts (such as batteries for electric vehicles) and flexibility of product quality grades. In the latter case, products with nonexact match will be assembled with lower grades and sold at discounted prices.
In such a selective assembly system, the key performance measurement is the match degree (MD) between the main parts and the mating parts, and is defined as follows:
where PR represents the overall production rate, and PR match characterizes the PR of the finished products with matching components. Therefore, the problem to be addressed in this paper is formulated as follows. Given the assembly system defined by Assumptions 1)-9), develop a method to evaluate/predict MD as a function of the system parameters.
Given (1), the problem of evaluating MD could be divided into two subproblems where PR and PR match are investigated individually.
IV. TWO-GROUP CASE (M = 2)
In this section, we start with the simplest case where each subcomponent is categorized into two groups. The method and results derived from this section are then extended to more general cases in the subsequent sections.
First, consider the assembly system without selection, i.e., random selection. In this case, subcomponents reside in the buffer according to a random order and the assembly machine will take the part from the beginning of the queue to make a finished product. Thus the assembly process will not change the sequence of the subcomponents. The main part and the mating part to be assembled, in consequence, carry group number i , i = 1, 2, independently with probability q i and g i , respectively. Therefore, the estimated MD for such a random assembly system could be expressed as follows:
A. Direct Markov Chain Model
When the selection procedure is involved, the problem becomes more complicated as selections could change the sequence of subcomponents, which leads to a lack of information about the part to be assembled. Therefore, a direct Markov chain model needs to keep track of the group information for almost all the parts in the buffer. Specifically, consider the two-group system with buffer capacities N 1 and N 2 . The system states can be defined as (t 1 , . . . , t N 1 ; n 1 , n 2 ), where t i ∈ {0, 1, 2}, i = 1, . . . , N 1 , represents the part group at the i th position in buffer B 1 (Note t i = 0 means the position is empty, i.e., no part in the i th position of B 1 ), and n j , j = 1, 2, is the number of group j parts in buffer B 2 . Note that n 1 + n 2 ≤ N 2 , and when t i = 0, we must have
Then, the state transitions can be identified and balance equations can be derived. In the simplest case where N 1 = N 2 = 2, there are 43 balance equations in total (including the total probability equation). For illustration purposes, three sample equations are listed in (3) , as shown at the bottom of this page. A complete list of the balance equations is provided in [29] .
Solving the balance equations, we can obtain the steadystate probabilities of each state. Let P nonempty be the probability that both the buffers are nonempty and P match is the probability that buffer B 2 contains a matching component for the part to be assembled in buffer B 1 . For the case of
be the probability of state (i 1 , i 2 ; j 1 , j 2 ) in the steady state. Then
Using these probabilities, the PR and MD can be evaluated as
As one can see, the direct Markov chain model provides an approach to accurately evaluate system performance through enumerating all the states. However, tracking the parts information involves intensive computation efforts. In particular, when the system becomes more complex, such as more than two groups, or having multiple machines in each component line and assembly line, recording all the occupancy and information will be all but impossible. For example, for a selective assembly system with two groups, five buffers in each line and all buffers having capacity 5, the number of states is 25 634 765 625. Therefore, developing an efficient method that could not only solve the simple system efficiently but also be easily extended to larger systems is necessary. Some techniques, such as state-space aggregation, could be used to develop approximations. However, it still require explicating the states of buffers and the machine status. Considering this, we introduce a new approach to estimate the marginal probability of each group of parts in the buffer based on a two-level decomposition. In the first level, the whole assembly system is decomposed into two separate serial lines by splitting the assembly machine m 0 into two virtual machines. Since the mating part could be selected, a second level of decomposition is needed to capture the dynamics within the mating line. So the mating line is further decomposed into two virtual lines, each of which produces only one group of parts. The detailed decomposition procedures are described next.
B. Decomposition Level 1
Considering the selective assembly system described in Section III, the assembly machine will continue fetching parts as long as the upstream buffers are not empty, even though no matching mating part is available in the buffer. In other words, the unavailability of matching mating parts will not impede the overall PR. Therefore, PR of the selective assembly system is identical to a typical assembly system without selection and categorical subcomponents.
To analyze such a system, [25] introduces an approximation method by decomposing the assembly system into two overlapped serial lines (shown in Fig. 2 ), where machines m 1 0 and m 2 0 represent the assembly machine when it is not starved by buffers B 1 and B 2 , respectively. Based on such a decomposition method, and by assuming that the two buffer contents are independent, a recursive procedure is formulated. To make this paper self-contained, the recursive procedure is included in Appendix A.
Denote x 1 and x 2 as estimates of probabilities that buffers B 1 and B 2 are empty, respectively, obtained from Procedure A.1 and Theorem A.1 in Appendix A. The estimate of PR PR could be formulated in the following manner:
Remark 3: Indeed, the PR should be calculated in terms of the joint probability of buffers B 1 and B 2 being empty, that is
However, a close formula for the joint probability, Pr{Both B 1 and B 2 are empty}, is not available. Thus, an estimation is needed. In the Markov system defined by Assumptions 1)-9), although Pr{Both B 1 and B 2 are empty} is not equal to the product of its marginal probabilities ( x 1 and x 2 ), numerical facts have shown that an approximation using x 1 x 2 typically results in less than 1.5% absolute error (see Appendix A for details). Therefore, we use such an approximation to estimate the joint probability and obtain (4) as the PR.
When the overall PR PR is obtained, the rest of the problem is to find the PR of matching products PR match . Therefore, we introduce the second level of decomposition to estimate PR match . 
C. Decomposition Level 2
Since the selection will only be carried out in the mating line buffer, the group number for the main part to be assembled could still be estimated by probability q i , i = 1, 2. As for the mating line, based on the decomposition approach introduced in Section IV-B, we further decompose it into two serial lines. Specifically, machine m 2 splits into two virtual machines m t 1 2 and m t 2 2 , producing groups 1 and 2 mating parts, respectively (shown in Fig. 3 0 can "work" on three conditions: 1) machine m 0 is up; 2) buffer B 1 is nonempty; and 3) the current main part is in group 1 or it is a group 2 main part but there is no matching mating part available in buffer B 2 (so that a group 1 part has to be selected). In other words, its parameter p t 1 0 could be described as
where x 1 comes from the estimate in Appendix A. Similarly, machine m t 2 0 could be characterized as follows:
As for the buffer, B 2 is decomposed into virtual buffers B t 1 2 and B t 2 2 , containing only group 1 and 2 parts, respectively. Their capacities, nevertheless, are highly dependent on the interactions between the two decomposed lines. Specifically, given there are i group 2 parts in buffer B 2 during a cycle, the capacity of buffer B t 1 2 should be N 2 − i accordingly. Such a buffer capacity could be regarded as a conditional capacity. In this case, we could estimate the conditional probability of the buffer occupancy of group 1 parts in a close formula as follows:
where Q(x, y, N) represents the probability of buffer (with capacity N) empty in a two-machine line with machine parameters x and y
Then, from [21] , we obtain
Pr{ j group 1 parts in B 2 |i group 2 parts in
The conditional distribution of buffer occupancy for group 1 is evaluated by the steady-state distribution of "virtual" buffer B Likewise, the same method could be applied in turn to estimate the marginal probabilities of the group 2 parts. Using such a method, the buffer capacities are probabilistic, rather than deterministic, and can be investigated by conditioning.
D. Recursive Procedure for Decomposition Level 2
Given the decomposition method described above, the problem arises that no information about the marginal probabilities is available. Therefore, a recursive procedure is provided by assuming the initial value of the parameters and updating them by iterations until the procedure converges. The idea could be generalized in six steps.
Let P t r i denote the probability of i parts from group r in buffer B 2 , and P t r j,t s =i be the probability of j parts from group r in buffer B 2 , given i parts from group s being occupied, i = 0, 1, . . . , N 2 , j = 0, 1, . . . , N 2 − i , r ∈ {1, 2}, s ∈ {2, 1}. The number in parenthesis indicates the iteration number. Then the procedure can be formally represented as follows.
Procedure 1:
Step 1) Set initial values for the estimates of marginal probabilities for each group of parts in B 1 and B 2 P t r
Step 2) Update the parameters of decomposed assembly machines m 
Step 3) Given i group 1 (or group 2) parts in B 2 , calculate the conditional probability that there is no group 2 (respectively, group 1) part in B 2
Step 4) Calculate the conditional probability of buffer occupancy for each group of parts
Step 5) Combining steps 3) and 4) and using the marginal probabilities of group 1 (respectively, group 2) parts, calculate the marginal probabilities of group 2 (respectively, group 1) parts
Step 6) If the updated estimates of marginal probabilities are close enough to those in the previous iteration, stop. Otherwise, return to step 2) The stopping criteria are
Here Q(·) and α(·) are defined in (6) and (7), respectively, and is a small number characterizing the convergence of the procedure, typically selected as 10 −5 .
Such steps are illustrated in Fig. 4 , where in each group subline, the conditional probabilities of buffer empty and occupancies are calculated, and then fed to the other subline. By repeating these steps, such probabilities can be estimated upon convergence.
E. Convergence
When N 2 = 1, the convergence of Procedure 1 can be justified analytically. The proof is based on induction and the monotonicity property of function Q(x, y, N) . The details of the proof can be found in [29] .
When N 2 > 1, an analytical proof is not available, thus we justify the convergence through extensive numerical studies. A total of 1000 experiments are conducted with system parameters generated uniformly from the following sets:
Then q 2 and g 2 could be obtained as 1 − q 1 and 1 − g 1 , respectively. In all the cases we studied, Procedure 1 converges in a few steps only, typically within 3-5 iterations. Examples of such results for the marginal probabilities of groups 1 and 2 with N 2 = 5 and N 2 = 10 are illustrated in Figs. 5 and 6, respectively. As one can see, the procedure converges quickly.
Therefore, recursive Procedure 1 provides estimates of marginal probabilities of each group of parts in the mating line.
F. Performance Evaluation
The selective assembly system with two groups of subcomponents can produce a matching finished product under the following conditions: 1) the assembly machine m 0 is functioning; 2) buffer B 1 is not empty; and 3) buffer B 2 contains the matching mating part corresponding to the current main part to be assembled. Given the fact that the joint probability could be approximated by the product of marginal probabilities when empty occupancy is involved (see [25] ), the occurrences of the above conditions could be represented by probabilities p 0 , (1 − x 1 ), and (q 1 (1 − P
respectively. Thus the estimate of PR for matching products PR sele match can be formulated as follows:
where P t i 0 , i = 1, 2, and x 1 are calculated from Procedure 1, and from Procedure A.1 and Theorem A.1, respectively.
From (1), (4), and (18), the estimation of MD can be obtained as
In addition, work-in-process (WIP) is another critical performance measurement that reflects the average number of parts contained in the buffer in steady state. Using the marginal probabilities obtained from Procedure 1, the estimate of WIP for each group of parts is formulated as follows:
To study the estimation accuracy, we implement both the proposed analytical and simulation approaches in MATLAB. We randomly generate 1000 lines from sets (17) with equal probabilities. Each simulation experiment has a warmup period of 10 000 time units and the following 50 000 time units are used for result collection. Moreover, 20 replications are carried out for each scenario. The resulting 95% confidence interval is typically around ±0.008. Based on the experiments, we study the relative errors of PR match and MD.
Comparing with the simulation results, the relative errors of analytical models for all the performance measurements in the i th experiment are defined as follows: Based on these experiments, δ PR match is typically below 5%. Cases are rare that it reaches up to 13% (shown in Fig. 7 for the first 100 examples). For δ MD , one may observe that its error dynamics are approximately aligned with δ PR match by comparing Figs. 7 and 8. This is because δ PR is relatively small compared to δ PR match . Thus δ MD is dominated by δ PR match according to (1) . The cases of relatively larger errors (e.g., more than 10%) are due to smaller MD and PR match (e.g., about 0.5). In particular, when buffer occupancy is small, any discrepancy in the matching parts will lead to relatively larger errors in the matching degree. As one can see from Figs. 7 and 8, such cases are seldom.
As for the WIP estimation, Figs. 9 and 10 illustrate simulation results and estimated values for the group 1 and 2 parts, respectively, for 50 examples. The gray (lighter) bar represents WIP t j ,sim while the black (darker) one is WIP t j , j = 1, 2. As shown in Figs. 9 and 10, the minor difference between simulation and estimation is typically observed in small WIP cases. The error tends to be more obvious in scenarios where WIP is relatively large. Nevertheless, the difference is still mostly less than one part, which is acceptable in typical applications.
To integrate all the experimental results, the average absolute relative errors for the above performance measures are listed in Table I , which demonstrates that such a method could deliver acceptable accuracy for performance evaluation.
Remark 4: The approximation method introduced above provides a "step stone" to study large systems, such as more than two groups, more than one machine in each component line, and the assembly line. Compared with the Markov chain method to list all the system states, it overcomes the issue of the explorative state space (i.e., curse of dimensionality) when larger systems are dealt with. In addition, the computation efficiency is significantly improved. The calculations are hundreds or a thousand times faster than a Markov chain approach, which is extremely important when the performance analysis is used for designing new systems or improving existing systems (i.e., sensitivity analysis). Thus, in the next sections, the proposed method is extended to three or more groups' cases, and to systems with longer lines.
G. Structural Property Corollary 1:
In an assembly system with two groups of subcomponents defined by Assumptions 1)-9) and selection policies 1) and 2):
Proof: See Appendix B. Corollary 1 illustrates the fact that selective assembly is guaranteed to improve the MD of the system compared with random assembly. Fig. 11 shows that, by employing selective assembly, the improvement varies from 3% up to more than 70%, depending on the parameter setting of the system. Generally speaking, selection within the assembly system could increase MD dramatically.
V. THREE-GROUP CASE (M = 3)
Having investigated the simplest case, a natural question that arises is how to deal with cases where more than two groups of parts are involved. Indeed a similar decomposition method as the two-group case can be applied. Therefore, we first use the three-group case (M = 3) as an example to explicate the idea (in this section) and then illustrate the applicability of such a method in general cases (in the following section). 
A. Decomposition Method
When M = 3, the problem scales up since three groups of parts interact with each other in a single buffer. Therefore, estimating the individual marginal probability of buffer occupancy involves two conditioning evidences. For example, the conditional probability for i group 1 parts in the buffer could be calculated as
Therefore, there are (N 2 + 1)(N 2 + 2)/2 combinations of j and k for each i , and a total of (N 2 + 1) 2 (N 2 + 2)/2 conditional probabilities need to be calculated to estimate the marginal probability of the group 1 parts. The same computational effort is also applied to the other two group parts. However, according to (5) and (8), the conditional evidence is simply utilized to determine the buffer capacity for the estimated part. In this sense, the exact values of j and k are not necessarily known to calculate the above conditional probability, but rather ( j + k) is enough to decide the available buffer capacity. Therefore, we introduce a combinatorial group 2&3 and the above conditional probability could be simplified as
In such a manner, the mating line is decomposed into two sublines for group 1 and group 2&3 parts following the same idea of two-group case in Section IV (see Fig. 12 ). Specifically, parameters for virtual machines m are introduced as
where x 1 is obtained from Procedure 1 and Theorem A.1. Therefore, again based on independent assumption of buffer contents, the marginal probability of buffer occupancy for group 1 parts can be estimated by applying the procedure in the two-group case. Similarly, group 1&3 and group 1&2 are introduced to evaluate the marginal probability for groups 2 and 3, respectively. A recursive procedure for these three steps of the second level decomposition is formulated in the following section. The procedure converges quickly and results in acceptable estimation accuracy.
B. Recursive Procedure
In the three-group case, the following notations are used to describe the recursive procedure. 1) P t u i : Probability of i parts from group u in B 2 , i = 0, 1, . . . , N 2 , u = 1, 2 i = 0, 1, . . . , N 2 , (r, s) ∈ {(1, 2), (1, 3), (2, 3) 0, 1, . . . , N 2 , j = 0, 1, . . . , N 2 − i, (u, r, s) ∈ { (1, 2, 3), (2, 1, 3), (3, 1, 2 )}. 4) P t r &t s j,t u =i : Probability of j parts from group r or s in B 2 given i parts from group u occupied,
As mentioned previously, the procedure includes three steps for the second level decomposition. Each step has the same structure as Procedure 1, except for different group combinations. The detailed procedure is shown below.
Procedure 2:
Step 1) Set initial conditions
Step 2) Update group 1 and group 2&3 by replacing t 2 with t 2 &t 3 in Procedure 1, we have
Step 3) Update group 2 and group 1&3 by replacing t 1 and t 2 in Procedure 1 with t 2 and t 1 &t 3 , respectively (see [29] for details).
Step 4) Update group 3 and group 1&2 by replacing t 1 and t 2 in Procedure 1 with t 3 and t 1 &t 2 , respectively (see [29] for details).
Step 5) Check stopping criteria. Stop if the condition is satisfied. Otherwise, return to Step 2):
Similar to the two-group case, when buffer B 2 's capacity equals 1, the convergence of the procedure is proved analytically. When N 2 > 1, similar numerical experiments have been carried out to justify the convergence. Again, in all the experiments, the procedure converges quickly.
C. Performance Evaluation
The convergence of the recursive procedure leads to the estimation of PR sele match and MD sele
Moreover, WIP for each group of parts can be expressed using the convergent estimates from Procedure 2, that is
The accuracy of the above performance measurements is similarly studied as the two-group case. The parameters of the system take values from the following sets uniformly: g 1 − g 2 ) , respectively. is still set to be 10 −5 . Based on extensive numerical study with 500 experiments, the accuracy is calculated according to (20) and is shown in Table II . Compared with the two-group case, the error for MD increases, but is still within the acceptable range. This is due to the smaller values being observed, which make the relative error to be larger, even though the absolute error may still be the same. The error of WIP evaluations still remain below 10%.
VI. EXTENSIONS TO LARGER SELECTIVE ASSEMBLY SYSTEMS
In this section, we generalize the discussion by considering more than the three-group case and multiple machines in the main and mating lines.
A. More Than Three-Component Case
When multiple groups exist in the system, similar to the above three-group case, the mating line could be decomposed into two sublines by extracting one group and combining the rest into a single group, e.g., group i and group 1&2& . . .
This type of decomposition needs to be implemented for each group of parts in order to estimate the marginal probability density explicitly. Therefore, a total of M steps of decomposition are needed.
Procedure 3:
Step 1) Set initial values for the estimates of marginal probabilities for each group of parts in B 2 .
Step 2) For group i and 1&2& . . . (n) can be approximately Fig. 13 . Illustration of the larger selective assembly system (more than three machines). . Numerical experiments show that such an approximation could generally provide decent accuracy. For more than three-group cases, the estimation accuracy is slightly increased due to smaller values in PR match and MD, up to 10% for systems with 6 groups (see Table III ).
B. Multiple-Machine Lines
In the previous sections, the proposed decomposition method has demonstrated its efficacy and efficiency in estimating the performance of the selective assembly systems with products categorized into arbitrary number of groups. However, the system only has three machines and two buffers. When there are more machines and buffers included in the system, the analysis becomes even more complicated.
In a general assembly system shown in Fig. 13 , the two component lines consist of M 1 and M 2 machines, respectively, while in the main line, additional processing machines and buffers are involved after assembly machine m 01 . Such a system can be typically seen in many manufacturing systems, such as automotive ignition module assembly and battery assembly. To evaluate the system performance, it is necessary to consider the selection procedure within the assembly process, as well as the production dynamics (machine uncertainty and machine-buffer interaction) in each long line (main and mating lines). It is practically prohibitive to enumerate all the possible states for machine status, buffer occupancy, and residence time of each part.
To tackle the problem of state-space explosion in the general selective assembly system, we could combine the line aggregation approach in [21] with the decomposition method introduced in this paper. The basic idea is as follows: first, in Level 1 decomposition, using the recursive procedure (backward and forward aggregations) introduced in monograph [21] , we can calculate the probabilities buffers B i M i and B i,M i −1 , i = 1, 2, being empty, denoting them as x i M i and
, which is the probability that m i M i is producing (i.e., up and not starved) when it is not blocked. Suchp i M i will be used to replace p i in the two-group model in Section IV. In addition, the reliability of machine m 01 will be p 01 (1 − f 01 ), which is modified by the probability that buffer B 01 is not full and m 02 does not take a part. Such a probability can also be obtained using the recursive procedure in [21] . An illustration of such a calculation process is shown in Fig. 14 
VII. CONCLUSION
In this paper, the selective assembly system with unreliable machines and finite buffers is studied. Bernoulli machine reliability model is assumed. Analytical methods, based on a two-level decomposition approach, are introduced to evaluate the performance (PR, MD, and WIP). Numerical experiments suggest that the iteration always converges. It is shown that such a method results in high accuracy in performance approximation. Thus, it provides a quantitative tool to study selective assembly in the production environment.
The future work can be carried out in the following directions. 5) Develop continuous improvement methods, such as bottleneck analysis, to provide a simple and efficient way to improve the system performance. 6) Perform transient analysis and real-time production control in selective assembly processes.
APPENDIX A DECOMPOSITION OF ASSEMBLY SYSTEMS
To analyze an assembly system described in Section III without categorical parts or selection, [25] introduces an approximation method by decomposing the assembly system into two overlapped serial lines (shown as the decomposition step 1 in Fig. 3) . Specifically, machine m 0 is decomposed into two virtual machines m 1 0 and m 2 0 , associated with the main line and the mating line, respectively. Their efficiencies, accordingly, need to be modified to accommodate the interaction with each other. Based on such a decomposition method, a recursive procedure is formulated.
Denote x 1 (n) and x 2 (n) as the probability that buffers B 1 and B 2 are empty in the nth iteration, respectively. Then we have the following.
Procedure A.1: where Q(·) and α are defined in (6) and (7), respectively.
Theorem A.1: Recursive procedure A.1 is convergent, i.e., the following limits exist:
Proof: See [25] . The accuracy of the performance evaluation has been investigated both analytically and numerically in [25] . It is shown that the true PR can be expressed as
where O(δ) denotes a quantity of the same order of magnitude as δ, and δ is defined through the joint probabilities Based on extensive numerical experiments, it is shown that δ 1, and the relative difference between PR and PR is typically below 0.2% with few exceptions up to 1.5%, which indicates that the analytical method delivers acceptable accuracy and is robust enough for practical scenarios.
APPENDIX B PROOF
Proof of Corollary 1: First, consider an assembly system with first-come-first-served policy (random policy). According to (2) and (4) 
