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Understanding the coordination of cell division timing is one of the outstanding questions in
the field of developmental biology. One active control parameter of the cell cycle duration is tem-
perature, as it can accelerate or decelerate the rate of biochemical reactions. However, controlled
experiments at the cellular-scale are challenging due to the limited availability of biocompatible
temperature sensors as well as the lack of practical methods to systematically control local tem-
peratures and cellular dynamics. Here, we demonstrate a method to probe and control the cell
division timing in Caenorhabditis elegans embryos using a combination of local laser heating and
nanoscale thermometry. Local infrared laser illumination produces a temperature gradient across
the embryo, which is precisely measured by in-vivo nanoscale thermometry using quantum defects in
nanodiamonds. These techniques enable selective, controlled acceleration of the cell divisions, even
enabling an inversion of division order at the two cell stage. Our data suggest that the cell cycle
timing asynchrony of the early embryonic development in C. elegans is determined independently by
individual cells rather than via cell-to-cell communication. Our method can be used to control the
development of multicellular organisms and to provide insights into the regulation of cell division
timings as a consequence of local perturbations.
Cell cycle asynchrony is a universal phenomenon and
serves as a key to understanding microscopic cell-to-
cell interactions that may govern the cell division [1–4].
While correlations between division timing and cell tem-
peratures can provide new insights into the microscopic
mechanisms of cell division [5, 6], to date controlled ex-
periments at the cellular-scale have been challenging [7–
10]. To study the role of cell cycle asynchrony in em-
bryogenesis, there have been attempts to synchronize the
division timing by means of genetic modifications; how-
ever, such techniques have proven to be rather invasive,
resulting in two identical blastomeres that do not possess
an anterior-posterior axis distinction and organisms that
subsequently do not develop into regular adults [11–13].
Our approach makes use of a non-invasive tempera-
ture control method to study and manipulate the early
embryonic development (embryogenesis) of Ceanorhabdi-
tis elegans (C. elegans), an ideal testbed for studying cell
cycle timings due to their stereotypical asynchronous cell
cycles. We accurately control the cell division timings
with local laser heating, which imposes steep tempera-
ture gradients across the embryo, even in the absence
of any heat-shock-response regulatory elements. The re-
sulting temperature distributions are monitored in real
time using nanoscale quantum thermometers [14–21], in
which nitrogen-vacancy (NV) centers in biocompatible
nanodiamonds are used to measure the local tempera-
ture with high spatial resolution. The optical stability of
NV centers circumvents the photo-bleaching drawbacks
of existing fluorescence-based temperature measurement
techniques, thereby allowing the continuous monitoring
of temperature gradients over extended periods of time.
The combination of these techniques enables the study
of the embryonic development of C. elegans in a quan-
titative manner, providing detailed information on how
embryonic cells adjust their division timings under large
temperature differences: we find, remarkably, that cell-
selective heating leads to a pronounced inversion of divi-
sion order in the two-cell stage.
Figure 1a illustrates the typical early embryonic devel-
opment of C. elegans. Embryogenesis starts with a single
P0 cell, which subsequently divides into smaller daughter
cells AB and P1. The AB cell always develops faster than
the P1 cell, regardless of the ambient global temperature
(Fig. 1b), demonstrating robust cell division order in the
two-cell stage. Such highly ordered, asymmetric cell di-
visions can be found in many living organisms, raising
intriguing questions regarding potential connections to
biochemical signaling pathways between the cells [22, 23].
We make use of the temperature dependence of the di-
vision timing, shown in Fig. 1b, to manipulate the cell
cycle duration. Specifically, we find that the cell cycle
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2FIG. 1. Studying embryogenesis of C. elegans via nanoscale quantum thermometry. (A) Early embryonic develop-
ment of C. elegans. At the end of the one-cell stage, the chromosomes (red crosses) align at the center of the single cell P0,
and are then split and pulled apart by spindle fibers (thin black arcs), resulting in two daughter cells AB and P1. The two
daughter cells exhibit asynchronous division, in which AB undergoes mitosis earlier than P1. The cell cycle time of a given
cell is defined as the separation between chromosome splitting events of its parent cell and itself. (B) Cell cycle times for AB
and P1 as a function of global ambient temperature. Solid lines are fits to a modified Arrhenius equation (Eq. 1). (C) Local
laser heating applied to a two-cell stage embryo. A focused IR laser selectively illuminating P1 introduces a steep temperature
gradient across the embryo (red: hot, blue: cold). Nanodiamond thermometers are incorporated inside the embryo to measure
the resultant temperature distribution. (D) Principle of thermometry. The in-vivo thermometer consists of an ensemble of
NV centers (green arrows) in a nanodiamond. The NV center has three electronic spin states in its orbital ground state,
|ms = 0,±1〉, which are energetically separated by a temperature-dependent zero-field splitting D(T ). The nearly-degenerate
|±1〉 states are optically dark while the |0〉 state is optically bright.
times, τ , follow an exponential scaling with the inverse
of absolute temperature, given by
τ = A1e
B1/T +A2e
−B2/T , (1)
where T is the absolute temperature in Kelvin and
{A1,2, B1,2} are positive cell-dependent coefficients (see
Methods). The second term on the right hand side is
introduced to incorporate deviations from the simple Ar-
rhenius law τ = A1e
B1/T at high temperatures [24]. This
pronounced dependence opens the possibility of control-
ling cell cycle durations by local laser heating, which in-
troduces a steep temperature gradient over an embryo
(Fig. 1c). In what follows, we investigate how the em-
bryonic cells cope with such local thermal perturbations
by monitoring cell cycle timing variations and correlat-
ing the changes with local temperatures measured by
nanoscale in-vivo thermometers.
EXPERIMENTAL SETUP
Our experimental apparatus consists of the combina-
tion of a home-built confocal and wide-field microscope
system for local laser heating, temperature monitoring
and embryo imaging (see Methods). We use C. elegans
(strain: TY3558) tagged with green fluorescent protein
(GFP) in histones and tubulins to visualize cell divi-
sion during early embryogenesis (left panel of Fig. 2a).
For local heating, we employ an infrared (IR) laser at
a wavelength of 1480 nm [25, 26], selectively focused on
targeted cells with a beam waist of ∼2 µm. To accu-
rately determine the temperature distribution under lo-
cal laser illumination experimentally, it is crucial to mon-
itor the temperature in-vivo. To this end, we make use
of NV-nanodiamond thermometers, which are optically
bright and stable, and have good bio-compatibility af-
ter appropriate surface treatment (see Methods). Mea-
suring temperature using NV centers relies on optically-
detected electronic spin resonance of the ground-state
triplet, |ms = 0,±1〉 [14]. Under green excitation, the
3FIG. 2. Local laser heating characterization. (A) Con-
focal images of the GFP-labeled embryo in the two-cell stage
with GFP imaging (left) and NV-nanodiamond fluorescence
imaging (right). (B) Optically detected magnetic resonance
of an NV-thermometer. Contrast is defined as the fluores-
cence ratio of the thermometer with and without the appli-
cation of microwaves. In temperature measurements, the res-
onance curve is sampled at four optimized frequencies (red
crosses) to extract the resonance position D(T ) at a given
local temperature T [17]. (C) in-vivo temperature readout
from an NV-thermometer inside an embryo while sweeping
the position of an IR laser relative to the thermometer. The
IR laser at a fixed power of 5.7 mW is modulated on and
off with a period of 30 s over the course of scanning. Each
data point is averaged over 3 minutes, yielding a temperature
uncertainty of ±0.27 K. The different symbols correspond to
different iterative runs. The temperature distribution curves
fluctuate due to temporal variations in thermometer calibra-
tion parameters. (D) Differential temperature readout of
∆T = δTon− δToff, where δTon,off are temperatures measured
with the IR laser on and off. Such differential readouts reject
common-mode noise, leading to different curves collapsing on
top of each other and exhibiting robustness to experimental
fluctuations.
fluorescence level difference between bright |0〉 and dark
|±1〉 states enables readout of the NV center spin state,
which in turn allows the determination of the resonance
frequency D(T ) that depends on local temperature T
(Fig. 2b). Crucially, the resonance shift, δD, can be
linearly translated into a change in local temperature
as δT = 1κδD, with a temperature susceptibility of
κ ≡ dD/dT = −74 kHz/K [27]. To identify D(T ), we
employ a four-point measurement scheme [17], enabling
faster temperature readout while maintaining robust-
ness against fluorescence fluctuations and stray magnetic
fields. By using a gonad microinjection technique [28],
the NV thermometers can be incorporated inside C. el-
egans embryos, allowing us to correlate cell division dy-
namics with the local temperature distribution inside the
embryo (right panel of Fig. 2a). In order to facilitate
both cell division imaging and temperature readout, we
extract the NV-injected embryos via dissection and place
them on top of a coplanar waveguide used for thermome-
ter control and readout (see Methods).
MEASUREMENT OF TEMPERATURE PROFILE
We first characterize the temperature gradient in em-
bryos subject to local IR laser illumination by scan-
ning the laser across the NV-nanodiamonds. In contrast
to previous measurements where temperature sensing is
performed under static conditions [17], the free-floating
NV-thermometers inside embryos here are subject to
strong positional drifts due to rapid fluid movement in
cells. To address this issue, we combine a recently-
developed robust tracking algorithm for a Brownian par-
ticle [29] with the four-point microwave measurements,
such that particle tracking is simultaneously performed
with temperature readout (see Methods). Under these
reliable tracking conditions, we repeatedly read out the
two temperature values with the IR laser on and off,
δTon,off, by periodically modulating the IR laser during
the scan (Fig. 2c). While the repetitive scans show dif-
ferent temperature profiles with fluctuating baselines as-
sociated with NV calibration drifts, the differential tem-
perature, ∆T = δTon−δToff, produces consistent profiles
that are insensitive to such systematic errors (Fig. 2d).
The measured profile is also consistent with a full heat
map, where we fix the IR heating position and instead
use multiple NV-thermometers in the embryo to map out
local temperatures (Fig. 3a). The different sensors are in-
dividually calibrated to maximize their temperature sen-
sitivities, with an optimal in-vivo sensitivity of around
∼2 K/√Hz (see Methods). We find that the obtained
temperature distribution is in good agreement with a nu-
merical simulation of the steady-state heat conduction
equation (Fig. 3b), taking into account the embryo ge-
ometry and sample substrate (see Methods). More im-
portantly, we achieve a steep temperature gradient in
the vicinity of the IR heating spot, giving a full-width
half-maximum of temperature increase of ∼20 µm, much
smaller than microfluidic approaches [30]. At a laser
power above 5 mW, the maximum local temperature dif-
ference between AB and P1 is estimated to be more than
∼10 K, sufficiently large to perturb the cell division tim-
ing (see Fig. 3b).
4FIG. 3. Selective acceleration of cell cycle times and
its correlation with local temperature changes. (A)
In-vivo temperature distribution measured by a collection of
NV-thermometers inside an embryo. Solid circles denote mea-
sured temperatures, the solid line denotes the simulated tem-
perature profile (see Methods). The bottom inset shows an
image of the laser-illuminated embryo and the yellow cross in-
dicates the position of the IR heating laser. The bright spots
in the image correspond to individual NV-thermometers and
the scale bar is 20 µm. The top inset shows a linear scaling of
the maximum temperature increase ∆Tmax, as a function of
the laser power P . (B) Two-dimensional temperature map
of the laser-illuminated embryo, with comparisons between
experiments (top) and simulations (bottom). (C,D) Cell cy-
cle times of a two-cell embryo subject to local heating as a
function of laser power. (C) P1 nucleus heating (at least
5 measurements each). (D) AB nucleus heating (at least 3
measurements each). Solid and dashed lines are theoretical
predictions based on average and nuclei temperatures of indi-
vidual cells, respectively. The base temperature is maintained
at 12.3 ◦C. The errorbars on the data markers denote the stan-
dard deviation of the mean cell cycle times. The bands on the
theory predictions provide cell cycle time uncertainties due to
a ±10% uncertainty in extracted cell volumes.
LOCAL CELL HEATING AND CELL CYCLE
CONTROL
Having characterized the temperature distribution, we
proceed to examine the cell cycle times as a function of
laser heating power, and compare it to different hypothet-
ical models based on the measured temperature profile.
To maximize the temperature difference between AB and
P1 in the two-cell stage while avoiding over-heating, we
operate at a low base temperature of 12.3◦C, stabilized
by air cooling. First, we heat the nucleus of the P1 cell
with a focused IR laser beam, starting 200 seconds after
chromosome separation so that the cytoplasm of AB and
P1 are well-separated. We heat at a range of IR laser
powers to systematically control the temperature gradi-
ent between the two cells, and monitor their cell cycle
changes. When the IR laser is focused on the nucleus
of P1 (Fig. 3c), the cell cycle times for both AB and P1
monotonically decrease with increasing IR power, with a
greater decrease in P1, leading to a narrowing of the divi-
sion timing difference between the two cells. In contrast,
AB nucleus heating produces an even larger division tim-
ing difference between the two cells (Fig. 3d).
The observed differences in cell cycle acceleration rates
can be attributed to a difference in local temperature
under cell-selective laser heating. To understand the
changes in the measured cell cycle times, we introduce
two competing hypotheses—does the early embryonic cell
follow its local, nucleus temperature at the heating spot
or follow the mean temperature averaged over its cell
volume? The first one implies the importance of the
nucleus in controlling cell development rates, while the
second one may suggest the importance of other replica-
tion and development processes occurring throughout the
cytoplasm. To answer this question, we analyze the tem-
perature distribution measured by the NV-thermometers
to estimate expected cell cycle times under the two hy-
potheses. We find that for both the AB and P1 heating
cases, the cell cycle times agree well with expectations
based on the average temperature model (solid curves),
while significantly deviating from the nucleus tempera-
ture model (dashed curves). This suggests that the cell
cycle time is not solely determined by the DNA repli-
cation occurring in the nucleus of the cell, but is also
dependent on the kinetics of cyclins and other proteins
throughout the cytoplasm.
OBSERVATION OF CELL CYCLE INVERSION
One important consequence of the preceding cell cy-
cle time analysis is that under P1 heating, the P1 cell
division can be substantially sped up relative to the AB
cell, leading to an inversion from the normal cell division
order (Fig. 4a,b). Examining the cell cycle time differ-
ences in more detail in Fig. 4c, we indeed find that the P1
cell consistently divides faster than the AB cell at high
laser powers. The inversion in cell cycle ordering, com-
bined with the good agreement of cell cycle times with the
average temperature model, is strong evidence that the
fixed division order between AB and P1 cells under usual
conditions is not mediated by cell-to-cell communication,
and that each cell follows its independent clock that sets
5cell cycle timings. Following the inversion, we find that
the cell division orders of subsequent cell stages are pre-
served (see Methods), as the division timing changes in
the two-cell stage are not sufficient to modify the rela-
tive division order of later cell stages; in addition, we
find that the relative cell cycle durations at the four-cell
stage are unmodified (Fig. 4d), with no noticeable dif-
ferences between AB descendants (ABa, ABp) and P1
descendants (EMS, P2). This provides further evidence
that the regulation of cell division timings is performed
independently by individual cells. Despite the inversion
of cell division times, the majority of heated embryos suc-
cessfully hatched and grew into adult worms (8/12 under
4.5 mW) at rates that were only slightly less than, but
still significantly different from controls (10/11 without
heating; p-value=0.002 from a one-tailed z test).
DISCUSSIONS
Our experiments demonstrate a new method to ma-
nipulate cell cycle timings in early C. elegans embryos
using local laser heating and in-vivo nanodiamond tem-
perature measurements. Our data imply that cell cy-
cle timings are controlled in a cell autonomous manner,
with no significant contribution from cell-to-cell commu-
nication. These results open multiple future directions,
including the exploration of cell cycle timing control at
later developmental stages, and further investigations of
the developmental consequence of perturbing cell cycle
times. In-vivo nanoscale diamond thermometry allows
for the long-term readout of temperature at subcellular
levels without photo-bleaching [10, 31], and may enable
µK temperature resolution with future improvements uti-
lizing magnetic-criticality-enhanced measurements [32].
Moreover, various surface treatments of nanodiamonds
also provide their attachment to specific cellular compo-
nents [33, 34]. The combination of thermometry with
local IR laser heating employed here can also be applied
to study other temperature-dependent effects, such as
chromosome segregation errors and thermogenetic con-
trol [26, 35–37].
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FIG. 4. Observation of cell cycle inversion. (A) Obser-
vation of inversion in cell division order for a two-cell embryo.
P1 is selectively heated with the IR laser at a power of 4.5
mW. The base temperature is held at 12.3◦C. (B) GFP im-
age of the cell cycle inversion. (C) Cell cycle time difference
between the AB and P1 cells as a function of IR power. The
top x-axis shows the difference in the local, average temper-
ature increases between the two cells. Above ∼3 mW IR
laser power, the cell division order in the two-cell embryo is
inverted as a result of local laser heating. (D) Cell cycle du-
rations monitored for the four-cell stage (ABa, ABp, EMS,
P2) after cell cycle inversion between AB and P1 (see Meth-
ods for later cell stages). The IR heating laser is turned off
once the P1 cell division is completed. The bar plot shows
fractional changes in their respective cell cycle times compar-
ing between with and without local heating. The errorbars
denote the standard deviation of the mean values.
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7METHODS
Experimental setup
Extended Data Figure 1 shows a schematic diagram of
our experimental setup. For cell division imaging, GFP
fluorescence is induced by standard blue excitation of the
GFP and measured with either an avalanche photodiode
in the confocal microscope or a camera in the wide-field
microscope. To avoid photo-toxicity, we maintain a low
illumination intensity and conduct the scan every ∼10-20
seconds with a 1 second exposure time. For local heating,
we employ an IR laser at a wavelength of 1480 nm, co-
inciding with the dominant water absorption peak. The
IR laser is steered by a dual-axis galvo mirror (GM2 in
Extended Data Fig. 1) and tightly focused using an air
objective of 0.95 NA (red path in Extended Data Fig. 1).
For thermometer imaging and temperature monitoring,
we detect fluorescence from NV-nanodiamonds. A 532-
nm green laser steered by a dual-axis galvo mirror (GM1
in Extended Data Fig. 1) is used to excite photon emis-
sion from NV centers over a wavelength range of 650−800
nm (light green path in Extended Data Fig. 1). The NV
Extended Data Figure 1. Experimental setup. Optical
layout of the experiment for embryo imaging, laser heat-
ing and thermometry. F1/F2: 650/500-nm long pass filters;
D1/D2/D3/D4: 600/525/1000/498-nm long pass dichroic
mirrors; T1/T2: Telescopes with focal lengths of 300/150
mm; GM1/GM2: Dual-axis galvo mirrors for 532/1480-nm
lasers; O1/O2: Objective lenses; S: Sample; MW: Microwave;
LED: Light-emitting diode, 470 nm; CCD: Camera; APD:
Avalanche photodiode.
fluorescence signal propagates back and is filtered by a
dichroic mirror and longpass filters (D1 in Extended Data
Fig. 1). Under green excitation, we read out NV fluores-
cence levels on an avalanche photodiode. To identify spin
resonances, microwave pulses at four different frequen-
cies are sequentially applied while the green laser is on
(see the section Temperature extraction with four-point
method).
Surface treatment of NV-nanodiamonds
To effectively incorporate NV-nanodiamonds inside
embryos, the surface of nanodiamonds should be prop-
erly treated to avoid aggregation of the particles in a
cellular environment. To this end, we develop a recipe to
prepare surface-treated, fluorescent nanodiamonds using
a bare, uncoated sample. The recipe consists of three
steps: (i) surface coating with α-lactalbumin, (ii) surface
coating with polyethylene glycol polymer (PEG), com-
monly referred to as PEGylation, and (iii) syringe filter-
ing. Specifically, we start with 50 nm-sized, acid-cleaned
nanodiamonds (Adamas Nanotechnology) that contain
an ensemble of optically-bright NV centers. The un-
coated NV-nanodiamonds are prepared with a concentra-
tion of 1 mg/mL in water and mixed with α-lactalbumin.
We choose the mass ratio between them to be 1:2 (e.g., 1
mg nanodiamonds : 2 mg α-lactalbumin) in a 1 mL so-
lution. The surface coating with α-lactalbumin provides
a longer particle suspension period in the solution and
facilitates binding of NV-nanodiamonds to PEG poly-
mer chains which will be added at a later step. After
stirring the mixed solution at a cold temperature of 4◦C
for more than ∼12 hours, we remove the uncoated α-
lactalbumin using a centrifugal filter (Millipore Amicon,
Ultra-15 100k). We repeat this cleaning process multiple
times and then get rid of large nanodiamond clusters us-
ing a 0.1 µm syringe filter (Pall-Gelman Supor Acrodisc).
To neutralize the surface of the nanodiamonds, we ad-
ditionally coat the α-lactalbumin-treated particles with
PEG polymer chains (Laysan Bio, mPEG-SVA-5000-1g).
For this, we prepare a 9 mL mixture containing 1 mg
nanodiamonds and 1 mg PEG, and add 1 mL of B(OH)3
that adjusts the pH level to 8. We again stir this solution
at 4 ◦C for ∼12 hours and perform the last step of sy-
ringe filtering with a 0.2 µm filter to remove floating PEG
polymers and enhance the size homogeneity of PEGy-
lated nanodiamonds. We also performed measurements
on commercial PEGylated nanodiamonds (Bikanta), and
obtained similar results. We confirm that our surface
treatment method does not significantly affect the bright-
ness and optical stability of NV centers inside the nan-
odiamonds.
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To inject the surface-treated nanodiamonds inside
early embryos, we first prepare a large tapered, thin nee-
dle with a small aperture using a micropipette puller
(Sutter Instrument P-97). Using an injection microscope,
we prod the needle towards the gonad of young L2-stage
hermaphrodites, supply a few tens of nanoliters of the
prepared nanodiamond solution, retract the needle and
transfer the animal to a new bacteria-seeded agar plate
for recovery. In the course of the recovery period lasting
several hours, the injected C. elegans gradually mature,
producing nanodiamond-labeled embryos at the middle
part of its body. We find that the overall success proba-
bility of our injection protocol is around∼50%. In our ex-
periments, the NV-injected early embryos are extracted
from the animal via dissection and transferred to the
center of an Ω-shaped microwave circuit for temperature
sensing experiments, as shown in Extended Data Fig. 2.
They are covered in M9 buffer solution and mineral oil
Extended Data Figure 2. Early embryo sample prepara-
tion. a, Wide-field microscope image of early-stage embryos
extracted from C. elegans by dissection. b, NV-injected em-
bryo prepared at the center of an Ω-shaped microwave cir-
cuit used for temperature sensing. The diameter of the Ω-
structure is 100 µm. c, Embryo sample isolation. The yellow
circuit including the Ω-structures depicts a coplanar waveg-
uide for microwave delivery. For temperature-monitoring
measurements, the transferred embryos at the center of the Ω-
structures are covered with a M9 buffer solution (blue circle)
and mineral oil (gray circle).
to maintain a humid environment.
For experiments monitoring cell cycle times under local
heating, we prepare embryos on a glass cover slide (same
thickness as the ones with microwave circuits), and en-
capsulate them with M9 buffer solution, agar and a cover
slip to maintain humidity. After monitoring from the sin-
gle cell stage up to the 8-cell stage, we remove the glass
cover slide from the setup, add additional buffer solution,
and either seal the edges with wax or keep it in a humid
environment to prevent drying of the sample. This allows
us to keep track of whether the locally-heated embryos
eventually hatch.
Extended Data Figure 3. NV-thermometer tracking. a,
Reliable NV-nanodiamond tracking. A 532 nm green laser
is continuously scanned across an NV-thermometer to gen-
erate the fluorescence distribution around the sensor, which
serves as input data for particle-tracking based on an al-
gorithm developed for a floating particle subject to drift
and diffusion [29]. b,c Experimental results of in-vivo NV-
thermometer tracking inside (b) a living embryo and (c) a
dead embryo. The measured particle trajectories show that
the living embryo exhibits faster particle drift and diffusion
in comparison to the dead embryo (note that the x-axis scales
are different in b and c). In both cases, our tracking algo-
rithm demonstrates high stability of real-time in-vivo particle
tracking.
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NV-nanodiamonds inside an embryo randomly drift
over time due to complex fluid dynamics in the cell. Such
positional drifts in the early embryo require reliable and
fast particle-tracking methods in order to continuously
probe floating NV-thermometers during measurements.
The conventional thermometry measurement cycle con-
sists of alternating temperature measurements and par-
ticle tracking. While this works well under quasi-static
conditions [17, 38], the rapid fluid movement in living em-
bryos results in substantial particle tracking loss during
temperature measurements in this scheme.
To address this issue, we simultaneously perform tem-
perature measurements and particle tracking by modu-
lating the microwave frequency (see the following section
Temperature extraction with four-point method) concur-
rently with position-scanning of the green laser. The
scanning ranges are dynamically-adjusted to achieve an
optimal balance between tracking robustness and maxi-
mal fluorescence intensity during the simultaneous mea-
surement and tracking. Our method eliminates the track-
ing dead time during temperature measurements, ensur-
ing that we can continuously track a given nanodiamond
over an extended period of time.
For the particle tracking portion of the simultaneous
measurement, we implement a recently developed track-
ing algorithm [29] that can be applied to fluorescent ob-
jects subject to rapid drift and diffusion. The algorithm
is based on statistical inference, predicting the future po-
sition of a particle as
~xk+1 =
w2~xk + nkpk~ck
w2 + nkpk
(2)
with
pk =
w2pk−1
w2 + nk−1pk−1
+ 2D∆t, (3)
where ~xk+1 is the predicted particle position for the
(k + 1)-th step, ~ck is the identified location of the pho-
ton count maximum in the k-th scan, w2 is a positive
constant proportional to the laser spot size, nk is the
detected number of photons for time duration ∆t, and
D is the diffusion constant of the particle. Intuitively,
Eq. (2) can be understood as a weighted average be-
tween the interplay of laser spot size and diffusion rate:
if the beam size is very large (e.g., w2  nk, pk), then
~xk+1 ≈ ~xk, suggesting that we do not need to update
the tracking position. In the opposite case where ei-
ther diffusion dominates or fluorescence is strong (e.g.,
w2  nk, pk), then ~xk+1 ≈ ~ck, suggesting that we have
to update the next position to the intensity maximum
detected in the current scan. Thus, for the (k + 1)-th
step, a laser is scanned around the updated coordinate
of ~xk+1 to continuously track the floating particle (see
Extended Data Fig. 3a). In our experiments, we run the
tracking algorithm [Eqs. (2, 3)] with ∆t = 20 µs, w2 =
0.25 µm2 and D = 200 nm2/µs, optimized for in-vivo
NV-nanodiamonds in early embryos. The resulting par-
ticle trajectories are shown in Extended Data Fig. 3b,c,
demonstrating high stability of our tracking method de-
spite the random diffusion and drifts that occur in cells,
thus allowing us to follow the same nanodiamond and
measure the temperature for an extended period of time.
Temperature extraction with four-point method
An NV-thermometer can be used as a real-time rela-
tive thermometer if one keeps track of the temperature-
dependent resonance shift, δD = κδT , over time. Here,
κ = ∂D/∂T is the linear temperature susceptibility of
an NV center and δT is a local temperature change.
To extract δT , we employ the previously-reported four-
point method [17], which discretely samples a resonance
curve at only four different microwave frequencies. We
choose the four frequencies to be ω1,2 = ωL ∓ δω and
ω3,4 = ωR ∓ δω, where ωL,R denote the frequencies on
Extended Data Figure 4. Temperature measurement
sequence. a, Temperature readout based on the four-
point measurement. APD: avalanche photodiode, MW: mi-
crowaves. The four frequencies ω1,2,3,4 are swept in a zigzag
fashion to make temperature readout insensitive to fluores-
cence fluctuations due to NV-thermometer drifts in embryos.
Each pulse duration is fixed at ∼100 µs. b, Differential tem-
perature readout in the presence of a heating laser. The IR
laser at a wavelength of 1480 nm is periodically turned on
and off while the basic four-point protocol in a is repeated
over time. In our experiments, we fix the on-off period to 30
seconds. A differential readout of ∆T = δTon − δToff can iso-
late the temperature increase due to local heating from other
systematic effects.
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the left and right sides with respect to the resonance fre-
quency, respectively, and δω is a frequency modulation of
∼2 MHz  ωL,R. The resulting NV fluorescence under
ω1,2,3,4 are given as
F(ω1) = F(ωL) + ∂F
∂ω
|ωL(−δω + δB + κδT ) (4)
F(ω2) = F(ωL) + ∂F
∂ω
|ωL(+δω + δB + κδT ) (5)
F(ω3) = F(ωR) + ∂F
∂ω
|ωR(−δω − δB + κδT ) (6)
F(ω4) = F(ωR) + ∂F
∂ω
|ωR(+δω − δB + κδT ), (7)
where F(ω) corresponds to the fluorescence level under
microwave illumination at frequency ω and δB is the
Zeeman shift due to an unknown static magnetic field
from the local environment. For symmetrically-chosen
frequencies with F(ωL) = F(ωR) and ∂F∂ω |ωL = −∂F∂ω |ωR ,
the four measured data points can be used to estimate a
change in local temperature as
δT =
δω
κ
[
(F(ω1) + F(ω2))− (F(ω3) + F(ω4))
(F(ω1)−F(ω2)) + (F(ω4)−F(ω3))
]
. (8)
As can be seen from Eq. (8), the four-point measure-
ment is to leading order robust against global fluores-
cence changes and magnetic field fluctuations. In our
experiments, both ωL,R are independently optimized for
different NV-nanodiamonds to maximize their tempera-
ture sensitivities.
A detailed sequence for our temperature measurement
is shown in Extended Data Fig. 4. To cancel system-
atic errors in temperature readout due to fluorescence
drift, we permute the four frequencies in the sequence
in a zigzag way (see Extended Data Fig. 4a). Moreover,
when applying the heating laser, we periodically turn on
and off the laser to perform differential readout, where
we take the difference between the measured temperature
values, δTon and δToff, with and without laser heating
(see Extended Data Fig. 4b). This differential measure-
ment scheme ∆T = δTon−δToff can isolate laser-induced
heating effects from other environmental perturbations
which might lead to a false temperature increase signal
(see Fig. 2d in the main text). In order to maximize tem-
perature sensitivity, the four frequencies as well as the il-
lumination green laser power are optimized for each NV-
thermometer by taking into account their fluorescence
level, signal contrast and resonance linewidth.
Temperature sensitivity
The theoretical temperature sensitivity in the photon
shot-noise-limited regime can be estimated as
ηshot =
1
2κS√Favg , (9)
where S = 1F ∂F∂ω |ωL = − 1F ∂F∂ω |ωR is the normalized slope
of the resonance curve at the steepest point and Favg is
the average fluorescence of an NV-thermometer in units
of photon counts per second. Our NV-nanodiamonds of
size ∼50 nm typically give Favg ∼106 counts per second
under a green laser power of ∼100 µW. The count rates
can vary depending on the number of NV centers inside
the nanodiamonds.
Experimentally, we note that NV-nanodiamonds ex-
hibit varying resonance profiles due to distinct local en-
vironments, resulting in a random distribution of tem-
perature sensitivities. Extended Data Figure 5 shows
the distribution of experimentally measured sensitivity
values for different in-vivo NV-thermometers inside a C.
elegans embryo. The best sensitivity value of our in-vivo
NV thermometry is measured to be around ∼2 K/√Hz.
The comparison of the measured individual sensitivities
to the theoretical prediction of Eq. (9) show good agree-
ment, suggesting that we can quickly identify more sen-
sitive thermometers just by looking at a few basic prop-
erties, such as linewidth, spin contrast and fluorescence
intensity, without performing actual temperature mea-
surements. This allows us to distinguish reliable, in-cell
thermometers to be monitored for a long period of time
from the ones with poor sensitivities.
Simulation of temperature distribution
We compare the measured temperature distributions
to simulations based on the heat conduction equation.
Note that due to the small length scale of the embryo,
convective effects are expected to be negligible due to
Extended Data Figure 5. Temperature sensitivity char-
acterization. Experimentally-measured sensitivity values,
ηexp are compared with the theoretical prediction, ηshot, for
different NV-thermometers injected inside the same embry-
onic cell. The red solid line indicates a reference line where
ηexp = ηshot (see Eq. 9).
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Extended Data Figure 6. Heating-position-dependent
temperature distribution. a, Dependence of local tem-
perature distributions on heating laser position. NV-
nanodiamonds inside embryos are above the surface of the
glass substrate by half a cell height of around ∼10 µm.
b, Temperature distributions for NV-thermometers inside a
young embryo (left panel in (a)) and on the glass surface
(right panel in (a)) at the same IR laser power of 7.7 mW.
As the heating laser is only absorbed by water, there is a
more pronounced temperature increase inside the embryos.
In addition, due to the high thermal conductivity and low
heat capacity value of glass, the locally generated heat from
the IR laser can diffuse away faster on the glass surface, re-
sulting in a flatter distribution with a shallower temperature
gradient. c, In-cell temperature distribution as a function of
relative distance from the laser heating spot for three different
IR powers. The solid lines in b,c correspond to simulation re-
sults obtained from solving the steady-state heat conduction
equation.
the large surface-to-volume ratio, as also independently
verified by additional simulations.
The heat conduction equation simulations were per-
formed in COMSOL Multiphysics, and include a glass
layer of thickness 170 µm and a water layer of thickness
2 mm, forming a cylindrical simulation region with radius
2 mm. The laser heating is modeled based on a Gaus-
sian beam of beam waist 2 µm, and absorption occurs
only in water and not glass. We utilize the rotational
symmetry around the laser heating axis, and use air con-
vection boundary conditions on the bottom surface of the
Extended Data Figure 7. Cellular temperature analysis.
a, Optical wide-field microscope images for a GFP-labeled
embryo. The early AB and P1 cells are identified. The red
cross marker indicates the position of an IR heating laser.
b, Processed image for average temperature analysis. Using
the raw image in a, we extract the cell boundary. Cylindri-
cal symmetry is assumed to estimate the cell volume. We
determine average temperature values for AB and P1 sep-
arately using the simulated temperature distribution under
local laser heating (color-coded). c,d Temperature difference
between AB and P1 cells as a function of IR laser power. c,
P1-cell heating. d, AB-cell heating. Under local laser heating,
the AB and P1 cells experience different temperature incre-
ments, ∆TAB and ∆TP1, respectively, due to a steep tem-
perature gradient across the two cells. The solid and dashed
lines denote the average and nucleus temperature differences,
respectively. The bands denote uncertainties in temperature
values due to ±10% uncertainty in extracted cell volumes.
glass and constant temperature boundary conditions in
all other directions. The meshing is adaptive and chosen
to be finer close to the center of the laser spot. The laser
heating coefficient is obtained by a one-parameter rescal-
ing of the simulated temperature profile to best match
the measured temperature profile.
We note that in both simulations and experiments, the
temperature distributions obtained for nanodiamonds re-
siding within embryos versus nanodiamonds directly on
the surface of cover glasses are different (Extended Data
Fig. 6). This is because the heating laser is only absorbed
by water and not by glass, and subsequently there is more
heating for nanodiamonds located inside a fully liquid en-
vironment. In addition, the higher thermal conductivity
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Extended Data Figure 8. Cell cycle time of 4-cell and
8-cell embryos. Naming of a, 4-cell and b, 8-cell embryos.
c, Cell cycle times for 4-cell and 8-cell embryos. Solid lines
are fits to the modified Arrhenius equation (see Eq. (1) of the
main text).
and lower heat capacity of glass also spreads heat out
faster, resulting in a flatter temperature profile closer to
the glass surface.
Average temperature estimation
Having confirmed that the measured temperature dis-
tribution profile agrees well with numerical simulations,
we proceed to obtain the estimated average temperature
and nucleus temperature within the cell. As shown in
Extended Data Fig. 7a, we first take a raw GFP image
from a wide-field microscope to identify the boundary of
the two-cell embryo. A two-dimensional temperature dis-
tribution is generated from the steady-state laser heat-
ing simulation and overlaid with the early embryo im-
age to calculate the average and nucleus temperatures of
different cells under local laser heating (Extended Data
Fig. 7b). This procedure also allows us to characterize
temperature gradients between the AB and P1 cells as a
function of IR power (Extended Data Fig. 7c,d).
Cell division timing of later-stage embryos
Extended Data Figure 8 shows cell cycle times for
late-stage embryos as a function of temperature. We
find that the exponential dependence of cell cycle time
on surrounding temperature is a universal feature across
different stages of an embryo up to the point where
heat-shock responses develop above ∼25 Celsius.
Extended Data Figure 9. Cell cycle time changes mon-
itored up to 8-cell embryos. Lineage diagram of a, no
heating case. b, P1-cell heating case. The IR heating laser
power is fixed to 4.5 mW where we observed a pronounced cell
cycle inversion between AB and P1 (see Fig. 4 in the main
text). In a,b, the zero time corresponds to the time at which
P1 completes its cell division. In b, the AB and P1 cell cycle
times are colored in red (blue) to denote that the IR laser is
turned on (off). c, Cell cycle time changes up to the 8-cell
stage as a consequence of inversion in cell division order.
Cell division timing changes after local laser heating
Extended Data Figure 9 shows cell cycle time changes
up to the 8-cell stage when the P1 cell is locally heated
at the two-cell stage. While the embryonic cells in the
four-cell stage do not reveal any noticeable changes in
their division timings, however, P3 in the 8-cell stage,
a daughter cell of P2, exhibits a distinct slow down of
its cell cycle time. This may either suggest that there is
a delayed regulatory response correcting the disorder in
cell division timing, or that there is some amount of heat
damage that is being repaired at these later cell stages;
we leave this for future investigations.
