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ON THE IMAGE OF THE TOTALING FUNCTOR
KRISTEN A. BECK
Abstract. Let A be a DG algebra with a trivial differential over a commu-
tative unital ring. This paper investigates the image of the totaling functor,
defined from the category of complexes of graded A-modules to the category
of DG A-modules. Specifically, we exhibit a special class of semifree DG A-
modules which can always be expressed as the totaling of some complex of
graded free A-modules. As a corollary, we also provide results concerning the
image of the totaling functor when A is a polynomial ring over a field.
Introduction
Let A be a DG algebra over a commutative unital ring. Furthermore, let DG(A)
denote the category of DG A-modules and their degree zero chain maps, and let
ChGr(A♮) denote the category of (co)chain complexes of graded A♮-modules and
their degree zero chain maps. The motivation for the work in this paper is to better
understand the difference between these categories. In the most general case, one
can easily see that DG(A) is a much ‘richer’ category than ChGr(A♮) — indeed,
its objects take into account two differentials rather than just one. However, when
A has a trivial differential (so that A = A♮), the difference between DG(A) and
ChGr(A♮) is not so striking.
The goal of this paper is to address the latter scenario by studying the image of
the so-called totaling functor Tot: ChGr(A♮) → DG(A) in the case that A has a
trivial differential. Given a cochain complex X of graded modules over such a DG
algebraA, one defines TotX to be the complex whose underlying graded A♮-module
structure is given by
(TotX)♮ :=
⊕
i∈Z
Σ−iX i
and whose differential follows in a natural way from that of X . Upon defining an
A-action on this complex, TotX admits the structure of a DG A-module. The
primary question we consider is whether the totaling functor is surjective.
In Theorem 2.4, we provide a necessary and sufficient condition for a DG module
over a DG algebra A with a trivial differential to be equal to the totaling of some
complex of graded free A♮-modules. The constructive nature of the proof of this
result furthermore allows us to express a ‘totaling pre-image’ for DG modules which
lie in the image of the totaling functor. To answer the question of whether the
totaling functor is surjective, we restrict to the case that A is a polynomial ring
over a field. In Example 2.5, we exhibit a DG module over a polynomial ring in
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2 K. A. BECK
two (or more) variables which does not satisfy the condition specified by Theorem
2.4, and therefore does not lie in the image of the functor. Moreover, in Theorem
2.11, we illustrate that every DG module over a polynomial ring in one variable is
quasiisomorphic to the totaling of some complex of graded A♮-modules.
1. Background
The results in this paper will assume a working understanding of differential
graded (DG) algebras and their modules. For a thorough treatment of this subject,
the reader is referred to [1], [2], or [4]. In what follows, A is assumed to be a DG
algebra over a commutative unital ring.
1.1. Semifree DG modules. We begin by introducing a class of DG modules
which generalize free modules over a ring. They will form the basic structures
necessary for the construction of (counter-)examples in the sequel, and will also be
essential to the statement of our main result.
Definition 1.1.1. Let M be a DG A-module. A subset E ⊆ M ♮ is called a
semibasis for M if
(1) E is a basis for M ♮ over A♮, and
(2) E =
⊔
d∈NEd (a disjoint union) such that
∂(Ed) ⊆ A
(⊔
i<d
Ei
)
for all d ∈ N.
A DG module that possesses a semibasis is said to be semifree.
Proposition 1.1.2. [2, 8.2.3] Let M be a DG A-module. The following are equiv-
alent.
(1) M is semifree.
(2) M ♮ has a well-ordered basis E over A♮ such that for each e ∈ E
∂(e) ∈ A ({e′ ∈ E |e′ < e}) .
Proof. To show (1)⇒ (2), let E =
⊔
d∈NEd be a semibasis for M over A. For each
d ∈ N, impose an ordering on Ed, and further suppose that whenever d
′ < d, e′ < e
for every e′ ∈ Ed′ and e ∈ Ed. This implies that E has an ordering with the desired
property.
On the other hand, in order to show that (2) ⇒ (1), suppose that E is a well-
ordered basis for M ♮ over A♮ such that ∂(e) ∈ A ({e′ ∈ E |e′ < e}) for every e ∈ E.
Set E−1 = ∅ and M−1 = {0}, and for each d ∈ N, recursively define Ed and Md in
the following manner.
Ed :=
{
e ∈ E \
⋃
i<d Ei |∂(e) ∈Md−1
}
Md := A
⋃
i≤d
Ei

By this construction, the Ed are mutually disjoint. Furthermore, the well-ordering
of E implies that E =
⊔
d∈NEd, and the result follows. 
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Remark 1.1.3. A semifree resolution of a DG A-module M is a quasiisomorphism
π : F → M of DG A-modules where F is semifree. In [2], Avramov, Foxby, and
Halperin show that every DG module possesses a semifree resolution. This fact
makes possible the study of differential graded homological algebra.
1.2. The totaling functor. Throughout this section, suppose that A has a trivial
differential.1 Let X be a cochain complex in ChGr(A♮) = ChGr(A), and denote
the internal grading of X i with a subscript; that is, X i =
⊕
j∈ZX
i
j . Now define
the totaling of X to be the complex TotX =
(
(TotX)♮, ∂TotX
)
, whose underlying
graded structure is given by
(TotX)
♮
:=
⊕
i∈Z
Σ−iX i.
Therefore, the dth homological component of TotX is given by
(TotX)d =
⊕
i∈Z
X id+i
and one defines the A-module structure on TotX according to
a(σ−ixi)i∈Z :=
(
σ−i((−1)|a|iaxi)
)
i∈Z
for each a ∈ A and (σ−ixi)i∈Z ∈ TotX . Moreover, the differential on TotX is
defined by
∂TotX
(
(σ−ixi)i∈Z
)
:=
(
σ−i−1∂iX(x
i)
)
i∈Z
for each (σ−ixi)i∈Z ∈ TotX .
It is now straightforward to check that TotX is in fact a DG module over A.
Indeed, for any a ∈ A and (σ−ixi)i∈Z ∈ TotX , one has
∂TotX
(
a(σ−ixi)i∈Z
)
= ∂TotX
((
σ−i((−1)|a|iaxi)
)
i∈Z
)
=
(
σ−i−1∂iX((−1)
|a|iaxi)
)
i∈Z
=
(
(−1)|a|iσ−i−1(a ∂iX(x
i))
)
i∈Z
=
(
(−1)|a|i(−1)|a|(i+1)a σ−i−1∂iX(x
i)
)
i∈Z
= (−1)|a|a
(
σ−i−1∂iX(x
i)
)
i∈Z
= (−1)|a|a ∂TotX
(
(σ−ixi)i∈Z
)
so that the Leibniz rule is satisfied.
For any morphism µ : X → Y of complexes of graded A-modules, define the
following map.
Totµ : TotX → TotY
(σ−ixi)i∈Z 7→ (σ
−iµi(xi))i∈Z
1Indeed, Tot can be defined on the category ChDG(A) over an arbitrary DG algebra A (see
[2, Section 7.2] for details). However, for the purposes of our work, it suffices to define the functor
in the present setting.
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To see that Totµ is a morphism of DG A-modules, note that for each xi ∈ X ij,
µi(xi) ∈ Y ij . It follows that totaling is functorial. Thus, Tot: ChGr(A) → DG(A)
is called the totaling functor.
Remark 1.2.1. To define the totaling of a chain complex in ChGr(A), one should
note that
⊕
i∈Z Σ
−iX i ∼=
⊕
i∈Z Σ
iXi.
2. Results
In this section, we turn our attention to the image of the totaling functor. Unless
otherwise stated, A shall denote a DG algebra with a trivial differential and k shall
denote a field. Furthermore, one may assume that all polynomial rings have the
standard grading.
Definition 2.1. Let A be an arbitrary DG algebra, and M a semifree DG module
with semibasis E over A. Define a family of disjoint sets recursively by
E0 := {e ∈ E | ∂(e) = 0}
Eℓ := {e ∈ E | 0 6= ∂(e) ∈ AEℓ−1}
(2.1.1)
for all ℓ ∈ Z+. Notice that since M is semifree, E0 is nonempty. Now consider the
following containment of sets.
(2.1.2)
⊔
ℓ∈N
Eℓ ⊆ E
If the containment in (2.1.2) is strict, we say that E has crossing.
Remark 2.2. One can determine whether a particular semibasis for a finitely-
generated DG module has crossing by simply examining the matrix representing ∂.
Indeed, if D is the matrix representing ∂ with respect to the semibasis E, then D
must a priori be strictly upper-triangular. This follows directly from the definition
of semibasis. If one further supposes that E =
⊔m
ℓ=0 Eℓ has no crossing, then D will
take a block super-diagonal form. Specifically,
D =

Z0 D0
Z1 D1
Z2
. . . Dm−1
Zm

where Zi is a |Ei| × |Ei| zero matrix, Di is a |Ei| × |Ei+1| matrix with entries in A
♮,
and the non-specified entries are zeros.
To illustrate the concept of crossing, we provide an example which exhibits
semibases with and without crossing for the same semifree DG module.
Example 2.3. Let A = k[x, y, z] and consider the rank four semifree DG A-module
M with semibasis E = {e1, e2, e3, e4} such that |e1| = 0, |e2| = 2, |e3| = 3, |e4| = 5,
and
∂(e1) = 0
∂(e2) = xe1
∂(e3) = yze1
∂(e4) = xz
3e1 + yze2 − xe3.
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Then E0 = {e1}, E1 = {e2, e3}, and Eℓ = ∅ for ℓ ≥ 2. Thus, the strict containment⊔
ℓ∈N
Eℓ ( E
implies that E has crossing.
On the other hand, define a semibasis E′ for M by e′i = ei for 1 ≤ i ≤ 3 and
e′4 = e4 − z
3e2. The action of ∂
M on E′ is given by
∂(e′1) = 0
∂(e′2) = xe
′
1
∂(e′3) = yze
′
1
∂(e′4) = yze
′
2 − xe
′
3.
In this case, we obtain E0 = {e
′
1}, E1 = {e
′
2, e
′
3}, E2 = {e
′
4}, and Eℓ = ∅ for ℓ ≥ 3.
Therefore, we have an equality of sets⊔
ℓ∈N
Eℓ = E
′
which implies that E has no crossing.
Next we state our main result, which gives a necessary and sufficient condition
for a DG A-module to be equal to the totaling of some complex of graded free
A-modules.
Theorem 2.4. Let M be a semifree DG module over a DG algebra A with trivial
differential. Then M has a semibasis without crossing if and only if there exists a
bounded-below complex X of graded free A-modules such that TotX = M .
Proof. Let E =
⊔
d∈NEd be a semibasis of M over A. First suppose that E has no
crossing, implying that E =
⊔
ℓ∈N Eℓ, where
E0 = {e ∈ E |∂
M (e) = 0}
Eℓ =
{
e ∈ E |0 6= ∂M (e) ∈ AEℓ−1
}
for all ℓ ∈ Z+. Now define a (possibly infinite) sequence X of homomorphisms of
graded A-modules by
X : · · · → Σ−2AE2
∂X2−−→ Σ−1AE1
∂X1−−→ AE0 → 0
where, for each ℓ ∈ N and e ∈ Eℓ, one has that
∂Xℓ
(
(0, . . . , 0, σ−ℓe, 0, . . . , 0)
)
= σ−ℓ+1∂M (e) ⊆ Σ−ℓ+1AEℓ−1.
By construction, ∂Xℓ+1 ◦ ∂
X
ℓ = 0 for all ℓ ∈ N, implying that X ∈ ChGr(A). To see
that TotX =M , notice that
(TotX)♮ =
⊕
ℓ∈N
ΣℓXℓ
=
⊕
ℓ∈N
ΣℓΣ−ℓAEℓ
∼=
⊕
ℓ∈N
AEℓ
= M ♮
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and that
∂TotX(σℓσ−ℓe) = σℓ−1∂Xℓ (σ
−ℓe)
= σℓ−1
(
σ−ℓ+1∂M (e)
)
= ∂M (e)
for all ℓ ∈ N and e ∈ Eℓ. The result follows.
On the other hand, suppose that X is a bounded-below complex of graded free
A-modules such that TotX = M , and let E˜i be a basis for Xi over A. That is,
X : · · · → AE˜2
∂X2−−→ AE˜1
∂X1−−→ AE˜0 → 0
where
M ♮ = (TotX)
♮
=
⊕
i∈N
ΣiAE˜i and ∂
M
(
(σie)i∈N
)
=
(
σi−1∂Xi (e)
)
i∈N
for each e ∈ E˜i. Now define
E˜0 :=
⊔
i∈Z
{
e ∈ E˜i | ∂
X
i (e) = 0
}
E˜ℓ :=
⊔
i∈Z
{
e ∈ E˜i | 0 6= ∂
X
i (e) ∈ AE˜ℓ−1
}
for each ℓ ∈ Z+. Note that one can write E˜ℓ =
⊔
i∈N E˜i,ℓ where E˜i,ℓ ⊆ E˜i for each
ℓ ∈ N. Let Eℓ :=
⊕
i∈N Σ
iE˜i,ℓ. We will show that E :=
⊔
ℓ∈N Eℓ is a semibasis for
M which does not have crossing.
To this end, we first note that E is a basis for M ♮ over A by construction.
Furthermore, if (σie)i∈N ∈ Eℓ, then
∂M
(
(σie)i∈N
)
=
(
σi−1∂Xi (e)
)
i∈N
∈
⊕
i∈N
Σi−1AE˜i−1,ℓ−1 = AEℓ−1
since e ∈ E˜i,ℓ. This implies that E is a semibasis for M without crossing.

To see that the statement of Theorem 2.4 is not trivial, consider the following
example.
Example 2.5. Let A = k[x1, . . . , xd] where d ≥ 2, and consider the rank four
semifree DG A-moduleM given byM ♮ = Ae1⊕Ae2⊕Ae3⊕Ae4 such that |e1| = 0,
|e2| = 3, |e3| = 4, |e4| = 8, and
∂(e1) = 0
∂(e2) = x1x2e1
∂(e3) = x
3
2e1
∂(e4) = x
7
1e1 − x
4
2e2 + x1x
2
2e3.
Note that E = {e1, e2, e3, e4} has crossing. This can be verified by examining the
matrix representation
D =

0 x1x2 x
3
2 x
7
1
0 0 0 −x42
0 0 0 x1x
2
2
0 0 0 0

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of ∂ with respect to E. We will show that there does not exist a semibasis for M
without crossing.
To this end, suppose that E′ is another semibasis for M , and denote by P
the change-of-basis matrix; that is, P : E-coordinates → E′-coordinates. If D′ is
the matrix representing ∂ with respect to E′, then D′ = PD must take the form
prescribed by Remark 2.2. Letting P =
[
pij
]
, one can write D′ as follows.
D′ = PD =

0 p11x1x2 p11x
3
2 p11x
7
1 − p12x
4
2 + p13x1x
2
2
0 p21x1x2 p21x
3
2 p21x
7
1 − p22x
4
2 + p23x1x
2
2
0 p31x1x2 p31x
3
2 p31x
7
1 − p32x
4
2 + p33x1x
2
2
0 p41x1x2 p41x
3
2 p41x
7
1 − p42x
4
2 + p43x1x
2
2

Now, since E′ is a priori a semibasis for M , it should be true that D′ is strictly
upper-triangular. This implies that p21 = p31 = p41 = 0 and p41x
7
1 − p42x
4
2 +
p43x1x
2
2 = −p42x
4
2 + p43x1x
2
2 = 0. Furthermore, since P needs to be invertible, p11
must be a unit. With these relations given, D′ now takes the form
D′ =

0 αx1x2 αx
3
2 αx
7
1 − p12x
4
2 + p13x1x
2
2
0 0 0 p21x
7
1 − p22x
4
2 + p23x1x
2
2
0 0 0 p31x
7
1 − p32x
4
2 + p33x1x
2
2
0 0 0 0

for some α ∈ k. Supposing that E′ has no crossing, it follows by Remark 2.2 that
αx71 − p12x
4
2 + p13x1x
2
2 = 0. But this implies that px
4
2 − qx1x
2
2 = x
7
1 for some
p, q ∈ k[x1, . . . , xd], which cannot be true. Therefore, E
′ must have crossing.
Remark 2.6. A result of Avramov and Jorgensen [3] can furthermore be used to
show that the semifree DG module exhibited in Example 2.5 is, more generally, not
in the image of the totaling functor Tot: DGr(A)→ DDG(A) defined on the respec-
tive derived categories. The reader is referred to [5, Chapter 10] for a constructive
definition of derived categories.
Corollary 2.7. et A be a polynomial ring in more than one variable over a field.
Then the functor Tot: ChGr(A)→ DG(A) is not surjective.
The constructive nature of the proof of Theorem 2.4 makes it possible for one to
cook up a ‘totaling pre-image’ for any semifree DG module which admits a basis
without crossing. The following example demonstrates this fact.
Example 2.8. Let M be the rank four semifree DG module with semibasis E over
A = k[x, y, z] defined in Example 2.3. As E has no crossing, the construction in
the proof to Theorem 2.4 yields a complex
X : 0→ Σ−2Ae4
[
yz
−x
]
−−−−→ Σ−1(Ae2 ⊕Ae3)
[ x yz ]
−−−−−−→ Ae1 → 0
of graded A-modules such that TotX = M .
As one might have guessed, it is not always possible to cook up a semifree DG
module whose semibases are guaranteed to have crossing. For example, if a DG A-
module has rank no more than three over A, it is impossible to define a differential
which gives the the semibasis crossing. The following corollary makes this precise.
Corollary 2.9. Let A be a graded domain, and suppose that M is a semifree DG
A-module. If rankAM ≤ 3 then there exists a complex X of graded A-modules such
that TotX = M .
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Proof. Let E = {e1, . . . , ed} be a well-ordered basis for M
♮ over A. Since M is
semifree, we obtain the following possible (non-trivial) forms for its differential,
where aij ∈ A for each i, j.
d = 1 ⇒ ∂(e1) = 0
d = 2 ⇒ ∂(e1) = 0
∂(e2) = a12e1
d = 3 ⇒ ∂(e1) = 0 ∂(e1) = 0
∂(e2) = a12e1 or ∂(e2) = 0
∂(e3) = a13e1 ∂(e3) = a13e1 + a23e2
Note that in each case, E has no crossing. The result follows by Theorem 2.4. 
We now turn our attention to the image of the totaling functor in the case that A
is a polynomial ring in one variable. In this setting, it turns out that using Theorem
2.4 to find semifree DG modules which are not in the image of the totaling functor
is not so straightforward. Accordingly, we take a slightly different approach here.
The next lemma, which will follows directly from the structure theorem for
finitely generated modules over a principal ideal domain.
Lemma 2.10. Let M be a DG module which is n-generated over A = k[x]. Then
there exist integers 0 ≤ s ≤ d and 1 ≤ t ≤ d such that H(M) has a graded minimal
free resolution over A given by
0→
s⊕
j=1
ΣcjA


h1 0
. . .
0 hs
0


−−−−−−−−−−−−−→
t⊕
i=1
ΣriA→ H(M)→ 0
for some integers ri, cj for 1 ≤ i ≤ t and 1 ≤ j ≤ s, and where each hi = x
ci−ri ∈
Ax for each 1 ≤ i ≤ s.
Theorem 2.11. Let A be a polynomial ring in one variable over a field. Then
every semifree DG A-module is quasiisomorphic to the totaling of some complex
of graded free A-modules. Specifically, the functor Tot: DGr(A) → DDG(A) is
surjective.
Proof. Let M be a rank d semifree DG module over A = k[x]. By Lemma 2.10,
one can assume the homology of M to have the form
(2.11.1) H(M) ∼=
s⊕
i=1
ΣriA
hiΣciA
⊕
t⊕
i=s+1
ΣriA
for some 1 ≤ t ≤ d and 0 ≤ s ≤ t, and positive integers ri, cj . (Of course, s = 0
corresponds to the case that H(M) is a free A-module.) Consider the deleted
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minimal graded free resolution F of H(M) given as follows.
F :
0 // Σc1A
h1
// Σr1A // 0
⊕ ⊕
...
...
⊕ ⊕
0 // ΣcsA
hs
// ΣrsA // 0
⊕ ⊕
0 // Σrs+1A // 0
⊕ ⊕
...
...
⊕ ⊕
0 // ΣrtA // 0
To complete the proof, we will show that TotF ≃ M . While it is clear that
H(TotF ) ∼= H(M), it remains to exhibit a chain map (or sequence thereof) which
induces this isomorphism. To this end, for each 1 ≤ i ≤ t, let Gi be the subcomplex
which is given by the ith summand of F .
Gi :
{
0→ ΣciA
hi−→ ΣriA→ 0 if 1 ≤ i ≤ s
0→ ΣriA→ 0 if s < i ≤ t
Our goal is to define a family of chain maps µi : TotGi → M such that the chain
map µ : TotF →M given by
(2.11.2) µ = (µi) :
t⊕
i=1
TotGi →M
induces an isomorphism in homology. For each 1 ≤ i ≤ t, define µi by a family
µij : (TotGi)j →Mj of homomorphisms of vector spaces over k in such a way that
each µi is A-linear and furthermore commutes with the differentials of TotGi and
M .
For the sake of clarity, we include the following diagram, which illustrates the
action of µi on TotGi. Note that the complexes are expressed vertically and that
the diagonal maps represent the nontrivial component of ∂TotGi .
10 K. A. BECK
...
...
...

⊕ ⊕
(Σci+1A)ci+2
hi
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
⊕ (ΣriA)ci+2 Mci+2
∂Mci+2

//
µici+2
⊕ ⊕
(Σci+1A)ci+1
hi
&&
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
⊕ (ΣriA)ci+1 Mci+1
∂Mci+1

//
µici+1
⊕ ⊕
0 ⊕ (ΣriA)ci Mci
∂Mci
//
µici
⊕ ⊕
...
...
...
∂Mri−1

⊕
(ΣriA)ri Mri
∂Mri

//
µiri
⊕
0 Mri−1

//
µiri−1
⊕
...
...
(2.11.3)
Although this diagram is restricted to indices given by 1 ≤ i ≤ s, the situation
is straightforward for i > s; indeed, these cases represent the torsion-free part of
H(M). Thus, for s < i ≤ t, one has the following.
µij :
{
0→Mj if j < ri
(ΣriA)j →Mj if j ≥ ri
Now consider the following isomorphism of graded A-modules.
ϕ :
s⊕
i=1
ΣriA
hiΣciA
⊕
t⊕
i=s+1
ΣriA→ H(M)
Fixing 1 ≤ i ≤ t, let 0 6= zi ∈Mri be a cycle defined in such a way that ϕ (σ
ri1) =
cls(zi) ∈ Hri(M). Since ϕ is A-linear, ϕ
(
xℓσri1
)
= cls(xℓzi) for ℓ ≥ 0. Notice that,
for small enough values of ℓ, these classes are nonzero. To be precise, cls(xℓzi) = 0
if and only if 1 ≤ i ≤ s and ℓ ≥ ci − ri. Therefore, for each 1 ≤ i ≤ s, there exists
mi ∈Mci+1 such that ∂
M
ci+1(mi) = x
ci−rizi.
We now proceed to define, for each i and j, a basis U ij for (TotGi)j over k.
U ij ⊇
{
{xj−riσri1, (−1)j−ci−1xj−ci−1σci+11} if 1 ≤ i ≤ s and j > ci
{xj−riσri1} otherwise
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Finally, we define µij : (TotGi)j →Mj in the following way.
µij(u) =

xj−rizi if u = x
j−riσri1
xj−ci−1mi if u = (−1)
j−ci−1xj−ci−1σci+11
0 otherwise
By construction, µi = (µij) is an A-linear degree zero chain map between TotGi
and M . Further, one can easily check that the Leibniz rule is satisfied, so that
the map µ : TotF → M given in (2.11.2) is a morphism of DG modules. The
above construction also guarantees that µ establishes a one-to-one correspondence
between the generators of homology of TotF =
⊕m
i=1 TotGi and that of M . The
result follows. 
The following example illustrates the practical use of the construction used in
the proof of Theorem 2.11.
Example 2.12. Let M be the rank five semifree DG module over A = k[x] with
semibasis given by {e1, e2, e3, e4, e5} such that |e1| = 0, |e2| = 2, |e3| = 4, |e4| = 8,
|e5| = 9, and where the differential of M is defined by the following.
∂(e1) = 0
∂(e2) = 0
∂(e3) = 0
∂(e4) = x
7e1 + x
5e2
∂(e5) = x
4e3
The homology of M can be decomposed
H(M) =
Ae1 ⊕Ae2 ⊕Ae3
A(x7e1 + x5e2)⊕Ax4e3
∼=
A(x2e1 + e2)
A(x7e1 + x5e2)
⊕
Ae3
Ax4e3
⊕Ae1(2.12.1)
whence one obtains the following deleted minimal free resolution F of H(M).
0 // Σ7A
x5
// Σ2A // 0
⊕ ⊕
F : 0 // Σ8A
x4
// Σ4A // 0
⊕ ⊕
0 // A // 0
We shall now utilize the proof of Theorem 2.11 to show that TotF ≃M . From
F we obtain the following subcomplexes.
G1 : 0→ Σ
7A
x5
−→ Σ2A→ 0
G2 : 0→ Σ
8A
x4
−→ Σ4A→ 0
G3 : 0→ A→ 0
Referring to the decomposition of homology in (2.12.1), one has that the cycles
generating H(M) over A are z1 = x
2e1 + e2, z2 = e3, and z3 = e1. Then, for
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each j ∈ N, a basis U1j of (TotG3)j over k must be chosen to contain {x
jσ01}.
Furthermore, the respective bases of (TotG1)j and (TotG2)j over k are given as
follows.
U1j ⊇
{
{xj−2σ21} if j < 8
{xj−2σ21, (−1)j−8xj−8σ81} if j ≥ 8
U2j ⊇
{
{xj−4σ41} if j < 9
{xj−4σ41, (−1)j−9xj−9σ91} if j ≥ 9
Using these bases, one can now define chain maps µi = (µij) : (TotGi)j →Mj.
µ1j (u) =

xje1 + x
j−2e2 if u = x
j−2σ21
xj−8e4 if u = (−1)
j−8xj−8σ81
0 otherwise
µ2j (u) =

xj−4e3 if u = x
j−4σ41
xj−9e5 if u = (−1)
j−9xj−9σ91
0 otherwise
µ3j (u) =
{
xje1 if u = x
jσ01
0 otherwise
Finally, µ : TotF →M is given by µ(x) =
(
µ1(x), µ2(x), µ3(x)
)
for each x ∈ TotF .
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