An approach to traces of random walks on the boundary of a hyperbolic
  group via reflected Dirichlet spaces by Mathieu, Pierre & Tokushige, Yuki
ar
X
iv
:1
81
2.
01
81
6v
4 
 [m
ath
.PR
]  
1 J
un
 20
19
An approach to traces of random walks on the boundary
of a hyperbolic group via reflected Dirichlet spaces
Pierre Mathieu∗ Yuki Tokushige†
Abstract
On a non-elementary Gromov hyperbolic group of Ahlfors-regular conformal dimension
less than two - say a surface group - we consider a symmetric probability measure whose
support generates the whole group and with a finite second moment. To such a probability
measure, we associate a Besov space on the boundary of the group. All the Besov spaces
constructed that way turn out to be isomorphic. They are also isomorphic to the Besov
spaces already constructed by M. Bourdon and H. Pajot using the ℓ2-cohomology. In our
work, the ℓ2-cohomology group is replaced by the set of martingales with finite energy.
We also provide a probabilistic interpretation of the Besov spaces as the Dirichlet spaces
of the trace on the boundary of the random walks reflected on the boundary. Along with
the definition of Besov spaces, come notions of sets of zero capacity, smooth measures and
measures of finite energy integral on the boundary. Using heat kernel estimates, we obtain
an integral criterion for a measure on the boundary to have finite energy integral. We
apply this criterion and deviation inequalities to show that harmonic measures of random
walks with a driving measure with a finite first moment are smooth measures in our sense,
thus obtaining a quite general regularity property of harmonic measures.
1 Introduction
It is the aim of this paper to study the interplay of the following three subjects: hyperbolic
geometry, analysis on metric spaces, and the theory of Dirichlet forms and symmetric Markov
processes associated to them. We begin this introduction with briefly explaining the paper [BP]
which is the starting point of our study and explains the interplay of the first two of the three
subjects mentioned above.
Besov spaces. Let (Z, ρ) be a uniformly perfect compact metric space which carries a
doubling measure. In [BP], the authors introduced a class of Besov spaces which is canonically
associated to a certain conformal structure of (Z, ρ). For any metric δ in the Ahlfors-regular
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conformal gauge JAR(Z, ρ) of (Z, ρ), we define a Besov space (Eδ, B2(δ)) on Z by
Eδ(u, v) :=
∫ ∫
Z×Z
(u(ξ)− u(η))(v(ξ)− v(η))
δ(ξ, η)2q
dHδ(ξ)dHδ(η),
B2(δ) := {u ∈ L
2(Z,Hδ) ; Eδ(u, u) <∞},
where q is the Hausdorff dimension of (Z, δ), and Hδ is the Hausdorff measure of δ. In [BP],
the authors constructed a hyperbolic graph Γδ whose Gromov boundary is equivalent to (Z, δ).
Then, they showed the Besov space associated to a metric δ in JAR(Z, ρ) is Banach isomorphic
to the set of boundary values of the elements in the ℓ2-cohomology group of Γδ. They also
showed that for any metrics δ, δ′ in JAR(Z, ρ), the two graphs Γδ and Γδ′ are quasi-isometric,
and this quasi-isometry induces an isomorphism between the ℓ2-cohomologies of Γδ and Γδ′ .
These results imply that all the Besov spaces associated to δ that belongs to JAR(Z, ρ) are
Banach isomorphic, and thus are canonically associated to the conformal structure on Z.
The first purpose of this paper is to extend this construction, using a probabilistic point of
view, when (Z, ρ) is the Gromov boundary ∂Γ of a non-elementary hyperbolic group Γ endowed
with a visual metric ρΓ. In the first part of this paper, we construct Besov spaces associated to
random walks on Γ whose driving measures have a finite second moment. In this paper, we will
always assume a driving measure µ of a random walk on Γ is symmetric and admissible, which
means that the support of µ generates Γ. For k ≥ 1, define Mk to be the set of all symmetric
admissible probability measures on Γ with finite k-th moment. For µ ∈M2, we define a Besov
space (Eµ, B2(µ)) associated to µ by
Eµ(u, v) :=
∫ ∫
∂Γ×∂Γ
(u(ξ)− u(η))(v(ξ)− v(η))Θµ(ξ, η)dν(ξ)dν(η),
B2(µ) := {u ∈ L
2(∂Γ, ν) ;Eµ(u, u) <∞},
where ν is the harmonic measure of the random walk driven by µ, and Θµ(·, ·) is the Na¨ım
kernel associated to µ. We prove that the Besov spaces associated to different random walks are
all isomorphic with each others and isomorphic to the Besov spaces in [BP]. (See Proposition
4.12 and Theorem 4.13.) In the construction of the Besov spaces associated to random walks
on Γ, the role of the ℓ2-cohomology of Γδ in [BP] is played by the set of harmonic functions
with a finite energy. Moreover, the role of the quasi-isometry between Γδ and Γδ′ will be played
by a stability result for bilinear forms of random walks on a group established in [PSC]. (See
Proposition 4.8 for the statement.)
Dirichlet forms. The second purpose of this paper is to further investigate the proba-
bilistic aspects of the Besov spaces introduced above by using the theory of Dirichlet forms.
A Dirichlet form is a closed symmetric bilinear form on an L2 space which satisfies a certain
contraction property, called the Markovian property. In particular, for Dirichlet forms sat-
isfying the regularity property (which roughly means that the domain of the form contains
sufficiently many continuous functions, see Definition 2.6.), there is a well-known correspon-
dence between regular Dirichlet forms and symmetric Markov processes. We will explain basic
facts on Dirichlet forms in Section 2.
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In the second part of this paper, we will prove that, under the assumption that the Ahlfors-
regular conformal dimension of (∂Γ, ρΓ) is strictly less than 2, the Besov spaces (Eδ, B(δ)) and
(Eµ, B2(µ)) are regular Dirichlet forms for any δ ∈ JAR(∂Γ) and µ ∈M2. This result will allow
us to construct symmetric Markov processes associated to them.
Theorem 5.1. Assume the Ahlfors-regular conformal dimension of ∂Γ is strictly less than 2.
Then for any δ ∈ JAR(∂Γ) and any µ ∈ M2, (Eδ, B2(δ)) and (Eµ, B2(µ)) are regular Dirichlet
forms on L2(∂Γ,Hδ) and on L
2(∂Γ, ν) respectively.
Under this assumption on the Ahlfors-regular conformal dimension, there exists a metric δ0
belonging to JAR(∂Γ) such that dim(∂Γ, δ0) < 2, where dim is the Hausdorff dimension. Then,
by the definition of the Besov space associated to δ0 and a careful look at the isomorphism
between different Besov spaces, we can deduce that all Lipschitz functions with respect to δ0
belong to all of the Besov spaces discussed above. We thus obtain the regularity of the Besov
spaces.
Examples of hyperbolic groups with Ahlfors-regular conformal dimension less than 2 are
free groups or cocompact Fuchsian groups and carpet groups. In particular, it is proved in
[Ha1] that for any non-elementary hyperbolic group G with planar boundary, the Ahlfors-
regular conformal dimension of the boundary is strictly less than 2 if and only if G is virtually
isomorphic to a convex-cocompact Kleinian group.
As a consequence of Theorem 5.1, by the general correspondence between regular Dirich-
let forms and Markov processes, we conclude that each of the Besov spaces gives rise to a
Markov process on ∂Γ. The Besov space (Eδ, B2(δ)) corresponds to a strong Markov process
(Hunt process) whose reference measure is the Hausdorff measure Hδ and whose jumping kernel
is δ(·, ·)−2q, and the Besov space (Eµ, B2(µ)) corresponds to a strong Markov process whose
reference measure is the harmonic measure and whose jumping kernel is the Na¨ım kernel,
At the end of this paper, we will give a further probabilistic interpretation, now at the level
of processes themselves. To a nice transient Markov process, one can associate its so-called
reflected Dirichlet spaces [Sil], [Ch], [CF]. Roughly speaking, in our context, it consists in
speeding up the original random walk so that it now hits the boundary in finite time and then
prolongating its life in such a way that the resulting process still behaves as the initial random
walk when it is in Γ. Under the assumption of the Ahlfors-regular conformal dimension being
less than 2, we show that the construction of such a reflected random walk is possible. (See
Theorem 7.1) Furthermore, we prove that the jump process associated to the Besov space is
nothing but the trace of the reflected walk on the boundary. (See Theorem 7.3.)
Potential theoretic properties of harmonic measures. Harmonic measures of random
walks on a non-elementary hyperbolic groups have been extensively studied and it is known
that their behavior strongly depends on moment assumptions of the driving measures of the
random walk. For instance, when the driving measure is finitely supported, it is shown in
[BHM] that the associated Green metric on Γ is hyperbolic and the corresponding harmonic
measure belongs to the Patterson-Sullivan class (See [Coo] and [Ha2].) determined by the Green
metric; the hyperbolicity of the Green metric is equivalent to Ancona’s inequality, which roughly
means that the Green function is submultiplicative along geodesics. Properties of harmonic
measures are not so well understood when we only assume a weaker moment condition. For
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instance it is shown in [Gou] that for any non-elementary hyperbolic group Γ, there exists a
symmetric probability measure on Γ with some finite exponential moment for which Ancona’s
inequality fails. Therefore, we cannot conclude in general that a harmonic measure belongs to
the Patterson-Sullivan class determined by the Green metric. We mention here that results in
[T] imply that one can still compute the Hausdorff dimension of a harmonic measure on ∂Γ as
long as the driving measure has a finite first moment.
When we are given a regular Dirichlet form and the corresponding Markov processes, we
have potential theoretic objects associated to it such as capacities. Measures which do not
charge sets of zero capacity are said to be smooth, and there is another potential theoretic
notion for measures, called measures of finite energy integral, which is a stronger property
than smoothness. They are both related to time changes of symmetric Markov processes.
(See Subsection 5.2 for details.) After proving the regularity of the Besov spaces, we study
the smoothness property of harmonic measures of random walks on Γ. For µ ∈ M2, we will
introduce the set of all smooth measures (the set of all measures of finite energy integral,
resp.) with respect to the regular Dirichlet form (Eµ, B2(µ)), which is denoted by S(∂Γ, µ).
(S0(∂Γ, µ), resp.) Similarly, for a metric δ in JAR(∂Γ), we will define S(∂Γ, δ) (S0(∂Γ, δ), resp.)
to be the set of all smooth measures (the set of all measures of finite energy integral, resp.)
with respect to (Eδ, B2(δ)). (See Definition 5.9.) In Theorem 5.11, we will prove that for any
δ ∈ JAR(∂Γ) and µ ∈M2 we have
S(∂Γ, δ) = S(∂Γ, µ), and S0(∂Γ, δ) = S0(∂Γ, µ). (1)
We will denote the common set by S(∂Γ) and by S0(∂Γ) respectively. We finally use the above
coincidence (1) to study harmonic measures under very weak moment condition.
Theorem 5.16. Assume the Ahlfors-regular conformal dimension of ∂Γ is strictly less than 2.
Then, both of S(∂Γ) and S0(∂Γ) contain any harmonic measure ν of the random walk driven
by µ ∈M1.
When µ ∈ M2, the above claim can be relatively easily deduced from Poincare´-type in-
equalities on ∂Γ in Proposition 5.10. (See Theorem 5.11.) To relax the moment condition to a
finite first moment, we combine heat kernel estimates for jump processes from [GHH] (See also
[CK, CKW].) and deviation inequalities from [MS].
This paper is organized as follows. In Section 2, we will explain definitions and basic facts
about Dirichlet forms. We will also introduce several examples of Dirichlet forms and the corre-
sponding Markov processes. Section 3 is devoted to the explanation of the paper [BP] including
their construction of Besov spaces. In Section 4, we first introduce Besov spaces associated to
random walks on a non-elementary hyperbolic group Γ. We then prove that Besov spaces intro-
duced here and in [BP] are all isomorphic. In Section 5, we will rely on the theory of Dirichlet
forms to study probabilistic and potential theoretic aspects of the Besov spaces introduced so
far. We will also prove the smoothness property of harmonic measures of random walks on Γ.
In Section 6, we first introduce several general facts about time change techniques in the theory
of Dirichlet forms. We next give a brief explanation of reflected Dirichlet spaces. In Section
7, we provide an interpretation of the Markov processes which correspond to the Besov spaces
associated to random walks using reflected random walks.
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2 Preliminary facts on Dirichlet forms
In this section, we briefly explain several basic facts about Dirichlet forms including their
connection to probability theory. See [FOT, CF] for details of the theory of Dirichlet forms and
their probabilistic aspects, especially the theory of symmetric Markov processes. A Dirichlet
form is a closed symmetric bilinear form on an L2-space which satisfies a kind of contraction
property, called the Markovian property. It is a basic fact in functional analysis that there is
a one to one correspondence between the collection of closed symmetric bilinear form defined
on a Hilbert space H and the collection of non-positive definite self-adjoint operators on H .
Thus, we can associate a strongly continuous semigroup to a given closed symmetric form.
In particular, when a given closed symmetric form satisfies the Markovian property, then the
corresponding semigroup also has a kind of positivity preserving property, which is also called
the Markovian property. We will explain below what we quickly sketched out in detail.
Let E be a locally compact Hausdorff space, and m be a positive Radon measure on E with
full support.
Definition 2.1. (1) We say that a bilinear form (E ,F) on a real Hilbert space H is a sym-
metric closed form if the following conditions are satisfied:
• F is a dense linear subspace of H, and E : F × F → R is non-negative definite,
symmetric and bilinear,
• for any α > 0, (F , Eα) is a Hilbert space, where
Eα(u, v) := E(u, v) + α(u, v)H, u, v ∈ F .
(2) A bilinear form (E ,F) is called a Dirichlet form on L2(E,m) if (E ,F) is a closed symmetric
form on L2(E,m), and for any u ∈ F , we have that v := (0 ∨ u) ∧ 1 ∈ F and E(v, v) ≤
E(u, u). The latter condition is called the Markovian property.
(3) A linear operator U : L2(E,m)→ L2(E,m) is said to be Markovian if for any v ∈ L2(E,m)
with 0 ≤ v ≤ 1 m-a.e., we have that 0 ≤ Uv ≤ 1 m-a.e.
Theorem 2.2. [FOT, Theorem 1.3.1, Lemma 1.3.2, Theorem 1.4.1]
(1) There is a one to one correspondence between the collection of closed symmetric forms
(E ,F) on a real Hilbert space H and the collection of non-positive definite self-adjoint
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operators A on H. This correspondence is characterized by{
Dom(A) ⊂ F ,
E(u, v) = (−Au, v)H , u ∈ Dom(A), v ∈ F .
(2)
(2) Let A be a non-positive definite self-adjoint operator on H. Then, (Tt)t>0 := (exp(tA))t>0
is a strongly continuous semigroup on H, and the generator of (Tt)t>0 coincides with A.
Moreover, there is a unique strongly continuous semigroup whose generator is A.
(3) Let (E ,F) be a closed symmetric form on H and (Tt)t>0 be the corresponding strongly
continuous semigroup on H. Then, (E ,F) is Markovian if and only if Tt is Markovian
for any t > 0.
We next define an extended Dirichlet space, which will be used in what follows.
Definition 2.3. Let (E ,F) be a Dirichlet form on L2(E,m). We denote by F e the set of all
m-measurable functions u with the following properties:
• |u| <∞ m-a.e. and
• there exists an approximating sequence (un) ⊂ F such that limn→∞ un = u m-a.e. and
(un) is an E-Cauchy sequence ,namely, for any ε > 0, there exists an integer N such that
E(un − um, un − um) < ε for any n,m ≥ N .
By the second property, it is obvious that for any u ∈ Fe and its approximating sequence
(un), the limit E(u, u) := limn→∞ E(un, un) exists and does not depend on the choice of the
approximating sequence of u. We will call (F e, E) the extended Dirichlet space of (E ,F).
The following theorem shows that the extended Dirichlet space (Fe, E) characterizes the
original Dirichlet form (E ,F).
Theorem 2.4. [FOT, Theorem 1.5.2] Let (E ,F) and (F e, E) be a Dirichlet form on L
2(E,m)
and its extended Dirichlet space, respectively. Then we have that F = Fe ∩ L
2(E,m).
We next explain the probabilistic aspect of the theory of Dirichlet forms, especially the
connection to the theory of symmetric Markov processes. Let (Xt) be a Hunt process on
(E,m). We recall that Hunt processes are strong Markov processes with certain regularity
properties of the sample paths. Then, the linear operator Tt : L
2(E,m) → L2(E,m) given by
Ttf(•) := E•[f(Xt)] defines a strongly continuous semigroup on L
2(E,m). We say that (Xt) is
m-symmetric when Tt is a symmetric operator on L
2(E,m). Thus, it is a natural question to
ask whether for a given Dirichlet form (E ,F), there exists a Hunt process (Xt) such that the
semigroup corresponding to (E ,F) coincides with that induced by the Markov process (Xt).
It is a well-known fact in the theory of Dirichlet forms that when the Dirichlet form (E ,F)
on L2(E,m) is regular, which roughly means that the domain F contains sufficiently many
functions in C0(E) := {f : E → R ; f is a continuous function with compact support}, then
we have a correspondence between regular Dirichlet forms on L2(E,m) and m-symmetric Hunt
processes on E.
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Remark 2.5. We recommend interested readers to consult textbooks such as [FOT, CF] for
details including the precise definition of Hunt processes.
Definition 2.6. A Dirichlet form (E ,F) on L2(E,m) is called regular if C0(E) ∩ F is dense
both in (C(E), ‖ · ‖∞) and (F , E1).
FACT. There exists a correspondence, which is one to one in a certain sense, between reg-
ular Dirichlet forms on L2(E,m) and m-symmetric Hunt processes on E. See [FOT, Chapter
7] and [CF, Theorem 1.5.1] for the precise statement.
In the rest of this section, we will give two examples of regular Dirichlet forms and explain
their probabilistic interpretation. The latter example will play a very important role in what
follows.
Example 2.7. Consider the standard Dirichlet energy 1
2
∫
Rn
(∇f · ∇g)dx on the Euclidean
space Rn, where u, v ∈ H1(Rn) := {f ∈ L2(Rn, dx) ; ∂f
∂xi
∈ L2(Rn, dx), for i = 1, ..., n}. Then
it is well-known that (1
2
∫
Rn
(∇f · ∇g)dx,H1(Rn)) is a regular Dirichlet form on L2(Rn, dx).
Moreover, the relation (2) implies that the corresponding non-positive self-adjoint operator is
given by 1
2
∆ = 1
2
∑n
i=1
∂2
∂x2i
. Thus, the corresponding symmetric Hunt process is a standard
n-dim Brownian motion on Rn.
Example 2.8. Let (V,E) be an infinite, connected, locally finite graph with vertex set V and
unoriented edge set E. Let c be a weight function c : E → R≥0 such that c([x, y]) > 0 if and
only if [x, y] ∈ E, and we define a measure m on the vertex set V by m(x) :=
∑
y;[x,y]∈E c([x, y])
for x ∈ V . Now we define a bilinear form (E ,F) on L2(V,m) by
E(u, v) :=
1
2
∑
x,y:[x,y]∈E
c([x, y])(u(x)− u(y))(v(x)− v(y)), (3)
F = C0(V )
E1
,
where C0(V ) = {u : V → R; |supp(u)| < ∞}. Then, it is known that (E ,F) is a regular
Dirichlet form on L2(V,m), and the corresponding m-symmetric Hunt process is the continuous
time random walk (Xt)t≥0 which is defined as follows: define p(x, y) := c([x, y])/m(x), and let
(Rn)n∈N be a discrete time Markov chain with transition probabilities (p(x, y))x,y∈V . Let (Nt)t≥0
be a Poisson process with intensity 1 that is independent of (Rn). Then, the m-symmetric
Markov process (Xt)t≥0 is given by Xt := YNt. This construction of (Xt) is equivalent to the
fact that (Xt) has random holding times given by i.i.d. exponential distributions with mean 1
at all vertices. For this reason, the process (Xt)t≥0 is often called the “constant speed random
walk”.
3 Besov spaces constructed by Bourdon and Pajot
In this section, we will give a summary of some results in [BP], in particular the construction
of Besov spaces on a compact metric space.
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3.1 ℓp-cohomology of simplicial complexes and its invariance by quasi-
isometries
We consider a simplicial complex K endowed with a length metric, denoted by | · − · |, such
that
• there exists a constant C > 0 such that the diameter of all simplexes of K are bounded
by C, and
• there exists a function N : [0,∞) → N such that all balls with radius r contain at most
N(r) simplexes of K.
Simplicial complexes satisfying the above properties are called geometric. Now we define the
ℓp-cohomology of K. We will say that K is uniformly contractible if it is contractible and there
exists a function φ : R+ → R+ such that all balls BK(x, r) are contractible in BK(x, φ(r)). Let
Ki be the set of i-simplexes of K and ℓpC
i(K) (p ∈ [1,∞]) be the Banach space consisting of
ℓp-functions on Ki. Define the coboundary operator di : ℓpC
i(K)→ ℓpC
i+1(K) by (diτ)(σ) :=
τ(∂σ), where τ ∈ ℓpC
i(K) and σ ∈ Ki+1. Note that if K is a geometric simplicial complex,
then di is a bounded operator. The i-th ℓp-cohomology group of K is defined by
ℓpH
i(K) := ker di/ Im di−1.
The following theorem asserts the invariance of ℓpH
i(K) by quasi-isometries.
Theorem 3.1. [BP, Theorem 1.1] Let K and K ′ be geometric uniformly contractible simplicial
complexes. If F : K → K ′ is a quasi-isometry, then it induces an isomorphism of topological
vector spaces N• : ℓpH
•(K ′)→ ℓpH
•(K).
We give a brief sketch of the construction of N1, which will be used later. Let Ci(K) be
the vector space consisting of functions on Ki. First, define a map c0 : K0 → C0(K
′) by
choosing an element of K ′0 uniformly close to F (x) for each x ∈ K0. Next, define a map
c1 : K1 → C1(K
′), satisfying ∂c1(σ) = c0(∂σ) for any σ ∈ K1 in the following way: for an edge
a ∈ K1, denote its end points by a+, a− ∈ K0. Then we can find an element c1(a) of C1(K
′)
with ∂c1(a) = c0(a+)− c0(a−). For τ ∈ ℓpC
1(K ′), define a map N∗(τ) : K1 → R by
N∗(τ)(σ) := τ(c1(σ)), σ ∈ K1.
Then the isomorphismN1 : ℓpH
1(K ′)→ ℓpH
1(K) is induced by the linear mapN∗ : ℓpC
1(K ′)→
ℓpC
1(K).
3.2 The hyperbolic fillings by Bourdon and Pajot
We begin this subsection with the following definition. In what follows, we always assume
that (Z, ρ) is a uniformly perfect compact metric space carrying a doubling measure.
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Definition 3.2. (1) A metric δ on Z is called Ahlfors-regular if there exists constants C,C ′ >
0 such that for any ξ ∈ Z and any 0 < r < diam(Z, δ), we have that
Crq ≤ Hδ(Bδ(x, r)) ≤ C
′rq,
where Hδ is the Hausdorff measure of δ, and q = dim(Z, δ).
(2) Two metrics δ, δ′ on Z are called quasi-symmetric if there exists an increasing homeomor-
phism α : [0,∞)→ [0,∞) such that for any distinct triple ξ, η, ω of Z we have that
δ(ξ, η)
δ(ξ, ω)
≤ α
(
δ′(ξ, η)
δ′(ξ, ω)
)
.
(3) We denote by J(Z, ρ) (called the conformal gauge of (Z, ρ)) the set of all metrics on Z
which are quasi-symmetric to d, and by JAR(Z, ρ) (called the Ahlfors-regular conformal
gauge of (Z, ρ)) the set of all Ahlfors regular metrics in J(Z, ρ).
For a uniformly perfect compact metric space (Z, ρ) which carries a doubling measure, in
[BP], it is shown that for any δ ∈ J(Z, ρ) we can construct a geometric uniformly contractible
simplicial complex Kδ with the following properties.
Theorem 3.3. [BP, Proposition 2.1, Corollary 2.4.]
For any δ ∈ J(Z, ρ), let Γδ be the set of all vertices and edges in Kδ. Then,
• The graph Γδ endowed with the word length is hyperbolic in the sense of Gromov and its
Gromov boundary is bi-Lipschitz equivalent to (Z, ρ).
• For two metrics δ, δ′ ∈ J(Z, ρ), there exists a quasi-isometry F : Γδ → Γδ′ which can be
continuously extended to the identity map on Z.
• Let Γ be a hyperbolic space in the sense of Gromov. Let Z be its Gromov boundary and
δ ∈ J(Z, ρ). Suppose that there exists a point O ∈ Γ and a constant C ≥ 0, such that all
points in Γ are within distance C from some geodesic ray starting at O. Then there exists
a quasi-isometry F : Γδ → Γ which can be continuously extended to the identity map on
Z.
It follows from Theorem 3.1 and the second claim of Theorem 3.3 that ℓpH
•(Kδ) and
ℓpH
•(Kδ′) are isomorphic topological vector spaces. Hence these topological vector spaces can
be considered to be an invariant with respect to quasi-symmetry, and we will denote it by
ℓpH
•(J(Z, ρ)).
Here we explain the constructions of Kδ and Γδ. Normalize the metric δ in such a way
that diam(Z, ρ) = 1/2. For each n ≥ 0, choose points z1n, ..., z
k(n)
n in Z in such a way that
for any i, j ∈ {1, ..., k(n)} with i 6= j, we have δ(zin, z
j
n) ≥ e
−n, and for each n ≥ 0, the balls
Bin := Bδ(z
i
n, e
−n), 1 ≤ i ≤ k(n), cover (Z, ρ). Denote by Sn the cover {B
i
n; i ∈ {1, .., k(n)}}.
Remark that S0 must be the singleton {B
1
0} because of the normalization of the diameter. Now
define Γδ as follows. The vertex set V (Γδ) is the collection of balls {B
i
n;n ≥ 0, i ∈ {1, ..., k(n)}},
and two distinct vertex B,B′ are connected by an edge if
9
1. both B and B′ belong to Sn and B ∩ B
′ 6= ∅, or if
2. one of them belongs to Sn, the other belongs to Sn+1 and B ∩ B
′ 6= ∅.
We equip Γδ with a length metric, denoted by |·−·|, by identifying each edge with the Euclidean
segment of length 1. Denote the vertex B10 by O and for each x ∈ V (Γδ), let B(x) be the set
of all infinite geodesic rays starting at O and passing through x. Now a simplicial complex
Kδ is defined as follows: for n ∈ N, the n-th Rips complex of Γδ is a simplicial complex whose
k-simplexes are sets of vertices {x1, ..., xk+1} (xi ∈ V (Γδ), 1 ≤ i ≤ k + 1) with |xi − xj | ≤ n
for any i, j ∈ {1, ..., k + 1}. It is known that for n large enough, the n-th Rips complex of Γδ
is geometric and uniformly contractible, thus we let Kδ be the n-th Rips complex of Γδ for n
large enough. See [BH, Section 3] and [BP] for the proof of these facts.
Note that it is shown in [BP] that for δ ∈ J(Z, ρ),
ℓpH
1(J(Z, ρ)) ≃ {f : V (Γδ)→ R ; df ∈ ℓp(E(Γδ))}/ℓp(V (Γδ)) + R. (4)
Relying on Theorem 3.3, in [BP], the authors introduced the following Besov space associ-
ated to each metric in JAR(Z, ρ), and it is shown that the set of boundary values of elements
in ℓpH
1(J(Z, ρ)) coincides with the Besov space.
Definition 3.4. (1) For a function u : Z → R and a metric δ ∈ JAR(Z, ρ) of dimension q,
define
‖u‖p,δ :=
(∫ ∫
Z×Z
|u(ξ)− u(η)|p
δ(ξ, η)2q
dHδ(ξ)dHδ(η)
)1/p
,
where Hδ is the Hausdorff measure of δ. Define Bp(Z, δ) := {u : Z → R; ‖u‖p,δ < ∞}.
We will call (Bp(Z, δ), ‖ · ‖p,δ) a p-Besov space on Z associated to δ. Then (Bp(Z, δ)/ ∼
, ‖ · ‖p,δ) is a Banach space, where u ∼ v means u(ξ)− v(ξ) is a constant for Hδ-a.e ξ.
In the rest of the paper, we will write Bp(Z, δ) = Bp(δ) when the choice of the space Z is
clear from the context.
(2) In what follows, we will particularly focus on the L2 case (p = 2), and thus employ the
following special notation: let δ ∈ JAR(Z, ρ) be a metric of dimension q, and u, v ∈ B2(δ).
Define
Eδ(u, v) :=
∫ ∫
Z×Z
(u(ξ)− u(η))(v(ξ)− v(η))
δ(ξ, η)2q
dHδ(ξ)dHδ(η).
(3) For δ ∈ J(Z, ρ) and f : V (Γδ)→ R with df ∈ ℓp(E(Γδ)), define f∞ : Z → R (if it exists)
f∞(ξ) := lim
n→∞
f(r(n)), ξ ∈ Z,
where r is a geodesic ray of Γδ starting at O and converging to ξ. Note that if the limit
exists, it does not depend on the choice of r.
Theorem 3.5. [BP, Theorem 0.1, Theorem 3.1, Theorem 3.4.]
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(1) Let δ ∈ J(Z, ρ). For Hδ-a.e. ξ ∈ Z, the limit f∞(ξ) exists and f∞ ∈ L
p(Z,Hδ).
(2) For δ ∈ J(Z, ρ), the linear map
Iδ : {f : V (Γδ)→ R; df ∈ ℓp(E(Γδ))}/R → L
p(Z,Hδ)/R
[f ] 7→ f∞ mod R
is continuous, and its kernel is ℓp(V (Γδ)) + R.
(3) When δ ∈ JAR(Z, ρ), the map I
δ induces a Banach isomorphism I˜δ between ℓpH
1(J(Z, ρ))
and Bp(Z, δ)/ ∼. Moreover, it follows that there exists a constant C > 1 such that
C−1‖f∞‖p,δ ≤ ‖df‖ℓp(E(Γδ)) ≤ C‖f∞‖p,δ for any [f ] ∈ ℓpH
1(J(Z, ρ)).
4 Besov spaces associated to random walks on hyper-
bolic groups
In the previous section, we explained how to construct Besov spaces associated to metrics
in the Ahlfors-regular conformal gauge of a given compact metric space. In this section, we
will choose, as a compact metric space, the Gromov boundary ∂Γ of a non-elementary word
hyperbolic group Γ endowed with a visual metric, and we will introduce Besov spaces on ∂Γ
associated to random walks driven by probability measures with finite second moment. Those
Besov spaces will be introduced as sets of boundary values of harmonic functions on Γ. More-
over, we will show that sets of continuous functions in those Besov spaces, which are associated
either to metrics in the Ahlfors-regular conformal gauge or to random walks driven by proba-
bility measures with finite second moment, are invariant, and that for any choice of two Besov
spaces among them, there exists a Banach isomorphism which coincides with the identity on
the invariant set of continuous functions.
Notation
Let Γ be a non-elementary word hyperbolic group. We denote the neutral element by id . We
will denote by d a left-invariant word metric with respect to a fixed finite symmetric generating
set, and let ρΓ be a visual metric on the Gromov boundary ∂Γ constructed from d. In what
follows, we will write JAR(∂Γ) := JAR(∂Γ, ρΓ). For δ ∈ JAR(∂Γ), let Hδ be the Hausdorff
measure and q be its Hausdorff dimension. Recall that Hδ is q-Ahlfors regular, namely, there
exists a constant C > 1 such that
C−1rq ≤ Hδ(Bδ(ξ, r)) ≤ Cr
q
for any ξ ∈ ∂Γ and any 0 < r < diam(∂Γ, ρΓ), where Let B2(δ) be the Besov space on the
Gromov boundary ∂Γ constructed by using δ as in [BP].
Let µ be a probability measure on Γ. Recall that we always assume that µ is symmetric
(i.e, µ(x) = µ(x−1) for x ∈ Γ), and admissible, which means that the support of µ generates
Γ. For k ∈ N, let Mk be the set of symmetric admissible probability measures on Γ with finite
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k-th moment (i.e.,
∑
x∈Γ d(x)
kµ(x) <∞). We consider the random walk with driving measure
µ: let Rn be the position of the walk at time n. Let P
µ
x be the law of the random walk (Rn)
starting at x ∈ Γ. (i.e., for x, y ∈ Γ, Pµx(Rn = y) = µ
∗n(x−1y), where µ∗n is the n-th fold
convolution power of µ.) Define Pµ = Pµid. It is shown in [Ka] that when µ ∈M1 and x ∈ Γ, the
random walk (Rn) P
µ
x-almost surely converges to a random point R∞ ∈ ∂Γ in the topology of
Γ∪ ∂Γ. Denote by νx the distribution of R∞ under the law P
µ
x, which is a probability measure
on ∂Γ, and called the harmonic measure of (Rn) starting at x. Define ν := νid. Consider the
bilinear form
Eµ(f, f) =
∑
x,y∈Γ
µ(x−1y)(f(x)− f(y))2 ,
and its full domain
Fµ = {f : Γ→ R ; Eµ(f, f) <∞} .
We define the discrete Laplacian ∆µ : {f : Γ→ R} → {f : Γ→ R} by
∆µf(x) :=
∑
y∈Γ
µ(x−1y)f(y)− f(x).
We will say that f : Γ → R is µ-harmonic on A ⊂ Γ if ∆µf(x) = 0 for any x ∈ A. Note that
for any f ∈ C0(Γ) := {f
′ : Γ→ R ; |supp(f ′)| <∞} and any g ∈ Fµ, we have that
E(f, g) = −
∑
x∈Γ
f(x)(∆µg)(x).
We next define ℓ2(Γ) and HD(µ) by
ℓ2(Γ) := {f : Γ→ R ;
∑
x∈Γ
f(x)2 <∞},
HD(µ) := {f ∈ Fµ ; ∆µf = 0 on Γ}.
We now prove the following decomposition for Fµ.
Proposition 4.1. We have that ℓ2(Γ) ⊂ F
µ, and for every f ∈ Fµ, there exists a unique pair
of functions (f0, fHD) ∈ ℓ2(Γ) × HD(µ) such that f = f0 + fHD. For such a pair of functions
(f0, fHD), we have that E
µ(f, f) = Eµ(f0, f0) + E
µ(fHD, fHD). In other words, the following
orthogonal decomposition holds:
Fµ = ℓ2(Γ)
⊕
HD(µ). (5)
Moreover, we have that ℓ2(Γ) = C0(Γ)
Eµ1
, where Eµ1 (·, ·) := E
µ(·, ·) + (·, ·)ℓ2(Γ).
Proof. For any f ∈ Fµ, we have that
Eµ(f, f) =
1
2
∑
x,y∈Γ
µ(x−1y)(f(x)− f(y))2 ≤
∑
x,y∈Γ
µ(x−1y)(f(x)2 + f(y)2) = 2‖f‖2ℓ2(Γ). (6)
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It follows from the estimate (6) that ℓ2(Γ) ⊂ F
µ. It is easy to see that the space Fµ/R endowed
with the norm
√
Eµ(·, ·) is a Hilbert space. Let Fµ0 be the closure of C0(V ) with respect to
the metric
√
Eµ(·, ·). In [Soa, Theorem 3.69], the following discrete version of the Royden
decomposition for Dirichlet functions is proved:
Fµ = Fµ0
⊕
HD(µ),
and for any g1 ∈ F
µ
0 and g2 ∈ HD(µ), we have that E
µ(g1+ g2, g1+ g2) = E
µ(g1, g1)+E
µ(g2, g2).
We will prove that Fµ0 = ℓ2(Γ). By the estimate (6), we have that ℓ2(Γ) ⊂ F
µ
0 . On the other
hand, since every non-elementary hyperbolic group satisfies a linear isoperimetric inequality,
Theorem 4.27 in [Soa] implies that there exists a constant C > 0 such that
‖f‖2ℓ2(Γ) ≤ CE
µ(f, f) (7)
for any f ∈ C0(Γ). This implies that F
µ
0 ⊂ ℓ2(Γ). The last claim immediately follows from the
inequality (7) and Fµ0 = ℓ2(Γ). ⊔⊓
By Example 2.8 and Proposition 4.1, we know that (Eµ, ℓ2(Γ)) is a regular Dirichlet form
on ℓ2(Γ) (note that
∑
y µ(x
−1y) = 1 for any x ∈ Γ), and the corresponding Hunt process is
the constant speed random walk (Xt) on Γ, which is given by (Xt) = (RNt), where (Nt) is an
independent Poisson process with intensity 1. Notice that the trajectories of (Xt) and (Rn) are
the same. As a consequence, for µ ∈ M1 and x ∈ Γ, when t tends to ∞, Xt also P
µ
x-almost
surely converges to a random point in ∂Γ whose distribution is the harmonic measure νx.
We next study boundary values of functions in Fµ. A natural way to define a boundary
value for f ∈ Fµ is to take a limit of f(Rn). Here we will use a discrete-time process (Rn)
for simiplicity of notation, but the same results hold for a continuous-time process (Xt). By
Proposition 4.1, for any f ∈ Fµ, there exists a unique pair of functions (f0, fHD) ∈ ℓ2(Γ)×HD(µ)
such that f = f0+ fHD. By the definition of ℓ2(Γ), for any ε > 0 there exists a finite set B ⊂ Γ
such that
∑
x∈Γ\B f0(x)
2 < ε. Since (Rn) is transient, this implies that limn→∞ f0(Rn)(=
limt→∞ f0(Xt)) = 0 P
µ-almost surely. Thus, we only need to consider the limit of fHD(Rn).
Since fHD is µ-harmonic, we have that for any x ∈ Γ, (fHD(Rn)) is a martingale under P
µ
x. It is
shown in Theorem 9.11 in [LP] that for any x ∈ Γ we have that
sup
n∈N
E
µ
x[fHD(Rn)
2] ≤ fHD(x)
2 + 2Gµ(id)Eµ(fHD, fHD),
where Gµ(x) :=
∑
k≥0 µ
∗k(x) is the Green function associated to µ. Therefore (fHD(Rn)) is a
martingale which is bounded in L2. By Doob’s theorem, it converges almost surely and in L2.
It is shown in Theorem 3.4 in [Sil] that there exists a unique function u ∈ L2(∂Γ, ν) such that
for any x ∈ Γ, we have that
lim
n→∞
fHD(Rn) = u(R∞) a.s .,
and
fHD(x) =
∫
∂Γ
u(ξ)dνx(ξ) =: Hu(x). (8)
Now we will prove the following lemma.
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Lemma 4.2. Let (Rn) be the random walk on Γ driven by µ ∈M1. Then we have that
ℓ2(Γ) ∩HD(µ) = {0}, and {f ∈ F
µ ; lim
n→∞
f(Rn) = 0 a.s .} = ℓ2(Γ).
Remark 4.3. Though the second claim of the above lemma immediately follows from Corollary
1.2 in [ALP] and Proposition 4.1, we will give a direct proof for completion of the paper.
Proof. The first claim immediately follows from Proposition 4.1. We will prove the second
claim. We need to prove that for any f ∈ HD(µ), if limn→∞ f(Rn) = 0 almost surely, then
f(x) = 0 for any x ∈ Γ. By the martingale property of (f(Rn)), for any n,m ∈ N with n > m
we have that
f(Rm) = E
µ [f(Rn) | σ{(Rk)0≤k≤m}] a.s.
Let u ∈ L2(∂Γ, ν) be the function such that limn→∞ f(Rn) = u(R∞) almost surely and in L
2.
By Doob’s maximal inequality, we have that
E
µ
[
sup
n∈N
f(Rn)
2
]
≤ 4Eµ[u(R∞)
2] = 4
∫
∂Γ
u(ξ)2dν <∞.
Thus, by the dominated convergence theorem we obtain that
f(Rm) = lim
n→∞
E
µ [f(Rn) | σ{(Rk)0≤k≤m}] = E
µ
[
lim
n→∞
f(Rn) | σ{(Rk)0≤k≤m}
]
= 0 a.s .
By the irreducibility of (Rn), we get that f(x) = 0 for any x ∈ Γ. ⊔⊓
By Lemma 4.2, we get that
{u ∈ L2(∂Γ, ν) ; Hu ∈ HD(µ)}
={u ∈ L2(∂Γ, ν) ; there exists f ∈ HD(µ) such that lim
n→∞
f(Rn) = u(R∞) a.s.}.
The following result gives a motivation to introduce a class of Besov spaces associated to
µ ∈M1.
Definition 4.4. For x, y ∈ Γ, define the Na¨ım kernel Θµ(·, ·) by
Θµ(x, y) :=
Gµ(x−1y)
Gµ(x)Gµ(y)
.
It is shown in [Sil] (See also [Na].) that Θµ can be extended to Mµ ×Mµ \ {(ω, ω′) ∈ Mµ ×
Mµ ; ω = ω′}, where Mµ is the Martin boundary of (Γ, µ).
Proposition 4.5. [Sil, Theorem 3.5] For f ∈ Fµ, let f = f0+fHD be its Royden decomposition.
Then lim f(Rn) = lim fHD(Rn) almost surely exists and the limiting function u on ∂Γ belongs
to L2(∂Γ, ν). Moreover, when f ∈ HD(µ), we have
Eµ(f, f) =
∫ ∫
∂Γ×∂Γ
(u(ξ)− u(η))2Θµ(ξ, η)dν(ξ)dν(η) , (9)
where Θµ is the Na¨ım kernel.
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Remark 4.6. The Na¨ım kernel is pointwisely defined on the Martin boundary. Here we use a
version of the Na¨ım kernel that is almost surely defined on the Gromov boundary. This makes
sense since it is shown in [Ka] that the Gromov boundary equipped with a harmonic measure
is isomorphic to Poisson boundary of the walk, therefore it is measurably isomorphic to the
Martin boundary equipped with a harmonic measure.
We now introduce the following bilinear form associated to µ.
Definition 4.7. Define
Eµ(u, u) =
∫ ∫
∂Γ×∂Γ
(u(ξ)− u(η))2Θµ(ξ, η)dν(ξ)dν(η),
with domain B2(µ) := {u : ∂Γ→ R ;Eµ(u, u) <∞}. We will call (Eµ, B2(µ)) the Besov space
associated to µ ∈M1. Note that B2(µ) ⊂ L
2(∂Γ, ν) by Proposition 4.5.
We will study the relations between B2(µ) and B2(δ). Hereafter, we assume µ ∈ M2. The
next proposition plays in our probabilistic construction a similar role to quasi-isometries in the
geometric context. In what follows, if f and g are two functions defined on a set A, f ≍ g
means that there exists a constant C > 1 such that C−1g(a) ≤ f(a) ≤ Cg(a) for any a ∈ A.
Proposition 4.8. [PSC, Lemma2.1] For any µ, µ′ ∈M2, we have that
Fµ = Fµ
′
, and Eµ(f, f) ≍ Eµ
′
(f, f) for any f ∈ Fµ = Fµ
′
.
Before giving the main result of this section, we will prove the following results.
Lemma 4.9. For any δ ∈ JAR(∂Γ) and any µ ∈ M2, we have that C(∂Γ) ∩ B2(µ) = C(∂Γ) ∩
B2(δ). We will denote the common set by C.
Proof. Let ESRW be a bilinear form associated to the simple random walk on Γ with respect
to a fixed finite symmetric generating set. Choose δ ∈ JAR(∂Γ) and µ ∈ M2 arbitrarily. Take
u ∈ C(∂Γ) ∩B2(δ). Define g : V (Γδ)→ R by
g(x) :=
1
Hδ(B(x))
∫
B(x)
u(ξ)dHδ(ξ). (10)
It is shown in the proof of Theorem 3.4 in [BP] that
Eδ(u, u) ≍ ‖dg‖
2
ℓ2(E(Γδ))
, and Iδ(g) = u, Hδ-a.e.
Let Fδ : Γ→ V (Γδ) be a quasi-isometry which continuously extends to the identity on ∂Γ. By
the stability of Dirichlet forms under quasi-isometries, we have that
ESRW(g ◦ Fδ, g ◦ Fδ) ≍ ‖dg‖
2
ℓ2(E(Γδ))
.
By Proposition 4.8, for µ ∈M2 we have that
ESRW(g ◦ Fδ, g ◦ Fδ) ≍ E
µ(g ◦ Fδ, g ◦ Fδ).
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Thus g ◦ Fδ ∈ F
µ. By Proposition 4.5, g ◦ Fδ has a limit along a path of the random walk
driven by µ with probability 1, and the limiting function v : ∂Γ → R belongs to B2(µ). Since
it is shown in [Ka] that (Rn) converges to a random element R∞ ∈ ∂Γ in the topology of the
compactified space Γ ∪ ∂Γ, the sequence (Fδ(Rn)) also converges to R∞. On the other hand,
by the continuity of u and the definition of g, for any sequence (hn) ⊂ Γδ converging to a point
η ∈ ∂Γ we get that limn→∞ g(hn) = u(η). This observation together with the above argument
implies that v(Y∞) = limn→∞ g ◦ Fδ(Rn) = u(R∞) P
µ-a.s. Thus we get that v = u ν-a.s., and
this implies that u ∈ B2(µ).
For v′ ∈ C(∂Γ) ∩ B2(µ), define its harmonic extension Hv
′ : Γ→ R with respect to µ as in
(8). Then by Proposition 4.5, we have that Hv′ ∈ HD(µ) and Eµ(Hv′, Hv′) = Eµ(v
′, v′). Let
F˜δ : V (Γδ)→ Γ be a quasi-isometry such that Fδ ◦ F˜δ and F˜δ ◦ Fδ are within bounded distance
from idΓδ and idΓ respectively. Since Fδ continuously extends to the identity on ∂Γ, F˜δ does so
as well. Then we have that
Eµ(Hv′, Hv′) ≍ ESRW(Hv′, Hv′) ≍ ‖d(Hv′ ◦ F˜δ)‖
2
ℓ2(E(Γδ))
< +∞.
By Theorem 3.5, the function Hv′ ◦ F˜δ has a limit along Hδ-almost every geodesics and the
limiting function u′ : ∂Γ→ R belongs to B2(δ). On the other hand, it is shown in [Ka, Lemma
2.2] that for any sequence (gn) ⊂ Γ converging to a point η ∈ ∂Γ, the sequence (νgn) weakly
converges to a Dirac measure at η. In particular, we have that limn→∞Hv
′(gn) = v
′(η). Now u′
is the limit of Hv′ ◦ F˜δ along Hδ-almost every geodesics, and (F˜δ(gn)) converges to η whenever
(gn) converges to η. Hence we get that u
′ = v′ Hδ-a.e., and this implies the conclusion. ⊔⊓
Lemma 4.10. For any δ, δ′ ∈ JAR(∂Γ), there exists a linear map T˜ (δ → δ
′) : (Eδ, B2(δ)) →
(Eδ′ , B2(δ
′)) with T˜ (δ → δ′)|C = IdC which induces the Banach isomorphism T (δ → δ
′) :
(Eδ, B2(δ)/ ∼)→ (Eδ′ , B2(δ
′)/ ∼).
Proof. We first recall the construction of the Banach isomorphism between (Eδ, B2(δ)/ ∼)
and (Eδ′ , B2(δ
′)/ ∼) given in [BP]. Let u ∈ B2(δ), and define g : V (Γδ)→ R as in (10). Now we
define T˜ (δ → δ′) : (Eδ, B2(δ)) → (Eδ′ , B2(δ
′)) as follows: T˜ (δ → δ′)u := Iδ
′
(N∗(g)) ∈ B2(δ
′).
(See the discussion below Theorem 3.1.) Under the identification (4), we have that N∗(g) =
g ◦c0, where c0 : V (Γδ)→ V (Γδ′) is a quasi-isometry which continuously extends to the identity
on ∂Γ. When u ∈ C, it is obvious that for any sequence (hn) ⊂ Γδ converging to η ∈ ∂Γ, we
have that limn→∞ g(hn) = u(η). This implies that T˜ (δ → δ
′)|C = IdC. It is shown in [BP]
that the linear map T˜ (δ → δ′) induces the Banach isomorphism between (Eδ, B2(δ)/ ∼) and
(Eδ′ , B2(δ
′)/ ∼). ⊔⊓
We next prove that for any µ, µ′ ∈ M2, there exists an isomorphism between two Besov
spaces (Eµ, B2(µ
′)) and (Eµ′ , B2(µ
′)) which coincides with the identity map on C. Before
proving this claim, we need some preparation.
Lemma 4.11. (1) The functional space (Eµ,HD(µ)/ ∼) is a Hilbert space.
(2) The two Hilbert spaces (Eµ, B2(µ)/ ∼) and (E
µ,HD(µ)/ ∼) are isomorphic. We will denote
the isomorphism by U(µ) : (Eµ, B2(µ)/ ∼)→ (E
µ,HD(µ)/ ∼).
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Proof. We first prove the first claim. Recall that by Proposition 4.1, ℓ2(Γ) is a closed
subspace of the Hilbert space (Eµ,Fµ/ ∼). This fact together with the decomposition Fµ =
ℓ2(Γ)
⊕
HD(µ) implies the result.
We next prove the second claim. Define U˜(µ) : Fµ → B2(µ) as follows: for f ∈ F
µ, let
U˜(µ)f be the limit of f along a path of random walk driven by µ. By Proposition 4.5, U˜(µ) is
surjective and for f ∈ HD(µ), we have that
Eµ(f, f) = Eµ(U˜(µ)f, U˜(µ)f).
In particular, U˜(µ)|HD(µ) is injective. Thus, U˜(µ)|HD(µ) induces a Banach isomorphism between
(Eµ, B2(µ)/ ∼) and (E
µ,HD(µ)/ ∼). ⊔⊓
Proposition 4.12. For any µ, µ′ ∈ M2, there exists a linear map T˜ (µ → µ
′) : (Eµ, B2(µ)) →
(Eµ′ , B2(µ
′)) with T˜ (µ → µ′)|C = IdC which induces the Banach isomorphism T (µ → µ
′) :
(Eµ, B2(µ)/ ∼)→ (Eµ′ , B2(µ
′)/ ∼).
Proof. Recall that by Proposition 4.8, we have Fµ = Fµ
′
and Eµ(f, f) ≍ Eµ
′
(f, f) for
f ∈ Fµ = Fµ
′
. Define a linear map H(µ→ µ′) : HD(µ) → HD(µ′) as follows: for f ∈ HD(µ),
let f = f1+f2 be its Royden decomposition with respect to µ
′ , where f1 ∈ ℓ(Γ) and f2 ∈ HD(µ
′).
Now define H(µ → µ′)f := f2. When H(µ → µ
′)f = 0, we have f ∈ ℓ2(Γ) ∩ HD(µ), hence
f = 0. Thus H(µ → µ′) is injective. On the other hand, take g ∈ HD(µ′) arbitrarily. Let
g = g1 + g2 be its Royden decomposition with respect to µ, where g1 ∈ ℓ(Γ) and g2 ∈ HD(µ).
Then g2 = −g1 + g, hence we have H(µ → µ
′)g2 = g. Therefore H(µ → µ
′) is surjective.
Moreover, for f ∈ HD(µ) we have
Eµ(f, f) = min
h∈ℓ2(Γ)
Eµ(f + h, f + h) ≍ min
h∈ℓ2(Γ)
Eµ
′
(f + h, f + h) = Eµ
′
(H(µ→ µ′)f,H(µ→ µ′)f).
Thus, H(µ → µ′) induces an isomorphism between (Eµ,HD(µ)/ ∼) → (Eµ
′
,HD(µ′)/ ∼).
Hence, we obtain the conclusion if we prove U˜(µ′)◦H(µ→ µ′)◦(U˜(µ)|HD(µ))
−1 : B2(µ)→ B2(µ
′)
coincides with the identity map on C.
Let u ∈ C. By Lemma 2.2 in [Ka], we have that for any sequence (gn) ⊂ Γ converging to
η ∈ ∂Γ, limn→∞Hu(gn) = u(η). This implies that Hu = (U˜(µ)|HD(µ))
−1u. Let Hu = h1 + h2
be the Royden decomposition with respect to µ′ , where h1 ∈ ℓ2(Γ) and h2 ∈ HD(µ
′). Then by
Proposition 4.5, we have that
u = U˜(µ′)(Hu) = U˜(µ′)h2 = U˜(µ
′) ◦H(µ→ µ′)(Hu)
= U˜(µ′) ◦H(µ→ µ′) ◦ (U˜(µ)|HD(µ))
−1u.
Therefore, we get the conclusion. ⊔⊓
We will give the main results of this section below.
Theorem 4.13. For any δ ∈ JAR(∂Γ) and µ ∈ M2, there exist linear maps T˜ (δ → µ) :
(Eδ, B2(δ)) → (Eµ, B2(µ)) and T˜ (µ → δ) : (Eµ, B2(µ)) → (Eδ, B2(δ)) with T˜ (µ → δ)|C =
T˜ (δ → µ)|C = IdC which induce the Banach isomorphisms T (δ → µ) : (Eδ, B2(δ)/ ∼) →
(Eµ, B2(µ)/ ∼) and T (µ→ δ) : (Eµ, B2(µ)/ ∼)→ (Eδ, B2(δ)/ ∼).
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Proof. Take a probability measure µ′ on Γ with a finite support. Then it is shown in
[BHM] that there exists the Green visual metric d(Gµ
′
) on ∂Γ which belong to the Ahlfors-
regular conformal gauge JAR(∂Γ) such that (Eµ′ , B2(µ
′)) = (Ed(Gµ′ ), B2(d(G
µ′))). Now we
choose δ ∈ JAR(∂Γ) and µ ∈ M2 arbitrarily. We define T˜ (δ → µ) : (Eδ, B2(δ)) → (Eµ, B2(µ))
and T˜ (µ→ δ) : (Eµ, B2(µ))→ (Eδ, B2(δ)) by
T˜ (δ → µ) := T˜ (δ → d(Gµ
′
)) ◦ T˜ (µ′ → µ),
T˜ (µ→ δ) := T˜ (µ→ µ′) ◦ T˜ (d(Gµ
′
)→ δ),
respectively. By Lemma 4.10 and Proposition 4.12, it is obvious that the above two linear maps
coincide with the identity on C and induce the Banach isomorphisms. ⊔⊓
5 Besov spaces associated to random walks and the the-
ory of Dirichlet forms
In this section, we first prove that when the Ahlfors-regular conformal dimension of the
Gromov boundary ∂Γ is strictly less than 2, Besov spaces on ∂Γ associated either to metrics
δ ∈ JAR(∂Γ) and to random walks driven by µ ∈ M2 give rise to regular Dirichlet forms on
the boundary. Secondly, we will study a potential theoretic property of Hausdorff measures of
metrics in JAR(∂Γ) and harmonic measures of random walks on Γ. Specifically, we will prove
that those Hausdorff measures and harmonic measures are smooth in a potential theoretic sense
with respect to any regular Dirichlet form on the boundary given by the Besov spaces.
5.1 Regularity of Besov spaces and smoothness of harmonic mea-
sures
From now on, we will assume that there exists a metric δ0 ∈ JAR(∂Γ) such that q0 :=
dim(∂Γ, δ0) < 2. In other words, we will assume that the Ahlfors-regular conformal dimension
of (∂Γ, ρΓ) is strictly less than 2. Let Lip0 be the set of Lipschitz functions with respect to
δ0. By a straightforward computation, we can check that Lip0 ⊂ B2(δ0), thus Lip0 ⊂ C. In
Proposition 4.12, we also checked that isomorphisms between Besov spaces can be arranged in
such a way that functions in Lip0 are invariant. We now claim the regularity of Dirichlet forms
associated to δ ∈ JAR(∂Γ) and µ ∈M2.
Theorem 5.1. Assume the Ahlfors-regular conformal dimension of ∂Γ is strictly less than 2.
Then for any δ ∈ JAR(∂Γ) and any µ ∈ M2, (Eδ, B2(δ)) and (Eµ, B2(µ)) are regular Dirichlet
forms on L2(∂Γ,Hδ) and on L
2(∂Γ, ν) respectively.
Before giving the proof, we introduce the following estimates which are reminiscent of the
Poincare´ inequality.
Lemma 5.2. Let δ ∈ JAR(∂Γ). For u ∈ B2(δ), let g : V (Γδ) → R be a function as defined in
(10). Then, there exists a constant C > 0 such that for any u ∈ B2(δ) we have that
‖u− g(O)‖2L2(Hδ) ≤ CEδ(u, u).
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Proof. The claim immediately follows from Theorem 3.1 and Lemma 3.2 in [BP]. See the
argument below Lemma 3.2 in [BP].
Lemma 5.3. Let (Rk)k≥0 be the random walk on Γ driven by a probability measure µ ∈ M2.
Then, there exist constants a > 1 and C > 0 such that for any g ∈ Fµ we have that∑
k
E[(g(Rk+1)− g(Rk))
2]ak ≤ CEµ(g, g) . (11)
(This is actually true for any non-amenable group.)
Proof. Since every non-elementary hyperbolic group satisfies a linear isoperimetric inequality,
by Theorem 10.3 in [Woe], there exists a constant c > 0 such that µ∗k(id) ≤ e−ck for any k ∈ N.
Moreover, by an elementary inequality µ∗k(x) ≤
√
µ∗2k(id), we have that µ∗k(x) ≤ e−ck for any
x ∈ Γ and any k ∈ N. On the other hand, we have that∑
k
E[(g(Rk+1)− g(Rk))
2]ak =
∑
k
ak
∑
x
µ∗k(x)
∑
y
µ(x−1y)(g(y)− g(x))2.
Combining this formula with the exponential decay of {µ∗k(x)}k≥1, we get the desired estimate
for sufficiently small a > 1 and some constant C > 0. ⊔⊓
Proof of Theorem 5.1. Since Lip0 ⊂ C, the set C separates points. Thus, C is ‖ · ‖∞-
dense in C(∂Γ) by the Stone-Weierstrass theorem. Therefore, we only need to show that C is
dense both in (B2(δ), Eδ + ‖ · ‖L2(Hδ)) and (B2(µ), Eµ + ‖ · ‖L2(ν)). We first prove the claim for
δ ∈ JAR(∂Γ). By [Cos, Proposition 3.13], for any u ∈ B2(δ) there exists a sequence (wn) ⊂ C
such that Eδ(u − wn, u − wn) → 0. Since Eδ(v − c
′, v − c′) = Eδ(v, v) for any v ∈ B2(δ) and
c′ ∈ R, it suffices to show that there exists a constant c ∈ R such that ‖u−wn − c‖L2(Hδ) → 0.
By Lemma 5.2, there exists a constant C > 0 such that
‖v − c‖2L2(Hδ) ≤ CEδ(v, v)
for some c ∈ R depending on v. This implies that C is dense in (B2(δ), Eδ + ‖ · ‖L2(Hδ)) for
δ ∈ JAR(∂Γ) .
We next prove the claim for µ ∈M2. Take v ∈ B2(µ) and let Hv be its harmonic extension
with respect to µ as in (8). By applying Lemma 5.3 to Hv, we get that there exist constants
a > 1 and C > 0 such that∑
k
E
µ[(Hv(Rk+1)−Hv(Rk))
2]ak ≤ CEµ(Hv,Hv) = CEµ(v, v).
Since the limit of Hv along a path of (Rn) coincides with v, by the triangle inequality we obtain
that
‖v − g(O)‖2L2(ν) = E
µ[(v(R∞)− g(O))
2] ≤
∑
k
E
µ[(Hv(Rk+1)−Hv(Rk))
2]ak.
Therefore, we get that
‖v − g(O)‖2L2(ν) ≤ CEµ(v, v). (12)
Thus, we can get the conclusion by a similar argument to the above one. ⊔⊓
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5.2 Smooth measures and measures of finite energy integral
In what follows, we will study some potential theoretic property of Hausdorff measures as-
sociated to the Ahlfors-regular conformal gauge JAR(∂Γ) and harmonic measures associated to
M2. In this subsection, we give several general definitions about measures and potential theory
of Dirichlet forms. We will explain later their probabilistic interpretation, especially how those
measures arise in the study of symmetric Markov processes and their time changes.
Let E be a locally compact Hausdorff space, and m be a positive Radon measure on E.
Assume that we have a regular Dirichlet form (E ,F) on L2(E,m).
Definition 5.4. For an open subset B ⊆ E, we define
LB := {u ∈ F ; u ≥ 1 m-a.e. on B},
and
Cap(B) :=
{
infu∈LB E1(u, u), if LB 6= ∅
∞, if LB = ∅.
For any subset A ⊆ E, we define
Cap(A) = inf
B:open,A⊆B
Cap(B).
The value of Cap(A) is called (1-)capacity of A.
Definition 5.5. Let κ be a positive Borel measure on E. We say that κ is smooth with respect
to a regular Dirichlet form (E ,F) when the following conditions are satisfied.
(1) κ(B) = 0 whenever Cap(B) = 0 and
(2) there exists an increasing sequence (Cn) of closed subsets of E such that
κ(Cn) <∞ for any n ∈ N and
lim
n→∞
Cap(K \ Cn) = 0 for any compact subset K ⊆ E.
Remark 5.6. In what follows, we will choose the Gromov boundary ∂Γ as the state space E,
thus the second condition of smoothness is not important in this paper.
Definition 5.7. Let κ be a positive Radon measure on E. We say that κ is of finite energy
integral with respect to a regular Dirichlet form (E ,F) if there exists a constant C > 0 such
that for any v ∈ F ∩ C0(E) we have that∫
E
|v(x)|dκ(x) ≤ C
√
E1(v, v).
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Note that by Riesz’s representation theorem, a positive Radon measure κ on E is of finite energy
integral with respect to a regular Dirichlet form (E ,F) if and only if for each α > 0, there exists
a unique function Uακ ∈ F such that∫
E
v(x)dκ(x) = Eα(Uακ, v)
for any v ∈ F ∩ C0(E).
Measures of finite energy integral are known to form a subclass of smooth measures.
Proposition 5.8. [FOT, Section 2.2] Any positive Radon measure κ which is of finite energy
integral with respect to a regular Dirichlet form (E ,F) is smooth with respect to (E ,F).
Now we introduce the following notions concerning capacity and smooothness of measures
with respect to regular Dirichlet forms associated to δ ∈ JAR(∂Γ) and µ ∈M2.
Definition 5.9. (1) Thanks to the above theorem, for any δ ∈ JAR(∂Γ) and any µ ∈ M2, we
can define S(∂Γ, δ) (S(∂Γ, µ), resp.) as the collection of all amooth measures with respect
to the regular Dirichlet form (Eδ, B2(δ)) on L
2(∂Γ,Hδ) ((Eµ, B2(µ)) on L
2(∂Γ, ν), resp.).
(2) Similarly, we define S0(∂Γ, δ) (S0(∂Γ, µ), resp.) as the collection of all measures of fi-
nite energy integral with respect to the regular Dirichlet form (Eδ, B2(δ)) on L
2(∂Γ,Hδ)
((Eµ, B2(µ)) on L
2(∂Γ, ν), resp.).
(3) We also define 0(∂Γ, δ) (0(∂Γ, µ), resp.) as the collection of all subsets of ∂Γ with zero
capacity with respect to the regular Dirichlet form (Eδ, B2(δ)) on L
2(∂Γ,Hδ) ((Eµ, B2(µ))
on L2(∂Γ, ν), resp.).
5.3 Poincare´-type inequalities and sets of 0 capacity
Below we consider two random walks with respective driving measures µ and µ′ (always in
M2) and respective harmonic measures ν and ν
′. Now recall that by Theorem 4.13, for any
µ ∈M2, δ ∈ JAR(∂Γ) and any u ∈ C, Eµ(u, u) and Eδ(u, u) are comparable up to multiplicative
constants.
Proposition 5.10. Let µ, µ′ ∈ M2 and δ ∈ JAR(∂Γ). Denote by ν and ν
′ the harmonic
measures of the random walks driven by µ and µ′ respectively. Then, there exists a constant
C > 0 such that for any u ∈ C, we have that(∫
∂Γ
u dν −
∫
∂Γ
u dν ′
)2
≤ CEµ(u, u),
and (∫
∂Γ
u dν −
∫
∂Γ
u dHδ
)2
≤ CEµ(u, u).
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Proof. Let Fδ : Γ → V (Γδ) be a quasi-isometry which continuously extends to the identity
on ∂Γ. Moreover, we will assume that Fδ(id) = O without loss of generality. Then we have
g ◦ Fδ ∈ F
µ. Note that by Ho¨lder’s inequality, for a > 1 we get(
∞∑
k=0
(g ◦ Fδ(Rk+1)− g ◦ Fδ(Rk))
)2
≤
(
∞∑
k=0
(g ◦ Fδ(Rk+1)− g ◦ Fδ(Rk))a
k/2 · a−k/2
)2
≤
(
∞∑
k=0
(g ◦ Fδ(Rk+1)− g ◦ Fδ(Rk))
2ak
)
·
(
∞∑
k=0
a−k
)
.
Since the limit of g ◦ Fδ along a path of (Rn) coincides with u, we get that
‖u− g(O)‖2L2(ν) = ‖u− g ◦ Fδ(id)‖
2
L2(ν) = E
µ[(u(R∞)− g ◦ Fδ(id))
2]
≤
∞∑
k=0
E
µ[(g ◦ Fδ(Rk+1)− g ◦ Fδ(Rk))
2]ak.
By Lemma 5.3, we get that
‖u− g(O)‖2L2(ν) ≤ CE
µ(g ◦ Fδ, g ◦ Fδ).
Since
Eµ(g ◦ Fδ, g ◦ Fδ) ≍ ‖dg‖
2
ℓ2(E(Γδ))
≍ Eδ(u, u),
we get
‖u− g(O)‖2L2(ν) ≤ CEδ(u, u). (13)
Recalling g(O) :=
∫
∂Γ
u dHδ, we get that(∫
∂Γ
u dν −
∫
∂Γ
u dHδ
)2
≤ CEδ(u, u). (14)
We obtain the first estimate by applying the inequality (14) to two harmonic measures ν, ν ′
and combining them with the triangle inequality. ⊔⊓
Theorem 5.11. For any δ ∈ JAR(∂Γ) and µ ∈ M2, we have that S0(∂Γ, δ) = S0(∂Γ, µ). The
similar statement holds for S(∂Γ, δ) and S(∂Γ, µ), also for 0(∂Γ, δ) and 0(∂Γ, µ). We will
denote those common sets by S0(∂Γ),S(∂Γ) and 0(∂Γ) respectively.
Proof. Choose δ ∈ JAR(∂Γ) and µ ∈ M2 arbitrarily. The first claim together with Theorem
2.2.3 in [FOT] implies the second third ones. Thus, it suffices to prove the first claim. Let κ
be a positive Radon measure and assume that κ ∈ S0(∂Γ, δ), namely, there exists a constant
C > 0 such that for any u ∈ C∫
∂Γ
|v(ξ)|dκ(ξ) ≤ C
(
Eδ(v, v) + ‖v‖
2
L2(Hδ)
)
)1/2
. (15)
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We will show that κ ∈ S0(∂Γ, µ). Recall that for any v ∈ C, we have that Eδ(v, v) ≍ Eµ(v, v).
By Lemma 5.2, we have that
inf
c
‖v − c‖2L2(Hδ) ≤ CEδ(v, v) ≤ C
′Eµ(v, v),
for a constant C ′ > 0 independent of v. On the other hand, we have that
inf
c
‖v − c‖2L2(Hδ) = infc
(Hδ(∂Γ) · c
2 − 2c‖v‖L1(Hδ) + ‖v‖
2
L2(Hδ)
)
= ‖v‖2L2(Hδ) −Hδ(∂Γ)
−1‖v‖2L1(Hδ).
Thus, by Proposition 5.10 we get that
‖v‖2L2(Hδ) ≤ C
′Eµ(v, v) +Hδ(∂Γ)
−1‖v‖2L1(Hδ)
≤ C ′Eµ(v, v) +Hδ(∂Γ)
−1 ·
(
‖v‖L1(ν) +
√
CEµ(v, v)
)2
≤
(
C ′ + 2Hδ(∂Γ)
−1C
)
· Eµ(v, v) + 2Hδ(∂Γ)
−1‖v‖2L1(ν)
≤
(
C ′ + 2Hδ(∂Γ)
−1C
)
· Eµ(v, v) + 2Hδ(∂Γ)
−1‖v‖2L2(ν),
where we used Jensen’s inequality in the last step. By substituting the above estimate for the
inequality (15), we get that κ ∈ S0(∂Γ, µ). By using the estimate (12) and Proposition 5.10,
the converse claim can be proved similarly. ⊔⊓
Remark 5.12. Note that both of S(∂Γ) and S0(∂Γ) contain any Hausdorff measure Hδ of a
metric δ ∈ JAR(∂Γ) and any harmonic measure ν of a random walk driven by a probability
measure µ ∈M2 since Hδ is smooth with respect to (Eδ, B2(δ)) and ν is smooth with respect to
(Eµ, B2(µ)).
5.4 Measures of finite energy integral and heat kernel estimates
In this subsection, we will prove an integral condition for measures to be of finite energy
integral, see (17). We will use the heat kernel estimates for non-local Dirichlet forms from
[GHH, CKW, CK], which we state below. Recall that the metric δ0 belongs to the Ahlfors-
regular conformal gauge JAR(∂Γ), and q0 := dim(∂Γ, δ0) < 2. This last condition ensures
that results obtained in [GHH] can be applied to the regular Dirichlet form (Eδ0 , B2(δ0)) on
L2(∂Γ,Hδ0). We refer to [GHH], in particular statement (1.16), for the following
Theorem 5.13. There exists a jointly measurable transition density function p0t (·, ·) on (0,∞)×
∂Γ× ∂Γ associated to the regular Dirichlet form (Eδ0 , B2(δ0)) on L
2(∂Γ,Hδ0), and p
0
t (·, ·) sat-
isfies the following estimates: define qt(·, ·) : (0,∞)× ∂Γ× ∂Γ→ R≥0 by
qt(ξ, η) =


t−1, when t ≥ δ0(ξ, η)
q0,
t
δ0(ξ, η)2q0
, when 0 < t ≤ δ0(ξ, η)
q0,
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then there exist constants C1, C2 > 0 such that
(C1)
−1qt(ξ, η) ≤ p
0
t (ξ, η) ≤ C1qt(ξ, η)
for any t ∈ (0, 1) and any ξ, η ∈ ∂Γ, and such that
(C2)
−1 ≤ p0t (ξ, η) ≤ C2
for any t ≥ 1 and any ξ, η ∈ ∂Γ.
We now introduce the following criterion using p0t (·, ·) for measures of finite energy integral.
Lemma 5.14. Let κ be a positive Radon measure on ∂Γ. Then κ ∈ S0(∂Γ) if and only if∫
∂Γ
∫
∂Γ
(∫ ∞
0
e−tp0t (ξ, η)dt
)
dκ(ξ)dκ(η) <∞. (16)
Proof. The above equivalence immediately follows from Theorem 5.11 and Problem 4.2.1 in
[FOT]. ⊔⊓
Using the estimates of p0t (·, ·) given in Theorem 5.13 and computing the left hand side of
(16), we obtain the following criterion for measures of finite energy integral.
Proposition 5.15. Let κ be a positive Radon measure on ∂Γ. Then κ ∈ S0(∂Γ) if and only if∫
∂Γ
∫
∂Γ
| log δ(ξ, η)|dκ(ξ)dκ(η) <∞, (17)
for some (⇔ any) metric δ ∈ JAR(∂Γ).
Proof. By Corollary 11.5 in [Hei], we know that the finiteness of the integral (17) does
not depend on the choice of δ ∈ JAR(∂Γ). Thus, in the light of Lemma 5.14, we only need to
compare the two integrals (16) and (17) when we choose δ = δ0 in (17). Since diam(∂Γ, δ0) <∞
and κ is a positive Radon measure, we have that∫
∂Γ
∫
∂Γ
| log δ0(ξ, η)|1{δ0(ξ,η)>1}dκ(ξ)dκ(η) <∞.
By using the estimates in Theorem 5.13, it is immediate to check that∫
∂Γ
∫
∂Γ
(∫ ∞
0
e−tp0t (ξ, η)dt
)
1{δ0(ξ,η)>1}dκ(ξ)dκ(η) <∞.
Note that by Theorem 5.13, p0t (·, ·) is of constant order for t ≥ 1. Thus in order to show the
converse claim, it suffices to prove that∫
∂Γ
∫
∂Γ
| log δ0(ξ, η)|1{δ0(ξ,η)≤1}dκ(ξ)dκ(η) <∞,
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if and only if ∫
∂Γ
∫
∂Γ
(∫ 1
0
e−tp0t (ξ, η)dt
)
1{δ0(ξ,η)≤1}dκ(ξ)dκ(η) <∞
or equivalently if and only if∫
∂Γ
∫
∂Γ
(∫ 1
0
p0t (ξ, η)dt
)
1{δ0(ξ,η)≤1}dκ(ξ)dκ(η) <∞.
Let ξ and η be such that δ0(ξ, η) ≤ 1. It immediately follows from the bounds in Theorem
5.13 that
(C1)
−1(
1
2
− q0 log δ0(ξ, η)) ≤
∫ 1
0
p0t (ξ, η)dt ≤ C1(
1
2
− q0 log δ0(ξ, η)).
Thus, we get the conclusion. ⊔⊓
We next give an alternative proof of one implication of Proposition 5.15 which does not
involve the heat kernel estimates. We will prove that if (17) is finite then κ ∈ S0(∂Γ).
Proof. By Corollary 11.5 in [Hei], we know that the finiteness of the integral (17) does
not depend on the choice of δ ∈ JAR(∂Γ). Fix a metric δ ∈ JAR(∂Γ). Let v ∈ C and define
g : V (Γδ)→ R as in (10). Notice that there exists a surjective continuous map from the set of
geodesic rays R in Γδ emanating from O to ∂Γ, which is defined by r 7→ limt→∞ r(t) (r ∈ R).
Now we take its measurable section ξ ∈ ∂Γ→ rξ ∈ R. See [Par, Chapter I] for the existence of
such a measurable section. Remark that by the continuity of v, for any sequence (xn) ⊂ V (Γδ)
and ξ ∈ ∂Γ with limn→∞ xn = ξ we have that limn→∞ g(xn) = v(ξ). Thus for any positive
Radon measure κ on ∂Γ, we have that
∫
∂Γ
vdκ−
∫
∂Γ
vdHδ =
∫
∂Γ
dκ(ξ)

∑
e∈β(ξ)
dg(e)

 ,
where β(ξ) is the set of edges in Γδ that rξ passes through. By the Cauchy-Schwartz inequality,
we get that
∫
∂Γ
dκ(ξ)

∑
e∈β(ξ)
dg(e)

 = ∑
e∈E(Γδ)
(∫
∂Γ
dκ(ξ)1{e∈β(ξ)}
)
dg(e)
≤ ‖dg‖ℓ2(E(Γδ)) ·
√√√√ ∑
e∈E(Γδ)
(∫
∂Γ
dκ(ξ)1{e∈β(ξ)}
)2
.
For any fixed e ∈ E(Γδ), we have that(∫
∂Γ
dκ(ξ)1{e∈β(ξ)}
)2
=
∫
∂Γ
dκ(ξ)
∫
∂Γ
dκ(η)1{e∈β(ξ)∩β(η)}.
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Thus,
∑
e∈E(Γδ)
(∫
∂Γ
dκ(ξ)1{e∈β(ξ)}
)2
=
∫
∂Γ
dκ(ξ)
∫
∂Γ
dκ(η)|β(ξ) ∩ β(η)|,
where |A| denotes the cardinality of the set A. By using the tree approximation for δ-hyperbolic
metric spaces (for instance Theorem 1.1 in [Coo], which refers to [Gro]), we know that there
exists a constant C > 0 such that |β(ξ) ∩ β(η)| is bounded above by (ξ|η)δO + C, where (ξ|η)
δ
O
is the Gromov product of ξ and η on Γδ with respect to the base point O. Noticing that by
Proposition 2.1 in [BP], exp(−(ξ|η)δO) is comparable to δ(ξ, η), hence |β(ξ) ∩ β(η)| is bounded
above by | log δ(ξ, η)|+ C. Thus we get the desired result. ⊔⊓
5.5 Driving measures with a finite first moment
We only proved so far that harmonic measures with driving measures in M2 are of finite
energy integral. Now we extend Theorem 5.11 to a harmonic measure of a random walk driven
by µ ∈M1. The proof uses Proposition 5.15 and the deviation inequality shown in [MS] which
controls how a path of a random walk on Γ deviates from geodesics.
Theorem 5.16. Assume the Ahlfors-regular conformal dimension of ∂Γ is strictly less than 2.
Then, both of S(∂Γ) and S0(∂Γ) contain any harmonic measure ν of a random walk driven by
a probability measure µ ∈M1.
Proof. Denote by (Rn) the random walk driven by µ ∈ M1. If we choose as δ a visual metric
ρΓ on ∂Γ for (17), the integral (17) is finite if and only if
E
µ[(R∞, R
′
∞)id] <∞,
where (·, ·)id is the Gromov product with respect to the base point id which is computed in
the word metric, and (R′n) is a random walk driven by µ starting at id which is independent of
(Rn). By the symmetry of (Rn) and (R
′
n), we observe that for any n,m ∈ N
E
µ[(Rn, R
′
m)id] = E
µ[(id, Rn+m)Rn ].
By Theorem 11.1 in [MS], we have that
sup
n,m∈N
E
µ[(id, Rn+m)Rn ] <∞,
which implies the conclusion. ⊔⊓
6 Time changes of processes associated with Dirichlet
forms
In Section 4, we introduced the notions such as smooth measures and measures of finite
energy integral, which concern the relation between measures and potential theory of Dirichlet
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forms. In this section, we will introduce several general facts on Dirichlet forms to explain the
probabilistic interpretation of smooth measures and measures of finite energy integral, which
are heavily related to time changes of symmetric Markov processes.
Let E be a locally compact separable metric space and m be a positive Radon measure on E
with full support. If we are given a regular Dirichlet form (E ,F) on L2(E,m), we can associate
an m-symmetric Hunt process (Xt, Px) on E. In the theory of Dirichlet forms, it is well-known
that there is a relationship, called the Revuz correspondence, between smooth measures on E
and positive additive functionals (PCAFs in short). See [FOT, CF] for the precise definition of
PCAFs. We denote the set of smooth measures on E by S, and the set of PCAFs of the Hunt
process X by A+c . In what follows, we denote the extended Dirichlet space of (E ,F) by (Fe, E).
For a given A ∈ A+c , define the measure µA, called the Revuz measure of A, by the following
formula: for any f ∈ B+(E),
〈µA, f〉 = lim
t↓0
1
t
Em
[∫ t
0
f(Xs)dAs
]
Two positive additive functionals A,B ∈ A+c are called m-equivalent if Pm(At = Bt) = 1 for
every t > 0.
Theorem 6.1. (1) For any A ∈ A+c , µA ∈ S.
(2) For any µ ∈ S, there exists A ∈ A+c which satisfies µA = µ uniquely up to m-equivalence.
(3) For A ∈ A+c and µ ∈ S, the following conditions are equivalent.
(a) µA = µ
(b) For any f, h ∈ B+(E), any α > 0 and any t > 0,
Eh·m
[∫ t
0
e−αsf(Xs)dAs
]
=
∫ t
0
〈Psh, f · µ〉ds,
where (Ps) is the heat semigroup associated to the process X.
The following theorem gives the probabilistic interpretation of sets of zero capacity.
Theorem 6.2. Let (E ,F) be a regular Dirichlet form on L2(E,m) and (Xt) be the m-symmetric
Hunt process which corresponds to (E ,F). Then for a set C ⊆ E, we have that Cap(C) = 0 if
and only if
Px(Xt /∈ C for any t ∈ [0,∞)) = 1
for m-almost every x.
For a PCAF Aµ ∈ A+c whose Revuz measure is µ ∈ S, define its right continuous inverse τt
by
τt := inf{s > 0;A
µ
s > t}.
Then the time-changed process Yt := Xτt is a µ-symmetric Markov process. The Dirichlet form
of Yt is characterized by the following theorem.
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Theorem 6.3. For B ∈ B(E), define the hitting time σB of B by
σB := inf{t > 0;Xt ∈ B}.
Let Aµ be a PCAF whose Revuz measure is µ ∈ S, and τt be the right continuous inverse of
Aµ. Denote the support of Aµ by F. Define (Eˇ , Fˇ) by
Fˇ := {u ∈ L2(F, µ) ; u = ϕ˜ µ-a.e. on Y for some ϕ ∈ Fe},
Eˇ(u, v) := E(HFu,HFv) for u, v ∈ Fˇ ,
where ϕ˜ is a quasi-continuous modification of ϕ (See Theorem 2.1.3 in [FOT].) and HFf(x) :=
Ex [f(XσF ); σF <∞] , x ∈ E, f ∈ B+(E). Then (Eˇ , Fˇ) is the regular Dirichlet form on L
2(F, µ)
which corresponds to Yt := Xτt . We will call (Eˇ , Fˇ) the trace of (E ,F) on Y with respect to µ.
6.1 The reflected Dirichlet spaces
In [Ch], it is shown that for any regular transient Dirichlet form, its reflected Dirichlet space
can be defined. But in this paper, we will only deal with reflected Dirichlet spaces of regular
Dirichlet forms on discrete graphs corresponding to random walks on them. The reflected
Dirichlet spaces which arise in discrete settings are characterized as in the following example.
See [CF, Section 6.5] for details.
Example 6.4. (See Example 2.8 for notation used here) Let (V,E) be an infinite connected
locally finite graph with the vertex set V and the unoriented edge set E. Then, the constant
speed random walk (Xt) corresponds to the following regular Dirichlet form (E ,F) on L
2(V,m);
E(u, v) :=
1
2
∑
x,y:[x,y]∈E
c([x, y])(u(x)− u(y))(v(x)− v(y)),
F = C0(V )
E1
.
It is shown in [CF, Section 6.5] that when the constant speed random walk (Xt) on V is transient,
the reflected Dirichlet space (E ref ,F ref) of (E ,F) is given by
E ref := E ,
F ref := {u : V → R ; E(u, u) <∞}.
Now we introduce the following theorem, which is fundamental in the theory of reflected
Dirichlet forms.
Theorem 6.5. [Ch, Theorem 3.10][CF, Theorem 6.2.14] Let (E ,F) be a regular transient
Dirichlet form on L2(E,m) and denote its reflected Dirichlet space by (E ref ,F ref). Define
(F ref)a := F ref ∩ L
2(E,m). Then (E ref , (F ref)a) is a Dirichlet form on L
2(E,m).
In what follows, we will utilize the following results about reflected Dirichlet spaces.
Theorem 6.6. [CF, Proposition 6.4.6, Theorem 6.6.10] Let (E ,F) be a transient regular
Dirichlet form on L2(E,m). Then the following results hold.
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(1) If m is a finite measure on E, then the extended Dirichlet space of (E , (F ref)a) coincides
with (F ref , E).
(2) For any µ ∈ S with full support, let (Eˇ , Fˇ) be the trace of (E ,F) with respect to µ. If we
denote the reflected Dirichlet space of (Eˇ , Fˇ) by (Eˇ ref , Fˇ ref), then we have (Eˇ ref , Fˇ ref) =
(E ref ,F ref).
Remark 6.7. In most examples, the Dirichlet space (F ref)a is not regular. For an infinite
connected locally finite graph as in Example 6.4, all functions defined on V are continuous and,
except in very special situations, the Dirichlet space (F ref)a will not be rich enough to contain
a subset that is dense in the set of all continuous functions. It is then not possible to construct
a Hunt process on V whose Dirichlet form is the reflected one.
It follows from general theorems, that there always exists a regular Dirichlet form on an
extended state space that is equivalent to the reflected Dirichlet form (F ref)a, see [FOT, Appendix
A.4].
In the next part of this paper, rather than using the general theory, we will show that one
can define the reflected random walk on the group Γ enlarged with its Gromov boundary ∂Γ.
In other words we obtain a regular Dirichlet form that is equivalent to the reflected one on the
state space Γ ∪ ∂Γ.
7 Reflected random walks on Γ∪ ∂Γ and their trace pro-
cesses on ∂Γ
In this section, we will give a probabilistic interpretation of the strong Markov process of
jump type associated to the regular Dirichlet form (B2(µ), Eµ) by using the random walk (Rn)
on Γ driven by µ when µ ∈M2. To do so, we first construct a reflected random walk on Γ∪ ∂Γ
by using reflected Dirichlet spaces introduced in the previous subsection. We then prove its
trace process on ∂Γ coincides with the jump process associated to (B2(µ), Eµ).
We now explain the construction of reflected random walks on Γ ∪ ∂Γ. Let µ ∈ M2, and
(Xt) be the constant speed random walk associated to the regular Dirichlet form (E
µ, ℓ2(Γ)) on
ℓ2(Γ). The process (Xt) takes infinite time to reach ∂Γ since its holding time at any vertex in
Γ is distributed as the exponential distribution with mean 1.
We first take time change of (Xt) in such a way that the time-changed process reaches the
boundary ∂Γ within finite time. This can be done as follow: let ω be a finite measure on Γ
with full support. Define (Yt) by taking time change of (Xt) in such a way that at a vertex
x ∈ Γ, (Yt) has a holding time distributed as the exponential distribution with mean ω(x).
Then, (Yt) corresponds to the regular Dirichlet form (E
µ, ℓ2(Γ)) on L
2(Γ, ω), and (Yt) is time
change of (Xt) by the PCAF
∫ t
0
ω(Xs)ds which is related to ω by the Revuz correspondence.
(Since ω has full support, it is obvious that ω is smooth with respect to the regular Dirichlet
form (Eµ, ℓ2(Γ)) on ℓ2(Γ).)
According to the second claim of Theorem 6.6, the reflected extension of the Dirichlet form
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of (Yt) is given by
Eµref := E
µ,
Fµref := F
µ(= {f : Γ→ R ; Eµ(f, f) <∞}),
(Fµref)a := F
µ ∩ L2(Γ, ω).
and Fµref = F
µ coincides with the extended Dirichlet space of
(Eµref , (F
µ
ref)a) = (E
µ,Fµ ∩ L2(Γ, ω)).
By Theorem 6.5, (Eµ,Fµ ∩ L2(Γ, ω)) is a Dirichlet form on L2(Γ, ω). On the other hand,
(Eµ,Fµ ∩ L2(Γ, ω)) is not regular on L2(Γ, ω) since C(Γ) is the set of all functions on Γ when
Γ is endowed with the discrete topology, and Fµ ∩ L2(Γ, ω) is not large enough to be dense
in (C(Γ), ‖ · ‖∞). We now utilize the Gromov compactification to obtain the regularity in the
following manner: consider ω as a measure on Γ ∪ ∂Γ that gives zero weight to the boundary.
Note that ω still has full support. Then we look at all functions defined on Γ ∪ ∂Γ whose
restrictions to Γ are in L2(Γ, ω) and in Fµ. Recall that for any function in Fµ, we can define
its boundary value on ∂Γ thanks to the discussion above Lemma 4.2. We now introduce the
following notation.
F˜µ := {f : Γ ∪ ∂Γ→ R ; f |Γ ∈ F
µ },
F˜µa := {f ∈ F˜
µ; f |Γ ∈ L
2(Γ, ω)},
E˜µ(f, f) := Eµ(f |Γ, f |Γ) for f ∈ F˜
µ.
The above extension does not change the L2 norm, nor the Dirichlet norm or the L∞ norm. In
other words, two Dirichlet forms (Eµ,Fµ ∩ L2(Γ, ω)) and (E˜µ, F˜µa ) are equivalent in the sense
in [FOT, Appendix A.4, p 422]. Moreover, we deduce that (E˜µ, F˜µa ) is a Dirichlet form on
L2(Γ ∪ ∂Γ, ω) and the reflected Dirichlet space of (E˜µ, F˜µa ) is F˜
µ since similar claims hold for
(Eµ,Fµ ∩ L2(Γ, ω)). We now prove that (E˜µ, F˜µa ) is a regular Dirichlet form on L
2(Γ ∪ ∂Γ, ω)
though (Eµ,Fµ ∩ L2(Γ, ω)) is not a regular Dirichlet form on L2(Γ, ω).
Theorem 7.1. Assume that the Ahlfors-regular conformal dimension of ∂Γ is strictly less than
2. Then for µ ∈M2, (E˜
µ, F˜µa ) is a regular Dirichlet form on L
2(Γ ∪ ∂Γ, ω).
Proof. We only need to prove that C(Γ ∪ ∂Γ) ∩ F˜µa is dense both in (C(Γ ∪ ∂Γ), ‖ · ‖∞) and
in (E˜µ + ‖ · ‖L2(Γ∪∂Γ,ω), F˜
µ
a ). Note that
C(Γ ∪ ∂Γ) ∩ F˜µa = C(Γ ∪ ∂Γ) ∩ F˜
µ,
since ω is a finite measure on Γ ∪ ∂Γ.
We first prove that C(Γ ∪ ∂Γ) ∩ F˜µ is dense in (C(Γ ∪ ∂Γ), ‖ · ‖∞). By Stone-Weierstrass
theorem, we just need to prove that C(Γ ∪ ∂Γ) ∩ F˜µ separates points in Γ ∪ ∂Γ. Obviously,
it is enough to prove the claim for points in ∂Γ. For any η, ξ ∈ ∂Γ with η 6= ξ, there exists
a function u ∈ Lip0 such that u(η) = 1 and u(ξ) = 0. Note that u ∈ C since Lip0 ⊂ C. Let
Hu : Γ → R be the harmonic extension of u as in (8), then by Proposition 4.5 and Theorem
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4.13, we get Hu ∈ Fµ. We will prove that the function Hu ·1Γ+u ·1∂Γ ∈ C(Γ∪∂Γ). Take any
sequence (gn) ⊂ Γ converging to τ ∈ ∂Γ. Then, by [Ka, Lemma 2.2], the sequence of harmonic
measures (νgn) weakly converges to the dirac measure of τ . Since u is bounded and continuous,
this implies limn→∞Hu(gn) = u(τ). This is enough to prove the claim.
We next prove that C(Γ ∪ ∂Γ) ∩ F˜µ is dense in (E˜µ + ‖ · ‖L2(Γ∪∂Γ,ω), F˜
µ
a ). Take h ∈ F˜
µ
a
arbitrarily. By Theorem 1.4.2 in [FOT], we have that h ∨ 0, h ∧ 0 ∈ F˜µa . Therefore, we can
assume that h is a nonnegative function. We let v : ∂Γ → R be the limit of h(Xt), then
v ∈ B2(µ) and v is also nonnegative. Since C is dense in (Eµ, B2(µ)), we can take a sequence
(wn) ⊂ C such that Eµ(v − wn, v − wn)→ 0. Moreover, by the argument in the proof of [Cos,
Proposition 3.13], we can assume that 0 ≤ wn ≤ v. Since we have that Eµ(u, u) = E
µ(Hu,Hu)
for any u ∈ B2(µ) and Hv = h, this implies that E
µ(h − Hwn, h − Hwn) → 0. Thus we
get that h − Hwn is pointwise convergent on Γ to some constant c
′ ∈ R. By the above
argument, we also have that Hwn · 1Γ + wn · 1∂Γ ∈ C(Γ ∪ ∂Γ) for any n ∈ N. Noticing that
Eµ(h− c, h− c) = Eµ(h, h) for any c ∈ R, it suffices to prove that there exists a constant c ∈ R
such that ‖h−Hwn − c‖L2(Γ∪∂Γ,ω) → 0. Now by applying the Royden decomposition to h, we
have h = h′ +Hv, where h′ ∈ ℓ2(Γ) ⊂ L
2(Γ ∪ ∂Γ, ω). Since
|h−Hwn − c| ≤ |h
′|+ |H(v − wn)|+ |c| ≤ |h
′|+ |Hv|+ |c|,
we have Hv ∈ L2(Γ ∪ ∂Γ, ω). By the dominated convergence theorem, we get the conclusion.
⊔⊓
By the Theorem 7.1, there exists a Γ ∪ ∂Γ-valued, ω-symmetric process (Wt) associated to
the regular Dirichlet form (E˜µ+‖·‖L2(Γ∪∂Γ,ω), F˜
µ
a ). Note that the process (Wt) is recurrent since
1 ∈ F˜µa . (See Theorem 1.6.3 in [FOT].) For a process (St) on Γ∪ ∂Γ and a subset A ⊂ Γ∪ ∂Γ,
we define
τS(A) := inf{t > 0 ; St /∈ A}.
The next result gives a verification of the claim that (Wt) is an extension of (Yt).
Proposition 7.2. (Yt ; 0 ≤ t ≤ τY (Γ))
(d)
= (Wt ; 0 ≤ t ≤ τW (Γ)).
Proof. We will prove that the extended Dirichlet spaces associated to the above two processes
coincide. By the inequality (7), there exists a constant C > 0 such that
‖f‖2ℓ2(Γ) ≤ CE
µ(f, f)
for any f ∈ ℓ2(Γ). Hence the extended Dirichlet space associated to (Yt ; 0 ≤ t ≤ τY (Γ)) is
ℓ2(Γ).
On the other hand, by Theorem 3.4.9 in [CF], the extended Dirichlet space associated to
(Wt ; 0 ≤ t ≤ τW (Γ)) is given by {f ∈ F˜
µ ; f˜ = 0 q.e. on ∂Γ}, where f˜ is a quasi-continuous
modification of f . Now we have the decomposition Fµ = ℓ2(Γ)
⊕
HD(µ) and any function in
HD(µ) with zero boundary value should be identically zero. Thus we get the conclusion. ⊔⊓
The next theorem gives a probabilistic interpretation of the regular Dirichlet form (Eµ, B2(µ))
on L2(∂Γ, ν).
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Theorem 7.3. Assume that the Ahlfors-regular conformal dimension of ∂Γ is less than 2.
Then for µ ∈ M2, the regular Dirichlet form (Eµ, B2(µ)) on L
2(∂Γ, ν) coincides with the trace
of (E˜µ, F˜µa ) on ∂Γ with respect to ν. In other words, the regular Dirichlet form (Eµ, B2(µ))
on L2(∂Γ, ν) corresponds to a ν-symmetric Hunt process on ∂Γ which is time change of the
reflecting random walk (Wt) with respect to the PCAF corresponding to ν by the Revuz corre-
spondence.
Remark 7.4. Notice that the trace of (E˜µ, F˜µa ) on ∂Γ with respect to ν does not depend on the
choice of ω.
Proof. Let (E˜, F˜ ) be the trace of (E˜µ, F˜µa ) on ∂Γ with respect to ν. Then by Theorem 6.3,
(E˜, F˜ ) is given by
E˜(u, u) := Eµ(H∂Γu,H∂Γu),
F˜ := {u ∈ L2(∂Γ, ν) ; u = g˜ ν-a.e. on ∂Γ for some g ∈ F˜µ},
where g˜ is a quasi-continuous modification of g and H∂Γu(g) := Eg[u(WτW (Γ))]. By Proposition
7.2, we get that
Eg[u(WτW (Γ))] =
∫
∂Γ
u(η)dνg(η) = Hu(g).
Thus, it suffices to prove that F˜ = B2(µ). We first show that F˜ ⊃ B2(µ). Take v ∈ B2(µ)
arbitrarily. By Proposition 4.5, there exists f ∈ F˜µ such that limt→∞ f(Xt) = v(X∞) P
µ-a.s.
This implies that f˜ = v ν-a.e. on ∂Γ.
We next show that F˜ ⊂ B2(µ). Take u ∈ F˜ arbitrarily. Then, we have that u = g˜ ν-a.e.
on ∂Γ for some g ∈ F˜µ. On the other hand, by Proposition 4.5 again, there exists w ∈ B2(µ)
such that limt→∞ g(Xt) = w(X∞) P
µ-a.s. Hence, we get that u = w ν-a.e., and this implies
that u ∈ B2(µ). ⊔⊓
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