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Die Anforderungen an Computersysteme haben sich in den letzten Jahren besonders im privaten 
Bereich deutlich verändert, hin zu einem Speicher- und Wiedergabesystem für digitale Medien wie 
Musik, Videos und Fotos. Diese Entwicklung wird durch die noch immer wachsende Beliebtheit 
von MP3-Dateien und ihren Derivaten, digitaler Fotografie und neuerdings auch durch digitales 
hochauflösendes Fernsehen angetrieben. Sie hat ihren vorläufigen Höhepunkt in sog. »Mediacen-
ter«-Applikationen gefunden, die digitale Medien endgültig im heimischen Wohnzimmer ankom-
men lassen [Ker03]. 
 
Leider sind die von Betriebssystemen eingesetzten Dateisysteme nicht weiterentwickelt worden, um 
den veränderten Anforderungen beim Speichern und vor allem Wiederfinden tausender Dateien ge-
recht zu werden. Lediglich die physikalische Größe von Dateisystemen ist durch Einführung größe-
rer Adressräume und effizienterer Datenstrukturen gewachsen. Auf logischer Ebene bieten die heute 
eingesetzten Dateisysteme als Ordnungsschema noch immer eine Verzeichnishierarchie an, die je-
doch deutliche Nachteile aufweist. [Dou00] identifiziert einige dieser Nachteile, die teilweise be-
reits in [Mal83] beschrieben worden sind, dort allerdings bezogen auf Papierakten. Zunächst kön-
nen Dateien nur an genau einem Platz in der Verzeichnishierarchie abgelegt werden. Ein Beispiel 
hierfür ist der folgende Verzeichnisbaum, in den ein fiktiver Nutzer seine Fotos einsortiert: 
 
 
Abb. 1-1: Verzeichnishierarchie eines fiktiven Nutzers 
 
Auf der obersten Ebene sind alle Fotos in Aufnahmen von Geburtstagsfeiern und Urlaubsfotos ein-
geteilt – erstere dann nach Personen, letztere nach Ländern und schließlich weiter nach Orten. Die-
ses System weist jedoch prinzipielle Lücken auf: Wo sollen beispielsweise Fotos von Bertas Ge-
burtstag abgelegt werden, wenn sie ihn auf Mallorca gefeiert hat ? Wenn entsprechende Bilder in 
beiden Zusammenhängen auffindbar sein sollen, müssen sie auch über beide Ordner zugänglich 
gemacht werden, etwa mittels Einführung symbolischer Links. Das Anlegen weiterer Kategorien, 
etwa des Aufnahmejahres, steigert diesen Aufwand zusehends weiter. 
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Darüber hinaus ist eine solche Verzeichnishierarchie auf die Mitarbeit des Benutzers angewiesen 
[Mil05], der geeignete Kategorien für seine Dateien finden, entsprechende Unterverzeichnisse anle-
gen und dann auch einsetzen muss. In der Praxis wird es zudem oft vorkommen, dass Dateien in 
den falschen Verzeichnissen gespeichert werden, so dass sie nicht mehr aufgefunden werden kön-
nen und »verloren gehen«. 
 
Für diesen Fall bieten Betriebssysteme mehr oder weniger gute Suchfunktionen an, die als Suchkri-
terium jedoch nur die Attribute erlauben, die das Dateisystem selbst verwaltet. Weitere Metadaten, 
die insbesondere in modernen Multimedia-Dateiformaten enthalten sind, stehen oft nur in einigen 
Programmen zur Verfügung, die solche Dateiformate öffnen können. Auf Betriebssystem-Ebene 
sind diese Attribute unzugänglich, obwohl gerade sie eine sinnvolle Suche ermöglichen würden. 
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Das Hauptziel dieser Arbeit besteht darin, den Zugriff von Benutzern auf ihre Dateien, insbesondere 
auf Multimedia-Inhalte, zu verbessern. Diese Aufgabenstellung erfordert die interdisziplinäre Bear-
beitung der Bereiche Integration ( Kap. 1.1.1), Indexierung ( Kap. 1.1.2) und Interaktion 
( Kap. 1.1.3). Auf der Basis einer Referenz-Library, welche die Integration und Indexierung von 
hochdimensionalen Datenobjekten realisiert, kann die Interaktion durch diverse Verbesserungen op-
timiert werden: 
 
 
Abb. 1.1-1: Resultate (blau) und ihre Vorteile für den Benutzer (orange) 
 
Im Zusammenspiel erfüllen diese Innovationen das oben gesetzte Ziel eines verbesserten Zugriffs 
auf eine große Anzahl Dateien. Abschließend werden Möglichkeiten zur Integration in bereits exis-
tierende Systeme sowie zur Weiterentwicklung vorgestellt ( Kap. 8). 
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Als Teilziel »Integration« wird der uneingeschränkte Zugriff auf alle Attribute von Dateien und Tu-
peln relationaler Datenbanken auf Betriebssystem-Ebene realisiert. 
 
oÉÑÉêÉåòJiáÄê~êóI= 6
Integration von 
Datenbanken und 
Dateisystemen,  4
Indexierung durch 
Master/Slave-
Index,  5
Integration ins 
Betriebssystem,  6
sÉêÄÉëëÉêíÉ=fåíÉê~âíáçåI= 7
Hypertext-
Shell
 7.1
Joins
 7.2
Benutzerdef. 
Suchfilter
 7.3
Automatische 
Ordner
 7.4
Semantisches 
Tagging
 7.5
Aufgaben-
Orientierung
 7.6
»Fancy fancy 
indexing«
 7.7
N=báåäÉáíìåÖ=
P=
Marsden stellt hierzu in [Mar03] fest, dass Datenbanken ursprünglich in hierarchielosen Dateien 
gespeichert wurden. Später wurden hierarchische Datenbanken eingeführt, die die Darstellung von 
1:n-Beziehungen zwischen Entitäten erlaubten. Durch ein hierarchisches Datenmodell konnten je-
doch nicht alle Beziehungen zwischen Entitäten modelliert werden, weshalb Links eingeführt wur-
den, um die Hierarchie zu durchbrechen. Auf dieser Entwicklungsstufe befinden sich auch her-
kömmliche Dateisysteme [Mar03]. Inzwischen hat sich in der Datenbanktechnik jedoch das rela-
tionale Datenmodell [Cod70] durchgesetzt [Saa05], mit dem Beziehungen dynamisch durch die 
Daten selbst modelliert werden. 
 
Gifford et al. haben in [Gif91] den Begriff des semantischen Dateisystems eingeführt. Damit sind 
Dateisysteme gemeint, die beliebige Attribute (Metadaten) zu Dateien abspeichern und verwalten 
können. In  Kap. 4 wird das Datenmodell einer »Library« eingeführt, auf das sich die Modelle 
von Dateisystemen und relationalen Datenbanken abbilden lassen. Auf diese Weise werden beide 
Systeme auf logischer Ebene vereinigt, so dass alle Attribute für Applikationen zugänglich sind 
[Sho93] und globale Gültigkeit [Imf02] erlangen. Beziehungen werden durch die Attribute selbst 
modelliert, so dass keine von außen erzwungenen Hierarchien wie Verzeichnisbäume mehr benötigt 
werden. 
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Die Attribute von Datenobjekten müssen indexiert werden, um auch bei großen Datenmengen einen 
ausreichend schnellen Zugriff zu erzielen. Speziell bei der Indexierung von Dateiattributen werden 
Probleme durch den hochdimensionalen Datenraum verursacht (»Fluch der Dimensionen«, 
 Kap. 3.3.1). Ebenfalls negativ wirkt sich aus, dass der Index in der Regel innerhalb eines physi-
kalischen Dateisystems gespeichert wird ( Kap. 3.3.3). 
 
Das Teilziel »Indexierung« besteht darin, die oben genannten Probleme beim Indexieren von Datei-
attributen zu lösen. Dies wird durch eine neuartige Datenstruktur erreicht, die anhand einer Refe-
renz-Implementierung erprobt wird. Der »Master/Slave-Index« ( Kap. 5) ist für den Einsatz in 
hochdimensionalen Datenräumen, die von heterogenen Objekt-Schemata erzeugt werden, geeignet. 
Da außerdem alle Algorithmen sequenziell arbeiten und ohne Neupositionierung des Dateizeigers 
auskommen, wird durch eine zusätzliche Komprimierung des Indexes eine weitere Leistungssteige-
rung erzielt. 
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Basierend auf der Integration und Indexierung wird als letztes Teilziel die Interaktion mit großen 
Datenmengen durch die Realisierung fortschrittlicher Benutzerschnittstellen verbessert. In einer Re-
ferenz-Library können sehr viele Dateien anhand ihrer Metadaten sowie weiterer, vom Benutzer 
vergebener Attribute schnell organisiert und aufgefunden werden. 
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Im Rahmen dieser Arbeit wurden folgende Resultate mit Neuheitswert erzielt: 
 
• Traditionell werden die Gebiete »Betriebssysteme« sowie »Datenbanken« als unabhängige Dis-
ziplinen angesehen. Daher bestand ein Bedarf an einer umfassenden Bestandsaufnahme bereits 
existierender Ansätze zur Verbesserung von Dateisystemen ( Kap. 2). Im Zuge dieser Be-
standsaufnahme wurden auch eingesetzte Indexe untersucht ( Kap. 3). 
• Das Datenmodell für Libraries, auf das sich die Modelle von relationalen Datenbanken und Da-
teisystemen abbilden lassen, wird eingeführt ( Kap. 4). 
• Der »Master/Slave-Index« wird als neue Datenstruktur zur Indexierung eingeführt ( Kap. 5). 
• Zum Nachweis der praktischen Funktionsfähigkeit des Library-Modells wird eine Referenz-
Library vorgestellt ( Kap. 6). 
• Auf Basis einer Library als schnelles Speichersystem für Datenobjekte mit beliebigen Attributen 
werden Verbesserungen an Benutzungsschnittstellen, und damit bei der Interaktion mit Dateien, 
beschrieben ( Kap. 7). 
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Die Resultate dieser Arbeit ( Kap. 1.2) stützen sich auf diverse Veröffentlichungen, deren alleini-
ger Autor Konstantin Koll ist. In [Kol08a] wird die Benutzung möglichst großer Zuordnungseinhei-
ten in Dateisystemen zur Steigerung der Zugriffsgeschwindigkeit gefordert. [Kol08b] beschreibt die 
Architektur der Referenz-Library sowie die Schwierigkeiten bei ihrer Implementierung, insbesonde-
re bezüglich der Indexierung ( Kap. 6). Der Master/Slave-Index ( Kap. 5) und seine Leistungs-
fähigkeit ( Kap. 6.3) wird ausführlich in [Kol08c] beschrieben. Zuletzt waren Verbesserungen an 
Webserver-Applikationen ( Kap. 7.7) Gegenstand eines Vortrages [Kol08d]. 
 
Darüber hinaus wurde 2007 der Master/Slave-Index ( Kap. 5) beim U.S. Patentamt unter der 
Nummer 11/892071 unter Berufung auf ein provisorisches Patent vom 18.09.2006 zum Patent an-
gemeldet [Kol07a]. 
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Seit langer Zeit wird an Möglichkeiten gearbeitet, die Organisation von Dateisystemen zu optimie-
ren. In den letzten Jahren erfreuen sich vor allem sog. »Desktop-Suchmaschinen« ( Kap. 2.10) 
großer Beliebtheit, die von Suchmaschinen-Betreibern wie Google und Yahoo für lokale Dateisys-
teme entwickelt wurden; ähnliche Programme existieren schon seit Anfang der 1990er-Jahre (Lotus 
Magellan,  Kap. 2.1). 
 
In diesem Kapitel werden verschiedene Ansätze untersucht, dokumentiert und bewertet 
( Kap. 2.11). Neben Desktop-Suchmaschinen werden auch relevante Entwicklungen aus dem 
akademischen Bereich und Techniken, die lediglich Teilaufgaben lösen, chronologisch vorgestellt. 
Viele Ideen dieser Lösungen und Prototypen sind dabei in Weiterentwicklungen eingeflossen. Die 
untersuchten Lösungen sind sehr unterschiedlicher Natur, sowohl hinsichtlich ihrer Zielsetzung als 
auch ihrer Arbeitsweise. Dadurch wird ein direkter Vergleich erschwert. 
 
Es lassen sich jedoch zwei unterschiedliche Ansätze definieren, die in einigen Systemen sogar kom-
biniert werden. Zum einen wird versucht, Dateien und Applikationen in eine objektorientierte Ge-
samtarchitektur einzubinden. Diese Entwicklung hat mit dem Rufus-Projekt ( Kap. 2.3) und Mic-
rosoft OLE ( Kap. 2.4) begonnen, und wurde mit moderneren Systemen wie Microsoft WinFS 
( Kap. 2.9) fortgesetzt. Andererseits wird versucht, die eingangs erwähnten Schwächen physikali-
scher Dateisysteme ( Kap. 1) durch Weiterentwicklungen oder Zusatzsoftware zu beheben. Das 
Rufus-Projekt, BeFS ( Kap. 2.7) und Microsoft WinFS lassen sich beiden Kategorien zuordnen. 
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1990 wurde von der Firma Lotus das DOS-Programm »Magellan« als eine der ersten Desktop-
Suchmaschinen veröffentlicht. Moderne Desktop-Suchmaschinen ( Kap. 2.10) basieren noch im-
mer auf dem Architekturmodell, das mit Magellan eingeführt wurde: 
 
Physikalisches
Dateisystem
Betriebssystem
App Suchmaschine Index
 
Abb. 2.1-1: Architektur einer Desktop-Suchmaschine 
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Desktop-Suchmaschinen sind normale Applikationen, die über das Betriebssystem auf das Dateisys-
tem zugreifen. Die Suchmaschine wird erst aktiv, wenn der Anwender nach Dateien sucht, die be-
stimmte Metadaten oder Schlüsselworte enthalten. 
 
1990 existierten viele der heute verbreiteten Dateiformate wie PDF, MP3, JPEG, QuickTime oder 
AVI [Kol03] [Kol07b] noch nicht, so dass auch die Metadaten-Attribute dieser Dateitypen weitge-
hend unbekannt waren. Aus diesem Grund unterstützt Magellan lediglich das Durchsuchen von Da-
teien nach Schlüsselworten und verwendet einen Volltext-Index. Die Extraktion von Textstellen 
wird dabei von Plug-Ins (»Viewer« genannt) übernommen. Im Lieferumfang befinden sich Viewer 
für viele damals benutzte Dateiformate, unter anderem: 
 
• Ascii-Text 
• CompuServe 
• dBase 
• GIF 
• Lotus 1-2-3 
• Lotus Agenda 
• Lotus Manuscript 
• Lotus Symphony 
• LotusWorks 
• Microsoft Excel 
• Microsoft Word 
• Multiplan 
• Paradox 
• PCX 
• Quark Express 
• Quicken 
• Quattro Pro 
• WordPerfect 
• Wordstar 
Abb. 2.1-2: von Lotus Magellan unterstützte Dateiformate 
 
Da die Magellan-Suchmaschine aufgrund ihres Alters besonders einfach aufgebaut ist, kann sie hier 
exemplarisch die Funktionsweise moderner Desktop-Suchmaschinen ( Kap. 2.10) veranschauli-
chen, die ausnahmslos nach demselben Prinzip arbeiten. 
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Nach dem Programmstart erscheint die Magellan-Oberfläche, die in der linken Spalte alle Dateien 
von allen Datenträgern des Computers enthält. Die Verzeichnisstruktur wird dabei vollständig igno-
riert, denn Magellan dient ja gerade dem Auffinden von Dateien mit unbekanntem Pfad: 
 
 
Abb. 2.1-3: Programmstart 
 
Abb. 2.1-4: Suchen nach einem Begriff 
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Beim ersten Programmstart kann die Suchanfrage allerdings noch nicht bearbeitet werden, da Ma-
gellan noch keine Dateien indexiert hat: 
 
 
Abb. 2.1-5: Fehlender Index 
 
Vor dem Indexieren können bestimmte Dateiendungen angegeben werden. ∗W∗ beschreibt dabei alle 
Dateien auf allen logischen Laufwerken, ausgenommen werden jedoch Dateien mit den Extensio-
nen, denen ein Minuszeichen vorangestellt ist (hier also alle ausführbaren Dateien): 
 
 
Abb. 2.1-6: Zu indexierende Dateitypen 
 
Im Anschluss werden die oben ausgewählten Dateien ohne weitere Eigenaktivität des Benutzers in 
ca. 40 Minuten indexiert: 
 
 
Abb. 2.1-7: Indexierung 
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Nach dem Indexieren der Dateien ist die Suche nach dem Begriff »procedure« erfolgreich und lie-
fert eine Dateiliste, die hier fast ausschließlich aus Quelltexten besteht: 
 
 
Abb. 2.1-8: Erfolgreiche Suche 
 
Der dabei benutzte Index belegt in komprimierter Form auf der Festplatte über 21 MB, das sind et-
wa 2% der ursprünglichen Datenmenge. Die unterschiedlichen Dateien enthalten zudem Namen und 
Dateizeit aller indexierten Dateien, um Veränderungen feststellen zu können. 
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Lotus Magellan setzt einen Volltext-Index ein, der vom Benutzer konfiguriert und an unterschiedli-
che Sprachen angepasst werden kann. Die Konfigurationsdatei j^dbii^kKpvj enthält drei Tabel-
len (pbm^o q^lop, `^pb und ploq), welche die Indexierung wesentlich beeinflussen: 
 
pbm^o^qlop=
................ 
................ 
...SSSS......... 
0000000000...... 
.AAAAAAAAAAAAAAA 
AAAAAAAAAAA....A 
.AAAAAAAAAAAAAAA 
AAAAAAAAAAA..... 
AAAAAAAAAAAAAAAA 
AAAAAAAAAAAASA.S 
AAAAAA.......... 
.....AAAA.....S. 
......AA........ 
AAAAAAAAA.....A. 
AAAAAA.AAAAAAA.. 
....SS.......... 
`^pb=
................ 
................ 
................ 
................ 
.ABCDEFGHIJKLMNO 
PQRSTUVWXYZ..... 
.ABCDEFGHIJKLMNO 
PQRSTUVWXYZ..... 
ÇÜÉÂÄÀÅÇÊËÈÏÎÌÄÅ 
ÉÆÆÔÖÒÛÙYÖÜØ.Ø.. 
ÁÍÓÚÑÑ.......... 
.....ÁÂÀ........ 
......ÃÃ........ 
ÐÐÊËÈ.ÍÎÏ.....Ì. 
Ó.ÔÒÕÕ.ÞÞÚÛÙÝÝ.. 
................ 
ploq=
................ 
................ 
................ 
................ 
................ 
................ 
.ABCDEFGHIJKLMNO 
PQRSTUVWXYZ..... 
CUEAAAACEEEIIIAA 
EAAOOOUUYOUO$O.$ 
AIOUNN..?....!"" 
.....AAA.....$$. 
......AA.......$ 
DDEEEIIII.....I. 
OSOOOO.Þ.UUUYY.. 
................ 
Abb. 2.1-9: Wesentlicher Inhalt von j^dbii^kKpvj 
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Das Layout der Tabellen orientiert sich am Standard-Zeichensatz mit 256 Zeichen (8 Bit), angeord-
net als 16×16-Matrix. Die Tabelle pbm^o q^lop definiert für jedes Zeichen, welche Bedeutung es 
für die Aufteilung der Daten in einzelne Begriffe besitzen soll: 
 
 Effekt auf die Indexierung 
p= Das Zeichen trennt ein Wort und wird als alleinstehendes Symbol indexiert 
^= Das Zeichen ist Teil eines Wortes 
M= Das Zeichen ist Teil einer Zahl und wird als Nummer indexiert 
K= Das Zeichen trennt ein Wort, wird aber nicht indexiert 
Abb. 2.1-10: Wertebereich der pbmbo q^lop -Tabelle 
 
Die `^pb-Tabelle definiert für alle lateinischen Buchstaben und Umlaute bzw. internationalen Zei-
chen den zugehörigen Großbuchstaben, so dass alle Begriffe unabhängig von Groß- und Klein-
schreibung indexiert werden. Ähnlich wird die ploq-Tabelle verwendet, um eine geeignete Sortie-
rung aller Begriffe zu ermöglichen. Eine Suche nach bestimmten Attributen (etwa »Künstler«) ist 
nicht möglich, da der Ursprung der einzelnen Begriffe nicht erfasst wird. 
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Unix-Betriebssysteme können mehrere unterschiedliche Dateisysteme mounten; darunter auch das 
»Network File System« (NFS) [RFC1094]. Gifford hat mit dem »Semantic File System« (SFS) 
1991 einen NFS-Server implementiert, der dem Client ein semantisches Dateisystem liefert [Gif91]. 
 
Analog zu Lotus Magellan ( Kap. 2.1) verwendet SFS Module zur Extraktion und Indexierung 
von Metadaten aus verschiedenen Dateiformaten; diese Module werden in [Gif91] »Transducer« 
genannt. Damit auch ältere Applikationen auf das Semantic File System zugreifen können, wird es 
noch unterhalb der Betriebssystem-Ebene eingebunden: 
 
Semantic
File System
Betriebssystem
App
Physikalisches
Dateisystem
App App
 
Abb. 2.2-1: Architektur des Semantic File Systems  [Gif91] 
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SFS benutzt virtuelle Dateien bzw. Verzeichnisse, um Suchanfragen entgegenzunehmen und Ergeb-
nisse zurückzuliefern. Nachfolgend wird davon ausgegangen, dass der Mountpoint des Semantic Fi-
le System LëÑë ist. Suchanfragen werden durch Zugriffe auf bestimmte Unterverzeichnisse realisiert. 
Die Metadaten werden im Gegensatz zu vielen anderen Systemen ( Kap. 2.1,  Kap. 2.10.4) ge-
trennt nach Attribut (Absender, Empfänger, Datum usw.) indexiert, so dass für jedes Attribut ein vir-
tuelles Verzeichnis gebildet werden kann. Der Inhalt eines solchen Verzeichnisses sind weitere Un-
terverzeichnisse, die alle indexierten Attributwerte enthalten: 
 
 
Abb. 2.2-2: Inhalt von LëÑëLçïåÉê  [Gif91] 
 
Ein Unterverzeichnis enthält symbolische Links zu den eigentlichen Dateien, die sich in einem phy-
sikalischen Dateisystem befinden. Diese Liste wird dabei jedes Mal dynamisch erzeugt: 
 
 
Abb. 2.2-3: Alle Dateien von »Smith«  [Gif91] 
 
Mehrere Auswahlkriterien können in einem einzigen Pfadnamen zusammengefasst werden, das Er-
gebnis ist dann eine ^ka-Verknüpfung der einzelnen Filter: 
 
 
Abb. 2.2-4: Alle Dateien von »Smith«, die den Begriff »resume« enthalten  [Gif91] 
 
Das virtuelle Verzeichnis ÑáÉäÇW zeigt alle verfügbaren Attributnamen als Unterverzeichnisse an. Das 
Verzeichnis íÉñíW gestattet dabei das Durchsuchen aller Dateikörper, was das Schema der einzelnen 
Dateiformate durchbricht: 
 
 
Abb. 2.2-5: Virtuelles Verzeichnis ÑáÉäÇW  [Gif91] 
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Die Idee, Verzeichnisse dynamisch und auf den Attributen bzw. dem Inhalt von Dateien basierend 
zu erzeugen, wurde u.a. 1999 von Gopal et al. wieder aufgegriffen [Gop99], die sich explizit auf 
das SFS aus [Gif91] berufen. Während SFS alle dynamisch erzeugten Verzeichnisse unter dem 
Mountpoint LëÑë erzeugt, vermischt das in [Gop99] entworfene Dateisystem HAC (für »Hierarchy 
And Content«) die Verzeichnisstruktur des physikalischen Dateisystems mit virtuellen Ordnern. 
 
Das 2005 von Mills in [Mil05] veröffentlichte MetaFS ist weitgehend identisch mit SFS, unterstützt 
allerdings moderne Dateiformate wie MP3 und JPEG sowie deren Standards für Metadaten [Nil05] 
[EXI07]. Darüber hinaus enthält MetaFS zusätzliche Befehle zur Manipulation der verschiedenen 
Attribute. 
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In [Gif91] wird auch die Leistungsfähigkeit des Semantic File System untersucht. Da der Prototyp 
keine Unterstützung für das Umbenennen oder Löschen von Dateien bietet, wird eine Liste mit ge-
löschten Dateien verwaltet, die bei Suchanfragen aus dem Suchergebnis entfernt werden. Die Ein-
träge im eigentlichen Index werden erst bei einer vollständigen Neuindexierung gelöscht. 
 
[Gif91] beschreibt eine Neuindexierung von Testdaten, die am 23. Juli 1991 vorgenommen wurde. 
An diesem Tag war die Gesamtgröße des Dateisystems 326 MB, wobei 230 MB von öffentlich les-
baren Dateien belegt wurden. Nur 68 MB konnten indexiert werden, da für die übrigen 162 MB 
keine Übersetzer (»transducer« genannt) verfügbar waren. Die Dateien sind wie folgt klassifiziert: 
 
 
Anzahl Größe 
Object 871 8.503 KB 
Quelltext 2.755 17.991 KB 
Text 1.871 20.638 KB 
Andere 2.274 21.187 KB 
 7.771 68.319 KB 
Abb. 2.2-6: Indexierte Dateien am 23. Juli 1991  [Gif91] 
 
Der erstellte Index hatte eine Größe von 10019 KB, wobei 6621 KB von Tabellen und 3398 KB 
durch die Baumstruktur belegt wurden. Der Index belegt also ein Siebtel der ursprünglichen Da-
tenmenge. Die Zeit für die vollständige Neuindexierung von einer Million Attributwerten, die in 
den Dateien enthalten waren, betrug 96 Minuten [Gif91]: 
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Zeit 
Verzeichnisbaum lesen 0:07 
Dateityp ermitteln 0:01 
Transducer »Verzeichnis« 0:01 
Transducer »Object« 0:08 
Transducer »Quelltext« 0:23 
Transducer »Text« 0:23 
Transducer für andere Dateitypen 0:24 
Indextabellen erzeugen 1:22 
Indexbaum erzeugen 0:06 
 1:36 
Abb. 2.2-7: Zeitbedarf für vollständige Neuindexierung am 23. Juli 1991  [Gif91] 
 
[Gif91] bemerkt, dass das Erstellen des Index maßgeblich von der I/O-Geschwindigkeit abhängt, da 
die CPU während 60% der Zeit unbelastet war. Auch die Bearbeitung von Suchanfragen hängt stark 
von der Datenträgergeschwindigkeit ab. Die Zeit, die von Lotus Magellan ( Kap. 2.1) für eine 
vollständige Neuindexierung benötigt wird, ist mit dem Zeitbedarf in [Gif91] vergleichbar. 
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Das Rufus-Projekt besteht aus den Applikationen ñêìÑìë (grafische Applikation), êìÑìëíêå (erwei-
terter Usenet-Reader) und êìÑìëÄäÇ (Indexierung), die alle auf Userebene ablaufen [Sho93]. Damit 
entspricht das Rufus-Design prinzipiell dem einer Desktop-Suchmaschine ( Abb. 2.1-1). 
 
Ähnlich wie das Semantic File System ( Kap. 2.2) zielt das Rufus-Projekt darauf ab, das Auffin-
den von Dateien zu verbessern. Rufus bietet dazu nicht nur eine einfache Suchfunktion, sondern 
bettet aufgefundene Dateien in ein objektorientiertes Konzept ein [Sho93]. 
 
In [Sho93] wird festgestellt, dass ein ideales Dateisystem die Semantik der Dateiformate kennt, also 
ein semantisches Dateisystem sein sollte. Für jeden Dateityp kann dann nicht nur eine Suchfunktion 
bereitgestellt, sondern auch automatisch die geeignete Applikationen zur Bearbeitung aufgerufen 
werden. Um dies zu erreichen, wird in [Sho93] ein Klassifizierer eingeführt, der die Klasse (also 
Format bzw. Typ) einer gegebenen Datei ermittelt. Die erzeugten Objekte extrahieren die Attribute 
der Dateien und sind somit ein wichtiger Bestandteil der Suchfunktion, die ihrerseits einen Index 
über alle erkannten Attribute nutzt. 
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Eine zuverlässige Klassifizierung einer Datei ist notwendig, damit das richtige Modul die Metada-
ten zur Indexierung extrahieren kann. Jede Rufus-Klasse besitzt eine Funktion, die einen Wert zwi- 
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schen 0 und 10 zurückliefert, abhängig von der wahrscheinlichen Zugehörigkeit der untersuchten 
Datei zur Klasse. Dabei sucht ein Klassifizierer nach bestimmten Schlüsselworten oder Binärmus-
tern, die typisch für ein bestimmtes Dateiformat sind. Als Test wurden 847 Beispieldateien ver-
schiedener Typen klassifiziert, davon jedoch nur 90% korrekt [Sho93]. 
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Basierend auf der jeweiligen Klasse wird für jede indexierte Datei ein Objekt erstellt, das neben den 
extrahierten Metadaten auch spezifische Methoden enthält, beispielsweise zur Anzeige, zur Bearbei-
tung oder zum Drucken. Rufus-Objekte sind allerdings nicht in der Lage, Änderungen (etwa er-
gänzte Metadaten) auch an den Dateien im physikalischen Dateisystem durchzuführen [Sho93]. 
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OLE ist die Abkürzung für »Object Linking and Embedding« und bezeichnet die Objektorientie-
rung von Applikationen und ihren Dateiformaten, die 1993 mit Windows 3.1 veröffentlicht wurde. 
OLE ist somit etwa gleichzeitig mit Rufus ( Kap. 2.3) entwickelt worden, und bettet wie Rufus 
Dateien in ein objektorientiertes Konzept ein. Microsoft OLE zielt allerdings auf die Zusammenar-
beit verschiedener Programme ab und löst damit im Rahmen dieser Arbeit nur ein Teilproblem. 
 
Ein Objekt wird als Menge von Informationen definiert, die entweder verknüpft (»linked«) oder in 
ein anderes Dokument eingebettet (»embedded«) werden. Ein eingebettetes Objekt ist eine ins 
Hauptdokument aufgenommene Kopie einer Datei, die mit einer anderen Anwendung erstellt wur-
de. Ein eingebettetes Objekt ist nicht mehr mit dem Original verbunden; wird das Objekt also geän-
dert, wirken sich diese Änderungen nicht auf die Quelldatei aus und umgekehrt [Mic93]. 
 
Wird im Gegensatz dazu ein verknüpftes Objekt erstellt, so wird eine Verbindung zwischen dem 
Zieldokument und dem Quelldokument erschaffen. Obwohl das verknüpfte Dokument als Teil der 
Zieldatei angezeigt und auch ausgedruckt wird, sind die Daten, aus denen das Objekt besteht, wei-
terhin nur im Quelldokument vorhanden. Wird ein verknüpftes Objekt modifiziert, ändert sich 
gleichzeitig das Quelldokument. Umgekehrt wirken sich auch Änderungen des Quelldokuments auf 
das verknüpfte Objekt im Zieldokument aus (es wird aktualisiert) [Mic93]. 
 
Das Verknüpfen und Einbetten von Objekten ist dem Kopieren und Einfügen sehr ähnlich. Das Er-
gebnis hängt davon ab, mit welcher Software gearbeitet wird. Wenn die Anwendung OLE unter-
stützt, wird ein verknüpftes oder eingebettetes Objekt erstellt. Andernfalls wird nur eine statische 
Kopie der Quelldatei erzeugt [Mic93]. 
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Microsoft OLE greift nicht tief ins Betriebssystem ein, sondern stellt für OLE-kompatible Anwen-
dungen lediglich eine Registrierung aller anderen OLE-Anwendungen ( Kap. 2.4.2) und ein ent-
sprechendes API zur Verfügung. Mit dem Objekt-Manager ( Kap. 2.4.3) steht außerdem ein 
Hilfsprogramm zur Verfügung: 
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Abb. 2.4-1: OLE-Architektur 
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Als Zieldatei soll ein einfaches Word-Dokument dienen. Microsoft Word verfügt natürlich über 
OLE-Fähigkeiten: 
 
 
Abb. 2.4-2: Einfaches Word-Dokument 
 
In das Dokument kann nun ein OLE-Objekt eingefügt werden. Entweder wird dazu ein neues 
Quelldokument erstellt und als Objekt eingebunden, oder das Objekt wird aus einer bereits gespei-
cherten Datei erzeugt: 
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Abb. 2.4-3: Neues Objekt erstellen 
 
Abb. 2.4-4: Objekt aus einer Datei erzeugen 
 
OLE wird nicht nur von großen Applikationen unterstützt, sondern ist vor allem für Tools nützlich. 
Zusammen mit MS Word werden einige kleinere Programme mitgeliefert, die OLE-Objekte erstel-
len können: u.a. MS Draw (Vektorgrafiken), MS Formel-Editor, MS Graph (Diagramme) und MS 
WordArt (Texteffekte). In diesem Beispiel wird ein Formel-Objekt eingefügt; der Formel-Editor be-
nutzt ab OLE 2.0 das Word-Fenster, um sich selbst innerhalb des Zieldokuments darzustellen: 
 
 
Abb. 2.4-5: Formel-Editor innerhalb des Word-Fensters 
 
Wenn der Formel-Editor beendet wird, übernimmt die Ziel-Applikation, also Microsoft Word, wie-
der die Kontrolle über das Fenster. Das eingebettete Objekt wird nun innerhalb des Dokuments dar-
gestellt und kann auch ausgedruckt werden: 
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Abb. 2.4-6: Eingebettetes Formel-Objekt 
 
Wäre der Formel-Editor getrennt gestartet und die Formel als Datei gespeichert worden, hätte die 
Datei als verknüpftes Objekt ins Zieldokument eingefügt werden können ( Abb. 2.4-4). 
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Damit das Erstellen und Einfügen von Objekten möglich ist, muss jedes Objekt einem Anwen-
dungsprogramm zugeordnet werden. Microsoft OLE benutzt dazu keinen Klassifizierer 
( Kap. 2.3.1), sondern verwaltet in der Datei obdKa q^ im tfkaltp-Verzeichnis eine Registrie-
rung, in die sich OLE-kompatible Programme während der Installation eintragen: 
 
 
Abb. 2.4-7: Registry unter Windows 3.11 
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Zu jedem Datentyp werden wichtige Informationen gespeichert, vor allem mögliche Befehle (éêáåí 
und çéÉå in der Gruppe ëÜÉää) sowie die zuständige Programmdatei (bnkbafqKbub): 
 
 
Abb. 2.4-8: Registrierung des Formel-Editors 
 
Ab Windows 95 wurde die Registry aufgewertet und dient als zentrale Konfigurationsdatei für bei-
nahe alle Programme und Einstellungen; sie kann immer noch mit obdbafqKbub bearbeitet werden, 
und sogar die Angaben über Dateiformate und OLE-kompatible Programme sind noch vorhanden: 
 
 
Abb. 2.4-9: Registrierungs-Editor ab Windows 95 
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Der Objekt-Manager ist ein Systemprogramm und dient dazu, ein Dokument einer nicht OLE-
fähigen Anwendung als Symbol einzufügen. Dazu wird aus den Ursprungsdaten ein OLE-Paket er-
zeugt. Es handelt sich dabei um ein eigenständiges Objektformat, das mit der Programmdatei des 
Objekt-Managers registriert wurde (m^`h^dboKbub): 
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Abb. 2.4-10: Paket-Erstellung mit dem Objekt-Manager 
 
Das erstellte Paket kann danach in ein Zieldokument eingebettet werden; Verknüpfungen sind nicht 
möglich. Im obigen Beispiel ( Kap. 2.4.1) würde statt des eigentlichen Bildes also nur ein Symbol 
innerhalb des Word-Dokuments erscheinen. Das Paket wird also ähnlich dargestellt wie eine an eine 
EMail angehängte Datei. 
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Zusammen mit Microsoft Office 95 und 97 wird das Program »Indexerstellung« installiert und for-
tan im Hintergrund ausgeführt. Das Programm indexiert im Hintergrund alle Dateien, die zu MS Of-
fice kompatibel sind. In der Systemsteuerung erscheint ein neues Kontrollfeld, mit dem sich die In-
dexerstellung konfigurieren lässt: 
 
 
Abb. 2.5-1: Indexerstellung in der Systemsteuerung 
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Der erstellte Index wird von den Office-Programmen (Word, Excel, PowerPoint usw.) benutzt, um 
beim Öffnen von Dateien eine inhaltsbezogene Suche anzubieten: 
 
 
Abb. 2.5-2: Inhaltsbezogene Suche in Microsoft Word 97 
 
Damit entspricht auch die Architektur der Microsoft Indexerstellung derjenigen einer Desktop-
Suchmaschine ( Abb. 2.1-1). Dafür ist es unerheblich, dass die Suche selbst nur innerhalb der Of-
fice-Software stattfindet. Vor einer Suche müssen jedoch, wie bei anderen Produkten auch, alle re-
levanten Dateien indexiert werden. In einem einfachen Test wurden alle Office- und Web-
Dokumente eines Windows-PCs, insgesamt 2067 Dateien, innerhalb von etwa 15 Minuten unter ho-
her Auslastung der Systemressourcen erfasst; der fertige Index belegte dabei ca. 5,1 MB. 
 
Die starke Beanspruchung von Ressourcen ist wegen der alle 2 Stunden stattfindenden Neuindexie-
rung bedenklich. Deshalb zog die Microsoft Indexerstellung starke Kritik von Anwendern auf sich, 
vielleicht auch weil von einem Office-Paket kein derartiges Verhalten erwartet wird. Durch diese 
Kritik hat sich Microsoft schließlich veranlasst gefühlt, im WWW unter [Mic00] eine Anleitung 
zum Deaktivieren der Indexerstellung bereitzustellen. 
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Der »Explorer« ist seit Windows 95 der Datei-Manager des Betriebssystems und übernimmt auch 
die Darstellung des Desktops und der Task-Leiste, die sich typischerweise am unteren Bildschirm-
rand befindet. Zur Darstellung von Dateieigenschaften und zum Ändern der Attribute bietet der Ex-
plorer eine Dialogbox an, die ohne weitere Maßnahmen für alle Dateiformate gleich ist: 
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Abb. 2.6-1: Eigenschaften einer normalen Datei 
 
Applikationen haben jedoch die Möglichkeit, den Explorer durch ein Plug-In zu erweitern. Vor al-
lem die diversen Programme aus dem Office-Paket (Word, Excel, PowerPoint u.a.) machen von die-
ser Möglichkeit Gebrauch, aber auch der Windows Media Player. Dadurch wird der »Eigenschaf-
ten«-Dialog semantisch (also typabhängig) und zeigt abhängig vom jeweiligen Dateiformat zusätz-
liche Metadaten an: 
 
 
Abb. 2.6-2: Powerpoint-Datei 
 
Abb. 2.6-3: AVI-Video 
 
Diese Plug-Ins sind als eine Erweiterung von Microsoft OLE ( Kap. 2.4) anzusehen, da sie für be-
stimmte Dateitypen (wie z.B. PowerPoint-Präsentationen oder AVI-Videos) in die Registry-Datei 
( Kap. 2.4.2) eingetragen wurden. 
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Die Firma Be Inc. wurde 1991 mit dem Ziel gegründet, ein neuartiges Betriebssystem und darauf 
abgestimmte Hardware zu entwickeln. Eine erste Version von BeOS wurde im Sommer 1996 auf 
der MacWorld Expo in Boston vorgestellt. Da BeOS von Grund auf neu entwickelt wurde, schleppt 
das Betriebssystem keine Altlasten früherer Systeme mit sich herum und bringt außerdem viele Vor-
teile anderer Betriebssysteme wie Mac OS, Windows und Unix zusammen [Har05]. 
 
BeOS nutzt das »BeOS File System« (BeFS) als Dateisystem. Es weist Ähnlichkeiten zum ext2-
Dateisystem [Kol07b] auf, kombiniert dieses aber mit den Fähigkeiten eines semantischen Datei-
systems. BeFS verfolgt somit einen integrierten Ansatz: 
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Abb. 2.7-1: Integrierte Architektur von BeOS 
 
In diesem Abschnitt wird auf die besonderen Fähgkeiten von BeFS eingegangen: auf Übersetzer 
( Kap. 2.7.1), Postfächer ( Kap. 2.7.2) und auf die Suchfunktion ( Kap. 2.7.3). 
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Unter BeOS besitzen die meisten Applikationen, wie bei anderen Betriebssystemen auch, einen 
Menupunkt »Speichern unter«, durch den man neben einem anderen Namen auch ein anderes Datei-
format auswählen kann. Traditionell ist es Aufgabe der Anwendung, den Programmcode zum Spei-
chern der Datei bereitzustellen. Dadurch haben die Entwickler mehrfache Arbeit, da diese Module 
in vielen Programmen implementiert werden müssen; besonders problematisch ist das Fehlen eines 
bestimmten Formats in einer Applikation [Hac99]. 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
OO=
BeOS stellt allen Programmen Übersetzungsmodule an einer zentralen Stelle zur Verfügung, die das 
Laden und Speichern von Dateien übernehmen. Dadurch sind die Applikationen kleiner, und ihre 
Fähigkeiten können mit neuen Modulen gemeinsam erweitert werden [Hac99]: 
 
 
Abb. 2.7-2: BeOS-Übersetzer 
 
Unter »Preferences« kann die Liste der installierten Übersetzer eingesehen werden. Viele Module 
können hier auch konfiguriert werden: beispielsweise kann beim JPEG-Übersetzer die Bildqualität 
für das Speichern eingestellt werden, da Bilder im JPEG-Format verlustbehaftet komprimiert wer-
den [Hac99]. 
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Eine Besonderheit stellt auch der Umgang mit elektronischer Post dar. Während herkömmliche Be-
triebssysteme das Speichern der EMails einer Zusatzsoftware überlassen ( Kap. 4), ist unter BeOS 
die entsprechende Funktionalität ins Dateisystem integriert. Die verschiedenen Ordner für den Post-
eingang, Postausgang und vom Benutzer angelegte Postverzeichnisse haben spezielle Attribute, die 
die Anzahl der ungelesenen, zu sendenden oder bereits abgeschickten EMails anzeigen. Die Attribu-
te wie Absender, Empfänger, Thema oder Datum werden direkt als Eigenschaft der Datei angezeigt: 
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Abb. 2.7-3: Postfächer 
 
 
Abb. 2.7-4: EMails als eigenständige Dateien mit besonderen Attributen 
 
Das BeOS-Dateisystem bindet die besonderen Attribute von Maildateien ein, so dass es Aspekte ei-
nes semantischen Dateisystems besitzt. Da das Dateisystem aber auch nach wie vor für die physika-
lische Speicherung in einzelnen Blöcken sorgt, stellt BeFS eine Mischform dar. Detaillierte Infor-
mationen zum BeOS-Dateisystem, insbesondere auch zum physikalischen Teil und zur Performanz, 
finden sich in [Gia99]. 
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Da BeFS die besonderen Attribute einiger Dateiformate einbindet, ist es einfach, eine inhaltsbezo-
gene Suche über diese Attribute zu implementieren. Natürlich ist eine einfache Suche nach Dateien 
mit einem bestimmten Namen oder Namensteil möglich (»All files and folders« und »by Name«, 
 Abb. 2.7-5). Zusätzlich kann die Suche auf bestimmte Dateitypen eingegrenzt werden, da BeOS 
das Dateiformat unabhängig von einer möglichen Namensendung verwaltet (»E-mail«, 
 Abb. 2.7-6). Eine Suche nach Dateien mit bestimmten Attributen (»by Attribute«,  Abb. 2.7-6) 
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ist aber ebenso möglich. Wird also beispielsweise nach Maildateien gesucht, können alle bei diesem 
Dateityp vorhandenen Metadaten in die Suchanfrage aufgenommen werden ( Abb. 2.7-7). 
 
 
Abb. 2.7-5: Suche nach Dateien anhand des Namens bzw. der Endung 
 
 
Abb. 2.7-6: Suche nach Mails 
 
 
Abb. 2.7-7: Suche nach EMails anhand typspezifischer Attribute 
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Das »Database File System« (DBFS) wurde als Linux-Addon im August 2004 von Gorter im Rah-
men seiner Diplomarbeit an der Universität Twente implementiert [Gor04]. Bei DBFS handelt es 
sich um ein semantisches Dateisystem, dessen Ziel die Überwindung der klassischen hierarchischen 
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Verzeichnisstruktur ist. Die Software greift tief ins Linux-System und die KDE-Oberfläche 
[KDE06] ein, um sich nahtlos in bereits bestehende Applikationen zu integrieren. Die Architektur 
wirkt dementsprechend komplex: 
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Abb. 2.8-1: Architektur des DBFS 
 
Das DBFS schaltet sich als semantisches Dateisystem zwischen das physikalische Dateisystem und 
das Betriebssystem ein. Einzelne Module der KDE-Oberfläche werden dabei ersetzt, so dass 
alle KDE-Applikationen ein verändertes Dialogfenster für das Öffnen und Speichern von Dateien 
aufrufen: 
 
 
Abb. 2.8-2: Öffnen einer Datei mit âïçêÇ bei installiertem DBFS  [Gor04] 
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Abb. 2.8-3: Speichern einer Datei mit âïçêÇ bei installiertem DBFS  [Gor04] 
 
Als Ergänzung zum KDE-Dateimanager dient das Programm âÇÄÑë, das in wesentlichen Teilen dem 
»Öffnen«-Dialog entspricht: 
 
 
Abb. 2.8-4: âÇÄÑë  [Gor04] 
 
Intern benötigt DBFS die Unterstützung einer SQL-kompatiblen Datenbank, um einen Index zu 
verwalten [Gor04]. DBFS speichert in diesem Index allerdings keine Metadaten aus Dateien ab, 
sondern setzt beim Speichern auf die Eingabe von Schlüsselworten durch den Benutzer 
( Abb. 2.8-3). Das DBFS erfordert also genauso wie Verzeichnisbäume die aktive Mithilfe des 
Benutzers, der einen entsprechenden Aufwand betreiben muss [Mil05]. 
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»WinFS« ist die Abkürzung für »Windows Future Storage« und sollte ursprünglich mit Windows 
Vista veröffentlicht werden, bis das Projekt auf unbestimmte Zeit verschoben und schließlich im 
Juni 2006 eingestellt wurde [Wik05]. Am 29.08.2005 wurde jedoch eine erste Beta-Version von 
Microsoft in Umlauf gebracht, die unter Windows XP lauffähig ist [Mic05]: 
 
 
Abb. 2.9-1: WinFS Beta 1  [Mic05] 
 
WinFS verwaltet keine Dateien aus dem physikalischen Dateisystem, sondern speichert Dateien 
über den Microsoft SQL Server 2005 ( Kap. 3.3.5.1) in einer BLOB-relationalen Datenbank 
( Kap. 4.2.1) ab. Um die Kompatibilität zu älteren Anwendungen zu gewährleisten, bildet ein 
Modul von WinFS diese Datenbank ins Dateisystem ab: 
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Abb. 2.9-2: Integration von WinFS in Microsoft Windows 
 
Nach der Installation von WinFS erscheint im »Arbeitsplatz«-Fenster das neue Symbol »WinFS 
Stores« [Mic08c]: 
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Abb. 2.9-3: Einbindung von WinFS in den Explorer 
 
WinFS kann mehrere unabhängige Datenbanken (»Stores«) verwalten, z.B. eine für jeden Benutzer. 
Beim Zugriff über den Windows-Explorer verhält sich ein Store wie eine normales Laufwerk mit 
Dateien und Verzeichnissen, da WinFS hier abwärtskompatibel ist. Die eigentlichen Neuerungen 
von WinFS werden erst beim nativen Zugriff sichtbar. Das Hilfsprogramm »WinFS Type Browser« 
dient der Spezifikation von Dateiformaten, der »StoreSpy« ist ein rudimentärer Datei-Manager, der 
im Gegensatz zum Explorer direkt auf WinFS zugreift. 
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Jede in WinFS gespeicherte Datei (»Item« genannt,  Kap. 4.4.4) entspricht einem vorher definier-
ten Schema, das von Anwendungen durch Vererbung erweitert werden kann: 
 
 
Abb. 2.9-4: WinFS-Klasse póëíÉãKpíçê~ÖÉKdÉåÉêáÅcáäÉ 
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Diese objektorientierte Typhierarchie erscheint als konsequente Weiterentwicklung von Rufus 
( Kap. 2.3) und vor allem Microsoft OLE ( Kap. 2.4). Die Eigenschaften eines WinFS-Items 
umfassen auch vielseitige Metadaten, wie das Beispiel einer Videoaufzeichnung zeigt: 
 
 
Abb. 2.9-5: WinFS-Klasse póëíÉãKpíçê~ÖÉKsáÇÉçKoÉÅçêÇÉÇqs 
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Der StoreSpy dient zur Betrachtung eines WinFS-Stores. Als Beispieldaten wurden etwa 400 JPEG-
Bilder mit Exif-Metadaten [EXI07] und etwa 150 PDF-Dokumente in einen WinFS-Store kopiert. 
StoreSpy zeigt eine dreigeteilte Ansicht: links wird der Verzeichnisbaum des Stores angezeigt, in 
der Mitte ist eine Liste mit allen Dateien untergebracht, und rechts davon sind die Eigenschaften der 
ausgewählten Datei zu sehen: 
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Abb. 2.9-6: StoreSpy 
 
Die Liste der angezeigten Dateien wird dabei ohne Rücksicht auf mögliche Unterverzeichnisse er-
zeugt, und auch Metadaten werden angezeigt. Das Ergebnis kann nach Typgruppen (»Documents«, 
»Photos«, …) weiter gefiltert werden. 
 
Das Besondere an WinFS liegt darin, dass die Dateiliste nicht mit herkömmlichen Funktionen des 
Betriebssystems gewonnen wird, sondern das Ergebnis einer Datenbank-Abfrage ist, die beliebige 
Attribute einschließen kann. In  Abb. 2.9-6 werden nur Bilder angezeigt, deren Breite größer oder 
gleich 1024 Pixel ist. Diese Filterung der Dateien könnte beispielsweise durch das SQL-Statement 
pbib`q= ∗= colj= aÉÑ~ìäípíçêÉ= tebob= táÇíÜ= [Z= NMOQ realisiert werden (tatsächlich verwendet 
WinFS eine proprietäre Abfragesprache namens »OPath« [Mic08a]). 
 
Trotz eines leistungsstarken Rechners mit 64-Bit-CPU (Athlon 64 3200 +) und 1 GB RAM benötig-
te WinFS für die einfache Suche aller Items etwa 0,4 Sekunden, bei der oben gezeigten Filterung 
nach Bildgröße sogar 1,1 Sekunden. Weitere Versuche mit dem Microsoft SQL Server in 
 Kap. 3.3.5.1 zeigen, dass die schlechte Performanz weniger WinFS als vielmehr einem ungeeig-
neten DBMS anzulasten ist. 
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Durch die große Beliebtheit des WWW haben diverse große Suchmaschinen-Betreiber wie Google 
basierend auf ihrer Suchtechnologie Produkte entwickelt, die Dateien im lokalen Dateisystem auf-
finden sollen. Ähnliche Produkte werden auch von zahlreichen anderen Herstellern angeboten. Im 
Gegensatz zu älterer Software wie Lotus Magellan ( Kap. 2.1) haben moderne Desktop-
Suchmaschinen eine große Verbreitung erlangt und somit eine hohe Relevanz. Sie entsprechen je-
doch immer noch der ursprünglich mit Lotus Magellan eingeführten Architektur ( Abb. 2.1-1), 
obwohl mittlerweile fast 20 Jahre vergangen sind. Viele dieser Lösungen stehen für diverse Be-
triebssysteme (Mac OS X, Linux, Windows) zum kostenfreien Download bereit oder sind sogar 
quelloffen: 
 
• Aduna Autofocus 
ÜííéWLL~Çìå~KÄáòLéêçÇìÅíëL~ìíçÑçÅìëL 
• Apple Spotlight ( 2.10.2) 
ÜííéWLLïïïK~ééäÉKÅçãLã~ÅçëñLÑÉ~íìêÉëLëéçíäáÖÜíL 
• Ask Desktop 
ÜííéWLLëéK~ëâKÅçãLÇçÅëLÇÉëâíçéL 
• Beagle ( 2.10.1) 
ÜííéWLLÄÉ~ÖäÉJéêçàÉÅíKçêÖL 
• Copernicus Desktop Search 
ÜííéWLLïïïKÅçéÉêåáÅKÅçãL 
• dtSearch Desktop 
ÜííéWLLïïïKÇíëÉ~êÅÜKÅçãL 
• diskMETA Pro 
ÜííéWLLïïïKÇáëâãÉí~KÅçãL 
• Google Desktop ( 2.10.3) 
ÜííéWLLÇÉëâíçéKÖççÖäÉKÅçãL 
• Microsoft MSN Toolbar 
ÜííéWLLíççäÄ~êKãëåKÅçãL 
• Strigi 
ÜííéWLLëíêáÖáKëçìêÅÉÑçêÖÉKåÉíL 
• xfriend 
ÜííéWLLïïïKñJÑêáÉåÇKÇÉL 
• Yahoo Desktop ( 2.10.4) 
ÜííéWLLÇÉëâíçéKó~ÜççKÅçãL 
 
Da sich Desktop-Suchmaschinen sehr gleichen, werden in den folgenden Abschnitten nur die Be-
sonderheiten einiger Suchmaschinen exemplarisch vorgestellt. 
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Mit dem Beagle-Projekt steht auch für Linux eine leistungsfähige Desktop-Suchmaschine auf 
Open-Source-Basis zur Verfügung. Beagle arbeitet wie üblich mit einem Index, der automatisch ak-
tualisiert wird, wenn der Linux-Kernel so compiliert wurde, dass er die Funktion áåçíáÑó unterstützt 
(Benachrichtigung, wenn Änderungen am Dateisystem vorgenommen wurden). 
 
Beagle unterstützt nicht nur die Suche nach Dateien, sondern findet auch installierte Programme 
und greift auf Internet-Suchmaschinen zu. Es vereint damit verschiedene Suchfunktionen in einer 
einzigen Applikation [Nov05]: 
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Abb. 2.10-1: Linux Beagle  [Nov05] 
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Die Hersteller von Betriebssystemen arbeiten ebenfalls daran, die Funktionalität von Desktop-
Suchmaschinen in ihre Produkte zu integrieren. Das gilt z.B. für die Firma Apple, die Spotlight als 
Suchmaschine in Mac OS X ab Version 10.4 (Tiger) integriert. Frühere Versionen von Mac OS X 
gestatteten nur die Suche nach den klassischen Attributen des physikalischen Dateisystems: 
 
 
Abb. 2.10-2: Klassische Suchparameter unter Mac OS X 
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Spotlight fügt sich durch eine Eingabezeile für Suchbegriffe nahtlos in den Finder ein. Bei der An-
zeige von Suchergebnissen stehen Kontrollelemente zum Eingrenzen der Suche zur Verfügung: 
 
 
Abb. 2.10-3: Integration von Spotlight in den Finder  [App05] 
 
Genau wie die meisten anderen Systeme benötigt die Spotlight-Engine Zusatzmodule zur Bearbei-
tung diverser Dateiformate. Apple bietet zusätzliche Plug-Ins zum Download an, um Spotlight den 
Zugriff auf weitere Formate zu ermöglichen [App08]: 
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Abb. 2.10-4: Verarbeitung von Metadaten mit Apple Spotlight  [App05] 
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Abb. 2.10-5: Schematische Darstellung einer Suchanfrage mit Apple Spotlight  [App05] 
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Die Desktop-Suchmaschine »Google Desktop« wurde vom gleichnamigen Betreiber einer beliebten 
Internet-Suchmaschine entwickelt. Google Desktop integriert sich nahtlos in den Microsoft Internet 
Explorer und erweitert dort die Internet-Suchmaschine desselben Herstellers durch lokale Sucher-
gebnisse und eine explizite Desktop-Suche. 
 
Google Desktop nutzt zur Indexierung einen Wortindex, der lediglich Begriffe, nicht aber deren 
Herkunftsattribut indexiert. Das ist ein großer Nachteil, denn es kann nicht nach bestimmten Eigen-
schaften gesucht werden. Folgende Abbildung zeigt als Beispiel die Suche nach »1152«, beispiels-
weise um Bilder mit einer bestimmten Mindestauflösung zu finden: 
 
 
Abb. 2.10-6: Suche mit Google Desktop nach »1152« 
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Eine Suche nach dem Begriff »1152« findet nicht nur ein Bild mit dieser Höhe, sondern auch eine 
AVI-Videodatei mit einer Bitrate von 1152,132 kBit/s. Das Vorkommen in bestimmten Attributen, 
etwa nur der Bildhöhe, kann nicht abgefragt werden. Diese Schwäche des verwendeten Indexes ist 
besonders ärgerlich, weil die Internet-Suchmaschine durch Eingabe besonderer Parameter gesteuert 
werden kann: ÑáäÉíóéÉWéÇÑ liefert nur Dateien mit dieser Endung zurück, und ëáíÉWïïïKÇÉëâïçêâKÇÉ 
findet nur Dokumente dieses WWW-Servers. Die Steuerung der Desktop-Suche durch Parameter 
wie ïáÇíÜWNMOQ, ãáåÜÉáÖÜíWNNRO oder ~êíáëíW^å~ëí~Åá~ würde eine deutlich genauere Suche ermög-
lichen, was allerdings vom eingesetzten Wortindex nicht unterstützt wird. 
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Ein direktes Konkurrenzprodukt zu Google Desktop ist Yahoo Desktop, das ebenfalls von einem 
großen Betreiber einer WWW-Suchmaschine entwickelt wurde. Im Gegensatz zu Google Desktop 
benutzt Yahoo Desktop jedoch keinen WWW-Browser zur Darstellung der Suchergebnisse, sondern 
ist eine eigenständige Applikation. 
 
An dieser Desktop-Suchmaschine fallen die Möglichkeiten zur Steuerung der Indexierung beson-
ders positiv auf. Für jeden Teilbaum der Verzeichnishierarchie kann eingestellt werden, ob die dort 
enthaltenen Dateien vollständig, gar nicht oder nur mit ausgewählten Attributen indexiert werden 
sollen: 
 
 
Abb. 2.10-7: Indexierungs-Optionen bei Yahoo Desktop 
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Die Analyse verschiedener Systeme in diesem Kapitel dokumentiert die Anstrengungen, die zur 
Verbesserung physikalischer Dateisysteme unternommen wurden. Sie lassen sich, soweit zutreffend, 
bezüglich der Einbindung von Applikationen, den Verbesserungen an der Organisation des Datei-
systems sowie anhand der eingesetzten Indexe bewerten. 
 
Einige Lösungen versuchen, Dateien zusammen mit den zugehörigen Applikationen in eine objekt-
orientierte Gesamtarchitektur einzubinden ( Kap. 2.3), wozu als Grundlage alle Dateiformate mit 
ihren spezifischen Eigenschaften vom Betriebssystem registriert ( Kap. 2.4) werden müssen. Da 
heterogene Dateiformate unterschiedliche Attribute und Operationen unterstützen, muss der Typ ei-
ner Datei sicher festgestellt werden können. Hierzu sind Dateiendungen nur bedingt geeignet, da sie 
vom Benutzer geändert werden können ( Abb. 4.4-4). Ebenso ungeeignet sind die Klassifizierer 
des Rufus-Projekts ( Abb. 2.3.1), da sie den Typ einer Datei nicht sicher ermitteln können. 
 
Die Microsoft Indexerstellung ( Kap. 2.5) zeigt als Bestandteil des Office-Pakets, dass ein Bedarf 
an besseren Organisationsformen für Dateien besteht. Eine Vielzahl von weiteren Systemen, wie 
z.B. Desktop-Suchmaschinen ( Kap. 2.10), realisieren die Suche von Dateien über Verzeichnis-
grenzen hinweg, ohne allerdings die eigentliche Organisation des Dateisystems zu verbessern. Die-
se Systeme sind also höchstens als Provisorium zu bezeichnen. 
 
Die vorgestellten Lösungen, die eine Dateisuche ermöglichen, indexieren die Attribute des Datei-
systems sowie Metadaten und ggf. Suchbegriffe aus dem Dateikörper. Der eingesetzte Index sollte 
dabei nicht nur das Vorkommen von bestimmten Attributwerten indexieren, sondern auch das Ur-
sprungsattribut selbst, so dass gezielt nach Dateien mit bestimmten Eigenschaften gesucht werden 
kann. Ein Volltext-Index, wie er beispielsweise von Google Desktop eingesetzt wird, vermag dies 
nicht zu leisten, wodurch derartige Produkte nur eine eingeschränkte Funktionalität bieten können 
( Kap. 2.10.3). 
 
Indexe, welche auch das Herkunftsattribut katalogisieren, werden im folgenden Kapitel  3 vorge-
stellt. Aufgrund der Rahmenbedingungen von Dateisystemen bieten diese Indexe, die ursprünglich 
für andere Einsatzgebiete entwickelt wurden, nur eine eingeschränkte Leistung. Dies reduziert auch 
die Performanz des Gesamtsystems. 
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Viele Lösungen, die in  Kap. 2 vorgestellt wurden, verwenden einen Index zum Abspeichern von 
Metadaten und zur Bearbeitung von Suchanfragen. Indexe nehmen daher eine zentrale Rolle ein, 
die über die Performanz der Gesamtlösung entscheidet. Im folgenden Kapitel werden drei Ansätze 
für einen Index vorgestellt: die Lucene-Bibliothek ( Kap. 3.1), die von vielen Desktop-
Suchmaschinen eingesetzt wird, ein ins Dateisystem integrierter Index ( Kap. 3.2) und multidi-
mensionale Indexe ( Kap. 3.3). Aufgrund der Integration von semantischen Dateisystemen und 
relationalen Datenbanken ( Kap. 4) ist der letzte Ansatz besonders interessant, so dass die Ursa-
chen für die dort auftretenden Performanz-Probleme ausführlich dargelegt werden. Die gewonnenen 
Erkenntnisse ( Kap. 3.4) finden beim Master/Slave-Index ( Kap. 5) Anwendung. 
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Lucene ist eine Open-Source-Java-Bibliothek zum Erzeugen und Durchsuchen von Indexen; sie ist 
Teil der Apache Software Foundation. Mit Hilfe dieser plattformunabhängigen Bibliothek lassen 
sich in kurzer Zeit Volltextindexe für beliebige Inhalte erzeugen. Die Bibliothek setzt sich aus zwei 
Hauptbestandteilen zusammen: eine Komponente erzeugt den Index, wobei diesem beliebige typi-
sierte Dokumente hinzugefügt werden. Eine »Query Engine« durchsucht den Index schließlich. Ne-
ben diesen grundlegenden Eigenschaften verfügt Lucene über eine reichhaltige Auswahl zusätzli-
cher Funktionen und Tools, welche durch die Open-Source-Community aktiv und umfangreich wei-
terentwickelt werden. Durch die hohe Performanz und Skalierbarkeit kann Lucene für beliebige 
Projektgrößen und Anforderungen eingesetzt werden [Wik06], darunter auch die Desktop-
Suchmaschinen Aduna AutoFocus, Beagle, Strigi und xfriend ( Kap. 2.10) [Luc07]. 
 
 
PKNKN=`çãéçìåÇ=cáäÉ=póëíÉã=
 
Lucene speichert den Index im sog. »Compound File System« ab, was im übertragenen Sinn ein 
begrenztes Gelände meint. Dieses »Gelände« besteht aus den Dateien ÇÉäÉí~ÄäÉ, pbdjbkqp und 
dem eigentlichen Index mit der Endung `cp: 
 
 
Abb. 3.1-1: Von xfriend angelegter Lucene-Index 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
PU=
Die `cp-Datei enthält eine Sammlung verschiedener Einzeldateien, die unkomprimiert vorliegen. 
Der Header enthält eine Aufstellung aller enthaltenen Unterdateien mit Anzahl, Offset und Name: 
 
 
Grün hervorgehoben: Anzahl der Dateien im Compound File System 
Orange hervorgehoben: Dateioffset als áåíSQ 
Gelb hervorgehoben: Längenbyte vor Strings 
Rot hervorgehoben: Dateinamen 
Abb. 3.1-2: Dateiheader eines Compound File System von Aduna Autofocus ( Kap. 2.10) 
 
Die im Compound File System enthaltenen Einzeldateien erfüllen folgende Funktionen [Luc06]: 
 
 
Funktion 
KÑåã= Feldnamen ( Abb. 3.1-4) 
Attribute werden nach der Position in der Namensliste durchnummeriert. 
KÑêè= Worthäufigkeit (frequency) 
Enthält zu jedem Wort die Dateien, in denen es vorkommt (einschl. Häufigkeit) 
Kéêñ= Nähe zu anderen Worten (proximity) 
Enthält die Position eines Wortes innerhalb des Dokuments 
KÑÇñ= Feldindex 
Enthält für alle Dokumente Zeiger auf die eigentlichen Metadaten, falls vorhanden 
KÑÇí= Felddaten 
Enthält die eigentlichen Metadaten 
Kíáë= Wörterbuch (term infos) 
Enthält alle Worte, die in den indexierten Dateien vorkommen 
Abb. 3.1-3: Funktionen von Unterdateien im Compound File System  [Luc06] 
 
Damit ist offensichtlich, dass Lucene einen Index in Form von invertierten Listen [Kol07b] aufbaut. 
Am Anfang der Index-Datei befindet sich eine Aufstellung aller vorkommenden Attribute. Da 
xfriend vor allem auf Multimedia-Dateiformate spezialisiert ist, finden sich im Beispielindex u.a. 
geläufige Metadaten wieder: 
P=bñáëíáÉêÉåÇÉ=fåÇÉñÉ=
PV=
 
Gelb hervorgehoben: Längenbyte vor Strings 
Rot hervorgehoben: Attributnamen 
Abb. 3.1-4: Im xfriend-Index enthaltene Attributnamen 
 
Weitere Informationen zu den einzelnen Attributen folgen in der entsprechenden Unterdatei (En-
dung KÑÇí) direkt aufeinander. Eine Trennung ist nicht erforderlich, da der Feldindex (Endung KÑÇñ) 
für jede Datei Zeiger auf die entsprechenden Daten verwaltet: 
 
 
Gelb hervorgehoben: Längenbyte vor Zeichenketten 
Rot hervorgehoben: MIME-Typ, Dateilänge und Auflösung 
Abb. 3.1-5: Felddaten einer Bilddatei 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
QM=
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Invertierte Listen, wie sie Lucene verwaltet, sind problematisch für den Einsatz in Desktop-
Suchmaschinen, da Änderungen am Dateisystem sehr umfangreiche Aktualisierungen des Indexes 
implizieren [Saa05]. Besonders zeitaufwändig ist die komplette Neuindexierung des Dateisystems. 
Beagle implementiert den Indexer daher als Leerlauf-Prozess, wodurch sich das System zwar nicht 
verlangsamt, eine vollständige Indexierung aber besonders viel Zeit beansprucht: 
 
Obwohl es sich noch um Alphaware handelt, macht das Tool einen soliden Ein-
druck. Einzig die Installation und die erste Indexerstellung sind etwas problema-
tisch. … Die Indexerstellung hat bei mir (50 GB Home circa 48h gedauert – wo-
bei die Systembelastung nicht weiter ins Gewicht fiel – ich konnte normal wei-
terarbeiten) 
Abb. 3.1-6: Private WWW-Seite unter  [Lin05] 
 
Dieses Verhalten ist jedoch tatsächlich problematisch, denn nach der Installation sollte ein Pro-
grammpaket möglichst sofort einsatzbereit sein, jedenfalls nicht erst nach zwei Tagen Laufzeit. Die-
se Nachteile sind jedoch nicht Lucene anzulasten, da die Bibliothek als universeller Textindex für 
eine Vielzahl von Einsatzzwecken entwickelt wurde. Vielmehr sind es die Hersteller von Desktop-
Suchmaschinen, die für ihre Projekte geeignetere Alternativen zu Lucene einsetzen sollten – etwa 
einen Master/Slave-Index ( 5). 
 
Darüber hinaus fällt auf, dass alle Attributwerte einer Datei als Zeichenkette gespeichert werden: 
die Auflösung der Bilddatei ( Abb. 3.1-5) ist als DNRPSD und DOMQUD enthalten und nicht als Binär-
zahl. Dies ist effizient für die Suche durch Schlagworte, wie sie Internet-Suchmaschinen verwen-
den, erschwert allerdings Vergleiche mit den Operatoren »größer« oder »kleiner«.  
 
 
PKO=_Écp=
 
Die Funktionsweise von BeFS ähnelt der anderer Unix-Dateisysteme wie beispielsweise ext2, er-
weitert um einige Aspekte eines semantischen Dateisystems ( Kap. 2.7.2). Hier wird vor allem die 
Verwaltung der Metadaten ( Kap. 2.7.3) diskutiert. Weiterführende Informationen hierzu sind in 
[Gia99] zu finden. 
 
BeFS speichert Attribute als Paar von Schlüsselwort und Wert ab, in Analogie zu relationalen Da-
tenbanken. Die Fähigkeit, beliebig viele Attribute anzulegen, gestattet das einfache Abspeichern von 
Metadaten, die auch automatisch indexiert werden können. BeFS benutzt einen I-Node, um wichti-
ge Informationen über eine Datei abzuspeichern. Die Struktur heißt ÄÑë|áåçÇÉ und hat folgenden 
Aufbau [Gia99]: 
P=bñáëíáÉêÉåÇÉ=fåÇÉñÉ=
QN=
íóéÉÇÉÑ=ëíêìÅí=ÄÑë|áåçÇÉ=
ô= áåíPO= ã~ÖáÅNX=
áåçÇÉ|~ÇÇê= áåçÇÉ|åìãX=áåíPO= ìáÇX=
áåíPO= ÖáÇX=
áåíPO= ãçÇÉX=áåíPO= Ñä~ÖëX=
ÄáÖíáãÉ|í= ÅêÉ~íÉ|íáãÉX=ÄáÖíáãÉ|í= ä~ëí|ãçÇáÑáÉÇ|íáãÉX=
áåçÇÉ|~ÇÇê= é~êÉåíX=áåçÇÉ|~ÇÇê= ~ííêáÄìíÉëX=
ìåáíPO= íóéÉX=áåíPO= áåçÇÉ|ëáòÉX=
ÄáåçÇÉ|ÉíÅ= ∗ÉíÅX=Ç~í~|ëíêÉ~ã= Ç~í~X=
áåíPO= é~ÇxQzX=áåíPO= ëã~ää|Ç~í~xNzX=
õ=ÄÑë|áåçÇÉX=
 
Besonders auffällig sind die Einträge vom Typ áåçÇÉ|~ÇÇê; sie verweisen auf andere I-Nodes. Da-
bei ist áåçÇÉ|åìã ein Verweis auf sich selbst, und é~êÉåí zeigt auf den I-Node des Ordners, in dem 
sich die Datei bzw. das Verzeichnis befindet. Besonders wichtig für die Verwaltung von Metadaten 
ist die Variable ~ííêáÄìíÉë, welche auf den I-Node eines versteckten Ordners zeigt, der alle Attribute 
speichert. Dieses Verzeichnis befindet sich außerhalb des normalen Verzeichnisbaums und wird mit 
speziellen API-Funktionen angesprochen. Der Vorteil dieser Vorgehensweise liegt darin, dass der 
Code der normalen Verzeichnisverwaltung für Attribute wiederverwendet werden kann. In einem 
ersten Entwurf von BeOS bestand eine Datei daher aus folgenden Komponenten [Gia99]: 
 
I-Node
Ç~í~|ëíêÉ~ã
~ííêáÄìíÉë Attribut 1
Attribut-Verzeichnis
Attribut 2
Attribut 3
 
Abb. 3.2-1: Datei mit Attributen  [Gia99] 
 
Diese Implementierung erscheint zunächst sehr elegant, sie hat allerdings gravierende Nachteile. 
Für den Zugriff auf ein bestimmtes Attribut muss ausgehend vom I-Node der Datei der I-Node des 
Attribut-Verzeichnisses eingelesen werden. Die dortige Variable Ç~í~|ëíêÉ~ã verweist auf die Posi-
tion der Verzeichnisdaten auf der Festplatte – bei BeFS ein B+-Baum [Saa05], der die Nummern der 
I-Nodes der einzelnen Attribute enthält. Ein solcher I-Node enthält wiederum eine Variable 
Ç~í~|ëíÉ~ã, die dann die Position der eigentlichen Attribute auf der Festplatte speichert, die zu-
sammen den B+-Baum bilden. Der Zugriff auf ein Attribut ist also vierfach-indirekt [Gia99]. 
 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
QO=
Da BeOS ein rein grafisches Betriebssystem ist, sind neben den eigentlichen Metadaten aus den Da-
teien zugleich viele von der GUI erzeugte Attribute zu speichern, etwa das anzuzeigende Symbol 
oder die Position im Fenster des Verzeichnisses. Wird nun vom Benutzer ein Ordner geöffnet, so 
müssen diese Angaben von allen Dateien im Ordner gelesen werden. Da auf die eigentlichen Daten 
nur vierfach-indirekt zugegriffen werden kann, impliziert dieser Vorgang einen erheblichen Zeit-
aufwand. Ergänzend kommt hinzu, dass die meisten Attribute nur wenige Byte groß sind, die Archi-
tektur mit zusätzlichen I-Nodes also sehr viel Speicherplatz verschwendet [Gia99]. 
 
Da ein I-Node nur etwas mehr als 200 Byte belegt, bleiben bei der minimalen Clustergröße von 
1024 Byte (2 Sektoren) knapp 800 Byte im I-Node ungenutzt. Daher wurde die Architektur so ab-
geändert, dass kleine Attribute direkt innerhalb des I-Nodes gespeichert werden. Ein Attribut-
Verzeichnis wird nur bei größeren Attributen benötigt, zum Beispiel für das »To«-Feld einer EMail 
mit vielen Empfängern [Gia99]. 
 
 
PKOKN=fåÇÉñáÉêìåÖ=
 
BeOS legt für viele Attribute direkt im Dateisystem einen Index an, um eine schnelle Suche zu un-
terstützen. Jeder Index verwaltet seine Einträge in einem B+-Baum, so dass der Index als unsichtba-
res Verzeichnis auf der Festplatte abgelegt und der entsprechende Programmcode wieder verwendet 
werden kann [Gia99]. 
 
Das Dateisystem unterstützt Indexe für die Datentypen píêáåÖ (bis 255 Zeichen), fåí (32 und 64 
Bit), cäç~í und açìÄäÉ als Schlüssel. Das Anlegen eines Index bzgl. eines bestimmten Attributs 
wird über eine API-Funktion von einer Applikation veranlasst. Das Dateisystem indexiert zudem 
von sich aus Dateiname, -größe und das Datum der letzten Änderung einer jeden Datei [Gia99]. 
 
 
PKOKO=mÉêÑçêã~åò=
 
Die oben dargestellte Realisierung eines Metadaten-Indexes durch B+-Bäume [Saa05] ist aus Im-
plementierungssicht zwar elegant, da bestehende Datenstrukturen und zugehöriger Programmcode 
benutzt werden können, allerdings merken die BeOS-Entwickler selbst an, dass Bäume beim Ein-
satz in Dateisystemen Nachteile haben: 
 
Early versions of BFS did in fact index the creation time of files, but we deemed 
this index not to be worth the performance penalty it cost. By eliminating the 
creation time index, the file system received roughly a 20% speed boost in a file 
create and delete benchmark. 
Abb. 3.2-2: Performanz-Einbußen durch Indexierung der Dateizeit  [Gia99] 
 
Es war daher nur konsequent, »kleine« Attribute, insbesondere solche, nach denen nicht gesucht 
wird (wie die Position des Icons im Fenster) direkt im I-Node der Datei unterzubringen. Dies ist je-
P=bñáëíáÉêÉåÇÉ=fåÇÉñÉ=
QP=
doch nur für eine begrenzte Anzahl von Attributen möglich und sinnvoll. Alle Attribute, nach denen 
gesucht werden soll oder die nicht in den I-Node passen, müssen weiterhin in einem B+-Baum un-
tergebracht werden, auf dessen Blätter von jedem I-Node aus mittels Attribut-Verzeichnis verwiesen 
wird. 
 
Dies führt zu gravierenden Leistungseinbußen, da bei zahlreichen Attributen eine entsprechend gro-
ße Anzahl von Baumindexen notwendig wird, die beim Anlegen, Verändern und Löschen einer Da-
tei in ihrer Gesamtheit aktualisiert werden müssen. Die Entwickler von BeOS haben versucht diesen 
Effekt zu minimieren, indem nicht alle Attribute indexiert werden ( Abb. 3.2-2). Zusätzlich dege-
neriert die Zugriffsgeschwindigkeit von Baumstrukturen, wenn sie auf mechanischen Festplatten 
gespeichert werden, da hier der Zugriff auf verteilt gespeicherte Datenblöcke besonders zeitauf-
wändig ist ( Kap. 3.3.3). Dieser Effekt hat Benoit Schillings, einer der Entwickler von BeFS, in 
einem Interview zu folgender Aussage veranlasst: 
 
And I didn't use B-Trees. I thought B-Trees were evil, and still do. Reading them 
is slow and super-expensive. … Reading big blocks is actually more efficient 
than using B-Trees on modern hardware … 
Abb. 3.2-3: Windows on a database – sliced and diced by BeOS vets  [Reg02] 
 
 
PKP=jìäíáÇáãÉåëáçå~äÉ=fåÇÉñáÉêìåÖ=
 
Ein zentrales Problem relationaler Datenbanksysteme ist das multidimensionale Indexieren, also das 
Indexieren mehrerer Attribute in einer einzigen Datenstruktur. Dieses Problem betrifft auch Datei-
systeme, da Metadaten aus zahlreichen Attributen bestehen: bei vollständiger Implementierung des 
Exif- [EXI07] und ID3-Standards [Nil05] wird ein Datenraum mit mehr als hundert Dimensionen 
erzeugt, der damit nicht nur multi-, sondern sogar hochdimensional ist. Auf derartig beschaffene 
Daten und zugehörigen Indexen können im Sinne der Datenbanktechnik verschiedene Klassen von 
Operationen (in der Regel Suchanfragen) angewandt werden: 
 
 
Full Match Partial Match 
Exakt Alle Objekte mit exakten 
Werten in allen Attributen 
Alle Objekte mit exakten Werten in 
wenigen spezifizierten Attributen 
Nachbarschaft Alle Objekte, die höchstens 
eine Entfernung ε vom spezi-
fizierten Punkt haben 
 
Abb. 3.3-1: Klassifizierung von multidimensionalen Operationen 
 
In der folgenden Abbildung werden existierende Indexstrukturen für multi- und hochdimensionale 
Datenräume nach zwei wichtigen Kriterien klassifiziert, nämlich der Eignung für bestimmte Opera-
tionen aus  Abb. 3.3-1 und dem Typ der Suche (Baum oder sequenzieller Scan): 
 
 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
QQ=
 
Baum
Seq.
 
Partial Match Operationen 
effizient unterstützt 
Partial Match Operationen 
nicht effizient möglich 
d B-, B+-Bäume A-Baum 
iDistance 
kd-, kdB-Baum 
R-, R+, R*-Baum 
SS-Baum 
 X-Baum 
Sequenzieller Scan Gridfiles 
Hashing 
VA-Datei 
d: Anzahl der Dimensionen des Datenraums 
Abb. 3.3-2: Klassifizierung von multidimensionalen Indexstrukturen  [Sak00] 
 
In [Saa05] werden einige Techniken zur multi- bzw. hochdimensionalen Indexierung vorgestellt, 
darunter auch das multidimensionale Hashen, kd- bzw. kdB-Bäume [Ben75] sowie R-Bäume 
[Gut84]. Insbesondere auf kd- und R-Bäumen basieren viele Derivate, u.a. R+- [Sel87], R*- 
[Bec90], X- [Ber96], SS- [Whi96] und A-Bäume [Sak00]. 
 
 
PKPKN=aÉê=ÊcäìÅÜ=ÇÉê=aáãÉåëáçåÉåÂ=
 
Die meisten der oben erwähnten Datenstrukturen zeigen bei hohen Dimensionszahlen (d > 10) gra-
vierende Geschwindigkeitsverluste. Das gilt insbesondere für Indexe, die auf einer Partitionierung 
des Datenraums Ω oder Objektraums ω  basieren, also u.a. auch für kd-Bäume, R-Bäume und ihre 
Derivate. Die mathematische Grundlage für diesen Effekt liegt in der exponentiellen Zunahme des 
Raumvolumens beim Hinzufügen von Dimensionen. [Ber96] untersucht, wie sich dieser Effekt auf 
R-Bäume auswirkt. Bei großen Dimensionszahlen weisen die umschreibenden Rechtecke einen 
großen Überlappungsgrad auf, der sogar schon bei d = 2 beobachtet werden kann: 
 
 
Abb. 3.3-3: R-Baum mit d = 2  [Bri03] 
 
Abb. 3.3-4: R-Baum (Vergrößerung)  [Bri03] 
P=bñáëíáÉêÉåÇÉ=fåÇÉñÉ=
QR=
Bereits bei zehn Dimensionen wird eine Überlappung von 100% erreicht, was R-Bäume für hoch-
dimensionale Anwendungen unbrauchbar macht. Das ist ein Symptom eines grundlegenden Effekts, 
der »Fluch der Dimensionen« genannt wird. Von diesem Effekt sind alle Nachbarschafts-Opera-
tionen betroffen, bei denen sowohl der Datenraum als auch die Suchanfrage hochdimensional sind. 
 
Für exakte Full Match Operationen hingegen eignen sich Gridfiles [Saa05], die Suchanfragen in 
konstanter Zeit beantworten. Full Match Operationen spielen für Dateien jedoch keine wichtige 
Rolle, da der Benutzer nicht alle Attributwerte einer Datei spezifizieren kann, und eine gegebene 
Datei in der Regel auch nicht alle Attribute besitzt ( Kap. 3.3.4), um einen genauen Referenz-
punkt im globalen Datenraum Ω zu definieren. Dennoch werden im Folgenden Indexstrukturen für 
diese Operationen untersucht, da auf diese Weise wertvolle Erkenntnisse für die Indexierung von 
Dateien gewonnen werden. 
 
 
PKPKNKN=qêáîá~äÉ=bñíêÉãÉ=
 
Die Nachbarschaftssuche in einem d-dimensionalen Datenraum beinhaltet das Spezifizieren eines 
Punktes p und die Suche nach dem Datenobjekt, das den geringsten Abstand zu p aufweist. Eine 
Erweiterung, die k-Nachbarschaftssuche, soll die k nächstgelegenen Objekte liefern [Bor99]. 
 
Für diese Probleme existieren zwei triviale Algorithmen, die entweder die Suchzeit oder den Spei-
cherbedarf minimieren. Zum einen kann für alle Objekte der Abstand zu p ausgerechnet werden, 
wobei das Objekt mit dem kleinsten Abstand gespeichert und zurückgeliefert wird. Die Ausfüh-
rungszeit beträgt O(n), der zusätzliche Speicherbedarf ist konstant. Der andere Extremfall existiert 
nur, wenn eine endliche Anzahl von Suchanfragen möglich ist: dann kann das Ergebnis für jede 
denkbare Anfrage im Voraus berechnet und gespeichert werden. Suchanfragen können dann in O(d) 
beantwortet werden, allerdings wird dies mit einem exponentiellen Speicherbedarf erkauft [Bor99]. 
 
Das eigentliche Problem der Nachbarschaftssuche besteht nun darin, gleichzeitig die Laufzeit und 
den Speicherbedarf zu minimieren. Für sinnvolle Umgebungen (z.B. euklidischer Datenraum) und 
beliebige n und d scheint kein Algorithmus zu existieren, der sowohl die Laufzeit auf poly(d) und 
den Speicherbedarf auf poly(nd) begrenzt. Dieses Phänomen ist als »Fluch der Dimensionen« be-
kannt [Bor99]. 
 
 
PKPKNKO=m~êíáíáçåáÉêìåÖ=ÇÉë=a~íÉåJ=ÄòïK=lÄàÉâíê~ìãë=
 
Durch die Wichtigkeit hochdimensionaler Datenräume für praktische Anwendungen wurde in der 
Vergangenheit intensiv nach Datenstrukturen und Algorithmen geforscht, die die Vorteile der beiden 
Extremlösungen vereinen sollen. Dabei fällt auf, dass vor allem das sequenzielle Scannen aller Ob-
jekte bei geschickter Implementierung eine überraschend gute Performanz bietet und unter be-
stimmten Voraussetzungen sogar optimal für große d ist [Web98]. 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
QS=
Indexstrukturen, die den Daten- bzw. Objektraum partitionieren, degenerieren mit zunehmender 
Dimensionszahl, so dass die Partitionen zunehmend große Volumina enthalten und sich daher stark 
überlappen. Dadurch müssen sehr viele Objekte betrachtet werden, so dass die Partitionen letztlich 
doch sequenziell gescannt werden – zusätzlich zum Aufwand, der durch die Partitionierung verur-
sacht wird (etwa das Traversieren eines Baums). [Ber96] schlägt daher einen modifizierten R-Baum 
vor, den X-Baum (»extended node tree«), bei dem derartig degenerierte Baumknoten absichtlich 
durch lineare Listen (»supernodes«) ersetzt und dann sequenziell durchsucht werden: 
 
The X-tree may be seen as a hybrid of a linear array-like and a hierarchical 
R-tree-like directory. … It is also reasonable, that for very high dimensionality a 
linear organization of the directory is more efficient. The reason is that due to 
the high overlap, most of the directory if not the whole directory has to be 
searched anyway. 
Abb. 3.3-5: Beschreibung des X-Baums  [Ber96] 
 
[Web98] beweist schließlich, dass dieser Sachverhalt nicht nur für R-Bäume, sondern unter An-
nahme der Gleichverteilung für jeden denkbaren multidimensionalen Index gilt, der den Daten- 
oder Objektraum partitioniert. Dieser Beweis wird nun kurz skizziert. 
 
Alle Attributwerte werden zunächst auf das Intervall [0,1] skaliert, so dass der Datenraum auf einen 
Hyperwürfel mit der Kantenlänge 1 normiert wird: Ω = [0,1]d. Innerhalb des Datenraums soll ein 
beliebiger Algorithmus Elemente zu »Bereichen« zusammenfassen, entweder durch Unterteilen des 
Datenraums Ω ohne Rücksicht auf die tatsächlich enthaltenen Daten (z.B. kd-Baum) oder durch 
Clustern der tatsächlich vorhandenden Objekte, also Partitionieren des Objektraums ω  (z.B. R-
Baum). Die entstehenden Bereiche haben drei grundlegende Eigenschaften [Web98]: 
 
1. Jeder Bereich besitzt eine minimal umgebende Form (»minimum bounding region«). 
2. Jede mbr ist konvex. 
3. Jeder Bereich enthält mindestens zwei Elemente. Ohne diese Bedingung würde das Untertei-
lungsproblem nur auf eine andere Knotenebene der Baumstruktur verschoben. 
 
Die Wahrscheinlichkeit, dass bei einer Nachbarschaftssuche ein bestimmter Cluster Ci von l Clus-
tern insgesamt betrachtet werden muss (und somit die entsprechenden Sektoren mit den Attributen 
geladen werden), ist proportional zum Volumen, den Ci im Suchraum einnimmt: 
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VM(x) bezeichnet das Volumen von Cluster x, das durch die Minkowski-Summe (Funktion MSum) 
um die erwartete Entfernung E[nndist] des nächsten Nachbarn von x vergrößert wird, begrenzt vom 
Datenraum Ω. Das Volumen eines Bereichs Ci kann nach unten begrenzt werden, d.h. es kann ein 
P=bñáëíáÉêÉåÇÉ=fåÇÉñÉ=
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Mindestvolumen angegeben werden: da die mbr eines jeden Bereichs konvex ist, verlässt eine Hilf-
slinie zwischen zwei beliebigen Elementen xi und yi eines Bereichs Ci die mbr nicht, so dass gilt 
[Web98]: 
 
xi, yi ∈ Ci 
( )( ) ( )( )iii yxlineVMCmbrVM ,≥  (3.2) 
 
Damit kann auch die durchschnittliche Wahrscheinlichkeit für den Zugriff auf Ci nach unten be-
grenzt werden. Die von Weber durchgeführten und in [Web98] beschriebenen Simulationen zeigen 
nun, dass bei 106 Elementen im Suchraum Ω ab 1500 Dimensionen nahezu alle Cluster betrachtet 
werden müssen. Ausgehend davon, dass ein sequenzielles Lesen des Indexes im Vergleich zu wahl-
freiem Zugriff auf moderner Hardware nur einen Bruchteil der Zeit benötigt ( Kap. 3.3.3.1), erge-
ben sich folgende Schlussfolgerungen [Web98]: 
 
1. Für jeden Partitions- oder Clusterindex existiert eine Dimensionszahl d, ab der ein sequenzieller 
Suchlauf schneller ist. In der Praxis ist d dabei deutlich kleiner als 610. 
2. Die Zeitkomplexität jedes Partitions- oder Clusterindex konvergiert bei großen d gegen O(n). 
3. Für jeden multidimensionalen Partitions- oder Clusterindex gibt es eine Dimensionszahl d, bei 
deren Überschreiten alle Sektoren des Index gelesen werden müssen. 
 
Die Überlegenheit des sequenziellen Scannens bei Gleichverteilung wird von [Jag05] experimentell 
bestätigt. Als Konsequenz aus den theoretischen Überlegungen wird in [Web98] eine Indexstuktur 
namens VA-Datei entwickelt, die approximierte Attributwerte abspeichert und sequenziell scannt. 
Für alle (im Idealfall wenige) Objekte, bei denen die approximierten Werte in der Nachbarschaft des 
Referenzpunktes liegen, wird dann der tatsächliche Abstand zu p berechnet. 
 
Liegt keine Gleichverteilung vor, so existieren Indexstrukturen wie iDistance [Jag05], die bei 
Nachbarschaftssuchen effizienter sind als VA-Dateien. Der Geschwindigkeitsgewinn gegenüber se-
quenziellen Verfahren wie VA-Dateien ist jedoch »nur« etwa Faktor 10 [Jag05], was beim Einsatz 
in Dateisystemen durch andere Faktoren ( 3.3.3) kompensiert wird. 
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Da fast alle multidimensionalen Indexstrukturen für die Nachbarschaftssuche entwickelt wurden, 
werden keine Operationen mit nur wenigen spezifizierten Attributwerten unterstützt, denn mit je-
dem irrelevanten Attribut wächst bei geometrischer Betrachtung die Dimension des Referenzob-
jekts. Bei voll spezifizierten Anfragen hat das Referenzobjekt 0 Dimensionen, ist also ein Punkt. Ist 
nur ein Attribut irrelevant, so entsteht eine eindimensionale Referenzgerade, bei 2 irrelevanten At-
tributen eine Referenzebene und so weiter. Dies erhöht den Aufwand für die Nachbarschaftssuche 
enorm, was am Beispiel eines kd-Baums [Ben75] erläutert werden soll. 
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Ein kd-Baum ist ein binärer Baum, dessen Ebenen innerer Knoten zyklisch durch alle Attribute ro-
tieren [Ben75]. Als Beispiel dient ein zweidimensionaler Ausschnitt des RGB-Farbraums, bei denen 
die Farben rot und blau die zwei Dimensionen bilden: 
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Abb. 3.3-6: Ausschnitt eines kd-Baums über 2 Dimensionen (rot und blau) 
 
In  Abb. 3.3-6 wird auf der ersten Ebene des kd-Baums die erste Dimension behandelt. Alle Blät-
ter, die über den linken Ast erreichbar sind, haben weniger als 50% rote Farbdeckung, alle über den 
rechten Ast erreichbaren Farben haben mindestens 50% Rotanteil. Auf der zweiten Ebene wird nun 
unabhängig von der ersten Dimension über den Farbwert der 2. Dimension (blau) entschieden. Der 
jeweils links Ast führt zu Farben, die weniger als 50% blauer Farbabdeckung aufweisen, die jeweils 
rechten Zweige zu Farben mit mindestens 50% Blauanteil – unabhängig vom jeweiligen Rotwert. 
 
Wird nun ein Attribut, etwa der Wert für »blau«, nicht spezifiziert, so müssen von jedem inneren 
Knoten, der sich auf dieses Attribut bezieht, beide Zweige verfolgt werden, denn es gibt keinen At-
tributwert aus der Suchanfrage, anhand dessen die Entscheidung für die Traversierung nur eines 
Teilbaums getroffen werden könnte. Der Aufwand für die Suche wächst somit exponentiell mit der 
Anzahl irrelevanter Attribute, so dass Partial Match Operationen nicht effizient unterstützt werden. 
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Eine weiteres Problem, das ausnahmslos alle Baumstrukturen betrifft, ist das Aufzwingen einer zu-
sätzlichen Zeitkomplexität durch das Speichermedium und das verwendete Dateisystem. 
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Über einen wichtigen Einfluss auf die Leistungsfähigkeit von Indexen verfügt das Zugriffsmuster 
der zugrunde liegenden Algorithmen auf das Speichermedium. Als Extrempunkte sind hier ein rein 
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sequenzieller Zugriff auf hintereinander liegende Sektoren und ein randomisierter Zugriff auf belie-
bige Sektoren zu unterscheiden. Speichermedien sind ausschließlich auf sequenzielle Operationen 
hin optimiert, dies gilt bei moderner Hardware sogar abgeschwächt für den RAM-Speicher. 
 
Um dies zu verdeutlichen, wurde die Leistung beider Zugriffsmuster von einem Testprogramm 
( Kap. B) auf verschiedenen Datenträgern (mechanischen Festplatten und Flash-Speichern) unter-
sucht. Für beide Zugriffsarten wurden jeweils 10 Durchläufe pro Datenträger ausgeführt, bei jedem 
Durchlauf wurden 1024 KB, also 2048 Sektoren, eingelesen. Für den sequenziellen Zugriff wurde 
bei jedem Durchlauf ein zufälliger Startblock ausgewählt (also 10 Mal), beim randomisierten Zu-
griff für jeden einzelnen Sektor (also 20480 Mal). 
 
Bei allen getesteten Speichermedien war der sequenzielle Zugriff deutlich schneller, maximal bis 
etwa Faktor 300 ( Kap. B.2) . Dies gilt sogar für den Flash-Speicher, da hier beim randomisierten 
Lesen für jeden Sektor neue Adressen an den Speicher-Controller übertragen werden müssen. 
 
Dieser Effekt impliziert einen Geschwindigkeitsnachteil für Baumstrukturen, da beispielsweise 
beim Verfolgen eines Pfades durch einen B-Baum für jeden Knoten ein neuer Sektor vom Datenträ-
ger eingelesen werden muss, und dieser in der Regel nicht unmittelbar hinter dem Vorgänger liegt. 
In der Praxis werden dabei allerdings nie Einbußen um einen so hohen Faktor erlitten, da sich die 
meisten Sektoren der Indexstruktur zumindest im selben Gebiet der Plattenoberfläche befinden und 
nicht völlig zufällig verteilt sind. Aber selbst dann, bzw. sogar bei Flash-Speicher ohne mechanische 
Teile, bietet das sequenzielle Lesen einen Geschwindigkeitsvorteil. 
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Zusätzlich zu den unvermeidlichen Leistungseinbußen, den Speichermedien bei wahlfreiem Zugriff 
im Gegensatz zu sequenziellem Zugriff haben, verringert auch das verwendete physikalische Datei-
system die Zugriffsgeschwindigkeit je nach Typ drastisch. 
 
Wird zum Beispiel ein B-Baum innerhalb einer Datei gespeichert, hängt die Traversierungsge-
schwindigkeit zusätzlich davon ab, mit welchem Zeitaufwand der Dateizeiger auf eine neue Stelle 
der Indexdatei bewegt werden muss. Ältere Dateisysteme wie FAT, die Datenblöcke linear verket-
ten, verlangsamen das Traversieren eines Baums um O(n) auf O(n log n), während bei ext2 ein Da-
teizeiger durch eine mehrstufige Blockadressierung [Kol07b] in konstanter Zeit positioniert werden 
kann. 
 
Diese Abhängigkeit von der Leistung des physikalischen Dateisystems stellt schon seit längerer Zeit 
ein Problem dar. Datenbanksysteme operieren daher oft auf unformatierten Speichermedien ohne 
Dateisystem, wodurch ein wahlfreier Zugriff auf beliebige Sektoren nur vom verwendeten Daten-
träger abhängt ( Kap. 3.3.3.1). 
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Eine besonders nützliche Eigenschaft des Datenraums, den Dateiattribute bilden, wird von multidi-
mensionalen Indexstrukturen bisher nicht explizit unterstützt: sie gehen in der Regel davon aus, 
dass sich ein Objekt an jedem Punkt im Datenraum Ω befinden kann. Speziell bei der Metadaten-
Indexierung ist dies jedoch nicht gegeben, da Dateiformate nur bestimmte Metadaten enthalten: so 
hat eine MP3-Datei beispielsweise keine Breite oder Höhe [Nil05], während der Exif-Standard kei-
nen Albumnamen und kein Genre kennt [EXI07]. Es existieren also in der Praxis keine Dateien, die 
alle dem Dateisystem bekannten Metadaten-Attribute mit Werten belegen – in den entsprechenden 
Regionen eines Datenraums können also keine Dateien enthalten sein (»sparsity«). Der Objektraum 
ω  hat somit nicht die Form des Hyperquaders Ω [Kol08b] [Kol08c]: 
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Abb. 3.3-7: Objektraum ω  für zwei Dateiformate mit je zwei Attributen (blau) 
 
In  Abb. 3.3-7 wird der Datenraum Ω Hyperquader dargestellt. Dateiformat 1 liefere die Attribute 
X und Y1, Dateiformat 2 die beiden Attribute X und Y2. Ausgehend von diskreten Wertebereichen für 
alle Attribute lässt sich der Hyperquader als Ω = dom(X) × dom(Y1) × dom(Y2) beschreiben. Der Ob-
jektraum ω  ist in diesen Hyperquader eingebettet und besteht nur aus den zwei blau eingefärbten 
Flächen [Kol08b] [Kol08c]: 
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Der Objektraum kann auch allgemein für mehr als zwei Dateiformate und beliebige Attributmengen 
für jedes Format definiert werden. Es seien k Dateitypen definiert, die zusätzlich zu den n Attributen 
X1 bis Xn, die in allen Formaten vorkommen, jeweils m weitere Attribute haben, die von Yj,1 bis Yj,mj 
durchnummeriert werden. Dann gilt [Kol08b] [Kol08c]: 
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In den vorhergehenden Abschnitten wurde dargelegt, welche theoretischen Schwierigkeiten beim 
Einsatz klassischer multidimensionaler Indexe zum Speichern von hochdimensionalen Dateiattribu-
ten zu erwarten sind: 
 
1. Degenerieren von Datenstrukturen, die den Daten- oder Objektraum partitionieren, bei vielen 
Dimensionen (»Fluch der Dimensionen« , Kap. 3.3.1) 
2. Keine Unterstützung von Partial Match Operationen, die gerade im Zusammenhang mit Dateiat-
tributen besonders häufig vorkommen ( Kap. 3.3.2) 
3. Ineffizienz von persistent gespeicherten Bäumen ( Kap. 3.3.3) 
4. Keine Ausnutzung des partiell belegten Datenraums ( Kap. 3.3.4) 
 
Um zu zeigen, dass diese theoretischen Überlegungen auch Auswirkungen in der Praxis haben, 
wurde die Leistung derartiger Indexstrukturen anhand von zwei relationalen DBMS getestet: dem 
Microsoft SQL-Server 2005 ( Kap. 3.3.5.1) und dem quelloffenen DBMS »PostgreSQL« 
( Kap. 3.3.5.2). Das Testsystem war mit einer AMD Athlon 64 X2 3800 dual core CPU (2000 
MHz), 2 GB DDR2 dual channel RAM (200 MHz Bustakt) und einer 320 GB SATA-Festplatte aus-
gestattet, die als NTFS-Dateisystem formatiert wurde. Auf diesem System wurden die Bearbei-
tungszeiten von fünf Suchanfragen ermittelt, die auf einem genau definierten Datenbestand mit 62 
Dimensionen ausgeführt wurden: 
 
1. Der erste Testfall sucht alle Dateien, bei denen ein Bit für »Neue Datei« gesetzt ist. Auf den 
Testdaten findet diese Anfrage jedoch keine Dateien. 
2. Der zweite Fall soll alle Bilddateien finden. Das Finden von Dateien eines bestimmten Typs ist 
eine grundlegende Funktion, auf der alle Suchen nach typabhängigen Metadaten basieren. 
3. Der dritte Testfall ist analog zum vorigen Fall konstruiert und soll alle Audio-Dateien finden. 
4. Die vierte Suchanfrage erweitert den zweiten Testfall: es sollen nicht mehr alle Bilddateien ge-
funden werden, sondern nur noch diejenigen, deren Breite ≥ 1024 Pixel ist. Die Bildauflösung ist 
bei allen Bilddateien am Dateianfang zu finden [EXI07]. 
5. Der fünfte Suchfilter erweitert den dritten Testfall: es wird nun nur noch nach denjenigen Audio-
Dateien gesucht, die in ihren Metadaten als Künstler »Anastacia« eingetragen haben. Der ID3-
Tag [Nil05] befindet sich immer am Dateiende. 
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Der Microsoft SQL-Server 2005 ist als Standard-Lösung von besonderem Interesse, da das Presti-
ge-Produkt Microsoft WinFS ( Kap. 2.9) dieses Datenbanksystem zum Speichern von Dateien 
einsetzt. Um die Performanz des Microsoft SQL-Servers zu testen, wurde nach der Installation über 
das »Management Studio« eine neue Datenbank mit dem Namen jÉí~Ç~í~ angelegt: 
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Abb. 3.3-8: Angelegte Datenbank jÉí~Ç~í~ 
 
Innerhalb einer Datenbank können mehrere Tabellen, Indexe, Logs usw. abgespeichert werden. Der 
weitere Zugriff, insbesondere das Anlegen einer geeigneten Tabelle und das Erstellen von Indexen, 
wurde durch das Testprogramm in  Kap. C durchgeführt. Besonders problematisch ist die geringe 
Konfigurierbarkeit der Indexe. Ein Index kann höchstens 16 Attribute umfassen, so dass keine wirk-
lich hochdimensionalen Indexe ( Kap. 3.3) angelegt werden können: 
 
 
Abb. 3.3-9: Begrenzte Indexierung (max. 16 Attribute) 
 
Statt dessen wurden mehrere Indexe mit den jeweils maximal 16 zulässigen Dimensionen erstellt. 
Ein Index wurde als »clustered index« angelegt (Primärindex, der die physikalische Sortierung be-
einflusst), alle anderen Indexe waren »unclustered«. In dieser Konfiguration wurde die Ausfüh-
rungszeit für die fünf Suchanfragen durch ein Testprogramm ermittelt. 
 
Als Hauptaussage ist dabei zu treffen, dass eine Suche mit Index länger dauert als ohne Indexierung 
( Abb. 3.3-10) – also genau anders als eigentlich beabsichtigt. Dadurch ist der Microsoft SQL-
Server ungeeignet für die Indexierung von Metadaten, was die bereits festgestellten Mängel von 
Microsoft WinFS ( Kap. 2.9.2) erklärt. Zusätzlich führt die Indexierung noch zu einem Ge-
schwindigkeitsverlust beim Hinzufügen neuer Tupel ( Abb. 3.3-11). 
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Abb. 3.3-10: Leistungsfähigkeit des Microsoft SQL Server  [Kol08c] 
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Abb. 3.3-11: Ausführungszeiten für XML bulk loading 
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Ähnliche Effekte wie der im vorigen Abschnitt untersuchte Microsoft SQL-Server 2005 zeigt auch 
das quelloffene DBMS »PostgreSQL«. Analog zu  Kap. C wurde ein Testprogramm ( Kap. D) 
eingesetzt, um die Leistung von PostgreSQL beim Indexieren von Metadaten zu messen. 
PostgreSQL-Datenbanken können unterschiedliche Indexstrukturen einsetzen, allerdings sind nur 
B-Bäume für hochdimensinale Datenräume mit heterogenen Datentypen (z.B. píêáåÖ und áåí) ge-
eignet. Eine Datenbank mit den Attributen von 92288 Dateien und einem Index für jedes Attribut 
belegte 101 MB: 
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Abb. 3.3-12: Größe einer Datenbank für 92.288 Dateien 
 
Analog zu  Kap. 3.3.5.1 wurden die Laufzeiten für dieselben fünf Suchanfragen ermittelt. Indexe 
in Form von B-Bäumen für jedes Attribut boten dabei keinen oder keinen nennenswerten Vorteil: 
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Abb. 3.3-13: Leistungsfähigkeit von PostgreSQL  [Kol08c] 
 
Der marginale Zeitvorteil wird jedoch durch eine deutlich geringere Performanz beim Hinzufügen 
von neuen Tupeln zum Index erkauft. Das ist insbesondere beim Einsatz in Dateisystemen ein Prob-
lem, so dass die theoretischen Überlegungen und Aussagen ( Kap. 3.2.1) der Entwickler des 
BeOS File System ( Kap. 2.7) durch diese Messungen noch einmal bestätigt werden: 
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Abb. 3.3-14: Ausführungszeiten für XML bulk loading 
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In diesem Kapitel wurden mehrere Ansätze zur Indexierung vorgestellt. Leider haben alle betrachte-
ten Verfahren gravierende Nachteile, die einem Einsatz zur Indexierung von Metadaten innerhalb 
eines Dateisystems entgegenstehen. 
 
Mit der Lucene-Bibliothek ( Kap. 3.1) steht Anwendungsprogrammen eine generische Bibliothek 
zur Indexierung mit invertierten Listen zur Verfügung, die unter anderem von einigen Desktop-
Suchmaschinen ( Kap. 2.10) eingesetzt wird [Luc07]. Da an einem Dateisystem häufig Änderun-
gen vorgenommen werden (z.B. bei jedem Speichern einer Datei), muss ein Index nicht nur schnel-
le Suchergebnisse liefern, sondern sich auch mit geringem Aufwand aktualisieren lassen. Lucene 
leistet dies nicht: aufgrund der invertierten Listen sind Aktualisierungen sogar sehr aufwändig, da 
zusätzlich zu den eigentlichen Informationen in den Felddaten (Dateiendung KÑÇí) für jeden Attri-
butwert Einträge im Feldindex (Dateiendung KÑÇñ) zu modifizieren sind ( Abb. 3.1-3). 
 
Die bei Suchanfragen über Dateien häufig auftretenden Partial Match Operationen ( Kap. 3.3.2) 
werden effizient von einem Wald aus B- oder B+-Bäumen unterstützt, wie sie von BeFS 
( Kap. 2.7) eingesetzt werden. Leider tritt hier bei Aktualisierungen dasselbe Problem wie oben 
beschrieben auf: bei jeder Änderung an einer Datei muss ein Baum pro Attribut modifiziert werden. 
Aus diesem Grund indexiert das BeFS nicht alle Attribute ( Kap. 3.2.1). Die Performanz ver-
schlechtert sich weiter, da durch die nicht-sequenziellen Zugriffe auf Baumstrukturen das eingesetz-
te Speichermedium zu großen Geschwindigkeitsverlusten führen kann ( Kap. 3.3.3). 
 
Partial Match Operationen werden auch von den meisten multidimensionalen Indexstrukturen 
( Kap. 3.3), die alle Attribute in einer Datenstruktur zusammenfassen, nicht effizient unterstützt, 
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da diese vor allem für Nachbarschaftssuchen entwickelt wurden. Somit ist insbesondere der Einsatz 
von kd- und kdB-Bäumen ( Kap. 3.3.2) sowie von Gridfiles [Saa05] und iDistance [Jag05] aus-
geschlossen (rechte Spalte in  Abb. 3.3-2). Multidimensionale Indexe, die den Datenraum Ω oder 
den Objektraum ω  partitionieren, degenerieren darüber hinaus aufgrund des »Fluchs der Dimensio-
nen« beim Einsatz auf hochdimensionalen Daten [Web98]. Als Konsequenz besteht das Problem 
eines nicht-sequenziellen Zugriffs auch bei den meisten multidimensionale Indexstrukturen, wo-
durch sogar der Geschwindigkeitsgewinn von iDistance ( Kap. 3.3.1) auf nicht gleichverteilten 
Daten wieder vernichtet wird. 
 
Als einziges Verfahren bleibt für das Indexieren der Attribute somit nur das sequenzielle Lesen aller 
Attributwerte aus einer geeigneten Datei. Statt eine bereits in der Theorie verlorene Schlacht zu 
schlagen, wird in  Kap. 5 mit dem »Master/Slave-Index« eine Indexstuktur auf Basis einer se-
quenziellen Suche beschrieben, die außerdem den partiell belegten Datenraum ( Kap. 3.3.4) aus-
nutzt. 
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Im Rahmen dieses Kapitels wird gezeigt, dass sich die Datenmodelle von BLOB-relationalen Da-
tenbanken ( Kap. 4.2.1) und semantischen Dateisystemen ( Kap. 4.3.1) auf das »Library«-
Modell ( Kap. 4.1) abbilden lassen, und sich umgekehrt das Modell einer Library auf beide Da-
tenmodelle abbilden lässt. Es wird gezeigt, wie Abbildungsvorschriften konstruiert werden können, 
durch die keine Informationen verloren gehen. Dadurch können BLOB-relationale Datenbanken 
und semantische Dateisysteme als gleich mächtig und in diesem Sinne äquivalent angesehen wer-
den. 
 
Mittels der Integration beider Datenmodelle wird ein Problem gelöst, auf das Shoens et al. bereits 
1993 in [Sho93] hingewiesen haben: da die Möglichkeiten traditioneller Dateisysteme begrenzt 
sind, implementieren viele Applikationen proprietäre Datenbanken, um ihre Nutzdaten dort abzu-
speichern. Diese Datenbanksysteme, und damit die zugehörigen Applikationen, nehmen die Daten 
jedoch »in Besitz«, d.h. sie sind für andere Programme über das Dateisystem nicht mehr zugäng-
lich. Ein Beispiel für diesen Sachverhalt sind EMail-Programme, die neben dem eigentlichen Text-
körper auch Attribute wie Absender, Datum und Thema der EMail verwalten müssen: 
 
 
Abb. 4-1: Qualcomm Eudora mit geöffnetem Postfach 
 
Wird nun mit herkömmlichen Mitteln nach Dateien mit einem bestimmten Schlagwort gesucht, so 
würde lediglich der Name der Datenbank-Datei im Suchergebnis erscheinen (in  Abb. 4-1 also die 
Datei b_ v^Kj_u), nicht jedoch ein individuelles Datenobjekt wie z.B. eine bestimmte EMail. 
 
Die Begriffe »Datenbank« und »Dateisystem« werden hier angelehnt an die ANSI-SPARC-Archi-
tektur [Saa05] im Sinne von  Abb. 4-2 eingesetzt: eine Datenbank bzw. ein Dateisystem sind logi-
sche Strukturen, die auf einer physikalischen Ebene umgesetzt werden. Ein DBMS kann mehrere 
Datenbanken verwalten, und bietet Operationen auf diesen an. Für Dateisysteme stellen Betriebs-
systeme und die Firmware von Multimedia-Geräten entsprechende Funktionen bereit: 
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Abb. 4-2: Physikalische, logische und Management-Ebene verschiedener Speichersysteme 
 
Leider wird der Begriff »Datenbank« sowohl umgangssprachlich als auch in der Literatur oft stell-
vertretend für »Datenbanksystem« und DBMS verwendet, was jedoch im weiteren Verlauf zu Fehl-
schlüssen führen würde. 
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In diesem Abschnitt wird das Datenmodell einer Library eingeführt. Basierend auf dem relationalen 
Datenmodell [Cod70] wird zunächst ein Attribut A definiert. Jedem Attribut A sind eine Bezeich-
nung, welche die Bedeutung des Attributs beschreibt, und mit dom(A) die Gesamtheit aller Werte, 
die A enthalten kann, zugeordnet. Üblicherweise entspricht dom(A) einem atomaren Datentyp, aber 
auch insbesondere beliebig lange Bytefolgen (Dateikörper bzw. BLOBs) sind in Libraries möglich. 
Sie werden hier ebenfalls als atomar angesehen. Darüber hinaus seien Nullmarken für alle Wertebe-
reiche zulässig [Zan82]. 
 
Ein Objekt-Schema R wird als Menge von Attributen definiert. Jedes Schema enthält ein ausge-
zeichnetes Attribut F mit Primärschlüsselfunktion (4.5) sowie ein Attribut T, das den Typ aller Da-
tenobjekte eindeutig codiert (4.6). Zusätzlich enthalten sind d weitere Attribute A1 … Ad mit d > 0: 
 
0},,,,,{ 1 >= dAATFR dK  (4.1) 
 
Ein Objekt-Schema R erzeugt einen Datenraum Ω, der aus dem kartesischen Produkt der Wertebe-
reiche dom(X, R) aller Attribute X von R besteht: 
 
).().().().()( 1 dARdomARdomTRdomFRdomR ××××=Ω K  (4.2) 
 
Ein Datenobjekt o wird als geordnetes Tupel von Attributwerten definiert, das einem vorher defi-
nierten Schema R genügt, und daher in Ω(R) enthalten ist: 
 
)(Ro Ω∈  
NullmarketfARdomaTRdomtFRdomfaatfo iid ≠∧∈∧∈∧∈= ,).().().(,,,, 1 K  (4.3) 
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Datenobjekte sind oft hochdimensional, da die Anzahl der Attribute eines Objekt-Schemas in der 
Praxis sehr groß werden kann: mehr als 50 Attribute sind durch gängige Standards für Metadaten 
leicht erreichbar [EXI07] [Nil05]. Indexstrukturen ( Kap. 3,  Kap. 6) werden bereits ab 10 At-
tributen als hochdimensional bezeichnet [Web98]. 
 
Eine Instanz r eines Schemas R ist eine Menge (jedoch keine Multi-Menge) von Datenobjekten und 
damit eine Teilmenge von Ω(R): 
 
r(R) = {o1,…,on} ⊆ Ω(R) (4.4) 
 
Innerhalb einer Instanz r(R) muss die Primärschlüsseleigenschaft von F hergestellt werden, das 
heißt zwei beliebige nicht-identische Datenobjekte o1 und o2 aus r(R) müssen sich zumindest in ih-
ren Attributwerten f unterscheiden (pi bezeichne die Projektion der Relationenalgebra): 
 
)()()()(:, 21212121 ooooRroRrooo FF pipi ≠⇒≠∧∈∧∈∀  (4.5) 
 
In (4.1) wurde gefordert, dass T den Typ aller Datenobjekte eindeutig codiert. Da der Typ nach (4.2) 
und (4.3) durch das Objekt-Schema R vorgegeben wird, müssen alle Datenobjekte aus r(R) densel-
ben Attributwert für T besitzen, der zusätzlich als Typbezeichner für R angesehen werden kann: 
 
)()()()(:, 212121 ooRroRrooo TT pipi =⇒∈∧∈∀  (4.6) 
 
Ein Library-Schema L wird definiert als Menge von k Objekt-Schemata R1 … Rk, deren jeweilige 
Attribute F und T denselben Wertebereich dom(F) bzw. dom(T) umfassen: 
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Der Datenraum Ω(L) eines Library-Schemas L wird durch das kartesische Produkt aller Attribute 
gebildet. Da die Attribute F und T, aber auch andere Attribute, in mehreren Objekt-Schemata vor-
kommen können ( Kap. 3.3.4), wird mit glob (L) zunächst die globale Menge aller verfügbaren 
Attribute als Vereinigung der Objekt-Schemata gebildet. Jedes dieser Attribute bildet eine Dimensi-
on des Datenraums Ω(L): 
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Mit common(L) sei die Menge aller Attribute bezeichnet, die in allen Rj aus L enthalten sind. Diese 
Menge ist somit die Schnittmenge aller Rj, und enthält aufgrund (4.1) insbesondere F und T. Daten-
objekte können in Ω(L) nur in ausgewählten Regionen existieren (partiell belegter Datenraum, 
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 Kap. 3.3.4). Als Xi seien die n Attribute bezeichnet, die in allen k Objekt-Schemata vertreten 
sind, Yj,i seien die übrigen mj Attribute aus Rj. Für den Objektraum ω (L) gilt dann ( Kap. 3.3.4): 
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Die Attribute F und T sind damit immer Elemente von common(L). Eine Instanz l eines Library-
Schemas L ist nun eine Menge von Datenobjekten und eine Teilmenge von ω (L): 
 
)(},,{)( )(1 LooLl Ll ω⊆= K  (4.10) 
 
Jedes Datenobjekt o eines Objekt-Schemas R ∈ L kann zum Element o ' des globalen Datenraums 
Ω(L) werden, indem die Werte der im zugehörigen Objekt-Schema R nicht vorhandenen Attribute 
durch Nullmarken besetzt werden (Verwendung von ≥ nach [Zan82]): 
 
ooLoLRRo ≥Ω∈∃⇒∈∧Ω∈ '),(')(
 (4.11) 
 
Innerhalb einer Library l(L) müssen sich zwei beliebige Datenobjekte o1 und o2 aus l(L), die nicht 
identisch sind, zumindest in ihren Attributwerten 〈 f, t 〉 unterscheiden, wodurch diese Attribute einen 
global gültigen Superschlüssel bilden: 
 
)()()()(:, 2,1,212121 ooooLloLlooo TFTF pipi ≠⇒≠∧∈∧∈∀  (4.12) 
 
Auf dem Library-Modell können alle Operationen der Relationen-Algebra durchgeführt werden, so-
fern keine der oben dargestellten Vorschriften, insbesondere (4.5), (4.6) und (4.12), verletzt werden. 
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In diesem Abschnitt wird gezeigt, dass das relationale Datenmodell ohne Verlust von Informationen 
auf das Datenmodell einer Library abgebildet werden kann. Da sowohl die Schemata relationaler 
Datenbanken als auch Library-Schemata eine Menge von Relations- bzw. Objekt-Schemata sind, 
genügt es zunächst, eine Abbildungsvorschrift zu konstruieren, die Relations-Schemata durch ein 
Schema-Mapping [Les06] in Objekt-Schemata einer Library überführt. 
 
Ein Relations-Schema R' ist genau wie ein Objekt-Schema R eine Menge von Attributen A1 … Ad '. 
Neben diesen allgemeinen Attributen fordern Objekt-Schemata jedoch ein Schlüsselattribut F und 
ein Typ-Attribut T. Diese müssen von einer Abbildungsvorschrift hinzugefügt werden, so dass gilt: 
 
Q=fåíÉÖê~íáçå=
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Alle Attribute aus R' werden unverändert übernommen, so dass bei der Abbildung keine Informa-
tionen verloren gehen. Für die Attribute F und T muss die Bedingung (4.7) eingehalten werden. Bei 
der Abbildung r(R')r(R) müssen die Attributwerte f und t unter Beachtung der Vorschriften (4.3), 
(4.5), (4.6) und (4.12) vergeben werden. 
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Auch in umgekehrter Richtung RR' kann eine Abbildung konstruiert werden, so dass Objekt-
Schemata R in Relations-Schemata R' umgewandelt werden können. Da Relations-Schemata belie-
bige Attribute enthalten dürfen, können sowohl alle Attribute A als auch das Schlüsselattribut F und 
das Typ-Attribut T in ein Relations-Schema aufgenommen werden. 
 
In diesem Zusammenhang ist es problematisch, dass für die Attribute von Objekt-Schemata BLOBs 
als Wertebereich explizit zugelassen sind. Eine Library behandelt diese zwar als atomar, das klassi-
sche relationale Datenmodell hingegen gestattet keine BLOBs, da diese in Wirklichkeit eben nicht 
atomar sind. 
 
In der Praxis entstand jedoch schon früh der Wunsch, auch Binärdaten in einer Relation abzuspei-
chern. Als Beispiel können Fotos in einer Relation mit Personen dienen, oder eingescannte Titel-
blätter in einer Relation für Zeitschriften. Moderne Datenbanksysteme gestatten daher auch das 
Speichern von BLOBs, und sehen diese ebenfalls als atomar an. 
 
Aus diesem Grund kann eine Trennung zwischen relationalen Datenbanken ohne und mit Unterstüt-
zung für BLOBs gezogen werden. Letztere werden hier »BLOB-relational« genannt. Damit lassen 
sich alle relationalen Datenbanken auf eine Library abbilden, Libraries hingegen können allgemein 
nur auf BLOB-relationale Datenbanken abgebildet werden: 
 
BLOB-relationale DB
Library
Keine BLOBs
Relationale
Datenbank
 
Abb. 4.2-1: Relationale Datenbank, BLOB-relationale Datenbank und Library 
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In diesem Abschnitt wird gezeigt, dass das Datenmodell von Dateisystemen ohne Verlust von In-
formationen auf das Datenmodell einer Library abgebildet werden kann. Ein Datei-Schema R' ist 
eine Menge, die abhängig vom Dateisystem aus einem oder mehreren Dateikörpern K1 … Kd '' be-
steht, und zusätzlich weitere Attribute A1 … Ad ' enthält: 
 
0''0'},,,,,,{'
''1'1 >∧>= ddKKAAR dd KK  (4.14) 
 
Übliche Attribute sind beispielsweise der Dateiname, der Zeitpunkt der letzten Änderung und die 
Größe des Dateikörpers. Die meisten Dateisysteme können für jede Datei nur einen einzigen Datei-
körper abspeichern, moderne Dateisysteme wie z.B. NTFS gestatten jedoch auch das Speichern be-
liebig vieler sog. »Forks« für jede Datei [Kol07b]. 
 
Das Schema traditioneller Dateisysteme enthält nur ein einziges Datei-Schema, dem alle Dateien 
unabhängig von ihrem Format entsprechen müssen, so dass gilt: 
 
DS = {R'} (4.15) 
 
Die folgende Abbildung zeigt ein Beispiel für eine Datei, die einen Dateikörper enthält, und dem 
Datei-Schema R' = {Dateiname, Geändert am, Größe, Dateikörper} genügt: 
 
Dateiname Geändert am Größe Dateikörper 
_fiaKgmd 08.12.2005 89237 Byte 
 
Abb. 4.3-1: Beispieldatei 
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Um ein Dateisystem auf eine Library abzubilden, genügt es analog zu  Kap. 4.2 zu zeigen, dass 
sich ein Datei-Schema R' auf ein Objekt-Schema R abbilden lässt. Ein Datei-Schema R' ist genau 
wie ein Objekt-Schema R eine Menge von Attributen, so dass die allgemeinen Attribute A1 bis Ad ' 
sowie alle d '' Dateikörper problemlos abgebildet werden können. Darüber hinaus müssen das 
Schlüsselattribut F und ein Typ-Attribut T von einer geeigneten Abbildungsvorschrift unter Beach-
tung der Vorschriften (4.3), (4.5), (4.6), (4.7) und (4.12) hinzugefügt werden, so dass gilt: 
 
},,,,,,,{},{'
''1'1 dd KKAATFTFRR KK=∪=  (4.16) 
 
In den meisten Dateisystemen übt der Dateiname die Funktion eines Primärschlüssels aus, zumin-
dest innerhalb eines Verzeichnisses. Liegen alle Dateinamen einschließlich des Pfades vor, gilt diese 
Q=fåíÉÖê~íáçå=
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Schlüsseleigenschaft über das gesamte Dateisystem. In diesem Fall kann das Attribut des Dateina-
mens direkt auf F abgebildet werden. 
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Imfeld stellt in [Imf02] fest, dass semantische Informationen zu Dateien, also Metadaten, grund-
sätzlich schon in den Dateien selbst vorhanden sind und prinzipiell auch extrahiert werden können. 
Da das Datenmodell DS üblicher Dateisysteme allen Dateien dasselbe Datei-Schema aufzwingt, ist 
der Zugang zu diesen Informationen einzig über die entsprechenden Applikationen möglich, wo-
durch die Sicht auf Metadaten eingeschränkt wird und ihre globale Verfügbarkeit verliert [Imf02]. 
 
Semantische Dateisysteme stellen eine Weiterentwicklung physikalischer Dateisysteme zur Verbes-
serung dieser Situation dar. Ihr Schema SDS unterscheidet sich von dem traditioneller Dateisysteme 
(DS) dadurch, dass für alle Dateiformate individuelle Datei-Schemata und damit Attribute bzw. Me-
tadaten verwaltet werden können: 
 
SDS = {R'1,…,R'k '} (4.17) 
 
Oft sind semantische Dateisysteme so konzipiert, dass sie auf ein traditionelles Dateisystem aufbau-
en, und ihr Datenmodell über eine zusätzliche Schnittstelle erreichbar ist [OSC06]. Über diesen 
Weg können beliebige Anwendungsprogramme auf die Metadaten zugreifen, die aufgrund der Be-
schränkungen physikalischer Dateisysteme innerhalb eines Dateikörpers gespeichert werden müs-
sen. Sie werden von semantischen Dateisystemen gleichberechtigt ins Datei-Schema integriert: 
 
Dateikörper
Semantisches
Dateisystem
 
Dateiname Geändert am Größe Dateikörper 
_fiaKgmd 08.12.2005 89237 Byte 
Weitere Metadaten innerhalb des Dateikörpers
 
Abb. 4.3-2: Beispieldatei eines semantischen Dateisystems 
 
Durch Abbildung aller R'i aus SDS lässt sich analog zu (4.16) das Datenmodell eines semantischen 
Dateisystems in das einer Library überführen, ohne dass Informationen verloren gehen. 
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Für semantische Dateisysteme ist auch der umgekehrte Weg möglich: da sowohl ein Library-Sche-
ma als auch das Schema eines semantischen Dateisystems aus mehreren Objekt- bzw. Datei-
Schemata bestehen, kann eine Library in ein semantisches Dateisystem überführt werden, wenn dies 
auch für jedes Objekt-Schema gilt. 
 
Alle Attribute Ai eines Objekt-Schemas R mit dom(Ai) = BLOB werden auf Dateikörper Ki eines Da-
tei-Schemas R' abgebildet. Alle anderen Attribute werden auf Metadaten-Attribute des Datei-
Schemas abgebildet, die ggf. transparent in einem der Dateikörper gespeichert werden. Das Primär-
schlüssel-Attribut F eines Objekt-Schemas kann, beispielsweise durch Umformung und Einbezie-
hung des Typ-Attributs T in Form eines Namenssuffix, auf den Dateinamen abgebildet werden. 
 
Eine solche Abbildungsvorschrift kann im allgemeinen Fall nur ein Element eines semantischen Da-
teisystems SDS zum Ziel haben, da das uniforme Datei-Schema physikalischer Dateisysteme DS 
höchstens einem Objekt-Schema entsprechen kann. Damit gilt analog zu  Kap. 4.2, dass sich die 
Datenmodelle von physikalischen und semantischen Dateisystemen in ein Library-Schema überfüh-
ren lassen, das Datenmodell einer Library sich hingegen nur auf ein semantisches Dateisystem ab-
bilden lässt: 
 
Semantisches DS
Einheitliches Schema
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Dateisystem
Library
 
Abb. 4.3-3: Physikalisches Dateisystem, semantisches Dateisystem und Library 
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Marsden stellt in [Mar03] fest, dass Datenbanken ursprünglich in hierarchielosen Dateien gespei-
chert wurden. Da so keine Beziehungen zwischen den gespeicherten Daten modelliert werden konn-
ten, wurden hierarchische Datenbanken eingeführt, die die Darstellung von 1:n-Beziehungen er-
laubten. Hierarchische Datenbanken sind jedoch nicht geeignet, um alle Beziehungen zwischen En-
titäten zu modellieren, weshalb die Hierarchie mittels Links durchbrochen werden konnte. An genau 
diesem Entwicklungspunkt befinden sich Dateisysteme heute [Mar03]. 
Q=fåíÉÖê~íáçå=
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Die Datenbanktechnik hat sich jedoch zu relationalen Datenbanken [Cod70] weiterentwickelt, die 
seit Anfang der 1990er-Jahre einen Siegeszug angetreten haben [Saa05]. Mit ihnen können Bezie-
hungen dynamisch modelliert werden, und zwar ohne eine externe Hierarchie [Mar03]. Dies wird 
auch beispielsweise von Microsoft im Rahmen einer »data platform vision« angestrebt [Mic07]. 
Durch das Ergänzen des relationalen Datenmodells um BLOBs und das Verwalten typspezifischer 
Datei-Schemata in Dateisystemen können beide Datenmodelle auf eine Library, und dadurch auch 
auf das jeweils andere Datenmodell, abgebildet werden. BLOB-relationale Datenbanken und se-
mantische Dateisysteme sind also gleich mächtig, und in diesem Sinne als äquivalent anzusehen: 
 
Semantisches DSBLOB-relationale DB
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Abb. 4.4-1: Beziehung zwischen Datenbanken und Dateisystemen 
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In der Praxis ergeben sich aus den äquivalenten Datenmodellen erhebliche Vorteile, die u.a. zur Lö-
sung der von Shoens et al. in [Sho93] gefundenen Problematik beitragen. 
 
Das in  Abb. 4-1 gezeigte EMail-Postfach wird physikalisch in einer proprietären Datenbank des 
zugehörigen Programms gespeichert, und ist daher für die Suchfunktionen des Betriebssystems 
nicht erreichbar. Es handelt sich bei der Datei b_^vKj_u um eine BLOB-relationale Datenbank: je-
des Tupel enthält Attribute wie Sender, Empfänger, Empfangsdatum und Titel der Nachricht. Ein 
BLOB enthält den Textkörper, ggf. werden weitere BLOBs für angehängte Dateien hinzugefügt. 
 
Betriebssysteme, die die Integration von Datenbanken und Dateisystemen zu einer umfassenden 
Library umsetzen, können die proprietäre Datenbank des EMail-Programms mounten, also durch 
ein geeignetes Schema-Mapping ( Kap. 4.2) in die Library einbinden. Die einzelnen Tupel wer-
den dabei gleichberechtigt mit Dateien als hochdimensionale Datenobjekte aufgefasst, und sind für 
die Dateisuche zugänglich. Im Beispiel würde also nicht die physikalische Datei b_^vKj_u zum 
Suchergebnis hinzugefügt, sondern individuelle EMail-Objekte, die das Suchkriterium erfüllen. Die 
enthaltenen Daten werden dadurch für das Betriebssystem und andere Applikationen zugänglich. 
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Die Äquivalenz der Datenmodelle impliziert, dass auf der Management-Ebene ( Abb. 4-2) beide 
Konzepte auf dieselbe Weise genutzt werden können, insbesondere ein Technologieaustausch mög-
lich ist: so können beispielsweise Beziehungen zwischen Datenobjekten durch die enthaltenen Me-
tadaten statt durch Verzeichnisse modelliert werden, und Suchvorgänge bzw. Veränderungen durch 
eine grafische Oberfläche ( Kap. 7) statt einer Abfragesprache durchgeführt werden. Ähnlich wie 
relationale Datenbanken bei ihrer Einführung 1:n-Beziehungen zu n:m-Beziehungen erweitert ha-
ben, so implizieren Libraries das Durchbrechen einer starren, durch Verzeichnisse vorgegebenen 
1:n-Hierarchie [Mar03]. 
 
Darüber hinaus lassen sich viele alltägliche Operationen, die physikalische Dateisysteme durchfüh-
ren können, auf die Relationenalgebra zurückführen, da diese auch auf das Library-Modell anwend-
bar ist. So entspricht das Ausgeben aller Dateien in einem bestimmten Verzeichnis und mit einem 
bestimmten Namen, etwa durch afo=∗Kal` bzw. ip=∗Kal`, einer Selektion σ : 
 
 
Abb. 4.4-2: Selektion in einem physikalischen Dateisystem 
 
Je nach eingesetztem Betriebssystem können durch zusätzliche Parameter unterschiedliche Attribute 
für jede Datei ausgegeben werden. In diesem Beispiel gibt L_ nur die Dateinamen ohne weitere An-
gaben aus; es handelt sich dabei also um eine Selektion σ  mit anschließender Projektion pi  auf die-
ses eine Attribut: 
 
 
Abb. 4.4-3: Selektion und Projektion in einem physikalischen Dateisystem 
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Traditionell identifizieren Betriebssysteme und Applikationen den Typ einer Datei durch eine Er-
weiterung des Dateinamens, wie etwa K~îá, KÅ, KàéÖ, KãéP und so weiter. Dieses Verfahren hat den 
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großen Nachteil, dass ein Anwender beim Umbenennen einer Datei die Erweiterung und damit den 
Dateityp ändern kann, was die Datei unbrauchbar macht (sie würde z.B. beim Öffnen gar nicht oder 
mit einem falschen Programm gestartet): 
 
 
Abb. 4.4-4: Warnung beim Verändern der Dateinamenerweiterung 
 
Im Gegensatz zu traditionellen Dateisystemen enthalten alle Objekt-Schemata einer Library mit T 
eine eindeutige Beschreibung für das Format (4.6). Da alle Datenobjekte eines Schemas R densel-
ben Attributwert t enthalten, fungiert dieser als eindeutiger Typbezeichner des Schemas selbst – 
etwa als Index von R in der Library L (4.7). Analog zu XML-Dateien, die ihr Schema referenzieren 
[Mic08d], müssen jedoch auch alle Datenobjekte einer Library ihr Objekt-Schema eindeutig refe-
renzieren, weshalb der Typbezeichner als Attribut T in R modelliert wurde. Dadurch wird eine Lib-
rary inhärent typsicher, so dass Klassifizierungs-Module ( Kap. 2.3.1), die den Dateityp anhand 
einer Heuristik ermitteln [Sho93], überflüssig werden. Da auch der Dateiname bzw. seine Endung 
nicht mehr für die Codierung des Dateiformats benötigt wird, kann eine Datei problemlos beliebig 
umbenannt werden. 
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Eine weitere Konsequenz, die sich aus den äquivalenten Datenmodellen ergibt, ist eine vereinheit-
lichte Terminologie für Speichersysteme. Die Tabelle in  Abb. 4.4-5 stellt zeilenweise die äquiva-
lenten Begriffe von relationalen Datenbanken, Libraries und Dateisystemen dar, und vergleicht die-
se zusätzlich mit der proprietären Nomenklatur von Microsoft WinFS ( Kap. 2.9): 
 
Datenbanken Libraries Dateisysteme 
 
MS WinFS ( Kap 2.9) 
BLOB – Dateikörper 
 
– 
Tupel Datenobjekt Datei  Item 
Schema Schema Dateiformat, -typ 
 
Schema 
Datenbank Library Dateisystem 
 
Store 
Grün hervorgehoben: im weiteren Verlauf eingesetzte Begriffe 
Abb. 4.4-5: Terminologie für Datenbanken, Libraries und Dateisysteme 
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Shoens bemerkt in [Sho93], dass sich die Anwender schon vor langer Zeit für Dateisysteme und ge-
gen Datenbanken zur Speicherung von Informationen entschieden haben. Über 15 Jahre später ist 
diese Aussage noch immer wahr, und betrifft aufgrund der großen Verbreitung digitaler Medien 
heute weitaus mehr Menschen als 1993. 
 
Zur besseren Lesbarkeit werden daher im Verlauf dieser Arbeit die in  Abb. 4.4-5 grün hervorge-
hobenen Begriffe verwendet. Eine Ausnahme stellen formale Betrachtungen oder der explizite Be-
zug auf Datenbanken bzw. Dateisysteme dar. Der Begriff »Library« wird bereits informell in diver-
sen Produkten, etwa im Windows Media Player oder in Windows 7, verwendet: 
 
 
Abb. 4.4-6: Verwendung des Begriffs »Library« im Microsoft Windows Media Player 11 
 
 
Abb. 4.4-7: Verwendung des Begriffs »Library« in Microsoft Windows 7 
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In diesem Kapitel wird eine neuartige Indexstruktur, der »Master/Slave-Index« [Kol07a] [Kol08c], 
eingeführt. Diese Datenstruktur kann insbesondere eingesetzt werden, um die Attribute von Dateien 
zu indexieren und eine hohe Performanz für die Dateisuche ( Kap. 6.2.2) sicherzustellen. Der 
Master/Slave-Index wird in einer Referenz-Library ( Kap. 6) eingesetzt, die gleichzeitig der 
Durchführung praktischer Performanzmessungen dient ( Kap. 6.3). 
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Die Grundidee des Master/Slave-Index besteht darin, die Attributwerte aller Dateien hintereinander 
in einer Heap-Datei [Saa05] zu speichern. Suchanfragen werden bearbeitet, indem diese Datei se-
quenziell gelesen wird, und die Attributwerte jeder Datei mit einem Suchfilter ( Kap. 6.2.2) abge-
glichen werden. 
 
Diese Vorgehensweise ist immun gegen den »Fluch der Dimensionen« ( Kap. 3.3.1), denn die 
Laufzeit einer Indexabfrage ist ausschließlich von der Indexgröße und der Geschwindigkeit des Da-
tenträgers abhängig. Dadurch ist die Performanz auch unabhängig von der Anzahl der Dimensionen 
des Datenraums, denn das Einlesen einer Zeichenkette mit 256 Byte Länge hat denselben Aufwand 
wie das Einlesen von 256 8-Bit-Zahlen. Außerdem werden Partial Match Abfragen, bei denen nur 
wenige Attribute spezifiziert sind ( Kap. 3.3.2), problemlos unterstützt. 
 
Das sequenzielle Lesen der Indexdatei hat darüber hinaus den Vorteil, dass kein zusätzlicher Leis-
tungsverlust durch das eingesetzte Dateisystem auftritt ( Kap. 3.3.3.2). Auf diese Weise kann ein 
Master/Slave-Index problemlos innerhalb eines Dateisystems abgespeichert werden. Da bei un-
fragmentierten Dateien große Teile in zusammenhängenden Blöcken auf dem Datenträger gespei-
chert sind, können diese Bereiche sequenziell gelesen und im Arbeitsspeicher gepuffert werden. 
Somit werden Verzögerungen durch langsamen wahlfreien Zugriff ( Kap. 3.3.3.1) vermieden. 
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Durch die unterschiedlichen Formate der einzelnen Dateien entsteht ein partiell belegter Datenraum 
( Kap. 3.3.4). Um heterogene Tupel in einer Heap-Datei abzuspeichern, gibt es prinzipiell zwei 
Möglichkeiten: entweder müssen unterschiedliche Tupelgrößen in Kauf genommen werden, die die 
Implementierung erschweren und ineffizienter werden lassen, da kein wahlfreier Zugriff anhand der 
Tupelnummer mehr möglich ist, oder jedes Tupel wird auf eine Maximalgröße verlängert, wodurch 
die Gesamtgröße des Indexes zunimmt. Beide Varianten sind nicht akzeptabel, zumal letztere die 
Einführung neuer Dateiformate mit weiteren Attributen erschwert, wenn nicht ausreichend Platz in 
den Tupeln reserviert wurde: 
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Unterschiedliche Tupelgrößen:
Globale Attribute
Typspezifische Attribute
Nicht belegter Speicher
Reservierter Speicher:
 
Abb. 5.1-1: Suboptimale Datenstrukturen 
 
Daher wird der Master/Slave-Index als eine zweistufige Hierarchie implementiert, die eine Genera-
lisierung bzw. Spezialisierung abbildet. Ein Master-Index speichert alle Attribute, die in allen un-
terstützten Dateiformaten vorkommen (z.B. Primärschlüssel F, Typ T, Dateiname, Größe, Zeitpunkt 
der letzten Änderung, Zugriffsrechte). Dem Master-Index werden zusätzliche Slave-Indexe für typ-
spezifische Attribute zur Seite gestellt, wodurch der partiell belegte Datenraum ( Kap. 3.3.4) ab-
gebildet wird [Kol08c]. 
 
Die formale Definition der Struktur eines Master/Slave-Index basiert auf der Definition einer Libra-
ry ( Kap. 4.1). Damit nicht die Dateien aller Formate indexiert werden müssen ( Kap. 6.1.1), 
wird zunächst basierend auf einem Library-Schema L ein Index-Schema L' definiert: 
 
kkLRRL k ≤⊆= ',}',,'{' '1 K  (5.1) 
 
Da nur ausgewählte Attribute aus glob(L) indexiert werden sollen (also beispielsweise große Datei-
körper vom Index ignoriert werden sollen), wird jedes R'j aus L' als Teilmenge eines Rj ' aus L defi-
niert. Diese Teilmenge muss jedoch das Primärschlüsselattribut Rj '.F und das Typ-Attribut Rj '.T 
enthalten: 
 
jjjjjjj RTRFRLRRRLR '..,,':'' '''' ∈∧∈⊆∈∀  (5.2) 
 
Der Datenraum Ω(L') und der Objektraum ω (L') weisen dieselbe Struktur wie Ω(L) bzw. ω (L) auf, 
im Vergleich fehlen allerdings als unwichtig angesehene Dateiformate und Attribute. Analog zu 
(4.9) seien als Xi die n' Attribute aus common(L') bezeichnet, welche in allen k' Schemata R'j vertre-
ten sind – nach Bedingung (5.2) also insbesondere F und T. Yj,i seien die m'j übrigen Attribute aus 
R'j. Dann gilt: 
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Ein vollständiger Master/Slave-Index ist eine Menge von Relationen, die aus genau einer ausge-
zeichneten Relation (Master-Index m) und einer Relation für jedes der k' zu indexierenden Datei-
formate besteht (Slave-Indexe sj): 
R=fåÇÉñáÉêìåÖ=
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Index = {m, s1,…, sk '} (5.4) 
 
Der Master-Index m speichert die Werte aller n' typunabhängigen Attribute X1 bis Xn'. Die in m 
enthaltenen Tupel sind das Ergebnis einer Selektion σ  aller Datenobjekte der zu indexierenden Da-
teiformate, projiziert auf die Attribute X1 bis Xn' (pi und σ  bezeichnen die Projektion bzw. Selektion 
der Relationenalgebra): 
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Ein Slave-Index sj speichert ebenfalls den Schlüssel aller jeweils indexierten Dateien (R'j.F) sowie 
alle m'j Attribute Yj,i, die für das jeweilige Objekt-Schema R'j spezifisch sind und indexiert werden. 
Die Tupel in sj sind ebenfalls das Ergebnis einer Selektion in l(L) mit anschließender Projektion: 
 
( ))'(
',1, ,...,,
Ls
jmjj YYFj Ω⊆ pi  = dom(F) × dom(Yj,1) × … × dom(Yj,m'j) 
( )( ))(
'.,...,,
',1
Lls
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Suchanfragen können als »Natural Join« [Saa05] zwischen Master- und Slave-Indexen durchge-
führt werden, also m < s1 bis m < sk
 
'. Die Zahl der beteiligten Slave-Indexe ist aus Performanz-
gründen zu minimieren (»Query containment«,  Kap. 6.2.2.1), so dass beispielsweise bei Abfra-
gen über Dateien eines bestimmten Typs j nur m < sj berechnet werden muss. 
 
Da nun keiner der Indexe seine Elemente anhand des Primärschlüssels F sortiert, erscheint es bei 
naiver Betrachtung so, als müsste die Join-Operation durch »Nested Loops« in O(n2) implementiert 
werden. Wären die Slave-Indexe hingegen bezüglich des Primärschlüssels F sortiert, könnte für je-
den Eintrag im Master-Index eine binäre Suche durchgeführt werden, so dass sich die Laufzeit auf 
O(n log n) verbessern würde. 
 
Eine binäre Suche ist jedoch gar nicht erforderlich, denn tatsächlich kann beim Master/Slave-Index 
der Join als »Merge-Join« [Saa05] in O(n) berechnet werden, indem eine zusätzliche Eigenschaft 
eingeführt wird: für zwei beliebige Dateien des selben Typs gilt, dass ihre relative Position zueinan-
der im Master-Index m und im zugehörigen Slave-Index sj stets dieselbe sein muss [Kol08c]. Dies 
kann auch formalisiert werden: 
 
( ) ( ) ( ) ( ) ( )jFjFFFTT soPossoPosmoPosmoPosoomoo ),(),(),(),()()(:, 21212121 pipipipipipi <⇒<∧=∈∀  
Pos(f, r) = Zeilenposition des Tupels mit dem Primärschlüsselwert f in der Relation r (5.7) 
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Ist diese Eigenschaft erfüllt, so können alle Index-Relationen parallel sequenziell durchlaufen wer-
den, was in O(n) möglich ist und einem Merge-Join [Saa05] entspricht. 
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Das folgende Beispiel zeigt einen Master/Slave-Index, der die Attributwerte einiger Bilder und 
MP3-Dateien enthält. Das Attribut F wird als »Filekey« bezeichnet, das Attribut T als »Typ«. Darü-
ber hinaus besitzt der Beispiel-Index die oben definierte Merge-Eigenschaft (5.7): 
 
 
Master-Index 
Filekey Typ ... 
wS|edTbA= Bild KKK=
ghUPww^|= MP3 KKK=
iiVF^`uN= Bild KKK=
gdrfmTAa= MP3 KKK=
PM|hrfuv= Bild KKK=
 
Slave-Index für Bilder 
Filekey Breite Höhe 
wS|edTbA= 1024 768 
iiVF^`uN= 640 480 
PM|hrfuv= 2048 1536 
 
Slave-Index für MP3s 
Filekey Künstler Album 
ghUPww^|= Texas The Hush 
gdrfmTAa= Hacienda 3rd door 
Abb. 5.1-2: Master/Slave-Index  [Kol08c] 
 
Zur Bearbeitung von Suchanfragen wird jeder Index mit einem Zeiger auf das nächste zu bearbei-
tende Element versehen. Anfangs zeigen alle Merker auf das erste Element ihres Index: 
 
 
 
Master-Index 
 
 
Bilder-Index 
 
 
MP3-Index 
 
Filekey Typ ... 
 
Filekey ... 
 
Filekey ... 
 wS|edTbA= Bild KKK=  wS|edTbA= ...  ghUPww^|= ... 
 ghUPww^|= MP3 KKK=  iiVF^`uN= ...  gdrfmTAa= ... 
 iiVF^`uN= Bild KKK=  PM|hrfuv= ...    
 gdrfmTAa= MP3 KKK=       
 PM|hrfuv= Bild KKK=       
Abb. 5.1-3: Startsituation  [Kol08c] 
 
Die erste zu untersuchende Datei im Beispiel ist die Bilddatei mit dem Schlüssel wS|edTbA. Die 
typunabhängigen Attribute stehen sofort durch Abfrage des Master-Index zur Verfügung. Für typ-
spezifische Attribute muss nun der entsprechende Eintrag im Index für Bild-Metadaten »gesucht« 
R=fåÇÉñáÉêìåÖ=
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werden. Dieses »Suchen« ist allerdings ein einfaches »Finden« in O(1), da der Merker im Bilder-
Index bereits auf den gewünschten Eintrag zeigt. Danach werden die Zeiger im Master- und Bilder-
Index um eine Position weiterbewegt: 
 
 
 
Master-Index 
 
 
Bilder-Index 
 
 
MP3-Index 
 
Filekey Typ ... 
 
Filekey ... 
 
Filekey ... 
 wS|edTbA= Bild KKK=  wS|edTbA= ...  ghUPww^|= ... 
 ghUPww^|= MP3 KKK=  iiVF^`uN= ...  gdrfmTAa= ... 
 iiVF^`uN= Bild KKK=  PM|hrfuv= ...    
 gdrfmTAa= MP3 KKK=       
 PM|hrfuv= Bild KKK=       
Abb. 5.1-4: Nach Bearbeitung der ersten Datei  [Kol08c] 
 
Analog zur ersten Datei wird nun die MP3-Datei mit dem Schlüssel ghUPww^| bearbeitet, die sich 
im Master-Index an der zweiten Stelle befindet. Der Merker im MP3-Index zeigt sofort auf den kor-
rekten Eintrag, so dass in O(1) auf die typspezifischen Metadaten zugegriffen werden kann. Danach 
werden wieder alle betroffenen Zeiger, also diejenigen im Master und MP3-Index, auf das jeweils 
nächste Element bewegt: 
 
 
 
Master-Index 
 
 
Bilder-Index 
 
 
MP3-Index 
 
Filekey Typ ... 
 
Filekey ... 
 
Filekey ... 
 wS|edTbA= Bild KKK=  wS|edTbA= ...  ghUPww^|= ... 
 ghUPww^|= MP3 KKK=  iiVF^`uN= ...  gdrfmTAa= ... 
 iiVF^`uN= Bild KKK=  PM|hrfuv= ...    
 gdrfmTAa= MP3 KKK=       
 PM|hrfuv= Bild KKK=       
Abb. 5.1-5: Nach Bearbeitung der zweiten Datei  [Kol08c] 
 
Die dritte Datei, die der Master-Index liefert, ist wieder ein Bild. Die Metadaten für das Bild mit 
dem Schlüssel iiVF^`uN finden sich wieder an der Stelle, auf die der Merker im Bilder-Index zeigt, 
und so weiter. 
 
Damit dieser Merge-Join funktioniert, müssen alle Indexe die Merge-Eigenschaft (5.7) erfüllen. Die 
übrigen Operationen müssen dazu auf Algorithmen basieren, die dies stets gewährleisten [Kol08c]. 
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Sollen neue Dateien zum Index hinzugefügt werden, so müssen die entsprechenden Tupel ans Ende 
der Index-Relationen angehängt werden. Dadurch wird die Sortierung der bereits vorhandenen Tu-
pel nicht geändert. Die neuen Tupel haben automatisch die höchste Position in den jeweiligen Rela-
tionen, so dass auch für sie die Merge-Eigenschaft gilt. 
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Zum Ändern eines Tupels wird der Index wie beim Retrieval ( Kap. 5.1.2) sequenziell durchlau-
fen. Wird das zu ändernde Tupel anhand des Schlüssels gefunden, so wird es aktualisiert. Dieser 
Vorgang kann die Reihenfolge von Tupeln nicht beeinflussen, da die Position des Tupels innerhalb 
einer Index-Relation selbst bei einer Änderung des Filekeys unverändert bleibt. 
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Wird eine Datei gelöscht, muss das entsprechende Tupel aus dem Master-Index und dem betroffe-
nen Slave-Index entfernt werden. Das Löschen von Tupeln ist potenziell gefährlich – bei naiver Im-
plementierung kann die Sortierung zerstört werden, wie im folgenden Abschnitt demonstriert wird. 
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Aufgrund der uniformen Tupelgröße in den jeweiligen Indextabellen ist es naheliegend, das Lö-
schen eines Tupels durch Überschreiben mit dem letzten Tupel und Verkürzen der Datei zu imple-
mentieren: 
 
A B FED
 
 A B EDF
 
Abb. 5.1-6: Löschen eines Tupels durch Überschreiben mit dem letzten Tupel 
 
Das in diesem Abschnitt verwendete Beispiel liefert einen Fall, bei dem die Sortierung dadurch zer-
stört werden würde. Angenommen, die MP3-Datei mit dem Schlüssel ghUPww^| soll gelöscht wer-
den: 
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Master-Index 
 
 
Bilder-Index 
 
 
MP3-Index 
 
Filekey Typ ... 
 
Filekey ... 
 
Filekey ... 
 wS|edTbA= Bild KKK=  wS|edTbA= ...  ghUPww^|= ... 
 ghUPww^|= MP3 KKK=  iiVF^`uN= ...  gdrfmTAa= ... 
 iiVF^`uN= Bild KKK=  PM|hrfuv= ...    
 gdrfmTAa= MP3 KKK=       
 PM|hrfuv= Bild KKK=       
: zu löschende Einträge 
Abb. 5.1-7: Vor dem Löschen 
 
Die nachfolgende Abbildung zeigt dieselben Relationen nach dem Löschen der Datei; die betroffe-
nen Einträge wurden absichtlich durch das jeweils letzte Tupel der Heap-Dateien überschrieben: 
 
 
 
Master-Index 
 
 
Bilder-Index 
 
 
MP3-Index 
 
Filekey Typ ... 
 
Filekey ... 
 
Filekey ... 
 wS|edTbA= Bild KKK=  wS|edTbA= ...  gdrfmTAa= ... 
 PM|hrfuv= Bild KKK=  iiVF^`uN= ...    
 iiVF^`uN= Bild KKK=  PM|hrfuv= ...    
 gdrfmTAa= MP3 KKK=       
Rot hervorgehoben: ungleiche Reihenfolge 
Abb. 5.1-8: Nach dem Löschen 
 
Die in  Abb. 5.1-8 rot hinterlegten Einträge befinden sich nun in ihren jeweiligen Relationen nicht 
mehr in derselben Reihenfolge zueinander, so dass ein Merge-Join die falschen Tupel verbinden 
würde. Im Master-Index hat der Eintrag mit dem Schlüssel PM|hrfuv den Eintrag für iiVF^`uN 
»überholt«, was im Slave-Index nicht erfolgt ist – die Merge-Eigenschaft ist für diese beiden Tupel 
nicht mehr erfüllt. 
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Um die Merge-Eigenschaft zu erhalten, müssen Tupel durch Aufrücken der Nachfolger aus den In-
dex-Relationen gelöscht werden: 
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A B FED
 
 A B FED
 
Abb. 5.1-9: Löschen eines Tupels durch Verschieben 
 
Die Laufzeit einer korrekten Löschoperation beträgt immer O(n), da alle nachfolgenden Tupel ver-
schoben werden müssen. 
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Der Master/Slave-Index hat bei Änderungs- und Lösch-Operationen lineare Laufzeit, was beim Ein-
satz eines effizienten Dateisystems wie z.B. ext2 eine partielle Verschlechterung bedeutet 
( Abb. 5.2-2). Das Verändern von Attributwerten und Löschen einer Datei ist in diesem Fall nicht 
mehr in O(log n), sondern nur noch in O(n) möglich. Dieser Umstand fällt besonders auf, wenn sehr 
viele Dateien betroffen sind (sog. »batch rename« bzw. »batch delete«): 
 
 
Abb. 5.1-10: »Batch rename« 
 
Im Folgenden soll das Massenlöschen von Dateien näher untersucht werden. Der naive Ansatz, für 
alle m Dateien die Löschfunktion des Betriebssystems mit dem jeweiligen Schlüssel aufzurufen, ist 
von Nachteil. Viel effizienter ist es, dem Betriebssystem selbst eine Liste der zu löschenden Dateien 
zu übergeben, die dann direkt abgearbeitet wird. 
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Dass die zweite Variante effizienter ist, überrascht, denn in beiden Fällen ergibt sich theoretisch eine 
Laufzeit von O(n∗m). Dabei wird jedoch vernachlässigt, dass die Liste der zu löschenden Dateien 
zumeist im schnellen Arbeitsspeicher vorliegt, während das Dateisystem und der Index auf der deut-
lich langsameren Festplatte gespeichert sind. 
 
Das Massenlöschen läuft im Index nun in zwei Phasen ab: in der ersten Phase werden ähnlich wie 
beim Suchen alle Einträge in den Indexen verarbeitet. Für jeden Eintrag wird in der Löschliste nach 
dem cáäÉâÉó gesucht; wird er gefunden, werden alle Einträge der betroffenen Datei markiert: 
 
 
 
Master-Index 
 
 
Bilder-Index 
 
 
MP3-Index 
 
 
Löschliste 
 
Filekey Typ ... 
 
Filekey ... 
 
Filekey ... 
 
Filekey 
 wS|edTbA= Bild KKK=  wS|edTbA= ...  ghUPww^|= ...  ghUPww^|=
 ghUPww^|= MP3 KKK=  iiVF^`uN= ...  gdrfmTAa= ...  iiVF^`uN=
 iiVF^`uN= Bild KKK=  PM|hrfuv= ...      
 gdrfmTAa= MP3 KKK=         
 PM|hrfuv= Bild KKK=         
Abb. 5.1-11: Vor dem Massenlöschen 
 
Das Löschen jener Dateien in der Löschliste entspricht weitgehend der bereits vorgestellten Datei-
suche ( Kap. 5.1.2). Die aktuelle Datei wird allerdings nicht auf das Erfüllen einer Suchbedingung 
geprüft oder an den Aufrufer zurückgeliefert, sondern in der Löschliste gesucht. Wird sie dort auf-
gefunden, werden ihre Einträge im Master/Slave-Index markiert, etwa durch Setzen eines Bits in 
einem speziellen Attribut oder durch Überschreiben des cáäÉâÉó mit Nullbytes: 
 
 
 
Master-Index 
 
 
Bilder-Index 
 
 
MP3-Index 
 
 
Löschliste 
 
Filekey Typ ... 
 
Filekey ... 
 
Filekey ... 
 
Filekey 
 wS|edTbA= Bild KKK=  wS|edTbA= ...  ghUPww^|= ...  ghUPww^|=
 ghUPww^|= MP3 KKK=  iiVF^`uN= ...  gdrfmTAa= ...  iiVF^`uN=
 iiVF^`uN= Bild KKK=  PM|hrfuv= ...      
 gdrfmTAa= MP3 KKK=         
 PM|hrfuv= Bild KKK=         
: zum Löschen markierte Einträge 
Abb. 5.1-12: Nach dem Markieren der ersten Datei 
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Da alle n Dateien aus dem Master-Index mit den m Einträgen in der Löschliste verglichen werden 
müssen, ergibt sich eine Ordnung von O(n∗m). Gegenüber dem Durchlaufen des Indexes, der auf 
der Festplatte gespeichert ist, fällt das Durchsuchen der Löschliste im Arbeitsspeicher allerdings 
kaum ins Gewicht. Liegt die Löschliste sortiert vor, kann beim Suchen der aktuellen Datei sogar ei-
ne binäre Suche eingesetzt werden, so dass sich die Ordnung zu O(n log m) verbessert. Dies ist bei 
der naiven Variante nicht möglich, da die Sortierung der Löschliste dort irrelevant ist. Nach der ers-
ten Phase sind alle Dateien der Löschliste aufgefunden und die zugehörigen Einträge in allen In-
dexen markiert: 
 
 
 
Master-Index 
 
 
Bilder-Index 
 
 
MP3-Index 
 
 
Löschliste 
 
Filekey Typ ... 
 
Filekey ... 
 
Filekey ... 
 
Filekey 
 wS|edTbA= Bild KKK=  wS|edTbA= ...  ghUPww^|= ...  ghUPww^|=
 ghUPww^|= MP3 KKK=  iiVF^`uN= ...  gdrfmTAa= ...  iiVF^`uN=
 iiVF^`uN= Bild KKK=  PM|hrfuv= ...      
 gdrfmTAa= MP3 KKK=         
 PM|hrfuv= Bild KKK=         
: zum Löschen markierte Einträge 
Abb. 5.1-13: Nach dem Markieren aller Dateien der Löschliste 
 
In einer zweiten Phase müssen nun alle markierten bzw. invalidierten Datensätze endgültig aus der 
Datei entfernt werden. Dieser Schritt muss jedoch nicht sofort durchgeführt werden, sondern kann 
auch beispielsweise bis zum Logout des Benutzers verschoben werden. Das Entfernen der Daten-
sätze hat pro Tabelle eine Laufzeit von O(n), wenn jeder Index sequenziell verarbeitet wird und 
nicht markierte Einträge an eine neue Heap-Datei angehängt werden. Diese neue Datei ersetzt 
schließlich die ursprüngliche Datei, so dass alle zu löschenden Tupel endgültig aus dem Index ent-
fernt sind. 
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Die Tabelle in  Abb. 5.2-2 stellt für die Dateisysteme FAT und ext2 die Dauer verschiedener Ope-
rationen ohne und mit Master/Slave-Index dar. Das FAT-Dateisystem speichert Verzeichniseinträge 
in einer Liste ab, während ext2 dafür einen B+-Baum einsetzt. Das Suchen einer bestimmten Datei 
anhand ihres Dateinamens ist also in O(n) bzw. O(log n) durchführbar. 
 
Wenn eine Liste mit allen Dateien vorliegt, ist eine auf Metadaten gestützte Suche beim Einsatz des 
FAT-Dateisystems in O(n2) möglich: jede der n Dateien muss geöffnet und durchsucht werden, wo-
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bei das Öffnen jeweils O(n) zum Suchen des Verzeichniseintrags benötigt. Für ext2 ergibt sich ent-
sprechend O(n log n): 
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Abb. 5.2-1: Ablauf eines Suchvorgangs ohne Index 
 
Das Modifizieren eines Verzeichnisses (Hinzufügen oder Löschen von Dateien bzw. Modifizieren 
des Verzeichniseintrags) setzt das Finden des jeweiligen Eintrags voraus, so dass hier ohne Index 
ein Zeitaufwand von O(n) bzw. O(log n) entsteht: 
 
 
Ohne Index Master/Slave-Index 
 
FAT ext2 FAT ext2 
Suche O(n2) O(n log n) O(n) O(n) 
Neue Datei O(n) O(log n) O(n)+O(n) O(log n)+O(1) 
Änderung O(n) O(log n) O(n)+O(n) O(log n)+O(n) 
Löschen O(n) O(log n) O(n)+O(n) O(log n)+O(n) 
Grün hervorgehoben: Verbesserungen bei häufigen Operationen 
Rot hervorgehoben: Verschlechterungen bei seltenen Operationen 
Abb. 5.2-2: Operationen im Vergleich 
 
Die Verschlechterung beim Ändern und Löschen von Dateien innerhalb moderner Dateisysteme 
wird akzeptiert, um im Gegenzug eine schnelle Dateisuche zu ermöglichen. Um diesen Nachteil 
auszugleichen, bietet der Master/Slave-Index eine effiziente Unterstützung für Massen-Operationen 
wie »batch rename« und »batch delete« ( Kap. 5.1.6), so dass z.B. das Löschen vieler Dateien nur 
unwesentlich mehr Zeit benötigt als das Löschen einer einzigen Datei. 
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Das Einführen von Slave-Indexen für jedes Dateiformat lässt das Verfahren ineffizient erscheinen, 
denn eine Library mit sehr viele Dateitypen benötigt auch sehr viele Slave-Indexe. Bei pragmati-
scher Betrachtung stimmt dies jedoch nicht, da jede Datei in höchstens einem Slave-Index vor-
kommen kann. Dadurch können keine Kollisionen entstehen, wenn ein Slave-Index für mehr als ein 
Dateiformat benutzt wird. 
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Offenbar ist das Verwenden eines Slave-Indexes für mehrere Dateiformate genau dann kein Prob-
lem, wenn die Metadaten-Tupel der jeweiligen Dateitypen dieselbe Größe haben. Ist dies nicht der 
Fall, können kürzere Tupel durch Opfern von Speicherplatz in der Größe angeglichen werden. Ab-
hängig vom Dateityp werden die Binärdaten des Slave-Index als Tupel mit den jeweiligen Metada-
ten interpretiert. 
 
Um den zusätzlichen Speicherbedarf bei einer solchen Implementierung zu minimieren, sollten bei 
Anwendung dieser Technik die Slave-Indexe nicht mehr nach Dateiformat, sondern exponentiell 
nach Größenklassen eingerichtet werden, also z.B. für Dateitypen mit bis zu 128 Byte an Metada-
ten, 256 Byte, 512 Byte und so weiter. In der kleinsten Klasse werden somit höchstens 127 Byte 
verschwendet, in der nächsten Klasse ebenfalls (da ja mindestens 129 Byte belegt sind, damit ein 
Tupel dieser Klasse zugeordnet wird), anschließend 255 Byte, 511 Byte und so fort. Der maximal 
verschwendete Speicherplatz entspricht bei exponentieller Klasseneinteilung ab der zweiten Klasse 
also immer (0,5 ∗ Größe) - 1, was relativ zur Klassengröße konstant ist. 
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Der Merge-Join während der Bearbeitung eines Master/Slave-Indexes wird über den Primärschlüs-
sel F gebildet. Da der Schlüssel zu den Metadaten einer Datei gehört und auch außerhalb des Inde-
xes von Bedeutung ist, muss er zumindest im Master-Index gespeichert werden. 
 
In den Slave-Indexen ist das wiederholte Speichern des Filekeys jedoch nicht erforderlich, da der 
Merge-Join implizit über die Reihenfolge der Tupel in ihren jeweiligen Heap-Dateien berechnet 
wird. Um Speicherplatz zu sparen, kann daher durch Anpassung von (5.6) auf das Wiederholen des 
Schlüsselattributs in den Slave-Indexen verzichtet werden. 
 
Wird von dieser Optimierung kein Gebrauch gemacht, so kann während des Merge-Joins überprüft 
werden, ob sich an der aktuellen Stelle eines Slave-Indexes auch tatsächlich das angeforderte Tupel 
befindet. Ist dies nicht der Fall, so ist der Index inkonsistent und muss neu aufgebaut werden. 
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Dieses Kapitel stellt die Architektur ( Kap. 6.1) und Implementierung ( Kap. 6.2) einer Refe-
renz-Library vor. Auf diesem System basierend kann schließlich die Interaktion mit Dateien 
( Kap. 7) verbessert werden: insbesondere wird hier der vollständige Zugriff auf beliebige Meta-
daten realisiert, so dass eine starre Verzeichnisstruktur obsolet wird. Zur Sicherstellung einer 
hohen Leistung wird zur Indexierung ein Master/Slave-Index ( Kap. 5) eingesetzt und erprobt 
( Kap. 6.3). 
 
Im Rahmen dieser Arbeit soll auf bestehenden Dateisystemen aufgebaut werden, indem diese um 
zusätzliche Funktionen erweitert werden. Dabei soll die Architektur skalierbar sein, also auf nahezu 
beliebige Dateisysteme aufgesetzt werden können. Konkrete, von diesem Modell abgeleitete Libra-
ries können so von Flash-Speicherkarten, die üblicherweise mit dem FAT-Dateisystem formatiert 
sind, bis hin zu Highend-Systemen eingesetzt werden. Die Library wird dadurch zum integralen Be-
standteil des Betriebssystems, so dass Applikationen die bereitgestellte Funktionalität voraussetzen 
können: 
 
Betriebssystem
App App App App
Physikalisches
Dateisystem
Library
 
Abb. 6-1: Integration ins Betriebssystem 
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In diesem Abschnitt wird zunächst die Architektur der Referenz-Library eingeführt, bevor in 
 Kap. 6.2 konkrete Details zur Implementierung präsentiert werden. 
 
Die Referenz-Library setzt sich aus mehreren Domains ( Kap. 6.1.1) zusammen, die entweder auf 
einem physikalischen Dateisystem aufbauen oder als »virtuelle Domain« (in  Abb. 6.1-1 ganz 
rechts) andere Informationen in die Library integrieren. Applikationen ( Kap. 6.1.2) greifen nicht 
mehr direkt auf das physikalische Dateisystem zu, sondern werden durch die Library in ein objekt-
orientiertes Gesamtkonzept eingebunden [Kol08b]. In einer Registry ( Kap. 6.1.3) werden alle 
aktiven Komponenten verwaltet: 
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Abb. 6.1-1: Architektur-Übersicht  [Kol08b] 
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Eine Domain [OSC06] wird hier als weitgehend unabhängiger Speicherort für Datenobjekte defi-
niert. Die Library wird durch Domains partitioniert: jede Datei ist also in genau einer Domain ge-
speichert. Der einer Domain zugeordnete Programmcode ( Kap. 6.1.2.2) realisiert den Dateizu-
griff für Applikationen, indem das physikalische Dateisystem virtualisiert und für das Datenmodell 
der Library aufbereitet wird [Kol08b]. 
 
Viele Dateiformate, etwa für Adressen [RFC2425] oder Termine [RFC2445], bestehen nur aus we-
nigen Attributen und weisen oft keinen Dateikörper auf. Datenobjekte dieser Formate sind kleine 
Tupel uniformer Größe. Die Referenz-Library sieht für derartige Dateien Domains vor, die alle Tu-
pel eines Typs in einer einzigen Heap-Datei im physikalischen Dateisystem zusammenfassen (je 
nach Dateiformat beispielsweise ^aobppbkKa q^ oder qbojfkbKa q^). Der Zugriff auf einzelne 
Datenobjekte wird vom zugehörigen Programmcode ( Kap. 6.1.2.2) transparent auf die jeweilige 
Heap-Datei abgebildet [Kol08b]. Auf diese Weise wird kein Speicherplatz in Dateisystemen ver-
schwendet, die zur Verbesserung der Schreib- und Leseperformanz große Zuordnungseinheiten ein-
setzen sollten [Kol08a]. 
 
Datenobjekte mit Dateikörper werden in anderen Domains direkt auf Dateien des physikalischen 
Dateisystems abgebildet. Attribute, die weder das physikalische Dateisystem noch das jeweilige Da-
teiformat im Dateikörper als Metadaten deklarieren, werden in Headern gespeichert, die jeder Datei 
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vorangestellt werden. Dies geschieht transparent, da für Applikationen durch Addition der Header-
größe zum Dateizeiger nur der ursprüngliche Dateikörper sichtbar ist [Kol08b]. 
 
Ein weiterer Grund für die Einführung von Domains sind Benutzerkonten, die bei Multiuser-
Betriebssystemen verwendet werden. Zu keinem Zeitpunkt sind hier alle Dateien verfügbar: ledig-
lich die Dateien des jeweils angemeldeten Benutzers werden gemountet, außerdem sind bestimmte 
Systemdateien (etwa Schriftarten) freigegeben. Daher verfügt jeder Benutzer der Referenz-
Implementierung über eigene Domains, die zusammen etwa dem Heimverzeichnis in traditionellen 
Systemen entsprechen. Zusätzlich werden Domains für Systemdateien angelegt, die für alle Benut-
zerkonten verfügbar sind. 
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Das Referenz-Modell muss keine Rücksicht auf bestehende Applikationen und die durch den Ver-
lust der Kompatibilität entstehenden Probleme nehmen. Daher wird ein ganzheitlicher, objektorien-
tierter Ansatz eingeführt, bei dem Applikationen durch Vererbung zum Teil der Library werden: 
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Abb. 6.1-2: Einbindung von Applikationen 
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Oberste Klasse der in  Abb. 6.1-2 dargestellten Vererbungshierarchie ist die abstrakte Klasse 
aa~í~^Äëíê~Åí, die die grundlegenden Eigenschaften und Operationen aller Dateiformate model-
liert. Neben den obligatorischen Attributen wie dem Primärschlüssel F (cáäÉâÉó,  Kap. 4.1), dem 
Typbezeichner T (qóé,  Kap. 4.1), einem Dateinamen _Éò (für »Bezeichnung«) und diversen 
Steuerbits (cä~Öë) definiert diese Klasse eine Reihe von abstrakten Methoden. Durch Aufruf dieser 
Methoden können instanziierte Datenobjekte von außen manipuliert, etwa umbenannt, werden. Die 
konkrete Realisierung, insbesondere die Funktionsweise und das physikalische Format der beteilig-
ten Domains, bleibt dem Aufrufer dabei verborgen. 
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Von der abstrakten Klasse aa~í~^Äëíê~Åí wird auf der nächsten Ebene der Programmcode aller 
Domains abgeleitet. Domain-Klassen implementieren Methoden für den Dateizugriff, etwa zum 
Öffnen und Schließen von Dateien (léÉå und `äçëÉ), zum Verschieben des Dateizeigers (pÉÉâ) 
sowie zum Lesen und Schreiben von Daten an der aktuellen Position des Dateizeigers (oÉ~Ç und 
têáíÉ). Diese Operationen werden in geeigneter Weise ( Kap. 6.1.1) auf das physikalische Datei-
system abgebildet und sind nur in der Domain-Klasse selbst sowie allen abgeleiteten Klassen sicht-
bar (éêçíÉÅíÉÇ). 
 
Darüber hinaus stellen Domain-Klassen Methoden zum Umbenennen (oÉå~ãÉ) und Löschen (háää) 
von Dateien bereit, sowie eine Methode `êÉ~íÉiáëí zur Dateisuche. Diese Methode bekommt eine 
Suchanfrage ( Kap. 6.2.2) übergeben und liefert eine Liste aller enthaltenen Dateien zurück, die 
den Bedingungen der Suchanfrage genügen. Die konkrete Implementierung kann variieren, bei-
spielsweise durch die Verwendung eines Indexes ( Kap. 5). Ein solcher Index kann ohne Beteili-
gung von Applikationen verwaltet werden, da der Zugriff auf Dateien ausschließlich über die von 
der Domain bereitgestellten Methoden durchgeführt wird. Auf diese Weise kann etwa bei jedem 
Aufruf von `äçëÉ nach vorhergehenden Schreiboperationen automatisch eine Aktualisierung des In-
dexes vorgenommen werden. 
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Formatspezifische Methoden, etwa zum Einlesen einer Datei (iç~Ç) oder zur Extraktion der Meta-
daten (iç~ÇjÉí~), bleiben in Domain-Klassen weiterhin abstrakt. Sie werden erst in den eigentli-
chen Applikations-Klassen implementiert. Die Objekte von Applikations-Klassen repräsentieren 
damit eine konkrete Datei, die nach dem Aufruf von iç~Ç in aller Regel in den Arbeitsspeicher ein-
gelesen wurde und zur Benutzung bereitsteht. Alternativ kann ein solches Datei-Objekt auch von 
einem Domain-Objekt erzeugt worden sein, um z.B. bei einer Neuindexierung durch Aufruf der 
Methode iç~ÇjÉí~ nur die Attributwerte einzulesen und danach in einem Index zu speichern. 
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Für Applikationen, die Dateien aus mehreren Domains verarbeiten sollen, ergibt sich hier bei kon-
sequenter Umsetzung des Modells das Problem der Mehrfachvererbung, die von vielen Program-
miersprachen nicht unterstützt wird. Da aber zu jedem Zeitpunkt höchstens eine Datei pro Applika-
tions-Objekt aktiv ist, ist auch nur der Zugriff auf die Methoden eines einzigen Domain-Objekts er-
forderlich. Daher kann die Mehrfachvererbung durch dynamisches Linken realisiert werden. 
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Die eigentliche Referenz-Implementierung verwaltet eine begrenzte Anzahl vorher definierter Da-
teiformate ( Kap. 6.2.1); sie ist also statisch. Im Gegensatz dazu muss für praktische Anwen-
dungen die Erweiterbarkeit sichergestellt werden: es müssen also nachträglich neue Datentypen, 
Domains und Applikationen hinzugefügt werden können. Aus diesem Grund ist in der Architektur 
eine Registry vorgesehen, die analog zur Registry von Microsoft OLE ( Kap. 2.4.2) funktioniert. 
Neben einer Liste aller Dateiformate enthält die Registry für jeden Dateityp eine Liste mit Domains, 
die das jeweilige Dateiformat enthalten können. Darüber hinaus werden für alle Dateiformate die 
Applikationen, die das jeweilige Format öffnen können, registriert. 
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In diesem Abschnitt werden zwei wichtige Teilbereiche der Referenz-Implementierung präsentiert: 
der Namensraum ( Kap. 6.2.1) und die Suche nach Dateien mit bestimmten Eigenschaften 
( Kap. 6.2.2). 
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Das Datenmodell einer Library ( Kap. 4.1) schreibt für jedes Objekt-Schema R die Attribute F 
und T vor (4.1), die den Typ eines Datenobjekts global eindeutig codieren (T, 4.6) bzw. für einen 
gegebenen Typ die Funktion eines Primärschlüssels übernehmen (F, 4.5). Damit bilden die Attri-
butwerte 〈 f, t 〉 aller Datenobjekte einen globalen Superschlüssel (4.12). In (4.7) wird gefordert, dass 
dom(F) und dom(T) für alle Objekt-Schemata einer Library L identisch und somit vergleichbar sein 
müssen. 
 
In der Praxis kann der Wertebereich dom(T) beispielsweise ein dreibuchstabiger Code sein, wo-
durch die üblichen Namensendungen weiter benutzt werden können. Ebenso ist auch ein FourCC 
wie bei AVI-Dateien [Kol03], eine GUID [RFC4122] oder ein MIME-Typ [RFC2045] denkbar 
[Kol08b]. In der Referenz-Library wurde für dom(T) der Datentyp Byte gewählt, so dass jedes Da-
teiformat als 8 Bit große Zahl codiert wird. Dadurch können für Operationen mit Dateitypen die 
Mengenfunktionen von Borland Pascal ausgenutzt werden. Unter anderem sind in der Referenz-
Library gegenwärtig folgende Dateiformate definiert worden (das Präfix Çí steht für »data type«): 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
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Åçåëí=
==ÇíkçåÉZMX= ôråÖΩäíáÖ=ÄòïK=åáÅÜí=áåáí~äáëáÉêíÉë=a~íÉåçÄàÉâíõ===ÇícçäÇÉêZNX= ôlêÇåÉêI=áåíÉêåÉ=sÉêïÉåÇìåÖ=áã=a~íÉáJj~å~ÖÉê=E=h~éK=TKQFõ=
==Çí_áäÇORSZSX= ôråâçãéêáãáÉêíÉë=_áäÇ=ãáí=ORS=c~êÄÉåõ===Çí^ÇêÉëëÉZVX= ô^ÇêÉëëÉõ=
==ÇíqÉêãáåZNNX= ôqÉêãáåõ===ÇíqÉñíZNPX= ôqÉñíÇ~íÉáõ=
==ÇíeÉäéZNQX= ôeáäÑÉíÉñíõ===ÇíqÉñíìêÉZNRX= ôPaJqÉñíìêõ=
==Çí^ìÇáç`aZNSX= ôqê~ÅâäáëíÉ=ÉáåÉê=^ìÇáçJ`aõ===ÇíeqjiZNUX= ôeqjiJqÉñíõ=
==Çíj~áäZNVX= ôbj~áäõ===Çí^êÅÜáîÉZOOX= ô^êÅÜáîÇ~íÉáõ=
==ÇíjmPZOPX= ôjmPJhä~åÖõ===ÇísáÇÉçjmbdZORX= ôjmbdJsáÇÉçõ=
==Çí_áäÇqêìÉZOSX= ôråâçãéêáãáÉêíÉë=bÅÜíÑ~êÄÉåJ_áäÇõ===ÇípjpZPPX= ôpjpõ=
==ÇíaáÖácçíçZPQX= ôgmbdJ_áäÇõ=
==ÇísáÇÉç^sfZPRX= ô^sfJsáÇÉçõ===ÇíqêìÉqóéÉZPSX= ôpâ~äáÉêÄ~êÉ=pÅÜêáÑí~êíõ=
==ÇínìáÅâqáãÉZPVX= ônìáÅâíáãÉJsáÇÉçõ===ÇípÉ~êÅÜZQOX= ô^ÄÖÉëéÉáÅÜÉêíÉê=pìÅÜÑáäíÉê=E=h~éK=TKPFõ=
==i`^opcáäÉíóéÉëZQQX= ô_áëä~åÖ=Ü∏ÅÜëíÉ=îÉêÖÉÄÉåÉ=kìããÉêõ=
 
Der Wertebereich dom(F) der Referenz-Implementierung besteht aus genau 8 Zeichen und ent-
spricht damit dem Datentyp píêáåÖxUz. Da das Attribut F nur für ein einziges Dateiformat eine 
Schlüsselfunktion übernehmen muss, können Applikations- bzw. Domain-Klassen die Attributwerte 
f unabhängig vergeben. In der Referenz-Implementierung wird für in Heap-Dateien zusammenge-
fasste Datenobjekte das physikalische Offset innerhalb der Heap-Datei in hexadezimaler Schreib-
weise verwendet, andernfalls ist der Schlüssel eine zufällig gewählte Zeichenkette. Folgende Abbil-
dung zeigt eine Liste verschiedener Dateien, in der u.a. die Attribute _ÉòÉáÅÜåìåÖ und cáäÉâÉó auf-
geführt sind (Dateien mit Hashcodes als Primärschlüssel sind rot markiert): 
 
 
Abb. 6.2-1: Dateiname, Dateizeit und ID ( F bzw. cáäÉâÉó) 
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Die Auswahl von Dateien ist eine der wichtigsten Operationen einer Library: zum einen ist das 
Auswählen bzw. Auffinden bestimmter Dateien die Motivation für die Entwicklung eines derartigen 
Informationssystems ( Kap. 1), andererseits stellt die Selektion eine Vorstufe vieler anderer Ope-
rationen dar, etwa für das (Massen)löschen ( Kap. 5.1.6) nicht mehr benötigter Dateien. 
 
Die heute wichtigste Abfragesprache für Datenbanksysteme ist SQL. Das bedeutet insbesondere, 
dass viele Entwickler in der Industrie und im akademischen Umfeld mit dieser Sprache vertraut 
sind. SQL gestattet durch den pbib`q-Befehl die Formulierung sehr komplexer Selektionen, so 
dass ein Parser diese Ausdrücke in mehrere elementare Suchanfragen aufspalten und die Ergebnisse 
danach verknüpfen muss, etwa durch Vereinigung der entstandenen Mengen [Saa05]. 
 
Im Interesse einer möglichst einfachen und effizienten Referenz-Implementierung wird hier jedoch 
auf SQL als Abfragesprache verzichtet. Zur Selektion von Dateien wird auf den Attributen der Lib-
rary basierend eine Datenstruktur definiert, die die Parameter einer Suchanfrage speichert und »Fil-
ter« genannt wird: 
 
íóéÉ===cáäíÉêqóéÉZêÉÅçêÇ=
==ôNK=a~íÉáíóéÉåõ=====a~íÉáíóéÉåW=cáäÉíóéÉëX=
==ôOK=dÉãÉáåë~ãÉ=^ííêáÄìíÉõ=====sçääíÉñíëìÅÜÉW=píêáåÖxPNzX= ôcΩê=sçääíÉñíëìÅÜÉõ=
====k~ãÉm~ê~ãW=píêáåÖxPNzX=====k~ãÉpìÅÜãìëíÉêW=_óíÉX= ôNW=ÉåíÜ®äíI=OWáëíI=PWÑ®åÖí=~å=ãáíI=QWÜ∏êí=~ìÑ=ãáíõ=
====a~íìãm~ê~ãW=píêáåÖxNMzX=====a~íìãpìÅÜãìëíÉêW=_óíÉX= ôNW=åÉìÉêLÖäÉáÅÜI=OWáëíI=PW®äíÉêLÖäÉáÅÜI=QWg~ÜêÉëí~Öõ=
====cä~Öëm~ê~ãW=_óíÉX= ôNW=kÉìI=OW=póëíÉãõ=
====cä~ÖëpìÅÜãìëíÉêW=_óíÉX= ôNW=áëíX=OW=áëí=åáÅÜíõ=
==ôPK=qóé~ÄÜ®åÖáÖÉ=jÉí~Ç~íÉåõ=
====^ÄëÉåÇÉêIbãéÑ~ÉåÖÉêW=píêáåÖxPNzX= ôcΩê=pjp=ìåÇ=bj~áäõ=====qÜÉã~W=píêáåÖxPNzX= ôbj~áäI=^sfõ=
====hìÉåëíäÉêm~ê~ãIqáíÉäW=píêáåÖxPNzX= ôjmPI=^sfõ=====bêëÅÜÉáåìåÖëà~ÜêI^äÄìãW=píêáåÖxPNzX= ôjmPõ=
====bèìáéãÉåícáêãï~êÉW=píêáåÖxPNzX= ôgmbdI=^sfõ=====^ìÑå~ÜãÉm~ê~ãW=píêáåÖxNMzX= ôgmbdI=^sfõ=
====^ìÑå~ÜãÉpìÅÜãìëíÉêW=_óíÉX= ôNW=åÉìÉêLÖäÉáÅÜI=OWáëíI=PW®äíÉêLÖäÉáÅÜõ=====_êÉáíÉm~ê~ãW=píêáåÖxQzX= ô_áäÇÉêI=sáÇÉçëI=^åáã~íáçåÉåõ=
====eçÉÜÉm~ê~ãW=píêáåÖxQzX= ô_áäÇÉêI=sáÇÉçëI=^åáã~íáçåÉåõ=====hìÉåëíäÉêpìÅÜãìëíÉêW=_óíÉX= ôNW=ÉåíÜ®äíX=OW=áëíõ=
====Á=ÉåÇX=
 
Damit eine Datei ins Suchergebnis aufgenommen wird, müssen alle aktiven Bedingungen der Fil-
terstruktur erfüllt sein, es handelt sich also um eine implizite ^ka-Verknüpfung. In Sektion 1 wird 
zunächst die Menge der erlaubten Dateitypen ( Kap. 6.2.1) definiert. Daran schließen sich zwei 
Sektionen an, die sich auf die weiteren Attribute der Dateien beziehen. 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
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Im zweiten Abschnitt ist für jedes gemeinsame (also in allen Objekt-Schemata enthaltene) Attribut 
eine Variable vorhanden, zusammen mit einem Byte, das das Suchmuster definiert. Enthält bei-
spielsweise k~ãÉm~ê~ã eine Zeichenkette, so legt k~ãÉpìÅÜãìëíÉê fest, ob der Dateiname 
k~ãÉm~ê~ã an beliebiger Stelle enthalten sein soll (N), identisch mit k~ãÉm~ê~ã (O) sein bzw. 
damit beginnen (P) oder enden (Q) soll. Analog dazu werden für alle anderen Attribute Bedingungen 
definiert. Zusätzlich enthält die Sektion einen Parameter für die Volltextsuche, der sich auf alle At-
tribute und bei Textdateien sogar auf den Dateiinhalt bezieht. Der dritte Abschnitt der Filterstruktur 
enthält Parameter, um Bedingungen für alle typabhängigen Attribute, wie z.B. bêëÅÜÉáåìåÖëà~Üê 
oder qáíÉä, zu definieren. 
 
Zusammenfassend besteht ein Filter also aus einer Menge von Dateitypen und Bedingungen, die für 
die Aufnahme einer Datei ins Suchergebnis ausnahmslos erfüllt sein müssen. Damit bietet ein Such-
filter weniger Möglichkeiten als SQL, ist aber besonders leicht zu interpretieren und noch mächtig 
genug für die Formulierung der wichtigsten in der Praxis erforderlichen Suchanfragen. Darüber hi-
naus gestattet der Eintrag sçääíÉñíëìÅÜÉ die Angabe eines Suchbegriffs, nach dem in allen Attribut-
werten und (abhängig vom Dateiformat) sogar im Dateikörper selbst gesucht wird. Ein derartiger 
Suchfilter ist mit SQL gar nicht bzw. nur umständlich oder mittels proprietärer Erweiterungen zu 
formulieren. 
 
Die Manipulation des Datenbestandes wird im Referenz-Modell weder über einen Filter noch mit-
tels einer Befehlssprache durchgeführt, sondern durch den Aufruf von Methoden, die Domains bzw. 
Applikationen bereitstellen ( Kap. 6.1.2). 
 
 
SKOKOKN=nìÉêó=Åçåí~áåãÉåí=
 
Vor der eigentlichen Durchführung einer Dateisuche kann die Filterstruktur optimiert werden, in-
dem Dateiformate aus der Menge a~íÉáíóéÉå entfernt werden, die ohnehin keine Suchergebnisse 
liefern. Diese Optimierung wird als »query containment« bezeichnet [Mil00], also als Eingrenzen 
der Suche. Folgender Filter verdeutlicht das Prinzip: 
 
oÉëÉícáäíÉêX= ôpÉíòí=ÇÉå=ÖÉë~ãíÉå=cáäíÉê=òìêΩÅâõ===ïáíÜ=cáäíÉê=Çç=ÄÉÖáå=
==a~íÉáíóéÉåWZxÇíjmPIÇísáÇÉç^sfIÇínìáÅâíáãÉzX===_êÉáíÉm~ê~ãWZDSQMDX= ô_êÉáíÉ=Öê∏≈Éê=çÇÉê=ÖäÉáÅÜ=SQM=máñÉäõ=
==eçÉÜÉm~ê~ãWZDQUMDX= ôe∏ÜÉ=Öê∏≈Éê=çÇÉê=ÖäÉáÅÜ=QUM=máñÉäõ===hìÉåëíäÉêm~ê~ãWZD^å~ëí~Åá~DX=
==hìÉåëíäÉêpìÅÜãìëíÉêWZOX= ôáëíõ===ÉåÇX=
oÉíêáÉîÉX= ôpí~êíÉí=ÇáÉ=pìÅÜÉõ=
 
Es ist offensichtlich, dass diese Suche niemals MP3s liefern wird, da dieses Format als reine Audio-
Datei nicht über eine Breite oder Höhe verfügt ( Kap. 3.3.4). Daher muss für jede im Filter gefor-
derte Bedingung die Menge a~íÉáíóéÉå mit der Menge der Formate geschnitten werden, die das 
entsprechende Attribut überhaupt besitzen – da ÇíjmP keine Breite oder Höhe besitzt, würde dieses 
S=oÉÑÉêÉåòJiáÄê~êó=
UV=
Element also aus a~íÉáíóéÉå entfernt. Optimierte Filter betreffen möglicherweise nicht alle Do-
mains, so dass sie von einem Master/Slave-Index schneller bearbeitet werden können 
( Kap. 5.1.2). In der Referenz-Implementierung wird daher jede Suchanfrage vor ihrer Abarbei-
tung wie folgt eingegrenzt: 
 
pìÅÜíóéÉåZcáäíÉêKa~íÉáíóéÉåX= ôhçéáÉI=ìã=píêìâíìê=ÇÉë=^ìÑêìÑÉêë=åáÅÜí=òì=îÉê®åÇÉêåõ=ôpìÅÜíóéÉå=ÄÉêÉáåáÖÉåW=qóéÉå=ÉåíÑÉêåÉåI=ÇÉåÉå=ÖÉÑçêÇÉêíÉ=jÉí~Ç~íÉå=ÑÉÜäÉåõ=
==ïáíÜ=cáäíÉê=Çç=ÄÉÖáå=
====áÑ=E^ÄëÉåÇÉêY[DDF=çê=EbãéÑ~ÉåÖÉêY[DDF=íÜÉå=pìÅÜíóéÉåWZpìÅÜíóéÉå∗xÇípjpIÇíj~áäzX=
====áÑ=qÜÉã~Y[DD=íÜÉå=pìÅÜíóéÉåWZpìÅÜíóéÉå∗xÇíj~áäIÇísáÇÉç^sfzX=
====áÑ=EhìÉåëíäÉêY[DDF=çê=EqáíÉäY[DDF=íÜÉå=pìÅÜíóéÉåWZEpìÅÜíóéÉå∗xÇíjmPIÇísáÇÉç^sfzFX=
====áÑ=EbêëÅÜÉáåìåÖëà~ÜêY[DDF=çê=E^äÄìãY[DDF=íÜÉå=pìÅÜíóéÉåWZpìÅÜíóéÉå∗xÇíjmPzX=
====áÑ=bèìáéãÉåícáêãï~êÉY[DD=íÜÉå=pìÅÜíóéÉåWZpìÅÜíóéÉå∗xÇíaáÖácçíçIÇísáÇÉç^sfzX=
====áÑ=^ìÑå~ÜãÉpìÅÜãìëíÉê[N=íÜÉå=pìÅÜíóéÉåWZpìÅÜíóéÉå∗xÇíaáÖácçíçIÇísáÇÉç^sfzX=====áÑ=E_êÉáíÉm~ê~ãY[DDF=çê=EeçÉÜÉm~ê~ãY[DDF=íÜÉå=
======pìÅÜíóéÉåWZpìÅÜíóéÉå∗xÇícäáÅIÇíu^åáãIÇísáÇÉçjmbdIÇísáÇÉç^sfIÇínìáÅâqáãÉI=========Çí_áäÇqêìÉIÇí_áäÇORSIÇí_áäÇ^åëáIÇíaáÖácçíçIÇíqÉñíìêÉIÇísáÇÉçpjgmbdzX=
====Á===ÉåÇX=
 
 
SKP=mÉêÑçêã~åò=
 
Im Rahmen der Referenz-Implementierung wurde der Master/Slave-Index aus  Kap. 5 einem Per-
formanztest unterzogen. Die Messergebnisse unterstreichen die theoretische Leistungsfähigkeit der 
Indexstruktur im Zusammenspiel mit der Referenz-Implementierung, deren Praxistauglichkeit da-
durch nachgewiesen wird. 
 
 
SKPKN=qÉëíìãÖÉÄìåÖ=
 
Zum Einsatz kamen wieder die Testdaten und das Testsystem aus Abschnitt  Kap. 3.4. Das Test-
system war mit einer CPU vom Typ AMD Athlon 64 X2 3800 dual core (2000 MHz), 2 GB DDR2 
dual channel RAM (200 MHz Bustakt) und einer 320 GB SATA-Festplatte ausgestattet, die als 
NTFS-Dateisystem formatiert wurde. Zeitmessungen wurden mit dem oaqp`-Befehl [She96] 
durchgeführt. 
 
 
SKPKO=dobm=
 
Für einen ersten Geschwindigkeitstest wurde der Befehl dobm benutzt, der Dateien nach bestimm-
ten Zeichenketten durchsucht. dobm verfügt über keine Informationen zu den einzelnen Dateifor-
maten, sondern öffnet jede Datei und durchsucht den gesamten Dateikörper. Das impliziert eine 
enorme Zeitverschwendung bei großen Multimedia-Dateien, die Metadaten nur in kleinen Berei-
chen am Anfang oder Ende der Datei enthalten [EXI07] [Nil05]. 
 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
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Bei 1442 Dateien benötigte dobm 955,3 Sekunden (also mehr als 15 Minuten) für Testfall 5 (alle 
MP3-Dateien von einer bestimmten Künstlerin). Da solche Laufzeiten in der Praxis unbrauchbar 
sind, wurde auf weitere Tests mit größerem Datenbestand verzichtet [Kol08c]. 
 
 
SKPKP=lÜåÉ=fåÇÉñ=
 
Im nächsten Test wurden alle fünf Testfälle mit der Referenz-Library bearbeitet, allerdings ohne ei-
nen Index. Die Laufzeit ist gegenüber dobm ( Kap. 6.3.2) deutlich geringer, da die Referenz-
Library die jeweiligen Dateiformate korrekt parsen kann und nur diejenigen Bereiche einliest, die 
tatsächlich relevante Metadaten enthalten. Auf diese Weise ergibt sich eine etwa hundertfache Ge-
schwindigkeitssteigerung gegenüber dobm: 
 
1 s
10 s
100 s
1000 s
1 10 100
Dateien in Tausend
1 2 3 4 5
 
Abb. 6.3-3: Laufzeiten ohne Indexierung  [Kol08c] 
 
Die Laufzeit ist im Wesentlichen von der Anzahl der Dateien abhängig, so dass die Testfälle linear 
skalieren. Da die Verzeichniseinträge von NTFS in einem B-Baum gespeichert werden, ist theore-
tisch eine Laufzeit von O(n log n) zu erwarten. Die Verzeichniseinträge werden aufgrund des häufi-
gen Zugriffs jedoch im RAM gecacht, so dass hier kaum Blöcke von der Festplatte gelesen werden. 
 
 
SKPKQ=j~ëíÉêLpä~îÉJfåÇÉñ=
 
Im nächsten Schritt wurde die Referenz-Library um einen Master/Slave-Index erweitert. Wiederum 
wurden alle fünf Suchanfragen auf verschieden großen Datenbeständen bearbeitet. Gegenüber einer 
Implementierung ohne Indexierung ist eine deutliche Steigerung der Geschwindigkeit messbar, 
wiederum etwa um Faktor 100: 
 
S=oÉÑÉêÉåòJiáÄê~êó=
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Abb. 6.3-4: Laufzeiten mit Master/Slave-Index  [Kol08c] 
 
Das Bearbeiten des ersten Testfalls hat einen besonders geringen Zeitaufwand, da das zu prüfende 
Attribut im Master-Index gespeichert wird, und daher keine Slave-Indexe bearbeitet werden müs-
sen. 
 
 
SKPKR=hçãéêáãáÉêíÉê=j~ëíÉêLpä~îÉJfåÇÉñ=
 
Da die Performanz des Master/Slave-Index vor allem von der Geschwindigkeit des Datenträgerzu-
griffs abhängt, kann die Leistung durch Verringern der zu lesenden Datenmenge gesteigert werden. 
In diesem Zusammenhang ist die verlustfreie Kompression der Indexdateien besonders interessant. 
Die Index-Tabellen eines Master/Slave-Index werden ausschließlich sequenziell verarbeitet, so dass 
der Dateizeiger niemals neu positioniert werden muss. Dadurch können die Datenströme transparent 
vor der Verarbeitung dekomprimiert und bei Änderungen wieder komprimiert werden. 
 
Eine Komprimierung mit PKZIP (Deflate-Methode, basierend auf dem LZ77-Algorithmus und 
Huffman-Codierung) erzielt einen Kompressionsfaktor von 16:1, was einer Steigerung der Ge-
schwindigkeit um Faktor 10 entspricht. Der Zeitverbrauch für das Bearbeiten eines komprimierten 
Master/Slave-Indexes wächst nach wie vor linear mit der Dateigröße, zusätzlich hat das Initalisieren 
des Dekomprimierers einen konstanten Zeitbedarf: 
 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
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Abb. 6.3-5: Laufzeiten mit komprimiertem Master/Slave-Index  [Kol08c] 
 
 
SKQ=sçêíÉáäÉ=
 
Die hier vorgestellte Referenz-Library basiert auf dem Datenmodell einer Library ( Kap. 4) bzw. 
implementiert dieses, wodurch alle in Abschnitt  Kap. 4.4 genannten Vorteile wie einheitlicher 
Zugriff auf heterogene Datenquellen und Typsicherheit auch für die Referenz-Implementierung gel-
ten. Die Referenz-Library zeigt darüber hinaus die praktische Funktionsfähigkeit des Datenmodells. 
Sowohl das Architekturmodell als auch die gewählte Implementierung bieten außerdem noch weite-
re Vorteile. 
 
 
SKQKN=^êÅÜáíÉâíìê=
 
Die objektorientierte Architektur der Referenz-Library bietet gegenüber anderen Systemen viele 
Vorteile. Zunächst kann der Zugriff auf Dateiattribute kompakt durch Domain-Klassen realisiert 
werden, die zur Extraktion von Metadaten den Programmcode der Applikationen wiederverwenden 
können. Bei einer vollständige Neuindexierung wird für jede Datei die Methode iç~ÇjÉí~ der zu-
gehörigen Applikation aufgerufen, die alle Attributwerte der jeweiligen Datei als Datenstruktur zu-
rückliefert. Beim eigentlichen Zugriff auf Dateien wird ein Index eingesetzt. 
 
Darüber hinaus können Applikationen anderen Modulen zusätzliche Methoden zur Manipulation ei-
ner geladenen Datei bereitstellen. Das soll am Fallbeispiel einer Applikation erläutert werden, die 
Flugpläne speichert und alle absolvierten Flüge auf einer Weltkarte darstellen kann. Eine so erzeug-
te Weltkarte kann als Bilddatei gespeichert werden, um beispielsweise in einem Fotolabor als Poster 
ausbelichtet zu werden: 
 
S=oÉÑÉêÉåòJiáÄê~êó=
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Abb. 6.4-1: Verwaltung von Flugplänen 
 
 
Abb. 6.4-2: Darstellung eines Flugplans als Poster 
 
Zur Berechnung einer Bilddatei muss die Flugplan-Applikation zunächst ein Hintergrundbild laden, 
das in der Referenz-Implementierung als Systemdatei vom Typ ÇíaáÖácçíç ( Kap. 6.2-1) verfüg-
bar ist. Diesem Dateiformat ist die Applikation a~í_áäÇ zugeordnet. Diese Klasse enthält u.a. die öf-
fentlichen Methoden pÅ~äÉ, `çåîÉêí, p~îÉ und dÉí_ìÑÑÉê zum Skalieren, Konvertieren und Spei-
chern der Datei sowie zum Manipulieren der Bildinformationen. 
 
Bei traditioneller Programmierung müsste die Flugplan-Applikation das Hintergrundbild selbst ein-
lesen, die Flugwege über das Bild kopieren, die entstandene Weltkarte mit eigenem Programmcode 
auf die vom Benutzer gewünschte Auflösung skalieren und danach in einem bestimmten Format 
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
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(z.B. wieder als JPEG-Datei) abspeichern. Unter anderem müsste die Applikation also einen JPEG-
Decoder und -Encoder enthalten, darüber hinaus eine Programmroutine zum Skalieren von Bildern. 
 
Durch konsequente Ausnutzung der Referenz-Architektur ist die Flugplan-Applikation tatsächlich 
wesentlich kompakter. Zunächst wird ein Objekt von a~í_áäÇ erzeugt, in das das Hintergrundbild 
geladen wird. Die öffentliche Methode dÉí_ìÑÑÉê liefert einen Zeiger auf die Bilddaten zurück, so 
dass die Flugwege über das Bild kopiert werden können. Danach wird mit pÅ~äÉ die Auflösung an-
gepasst und die fertige Bilddatei mit p~îÉ gespeichert. Die Klasse a~í_áäÇ stellt diese Methoden zur 
Verfügung, die so nicht noch einmal implementiert werden müssen. Verfügt eine neuere Version von 
a~í_áäÇ beispielsweise über einen schnelleren JPEG-Decoder, profitieren so auch andere Program-
me davon. 
 
 
SKQKO=fãéäÉãÉåíáÉêìåÖ=
 
Die Implementierung der Referenz-Library bietet weitere Vorteile gegenüber anderen Systemen. 
Der Verzicht auf SQL als Abfragesprache und die Einführung der Filter-Datenstruktur 
( Kap. 6.2.2) ermöglicht die Portierung auf mobile Plattformen mit eingeschränkter Rechenleis-
tung bei gleichzeitiger Unterstützung einer Volltextsuche. Durch die gleichzeitige Verwendung ei-
nes Master/Slave-Indexes ( Kap. 5) wird eine hohe Leistung bei Suchanfragen sichergestellt 
( Kap. 6.3.5). 
T=fåíÉê~âíáçå=
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In diesem Kapitel werden die vielfältigen Vorteile für die Organisation und Interaktion von Daten 
präsentiert, die sich aus dem Einsatz einer Library als Speichersystem ergeben. Als Beispiel wird 
dabei die Referenz-Library ( Kap. 6) eingesetzt. Die Interaktion mit einer Library lässt sich all-
gemein auf vier Pfade aufteilen: 
 

 Programm benutzt
   Suchergebnis intern

 Programm erstellt
      einen Suchfilter

 Benutzer formuliert
     eine Suchanfrage
 Darstellung für
     den Benutzer
Library
 
Abb. 7-1: Interaktion mit einer Library 
 
1. Suchanfragen können intern von einem Programm gestellt werden, ohne dass der Benutzer dazu 
einen Suchfilter ( Kap. 6.2.1) spezifizieren muss. Beispiele hierfür sind eine speziell entwi-
ckelte Shell ( Kap. 7.1), die u.a. nach neuen Dateien und fälligen Terminen sucht, und Join-
Operationen innerhalb von Applikationen ( Kap. 7.2). 
2. Manche Programme zeigen das Suchergebnis nicht als Dateiliste an, sondern verarbeiten es in-
tern weiter. Die in  Kap. 7.1 präsentierte Shell dient auch hier als Beispiel, da die gefundenen 
Dateien nur gezählt, nicht aber aufgelistet werden werden. Weitere Programme, die von Pfad 2 
Gebrauch machen, könnten Hilfsprogramme sein, die in regelmäßigen Abständen alte, bereits 
gelesene EMails löschen bzw. archivieren, sowie Programme zum Massenlöschen oder -umbe-
nennen von Dateien ( Kap. 5.1.6). 
3. Neben den vordefinierten Suchfiltern sollen Benutzer auch selbst Suchabfragen formulieren 
können, wenn die vordefinierten Suchfilter der Shell nicht ausreichen. In  Kap. 7.3 wird daher 
ein Dialogfenster zur Eingabe von Suchfiltern vorgestellt. 
4. Ebenso wichtig ist die Darstellung von Dateilisten, etwa eines Suchergebnisses, für den Anwen-
der. Hier ergeben sich durch die einer Library inhärenten Semantik diverse Vorteile und Verbes-
serungen, unter anderem automatische Ordner ( Kap. 7.4), Anzeigen von Aufgaben 
( Kap. 7.6) und verbesserte Webserver ( Kap. 7.7). 
 
Da die in diesem Kapitel vorgestellten Verbesserungen zum Teil völlig unterschiedliche Problem-
stellungen bearbeiten und daher nicht vergleichbar sind, werden ihre Vorteile nicht am Ende dieses 
Kapitels zusammengefasst, sondern am Ende der jeweiligen Abschnitte. 
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Der Begriff »Shell« stammt von Unix-Betriebssystemen und bezeichnet die dort verwendeten 
Kommandointerpreter. Da unter Unix Shells gewöhnliche Programme ohne besondere Rechte sind, 
entstanden viele gleichberechtigt nebeneinander stehende Shells, die sich teilweise erheblich in 
Syntax und Funktionsumfang unterscheiden [Rob99]. Auch bei ausschließlich grafisch orientierten 
Betriebssystemen existiert eine Shell. Sie interpretiert dort jedoch keine eingegebenen Kommandos, 
sondern ist in der Regel das Anwendungsprogramm, das nach dem Booten als erstes gestartet wird. 
Welches Programm als Shell fungieren soll, lässt sich bei vielen Betriebssystemen einstellen. 
 
In diesem Abschnitt wird eine Shell entworfen, welche die erweiterten Möglichkeiten einer Library 
unterstützt. Zunächst wird in  Kap. 7.1.1 der Funktionsumfang moderner Shells vorgestellt, bevor 
in  Kap. 7.1.2 Anforderungen an eine Shell auf Library-Basis formuliert werden. In  Kap. 7.1.3 
werden Mechanismen zur Erfüllung dieser Anforderungen eingeführt. 
 
 
TKNKN=jçÇÉêåÉ=pÜÉääë=
 
Sehr häufig verwendete grafische Shells sind der »Explorer« ( Kap. 2.6), der seit Microsoft Win-
dows 95 Bestandteil des Betriebssystems ist, und der »Finder« als Shell von Mac OS. Für Unix ste-
hen neben den Kommandozeilen-Shells verschiedene grafische Shells als Teil von Desktop-
Managern wie KDE [KDE06] oder Gnome [Gno06] zur Verfügung. Zum Funktionsumfang moder-
ner Shells gehört in der Regel ein Menu zum Starten von Programmen und Funktionen, das neuer-
dings durch auf dem Desktop platzierte Widgets ergänzt wird, sowie ein Datei-Manager. 
 
 
TKNKNKN=Êpí~êíÂJjÉåì=ìåÇ=táÇÖÉíë=
 
Die Shell-Komponente, die zur Auswahl von Befehlen und Programmen dient, ist in den meisten 
Betriebssystemen als ähnlich aufgebautes Menu angelegt, das in der Regel durch Klick auf eine be-
sondere Schaltfläche (z.B. »Start« in der linken unteren Bildschirmecke) geöffnet wird: 
 
 
Abb. 7.1-1: »Start«-Menu von Windows 98 (Ausschnitt) 
 
Leider wird die Menuhierarchie bei sehr vielen installierten Programmen schnell unübersichtlich 
und schwer handhabbar. Zudem ist das Layout eines solchen Menus starr: wie in  Abb. 7.1-1 zu 
T=fåíÉê~âíáçå=
VT=
sehen ist, steht für jeden Menupunkt nur ein kleines Symbol und eine Zeile Text zur Verfügung. Das 
Layout ist für alle Optionen identisch, so dass besonders wichtige oder häufig benutzte Menupunkte 
nicht hervorgehoben werden können. 
 
Diese Unzulänglichkeit und der gleichzeitge Wunsch vieler Benutzer, Informationen oder Alarme 
wie neu eingetroffene EMails ständig im Blickfeld zu haben, hat zur Beliebtheit von Widgets bei-
getragen. Dabei handelt es sich um kleine Programme, die ohne die Kontrollelemente eines Fensters 
direkt auf dem Desktop dargestellt werden und diverse Aufgaben, etwa die Anzeige der Uhrzeit, der 
CPU-Auslastung oder auch von Aktien-Kursen, übernehmen: 
 
 
Abb. 7.1-2: Widgets in Windows Vista 
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Die zweite wichtige Komponente moderner Shells dient der Organisation des Dateisystems. Der 
Datei-Manager des Explorers besteht aus einem Fenster mit dem Titel »Arbeitsplatz«, das einen 
vom Speicherort abhängigen Einstieg ins Dateisystem bietet; dies ist besonders sinnvoll, da der Da-
teiname mit Pfad den Primärschlüssel eines traditionellen Dateisystems darstellt und somit ein 
wichtiges Ordnungskriterium ist. 
 
Es sei darauf hingewiesen, dass die in  Abb. 7.1-3 am linken Fensterrand untergebrachten »Favo-
rite Links« nicht etwa eine typspezifische Suche oder Filterung aktivieren, sondern lediglich die von 
Windows bei der Installation angelegten Verzeichnisse açÅìãÉåíë (in der deutschen Version 
báÖÉåÉ= a~íÉáÉå genannt), açÅìãÉåíëyjó= máÅíìêÉë (báÖÉåÉ= a~íÉáÉåybáÖÉåÉ= _áäÇÉê) bzw. 
açÅìãÉåíëyjó=jìëáÅ (báÖÉåÉ=a~íÉáÉåybáÖÉåÉ=jìëáâ) öffnen, unabhängig von ihrem tatsächlichen 
Inhalt: 
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Abb. 7.1-3: »Computer«-Fenster von Windows Vista 
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Soll eine Library zur Datenspeicherung benutzt werden, so erscheint die Präsentation von Verzeich-
nissen als Einstieg ins Dateisystem unzureichend, da eine derartige Hierarchie nicht mehr angebo-
ten wird. Außerdem stehen beliebige Suchfilter bereit, die jedoch nicht genutzt werden. Daher las-
sen sich aus den oben beschriebenen Eigenschaften und Unzulänglichkeiten aktueller grafischer 
Shells Anforderungen an verbesserte Shell-Generationen herleiten: 
 
1. Verbesserte Menuführung, um auch viele Befehle und Applikationen übersichtlich und mit Hilfe-
texten bzw. Hinweisen darzustellen 
2. Unterstützung einer Library durch verbesserten Aufruf des Datei-Managers 
3. Exponierte Darstellung von besonders wichtigen Menupunkten, Hinweisen und Alarmen, um 
Widgets zu ersetzen 
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Die oben gestellten Anforderungen implizieren eine flexiblere Darstellung für einzelne Befehle, die 
über das uniforme Layout eines Menus hinausgehen. Komplexere Layouts sind den meisten An-
wendern bereits durch WWW-Seiten vertraut. 
 
Die Grundidee zur Verbesserung grafischer Shells besteht deshalb darin, Befehle und Anwendungen 
als Link in Hypertext-Seiten einzubetten. Da die meisten Betriebssysteme über Webbrowser verfü-
gen und derartige Seiten anzeigen können, erscheint es sinnvoll, die Darstellungsmöglichkeiten von 
HTML um proprietäre Strukturen zu erweitern, die dann innerhalb für Menuseiten verwendet und 
vom Browser verstanden werden können. 
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Abb. 7.1-4: WWW-Seite mit flexiblem Layout für einzelne Befehle 
 
Die Darstellung von Programmen und Dateien als Link innerhalb einer Menuseite ist einfach zu 
realisieren. Für lokale Dateien definiert HTML das URL-Schema [RFC3986] ÑáäÉWLL – so lässt sich 
eine Applikation durch Verlinkung der ausführbaren Binärdatei einbinden: 
 
Y^=eobcZ?ÑáäÉWLL`WymêçÖê~ããÉymáÅíìêÉ=mìÄäáëÜÉêymmRMKbub?[máÅíìêÉ=mìÄäáëÜÉêYL^[=ëí~êíÉå=
Abb. 7.1-5: Darstellung eines Programms als HTML-Link 
 
Für Optionen, die nicht mit einer lokalen Datei verbunden werden können, kann ein proprietäres 
URL-Schema wie ãÉåìWLL eingeführt werden, das für den Anwender unsichtbar bleibt und nur vom 
systemeigenen Browser im »Shell-Modus« verstanden wird. 
 
Um die Übersicht einer Menuseite weiter zu erhöhen, wurde in der Referenz-Shell ein Mechanis-
mus implementiert, der Menupunkte gruppiert und zu Sektionen zusammenfasst. Wird HTML zur 
Definition des Menus verwendet, können Sektionen (auch außerhalb von Menuseiten in anderen 
Dokumenten) durch Einführung eines neuen Ypb`qflk[-Tags realisiert werden: 
 
Ypb`qflk=qfqibZ?k~ÅÜêáÅÜíÉå?[=Á=
YLpb`qflk[=
Abb. 7.1-6: Definition von Sektionen mit HTML 
 
In einer Referenz-Implementierung eines Hypertext-Menus werden Sektionen nicht nur als optische 
Gliederung eingesetzt, sondern alle innerhalb einer Sektion befindlichen Elemente können vom Be-
nutzer »eingeklappt« werden, so dass voraussichtlich länger nicht benötigte Optionen versteckt 
werden. Der Status jeder Sektion wird persistent gespeichert, so dass die Menusektionen ihren Zu-
stand bis zur nächsten Änderung auch über mehrere Logins hinweg beibehalten: 
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Abb. 7.1-7: Darstellung von Sektionen in einer Menuseite 
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Derartige Hypertext-Menus sind vorzüglich geeignet, den erweiterten Funktionsumfang einer Libra-
ry zugänglich zu machen. Auf der Hauptseite des Menus wurden zwei Sektionen für die Verwaltung 
von Dateien eingerichtet: »Eigene Dateien« enthält 3 Punkte, die Zugriff auf die Library bieten, 
während unter »Externe Dateien« Dateisysteme außerhalb der lokalen Library wie eingelegte Me-
dien und angeschlossene externe Datenträger aufgeführt sind: 
 
 
Abb. 7.1-8: »Eigene Dateien« 
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Die beiden ersten Optionen ( Abb. 7.1-8) verweisen auf Unterseiten, während »Dateien suchen« 
die Eingabe neuer Suchfilter durch den Benutzer ermöglicht ( Kap. 7.3). »Gespeicherte Suchen« 
zeigt alle benutzerdefinierten Filter an, die für eine spätere Verwendung gespeichert wurden. 
 
Die Menuseite »Neue Dateien erstellen« führt in den drei Sektionen »Büro«, »System« und »Wis-
senschaft« Applikationen und Dateiformate auf: 
 
 
Abb. 7.1-9: Untermenu »Neue Datei erstellen« 
 
Einige Menupunkte, wie z.B. »EMail schreiben«, sind hier aufgeführt, weil technisch betrachtet ei-
ne Datei vom Typ Çíj~áä ( Kap. 6.2.1) erzeugt wird; der Benutzer kann also erwarten, dass die 
entsprechende Applikation auf dieser Unterseite aufgeführt wird. Gleichzeitig ist das Verfassen von 
EMails eine wichtige Funktion heutiger Computersysteme, so dass diese Option noch einmal auf 
der Hauptseite in der Sektion »Nachrichten« angeboten wird ( Abb. 7.1-11). 
 
Die drei Sektionen »Büro«, »System« und »Wissenschaft« werden auf gleiche Weise auf der Menu-
seite »Vorhandene Dateien zeigen/ändern« ( Abb. 7.1-10) benutzt; typbasierte Filter stellen also 
die primäre Zugriffsmöglichkeit auf die Library dar. Dieses Vorgehen erscheint besonders sinnvoll, 
da sich der Benutzer fast immer an den Typ einer gesuchten Datei wie »Audio-Datei« oder »Bild« 
erinnert. 
 
Auf der Menuseite »Vorhandene Dateien zeigen/ändern« sind auch Dateitypen aufgeführt, die nicht 
vom Benutzer erzeugt, sondern vom Betriebssystem automatisch verwaltet werden. Darunter fallen 
z.B. Hilfethemen der Online-Hilfe oder Spiele-Highscores: 
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Abb. 7.1-10: Untermenu »Vorhandene Dateien zeigen und ändern« 
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Hypertext-Menus können als Shell umfangreiche, nicht auf Verzeichnisse bzw. Dateinamen be-
schränkte Optionen für die Organisation von Dateien darstellen. Somit eignen sich derartige Shells 
für den Einsatz mit Libraries. 
 
Darüber hinaus können Menuseiten abhängig von Ereignissen dynamisch erzeugt werden, etwa 
nach dem Einlegen von Datenträgern, beim Erkennen von defekten Festplatten, bei fälligen Termi-
nen und vielem mehr. Auf diese Weise können Widgets ersetzt werden: 
 
  
Nur statische Komponenten Eingelegte PCMCIA-Festplatte 
und DVD-RAM 
Alarme (»Ereignisse«) 
Abb. 7.1-11: Dynamisch erzeugte Menuseite 
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In eine Menuseite eingebettete Hinweise sind wesentlich »diskreter« als die üblicherweise verwen-
deten Fenster zur Darstellung von Warnungen und Fehlermeldungen, da sie den Eingabefokus nicht 
blockieren. Der Benutzer wird daher nicht gezwungen, sofort auf Alarme zu reagieren. 
 
Dies ist besonders vorteilhaft im Zusammenhang mit der »AutoPlay«-Funktion von Microsoft Win-
dows. Beim Einlegen eines externen Datenträgers (CD, DVD, Flash-Speicherkarte, USB-Festplatte 
usw.) erscheint umgehend ein Menu, das dem Anwender diverse Aktionen präsentiert, die auf das 
eingelegte Medium angewendet werden können: 
 
 
Abb. 7.1-12: »AutoPlay«-Menu von Windows Vista 
 
Dieses Menu erscheint umgehend nach dem Mounten des Datenträgers, auch wenn der Benutzer zu 
diesem Zeitpunkt noch nicht mit den Dateien arbeiten oder sie direkt mit einem Programm öffnen 
möchte. Unter Umständen bietet das Menu die benötigten Funktionen gar nicht an; das Fenster stört 
also. Eine hypertextbasierte Shell verbessert diese Situation, indem alle gemounteten Laufwerke zu-
sammen mit ihren jeweiligen Befehlen als Menueintrag präsentiert werden. Die Befehle können so 
auf der Hauptseite mit einem Klick aktiviert werden, ohne jedoch den Arbeitsfluss des Benutzers zu 
stören: 
 
 
Abb. 7.1-13: Gemountete Laufwerke und ihre Befehle 
 
Während traditionelle Menus als Baum strukturiert sind, gestatten Hypertext-Seiten darüber hinaus 
weitere Strukturen, z.B. zirkuläre Verweise ohne Rückkehr auf eine übergeordnete Seite: 
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Abb. 7.1-14: Zirkuläre Verweise auf andere Menuseiten 
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Eine Beispiel für Suchfilter, die programmgesteuert erzeugt werden, sind Join-Operationen. Das 
Datenmodell einer Library ( Kap. 4.1) bietet eine inhärente Unterstützung für Joins über beliebige 
Attribute, so dass Applikationen in unterschiedlichen Dateien gespeicherte Informationen verbinden 
können. 
 
Diese Technik wertet Applikationen auf, indem etwa beim Betrachten eines Bildes Befehle zum 
Anzeigen anderer Bilder mit ähnlichen Eigenschaften (z.B. Aufnahmedatum oder Belichtung) an-
geboten werden, oder beim Abspielen von Musikdateien weitere Stücke desselben Künstlers zur 
Auswahl stehen. Als Fallbeispiel dient eine gespeicherte SMS, die neben dem eigentlichen Nach-
richtentext auch die Telefonnummer der Absenderin enthält: 
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Abb. 7.2-1: SMS mit Telefonnummer der Absenderin 
 
Die Referenz-Library kennt ein Dateiformat für Adressdateien ( Kap. 6.2.1), die bei der Darstel-
lung von SMS zur Auflösung der Telefonnummer benutzt werden. In  Abb. 7.2-1 kann die Tele-
fonnummer der Absenderin jedoch nicht aufgelöst werden, da der Join von SMS-Dateien und 
Adressen über die Attribute sçå und jçÄáäíÉäÉÑçå keine Dateien liefern. Nun wird eine Adressdatei 
erstellt, in der die Telefonnummer, die in der obigen SMS enthalten ist, als jçÄáäíÉäÉÑçå eingetragen 
wird: 
 
 
Abb. 7.2-2: Adresse, die eine Telefonnummer enthält 
 
Wird nun die SMS noch einmal geöffnet, so erscheint neben der Telefonnummer auch der zugehöri-
ge Name, der durch eine Join-Operation über die Telefonnummer gefunden wurde: 
 
 
Abb. 7.2-3: Join von SMS und Adresse 
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Die in  Kap. 7.1 vorgestellte Shell bietet einen Aufruf des Datei-Managers anhand des Dateifor-
mats. Dieses Attribut wurde gewählt, weil sich Benutzer in der Regel an den Typ einer gewünschten 
Datei erinnern, wie etwa »Audio-Datei« oder »Bild«. Darüber hinaus ist es jedoch erforderlich, 
auch Suchanfragen bezüglich anderer oder mehrerer Attribute zu stellen, oder innerhalb des Datei-
Managers ein Suchergebnis durch Hinzufügen weiterer Bedingungen zum Suchfilter ( Kap. 6.2.2) 
zu verkleinern. 
 
Zum Erstellen eines Suchfilters durch den Benutzer wurde ein Dialogfenster implementiert 
( Abb. 7.3-1). Mit der Schaltfläche »Hinzufügen« kann ein Attribut des globalen Datenraums aus-
gewählt werden, welches dann als Bedingung zum Filter hinzugefügt wird. Eventuell erforderliche 
Parameter dieser Bedingung können danach eingestellt werden. Mit den Schaltflächen am rechten 
Rand des Fensters werden einzelne Bedingungen wieder entfernt. Darüber hinaus kann der Anwen-
der einen Suchbegriff zur Volltextsuche über alle Attribute eingeben, und Systemdateien vom Such-
ergebnis ausschließen: 
 
 
Abb. 7.3-1: »Datei suchen«-Dialog 
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Bei Suchfiltern handelt es sich um eine kompakte Datenstruktur ( Kap. 6.2.2), die in einer Datei 
gespeichert werden kann. Daher wurde in der Referenz-Library ein neuer Dateityp ÇípÉ~êÅÜZQO de-
finiert ( Kap. 6.2.1). Durch einen zusätzlichen Menupunkt in der Shell ( Abb. 7.3-2) können alle 
Dateien des Typs ÇípÉ~êÅÜ im Datei-Manager angezeigt werden. Dateien dieses Typs werden beim 
Ausführen vom Datei-Manager als neuer Suchfilter gesetzt, so dass sie dem Benutzer wie ein Un-
terverzeichnis erscheinen. Das zugehörige Applikations-Objekt ( Kap. 6.1.2) gestattet das Modifi-
zieren des Suchfilters. 
 
 
Abb. 7.3-2: Gespeicherte Suchfilter in der Shell 
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Benutzerdefinierte Filter bilden die »intelligenten Wiedergabelisten« und Alben der Applikationen 
iTunes bzw. iPhoto nach, was sich auch an den jeweiligen Dialogfenstern zeigt: 
 
 
Abb. 7.3-3: »Intelligente Wiedergabeliste« in Apple iTunes 
 
Die benutzerdefinierten Filter der Referenz-Library gehen jedoch über Wiedergabelisten hinaus. 
Durch die Einbindung der Library ins Betriebssystem ( Kap. 6) können benutzerdefinierte Filter 
für beliebige Dateien definiert werden, und nicht nur für die Dateiformate einer bestimmten Appli-
kation. Derartige Suchfilter sind also universell einsetzbar. Da sie beim Öffnen eine Suchanfrage an 
die Library auslösen, ist das von ihnen repräsentierte Suchergebnis darüber hinaus stets aktuell. 
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Suchfilter sind im Idealfall so formuliert, dass alle relevanten Dateien gefunden werden (»recall«), 
aber keine unerwünschten Elemente enthalten sind (»precision«). Das erfordert einen genau formu-
lierten Suchfilter, was für den Benutzer sehr aufwändig oder aufgrund der verfügbaren Attribute gar 
unmöglich ist. 
 
[Nic06] und [Mal83] zeigen nun, dass ein Unterschied zwischen Suchen in den Bedeutungen von 
»browse« und »search« existiert. Demnach ist für den Menschen das Durchsuchen von bereits dar-
gestellten Dateien wesentlich einfacher als das Erinnern an Eigenschaften. Es ist somit unabdingbar, 
Suchergebnisse im Datei-Manager sinnvoll aufzubereiten. 
 
In einem ersten Schritt kann der Anwender eine Sortierreihenfolge für die dargestellten Dateien 
wählen, beispielsweise alphabetisch oder auf- bzw. absteigend nach Dateizeit oder Dateigröße. Da-
durch werden beispielsweise aktuell in Arbeit befindliche Dateien weit oben gezeigt und damit 
schnell gefunden. Hat der Benutzer eine Sortierung ausgewählt, wird deshalb die Checkbox »Ord-
ner bilden« aktiv: 
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Abb. 7.4-1: Fenster »Ansicht« des Datei-Managers 
 
Mit ihr werden in einem zweiten Schritt Dateien bezüglich des gewählten Sortierkriteriums grup-
piert und als Unterverzeichnis dargestellt ( Abb. 7.4-3): 
 
 
 
 
 
Abb. 7.4-2: 638 Bilder ohne Ordner Abb. 7.4-3: 638 Bilder mit Ordnern 
T=fåíÉê~âíáçå=
NMV=
TKQKN=h~äÉåÇÉê~åëáÅÜí=
 
Wenn automatische Ordner anhand von Tagen gebildet werden, ist eine Kalenderansicht für das 
Hauptverzeichnis verfügbar. Ein Klick auf einen markierten Tag öffnet sofort das entsprechende 
Unterverzeichnis, und zeigt somit alle Dateien eines bestimmten Tages: 
 
 
Abb. 7.4-4: Auf die Dateizeit bezogene Ordner, in Kalenderdarstellung 
 
Automatische Ordner, und damit auch die Kalenderdarstellung, sind nur bei aktiver Sortierung ver-
fügbar. Die Dateien im Suchergebnis werden vom Datei-Manager mittels Heapsort in O(n log n) 
sortiert, so dass bezüglich des Sortierkriteriums gleiche Dateien jeweils aufeinander folgen. Da-
durch ist es in O(n) möglich, solche Gruppen zu erfassen und durch einen Ordner zu ersetzen. 
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Automatische Ordner scheinen zunächst Verzeichnisse im herkömmlichen Sinn zu sein, die eigent-
lich vermieden werden sollen ( Kap. 1). Es besteht jedoch ein großer Unterschied, denn diese 
Ordner werden automatisch anhand des Datenbestands gebildet. Daher sind automatische Ordner 
immer aktuell, zudem kann eine Datei nicht wie bei traditionellen Dateisystemen in einem falschen 
Ordner erscheinen. Wird beispielsweise eine Datei, die noch keinem Verzeichnis zugeordnet wurde, 
umbenannt, so erscheint sie ggf. sofort im entsprechenden Ordner. 
 
Darüber hinaus stellen automatische Ordner kein starres Ordnungsschema für Dateien dar, denn die 
Gruppierung ändert sich sofort, wenn ein anderes Sortierkriterium ausgewählt wird. Es handelt sich 
also in der Terminologie von [Mal83] ( Kap. 1) bei automatischen Ordnern um »piles«, die sich 
selbst ordnen bzw. neu zusammensetzen und so zu »files« werden – ein Vorgang, der bei Papierak-
ten undenkbar ist. Zusammen mit einem Attribut, das das letzte Aufrufdatum einer Datei oder die 
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Anzahl der Aufrufe in einem bestimmten Zeitraum enthält, können »aktuelle« oder »wichtige« Da-
teien schnell aufgefunden werden. 
 
Hiervon profitiert die in  Kap. 7.1 vorgestellte Shell, die auf der Startseite u.a. alle fälligen Termi-
ne an prominenter Stelle anzeigt. Wird im Datei-Manager die Kalenderdarstellung auf Adressen 
oder Termine angewandt, so werden einschlägige Programme wie Terminplaner oder Adressverwal-
tungen mit Hilfe automatischer Ordner ersetzt. 
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In vielen Systemen, darunter DBFS ( Kap. 2.8), können Dateien mit Schlagworten versehen wer-
den, nach denen dann auch gesucht werden kann. Schlagworte stellen zur Zeit die beliebteste Form 
des Taggings dar [Kre07]. Die folgende Abbildung zeigt als weiteres Beispiel ein Foto innerhalb 
des Bilderdienstes Flickr [Fli07], das mit den Tags ëÜÇÜ, ëÜÇÜNR, àéÑ und åáÅâéÉíÉêë versehen 
wurde: 
 
 
Abb. 7.5-1: Bild mit Schlüsselworten bei Flickr  [Fli07] 
 
Das Datenmodell einer Library ( Kap. 4.1) gestattet beliebige Attribute innerhalb eines Objekt-
Schemas, so dass Tagging durch Hinzufügen eines geeigneten Attributs zu allen Objekt-Schemata 
für alle Dateiformate unterstützt werden kann. Ebenso können auch mehrere Attribute mit unter-
schiedlichen Bedeutungen und Wertebereichen eingeführt werden, wodurch im Gegensatz zur ein-
fachen Auflistung von Schlagworten ein »semantisches Tagging« implementiert wird. In diesem 
Abschnitt werden zwei in der Referenz-Library ( Kap. 6) implementierte Tag-Typen vorgestellt. 
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Der Exif-Standard [EXI07] für die Einbettung von Metadaten in Bilddateien definiert zwei Attribu-
te für GPS-Koordinaten. Von hochwertigen Kameras oder mit entsprechenden Zusatzgeräten wer-
den die Koordinaten direkt im aufgenommenen Bild gespeichert und können später ausgewertet 
werden, etwa durch Darstellung auf einer Weltkarte. Diese Art des Geotaggings ist jedoch nur für 
Bilddateien verfügbar, und das Abspeichern der Aufnahmeposition ist nur mit hochwertigen Kame-
ras oder Zusatzgeräten möglich [Gro07]. Darüber hinaus ist die Suche nach Fotos anhand von Län-
gen- und Breitenangaben unbefriedigend. Dasselbe gilt für Ortsnamen, da diese sprachabhängig und 
nicht eindeutig sind (z.B. »München« und »Munich« bzw. mehrere Orte »Neustadt«). 
 
Daher wird hier für das Geotagging die Verwendung von IATA-Flughafencodes [IAT07], die Flug-
gästen von ihren Gepäckanhängern (engl. »baggage tag«) vertraut sind: 
 
 
Abb. 7.5-2: Gepäckanhänger mit IATA-Codes 
 
Schon 1948 haben sich die in der IATA [IAT07] zusammengeschlossenen großen Fluggesellschaf-
ten darauf verständigt, die flugrelevanten Abläufe des Geschäfts zu standardisieren. So kam es zum 
3-Letter-Code-System. Darin sind beispielsweise in der ersten Kategorie weltweit alle von Flugge-
sellschaften angeflogenen Flughäfen mit einer 3-Buchstabenkennung enthalten. Versucht wurde, die 
jeweiligen Kennungen so zu kreieren, dass sie möglichst phonetisch an den dazugehörigen Ort erin-
nern und der erste Buchstabe des Codes mit dem vollständigen Ortsnamen übereinstimmt: co^ 
steht für Frankfurt, e^j für Hamburg oder jr` für München. Eine Ausnahme stellt beispielsweise 
der alte Flughafen von Dubai dar, der die Kennung au_ erhielt und damit einen Buchstaben führt, 
der überhaupt nicht im Namen »Dubai« enthalten ist. Der Grund ist einfach: es gab bereits einen 
3-Letter-Code ar_, den Flughafen von Dublin. Der zuerst festgelegte Code bleibt grundsätzlich be-
stehen, um die Eindeutigkeit zu gewährleisten [LHN03]. 
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Für große Städte, die über mehrere Flughäfen verfügen, wurde zusätzlich noch ein übergeordneter 
sogenannter Metropolitan- oder City-Code eingeführt. So findet man unter dem City-Code _bo für 
Berlin die Flughäfen qui für Tegel, qec für Tempelhof und puc für Schönefeld. Unter ilk für 
London weist das System die dazugehörigen Flughäfen Gatwick (idt), Heathrow (ieo), Luton 
(iqk), London City (i`v) oder Stansted (pqk) aus. Ähnlich ist es in New York (kv`) mit den 
Flughäfen John-F.-Kennedy (gch), La Guardia (id^) und Newark (bto), der sogar in einem ande-
ren US-Bundesstaat liegt [LHN03]. 
 
Weniger problematisch sind die Bezeichungen der Orte, die in der zweiten Kategorie des 3-Letter-
Code-Systems aufgeführt sind, obwohl sie nicht in direkter Verbindung zu einem Flughafen stehen. 
Es handelt sich um die Punkte, die mit einem Flugticket durch ein anderes Verkehrsmittel wie Bahn 
oder Bus erreicht werden. Der Kölner Hauptbahnhof hat beispielsweise die Kennung nhi, die Stadt 
Heidelberg als Busstation firmiert mit ea_. Unter der Kategorie drei sind Orte aufgelistet, die we-
der über einen Airport, noch über einen Bahnhof oder eine Busstation verfügen, aber dennoch wich-
tig für das Linienfluggeschäft sind. Darunter fallen beispielsweise die Standorte der Fluggesell-
schaften oder große Verkaufsstützpunkte [LHN03]. 
 
Die Referenz-Library führt einen IATA-Code als Attribut in jedes Objekt-Schema ein ( Kap. 4.1). 
Beim Erstellen eines Suchfilters ( 7.3) kann eine Ortsangabe als Bedingung hinzugefügt werden: 
 
 
Abb. 7.5-3: Suche nach Dateien aus der Metropolitan-Area von gch (= kv`) 
 
Im obigen Beispiel ist als Modus »liegt bei« ausgewählt. Dadurch werden nicht nur alle Dateien ins 
Suchergebnis aufgenommen, die als Ortsangabe gch (New York Kennedy-Airport) haben, sondern 
auch alle Dateien mit Orten, die in derselben Metropolitan-Area (hier kv`) liegen. Darunter fallen 
neben den anderen Verkehrsflughäfen auch diverse Orte in Manhattan, die Heliports besitzen (z.B. 
Hafen oder Wall Street). 
 
Beim Erzeugen eines automatischen Ordners ( Kap. 7.4) anhand der Ortangabe löst der Datei-
Manager die IATA-Codes anhand einer internen Relation f q^^ `çÇÉë zu Ortsnamen auf und fügt sie 
zum Ordnernamen hinzu. Für unterschiedliche Sprachversionen der Software können hier unter-
schiedliche Relationen mit den Ortsnamen in der jeweiligen Sprache benutzt werden (»München, 
Deutschland« bzw. »Munich, Germany«): 
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Abb. 7.5-4: Nach Orten gebildete automatische Ordner 
 
Die Relation f^q^ `çÇÉë wird nach Code sortiert gespeichert und enthält etwa 9.300 Einträge. Da 
die automatischen Ordner anhand dieses Attributs sortiert werden, können die dreibuchstabigen 
Ordnernamen durch einen Merge-Join in linearer Zeit mit Ortsnamen versehen werden. Die Lauf-
zeit für das Erzeugen automatischer Ordner für 3-Letter-Codes ist also O(n + f q^^ `çÇÉë). 
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Ein weiterer Tag-Typ der Referenz-Library ( Kap. 6) hat als Wertebereich die Zahlen N, O und P 
und wird als Bewertung interpretiert. Ist der entsprechende Attributwert einer Datei åìää, so wird M 
bzw. »unbewertet« angenommen. Mittels dieses Attributs wird z.B. der Zugriff auf die Lieblings-
musik oder gern gesehene Filme enorm vereinfacht. In einem ersten Schritt wurden entsprechende 
Suchfilter in die Shell ( Kap. 7.1) eingebunden ( Abb. 7.5-5) und der Datei-Manager um die 
wahlweise Anzeige der Bewertung erweitert ( Abb. 7.5-6). Da das Bewertungsattribut durch die 
Aufnahme in den Suchfilter ( Kap. 6.2.2) systemweit zur Verfügung steht, profitieren davon auch 
andere Applikationen, wie etwa ein Mediacenter-Programm. In einer Kategorie »Favoriten« er-
scheinen auch die von der Library bereitgestellten virtuellen Abspiellisten, die automatisch alle 
MP3-Dateien mit mindestens einem, zwei oder drei Punkten enthalten und einfach angewählt wer-
den können ( Abb. 7.5-7). 
 
 
Abb. 7.5-5: Suchfilter für die Anzeige von Favoriten 
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Abb. 7.5-6: Datei-Manager mit Favoriten (hier: mind. 2 Bewertungspunkte) 
 
 
Abb. 7.5-7: Virtuelle Abspiellisten im »Medienzentrum« 
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Tagging erweitert die Metadaten, die von diversen Dateiformaten geliefert werden, um eine global 
gültige Kennzeichnung. Durch semantisches Tagging können Dateien nicht nur anhand von 
Schlagworten, sondern durch bestimmten Eigenschaften gesucht und kategorisiert werden. Tagging 
wird vom Library-Modell ( Kap. 4.1) unterstützt, und steht daher systemweit für alle Dateiforma-
te zur Verfügung. 
 
Speziell für das Geotagging bieten die von der IATA [IAT07] eingeführten 3-Buchstaben-Codes 
Vorteile. Gegenüber GPS-Koordinaten sind sie leicht zu merken, da sie kurz sind und sich an natür-
liche Ortsnamen anlehnen. Dies gilt umso mehr, wenn die entsprechenden Orte tatsächlich besucht 
wurden, etwa beim Tagging von Urlaubsfotos und -videos, und das Tag vom Benutzer selbst verge-
ben wurde. Darüber hinaus sind sie genormt und dadurch eindeutig. Sie können bei der Bearbeitung 
einer Suchanfrage leicht verarbeitet werden, und sind vielen Menschen auch außerhalb der Luft-
fahrt-Branche vertraut: 
 
 
Abb. 7.5-8: Anmeldeformular für eine Konferenz (Ausschnitt) 
 
Werden Tags manuell durch den Benutzer vergeben, so impliziert dies einen Aufwand, der mit dem 
Anlegen von Verzeichnissen vergleichbar ist (wobei allerdings eine Datei mehrere Tags erhalten 
kann). Semantisches Tagging kann jedoch auch automatisch durchgeführt werden, etwa durch Pro-
tokollieren aller Dateiaufrufe zur Ermittlung besonders häufig benutzter Dateien ( 8.3.3). 
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Die einzelnen Objekt-Schemata der Referenz-Library ( Kap. 6) wurden um ein zusätzliches Attri-
but erweitert, das alle für den Benutzer relevanten Methoden der jeweiligen Applikations-Klassen 
( Kap. 6.1.2) speichert (etwa »Weiterleiten« bei EMails). Auf diese Weise kann der Datei-
Manager in Abhängigkeit von den gerade angezeigten bzw. markierten Dateien Befehle typspezi-
fisch bereitstellen [Dou00]. 
 
Die nachfolgenden Abbildungen zeigen die sog. »task pane« von Microsoft Windows XP. Hier wer-
den unter dem Stichwort »Aufgaben« in Abhängigkeit von den markierten Dateien, etwa Bilder 
oder Videodateien, unterschiedliche Befehle angezeigt. Leider sind diese Befehle bei Windows XP 
lediglich in besonderen Verzeichnissen wie báÖÉåÉ=a~íÉáÉåybáÖÉåÉ=_áäÇÉê aktiv, und das auch nur 
innerhalb des Explorers. 
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Keine Markierung 
 
Verzeichnis markiert 
 
Keine Markierung 
 
Bilddatei markiert 
 
Abb. 7.6-1: Systemaufgaben von Windows XP Abb. 7.6-2: Bildaufgaben von Windows XP 
 
Keine Markierung 
 
Videodatei markiert 
 
Keine Markierung 
 
Audiodatei markiert 
 
Abb. 7.6-3: Videoaufgaben von Windows XP Abb. 7.6-4: Musikaufgaben von Windows XP 
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Der Datei-Manager der Referenz-Library fragt die öffentlichen Methoden für alle markierten Datei-
formate ab, und stellt die Schnittmenge der Befehlsmengen als Schaltflächen dar. In  Abb. 7.6-5 
zeigt die linke Spalte die Befehle »Öffnen« und »Bearbeiten«, die für einen automatischen Ordner 
( Kap. 7.4) verfügbar sind. Besteht die Auswahl aus Bildern, kommen weitere Befehle hinzu; 
»Diashow« ist beispielsweise nur für Bilder verfügbar und erzeugt mit dem entsprechenden Prog-
ramm automatisch eine Präsentation aus allen markierten Bilddateien: 
 
  
Abb. 7.6-5: Typspezifische Dateibefehle 
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Durch die Aufgabenorientierung werden dem Benutzer nur diejenigen Befehle gezeigt, die auf die 
gerade markierten Dateien anwendbar sind. Da in der Referenz-Library die für den Benutzer rele-
vanten öffentlichen Methoden für alle Dateien bekannt sind, lässt sich die Aufgabenorientierung 
leichter umsetzen, und zwar einheitlich in allen Anwendungsprogrammen. 
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Die Verwendung einer Library als Speichersystem impliziert Verbesserungen an anderen Program-
men, die dies zunächst nicht vermuten lassen. Ein Beispiel hierfür sind »Webserver«, also diejeni-
gen Programme, die eingehende HTTP-Anfragen beantworten. Die Verbesserungen an diesen An-
wendungen werden in diesem Abschnitt u.a. anhand des sehr verbreiteten Apache eqqma [Apa07] 
gezeigt. Wird über das HTTP-Protokoll eine URL angefordert, die keine Datei bezeichnet, sondern 
ein Unterverzeichnis, so wird im einfachsten Fall vom eqqma eine Fehlermeldung zurückgesendet: 
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Abb. 7.7-1: Zugriff auf ein Verzeichnis ohne Indexierung durch den Webserver 
 
Wenn der Administrator den eqqma entsprechend konfiguriert hat, so wird – gleichsam als beson-
derer Service – vom Webserver in Echtzeit eine Liste aller im entsprechenden Ordner vorhandener 
Dateien und Unterverzeichnisse erzeugt und ausgeliefert: 
 
 
Abb. 7.7-2: Zugriff auf ein Verzeichnis mit einfacher Indexierung durch den Webserver 
 
Als Zusatzoption für die Indexierung von Verzeichnissen stellt der Apache eqqma das »fancy inde-
xing« bereit, bei dem die einfache Listendarstellung (»unordered list«, HTML-Tags Yri[…YLri[) 
durch eine Tabellendarstellung mit Icons und Zusatzinformationen ersetzt wird: 
 
 
Abb. 7.7-3: Zugriff auf ein Verzeichnis mit »fancy indexing« 
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Im Rahmen dieser Arbeit werden zwei Verbesserungen an der Echtzeit-Indexierung durch eine 
Webserver-Applikation vorgeschlagen, die in Anlehnung an die oben erwähnte Zusatzoption »fancy 
fancy indexing« genannt werden. Zur Demonstration wurde die Referenz-Library um eine Webser-
ver-Applikation ergänzt [Kol08d]. 
 
Neben einer modernen (d.h. auf CSS basierenden) Oberfläche ist es das Ziel, die von der Library 
verwalteten Metadaten auch beim Zugriff über HTTP nutzen zu können. Dies wird erreicht, indem 
vom Webserver in Echtzeit eine virtuelle Ordnerstruktur erzeugt wird, die sich von außen über 
URLs ansprechen lässt. Das Hauptverzeichnis L bietet analog zur Shell ( Kap. 7.1.3.1) nach Datei-
typen gegliederte Ordner an [Kol08d]: 
 
 
Abb. 7.7-4: Nach Dateitypen gegliedertes Hauptverzeichnis L 
 
Bei Bildern werden zunächst alle Dateien vom Typ Çíaá~ëÜçï ( Kap. 6.2.1) präsentiert, da diese 
mehrere Bilder zusammenfassen und daher von besonderer Bedeutung sind. Darunter können alle 
Einzelbilder nach verschiedenen Attributen gruppiert ( Kap. 7.4) abgerufen werden: 
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Abb. 7.7-5: L_fiaboL 
 
Die folgende Abbildung zeigt alle Bilder nach Aufnahmeort ( Kap. 7.5.1) sortiert. Der obere Ab-
schnitt enthält automatische Ordner ( Kap. 7.4) für alle Dateien mit Ortsangabe, darunter sind alle 
Dateien ohne Angabe dieses Attributs nach Dateiname sortiert, ggf. nach Dateinamen gruppiert: 
 
 
Abb. 7.7-6: L_fiaboLf q^^L 
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Abb. 7.7-7: L^raflLmr_a q^bL 
 
Die obige Abbildung zeigt analog zu  Abb. 7.7-6 alle Audio-Dateien, geordnet nach Erschei-
nungsjahr. Die untere Sektion präsentiert alle Dateien ohne entsprechende Angabe. 
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Mit »fancy fancy indexing« können Webserver-Applikationen für das automatische Indexieren von 
Dateien eine zeitgemäße, CSS-basierte Oberfläche anbieten. Mittels einer virtuellen Verzeichnis-
struktur kann dabei auf den erweiterten Funktionsumfang einer Library zugegriffen werden. 
 
In einer weiteren Ausbaustufe kann das »fancy fancy indexing« zur Einbindung von strukturierten 
Daten und Formularen genutzt werden, was die Erstellung von Web-Applikationen vereinfacht. Als 
Fallbeispiel dient ein System zur Verwaltung von Übungsaufgaben, den zugehörigen Lösungsvor-
schlägen von Studenten sowie den Bewertungen durch Dozenten. Die Hierarchie der einzelnen Da-
tenobjekte (Vorlesungen enthalten Übungen, die wiederum Abgaben von Studenten enthalten) wird 
in diesem System auf virtuelle Verzeichnisse abgebildet. Besondere Sektionen der Webseite enthal-
ten Übersichtstabellen und Eingabeformulare für Änderungen [Kol08d]: 
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Abb. 7.7-8: Hauptseite 
 
Abb. 7.7-9: Vorlesung (mit Tabellen) 
 
 
Abb. 7.7-10: Aufgabe erstellen (Formular) 
 
Abb. 7.7-11: Aufgabe (mit Tabelle und Liste) 
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Zum Abschluss dieser Arbeit werden in diesem Kapitel die eingeführten Technologien und Verfah-
rensweisen zusammengefasst und bewertet ( Kap. 8.1). Darüber hinaus wird der Einsatz in bereits 
existierenden Systemen diskutiert ( Kap. 8.2), und es werden mögliche Weiterentwicklungen be-
schrieben ( Kap. 8.3). Zuletzt wird mit »surface computing« ein Ausblick auf eine neue Art von 
Computersystemen gegeben, die vom Einsatz der vorgestellten Resultate profitieren kann 
( Kap. 8.4). 
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Im Rahmen einer Bestandsaufnahme wurden unterschiedliche Ergänzungen traditioneller Dateisys-
teme untersucht, von einfachen Plug-Ins ( Kap. 2.6) über Desktop-Suchmaschinen ( Kap. 2.10) 
bis hin zu komplexen Weiterentwicklungen ( Kap. 2.7). Einige Lösungen betten Dateien und ihre 
Applikationen dabei in eine objektorientierte Gesamtarchitektur ein. Insbesondere die heute verbrei-
teten Desktop-Suchmaschinen verändern jedoch nicht die Organisation des Dateisystems, sondern 
ermöglichen lediglich eine Suche nach Dateien über Verzeichnisgrenzen hinweg. Index-Methoden 
( Kap. 3), die entweder als Wortindex das Herkunftsattribut nicht speichern oder aber eine unzu-
reichende Performanz haben, vermindern die Leistungsfähigkeit dieser Lösungen. 
 
Zur grundlegenden Verbesserung der Organisationsstrukturen wurde das Datenmodell einer Library 
präsentiert ( Kap. 4.1), das mächtig genug ist, um sowohl die Tupel relationaler Datenbanken als 
auch Dateien zu beschreiben; beide werden als gleichwertige Datenobjekte mit beliebigen Attribu-
ten gesehen und so integriert. Damit die Attributwerte aller Datenobjekte schnell zur Verfügung ste-
hen, sollten sie indexiert werden. Zur Indexierung partiell belegter Datenräume ( Kap. 3.3.4), die 
durch Tupel heterogener Schemata gebildet werden, eignet sich ein Master/Slave-Index ( Kap. 5). 
Er unterstützt Partial Match Operationen ( Kap. 3.3.2) und ist immun gegenüber degenerativen 
Effekten hochdimensionaler Datenräume ( Kap. 3.3.1). 
 
Auch bei Anwendung des Library-Modells können Dateien und Applikationen in eine objektorien-
tierte Architektur eingebettet werden. Die in  Kap. 6 vorgestellte Referenz-Architektur und ihre 
Implementierung liefern dafür eine Vorlage, welche die praktische Funktionsfähigkeit des Library-
Modells nachweist. Die Referenz-Library wird außerdem eingesetzt, um die Performanz eines Mas-
ter/Slave-Indexes zu messen ( Kap. 6.3). Diese Indexierungsmethode ist anderen Ansätzen über-
legen und bietet auch bezüglich des absoluten Zeitbedarfs eine ausreichende Leistung. 
 
Eine Library integriert verschiedene Datenquellen, insbesondere relationale Datenbanken und klas-
sische Dateisysteme, und verwaltet daher beliebige Attribute und Metadaten der jeweiligen Daten-
objekte. Auf Basis eines derartigen Speichersystems konnte die Benutzerschnittstelle mittels diver- 
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ser Techniken, etwa Join-Operationen ( Kap. 7.2) oder automatischer Ordner ( Kap. 7.4), ver-
bessert werden. Dadurch wird das ursprüngliche Ziel, den Zugriff auf Dateien zu optimieren 
( Kap. 1), erreicht. 
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Die in dieser Arbeit beschriebenen Verbesserungen lassen sich zum Teil in bereits bestehende Sys-
teme integrieren. Dies gilt vor allem für den Master/Slave-Index ( Kap. 8.2.1), aber auch für die 
Erweiterung vorhandener Dateisysteme ( Kap. 8.2.2) und Applikationen ( Kap. 8.2.3). 
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Am besten geeignet für den Einbau in existierende Systeme ist der Master/Slave-Index ( Kap. 5). 
DBMS bieten häufig mehrere Datenstrukturen zur Indexierung an ( Kap. 3.3), so dass ein Mas-
ter/Slave-Index (ggf. in einer fortschrittlicheren Variante,  Kap. 8.3.1) als zusätzliche Methode 
hinzugefügt werden kann. Das DBMS wird dadurch in die Lage versetzt, hochdimensionale Daten-
objekte mit heterogenen Schemata effizient zu indexieren. Ein entsprechend ausgerüstetes DBMS 
kann für alle Indexe über mehr als d Attribute automatisch einen Master/Slave-Index als Daten-
struktur auswählen, oder überlässt den jeweiligen Anwendungsprogrammen die Wahl durch eine 
geeignete SQL-Erweiterung (z.B. `ob q^b=j^pqbopi^sb=fkabu=áÇñ=lk=í~ÄäÉ). 
 
Auf diese Weise kann eine Vielzahl von Anwendungen und Produkten, die entsprechend ausgerüste-
te DBMS einsetzen, profitieren. Darunter befinden sich nicht nur Desktop-Suchmaschinen und Sys-
teme wie Microsoft WinFS ( Kap. 2.9), das auf dem Microsoft SQL Server ( Kap. 3.3.5.1) ba-
siert, sondern beispielsweise auch Data Warehouses. 
 
Darüber hinaus lassen sich die Operationen auf dem Master/Slave-Index ressourcenschonend im-
plementieren, was die Datenstruktur auch für mobile Systeme, etwa Smartphones und MP3-Player, 
geeignet macht. 
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Weitaus komplexer als die Integration des Master/Slave-Indexes in Datenbanksysteme ist die Integ-
ration des Library-Modells ( Kap. 4.1) in traditionelle Datei- und Betriebssysteme. Ähnlich wie 
bei der Referenz-Library ( Kap. 6) kann das bereits vorhandene Dateisystem als Grundlage für 
eine Library dienen, die parallel zum eigentlichen Dateisystem das Speichern von Dateien ermög-
licht. Ein zusätzlicher Datei-Manager und speziell ausgestattete Applikationen können dann über 
eine zusätzliche Programmierschnittstelle auf die Library zugreifen. 
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Dies ist jedoch unbefriedigend, da die Library ins normale Dateisystem integriert werden soll. Dazu 
existieren je nach Plattform unterschiedliche Möglichkeiten. Die besten Voraussetzungen bieten 
Unix-Betriebssysteme, da der globale Namensraum für Dateien über Mountpoints ( Kap. 2.2) oh-
nehin aus mehreren Dateisystemen zusammengesetzt wird. Über einen solchen Mountpoint können 
die in einer Library gespeicherten Dateien ins Unix-Dateisystem eingebunden und für Applikatio-
nen, welche die Programmierschnittstelle der Library nicht nutzen, zugänglich gemacht werden. 
Darüber hinaus können bei vielen Desktop-Managern, darunter KDE [KDE06], die Standard-
Dialoge zum Öffnen und Speichern von Dateien ersetzt werden ( Kap. 2.8), so dass auch Legacy-
Software die Möglichkeiten einer Library eingeschränkt nutzen kann. 
 
Ein ähnlicher Mechanismus ist auch für die Windows-Plattform verfügbar, und wird beispielsweise 
von Microsoft WinFS ( Kap. 2.9) und von Gerätetreibern ( Abb. 8.2-1) genutzt. Mittels »Explo-
rer Namespace Extensions« können innerhalb der Verzeichnishierarchie Mountpoints erstellt wer-
den, deren weitere Unterverzeichnisse und Dateien von Plug-Ins ins Dateisystem abgebildet werden 
[Mic08c]. Auf diese Weise integriert Microsoft WinFS seine »Stores« ins Dateisystem 
( Abb. 2.9-3), aber auch die Treiber von mobilen Geräten ermöglichen dem Benutzer auf diese 
Weise den Zugriff auf die dort abgespeicherten Informationen: 
 
 
Abb. 8.2-1: Virtueller Namensraum unter Microsoft Windows 
 
Analog zu Microsoft WinFS kann dieser Mechanismus genutzt werden, um die Dateien einer Libra-
ry für existierende Software zugänglich zu machen. 
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Einige der in  Kap. 7 präsentierten Verfahrensweisen können unabhängig vom Einsatz einer Lib-
rary bereits existierende Applikationen aufwerten. So wird zur Zeit ein Modul für den Apache 
eqqma entwickelt, der die übliche Indexierung von Verzeichnissen durch »fancy fancy indexing« 
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( Kap. 7.7), also einer CSS-basierten Benutzeroberfläche, ersetzen soll [Kol08d]. Eine Web-
Applikation zur Abgabe und Bewertung von Übungsaufgaben, die ebenfalls diese Technologie 
nutzt, befindet sich als Showcase-Anwendung seit März 2008 an der Fachhochschule Dortmund im 
dauerhaften Einsatz ( Kap. 7.7.2). 
 
Auch Datei-Manager für traditionelle Dateisysteme, die ohne die Funktionalität einer Library aus-
kommen müssen, können von einigen Verbesserungen profitieren: unter anderem können automati-
sche Ordner anhand der vom Dateisystem verwalteten Attribute gebildet werden, was in der Regel 
eine Kalenderansicht ( Kap. 7.4) ermöglicht. 
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Die in dieser Arbeit eingeführten Technologien bieten ein erhebliches Anwendungspotential. In die-
sem Abschnitt werden daher zukünftige Entwicklungsschritte präsentiert, deren Umsetzung in naher 
Zukunft realistisch erscheint. 
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Der in  Kap. 5 eingeführte Master/Slave-Index kann als zusätzliche Methode in bereits existieren-
de DBMS integriert werden ( Kap. 8.2.1). Um den Anforderungen kommerzieller Datenbanksys-
teme gerecht zu werden, müssen die Algorithmen, die auf einem Master/Slave-Index operieren, um 
die Fähigkeit der nebenläufigen Ausführung (»concurrent access«) erweitert werden. 
 
Da Suchvorgänge keine Veränderungen am Index vornehmen ( Kap. 5.1.2), können diese bereits 
jetzt nebenläufig durchgeführt werden. Das Hinzufügen von Tupeln muss serialisiert werden, da 
neue Daten immer ans Ende der Indextabellen angehängt werden ( Kap. 5.1.3); möglicherweise 
gleichzeitig ablaufende Suchvorgänge müssen am alten Dateiende angehalten oder beendet werden, 
bis das Hinzufügen abgeschlossen ist. Sollen Einträge geändert oder gelöscht werden, müssen 
Suchvorgänge unter Umständen neu gestartet werden, damit keine inkonsistenten Suchergebnisse 
an den Aufrufer übermittelt werden. 
 
Darüber hinaus bleibt zu untersuchen, ob andere Datenstrukturen als Slave-Indexe eingesetzt wer-
den können und auch sinnvoll sind. Denkbar ist beispielsweise ein Wortindex auf Basis von inver-
tierten Listen für Textdokumente, um ihren Inhalt zu indexieren. Ein derartiger Index könnte auch 
zusätzlich zu einem regulären Slave-Index für strukturierte Attribute eingesetzt werden, so dass sich 
die Informationen von Textdateien auf drei Indexe verteilen. 
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Durch semantisches Tagging werden statt einer Liste mit Schlüsselworten unterschiedliche Typen 
von Tags verwaltet; implementiert wurden bisher Ortsangaben ( Kap. 7.5.1) und eine Bewertung 
von Dateien ( Kap. 7.5.2). Darüber hinaus sind weitere Tags denkbar, die teilweise sogar schon in 
anderen Umgebungen verfügbar sind. Ein Beispiel ist das Taggen von Bilddateien mit Informatio-
nen über dargestellte Personen, wie es etwa die Community-Website »StudiVZ« [Stu07] anbietet: 
 
 
Abb. 8.3-1: Tagging mit Personendaten  [Stu07] 
 
Ein Personen-Tag bei StudiVZ besitzt mehrere Attribute, u.a. den Namen und die Hochschule der 
Person und, da hier nur Bilder getaggt werden können, auch eine X- und Y-Koordinate innerhalb des 
Bildes. Die Informationen, die zur Person selbst gespeichert werden, können um beliebige Attribute 
wie beispielsweise Anschrift oder Geburtsdatum ergänzt werden, und enthalten im Extremfall eine 
vollständige Adressdatei [RFC2425] bzw. einen Verweis auf eine solche. 
 
Ein anderer Tag-Typ kann für Termindateien [RFC2445] vorgesehen werden. Auf diese Weise kön-
nen beliebige Dateien mit einem Terminplaner verknüpft werden, um Dateien mit dem zugehörigen 
Kalendereintrag zu verbinden, oder um Dateien zur Wiedervorlage zu markieren. 
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Tagging erweitert die Objekt-Schemata einer Library um zusätzliche Informationen, nach denen 
Dateien gesucht und mittels automatischer Ordner ( Kap. 7.4) auch gruppiert werden können. 
Diese Vorteile werden durch einen gewissen Aufwand des Benutzers erkauft, der eigentlich ver-
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mieden werden soll ( Kap. 1). Aus diesem Grund ist die Automatisierung des Taggings anzustre-
ben. 
 
Für die beiden in  Kap. 7.5 vorgestellten Arten von Tags ist diese leicht durchführbar: beispiels-
weise können die von hochwertigen Kameras in Bilddateien gespeicherten GPS-Koordinaten mit-
tels einer internen Tabelle um den nächstgelegenen IATA-Code ( Kap. 7.5.1) ergänzt werden. Für 
die Bewertung von Dateien ist eine Vergabe anhand einer Aufrufstatistik möglich, so dass bei-
spielsweise die 10% am häufigsten geöffneten Dateien automatisch mit 3 Punkten, die nächsten 
15% mit 2 Punkten, und die folgenden 25% mit 1 Punkt angezeigt werden. 
 
Auch für weitere semantische Tags ( Kap. 8.3.2) sind Automatisierungen durchführbar: so kön-
nen mittels bilderkennender Verfahren und in Adressdateien gespeicherter Referenzbilder automa-
tisch Personen in Bildern erkannt und getaggt werden. Beim Erstellen oder Speichern von Dateien 
können Termindateien automatisch als Tag hinzugefügt werden, wenn der Zeitpunkt des Speicherns 
in den Zeitraum des Termins fällt. Auch ein Join ( Kap. 7.2) über die Dateizeit ist denkbar. 
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Traditionelle Datei-Manager stellen die Dateien eines Verzeichnisses bzw. eines Suchergebnisses 
als Liste mit mehr oder weniger Angaben je Datei dar. Durch automatische Ordner ( Kap. 7.4), 
die Dateien anhand eines vorher gewählten Attributs gruppieren, wird eine Darstellung als Kalender 
ermöglicht ( Abb. 7.4-4). 
 
Darüber hinaus sind weitere Varianten zur Visualisierung von Dateien denkbar, die allerdings auf-
grund der beschränkten Möglichkeiten der zur Implementierung genutzten Plattform nicht realisiert 
werden konnten. Ein Beispiel hierfür liefert die Website »Tag Galaxy« [Tag08], die anhand eines 
eingegebenen Begriffs Fotos vom Bilderdienst »Flickr« [Fli07] lädt und als Ball darstellt. Dieser 
Ball eignet sich, um schnell einen Überblick über eine größere Anzahl Bilder oder auch Videos zu 
bekommen; er kann mit der Maus beliebig gedreht werden: 
 
 
Abb. 8.3-2: Bilderball  [Tag08] 
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Eine umfassende Bestandsaufnahme über Visualisierungsmethoden für Dateien, sowohl generisch 
für alle Dateien (z.B. Kalenderansicht) als auch typspezifisch (z.B. Bilderball für visuelle Inhalte), 
ist zur Zeit Gegenstand einer an der Fachhochschule Dortmund durchgeführten und vom Autor be-
treuten Projektarbeit mit daran anschließender Bachelor-Thesis. 
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Die in dieser Arbeit vorgestellten Konzepte sind nicht nur für vollwertige Betriebssysteme geeignet, 
sondern auch für den Einsatz in Umgebungen, bei denen Eingaben durch den Benutzer nur einge-
schränkt möglich sind. Neben mobilen Geräten, insbesondere MP3-Playern und Smartphones, stellt 
»surface computing« eine solche Plattform dar. 
 
Bei »Microsoft Surface« [Mic08b] handelt es sich um einen Tisch mit berührungsempfindlicher 
Oberfläche, die mehrere Berührungspunkte gleichzeitig registrieren kann. Spezielle Applikationen 
sind für den Einsatz in Bars, Casinos, Geschäften und anderen Orten konzipiert. Gerade wegen der 
innovativen Bedienung dieses Computersystems sind die Eingabemöglichkeiten für den Benutzer 
sehr beschränkt: eine Maus oder Tastatur ist nicht vorhanden, und Menupunkte auf der Bildschirm-
oberfläche müssen großflächig genug sein, um durch eine Berührung sicher getroffen zu werden: 
 
 
Abb. 8.4-1: Surface  [Mic08b] 
 
Abb. 8.4-2: Foto-Organisation mit Microsoft Surface  [Mic08b] 
 
Die nach Meinung des Autors herausragendsten Anwendungen für derartige Systeme ergeben sich 
im Zusammenspiel mit Geräten, die von der Oberfläche erkannt und über WLAN oder Bluetooth 
ins System eingebunden werden können ( Abb. 8.4-3,  Abb. 8.4-4). Gerade hier bietet eine Lib-
rary aufgrund der Vielzahl möglicher Dateiattribute große Vorteile gegenüber herkömmlichen Da-
teisystemen. 
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Als Beispiel sollen hier wiederum Mobiltelefone und MP3-Player angeführt werden. Wird ein sol-
ches Gerät vom Surface-System erkannt, wird ein Kreis um das Gerät dargestellt. Zusätzlich er-
scheinen einige der auf dem Gerät gespeicherten Bilder oder Musikstücke, letztere dargestellt durch 
eine Art Karteikarte mit Titelbild, Bewertung und Zusatzinformationen ( Abb. 8.4-4). Der Benut-
zer kann nun über ein einfaches Menu Fotos versenden (etwa an einen Onlinedienst), oder beliebige 
Dateien mit einer Fingerbewegung in den Kreis eines anderen Geräts ziehen und dadurch übertra-
gen. Dateien, die in einen zusätzlich dargestellten Bereich bewegt werden, speichert das jeweilige 
Surface-System dauerhaft ab: 
 
 
Abb. 8.4-3: Foto-Applikation  [Mic08b] 
 
Abb. 8.4-4: Interaktion mit Geräten  [Mic08b] 
 
In diesem Szenario kann das Library-Modell seine Stärken voll ausspielen. Ein grundlegender Vor-
teil ist die inhärente Typsicherheit für Dateien, so dass beim Datentransfer von und zu Geräten nur 
unterstützte Dateiformate, insbesondere für weniger standardisierte Anwendungen wie Navigations-
systeme, übertragen werden. Hierzu wird abhängig vom erkannten Gerät für das dort eingebaute 
Dateisystem ein Library-Schema verwaltet oder übertragen. Der Zugriff auf beliebige Attribute und 
Metadaten unterstützt die Visualisierung von Datenobjekten wie Audio-Inhalten ( Abb. 8.4-4), 
insbesondere da eine hohe Geschwindigkeit durch den Einsatz eines Master/Slave-Indexes gewähr-
leistet werden kann. Dadurch treten durch das Anzeigen der enthaltenen Dateien keine spürbaren 
Verzögerungen beim Platzieren eines Geräts auf der Oberfläche auf. 
 
Darüber hinaus gestatten es die flexiblen Objekt-Schemata, oberflächenspezifische Attribute zu ein-
zelnen Dateien zu speichern, etwa Position und Zustand nach der letzten Benutzung. Dies verein-
facht die Bedienung, da Einstellungen (etwa die Größe und Lage eines Bildes) schnell und automa-
tisch wiederhergestellt werden können. 
^=däçëë~ê=
NPN=
^åÜ~åÖ=^=
däçëë~ê=
 
BLOB Abkürzung für »Binary Large Object«, ein Wertebereich für Attribute 
zur Speicherung von Dateien in relationalen Datenbanken 
 
DBMS Abkürzung für »Datenbank Management System« 
 
ext2 Wichtiges Dateisystem für Linux, das auf I-Nodes basiert und Verzeich-
niseinträge in Bäumen abspeichert [Kol07b] 
 
Domain Speicherort ( Kap. 6.1.1) 
 
FAT Mit DOS eingeführtes Dateisystem, das zur Kompatibilität für nahezu 
alle externen Flash-Speicherkarten und USB-Sticks verwendet wird; Da-
tenblöcke einer Datei werden als verkettete Liste gespeichert, wodurch 
ein Dateizeiger in O(n) bewegt werden kann [Kol07b] 
 
Filter Datenstuktur, die in der Referenz-Library ( Kap. 6) die Parameter ei-
ner Suchanfrage enthält ( Kap. 6.2.2) 
 
Finder Shell von Mac OS 
 
I-Node »Information Node«, enthält in vielen Unix-Dateisystemen wie z.B. ext2 
alle Informationen zu einer Datei, einschließlich der von ihr belegten 
Blöcke auf dem Datenträger; ein Verschieben des Dateizeigers ist in 
O(1) möglich [Kol07b] 
 
Leerlauf-Prozess Prozess, der nur ausgeführt wird, wenn kein anderer Prozess CPU-Zeit 
beansprucht 
 
Library Datenspeicher, auf den sowohl relationale Datenbanken als auch Datei-
systeme abgebildet werden können ( Kap. 4) 
 
Mountpoint Spezielles Verzeichnis der Unix-Verzeichnishierarchie, das mit dem 
Hauptverzeichnis eines Dateisystems zusammenfällt; alle untergeordne-
ten Verzeichnisse gehören nicht mehr zum Root-Dateisystem. 
 
NTFS Standard-Dateisystem von Microsoft Windows; kann für eine Datei 
mehrere Dateikörper (»Forks«) verwalten [Kol07b] 
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Query containment Eingrenzen von Suchanfragen ( Kap. 5.2.2,  Kap. 6.2.2.1) 
 
Registry Konfigurationsdatei von Microsoft Windows; wird heute auch zum 
Speichern von Programmeinstellungen benutzt ( Kap. 2.4.2) 
 
Semantisches 
 Dateisystem 
Ein semantisches Dateisystem arbeitet typabhängig, kann also indivi-
duelle Datei-Schemata verwalten ( Kap. 4.3.1) 
 
Shell Anwendungsprogramm, das nach dem Booten oder nach dem Login als 
erstes gestartet wird und einen Mechanismus zur Eingabe oder Auswahl 
von Befehlen bietet und andere Programme starten kann ( Kap. 7.1) 
 
SQL »Structured Query Language«, Abfragesprache für Datenbanken 
 
Tagging Versehen von Dateien mit Zusatzinformationen ( Kap. 7.5) 
 
Widget Kleines Programm, das ohne Fenster direkt auf dem Desktop dargestellt 
wird und kleine Aufgaben, wie z.B. die Anzeige der Uhrzeit, übernimmt 
( Kap. 7.1.1.1) 
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Um in  Kap. 3.3.3.1 den Geschwindigkeitsunterschied zwischen sequenziellem Lesen und dem 
Lesen von Sektoren an beliebigen Positionen zu ermitteln, wurde das folgende Testprogramm ers-
tellt. Es kann mit Borland Pascal für den Real Mode compiliert werden. 
 
Für beide Zugriffsarten werden jeweils 10 Durchläufe ausgeführt, bei jedem Durchlauf werden 
1024 KB, also 2048 Sektoren, eingelesen. Für den sequenziellen Zugriff wird bei jedem Durchlauf 
ein zufälliger Startblock ausgewählt (also 10 Mal), beim randomisierten Zugriff für jeden einzelnen 
Sektor (also 20480 Mal). Anschließend wird pro Zugriffsart die Gesamtzeit für die 10 Durchläufe 
ausgegeben, mit einer Genauigkeit von einer achtzehntel Sekunde. 
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Die folgende Funktion ruft das BIOS auf, um ^åò Sektoren ab Sektor i_^ an die durch _ìÑ spezifi-
zierte Adresse zu laden. Die entsprechende Funktion, QOÜ, arbeitet direkt mit LBA-Adressen. 
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Die Zeitmessung erfolgt durch Einklinken in den Zeit-Interrupt (IRQ 0, Interrupt MUÜ). Dieser IRQ 
wird genau 1193180/65536, also etwa 18,2 Mal pro Sekunde, aufgerufen [Tis94]. 
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Die folgende Tabelle zeigt die Messergebnisse des Testprogramms ( Kap. B.1) für verschiedene 
Datenträger. Der obere Tabellenabschnitt beschreibt mechanische Festplatten, die beiden untersten 
Zeilen SSDs (»Solid State Discs«, die auf Flash-Speicher basieren): 
 
 
Größe Sequenziell Zufällig Faktor 
Toshiba MK1924FCV 518 MB 8.330 ms 469.176 ms 56,3 
Western Digital 
WDC AC21000H 1 GB 2.291 ms 339.670 ms 148,3 
Fujitsu M1614TA 1 GB 2.407 ms 324.286 ms 134,7 
Toshiba MK2001MPL 2 GB 2.582 ms 394.335 ms 152,7 
Fujitsu MPC304AT 4 GB 2.720 ms 311.099 ms 114,4 
Seagate ST310212A 10 GB 4.291 ms 365.659 ms 85,2 
IBM DARA-21200 12 GB 3.040 ms 942.731 ms 310,1 
Maxtor 31536H2 15 GB 2.813 ms 446.814 ms 158,8 
ExcelStore ES3220 20 GB 4.516 ms 395.879 ms 87,6 
Samsung SV2042H 20 GB 2.159 ms 202.802 ms 93,9 
Seagate ST330630A 30 GB 4.736 ms 283.956 ms 60,0 
Samsung SV4011N 40 GB 4.038 ms 276.154 ms 68,4 
Samsung SV0802N 80 GB 4.114 ms 231.040 ms 56,2 
Toshiba MK8032GSX 80 GB 824 ms 232.033 ms 281,6 
Samsung SV2508N 250 GB 3.044 ms 252.198 ms 82,9 
Samsung HD321KJ 320 GB 1.384 ms 211.082 ms 152,5 
     
Sony Memorystick Pro 512 MB 1.971 ms 3.850 ms 2,0 
Transcend 2,5" SSD 32 GB 604 ms 6.429 ms 10,6 
Grün hervorgehoben: schnellster Datenträger 
Rot hervorgehoben: langsamster Datenträger 
Abb. B.2-1: Zeitverhalten von Speichermedien 
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Um in  Kap. 3.3.5.1 die Leistung des Microsoft SQL-Server zu messen, wurde ein Testprogramm 
in C# entwickelt. Das Programm ( Kap. C.3) kann mit Microsoft Visual Studio für die .NET-
Umgebung compiliert werden. Zur korrekten Ausführung ist neben einem installierten Microsoft 
SQL-Server die Bibliothek pniuji erforderlich, die vor dem Compilieren des Programms in das 
Projekt eingebunden werden muss: 
 
 
Abb. C-1: Verweis auf die Bibliothek pniuji in Microsoft Visual Studio 
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Alle Attribute der Testdateien wurden in einer XML-Datei gespeichert. Dieses Dateiformat kann 
von vielen Applikationen (durch die Bibliothek pniuji auch vom Microsoft SQL-Server) impor-
tiert werden. 
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====Yfjd`êÉ~íáçåqáãÉ[NTWRSYLfjd`êÉ~íáçåqáãÉ[=====Yfjd`êÉ~íáçåvÉ~ê[OMMRYLfjd`êÉ~íáçåvÉ~ê[=
====Yfjd`êÉ~íáçåjçåíÜ[TYLfjd`êÉ~íáçåjçåíÜ[=====Yfjd`êÉ~íáçåa~ó[NTYLfjd`êÉ~íáçåa~ó[=
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
NPU=
====YfjdbèìáéãÉåí[jáåçäí~=`çKI=iíÇK=aáj^db=uOMYLfjdbèìáéãÉåí[=
====Yfjd_ÉäáÅÜíìåÖ[NLNUM=pÉâìåÇÉYLfjd_ÉäáÅÜíìåÖ[=====Yfjdcáêãï~êÉ[sÉêK=NKMMYLfjdcáêãï~êÉ[=
====YfjdqáíÉä[jfkliq^=afdfq^ i=`^jbo^YLfjdqáíÉä[=====YfjdcçÅìë[QIUMããYLfjdcçÅìë[=
====Yfjd_äÉåÇÉ[ÑLOUYLfjd_äÉåÇÉ[=
==YLcáäÉ[===Á=
YLollq[=
 
 
`KO=jbq^ a^q^ Kupa=
 
Das folgende Schema wird verwendet, um die Metadaten aus der Data jbq^ a q^^Kuji ( C.1) mit 
pniuji in die Datenbank zu importieren. 
 
Y\ñãä=îÉêëáçåZ?NKM?=\[=YpÅÜÉã~=ñãäåëZ?ìêåWëÅÜÉã~ëJãáÅêçëçÑíJÅçãWñãäJÇ~í~?=
========ñãäåëWÇíZ?ìêåWëÅÜÉã~ëJãáÅêçëçÑíJÅçãWñãäWÇ~í~íóéÉë?=========ñãäåëWëèäZ?ìêåWëÅÜÉã~ëJãáÅêçëçÑíJÅçãWñãäJëèä?=[=
====YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉqóé?=ÇíWíóéÉZ?áåí?=L[=
===YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉ_Éò?=ÇíWíóéÉZ?ëíêáåÖ?=L[====YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉhÉó?=ÇíWíóéÉZ?ëíêáåÖ?=L[=
===YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉpáòÉ?=ÇíWíóéÉZ?áåí?=L[====YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉqáãÉ?=ÇíWíóéÉZ?ëíêáåÖ?=L[=
===YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉkÉï?=ÇíWíóéÉZ?áåí?=L[====YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉm~ëëïçêÇ?=ÇíWíóéÉZ?ëíêáåÖ?=L[=
===YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉf q^^ ?=ÇíWíóéÉZ?áåí?=L[====Á=
====YbäÉãÉåíqóéÉ=å~ãÉZ?ollq?=ëèäWáëJÅçåëí~åíZ?N?[=
======YÉäÉãÉåí=íóéÉZ?cáäÉ?=L[=
===YLbäÉãÉåíqóéÉ[==
===YbäÉãÉåíqóéÉ=å~ãÉZ?cáäÉ?=ëèäWêÉä~íáçåZ?qÉëí?[=======YÉäÉãÉåí=íóéÉZ?cáäÉqóé?=ëèäWÑáÉäÇZ?cáäÉqóé?=L[=
======YÉäÉãÉåí=íóéÉZ?cáäÉ_Éò?=ëèäWÑáÉäÇZ?cáäÉ_Éò?=L[=======YÉäÉãÉåí=íóéÉZ?cáäÉhÉó?=ëèäWÑáÉäÇZ?cáäÉhÉó?=L[=
======YÉäÉãÉåí=íóéÉZ?cáäÉpáòÉ?=ëèäWÑáÉäÇZ?cáäÉpáòÉ?=L[=======YÉäÉãÉåí=íóéÉZ?cáäÉqáãÉ?=ëèäWÑáÉäÇZ?cáäÉqáãÉ?=L[=
======YÉäÉãÉåí=íóéÉZ?cáäÉkÉï?=ëèäWÑáÉäÇZ?cáäÉkÉï?=L[=======YÉäÉãÉåí=íóéÉZ?cáäÉm~ëëïçêÇ?=ëèäWÑáÉäÇZ?cáäÉm~ëëïçêÇ?=L[=
======YÉäÉãÉåí=íóéÉZ?cáäÉf q^^ ?=ëèäWÑáÉäÇZ?cáäÉf q^^ ?=L[=======Á=
===YLbäÉãÉåíqóéÉ[=YLpÅÜÉã~[=
 
 
`KP=moldo^jK`p=
 
Die Datei moldo^jK`p enthält das eigentliche Testprogramm. Die Klasse mêçÖê~ã greift auf eine 
nicht abgebildete Klasse píçét~íÅÜ zu, deren Objekte die Zeit mit einer Genauigkeit von 0,1 ms 
messen können. Intern greift das .NET-Framework dabei auf den oaqp`-Befehl [She96] zurück. 
`=qÉëíéêçÖê~ãã=ÊjáÅêçëçÑí=pniJpÉêîÉê=OMMRÂ=
NPV=
ìëáåÖ=pniuji_rihil^aiáÄX=
ìëáåÖ=póëíÉãX=ìëáåÖ=póëíÉãKa~í~X=
ìëáåÖ=póëíÉãKa~í~KpèäX=ìëáåÖ=póëíÉãKa~í~Kpèä`äáÉåíX=
ìëáåÖ=póëíÉãK`çääÉÅíáçåëKdÉåÉêáÅX=ìëáåÖ=póëíÉãKqÉñíX=
=å~ãÉëé~ÅÉ=`çåëçäÉ^ééäáÅ~íáçåN=
ô=====Åä~ëë=mêçÖê~ã=
====ô=
========LLkìê=Éáå=qÜêÉ~Ç=J=pniuji=áëí=åáÅÜí=íÜêÉ~ÇJë~ÑÉ=========xpq^ qÜêÉ~Çz=
========ëí~íáÅ=îçáÇ=j~áåEëíêáåÖxz=~êÖëF=========ô=
============pèä`çååÉÅíáçå=Åçåå=Z=åÉï=póëíÉãKa~í~Kpèä`äáÉåíKpèä`çååÉÅíáçåEFX=============ÅçååK`çååÉÅíáçåpíêáåÖ=Z=
================?áåíÉÖê~íÉÇ=ëÉÅìêáíóZppmfXÇ~í~=ëçìêÅÉZ`^ojfkyypnibumobppX?=H=================?éÉêëáëí=ëÉÅìêáíó=áåÑçZc~äëÉXáåáíá~ä=Å~í~äçÖZjÉí~Ç~í~?X=
============`çåëçäÉKtêáíÉE?`çååÉÅíáåÖKKK=?FX=============ÅçååKléÉåEFX=
============`çåëçäÉKtêáíÉiáåÉE?ÇçåÉ?FX==
============LL^äíÉ=q~ÄÉääÉ=ÉåíÑÉêåÉå=============pèä`çãã~åÇ=ÅãÇ=Z=åÉï=pèä`çãã~åÇE?aolm=q^_ib=qÉëí?I=ÅçååFX=
============íêó=============ô=
================ÅãÇKbñÉÅìíÉkçånìÉêóEFX=============õ=
============Å~íÅÜ=============ô=
============õ==
============LLkÉìÉ=q~ÄÉääÉ=ÉêëíÉääÉå=============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?`ob q^b=q^ _ib=qÉëí=E?=H=
================?cáäÉqóé=áåíI?=H=
================?cáäÉ_Éò=î~êÅÜ~êEPNFI?=H=================?cáäÉhÉó=î~êÅÜ~êEUFI?=H=
================?cáäÉpáòÉ=áåíI?=H=================?cáäÉqáãÉ=î~êÅÜ~êEOMFI?=H=
================?cáäÉkÉï=áåíI?=H=================?cáäÉm~ëëïçêÇ=î~êÅÜ~êENRFI?=H=
================?cáäÉf q^^ =áåíI?=H=================?sfacçìê``=î~êÅÜ~êEQFI?=H=
================?sfai=áåíI?=H=================?sfae=áåíI?=H=
================?sfasáÇÉçaÉÅçÇÉê=áåíI?=H=================?sfa^ìÇáçaÉÅçÇÉê=áåíI?=H=
================?sfa`êÉ~íáçåvÉ~ê=áåíI?=H=================?sfa`êÉ~íáçåjçåíÜ=áåíI?=H=
================?sfa`êÉ~íáçåa~ó=áåíI?=H=================?sfa`çãéêÉëëÉÇeÉ~ÇÉê=áåíI?=H=
================?sfajìäíápíêÉ~ãë=áåíI?=H=================?sfa^êíáëí=î~êÅÜ~êEPNFI?=H=
================?sfa`çããÉåí=î~êÅÜ~êEPNFI?=H=================?sfaqÜÉã~=î~êÅÜ~êEPNFI?=H=
================?sfasáÇÉçqáíÉä=î~êÅÜ~êEPNFI?=H=================?sfacáêãï~êÉ=î~êÅÜ~êEPNFI?=H=
================?faP^êíáëí=î~êÅÜ~êEPMFI?=H=================?faPqê~Åâå~ãÉ=î~êÅÜ~êEPMFI?=H=
================?faP^äÄìãå~ãÉ=î~êÅÜ~êEPMFI?=H=
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
NQM=
================?faP`çããÉåí=î~êÅÜ~êEPMFI?=H=
================?faPvÉ~ê=î~êÅÜ~êEQFI?=H=================?faPdÉåêÉ=áåíI?=H=
================?fjdi=áåíI?=H=================?fjde=áåíI?=H=
================?fjdc~êÄãçÇìë=áåíI?=H=
================?fjd`êÉ~íáçåqáãÉ=î~êÅÜ~êERFI?=H=================?fjd`êÉ~íáçåvÉ~ê=áåíI?=H=
================?fjd`êÉ~íáçåjçåíÜ=áåíI?=H=================?fjd`êÉ~íáçåa~ó=áåíI?=H=
================?fjdbèìáéãÉåí=î~êÅÜ~êENOTFI?=H=================?fjd_ÉäáÅÜíìåÖ=î~êÅÜ~êENOTFI?=H=
================?fjdcáêãï~êÉ=î~êÅÜ~êENOTFI?=H=================?fjdqáíÉä=î~êÅÜ~êENOTFI?=H=
================?fjd`çéóêáÖÜí=î~êÅÜ~êENOTFI?=H=================?fjd^êíáëí=î~êÅÜ~êENOTFI?=H=
================?fjd`çããÉåí=î~êÅÜ~êENOTFI?=H=================?fjdcçÅìë=î~êÅÜ~êENRFI?=H=
================?fjd_äÉåÇÉ=î~êÅÜ~êENRFI?=H=================?fjd`Üáé=î~êÅÜ~êENNFI?=H=
================?^rajáå=áåíI?=H=================?^rapÉÅ=áåíI?=H=
================?^raeìåÇ=áåíI?=H=================?^ra`Ü~ååÉäë=áåíI?=H=
================?^ra_áíë=áåíI?=H=================?^rap~ãéäÉë=áåíI?=H=
================?^rap~ãéäÉo~íÉ=áåíI?=H=================?ipq^ åòN=áåíI?=H=
================?ipq^ åòO=áåíI?=H=================?ipq^ åòP=áåíI?=H=
================?ipq^ åòQ=áåíI?=H=
================?ipqléíáçåÉå=áåíI?=H=================?ipq`êÉ~íáçåqáãÉ=î~êÅÜ~êERFI?=H=
================?ipq`êÉ~íáçåvÉ~ê=áåíI?=H=================?ipq`êÉ~íáçåjçåíÜ=áåíI?=H=
================?ipq`êÉ~íáçåa~ó=áåí?=H=================?F?I=ÅçååFX=
============ÅãÇKbñÉÅìíÉkçånìÉêóEFX==
============LLfåÇÉñÉ=ÉêëíÉääÉå=============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?`ob q^b=`irpqboba=fkabu=Ñá=lk=qÉëí=E?=H=
================?cáäÉqóéIcáäÉ_ÉòIcáäÉhÉóIcáäÉpáòÉIcáäÉqáãÉIcáäÉkÉïIcáäÉm~ëëïçêÇI?=H=================?cáäÉf q^^ IfjdiIfjdeIfaP^êíáëíFX?I=ÅçååFX=
============ÅãÇKbñÉÅìíÉkçånìÉêóEFX=============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?`ob q^b=klk`irpqboba=fkabu=îáÇ=lk=qÉëí=E?=H=
================?sfaiIsfaeIsfasáÇÉçaÉÅçÇÉêIsfa^ìÇáçaÉÅçÇÉêIsfa`êÉ~íáçåvÉ~êI?=H=================?sfa`êÉ~íáçåjçåíÜIsfa`êÉ~íáçåa~óIsfa`çãéêÉëëÉÇeÉ~ÇÉêIsfajìäíápíêÉ~ãëI?=H=
================?sfa^êíáëíIsfa`çããÉåíIsfaqÜÉã~IsfasáÇÉçqáíÉäIsfacáêãï~êÉFX?I=ÅçååFX=============ÅãÇKbñÉÅìíÉkçånìÉêóEFX=
============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?`ob q^b=klk`irpqboba=fkabu=áÇP=lk=qÉëí=E?=H=================?faP^êíáëíIfaPqê~Åâå~ãÉIfaP^äÄìãk~ãÉIfaP`çããÉåíIfaPvÉ~êIfaPdÉåêÉFX?I=ÅçååFX=
============ÅãÇKbñÉÅìíÉkçånìÉêóEFX=============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?`ob q^b=klk`irpqboba=fkabu=áãÖ=lk=qÉëí=E?=H=
================?fjdiIfjdeIfjdc~êÄãçÇìëIfjd`êÉ~íáçåqáãÉIfjd`êÉ~íáçåvÉ~êIfjd`êÉ~íáçåjçåíÜI?H=================?fjd`êÉ~íáçåa~óIfjdbèìáéãÉåíIfjd_ÉäáÅÜíìåÖIfjdcáêãï~êÉIfjdqáíÉäI?=H=
================?fjd`çéóêáÖÜíIfjd^êíáëíIfjd`çããÉåíIfjdcçÅìëIfjd_äÉåÇÉFX?I=ÅçååFX=
============ÅãÇKbñÉÅìíÉkçånìÉêóEFX=============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?`ob q^b=klk`irpqboba=fkabu=~ìÇ=lk=qÉëí=E?=H=
================?^rajáåI^rapÉÅI^raeìåÇI^ra`Ü~ååÉäëI^ra_áíëI^rap~ãéäÉëI^rap~ãéäÉo~íÉ?=H=================?FX?I=ÅçååFX=
============ÅãÇKbñÉÅìíÉkçånìÉêóEFX=
`=qÉëíéêçÖê~ãã=ÊjáÅêçëçÑí=pniJpÉêîÉê=OMMRÂ=
NQN=
============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?`ob q^b=klk`irpqboba=fkabu=äëí=lk=qÉëí=E?=H=
================?ipq^ åòNIipq^ åòOIipq^ åòPIipq^ åòQIipqléíáçåÉåIipq`êÉ~íáçåqáãÉI?=H=================?ipq`êÉ~íáçåvÉ~êIipq`êÉ~íáçåjçåíÜIipq`êÉ~íáçåa~óFX?I=ÅçååFX=
============ÅãÇKbñÉÅìíÉkçånìÉêóEFX==
============píçét~íÅÜ=ëï=Z=åÉï=píçét~íÅÜEFX==
============LLjÉí~Ç~íÉå=ä~ÇÉå=============ëïKoÉëÉíEFX=
============pniuji_ìäâiç~ÇP`ä~ëë=çÄàu_i=Z=åÉï=pniuji_ìäâiç~ÇP`ä~ëëEFX=============çÄàu_iK`çååÉÅíáçåpíêáåÖ=Z=?mêçîáÇÉêZëèäçäÉÇÄXëÉêîÉêZ`^ojfkyypnibumobppX?=H=
================?Ç~í~Ä~ëÉZjÉí~Ç~í~XáåíÉÖê~íÉÇ=ëÉÅìêáíóZppmf?X=
============çÄàu_iKbêêçêiçÖcáäÉ=Z=?pniujiP_ççâëKÉêêäçÖ?X=============çÄàu_iKhÉÉéfÇÉåíáíó=Z=Ñ~äëÉX=
============çÄàu_iKbñÉÅìíÉE?gWyyaçâìãÉåíÉ=ìåÇ=báåëíÉääìåÖÉåyyollqyy?=H=================?báÖÉåÉ=a~íÉáÉåyyafppyypo`yyjbq^ a q^^Kupa?I=
================?gWyyaçâìãÉåíÉ=ìåÇ=báåëíÉääìåÖÉåyyollqyy?=H=================?báÖÉåÉ=a~íÉáÉåyyafppyypo`yyjbq^ a q^^Kuji?FX=
============`çåëçäÉKtêáíÉiáåÉE?iç~ÇW=?=H=ëïKmÉÉâEF=L=NMKM=H=?=ãë?FX==
============LLqÉëíÑ~ää=N=============ëïKoÉëÉíEFX=
============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?pbib`q=G=colj=qÉëí=tebob=EcáäÉkÉï=Z=NF?I=ÅçååFX=============pèäa~í~oÉ~ÇÉê=ê=Z=ÅãÇKbñÉÅìíÉoÉ~ÇÉêEFX=
============ïÜáäÉ=EêKoÉ~ÇEFF=============ô=
============õ=============êK`äçëÉEFX=
============`çåëçäÉKtêáíÉiáåÉE?`~ëÉ=NW=?=H=ëïKmÉÉâEF=L=NMKM=H=?=ãë?FX==
============LLqÉëíÑ~ää=O=============ëïKoÉëÉíEFX=
============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?pbib`q=G=colj=qÉëí=tebob=EcáäÉqóé=Z=S=lo=cáäÉqóé=Z=NR=?=H=================?lo=cáäÉqóé=Z=OS=lo=cáäÉqóé=Z=PQF?I=ÅçååFX=
============ê=Z=ÅãÇKbñÉÅìíÉoÉ~ÇÉêEFX=============ïÜáäÉ=EêKoÉ~ÇEFF=
============ô=
============õ=============êK`äçëÉEFX=
============`çåëçäÉKtêáíÉiáåÉE?`~ëÉ=OW=?=H=ëïKmÉÉâEF=L=NMKM=H=?=ãë?FX==
============LLqÉëíÑ~ää=P=============ëïKoÉëÉíEFX=
============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?pbib`q=G=colj=qÉëí=tebob=EcáäÉqóé=Z=R=lo=cáäÉqóé=Z=T=?=H=================?lo=cáäÉqóé=Z=OP=lo=cáäÉqóé=Z=POF?I=ÅçååFX=
============ê=Z=ÅãÇKbñÉÅìíÉoÉ~ÇÉêEFX=============ïÜáäÉ=EêKoÉ~ÇEFF=
============ô=============õ=
============êK`äçëÉEFX=============`çåëçäÉKtêáíÉiáåÉE?`~ëÉ=PW=?=H=ëïKmÉÉâEF=L=NMKM=H=?=ãë?FX=
=============LLqÉëíÑ~ää=Q=
============ëïKoÉëÉíEFX=============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?pbib`q=G=colj=qÉëí=tebob=EEcáäÉqóé=Z=S=lo=cáäÉqóé=Z=NR=?=H=
================?lo=cáäÉqóé=Z=OS=lo=cáäÉqóé=Z=PQF=^ka=fjdi=[Z=NMOQF?I=ÅçååFX=============ê=Z=ÅãÇKbñÉÅìíÉoÉ~ÇÉêEFX=
============ïÜáäÉ=EêKoÉ~ÇEFF=============ô=
============õ=============êK`äçëÉEFX=
============`çåëçäÉKtêáíÉiáåÉE?`~ëÉ=QW=?=H=ëïKmÉÉâEF=L=NMKM=H=?=ãë?FX=
fåíÉÖê~íáçåI=fåÇÉñáÉêìåÖ=ìåÇ=fåíÉê~âíáçå=ÜçÅÜÇáãÉåëáçå~äÉê=a~íÉåçÄàÉâíÉ=
NQO=
============LLqÉëíÑ~ää=R=
============ëïKoÉëÉíEFX=============ÅãÇ=Z=åÉï=pèä`çãã~åÇE?pbib`q=G=colj=qÉëí=tebob=EEcáäÉqóé=Z=R=lo=cáäÉqóé=Z=T=?=H=
================?lo=cáäÉqóé=Z=OP=lo=cáäÉqóé=Z=POF=^ka=faP^êíáëí=Z=D^å~ëí~Åá~DF?I=ÅçååFX=============ê=Z=ÅãÇKbñÉÅìíÉoÉ~ÇÉêEFX=
============ïÜáäÉ=EêKoÉ~ÇEFF=============ô=
============õ=============êK`äçëÉEFX=
============`çåëçäÉKtêáíÉiáåÉE?`~ëÉ=RW=?=H=ëïKmÉÉâEF=L=NMKM=H=?=ãë?FX==
============ÅçååK`äçëÉEFX=
============`çåëçäÉKtêáíÉiáåÉE?oÉ~Çó=>?FX=============`çåëçäÉKoÉ~ÇiáåÉEFX=
========õ=====õ=
õ 
a=qÉëíéêçÖê~ãã=ÊmçëíÖêÉpniÂ=
NQP=
^åÜ~åÖ=a=
qÉëíéêçÖê~ãã=ÊmçëíÖêÉpniÂ=
 
Um in  Kap. 3.3.5.2 die Leistung der Datenbank PostgreSQL zu messen, wurde ein Testprog-
ramm in C# entwickelt. Das Programm ( Kap. D.1) kann mit Microsoft Visual Studio für die 
.NET-Umgebung compiliert werden. Zur korrekten Ausführung ist neben einem installierten Micro-
soft SQL-Server ein passender ODBC-Treiber für PostgreSQL erforderlich. 
 
 
aKN=moldo^jK`p=
 
Die Datei moldo^jK`p enthält das eigentliche Testprogramm. Die Klasse mêçÖê~ã greift auf eine 
nicht abgebildete Klasse píçét~íÅÜ zu, deren Objekte die Zeit mit einer Genauigkeit von 0,1 ms 
messen können. Intern greift das .NET-Framework dabei auf den oaqp`-Befehl [She96] zurück. 
 
ìëáåÖ=póëíÉãX=ìëáåÖ=póëíÉãKa~í~X=
ìëáåÖ=póëíÉãKa~í~KläÉaÄX=ìëáåÖ=póëíÉãK`çääÉÅíáçåëKdÉåÉêáÅX=
ìëáåÖ=póëíÉãKqÉñíX==
å~ãÉëé~ÅÉ=`çåëçäÉ^ééäáÅ~íáçåN=ô=
====Åä~ëë=mêçÖê~ã=
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