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Abstract
The paper is concerned with oscillation of a novel class of nonlinear differential equations with a
damping term. First it is demonstrated how known oscillation results for another intensively studied
class of equations can be translated to the one in question, and vice versa. Advantages and drawbacks
of such translation are carefully examined. Then an oscillation criterion for the new class of equations
is established. The principal result of the paper is compared to those reported in the literature, and an
illustrative example to which known oscillation criteria fail to apply is provided.
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Introduction
Recently, growing interest has been shown to oscillation of solutions for different
classes of nonlinear second-order differential equations with damping term. The reader can
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govchenko [2], S.P. Rogovchenko and Yu.V. Rogovchenko [3,4], and Tiryaki and Zafer [5].
This paper is essentially motivated by the recent result due to Kirane and Rogovchenko
[2, Theorem 1] which establishes oscillation of solutions of the general nonlinear differen-
tial equation with damping(
r(t)ψ
(
x(t)
)
x ′(t)
)′ + p(t)x ′(t)+ q(t)f (x(t))= 0, t  t0, (1)
where t0  0, r ∈ C1([t0,+∞); (0,+∞)), p ∈ C([t0,+∞);R), and q ∈ C([t0,+∞);
[0,+∞)), q(t) is not identical zero on [t1,+∞) for some t1  t0, f ∈ C(R;R), ψ ∈ C1(R;
[0,+∞)), xf (x) > 0 and ψ(x) > 0 for x ∈R0, where R0 =R \ {0}. Although oscillation
criteria in the cited paper proved to be very efficient for discussing oscillatory behavior of
Eq. (1), as we shall see in the sequel, there are some cases when they fail to apply.
In most papers dealing with the oscillation of Eq. (1) (see, for instance, [2,5–12]), the
standard assumptions on ψ(x) are either
(C1) the function ψ(x) is bounded, that is, there exist two constants C and C1 such that
0 <C ψ(x) C1 < +∞, x ∈R, (2)
or
(C2) the function ψ(x) is bounded below, that is, there exists a constant C such that
0 <C ψ(x) < +∞, x ∈R. (3)
The latter argument usually applies if one either discusses oscillatory behavior of only
bounded solutions of Eq. (1) (see, for instance, [6, Remark 2]) or requires extra sign con-
ditions on the damping coefficient (as, for example, in [6, Theorem 3] or [10, Theorems 2,
4, and 6]). There are three main types of smoothness or monotonicity assumptions:
(a) f ′(x)K > 0 for x ∈R0,
as imposed by Tiryaki and Zafer [5], Grace [6], or by Grace and Lalli [9], in addition to
(C1);
(b)
f (x)
x
K > 0 for x ∈R0,
as in the recent papers by Kirane and Rogovchenko [2,12] in addition to (C1);
(c)
f ′(x)
ψ(x)
K > 0 for x ∈R0,
as required by Grace and Lalli [10] under (C2) and unpleasant additional restriction on
the sign of the damping coefficient p(t), or by Grace [7] without additional restrictions on
ψ(x) but under too stringent hypotheses on p(t). This condition has been also exploited
for studying undamped equation, cf. [6,9]. Finally, in several papers certain superlinearity
(sublinearity) conditions on f (x) and/or on f (x)/ψ(x) have been considered; see, for
instance, Grace [7,13] or Grace and Lalli [10,14].
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under assumption (3) without additional restrictions on the sign of the damping coefficient,
and this is a remarkable step forward.
The second goal of the paper is to attract attention of researchers to an interesting class
of nonlinear differential equations(
r(t)y ′(t)
)′ + p(t)α(y(t))y ′(t) + q(t)g(y(t))= 0, t  t0, (4)
where α is a continuous function satisfying
0 < 1/C1  α(y) 1/C < +∞, y ∈R, (5)
and q(t) 0 is a continuous function which does not vanish eventually. In the next section,
we explain how Eq. (1) can be transformed to the form (4) by means of a simple integral
transformation, and vice versa. The transformation in question preserves oscillatory char-
acter of solutions allowing us to reformulate [2, Theorem 1] for Eq. (4), as well as many
related results. However, as it will be demonstrated in the next section, certain difficulties
may arise.
Finally, the third goal of the paper is to examine the following problem: is the oscillatory
character of Eq. (4) preserved if one drops assumption (5) associated with (2) and replaces
it with a milder condition
0 < α(y) 1/C < +∞, y ∈R0, (6)
related to (3)? The main result of this paper (Theorem 6) answers this question affirmatively
and represents an extension of the reformulation (Theorem 3) of the oscillation criterion
due to Kirane and Rogovchenko [2, Theorem 1] for Eq. (4).
Throughout this paper, by a solution of a differential equation (1) or (4) we mean a
function x : [t0, t1) → R, t0 < t1  +∞, which satisfies differential equation for all t ∈
[t0, t1). We confine our study to proper solutions of Eq. (1), that is, nonconstant solutions
which exist for all t  t0 and satisfy
sup
tt0
∣∣x(t)∣∣> 0.
A proper solution x(t) of Eq. (1) is called oscillatory if it has no largest zero, otherwise it
is called nonoscillatory. Finally, we say that Eq. (1) is oscillatory if all its proper solutions
are oscillatory.
1. Integral transformation and translation of oscillation criteria
Let us introduce the function G :R→R by the formula
G(x) =
x∫
0
ψ(s) ds, x ∈R. (7)
Obviously, G(0) = 0 and, by (2), 0 < C G′(x) C1 for all real x . Integration of these
inequalities yields{
Cx G(x)C1x, x  0,
C x G(x) Cx, x  0. (8)1
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Lemma 1. Assume that the function x ∈ C([t0, t1);R), where t0 < t1 +∞, is oscillatory.
Then G(x) is oscillatory, and xG(x) > 0 for all x ∈R0.
Proof. It follows from (8) that
Cx2  xG(x) C1x2, x ∈R.
Clearly, xG(x) > 0 for all x ∈R0. Furthermore, in virtue of the property G(0) = 0, if x(t)
oscillates, so does G(x). 
Let F :R→R be the inverse of G. Then
F ′(y) = 1
ψ(F(y))
, y ∈R, (9)
and it follows from (2) that
1
C1
y2  yF(y) 1
C
y2, y ∈R. (10)
For v ∈R, we introduce the functions
α(v)
def= [ψ(F(v))]−1
and
g(v)
def= f (F(v)).
Let x(t) be a solution of Eq. (1) defined for t ∈ [t0, t1), and let y(t) = G(x(t)). Then,
clearly, x(t) = F(y(t)),
x ′(t) = α(y(t))y ′(t),
and
f
(
x(t)
)= g(y(t))
for all t ∈ [t0, t1), which means that y(t) is a solution of Eq. (4).
Lemma 2. The function f (u)/u is bounded away from zero if and only if the function
g(v)/v has the same property.
Proof. Necessity. Assume that
f (u)
u
K > 0, u ∈R0. (11)
Then, using definition of g and properties of F , we obtain
g(v) = f (F (v)) · F(v) KC−11 > 0, v ∈R0. (12)v F(v) v
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g(v)
v
M > 0, v ∈R0. (13)
Then, using the definition of g and properties of G, we conclude that
f (u)
u
= g(G(u))
G(u)
· G(u)
u
MC > 0, u ∈R0.
The proof is complete. 
Let D = {(t, s) ∈R2: t  s  t0}. We say that the function H ∈ C(D;R) belongs to the
class P if
(H1) H(t, t) = 0 for t  t0 and H(t, s) > 0 for t > s  t0;
(H2) for every t > t0, H(t, s) has a continuous nonpositive partial derivative with respect
to the second variable in D.
Taking into account the discussion in the previous section, it is not difficult to formulate
for Eq. (4) a result similar to that established by Kirane and Rogovchenko [2, Theorem 1].
Theorem 3. Assume that α and g are continuous functions satisfying, respectively, condi-
tions (5) and (13). Let h,H :D → R be continuous functions such that H belongs to the
class P and
−∂H
∂s
(t, s) = h(t, s)√H(t, s), (t, s) ∈ D.
If there exists a function ρ ∈ C1([t0,+∞), (0,+∞)) such that
lim sup
t→+∞
1
H(t, t0)
t∫
t0
[
H(t, s)Θ(s)− C1
4
ρ(s)r(s)Q2(t, s)
]
ds = +∞, (14)
where
Θ(t) = ρ(t)
(
MCq(t)−
(
1
C
− 1
C1
)
p2(t)
4r(t)
)
,
Q(t, s) = h(t, s)+
[
p(s)
C1r(s)
− ρ
′(s)
ρ(s)
]√
H(t, s),
then Eq. (4) is oscillatory.
We omit the proof of this result since Theorem 3 is naturally “embedded” into Theo-
rem 6 presented in the next section.
Remark 4. At the first glance, it might seem that study of oscillation for Eq. (4) brings
more benefits compared to that for Eq. (1). In fact, working with Eq. (1), one has to require
that ψ(x) be a C1-function. Then, as a result of transformation of Eq. (1) into Eq. (4),
the term α(y) = [ψ(F(y))]−1 is also a C1-function. Since in Theorem 3 one needs only
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more general class defined by Eq. (4).
On the other hand, if (11) holds, by Lemma 2, M = K/C1. Then
Θ(t) = ρ(t)
(
K
C
C1
q(t)−
(
1
C
− 1
C1
)
p2(t)
4r(t)
)
,
and, taking into account that C/C1  1, we have
Θ(t) ρ(t)
(
Kq(t)−
(
1
C
− 1
C1
)
p2(t)
4r(t)
)
. (15)
In the statement of the oscillation criterion due to Kirane and Rogovchenko [2, Theorem 1],
the function Θ(t) is equal to the right-hand member in (15). This means that in some
cases condition (14) is more restrictive compared to the one imposed in the cited paper. To
explain this claim, fix, for instance, C and C1 such that C1 ∈ (3C,4C). Suppose that the
function r(t) is bounded (which, however, is not the standard assumption), and let
Kq(t) = C1 −C
4C2
· p
2(t)
r(t)
= t2, t  t0.
Then, with any choice of the function ρ(t) in Theorem 3, one has Θ(t) ≡ 0 for all t  t0,
and condition (14) fails to hold. On the other hand, replacing in this result Θ(t) with the
right-hand member of (15) and taking, for t  t0, H(t, s) = (t − s)2, h(t, s) = 2, and
ρ(t) = 1, we deduce that
Kq(s) = s2, p
2(s)
r(s)
= 4C
2
C1 −C s
2 = 4 C
C1
· 1
C−1 − (C1)−1 s
2,
and, correspondingly,
H(t, s)Θ(s)− C1
4
ρ(s)r(s)Q2(t, s)
 (t − s)2
(
s2 −
(
1
C
− 1
C1
)
p2(s)
4r(s)
)
− C1
4
r(s)
[
2
(
4 + p
2(s)
C21r
2(s)
(t − s)2
)]
 (C1 −C)
2 − 2C2
C1(C1 −C) s
2(t − s)2 − 2C1r(s)
 6−1s2(t − s)2 −L,
where
L = 2C1 sup
tt0
r(t) < +∞.
Therefore, (14) is satisfied now, and Eq. (1) is oscillatory by [2, Theorem 1], while oscil-
latory character of Eq. (4) is not deducible from Theorem 3.
Summarizing the above discussion, we notice that considering Eq. (4) rather than Eq. (1)
and translating oscillation results from one equation to another, one drops assumption of
smoothness of ψ(x), obtaining instead an integral condition (14) in Theorem 3 which in
many cases turns to be more restrictive. As we shall explain in the next section, a new
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work of integral averaging technique brings obvious advantages.
Remark 5. In several examples provided in the papers on oscillation of Eq. (1), see, for
instance, [2,6,12], the function ψ has the form
ψ(y) = (a + by2)(c + dy2)−1,
where a, b, c, and d are nonnegative constants. In particular, in the recent paper [2, Ex-
ample 1], the authors consider ψ(x) = 1 + (1 + x2)−1. Clearly, in this case, C = 1 and
C1 = 2. A straightforward integration yields
G(x) = x + arctanx, x ∈R,
and the functions F and α are given by
F(y) = tan(y −F(y)), ∣∣y − F(y)∣∣< π
2
,
α(y) = [1 + cos2(y − F(y))]−1, y ∈R.
However, one can define the function F(y) only implicitly as a unique solution z ∈ (y −
π/2, y + π/2) of the equation
z = tan(y − z).
It turns out that in many cases simple expressions for ψ(x) lead to virtually incomputable
α(y) and vice versa. Integral transformation presented in this section can be successfully
used to translate, at least theoretically, oscillation results established for Eq. (1) to Eq. (4)
and conversely, but both classes of equations are important for applications and results
specifically designed for them should not be ignored. Therefore, we believe that Theorem 3
has to be regarded as a new oscillation result for Eq. (4) rather than a generalization of a
corresponding theorem in [2].
2. Main result
Assume that α is a continuous function satisfying (6). We shall “approximate” it
with a C1-function in the following way. Suppose that there exists a function β ∈
C1(R0; (0,+∞)) such that
(i) α(y)
β(y)
 1
C1
> 0, y ∈R0;
(ii) there exists ε ∈ (0,1] such that
β ′(y)F (y)
β(y)α(y)
 1 − ε, y ∈R0, (16)
where F :R→R is defined by
F(y) =
y∫
0
α(u) du, y ∈R.
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D = sup
y∈R0
β(y), d = inf
y∈R0
β(y), Vβ = D − d.
Clearly, condition (i) yields D  C1/C. Taking into account that for any y ∈R0,
β(y)/C1  α(y) 1/C
and
4β(y)
(
1
C
− 1
C1
β(y)
)
 C1
(
1
C1
β(y)+ 1
C
− 1
C1
β(y)
)2
= C1
(
1
C
)2
,
we deduce that
E = sup
y∈R0
[(
1 − β
′(y)F (y)
α(y)β(y)
)−1
β(y)
(
1
C
− 1
C1
β(y)
)]
 C1
4ε
(
1
C
)2
< +∞.
Next result is the principal contribution in this paper.
Theorem 6. Let h,H :D → R be as in Theorem 3, β satisfy conditions (i) and (ii), and
assume that
β(y)g(y)
F (y)
K > 0, y ∈R0. (17)
If there exist a number λ ∈ (0,1) and a function ρ ∈ C1([t0,+∞); (0,+∞)) such that
lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)Θ(s)− C1ρ(s)r(s)
4λε
Q2(t, s)
]
ds = +∞, (18)
where
Θ(s) = ρ(s)
(
Kq(s)−
(
E + 1
C1(1 − λ)εV
2
β
)
p2(s)
4r(s)
)
,
Q(t, s) = h(t, s)+
(
Dp(s)
C1r(s)
− ρ
′(s)
ρ(s)
)√
H(t, s),
then Eq. (4) is oscillatory.
Proof. Let y(t) be a solution of Eq. (4) which does not change sign eventually. Without
loss of generality, we may assume that y(t) > 0 for all t  T0 > t0 since the case when
y(t) is eventually negative can be treated analogously. Let
v(t) = ρ(t) r(t)β(y(t))y
′(t)
F (y(t))
, t  T0. (19)
Differentiation of (19) gives
v′(t) = ρ
′(t)
ρ(t)
v(t) + β
′(y)F (y)
β2(y)
· 1
ρ(t)r(t)
v2(t) − ρ(t)α(y)β(y)
F (y)
p(t)y ′
− ρ(t)β(y)g(y)q(t)− ρ(t)α(y)β(y)r(t)
(
y ′ )2
.F(y) F (y)
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v′(t)−Kq(t)ρ(t)+ ρ
′(t)
ρ(t)
v(t)
− α(y)
β(y)
· 1
r(t)
[
p(t)β(y)v(t) + 1
ρ(t)
(
1 − β
′(y)F (y)
α(y)β(y)
)
v2(t)
]
,
or, equivalently,
v′(t)−Kq(t)ρ(t)+ ρ
′(t)
ρ(t)
v(t)
− α(y)
β(y)
· 1
r(t)
[
p(t)
2
β(y)
√
α(y)β(y)ρ(t)
α(y)β(y)− β ′(y)F (y)
+
√
1
ρ(t)
(
1 − β
′(y)F (y)
α(y)β(y)
)
· v(t)
]2
+ α
2(y)β2(y)
α(y)β(y)− β ′(y)F (y) ·
p2(t)
4r(t)
ρ(t),
which finally yields
v′(t)−Kq(t)ρ(t)+ ρ
′(t)
ρ(t)
v(t)
− 1
C1r(t)
[
p(t)
2
β(y)
√
α(y)β(y)ρ(t)
α(y)β(y)− β ′(y)F (y)
+
√
1
ρ(t)
(
1 − β
′(y)F (y)
α(y)β(y)
)
· v(t)
]2
+ α(y)β
2(y)
C(α(y)β(y)− β ′(y)F (y)) ·
p2(t)
4r(t)
ρ(t).
Next, we have
v′(t)−Kq(t)ρ(t)+ ρ
′(t)
ρ(t)
v(t)
+ p
2(t)
4r(t)
ρ(t)
α(y)β2(y)
α(y)β(y)− β ′(y)F (y)
(
1
C
− 1
C1
β(y)
)
− D
C1r(t)
p(t)v(t) + 1
C1r(t)
(
D − β(y))p(t)v(t)
− 1
C1r(t)ρ(t)
(
1 − β
′(y)F (y)
α(y)β(y)
)
v2(t),
which further implies that
O.G. Mustafa et al. / J. Math. Anal. Appl. 298 (2004) 604–620 613v′(t)−ρ(t)
(
Kq(t)−Ep
2(t)
4r(t)
)
−
(
Dp(t)
C1r(t)
− ρ
′(t)
ρ(t)
)
v(t) − ε
C1r(t)ρ(t)
v2(t)
+ 1
C1r(t)
(
D − β(y))p(t)v(t),
or, equivalently, for all t  T0,
v′(t)−Θ1(t)−Ψ1(t)−Ψ2(t), (20)
where
Θ1(t) = ρ(t)
(
Kq(t)−Ep
2(t)
4r(t)
)
,
Ψ1(t) = λε
C1r(t)ρ(t)
v2(t) +
(
Dp(t)
C1r(t)
− ρ
′(t)
ρ(t)
)
v(t),
Ψ2(t) = (1 − λ)ε
C1r(t)ρ(t)
v2(t) − D − β(y)
C1r(t)
p(t)v(t).
In (20), the term
ε
C1r(t)ρ(t)
v2(t)
has been divided between Ψ1(t) and Ψ2(t) to form complete squares later on. Multiply
both parts of (20) by H(t, s) and integrate from T0 to t ,
t∫
T0
H(t, s)Θ1(s) ds  v(T0)H(t, T0)
−
t∫
T0
(
v(s)h(t, s)
√
H(t, s)+H(t, s)Ψ1(s)
)
ds
−
t∫
T0
H(t, s)Ψ2(s) ds.
A straightforward computation yields for all t  T0,
t∫
T0
(
v(s)h(t, s)
√
H(t, s)+H(t, s)Ψ1(s)
)
ds
=
t∫
T0
[
v(s)
√
λε
C1r(s)ρ(s)
H(t, s)+ Q(t, s)
2
√
C1r(s)ρ(s)
λε
]2
ds
−
t∫
C1r(s)ρ(s)
4λε
Q2(t, s) ds (21)T0
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t∫
T0
H(t, s)Ψ2(s) ds
=
t∫
T0
H(t, s)
[
v(s)
√
(1 − λ)ε
C1r(s)ρ(s)
− D − β(y)
2
p(s)
√
ρ(s)
C1(1 − λ)εr(s)
]2
ds
−
t∫
T0
H(t, s)ρ(s)
(
1
C1(1 − λ)ε
(
D − β(y))2)p2(s)
4r(s)
ds. (22)
Combining (21) and (22), we obtain
t∫
T0
H(t, s)Θ1(s) ds  v(T0)H(t, T0)+ C14λε
t∫
T0
r(s)ρ(s)Q2(t, s) ds
+ 1
4C1(1 − λ)ε
t∫
T0
H(t, s)ρ(s)
(
D − β(y))2 p2(s)
r(s)
ds
 v(T0)H(t, T0)+ C14λε
t∫
T0
r(s)ρ(s)Q2(t, s) ds
+ 1
4C1(1 − λ)εV
2
β
t∫
T0
H(t, s)ρ(s)
p2(s)
r(s)
ds,
and, finally,
t∫
T0
[
H(t, s)
(
Θ1(s)− ρ(s)p
2(s)
4C1(1 − λ)εr(s)V
2
β
)
− C1
4λε
r(s)ρ(s)Q2(t, s)
]
ds

∣∣v(T0)∣∣H(t, T0).
As in [2], the latter estimate yields
t∫
t0
[
H(t, s)Θ(s)−C1(4λε)−1r(s)ρ(s)Q2(t, s)
]
ds
H(t, t0)
( T0∫
t0
∣∣Θ(s)∣∣ds + ∣∣v(T0)∣∣
)
(23)
for all t > t0. Passing to the limit as t → +∞ in (23), we obtain
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t→+∞
1
H(t, t0)
t∫
t0
[
H(t, s)Θ(s)−C1(4λε)−1r(s)ρ(s)Q2(t, s)
]
ds

T0∫
t0
∣∣Θ(s)∣∣ds + ∣∣v(T0)∣∣, (24)
which leads to a contradiction since the right-hand side in (24) is bounded, while the left-
hand side is infinite by (18). The proof is complete. 
Remark 7. Clearly, Theorem 6 extends Theorem 3. Indeed, if (5), which is a stronger
restriction compared to (6), holds, one can take β(y) = 1 for all y ∈ R. This means that
ε = 1, E = 1/C − 1/C1, D = 1, and Vβ = 0. Therefore, all terms that contain the quantity
D − β(y) in the proof of Theorem 6 simply vanish, and in this case we can take λ = 1
(which is forbidden otherwise). Condition (17) takes the form
g(y)
y
= g(y)
F (y)
· F(y)
y
 K
C1
= M, y ∈R0, (25)
and Theorem 6 reduces to Theorem 3.
Assume that the function ψ(x) satisfies condition (C2). Our goal now is to explain how
Theorem 6 can be applied for establishing a novel oscillation criterion for Eq. (1) which
complements existing ones. First, note that, in contrast to numerous theorems reported in
the literature (see, for instance, Grace [6,7,13], Grace and Lalli [8–10,14,15], and Grace
et al. [11]), we do not impose any restrictions on the sign of the damping coefficient p(t).
Second, the hypotheses on f (x) and ψ(x) in the new criterion differ essentially from those
traditionally used in oscillation papers (cf. conditions (a)–(c) in the Introduction).
Theorem 8. Let h and H be as in Theorem 3, ψ ∈ C1(R; [C,+∞)) for some C > 0, and
assume that there is ε ∈ (0,1] such that
−xψ
′(x)
ψ(x)
 1 − ε, f (x)
xψ(x)
K > 0 for x ∈R0. (26)
If there exist λ ∈ (0,1) and a function ρ ∈ C1([t0,+∞); (0,+∞)) such that
lim sup
t→+∞
1
H(t, t0)
t∫
t0
[
H(t, s)Θ(s)− 1
4λε
ρ(s)r(s)Q2(t, s)
]
ds = +∞,
where
Θ(t) = ρ(t)
(
Kq(t)− 5 − λ
1 − λ ·
p2(t)
4εC2r(t)
)
,
Q(t, s) = h(t, s)+
(
p(s)
Cr(s)
− ρ
′(s)
ρ(s)
)√
H(t, s),
then Eq. (1) is oscillatory.
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lim
x→±∞G(x) = ±∞,
which yields F(R) =R. Letting
α(y) = β(y)= [ψ(F(y))]−1, y ∈R,
we obtain
β ′(y)F (y)
α(y)β(y)
= −ψ
′(F (y))F (y)
ψ(F (y))
 1 − ε.
Therefore, C1 = 1, E  (4εC2)−1, and 0  Vβ  D  C−1. Then, according to Theo-
rem 6, Eq. (4) is oscillatory. Since yF(y) > 0 for all y ∈R0, following the same argument
as in Lemma 2, we deduce that Eq. (1) is oscillatory. 
Clearly, Theorem 8 covers many classes of equations to which known criteria derived
under assumptions (a)–(c) do not apply. One can easily construct appropriate examples by
using, for instance,
f (x) = x(1 + x2) and ψ(x) = 1 + x2.
Then straightforward verification of assumptions (26) yields
−xψ
′(x)
ψ(x)
= − x · 2x
1 + x2  0 1 − ε
for any ε ∈ (0,1] and
f ′(x)
ψ(x)
 f (x)
xψ(x)
= 1 = K > 0
for x ∈R0. Evidently, (C1) fails to hold, and results obtained under hypotheses (a) and (b)
(see, e.g., Kirane and Rogovchenko [2,12], Tiryaki and Zafer [5], Grace [6], Grace and
Lalli [9]) do not apply. If, in addition, one selects alternating coefficient p(t), theorems
designed by Grace [7] and Grace and Lalli [10] for assumptions (C2) and (c) fail to apply
as well.
3. Useful lemma and illustrative example
Hypotheses of Theorem 6 regarding the function β are rather technical. The following
result simplifies the choice of the function β(y) such that the inequality (16) holds.
Lemma 9. Assume that the function β ∈ C1(R; [0,+∞)) satisfies the following conditions:
(i) β(0)= 0, β(y) > 0, and yβ ′(y) > 0 for all y ∈R0;
(ii) there exists q ∈ (0,1] such that
Ω ′(y) q, y ∈R0, (27)
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Ω(y)= 1
β(y)
y∫
0
β(s) ds.
Let c1 and c2 be two positive numbers such that (1 − q)c2 < c1  c2, and let h ∈
C(R; [c1, c2]) be a given function. Then β(y) satisfies condition (16), where α(y) =
h(y)β(y) for all real y , and
ε = 1 − (1 − q)c2
c1
. (28)
Proof. It follows from (27) and (28) that for y ∈R0,
β ′(y)
β2(y)
y∫
0
β(s) ds  (1 − ε)c1
c2
,
which yields the desired estimate
1 − ε  β
′(y)
c1β2(y)
y∫
0
c2β(s) ds 
β ′(y)
h(y)β2(y)
y∫
0
h(s)β(s) ds
= β
′(y)
α(y)β(y)
y∫
0
α(s) ds = β
′(y)F (y)
α(y)β(y)
.
The proof is complete. 
Let us discuss now in more detail how Lemma 9 can be applied. To this end, assume
that we would like to study Eq. (4) where
α(y) = y
2
y2 + 1 ·
c1|y − a| + c2
|y − a| + 1 , y ∈R,
a ∈R0 is fixed, c1 and c2 are two positive numbers such that (2c2)/3 < c1  c2. Note that
in this case α(0) = 0, and direct translation of numerous oscillation results obtained for
Eq. (1) to Eq. (4) is not possible. Furthermore, the function α is not differentiable at y = a.
According to Theorem 6, we have to approximate α with a continuously differentiable
function β . Let us introduce the function β by β(y)= y2(y2 + 1)−1, y ∈R. A straightfor-
ward computation gives
Ω(y)= y
2 + 1
y2
(y − arctany), y ∈R0, (29)
and
β ′(y)F (y)  2c2 , y ∈R0.
α(y)β(y) 3c1
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fairly small, Ω(y)∼ y/3. Taking into account behavior of the function Ω(y), we establish
obvious link between assumption (17) in Theorem 6 and condition (13). However, we
have chosen to use (17) instead of the standard hypotheses (13) or (25) due to the reasons
explained in Remark 4.
Example 10. Consider for t  t0 the quasilinear differential equation[
cos3 t + 49
3 cos2 t + 4y
′(t)
]′
+ sin t 3y
2(t)
3y2(t)+ 4y
′(t) + (cos
3 t + 49)(10 − 3 cos2 t)
(3 cos2 t + 4)2 y(t) = 0.
(30)
In this case, α(y) = 3y2(3y2 + 4)−1, y ∈R, and we choose β(y) = y2(y2 + 1)−1, y ∈R,
λ = 1/2, and ρ(t) = 1. One can easily check that β(y) satisfies the hypotheses of Lemma 9
with q = 1/3, c1 = 1/C1 = 3/4, c2 = 1/C = 1, ε = 1/9, and
h(y) = 3y
2 + 3
3y2 + 4 , y ∈R.
Furthermore,
E  C1
4C2ε
= 3, D = Vβ = 1,
and (
E + 2
C1ε
V 2β
)
p2(t)
4r(t)
= 33
8
sin2 t (3 cos2 t + 4)
cos3 t + 49 
33
48
· 7
8
<
11
16
.
Taking into account that
F(y) = y − 2√
3
arctan
√
3
2
y, g(y) = y, y ∈R,
we have
β(y)g(y)
F (y)
=
(
y − y
y2 + 1
)(
y − 2√
3
arctan
√
3
2
y
)−1
, y 	= 0,
and
β(y)g(y)
F (y)
 1 = K.
Further,
Kq(t) = (cos
3 t + 49)(10 − 3 cos2 t)
(3 cos2 t + 4)2 
48 · 7
72
= 48
7
,
Θ(t) 48
7
− 11
16
> 6.
Take H(t, s) = (t − s)2, then h(t, s) = 2 and
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2ε
Q2(t, s) = 6 cos
3 s + 49
3 cos2 s + 4
(
2 + 3
4
sin s
3 cos2 s + 4
cos3 s + 49 (t − s)
)2
 6 50
4
[
2
(
4 +
(
3
4
· 7
48
)2
(t − s)2
)]
 2(t − s)2 + 600.
Finally,
lim sup
t→+∞
1
H(t, t0)
t∫
t0
[
H(t, s)Θ(s)− C1ρ(s)r(s)
2ε
Q2(t, s)
]
ds
 lim sup
t→+∞
1
(t − t0)2
t∫
t0
[
4(t − s)2 − 600]ds = +∞,
and by Theorem 6 we conclude that Eq. (30) is oscillatory. In fact, an exact oscillatory
solution of this equation is y(t) = cos t .
To emphasize importance of Theorem 6, we would like to compare its efficiency to
that of related results. First note that due to the fact that α(0) = 0, Eq. (30) cannot be
transformed into the form of Eq. (1), and thus oscillation criteria established for Eq. (1) by
Kirane and Rogovchenko [2] or Tiryaki and Zafer [5] do not apply to Eq. (30). As it has
been mentioned in [4], “the oscillation criteria reported in these two papers demonstrate
the best performance compared to other known results.”
An oscillation criterion derived by Grace [6, Theorem 3] for strongly superlinear equa-
tion, as well as other results obtained by Grace [6,7,13], Grace and Lalli [8–10,14,15],
and Grace et al. [11] require (for t  t0) specific technical conditions on coefficients like
p(t) 0 and (p(t)ρ(t))′  0 [6, Theorem 3], [7, Theorem 1], ρ′(t) 0 and (r(t)ρ(t))′  0
[7, Theorem 2], [11, Theorem 1], p(t)ρ′(t) 0 [8, Theorem 2], p′(t) 0 [8, Theorem 3],
p′(t)  2q(t) [8, Theorem 4], r(t)ρ′(t) − p(t)ρ(t)/C1 = γ (t)  0 [10, Theorem 1],
γ (t) 0 and γ ′(t) 0 [9, Theorem 1], [10, Theorem 5], cf. also [14, Theorems 2.1–2.4],
ρ′(t) 0 [11, Theorems 1 and 2]. Unfortunately, these conditions fail to hold for equations
where the damping coefficient p(t) oscillates, as in our example, see also [2,12].
Finally, we note that Grammatikopoulos [16] studied the perturbed equation[
r(t)x ′(t)
]′ +p(t)f (x(t))+H (t, x ′(t), x(t))= 0, t  t0,
under the following hypotheses: r(t) > 0, f (y) is increasing and continuously differen-
tiable in R0,
yf (y) > 0 for y ∈R0,
H(t, y, z) is continuous on the set E = [t0,+∞)×R2 and such that for every (t, y, z) ∈ E
with y 	= 0,
yH(t, y, z) > 0. (31)
620 O.G. Mustafa et al. / J. Math. Anal. Appl. 298 (2004) 604–620In our example, f (y) = y and
yH(t, y, z)= sin t 3z
2
3z2 + 4y
2.
Clearly, condition (31) is not satisfied, and results reported in [16] do not apply to Eq. (30).
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