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Abstract
We apply the holographic method to 5D gauge theories on the warped interval. Our
treatment includes the scalars associated with the fifth gauge field component, which
appear as 4D Goldstone bosons in the holographic effective action.
Applications are considered to two classes of models in which these scalars play an
important role. In the Composite–Higgs (and/or Gauge–Higgs Unification) scenario,
the scalars are interpreted as the Higgs field and we use the holographic recipe to com-
pute its one–loop potential. In AdS/QCD models, the scalars are identified with the
mesons and we compute holographically the Chiral Perturbation Theory Lagrangian
up to p4 order.
We also discuss, using the holographic perspective, the effect of including a Chern–
Simons term in the 5D gauge Lagrangian. We show that it makes a Wess–Zumino–
Witten term to appear in the holographic effective action. This is immediately applied
to AdS/QCD, where a Chern–Simons term is needed in order to mimic the Adler–
Bardeen chiral anomaly.
1 Introduction
Models with one extra dimension compactified on an interval have been widely studied
in the last years, especially after Randall and Sundrum (RS) [1] pointed out the virtues
of “warped” compactifications. Applications have been considered to a wide range of
physical problems but, in view of the starting of LHC, the many warped and flat extra–
dimensional models of New Physics at the TeV scale deserve a particular mention. An
incomplete list includes Higgsless theories [2, 3] and models of Gauge–Higgs Unification in
flat [4, 5, 6] and warped [7, 8, 9, 10] space. The latter scenario, which is also interpreted as
a calculable version of Composite–Higgs [11], appears particularly promising. The models
of “holographic QCD” (so–called AdS/QCD) are another remarkable application of the
warped segment [12, 13]: inspired by the AdS/CFT correspondence [14, 15], such simple
phenomenological constructions mimic some aspects of strong interactions to a certain
level of accuracy.
The standard approach to theories on the interval is the Kaluza–Klein (KK) decompo-
sition. One expands the 5D field on a basis of mass eigenstates and rewrites the theory in
terms of an infinite KK tower of 4D fields. At low energies, an effective theory is obtained
by integrating out the heavy KK states and retaining only the zero–mode. A useful alter-
native [16, 17] (for the case of fermions see [18]) is the so–called “holographic” procedure,
which consists in separating the value Φ̂(x) = Φ(x, zuv) of the 5D fields at one boundary
from the “bulk” degrees of freedom contained in Φ(x, z) for z 6= zuv. By integrating out
the latter, one gets an effective holographic Lagrangian for the boundary field Φ̂(x) which
is not a mass eigenstate but a linear combination of all the KK modes. As long as Φ̂(x) has
a non–vanishing overlap with the zero–mode, however, it can safely be used to describe
the lightest state and the holographic Lagrangian is a perfectly valid effective description
of the original theory. For any physical process, the holographic theory will give exactly
the same results as the standard effective theory for the zero–modes.
When a dual AdS/CFT interpretation is possible, holography is necessary [15] to
compute correlators of the dual 4D theory, because the boundary values of 5D fields are
sources for the 4D operators. The holographic procedure, however, is just a technical tool
which can be applied to any 5D theory even if no 4D dual exists as it is the case, for
instance, when the space is flat. Though completely equivalent to the standard one, the
holographic analysis is much simpler for certain applications. An example is the calcu-
lation of “universal” corrections induced by KK exchange [17, 19] (see also [6, 8] for the
application to more realistic models). Another interesting application is the determination
of three–point functions and in particular of the Zbb¯ vertex [9].
Aim of the present paper is to apply the holographic method to the case of 5D gauge
theories, we will develop a precise recipe to construct the holographic effective action for
a general bulk group and general boundary conditions. The holographic action we con-
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struct includes the scalar degrees of freedom which may arise, depending on the boundary
conditions, from the fifth gauge field component. As a matter of fact, these scalars play an
important role in many interesting models, and an holographic effective theory in which
they are included can then have very useful applications. The holographic theory contains
indeed all the 4D fields which are needed to describe the light states, including the scalars,
of the 5D model. It can then provide a useful low–energy effective description.
In the (flat or warped) models of Gauge–Higgs Unification, for instance, the scalars
which come from an extended EW gauge group in 5D are interpreted as the Higgs field
and its dynamics could be described by the holographic effective theory which we dis-
cuss. Moreover, when an AdS/CFT interpretation is possible, the scalars correspond to
(possibly pseudo–)Goldstone bosons of a spontaneously broken global symmetry of the
dual 4D theory [7]. This is the reason why Gauge–Higgs Unification models in warped
space also describe a Composite Higgs. The simplest version of AdS/QCD (discussed in
detail in [20]) is also based on this observation, the mesons arise from the fifth component
of SU(3)L × SU(3)R gauge fields when the bulk group is broken at the IR to its vector
subgroup. In this case, the holographic effective Lagrangian is interpreted as the one of
Chiral Perturbation Theory (χPT) and the holographic method can be used to extract
AdS/QCD predictions of the χPT parameters in an efficient way.
The paper is organized as follows. In section 2 we discuss the holography of non–
Abelian gauge theories with general bulk group G broken to H at the IR brane and
introduce a convenient gauge–fixing. In our gauge there are no ghosts, the scalars are
described by a 4D Goldston boson matrix which parametrizes the G/H coset and the
holographic action is invariant under the full bulk gauge group G. This makes completely
explicit the AdS/CFT interpretation and provides a useful tool even when this interpre-
tation is absent.
In sect. 3 we consider applications to the Composite–Higgs (and/or Gauge–Higgs Uni-
fication) scenario. By integrating out the bulk at tree–level we derive the holographic
effective action and use it to compute the Higgs effective potential at one loop. Compared
with the standard KK one, the holographic calculation is much simpler. The holographic
approach is also useful for AdS/QCD, as we discuss in sect. 4. For such case, we determine
the χPT action to O(p4) and we show that our result coincides with the one derived in
[20] after a long KK calculation.
Section 5 is devoted to more theoretical considerations. We discuss how the presence
of a Chern–Simons (CS) term in the 5D Lagrangian affects the 4D holographic action. As
expected [21], the CS introduces an anomaly in the holographic theory, and then makes a
gauged Wess–Zumino–Witten term to appear in the holographic Goldstone bosons action.
We consider a rather general case, but we later specify to QCD where a CS is needed to
mimic the Adler–Bardeen chiral anomaly. Such term, indeed, automatically appears in
the stringy version of holographic QCD discussed in [22].
3
Our conclusions are in sect. 6; appendix A contains a more formal derivation, which
we will need in sect. 5, of the gauge–fixed holographic partition function. In appendix B
we discuss how localized terms can be easily handled within the holographic procedure.
Details on the calculation of the holographic effective action in the particular cases of flat
and AdS5 spaces are reported in appendix C.
2 Gauge Theories on the Interval: Holographic Approach
In this paper we will be dealing with five–dimensional models compactified on a generic
warped segment. The 5D metric is
ds2 = a(z)2
(
dxµdx
µ − dz2) , (2.1)
where the fifth coordinate z is defined on the interval [zuv, zir], the warp function a(z)
is assumed to be regular and positive and the 4D coordinates have been rescaled to fix
a(zuv) = 1. In our notations 4D indices are raised and lowered with the Minkowski metric
η = diag(+,−,−,−). From the above general formula flat space is recovered for a(z) = 1
while the RS set–up (i.e. AdS5) corresponds to a(z) = L/z, zuv = L.
As discussed in the Introduction, a powerful tool to deal with field theories on the
warped space of eq. (2.1) is provided by the holographic method. On general grounds, it
consists in separating the UV boundary value of the fields from their bulk fluctuations,
treating them as distinct degrees of freedom. Of course, it is useful to take this approach
when, after having separated the brane from the bulk, one integrates out the latter in
order to obtain an effective theory for the holographic fields. In this section we apply the
first step of the holographic program to the case of a gauge theory. The second step, i.e.
the integration of the bulk degrees of freedom, will be taken in the next section.
Gauge theories in the generic warped space of eq. (2.1) are our target. To introduce
basic concepts of the holographic approach avoiding any technical complication, however,
we find it useful to start with the simpler case of a massless scalar field in flat space.1
Having worked out this example, it will be simple to discuss gauge fields.
The Example of a Scalar
Our starting point is the standard 5D action
S [Φ] =
1
2
∫ zir
zuv
dz
[
∂µΦ∂
µΦ − (∂zΦ)2
]
, (2.2)
1Restricting to flat space we will avoid the complication due to the localized mass–terms which are
commonly introduced in order to obtain a zero–mode. The general treatment of the scalars can be found
in the appendices B and C.
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where we omitted the d4x integral and ∂z is the derivative along the extra coordinate.
The theory is defined by the partition function
Z =
∫
DΦ(x, z)b.c. eiS[Φ] , (2.3)
where the “b.c.” subscript means that suitable boundary conditions are imposed on the
field configurations one integrates over. The allowed boundary conditions are extracted
by varying the action (2.2)
δS [Φ] =
∫ zir
zuv
dz
[−δΦ∂µ∂µΦ + δΦ∂2zΦ]
− [δΦ∂zΦ]zir + [δΦ∂zΦ]zuv , (2.4)
and imposing the boundary terms to vanish, so that the tree–level equation of motion coin-
cides with the 5D Klein–Gordon equation. The two well known possibilities are Neumann
(∂zΦ = 0) or Dirichlet (Φ = 0) boundary conditions on each brane.
Once a particular set of conditions has been chosen, the standard KK approach consists
in expanding Φ on a basis for functions on the segment which obey such conditions. Those
functions are a numerable set and the 5D functional integral in eq. (2.3) is rewritten as
an infinite product of 4D integrals. To discuss the holographic approach, we must first
of all make a distinction between the two boundaries and treat them in a different way.
We will consider a field which is, for the moment, unconstrained at the UV and satisfies
a given boundary condition at the IR. We introduce a 4D scalar “source” field φ(x)
and an “holographic” path–integral, in which the allowed 5D field configurations are only
those which reduce to φ(x) at the UV brane. The holographic partition function and the
corresponding holographic action are defined as
Z [φ(x)] ≡ eiSh[φ(x)] =
∫
DΦ(x, z)bΦ(x)=φ(x) eiS[Φ] , (2.5)
where Φ̂(x) ≡ Φ(x, zuv) and the IR boundary conditions are understood. It is very
easy to make contact with the standard definition (2.3) of the partition function which
also includes boundary conditions at the UV . Depending on whether Φ is Dirichlet or
Neumann we have, respectively
Z = Z [φ(x) = 0] , or Z =
∫
Dφ(x)Z [φ(x)] . (2.6)
In words, this is just the usual statement that in the Dirichlet case φ is a non–dynamical
source to be put to zero at the end of the calculation, while Neumann boundary conditions
are obtained by making the source dynamical. While the first (Dirichlet) case of eq. (2.6)
is trivial, one should be careful with the second one. Integrating eq. (2.5) in Dφ as done
in eq. (2.6) is the same as integrating over the 5D field Φ without any boundary condition
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at the UV . Its variation δΦ is then also unconstrained and hence, to cancel the action
variation (2.4), the Neumann boundary condition [∂zΦ]zuv = 0 arises as an equation of
motion. Notice that, even though the equivalence (2.6) has been written in a fully quantum
form, we have only proven it at tree–level having shown that the classical equations of
motion (including the boundary conditions) are the same.2
Holography for the Gauge Fields
Let us now consider a 5D gauge theory with gauge group G broken to H ⊂ G at the IR.
We take G to be a compact Lie group and call tA = {ta, tba} its generators normalized to
2Tr[tA tB ] = δAB . The tas are the generators of the subgroup H while the tba’s generate
the right coset G/H, in the sense that any element g ∈ G can be uniquely decomposed as:
g = eiα
AtA = eiγ
ba
Rt
ba ◦ eihaRta ≡ γR[g] ◦ hR[g] , (2.7)
where hR[g] ∈ H. With the metric (2.1) the gauge action reads
S =
1
g25
∫ zir
zuv
dz
a(z)
2
Tr [−FµνFµν + 2FµzFµz] , (2.8)
where the gauge field strength is FMN = F
A
MN t
A = ∂MAN − ∂NAM − i[AM , AN ] with
M = {µ, z} and AM = AAM tA.
As for the scalar, let us first of all determine the allowed boundary conditions by
varying the action. We get
δS =
2
g25
∫ zir
zuv
dz Tr [δAµ (aDνFνµ +Dz(aFµz)) − δAz (aDµFµz)]
− 2
g25
Tr [aFµzδA
µ]zir +
2
g25
Tr [aFµzδA
µ]zuv , (2.9)
where we defined DM ≡ ∂M − i[AM , ·]. To cancel the boundary variations and obtain the
non–Abelian Maxwell equation in the bulk two possibilities are given. At each boundary
and for each component AA of the gauge field either we take Dirichlet (AAµ = 0) or
Neumann (FAµz = 0) boundary conditions. The first choice induces a breaking of the
transformations generated by tA, while the symmetry is unbroken in the second case.3 We
have to choose the boundary conditions in such a way that the Neumann generators at
each brane form a subgroup of G. At the IR we have
(F )aµ z (x, zir) = 0 , (A)
ba
µ (x, zir) = 0 , (2.10)
2In the following section we will use holography to compute the 1–loop Higgs effective potential and the
result matches the one obtained with the standard KK approach. This success, however, does not rely on
the validity of the equivalence at one–loop order because the effective potential is completely determined
by the tree–level spectrum.
3Dirichlet boundary conditions for Aµ are usually accompanied by Neumann conditions ∂zAz = 0 for
Az while the usual form of the Neumann condition is ∂zAµ = Az = 0. The need for additional conditions
is due to the commonly used gauge–fixing.
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while the UV boundary conditions need not to be specified, at the moment.
Analogously to eq. (2.5), the holographic action is defined as
Z [Bµ] ≡ eiSh[Bµ] =
∫
DAµ(x, z) bAµ=BµDAz(x, z) exp [iS [A]] , (2.11)
where Âµ = Aµ(x, zuv) and we introduced 4D vector sources B
A
µ for each generator of G.
As for the scalar, any boundary condition at the UV can be implemented once we have
the holographic action (2.11). If a given component AAµ is Dirichlet we simply have to
put the corresponding source BAµ to zero, if it is Neumann we have to make it dynamical.
If
[
δAAµ
]
zuv
6= 0, indeed, the Neumann condition [FAµz]zuv = 0 arises as an equation of
motion in order to cancel the action variation (2.9). To recover a standard 5D theory
with G broken to H ′ ⊂ G at the UV , then, we just have to make dynamical the sources
associated to H ′ and put the others to zero.
By construction, the action is invariant under local 5D transformations g(x, z) ∈ G
which act on the gauge fields as
AM → A(g)M ≡ g [AM + i ∂M ] g† . (2.12)
The IR boundary conditions (2.10), however, are only H–invariant and hence the allowed
transformations must reduce to H at the IR, i.e. g(x, zir) = h ∈ H. The action and
the measure (including the UV constraint Â = B) in eq. (2.11) are invariant under the
“bulk” local group GB, which we define as the set of allowed transformations which reduce
to the identity at the UV brane, GB ≡ {g(x, z) ∈ G : g(x, zir) ∈ H , g(x, zuv) = 1}. Due
to GB invariance, the integrand in eq. (2.11) has flat directions and the path–integral is
ill–defined. This requires a gauge–fixing of the local GB group which we will discuss in the
next subsection.
It is important to remark that the holographic action defined by eq. (2.11) is gauge
invariant under the full 4D local group G in the sense that
Z
[
B(bg)µ
]
= Z [Bµ] , (2.13)
where ĝ(x) is a generic 4D local G transformation. This is easily shown by performing a
5D gauge transformation g(x, z) which reduces to ĝ(x) at the UV , g(x, zuv) = ĝ(x), and
of course belongs to H, g(x, zir) = h(x), at the IR.
4 When an AdS/CFT interpretation
is possible (as for a(z) = L/z in eq. (2.1)), the 5D model would be dual to a 4D strongly
coupled theory with global G invariance and the holographic partition function (2.11)
would be interpreted as the partition function of the 4D theory in the presence of sources
BAµ for the global currents J
A
µ . Of course, the gauge invariance (2.13) is necessary for this
interpretation to be possible.
4If seen as a map to G/H , h(x) is just the identity. After rotating to the Euclidean, the problem
of finding the 5D transformation g which permits to prove eq. (2.13) is exactly the same of finding an
homotopy which deforms into the identity the generic S4 → G/H map bg(x). We will assume that pi4(G/H)
is trivial, so that g always exists.
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An “Holographic” Gauge–Fixing
To fix the GB gauge invariance of eq. (2.11) we will go to the axial gauge, in which the fifth
component Az of the gauge field is put to zero. It is clear that any consistent gauge–fixing
would lead to the same physical results and one could even not fix the gauge at all as
done for instance in [20]. Our choice, however, appears particularly convenient because
the scalar degrees of freedom are directly parametrized by a 4D Goldstone boson matrix
Σ (see eq. (2.20)) and the G invariance of the holographic theory is explicit. Moreover,
in the axial gauge there are no ghosts and this is useful in view of a possible AdS/CFT
interpretation.
Starting from a generic gauge field configuration a unique local transformation g exists
which puts Az to zero, i.e. A
(g)
z = 0, and reduces to the identity on the UV brane. This
is the Wilson Line
g(x, z) = W (zuv, z ; A) ≡ P
{
exp
[
−i
∫ z
zuv
dz′AAz (x, z
′) tA
]}
, (2.14)
on a straight path going from the UV brane to a generic point z. In general, g does not
belong to the symmetry group GB since it does not reduce to H at the IR and therefore
it cannot be used to reach the axial gauge. This was to be expected, of course, given that
the theory has to contain physical scalars. In order for g to be useful we have to formally
restore the full G invariance of eq. (2.11) at the IR. To this end we introduce a 4D field
Σ(x) = exp
[
i σba(x)t
ba
]
, (2.15)
and change the boundary conditions (2.10) by rotating them with Σ−1 ∈ G:(
F (Σ
−1)
)a
µ z
(x, zir) = 0 ,
(
A(Σ
−1)
)ba
µ
(x, zir) = 0 . (2.16)
Under IR gauge transformations we take Σ to transform as a Goldstone field
Σ(x) → Σ(g)(x) = γR [g(x, zir) ◦Σ(x)] , (2.17)
where γR[.] is the projector from G to the right G/H coset defined by eq. (2.7). It is easily
checked that the boundary conditions (2.16), given the transformation rule (2.17) for the
Goldstone boson field, are now invariant under generic transformations g(x, zir) ∈ G.
It should be noted that no extra dynamics has been introduced in the theory when
we added the Goldstone field Σ. We apparently added dim(G/H) new real 4D (axion–
like) scalars σba, but we simultaneously enlarged the IR gauge group by adding dim(G/H)
symmetry transformations. We could put Σ to 1 fixing in this way the G/H invariance
at the IR and recover the original theory with no Σ field, boundary conditions as in
eq. (2.10) and restricted gauge invariance. It is worth remarking that a 4D Goldstone
field localized at the IR would naturally appear if, as usually assumed (see for instance
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[2, 17, 23]), the symmetry–breaking boundary conditions originate from some localized
Higgs multiplet whose massive fluctuations have been decoupled by taking the VEV to
infinity. The present discussion could be more directly applied to that case, in which
the theory one starts with is fully G–invariant. Our gauge–fixing procedure is however
self–consistent even without this interpretation, a more formal derivation can be found in
appendix A.
Instead of fixing the gauge group, up to now we have enlarged it. But now that g
in eq. (2.14) belongs to the symmetry group we can easily go through a Fadeev-Popov
procedure to fix the gauge. It is
1 =
∫
Dg(x, z)bg=1 δ
[
A(g)z
]
Det
{
Dz
[
A(g)
]}
, (2.18)
where the Haar measure of G is understood in the group integral. To prove the above
identity one performs the change of variable g → g ◦ g, so that in the new variable the
delta function condition is simply g = 1 and the integral only receives contributions from
the g ∼ 1 region. For g ∼ 1, dg ∼ ΠAdαA and the identity is immediately demonstrated.
The determinant in eq. (2.18) could be associated to a ghost action. However, since A
(g)
z
is the only component of A(g) which enters in Dz[A
(g)] and it is fixed to zero by the delta
function, the determinant is just a constant which we can drop. As customary, in the axial
gauge there are no ghosts.
We now multiply our partition function by “1” written as in eq. (2.18) and with very
standard manipulations we arrive to
Zg.f. [Bµ] =
∫∫
DΣ(x)DAµ(x, z) bAµ=Bµ exp [iS [Aµ, Az = 0]] . (2.19)
For simplicity, in the above equation we did not write the IR boundary conditions on
the Aµ integral. Those are given by eq. (2.16) and depend on Σ. Note that the action
S [Aµ, Az = 0] is still invariant underG transformations which are constant along the extra
coordinate. If we change variable Aµ → A(Σ)µ in the second functional integral, then, we
can further simplify eq. (2.19) by moving the dependence on Σ from the IR to the UV
brane. We finally get
Zg.f. [Bµ] ≡
∫
DΣ(x) exp [iSh [Bµ, Σ]]
=
∫∫
DΣ(x)DAµ(x, z) bAµ=B(Σ−1)µ exp [iS [Aµ, Az = 0]] , (2.20)
where the IR boundary conditions are now given by eq. (2.10) in which, since Az = 0, we
can take Fµz = −∂zAµ. In eq. (2.20) we also defined the holographic action Sh [Bµ, Σ].
When a dual AdS/CFT interpretation is possible this is the effective action for the Gold-
stone bosons in the presence of sources for the currents.
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From our procedure the gauge invariance of eq. (2.20) should be automatic. We can
immediately check that Sh
[
B
(g)
µ , Σ(g)
]
= Sh [Bµ, Σ]. Indeed, due to eq. (2.17) Σ
(g) =
g ◦ Σ ◦ h so that(
B(g)
)((Σ(g))−1)
= B((Σ
(g))−1◦g) = B(h
−1◦Σ−1) =
(
B(Σ
−1)
)(h−1)
. (2.21)
Under a generic element of G, the boundary value Âµ = B
(Σ−1)
µ of the 5D field only rotates
with an H transformation. The latter can be removed by a change of variable since both
the action and the IR boundary conditions are H invariant. This demonstrates the gauge
invariance of Sh and, as a by-product, the gauge invariance of Z
g.f. [Bµ].
3 The Tree-Level Holographic Action
In the previous section we have shown how to rewrite the partition function of a 5D gauge
theory in terms of 4D holographic fields. With a bulk group G broken to H at the IR and
to H ′ at the UV the 4D dynamical degrees of freedom are the gauge fields B′µ associated
to H ′ and the Goldstone bosons Σ which parametrize the G/H coset. The action Sh[B
′,Σ]
is defined in eq. (2.20), one simply has to put to zero the sources associated to G/H ′. In
this section we will compute at tree–level the quadratic effective holographic action for a
generic 5D gauge theory with generic bulk fermion content. Having in mind applications
to models of Gauge–Higgs Unification, we will later use the action to compute the one–loop
potential for Σ, i.e. for the Higgs. Details on the calculations can be found in appendix C,
in which we also include bulk scalars.
Let us start with the gauge fields, Sh is defined by eq. (2.20) and to compute its
quadratic part at tree–level one has to solve the linearized classical EOM’s and then put the
solutions back into the quadratic 5D action.5 For what concerns the boundary conditions,
one has to impose eq. (2.10) at the IR and the holographic condition Â = B(Σ
−1) at the
UV . It is convenient to separate the longitudinal and transverse components of the gauge
fields and to go to the 4D momentum space. We parametrize the solutions as{
Aµ,At (p, z) = Â
µ,A
t (p)f
A
t (p
2, z) ,
Aµ,Al (p, z) = Â
µ,A
l (p)f
A
l (p
2, z) ,
(3.1)
where Â indicates as usual the value of the 5D field at the UV , so that fAt,l(zuv) = 1. The
bulk EOM’s are easily extracted by varying the Yang–Mills action in the axial gauge. This
5To obtain the full effective action one should solve the complete bulk equations of motion and this
would require a suitable perturbative expansion [16]. This will be important in the next section in which
we will use holography to compute interactions.
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is done in appendix C and the result is
p2fAt +
1
a(z)
∂z(a(z)∂z)f
A
t = 0 ,
1
a(z)
∂z(a(z)∂z)f
A
l = 0 .
(3.2)
According to eq. (2.10), the components associated to H (i.e. fat,l) are Neumann at the
IR while the fbat,l’s are Dirichlet. Given the UV condition f
A
t,l(zuv) = 1 the solutions are
completely determined, even though analytic expressions can only be obtained in very
special cases.6 Notice that fAl (p
2, z) = fAt (p
2 = 0, z) and that the form of each fA only
depends on whether the corresponding generators belong to H or to G/H. We can then
write
fat (p
2, z) = F+(p2, z) , fbat (p
2, z) = F−(p2, z) ,
fal (p
2, z) = F+(0, z) , fbal (p
2, z) = F−(0, z) ,
(3.3)
where F+(−) is the solution with Neumann (Dirichlet) IR boundary conditions. The
explicit form of F+(−) in the cases of flat and AdS5 space are reported in appendix C.
It is straightforward to substitute the solutions back into the quadratic bulk action,
one gets
Sh = − 1
2g25
∫
d4x
∑
A
ÂAµ
(
ΠAl P
µν
l +Π
A
t P
µν
t
)
ÂAν , (3.4)
where ΠAt,l(p
2) = ∂zf
A
t,l(p
2, zuv) and Pt,l are the transverse and longitudinal projectors.
The holographic fields Bµ and Σ only enter the above equation through Â. Remember
that
Âµ = B
′(Σ
−1)
µ = Σ
†
(
B′µ + i ∂µ
)
Σ , (3.5)
where the only components of B′ are those associated to the UV group H ′. A particular
but interesting case is when, as it happens for orbifold compactifications, a matrix P exists
which commutes with all generators of H and anticommutes with the others. In this case
eq. (3.4) can be rewritten as
Sh = − 1
2g25
∫
d4x Tr
[
B′
(Σ−1)
µ
(
Π0l P
µν
l +Π
0
tP
µν
t
)
B′
(Σ−1)
ν
+PB′(Σ−1)µ
(
Π1l P
µν
l +Π
1
tP
µν
t
)PB′(Σ−1)ν ] , (3.6)
where Π0,1t (p
2) = ∂zF
+(p2, zuv)± ∂zF−(p2, zuv) and Π0,1l = Π0,1t (0).
Let us now add massive bulk fermions ΨI in some representation of the group G, their
bulk action is in eq. (C.14). The holographic procedure for the fermions has been discussed
in [18], we will briefly remind the subtleties which arise in this case. First of all, due to the
fact that the bulk EOM’s are of first order, the left– and right–handed components can
6Of course, the EOM for the longitudinal part is easily integrated.
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not be simultaneously used as effective degrees of freedom. Instead, for each component
ΨI one must choose either Ψ̂IL or Ψ̂
I
R as the holographic field. It is simpler to take the
same chirality for all the components, we will use the left–handed part and then the G
multiplet χL = Ψ̂L will be our holographic degree of freedom. Moreover, one must add to
the action a localized mass–term, whose sign depends on the chirality of the holographic
field. In our case we always have the same sign
Sm =
1
2g25
∫
UV
d4x
∑
I
(
Ψ
I
LΨ
I
R + h.c.
)
, (3.7)
and the boundary term is G invariant. To recover the original UV boundary conditions,
as usual, the Dirichlet sources must be put to zero while the Neumann ones must be made
dynamical. It is correct to proceed in this way, the only problem is that the holographic
theory would not contain any dynamical field associated to the components Ψi
′
of the
multiplet whose left–handed component is Dirichlet at the UV . The right–handed part of
such fields might give rise to zero–modes whose dynamics could not be described in the
holographic theory. As discussed in [18], the solution consists in keeping Ψ̂i
′
L dynamical and
introduce right–handed Lagrange multipliers λi
′
R to dynamically impose the D boundary
condition. One adds to the action the term
SL.m. = − 1
g25
∫
d4x
∑
i′
(
χi
′
Lλ
i′
R + h.c.
)
. (3.8)
The Lagrange multipliers λi
′
R will describe the massless or light states associated to Ψ
i′
R.
Notice that, if the action contains extra operators localized at the UV , the inclusion of
the Lagrange multipliers is necessary. Such terms are considered in appendix B, we will
show how the holographic procedure allows to treat them in a simple and straightforward
way.
Having chosen the same chirality for all the sources, the full Lagrangian for Ψ (including
the boundary term (3.7)) is gauge invariant and the manipulations of sect. 2 can easily
be repeated. The fermion contribution to the gauge–fixed partition function (2.20) can be
schematically written as
Zg.f.f [χL,Σ] ≡ exp iSh [χL,Σ] =
∫
DΨ(x, z)bΨL=Σ−1f χL exp [iSf [Ψ;Aµ, Az = 0]] , (3.9)
where Σf represents the Goldston boson matrix in the appropriate G representation and
Sf is the full fermionic action which includes bulk and boundary terms (C.14, 3.7) and
possibly (3.8). As before, we concentrate on the quadratic part of the holographic action.
The solutions of the EOM’s (eq. (C.15)) can be parametrized as
ΨIL(p, z) = Ψ̂
I
L(p)f
I
L(p, z) , Ψ
I
R(p, z) =
/p
p
Ψ̂IL(p)f
I
R(p, z) , (3.10)
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with f IL(p, zuv) = 1 and suitable boundary conditions on the IR boundary. As for the
gauge field, the f IL,R(p, z) functions have only two forms f
I
L,R(p, z) = f
±
L,R(p, z) depending
on whether ΨIL satisfies N or D conditions at the IR boundary.
7 Substituting into the
action we find
Sh =
1
g25
∫
d4x
∑
I
(χLΣf )
I ΠIf (−∂2) i /∂
(
Σ†fχL
)I
+ SL.m. (3.11)
where ΠIf (p
2) = f IR(p, zuv)/p. As for the gauge part, if the IR boundary conditions are
determined by the projection matrix Pf (i.e. ΨL,R(zir) = ±PfΨL,R(zir)), the above
equation can be written in the simpler form
Sh =
1
2g25
∫
d4x χLΣf
(
Π0f (−∂2) + Π1f (−∂2)Pf
)
i /∂
(
Σ†fχL
)
+ SL.m. , (3.12)
where Π0,1f (p
2) =
(
f+R (p, zuv)± f−R (p, zuv)
)
/p.
3.1 The One-Loop Higgs Effective Potential
The general formalism presented in the previous sections could be applied to several models
of New Physics. For example, in the Higgsless models of ElectroWeak Symmetry Breaking
(EWSB) [2, 3] one would consider a SM bulk gauge group G = SU(2) × U(1)Y broken
to U(1)em at the IR and completely unbroken at the UV . In the holographic effective
theory one would find the SM gauge bosons and the Goldstones which arise from the IR
breaking. The latter are eaten by the gauge fields becoming massive and the EWSB is
obtained without introducing any physical scalar in the spectrum. The models of Gauge–
Higgs Unification (or of Composite Higgs) [4, 5, 6, 7, 8, 9, 10] are more interesting for us,
since they lead to physical 4D scalars whose dynamics can be studied with our formalism.
In this case one has an “extended” EW bulk gauge group (G = SU(3) in [5, 6], G = SO(5)
in [8, 9, 10]) broken at the IR in such a way that a complex Higgs doublet of scalars arises
(respectively, H = SU(2) × U(1) and H = SO(4)) as a Goldstone boson. The surviving
UV gauge group H ′ is the SM SU(2) × U(1)Y and the EWSB comes from the Higgs
taking a VEV. Since the UV boundary conditions break part of the bulk group, the Higgs
is really a pseudo–Goldstone boson and these models are similar to the old Composite–
Higgs scenario [11].
The EWSB occurs radiatively in this scenario and it is then important to compute the
one–loop Higgs potential. This is quite a difficult task with the standard KK approach (see
for instance [24]) and the holographic procedure, as we will show below, is much simpler.
Notice that the idea of computing the Higgs potential from the holographic action has
already been used in [8]. What we add is a precise recipe to derive the holographic
Goldstone bosons action, which was obtained in [8] by matching the 4D theory with the
7The explicit form of such functions for the AdS5 and flat space cases can be found in appendix C.
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5D results. In this section we will mostly keep the discussion general but we will later
specify to a toy SU(2) → U(1) example in order to show how our final formulas can be
applied to a concrete model.
At one loop, the effective potential is just the vacuum energy in the presence of a
constant background (which we denote by Σ) for the Goldstone fields. In principle, we
should integrate at one–loop level the bulk degrees of freedom in eqs. (2.20, 3.9), and
later integrate the holographic fields. The Goldstones, however, only appear in the UV
boundary conditions so that integrating out the bulk will not give any contributions to the
potential. The potential will only come from integrating over the holographic fields, and
at one–loop level the only part of their action which we need is the quadratic tree–level
one we already computed in the previous section.
As shown in section 2, the holographic effective action is gauge invariant. Once the
non–dynamical sources are put to zero, the H ′ invariance still survives and then a gauge–
fixing is needed in order to compute the gauge field contribution to the effective potential.
The Landau gauge ∂µB
′µ = 0 is a particularly useful choice since no quadratic mixing
can appear between the scalar fluctuations and B′µ. The quadratic action for B
′
µ with a
VEV for Σ is (see eq. (3.4))
Sh = − 1
2g25
∫
d4x
∑
A
[
Σ
†
B′µΣ
]A
ΠAt P
µν
t
[
Σ
†
B′νΣ
]A
, (3.13)
it can schematically be rewritten as
Sh = − 1
g25
∫
d4x Pµνt
∑
a′,b′
B′
a′
µ Π
a′,b′
g (p
2,Σ)B′
b′
ν , (3.14)
where a′ and b′ run over the generators of H ′. Remembering that the ghosts do not
contribute in the Landau gauge and that a transverse vector in 4D has 3 real components,
the gauge contribution to the Higgs potential reads
Vg(Σ) =
3
2
∫
d4pE
(2pi)4
log
[
Det
(
Πg(−p2E,Σ)
)]
, (3.15)
where we rotated the momenta to the Euclidean. It is easy to check that the Goldstone
bosons fluctuations do not contribute to the potential, eq. (3.15) then contains the full
5D gauge contribution. Notice that the integrals involved in the effective potential are
divergent, but they can always be made finite by subtracting the vacuum energy, i.e. the
potential at Σ = 0. This is because the two solutions to the quadratic equations (F± in
the case of the gauge field) become the same in the large Euclidean momentum limit. The
inverse propagators ΠAt then become all equal so that the dependence on Σ drops from
eq. (3.13). The divergent part of the potential is therefore always independent of Σ.
To compute the contribution of the fermions it is useful, as a first step, to integrate
out the Lagrange multipliers in the holographic action, i.e. to put to zero the sources
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associated to Dirichlet fields.8 In this way one obtains the quadratic action in χL from
eq. (3.11):
Sh =
1
g25
∫
d4x
∑
i′,j′
χi
′
LΠ
i′,j′
f (Σ)χ
j′
L , (3.16)
where i′ and j′ run over the left–handed fermion components with Neumann boundary
conditions at the UV . The effective potential follows trivially:
Vf (Σ) = −2
∫
d4pE
(2pi)4
log
[
Det
(
Πf (Σ)
)]
. (3.17)
3.1.1 The SU(2)→ U(1) Case
The above formulas permit to derive the effective potential for a generic gauge group
G broken to arbitrary subgroups at the UV and IR boundaries. Applying them to a
concrete model is extremely simple once the group–theoretical aspects have been worked
out. To show this let us discuss explicitly the simple case of an SU(2) bulk gauge theory
broken to U(1) (the same U(1) subgroup) at both branes. This leads to a residual U(1)
invariance and to a charged physical Higgs scalar. We choose σ3/2 to be the unbroken
SU(2) generator, where σi are Pauli matrices. This pattern of symmetry breaking can be
obtained by the projection matrix P = σ3. The Goldstone boson matrix is
Σ = exp
[
is1
σ1
2
+ is2
σ2
2
]
= cos
(s
2
)
1+ i
si
s
sin
(s
2
)
σi , (3.18)
where si(x) (i = 1, 2) are the Goldstone boson fields and s ≡
√
s21 + s
2
2. Using the
unbroken U(1) we align the Goldstone boson VEV along the σ2 direction, thus we get
ΣPΣ† =
(
cos s − sin s
− sin s − cos s
)
. (3.19)
At the UV , the only unbroken generator is σ3 so that B
′ = B′3σ3/2. From eq. (3.6),
Sh = − 1
4g25
∫
d4xPµνt B
′3
µ
(
Π0t + cos 2s Π
1
t
)
B′
3
ν , (3.20)
and the gauge contribution to the effective potential can be easily found to be
Vg(s) =
3
2
∫
d4pE
(2pi)4
log
[
Π0t + cos 2s Π
1
t
]
. (3.21)
Let us now take a bulk fermion Ψ in the fundamental representation of SU(2), with
boundary conditions generated by the projection matrix Pf = P, i.e. ΨL,R = ±PΨL,R at
8The same result would be obtained if including all the left–handed fermions and the Lagrange multi-
pliers.
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both boundaries. Once we integrate out the Lagrange multiplier, the holographic action
at the quadratic level becomes (see eq. (3.12))
Sh =
1
2g25
∫
d4x χ1L(Π
0
f + cos sΠ
1
f )i /∂ χ
1
L , (3.22)
and the fermion contribution to the effective potential is
Vf (s) = −2
∫
d4pE
(2pi)4
log
[
Π0f + cos s Π
1
f
]
. (3.23)
The explicit expressions for Π0,1t,s,f are reported in appendix C for the AdS and flat space
cases, the result matches those obtained by KK computation in [5, 24].
Notice that the results obtained for the gauge group SU(2) can be used to derive the
effective potential in more interesting and complex models. When a single Higgs doublet
is present, its VEV can be aligned along one of the broken generators and the system
can be split in many SU(2)-like subsystems each with a different charge q with respect
to the Higgs VEV. In this case the effective potential can be computed summing the
corresponding SU(2) contributions with s replaced by qs. Consider for instance SU(3)
broken to SU(2)× U(1) at both boundaries. In this case an SU(2) doublet of Goldstone
bosons arises. The gauge fields in the unbroken subgroup can be split into four SU(2)-like
subsets with charges q1 = 1, q2 = q3 = 1/2 and q4 = 0. The gauge contribution to the
effective potential is
V SU(3)g (s) = Vg(s) + 2Vg(s/2) . (3.24)
Analogously we can treat fermion fields. For a bulk fermion in the fundamental represen-
tation of SU(3) we find a field with charge q = 1/2 which gives a contribution
V
SU(3)
f,fund(s) = Vf (s/2) , (3.25)
while a bulk fermion in the symmetric representation gives a field with charge q = 1 and
a field with charge q = 1/2 and in this case
V
SU(3)
f,sym (s) = Vf (s) + Vf (s/2) . (3.26)
These expressions for the effective potential coincide in the flat space case with the ones
found in [5].
4 Holographic QCD
Holographic QCD is a phenomenological attempt, inspired by AdS/CFT , of describing
low energy (large Nc) strongly coupled QCD by means of a 5D weakly coupled model on
the warped interval. One considers [12, 13] an SU(3)L × SU(3)R bulk gauge group which
accounts for the global chiral symmetry of QCD and breaks it to its vector subgroup
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through the background profile of a bulk scalar field. An interesting limit is when the
profile is exactly localized at the IR, in which case the breaking is equivalent to the one
obtained by boundary conditions. Taking the limit does not significatively affect the degree
of accordance of the model with real–world QCD, a detailed analysis of this case has been
performed in [20]. In this section we discuss this simplified limit of AdS/QCD and then
consider a 5D theory with chiral gauge group G = ΓL × ΓR, with Γ any compact Lie
group. More explicitly, each element g of G is the direct product of two elements (gL and
gR) of Γ, i.e. g = gL × gR. For applications to QCD one takes Γ = SU(2) or SU(3) and
interprets the holographic partition function in eq. (2.11) as the QCD partition function
in the presence of sources for the chiral group currents. The IR boundary conditions are
chosen to break G to its vector subgroup ΓV ∼ Γ whose elements are couples g = gV × gV
of equal elements gV ∈ Γ acting on the two chiral subspaces. The results of sect. 2 could
be directly applied to this case, but this would lead us to a non–standard parametrization
of the Goldstone degrees of freedom. It is easier to restart from the beginning and adapt
the discussion of sect. 2 to the case of a chiral gauge group.
We have two 5D gauge fields AL and AR, the first transforming under gL and the
second under gR. The IR boundary conditions are
AL,µ = AR,µ , FL,µz = −FR,µz . (4.1)
By looking at eq. (2.9) we see that eq. (4.1) ensures the cancellation of the boundary
variations of the gauge action. Moreover, eq. (4.1) is covariant under the vector subgroup
only, so that it restricts the allowed 5D local transformations to those which are vector–like
at the IR. As in sect. 2, we want to enlarge the 5D group and allow any transformation
at the IR. This is easily done by defining, as customary in QCD, a matrix
U(x) = exp [i σa(x)t
a] ∈ Γ , (4.2)
which transforms under G as:
U → U (g) = gR ◦ U ◦ g−1L . (4.3)
The new boundary conditions(
A
(U)
L
)
µ
= AR,µ ,
(
F
(U)
L
)
µz
= −FR,µz , (4.4)
are now covariant under the full chiral group. Note that U plays exactly the same role as
Σ in sect. 2, using one or the other is just a reparametrization of the Goldstone degrees
of freedom.
One can now go through the same manipulations of sect. 2 and get
Zg.f. [lµ, rµ] ≡
∫
DU(x) exp [iSχPT [lµ, rµ, U ]]
=
∫∫
DU(x)DAL,µ(x, z) bAL,µ=l(U)µ DAR,µ(x, z) bAR,µ=rµ exp [iS [Aµ, Az = 0]] , (4.5)
17
where the IR conditions are simply given by eq. (4.1). One can easily check that eq. (4.5)
is gauge invariant under the full chiral group. The holographic action SχPT [lµ, rµ, U ]
depends on the Goldstone matrix U and on the chiral sources lµ, rµ. In AdS/QCD this
is interpreted as the action of chiral perturbation theory.
4.1 The χPT Lagrangian at O(p4) from Holographic QCD
At tree–level, the χPT effective action is
SχPT =
1
g25
∫
d4x
∫ zir
zuv
dz a(z) Tr
[
− 1
2
FL,µνF
µν
L −
1
2
FR,µνF
µν
R
+∂zAL,µ∂zA
µ
L + ∂zAR,µ∂zA
µ
R
]
, (4.6)
where AL,R satisfy the bulk EOM’s with the IR boundary conditions given in eq. (4.1)
and UV boundary conditions {
ÂL,µ = U (lµ + i∂µ)U
† ,
ÂR,µ = rµ .
(4.7)
It is useful to define the vector and axial combinations of the gauge fields
Vµ ≡ 1
2
(AL,µ +AR,µ) , Aµ ≡ 1
2
(AL,µ −AR,µ) , (4.8)
which satisfy simple boundary conditions at the IR{
∂zVµ(x, zir) = 0 ,
Aµ(x, zir) = 0 .
(4.9)
Of course, computing SχPT from eq. (4.6) would require to solve the full bulk EOM’s
which include all the interactions, and this can only be done order by order in a given
perturbative expansion. As customary in χPT, we expand in powers of the momentum
and treat the external sources lµ and rµ as terms of O(p). Given that U is of O(p0),
eq. (4.7) implies that the boundary value of the fields (ÂL,R, V̂ and Â) are also of O(p).
Our present goal is to determine the holographic effective action up to O(p4), which was
first obtained in [13] (for the simplified model we are considering see [20]) after a long KK
calculation. In the mixed momentum–space representation we can expand the solutions
of the full EOM’s as {
Vµ(p, z) = f0V (z) V̂µ(p) + V(3)µ (p, z, V̂ , Â) ,
Aµ(p, z) = f0A(z) Âµ(p) +A(3)µ (p, z, V̂ , Â) ,
(4.10)
where V(3)µ and A(3)µ , whose explicit form we will not need, represent O(p3) contributions
to the solutions. The latter terms are trilinear combinations of the momentum pµ and
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of the boundary fields V̂µ(p) and Âµ(p). It is important to remark that the tensorial
structure of the solutions implies that no O(p2) terms appear in eq. (4.10) and that the
next correction will be of O(p5). The first term of each expansion is a solution of the
linearized bulk EOM’s (eq. (3.2)) at zero momentum. At the UV , f0V,A(zuv) = 1 and they
are, respectively, Neumann or Dirichlet at the IR boundary. The higher order terms, on
the contrary, vanish at the UV while their IR boundary conditions are the same as the
corresponding zero–order terms.
Substituting the solutions of the EOM’s into the effective action, we see that the terms
in the first line of eq. (4.6) only contribute to the O(p4), and just the leading order of the
series in eq. (4.10) needs to be plugged in. On the other hand, the terms in the second
row of eq. (4.6) will give a O(p2) term when substituting the leading (O(p)) terms of
eq. (4.10) while an O(p4) term could arise when taking one O(p) and one O(p3) term.
The latter contribution, however, vanishes. This is easily verified by integrating by parts
∂z and remembering that the O(p3) terms vanish at the UV boundary while the ones of
O(p) verify the linearized EOM’s at zero momentum. Thus, the effective action at O(p4)
can be written as
Sh = − 2
g25
∫
UV
d4x Tr [Vµ∂zVµ +Aµ∂zAµ]
− 1
2g25
∫
d4x
∫ zir
zuv
dz a(z)Tr
[
FL,µνF
µν
L + FR,µνF
µν
R
]
, (4.11)
where the fields are now simply the solutions of the linearized bulk EOM’s at zero momen-
tum. Notice that in this expression the first line gives O(p2) terms, while O(p4) operators
come from the second one.
The linearized bulk EOM’s (3.2) at zero momentum can be analytically solved
f0V (z) = 1 ,
f0A(z) =
(∫ zir
z
dz′
a(z′)
)(∫ zir
zuv
dz′
a(z′)
)−1
,
(4.12)
and it follows from eq. (4.7) that
Âµ = i
2
U(DµU)
† = − i
2
(DµU)U
† ≡ uµ , (4.13)
where we defined DµU = ∂µU + iUlµ − irµU . The kinetic term for the Goldstone bosons,
i.e. the O(p2) action, is immediately obtained from the first line of eq. (4.11).9 It is
S
(2)
h =
f2pi
2
∫
d4x Tr
[
(DµU)(D
µU)†
]
, (4.14)
where the Goldstone boson decay constant fpi is given by
fpi =
1
g5
(∫ zir
zuv
dz
a(z)
)−1/2
. (4.15)
9Notice that ∂zf
0
V (zir) = 0, and thus the term containing Vµ in the first line of eq. (4.11) vanishes.
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Using the boundary conditions in eq. (4.7), the definitions of V and A in eq. (4.8) and
the solutions of the bulk EOM’s in eq. (4.12), one gets
FL,µν + FR,µν = f+µν + i
1− f0A(z)2
2
[uµ, uν ] , (4.16)
FL,µν − FR,µν = f0A(z) f−µν , (4.17)
where we defined
f±µν ≡ U lµν U † ± rµν , (4.18)
with lµν and rµν the field strengths obtained from lµ and rµ. Substituting these expressions
in the second line of eq. (4.11), we find the O(p4) terms of the effective action
S
(4)
h = −
1
4g25
∫
d4x
∫ zir
zuv
dz a(z)Tr
{
− (1− f
0
A(z)
2
)2
2
uµuν [u
µ, uν ]
+2i(1 − f0A(z)2)f+µνuµuν + f+µνfµν+ + f0A(z)2f−µνfµν−
}
. (4.19)
In the Γ = SU(3) case it is trivial to express the above action in the standard form of
chiral perturbation theory [25]. From eq. (4.19) we find the values of the coefficients
L1 =
1
16g25
∫ zir
zuv
dz a(z)(1 − f0A2)2
L10 = − 1
2g25
∫ zir
zuv
dz a(z)(1 − f0A2)
H1 = − 1
4g25
∫ zir
zuv
dz a(z)(1 + f0A
2
)
,

L2 = 2L1
L3 = −6L1
L9 = −L10
, (4.20)
which are in agreement with those derived in [20].10
5 Holographic Anomaly
It is interesting to study, using the holographic perspective which we adopted in this
paper, the consequences of adding a CS term to the 5D gauge action. In this section we
will work out the holographic Goldstone bosons Lagrangian and find that, as expected
[21], the CS makes a gauged Wess–Zumino–Witten (WZW) term [26, 27, 28] appear. We
will initially consider a quite general case, but we will later specify to AdS/QCD, where a
CS term is needed in order to mimic the Adler–Bardeen chiral anomaly. Notice that, from
a purely 5D point of view, the CS is usually introduced [29] in order to cancel localized
gauge anomalies [30]. Our approach, however, is different. We will simply add the CS
to the action and study its consequences on the holographic theory. For simplicity, we
will not consider bulk fermions at all, so that there is clearly no localized anomaly to be
10The factor of 2 difference with the result of [20] is due to the normalization of the SU(3) generators.
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cancelled. In the presence of a bulk fermion content which gives rise to localized anomalies
the analysis of this section should be generalized taking also into account the anomalous
variation of the fermionic measure, and not only the one of the CS term as we will do
here.
Let us consider, as in sect. 2, a pure gauge theory with bulk group G broken to H at
the IR and add to the gauge action the term
SCS = −i c
∫
ω5(A) = −i c
∫
Tr
[
A(dA)2 +
3
2
A3(dA) +
3
5
A5
]
, (5.1)
where c is a real coefficient and we introduced a matrix form notation defining A =
−iAAMTA dxM .11 We want to explore the consequences of including SCS in the definition
(2.11) of the holographic partition function. First of all we observe that, under a generic
infinitesimal gauge transformation
δαSCS = −i c
∫
dω14(α,A) = i c
∫
ω14(α(zuv), A(zuv)) − i c
∫
ω14(α(zir), A(zir)) , (5.2)
so that the gauge–invariance of the action has been spoiled. In eq. (2.11), however, the
bulk gauge group GB is gauged, meaning that it is used to remove unphysical degrees of
freedom and make the theory consistent. For this reason, no anomalous variations of the
action under GB can be allowed. Remembering that GB elements reduce to the identity at
the UV and to the H subgroup at the IR, and using the IR boundary conditions (2.10)
for the gauge fields, this translates into the condition
Tr(T a{T b, T c}) = 0 , (5.3)
on the H generators which define the CS. The T a’s, therefore, must provide an anomaly–
free representation (whose existence we are going to assume in the following) of the H
subgroup. Eq. (5.3) ensures the GB invariance of the action as it makes the IR term in
eq. (5.2) vanish. The UV term in the variation (5.2) is, on the contrary, perfectly allowed
for what concerns the definition of the holographic partition function. It simply changes
eq. (2.13) into
Z
[
B(bg)µ
]
= exp
[
− c
∫
ω14(α̂, B)
]
Z [Bµ] , (5.4)
where ĝ = exp[iα̂] is an infinitesimal gauge transformation. If some of the sources have
to be made dynamical, of course, one should also worry about the cancellation of the UV
anomaly in eq. (5.4). This could be done, for instance, by adding localized fermions in a
suitable representation.
When an AdS/CFT interpretation is possible, Z[B] is the partition function of a G–
invariant 4D theory in the presence of sources for the currents and eq. (5.4) corresponds
11In this section we use many definitions and results of [28].
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to a 4D anomaly. The global group G is spontaneously broken to H and eq. (5.3) states
that the unbroken group is anomaly free. This is very much the same as in QCD, where
the global symmetry SU(3)L × SU(3)R is spoiled by the chiral anomaly while the unbro-
ken vector subgroup is anomaly free. Eq. (5.4), however, is not yet enough to mimic the
standard QCD Adler–Bardeen anomaly, since the latter preserves the vector invariance.
More generally, in a 4D theory with anomalous global symmetry group G which is sponta-
neously broken to an anomaly free H, one adopts a regulator in which the H invariance is
preserved in all correlators so that the anomaly Gbα(B) vanishes, for a generic gauge field
configuration, whenever α̂ ∈ Lie(H). The anomaly ∫ ω14(α̂, B) which appears in eq. (5.4),
on the contrary, only vanishes (due to eq. (5.3)) when the sources also are restricted to
H, i.e. when B, α̂ ∈ Lie(H). In the language of Ref. [28], eq. (5.4) is the “canonical”
anomaly while what would be needed is the “shifted” anomaly. The two forms of the
anomaly correspond to different choices of the regulator and one can convert one into the
other by adding suitable local counterterms to the action. Following [28], we consider a
“shifted” CS term
S˜CS = −i c
∫
ω˜5(Ah, A) = −i c
∫
[ω5(A) + dB4(Ah, A)] = SCS + i c
∫
UV
B4(Bh, B) ,
(5.5)
where Ah, Bh are the restrictions of A, B to Lie(H) and B4 is defined by [28]
B4(Ah, A) =
1
2
Tr
[
(AhA−AAh)(F + F ′h) +AA3h −AhA3 +
1
2
AhAAhA
]
, (5.6)
with F ′h = dAh + A
2
h and F = dA + A
2. In eq. (5.5) we used the fact that, due to the
boundary conditions, A(zir) = A(zir)h and B4(Ah, Ah) = 0. If S˜CS, and not SCS, is
added to the gauge action, the anomalous variation of the holographic partition function
becomes
Z
[
B(bg)µ
]
= exp [−cGbα(B)] Z [Bµ] , (5.7)
where Gbα = −
∫
δbαω˜5 is the shifted anomaly as defined in [28]. It vanishes, for any
B ∈ Lie(G), when α̂ ∈ Lie(H).
Having identified the correct term to be added to the 5D action, let us now see how it
affects the holographic effective action. It is well known that the anomalous variation (5.7)
of the partition function requires the presence of the gauged WZW term in the effective
action of the Goldstone bosons. The latter term, indeed, is not gauge–invariant and it is
precisely designed to reproduce the anomaly (5.7). Showing that it arises, as we will do in
the following, is then just a check of internal consistency. It is worth remarking that, from
the purely 5D point of view, one could also use the canonical CS (5.2), the manipulations
which follow would not change significantly. Of course, having failed to reproduce the
anomaly (5.7), one would not obtain the correct gauged WZW. From the point of view of
holographic QCD, on the contrary, the shifted CS is the only correct choice.
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In order to fix the GB gauge invariance of the holographic partition function we cannot
simply follow sect. 2. The CS, indeed, spoils the invariance of the gauge action under
generic G transformations, so that G is broken to H not only by the IR boundary condi-
tions (2.10). The trick which we used in eq. (2.16) to restore the full bulk G invariance,
therefore, is not useful in the present case. We will need a more formal, but completely
equivalent, gauge–fixing procedure, which is discussed in appendix A. The final result is
Zg.f. [Bµ] =
∫
DΣ
∫
DAµ(x, z) bAµ=B(Σ−1)µ exp
[
iS
[
A(Λ)
]]
, (5.8)
where AM = {Aµ, 0} and Λ is any 5D transformation which interpolates from Σ at the
UV , Λ(zuv) = Σ, to the identity at the IR, Λ(zir) = 1. When rotated to the Euclidean, Λ
is an extension of Σ from the 4–sphere S4 of space–time to a 5D disk D5, with boundary
S4, obtained by shrinking the IR brane to a point.
The CS term S˜CS gives the only non–trivial contribution to S
[
A(Λ)
]
. When the latter
is absent the action is invariant and eq. (5.8) reduces to eq. (2.20). We define
Swzw = i c
∫ [
ω˜5(Ah, A) − ω˜5((A(Λ))h, A(Λ))
]
, (5.9)
and rewrite
S
[
A(Λ)
]
= Swzw − i c
∫
ω˜5(Ah, A) + Sg [A] , (5.10)
where Sg is the standard gauge action. We added the term S˜CS = i c
∫
ω˜5(Ah, A) to
the definition of Swzw in order to make it vanish when Σ = 1. It should be noted that,
thanks to eq. (2.21), S˜CS does not contribute to the anomalous variation of the gauge–
fixed partition function (5.8) since ω˜5(Ah, A) is H invariant. One could check that, on the
contrary, Swzw varies and that its variation reproduces the anomaly in eq. (5.7).
It is convenient to rewrite Swzw in a more explicit form, this will also allow us to
check that it coincides with the result of [28]. Using manipulations which are similar to
those explained before to eq. (116) of [28], and noticing that A(g) as defined in that paper
(eq. 109) corresponds to A(g
−1) in our conventions, we get
ω˜5(Ah, A) − ω˜5((A(Λ))h, A(Λ)) = ω5(Λ−1dΛ) − dB4((A(Λ))h, A(Λ))
+ dB4((A)h, A) + dB4(−dΛΛ−1, A(Λ)) . (5.11)
To obtain the WZW action of eq. (5.9) we must integrate eq. (5.11) over the 5D space.
Since A(x, zir) ∈ Lie(H) and Λ(zir) = 1, no IR contribution comes from integrating the
exact forms in the r.h.s. of eq. (5.11). Using the UV holographic condition Â = B(Σ
−1)
and remembering that Λ(zuv) = Σ, we get
Swzw = i c
∫
5
ω5(Λ
−1dΛ) + i c
∫
B4((B)h, B)
−i c
∫ [
B4
(
(BΣ
−1
)h, B
Σ−1
)
+B4(−dΣΣ−1, B)
]
, (5.12)
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where
∫
5 represents the 5D space–time integral. The above formula coincides with the
result of [28] (eqs. (115, 116)), given that Λ(z) is an extension of the Goldstone boson
matrix Σ to the disk D5 obtained by shrinking the IR boundary to a point. This disk has
however the opposite orientation than the one considered in [28], this explains the seeming
sign difference.
Notice that ω5(Λ
−1dΛ) is proportional to the Maurer–Cartan 5-form (see eq. (5.1)),
so that its integral only depends on the boundary value of Λ, i.e. on the holographic field
Σ.12 We can then rewrite the gauge–fixed holographic action as
eiSh[Bµ,Σ] = exp [iSwzw [Bµ,Σ]]
×
∫
DAµ(x, z) bAµ=B(Σ−1)µ exp
[
iSg[Aµ, Az = 0]− iS˜CS [Aµ, Az = 0]
]
, (5.13)
where we used the fact that the WZW term depends only on the holographic fields and
factorized it out of the functional integral. As discussed above, the S˜CS [A] term is invariant
under H transformations, so that the functional integral term of eq. (5.13) is perfectly G–
invariant. The above equation shows that, in the presence of the CS term, the holographic
action splits in two parts. The first is simply Swzw and its gauge variation reproduces the
anomaly in eq. (5.7), while the second one is gauge–invariant.
In the above discussion we assumed (see Footnote 12) that, if pi5(G) is non trivial,
the coefficient c of the CS term is quantized. We will now prove that this assumption is
necessary to ensure the consistency of our 5D model. As we already discussed, the bulk
local GB invariance of the 5D action is gauged. Therefore, as we already did to derive
eq. (5.3), we must require exp[iS˜CS ] to be invariant under any GB transformation. In
particular, let us consider a generic GB element g which reduces to the identity at the
IR brane also. After rotating to the Euclidean, such transformations are maps from S5
(obtained by shrinking both boundaries to a point) to the group G. Let us now start from
the trivial 5D field configuration A = 0 and vary the CS term in eq. (5.5) with g, the
variation is just the integral of the CS form ω5 on the pure gauge configuration A = 0
(g).
As we already mentioned, ω5(gdg
−1) = −ω5(g−1dg) is proportional to the Maurer–Cartan
5-form and thus its integral on S5 is quantized and depends on the pi5(G) homotopy class
to which the map g belongs. Summarizing, GB invariance requires, for any g ∈ G
i c
2pi
∫
S5
ω5(g
−1dg) ∈ Z . (5.14)
If pi5(G) = 0, the above equation gives no restriction on c since
∫
S5 ω5(g
−1dg) = 0. If,
on the contrary, pi5(G) is non–trivial,
∫
S5 ω5(g
−1dg) = i γ n with n integer and eq. (5.14)
12If pi5(G) is non–trivial, the integral can also depend on the topology of Λ, in the sense that two
topologically inequivalent extensions of Σ give different results. The difference is however quantized, so
that it does not affect the path–integral if c, as we will show below, is also quantized.
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imposes c to be quantized:
c =
2pim
γ
, (5.15)
where m is an integer.
In the framework of 4D effective action, the quantization condition of the WZW term
[27, 31] seems weaker than what we find here. It depends indeed on the homotopy of G/H,
and not of G. It might occur, a priori, that a non–trivial map g ∈ G (for which ∫ ω5 6= 0)
becomes homotopically trivial if it seen as an element of G/H. Due to eq. (5.14), the
existence of the map g would imply quantization from the 5D point of view, while no
restriction would appear in the standard 4D framework. As discussed in [31], however,
this can not happen if, as in our case (5.3), the generators which define the CS form
provide an anomaly–free embedding of H. In this case, G maps for which
∫
ω5 6= 0 are
topologically non–trivial in G/H also and then the 5D quantization condition coincides
with the standard 4D one. In the next section we will provide an explicit example of this
fact, we will apply the 5D condition (5.14) to the case of QCD and show that the result
coincides with the well–known 4D one.
5.1 Anomaly in AdS/QCD
It is useful to apply the results of the previous section to the concrete case of AdS/QCD.
We consider, as in sect. 4, a gauge group G = ΓL × ΓR broken to its diagonal subgroup
H = ΓV . To apply the formalism previously outlined, we must choose a representation of
G such that the H embedding is anomaly–free (5.3). The generators are
TLa =
(
ta 0
0 0
)
, TRa =
(
0 0
0 −(ta)T
)
, (5.16)
where ta denote the generators of Γ normalized to 2Tr[ta, tb] = δab. The vector combina-
tions
Ta =
(
ta 0
0 −(ta)T
)
, (5.17)
are the generators of the unbroken subgroup ΓV . The gauge field is A = A
a
LT
L
a + A
a
RT
R
a
and to rewrite our results with the common notation we also define AL,R = A
a
L,Rt
a.
The CS form is
ω5(A) = ω5(AL)− ω5(AR) , (5.18)
where ω5 is given in eq. (5.1), it is manifest that ω5(A) vanishes for A ∈ Lie(ΓV ), hence
ΓV is anomaly free. The 4-form B4 (eq. (5.6)) which enters in the definition of the shifted
CS (eq. (5.5)) is now
B4 =
1
2
Tr
[
(VA−AV)(F + FV ) +AV3 − VA3 + 1
2
VAVA
]
, (5.19)
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where V = 1/2(AaL + AaR)T a denotes the vectorial part of the gauge field, F ≡ dA + A2
is the field strength of the gauge field and FV ≡ dV + V2. The above equation can be
rewritten as
B4 =
1
2
Tr
[
(FRAR +ARFR)AL +ALA
3
R +
1
4
(ARAL)
2 − (L↔ R)
]
, (5.20)
and coincides with the Adler–Bardeen counterterm [32].
The general gauge–fixing procedure of the previous section could be directly applied
to the present case. This would lead, however, to a non–standard parametrization of the
Goldstone degrees of freedom. Analogously to what we did in sect. 4, we need to adapt
the previous discussion to the case of AdS/QCD. As discussed in appendix A, the final
result is the same as eq. (5.8) in which Λ is now given by
Λ(x, z) =
(
U˜−1 0
0 1
)
, (5.21)
where U˜ is an extension on the disk of the Goldstone boson matrix U(x), i.e. U˜(x, zuv) =
U(x), U˜(x, zir) = 1.
With Λ given in eq. (5.21), all the other formulas of the previous section can be directly
applied. The χPT action (compare with eq. (4.5)) is
exp
[
iS˜χPT[lµ, rµ, U ]
]
= exp[iSwzw[lµ, rµ, U ]]
×
∫
DAL,µ(x, z) bAL,µ=l(U)µ DAR,µ(x, z) bAR,µ=rµ exp[iS˜[Aµ, Az = 0]] , (5.22)
where S˜ ≡ Sg + S˜CS. The explicit form of the WZW term can be read from eq. (5.12), it
can be checked that it coincides with the 4D result reported in [26, 33]. When the sources
are set to zero, eq. (5.12) simplifies and we are left with the usual ungauged WZW term
Swzw[0, 0, U ] = i c
∫
5
ω5[(U˜dU˜
−1)5] =
i c
10
∫
5
Tr
[
(U˜dU˜−1)5
]
. (5.23)
As discussed before, when pi5(G) is non–trivial the coefficient of the Chern–Simons term
is quantized. In particular, in the G = SU(N)L ×SU(N)R case with N ≥ 3, pi5(G) = Z2.
The quantization condition can be easily obtained from eq. (5.14), g represents in this case
the more general map from S5 to SU(N)L×SU(N)R and ω5 is given by eq. (5.18), notice
that its “L − R” form is due to the requirement of having an anomaly–free SU(N)V . It
is well known that, for a generic SU(N) element such as gL or gR, one has∫
S5
ω5(g
−1dg) =
∫
S5
1
10
Tr
[(
g−1 dg
)5]
= 48pi3n i , (5.24)
with n integer. The quantization condition then becomes c = m/(24pi2) and substituting
in eq. (5.23) one obtain the usual quantized form of the WZW term
Swzw[0, 0, U ] =
im
240pi2
∫
5
Tr
[
(U˜dU˜−1)5
]
. (5.25)
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Notice that we obtained the standard quantization condition from purely 5D consistency
requirements.
6 Conclusions
The holographic technique provides a useful tool to deal with 5D theories on the interval.
In this paper we have worked out a precise recipe to implement the holographic procedure
for a gauge theory. In particular, we have shown how to include into the holographic
action the degrees of freedom which arise from the 4D–scalar component of the 5D fields.
Our main result is summarized by eq. (2.20), the scalars are described by a 4D Goldstone
boson matrix Σ and the holographic action is obtained by integrating the 5D bulk gauge
fields with UV boundary condition Â = B(Σ
−1). We are in the axial gauge Az = 0, so
that the 5D action has a simplified form and the IR boundary conditions for Aµ(x, z) are
simply Neumann or Dirichlet for, respectively, the unbroken and broken generators of the
gauge group. It is important to remark that the G invariance of the holographic action
is explicit in the present formalism. The bulk functional integral is indeed H invariant
and the boundary value Â only transforms with H under generic G transformations.
In sections 3 and 4 we have considered applications of the holographic method to the
Composite–Higgs scenario, showing how to compute the one–loop Higgs potential, and to
AdS/QCD. We believe we have shown that, in certain cases, the holographic calculation
is much more simple than the standard KK one.
At a more theoretical level, we have discussed in section 5 the effect of including a
Chern–Simons term in the 5D gauge action. We have explicitly shown that it makes an
anomaly arise in the 4D effective theory and that, as a direct consequence of this fact, a
gauged WZW term appears in the holographic Goldstone bosons action. We also pointed
out that the “naive” CS is not enough to reproduce the anomaly in its standard (shifted,
in the language of [28]) form, one has to add a suitable localized operator and construct
a shifted CS term. In AdS/QCD, the shifted CS is the only correct choice if one wants
to reproduce the Adler–Bardeen chiral anomaly.13 In the framework of 4D effective field
theories, the WZW term has a quantized coefficient if pi5(G/H) is non–trivial, it is worth
asking whether the coefficient of the CS term is also quantized for an independent five–
dimensional reason. We find that this is indeed the case, even though the 5D quantization
condition seems stronger than the 4D one as it depends on pi5(G) and not on pi5(G/H).
In 5D, however, the H embedding in G needs to be anomaly free and this makes the two
quantization conditions coincide, as we explicitly saw to happen in the notable case of
QCD.
13The problem of including anomalies in 5D models of QCD has already been discussed in [21] (see also
[34]). The set–up considered in those papers, however, is quite different from ours. It consists in a non–
chiral Γ = SU(3) bulk gauge group and two holographic boundaries at which the left– and right–handed
sources are located.
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A The Holographic Gauge–Fixing
Let us start from the holographic partition function (2.11), we want to gauge–fix its local
GB invariance. Looking at eq. (2.18) we see that it can not be used to fix the gauge as
the g elements one integrates over do not reduce to H at the IR. It is then convenient
to rewrite the integral on the group isolating the integral on the IR variables, and again
split the latter in integrals over H and G/H.14 Be F any functional on the local group,
we have ∫
Dg(x, z)bg=1F [g] =
∫
Dg˜(x)
∫
Dg(x, z)bg=1, gIR=egF [g]
=
∫
G/H
Dγ˜(x)
∫
H
Dh˜(x)
∫
Dg(x, z)
bg=1, gIR=eγ◦eh
F [g] , (A.1)
where γ˜ is an element the right G/H coset, h˜ ∈ H and the left Haar measure is understood
in all group integrals. We can now remove the G/H component of gIR by performing a
change of variable in the g integral with a 5D transformation Λ˜ such that Λ˜(zuv) = 1 and
Λ˜(zir) = γ˜.
15 After the change of variable, gIR = h˜ belongs to H so that when putting
together the Dh˜(x) and Dg(x, z) integrals we obtain an integral over the bulk gauge group
GB , i.e. with the correct restriction at the IR. Then, we have∫
Dg(x, z)bg=1F [g] =
∫
G/H
Dγ˜(x)
∫
GB
Dg(x, z)bg=1F [Λ˜ ◦ g] . (A.2)
Note that γ˜(x) can be identified with the Goldstone boson Σ we defined in sect. 2, so that
we will change name to it from now on.16
14If G is a compact Lie group and H a closed subgroup, the group integral can be split as [35]Z
G
dg f [g] =
Z
G/H
dγ {
Z
H
dh f [γ ◦ h]} .
where the appropriate left invariant Haar measures are understood in all integrals.
15We are assuming that pi4(G/H) is trivial (see Footnote 4) so that the existence of eΛ is guaranteed.
16To ensure G–invariance, the measure DΣ for the Goldstone bosons must be the left invariant Haar
measure of G/H , and this is exactly what we will find. The explicit form of DΣ is in general non–trivial,
and could be relevant for particular applications. A brief discussion of this subject and references to the
original literature can be found in [36].
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Let us now multiply the partition function (2.11) by “1” written as in eq. (2.18) and
use eq. (A.2) to rewrite the group integral. Changing variables in the gauge field integral
we get
Z [Bµ] =
∫
GB
Dg
∫
DΣ
∫
DAµ(x, z) bAµ=Bµ exp
[
iS
[(
A(
eΛ−1)
)(g−1)]]
, (A.3)
where we used the delta function to perform the Az integral, so that in the above equation
A indicates a 5D vector with zero fifth component. Moreover, we neglected the determi-
nant of eq. (2.18) and did not specify the IR boundary condition of the DAµ integral.
After the Λ˜ transformation those are given by eq. (2.16). Our action, including the CS
term, is by definition invariant under the elements of GB since they reduce to H at the
IR. The GB integral then factorizes out in eq. (A.3), we drop it and finally obtain the
gauge–fixed partition function. Ordinary IR boundary conditions (2.10) are restored by
changing variable in the DAµ integral with a 5D gauge transformation of parameter Σ(x).
The result is reported in eq. (5.8).
In the case of AdS/QCD a slight change in the above derivation is needed in order to
match the standard parametrization of the Goldstone boson fields. The analog of eq. (A.1)
reads now ∫
Dgr(x, z)Dgl(x, z)F [gl, gr]
=
∫
Dg˜r(x)Dg˜l(x)
∫
Dgr(x, z)gr(zir)=egrDgl(x, z)gl(zir)=eglF [gl, gr]
=
∫
Dg˜r(x)Dγ˜(x)
∫
Dgr(x, z)gr(zir)=egrDgl(x, z)gl(zir)=eγ◦egrF [gl, gr] , (A.4)
where we performed a change of variable g˜l(x) → γ˜ ◦ g˜r(x) with γ˜ ∈ Γ and omitted for
shortness the UV restriction ĝL,R = 1. Changing variables in the gL integral by a 5D
transformation Λ˜ such that Λ˜(zir) = γ˜ and Λ˜(zuv) = 1 we get∫
Dgr(x, z)bgr=1Dgl(x, z)bgl=1F [gl, gr]
=
∫
Dγ˜(x)
∫
Dg˜r(x)
∫
Dgr(x, z)gr(zir)=egrDgl(x, z)gl(zir)=egrF [Λ˜ ◦ gl, gr] . (A.5)
Putting the g˜r and gr,l integrals together we obtain an integral over the GB bulk gauge
group. The matrix γ˜ ∈ Γ can be identified with the Goldstone boson matrix U−1 of χPT.
We can now follow the procedure used in the general case and we get the same as eq. (5.8)
in which Λ is now given by eq. (5.21).
B Holography with Boundary Terms
In this appendix we will briefly discuss how to derive the holographic effective action
in the presence of localized terms at both the IR and UV branes. Such terms appear in
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many interesting situations. In the presence of bulk scalars in AdS5, for instance, localized
masses are needed in order to have a zero mode. Furthermore, boundary terms for fermions
or gauge fields as well as fields localized on the UV boundary are often present in realistic
models both in flat [5, 6] and in warped space [8, 9, 10].
The inclusion of localized IR terms in the holographic procedure is simply accom-
plished by modifying the IR boundary conditions.17 The latter are indeed modified by
the boundary terms and are derived requiring the variation of the action on the IR bound-
ary to vanish. Once the bulk equations of motion are solved with these new IR conditions,
the tree–level effective action can be computed as in section 3 by plugging the solutions
back into the 5D action.
The treatment of UV localized terms is even more straightforward. These terms are
functions of the field values at the UV boundary, thus they are functions of the holographic
fields and can be directly inserted into the effective action. This is clearly true for gauge
and scalar fields, indeed in such cases one always chooses the boundary values of the non–
vanishing fields at the UV boundary as holographic degrees of freedom and a localized
term can be simply translated into a term of the effective action
SUVloc =
∫
d4x
∫
dz δ(z − zuv)L(Aµ,Φ)→ Sh =
∫
d4x L(Bµ, φ) , (B.1)
where Bµ and φ are the sources corresponding respectively to the gauge field Aµ and to
the scalars Φ.
A slightly different approach must be used when localized UV terms for the fermions
are present. In this case left- and right-handed components are related by the bulk equa-
tions of motion and only one of the two can be chosen as holographic degree of freedom.
Usually one chooses holographic fields of only one chirality, say L, independently of the
actual UV boundary conditions of the fields. In this case, as explained in section 3, one
introduces some Lagrange multipliers in the effective action in order to set to zero the
components with D UV boundary conditions.
In the presence of localized terms for a component which is non–vanishing at the UV
boundary two possibilities can arise. As a first case, if that component has been chosen
as a holographic degree of freedom, the localized terms can be directly included in the
effective action as we did for the bosonic fields
SUVloc =
∫
d4x
∫
dz δ(z − zuv)L(ψL)→ Sh =
∫
d4x L(χL) , (B.2)
where χL is the source related to ψL. Otherwise, if the boundary term is a function of a
component which is not present among the holographic fields, one can include it into the
17Notice that the inclusion of IR boundary terms may induce a breaking of G/H at that boundary
directly into the action and not only through the boundary conditions. In such case the correct gauge–
fixing procedure is the one described in appendix A.
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effective action using the corresponding Lagrange multiplier (see [18] for a more detailed
discussion)
SUVloc =
∫
d4x
∫
dz δ(z − zuv)L(ψR)→ Sh =
∫
d4x L(λR) , (B.3)
where λR is the Lagrange multiplier associated to ψR.
Another situation which can be easily handled within the holographic procedure is
when localized fields at the UV boundary are coupled with bulk fields. The action for
the localized fields can be directly introduced into the effective action once their couplings
with the bulk fields are rewritten in terms of the sources (or, if necessary, in terms of the
Lagrange multipliers).
B.1 Effective action for Scalars with Localized Mass Terms
To clarify the treatment of boundary terms within the holographic procedure, let us derive
the effective action for a bulk scalar field Φ, in a certain representation of the bulk group
G, with localized mass terms. The bulk action is given by
S5 =
1
g25
∫
d4x
∫ zir
zuv
dz
√
g
[
1
2
DMΦ
†DMΦ− 1
2
m2φΦ
†Φ
]
. (B.4)
For the components which are non–vanishing at the boundaries we also add localized mass
terms
Sloc =
1
2g25
∫
d4x
∫ zir
zuv
dz a4(z)
{
δ(z − zir)
∑
a
ba
ir
Φa†Φa − δ(z − zuv)
∑
a′
ba
′
uv
Φa
′†Φa
′
}
,
(B.5)
where the sum indices a (a′) run over the components which are non–vanishing at the IR
(UV) boundary.
The holographic procedure, in analogy with the case of gauge and fermion fields (com-
pare eq. (3.9)), determines a relation between the UV value of the bulk fields and the
sources
Φ̂A(x) = (φ(Σ
−1
s ))A(x) , (B.6)
where φ represents the dynamical sources on the UV boundary, and Σs is the Goldstone
boson matrix in the appropriate G representation. To compute the quadratic effective
action we must solve the linearized bulk EOM’s (see eq. (C.24)) and express the solutions
as functions of the values of the fields on the UV boundary
ΦA(p, z) = Φ̂A(p)fAs (p
2, z) , (B.7)
with fAs (p
2, zuv) = 1. The IR boundary conditions induced by the boundary terms are{
[∂zΦ
a(p, z)− a(z)ba
ir
Φa(p, z)]|z=zir = 0 ,
Φba(p, zir) = 0 .
(B.8)
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Substituting the solutions into the action and using eq. (B.6) we find the tree level holo-
graphic action
Sh =
1
2g25
∫
d4x
∑
A
(
φ†Σs
)A
ΠAs (−∂2)
(
Σ†sφ
)A
− 1
2g25
∫
d4x
∑
a
ba
uv
φa†φa , (B.9)
where ΠAs (p
2) = ∂zf
A
s (p
2, z)|z=zuv .
The computation of the contribution to the one–loop effective potential coming from
scalar fields is similar to the one described for gauge bosons and fermions, thus we will
briefly report the results. The quadratic effective action for a scalar field, in the presence
of a background Σ for the Goldstone bosons, can be written as
Sh =
1
g25
∫
d4x
∑
a,b
φa †Πa,bs (Σ)φ
b , (B.10)
where the sum is over the dynamical fields. The scalar contribution to the one–loop
effective potential is
Vs(Σ) =
∫
d4pE
(2pi)4
log
[
Det
(
Πs(Σ)
)]
, (B.11)
where the momentum has been rotated into the Euclidean space.
C Bulk Wavefunctions
In this Appendix we report the form of the solutions of the bulk EOM’s, which are needed
to compute the holographic action and the effective potential. We derive the wavefunctions
for gauge fields, fermions and scalars in the AdS and flat space cases. For gauge fields
and fermions we consider an action without localized terms. In the case of scalars, as
customary, we include also the boundary mass terms which are needed to obtain 4D zero
modes in the AdS case.
C.1 Gauge Fields
We consider a gauge theory with gauge group G broken to a subgroup H at the IR
boundary. We will denote by a the unbroken generators, namely those in H, and by â the
broken generators, namely those in G/H. The 5D action is given by
SB =
1
g25
∫
d4x
∫ zir
zuv
dz a(z) Tr
[
−1
2
FµνF
µν + ∂zAµ∂zA
µ
]
. (C.1)
The bulk EOM’s are
∂µ∂
µAat,ν −
1
a(z)
∂z(a(z)∂z)A
a
t,ν = 0 , −
1
a(z)
∂z(a(z)∂z)A
a
l,ν = 0 , (C.2)
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whereAµt,l are, respectively, the transverse and longitudinal components. The IR boundary
conditions are  ∂zA
a
t,l ν
∣∣∣
z=zir
= 0 ,
Abat,l ν
∣∣∣
z=zir
= 0 .
(C.3)
In the following we will denote generically by A+ and A− any field corresponding respec-
tively to the unbroken subgroup H or to the broken generators in G/H.
Using the definitions in eq. (3.1) and in eq. (3.3) in the AdS case (a(z) = L/z) we find
p2F±(p, z) + z∂z
(
1
z
∂z
)
F±(p, z) = 0 , (C.4)
with the IR boundary conditions{
∂zF
+(p, z)|z=zir = 0 ,
F−(p, z)|z=zir = 0 .
(C.5)
At the UV boundary we must impose
F±(p, zuv) = 1 . (C.6)
The general solution of eq. (C.4) is
F±(p, z) = b z(J1(pz) + c Y1(pz)) . (C.7)
Imposing the boundary conditions we get
F±(p, z) =
h±(p, z)
h±(p, zuv)
, (C.8)
with {
h+(p, z) = z (Y0(pzir)J1(pz)− J0(pzir)Y1(pz)) ,
h−(p, z) = z (Y1(pzir)J1(pz)− J1(pzir)Y1(pz)) .
(C.9)
The derivatives of h± with respect to z are{
h′+(p, z) = pz (Y0(pzir)J0(pz)− J0(pzir)Y0(pz)) ,
h′−(p, z) = pz (Y1(pzir)J0(pz)− J1(pzir)Y0(pz)) ,
(C.10)
so that
Π±t =
h′±(p, zuv)
h±(p, zuv)
, (C.11)
A simple relation links ΠAt to Π
0
t and Π
1
t :
Π±t = Π
0
t ±Π1t . (C.12)
For a theory compactified on a flat space (a(z) = 1, zuv = 0 and zir = piR), the
definitions in eqs. (C.8), (C.11) and (C.12) remain valid and h± are given by{
h+(p, z) = cos(p(piR− z)) ,
h−(p, z) = sin(p(piR− z)) .
(C.13)
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C.2 Fermions
We consider a bulk fermion Ψ with an odd mass term
S5 =
1
g25
∫
d4x
∫ zir
zuv
dz
√
g
[
i
2
ΨeMA Γ
ADMΨ− i
2
(DMΨ)
†Γ0eMA Γ
AΨ−MΨΨ
]
, (C.14)
where we defined the 5D Γ matrices ΓA = {γµ,−iγ5}, the inverse vielbein eMA = δMA /a(z)
and the covariant derivative DM = ∂M +
1
8ωMAB[Γ
A,ΓB ] with ωMAB whose only non
vanishing component is ωµa5 = (ηµa/a(z))∂za(z). Notice that we normalized the action
with a factor 1/g25 , where g5 is the 5D gauge coupling. This ensures that the dimensions
of the fields are the same in 5D and in the 4D effective action and simplifies the relation
between bulk and holographic fields. The bulk equations of motion are[
∂z + 2
∂za(z)
a(z)
± a(z)M
]
ψL,R = ±/pψR,L , (C.15)
where ψR,L denote the left– and right–handed components of Ψ which satisfy the condition
γ5ψR,L = ±ψR,L. The bulk equation can be solved rewriting ψR,L as
ψR,L(p, z) = dR,L(p, z)ψ̂R,L(p) ≡ hR,L(p, z)
hR,L(p, zuv)
ψ̂R,L(p) , (C.16)
where ψ̂R,L are the values of the fields on the UV boundary and dR,L satisfy the condition
dR,L(p, zuv) = 1. The equations of motion relate ψ̂R and ψ̂L:
/p ψ̂R(p) = p
hR(p, zuv)
hL(p, zuv)
ψ̂L(p) = p fR(p, zuv)ψ̂L(p) , (C.17)
so that only one of the two fields can be chosen as holographic degree of freedom.
In the AdS case, the bulk equations of motion become
[z∂z − (2∓ML)]hL,R(p, z) = ±z p hR,L(p, z) . (C.18)
Denoting by d± the solutions in the cases in which ψR,L has D boundary conditions at the
IR one finds{
h±L (p, z) = z
5/2
[
Yc∓1/2(pzir)Jc+1/2(pz)− Jc∓1/2(pzir)Yc+1/2(pz)
]
,
h±R(p, z) = z
5/2
[
Yc∓1/2(pzir)Jc−1/2(pz)− Jc∓1/2(pzir)Yc−1/2(pz)
]
,
(C.19)
where c ≡ML.
In the flat space case one finds h
−
L (p, z) = sin(ω(piR− z)) ,
h−R(p, z) =
1
p
[−ω cos(ω(piR− z)) +M sin(ω(piR − z))] , (C.20)
and  h+L (p, z) =
1
p
[ω cos(ω(piR − z)) +M sin(ω(piR− z))] ,
h+R(p, z) = sin(ω(piR − z)) ,
(C.21)
where ω2 = p2 −M2.
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C.3 Scalars
We consider a bulk scalar field Φ with bulk action given in eq. (B.4). For a field which is
non–vanishing at both boundaries we also add localized mass terms of the form
Sloc =
1
2g25
∫
d4x
∫ zir
zuv
dz a4(z)
{
−b [δ(z − zuv)− δ(z − zir)] Φ†Φ
}
, (C.22)
where b = (2±α)/L and α =
√
4 +m2φL
2. This particular choice of the coefficients is the
one which allows a 4D scalar zero mode for an AdS metric. Of course when the scalar
field satisfies D conditions at a boundary the corresponding mass term in eq. (C.22) is not
included.
In this appendix we are interested in computing the solutions of the bulk EOM’s with
fixed UV values for the fields, thus we only need to consider the IR localized terms. In
order to solve the linearized equations of motion we write the fields as
Φ(p, z) = Φ̂(p)f(z) . (C.23)
Imposing the variation of the action in eq. (B.4) to vanish, we find
p2f(z) +
1
a3(z)
∂z(a
3(z)∂zf(z)) + a
2(z)m2φf(z) = 0 , (C.24)
while the IR boundary conditions are{
(a−1(z)∂z − b)f+(z)|z=zir = 0 ,
f−(z)|z=zir = 0 ,
(C.25)
where f± represent the solutions which are respectively non–vanishing at the IR boundary
or satisfy D conditions.
In the AdS case the solutions of the equations of motions are
f±(p, z) =
h±(p, z)
h±(p, zuv)
, (C.26)
where {
h+(p, z) = z2 [Yα±1(pzir)Jα(pz)− Jα±1(pzir)Yα(pz)] ,
h−(p, z) = z2 [Yα(pzir)Jα(pz)− Jα(pzir)Yα(pz)] ,
(C.27)
with the ± signs corresponding to the cases b = (2± α)/L.
In the flat space case with arbitrary b, the solutions of the equations of motion can be
written as in eq. (C.26) with h+(p, z) = cos(ω(piR − z)) −
b
ω
sin(ω(piR − z)) ,
h−(p, z) = sin(ω(piR− z)) ,
(C.28)
where ω2 = p2 −m2φ.
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