There are many image processing techniques based on partial differential equations that perform well, but they consume much computational time. It's vital that rapid and efficient ways of solving these equations are developed. Use of the Laplace transforms permits solution to the time dependent problems in a parallel environment. The solution procedure requires numerical computation of an inverse Laplace transform of which the Stehfest method was examined in the tests. We investigated the performance and efficiency of using the Laplace transform technique for the solution of a mathematical model related to image in-painting and compared the results with temporal integration.
INTRODUCTION
Many real-world physical processes are modelled using nonlinear time dependent problems such as image processing, financial modelling, thermal engineering and environmental science. There are various approaches to solving non-linear differential equations; these involve numerical methods, both parallel and sequential, which are continually being researched and streamlined.
The standard solution method for numerically solving time dependent problems is the time marching scheme which is typically begun by discretizing the problem on a uniform time grid and then sequentially solving it at successive time points [1] . The dependence of the solution on the previous time step makes the problems difficult to solve in a parallel environment. This type of methods includes Euler's method, the Runge-Kutta method, and multi-step methods.
In addition there is a temporal step size restriction in order to ensure that an explicit scheme is stable. It is not possible to compute the field quantity at the final time in the time marching scheme directly, despite there being no temporal step size restriction in the implicit schemes. The temporal integration methods clearly do not provide the parallel property within the algorithm. To overcome this problem the time domain decomposition methods (time-parallelism) seem to offer some breakthrough in the parallelization of the temporal domain [1] .
Integral transform methods have frequently been used for solving physical problems. The most recent approach is to use the concept of the transformation methods theory to recast time domain problems into a transformed space that does not involve the time. There are several transform methods that have been investigated such as the Laplace transform, similarity transform, Henkel transform and the Boltzmann transform [1] [2] [3] [4] [5] . The Laplace transform solution methods for time dependent problems, which transform parabolic problems into elliptic problems in the Laplace transformed space, have been considered by many authors [7] [8] . A two-level time-domain decomposition method was applied to obtain numerical solutions to time-dependent nonlinear problems for European options [7] . The pharmacokinetic system contains linear and non-liner models which were solved by using time-domain decomposition method using Laplace transform [8] .
In this paper we will see some of the image processing applications which combine with the use of the Laplace transform. The rest of the paper is organized as follows. In section 2, a brief overview is given of the mathematical model of image in-painting based on PDE. In section 3 a Discretization for the CDD model. In section 4 numerical methods to solve some in-painting examples using the Laplace transform is examined and section 5 describes the results and performance of Laplace transformation method compared with other methods.
IMAGE IN-PAINTING
Image in-painting is a term used to describe the process of restoring parts of images and videos that have become damaged or deteriorated and includes the removal of unwanted objects from them. This is also known as image or video interpolation and mathematically can be classified into inverse problems. These methods can be classified into three categories: patch-based, sparse, and PDEs/variational methods [4] .
CDD In-Painting Model
The TV in-painting model was proposed by Rudin, Osher and Fatemi [4] . Although this technique is effective for in-painting while preserving the details of the edges, it is not possible to satisfy "the connection and holistic principle" while the damaged region is wider than the in-painting object. Chan and Shen [3] noticed that in the TV model the diffusion coefficient given by is only dependent on the contrast or strength of the level lines and is therefore independent of the geometric information. To resolve this issue Chan and Shen introduced the curvature to redefine the diffusion coefficient D by including the function g = g(|k|). In this way the diffusion coefficient is, where necessary, strengthened by taking the geometric information encoded in k. The new diffusion coefficient is then given by
To ensure geometric points that have a higher or infinite curvature and thereby encouraging reconnection, the equation g(∞) = ∞ can be used, increasing D to the maximum possible value.
To avoid the CDD model deteriorating into the TV model g (0) should be chosen zero, but g (0) = a ≠ 0 can potentially undermine the connectivity principle. Realizing this, Chan and Shen suggested [3] g(s) = s P with s > 0, p ≥ 1. CDD in-painting model is thus given by
where W is the damaged region and E is the region surrounding the damaged region.
DISCRETIZATION FOR THE CDD MODEL
CDD in-painting model can be solved by using temporal marching schemes. Eq (2) can be rewritten as
An explicit scheme for Eq (3) is defined by Consider the pixel point
The expression for is written as where
DISTRIBUTED ALGORITHMS BASED ON LAPLACE TRANSFORMS
The Laplace transform F(s) of a function f(t) can be defined for all real t ≥ 0 by
In this method transformation is performed on the given differential equations along the temporal axis. A set of parametric equations that contain only derivative terms with respect to the spatial variables is formed. The set of equations are mutually independent. The solution of this set of mutually independent differential equations can be solved independently for different values of the parameters. It can be seen that the original problem which can only be solved sequentially in the temporal domain can now be solved as 
u st 0 several independent parametric boundary value problems where parallel computing technology may be used.
Using Laplace Transform for 2D In-painting Model
Since the solutions at intermediate steps of Eq (2) are usually not of interest for in-painting problems, it is possible to apply the Laplace transform [2] . To evolve the solution to Eq (2) from u(x, y, T j ) to u(x, y, T j+1 ) linearisation technique is needed due to the non-linearity. Each solution in this iterative loop is produced by solving the original equation in the transformed space and applying an inverse transformation. Convergence for the time step T j to T j+1 is achieved when the difference between successive updates meets some convergence criterion. The temporal axis divide into j parts. Let -u be the aprroximation solution of u(x, y, T j+1 ). The linearrised problem of Eq(1) defined in the time interval (T j T j+1 ) (5) Taking Laplace transform of Eq (5) transforms the function u(x, y) to U(x, l p ) and leads to the resulting differential equation (6) The solutions for Eq (6) are generated for various parameters where m is even, if one chooses to compute the inverse Laplace of U according to the Stehfast method. In order to re-construct the solution u in the original space, the inverse Laplace transform based on Stehfast is computed using the weighted formula where w p are the weights [6] .
NUMERICAL RESULTS AND COMPARISONS
In this section, we demonstrate the above technique using three different in-painting problems in order to test the performance of the Laplace transformation for in-painting algorithm. The computational times obtained by using the current technique are compared with those of temporal integration. Numerical experiments were performed by using an in-house parallel computer, consisting of two dual core each of 2.4 GHz AMD Opteron 2216 and six 4 quad The main aim of these tests is to examine the computing time instead of the accuracy as this was already examined in [3] and [4] . Note that for the image 'Box' the method when M = 12 diverged. Therefore there is no result for this case as seen from Table III . 
