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Abstract
Theorems in the theory of partitions are closely related to basic hypergeometric series. Some
identities arising in basic hypergeometric series can be interpreted in the theory of partitions
using F-partitions. In this paper, Ramanujan’s 1c1 summation and the q-Gauss summation
are established combinatorially.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
Frobenius [12] studied two-rowed arrays of distinct integers in decreasing order in
his work on group representation theory. His idea has been employed primarily in
the representation theory of symmetric groups. In 1984, Andrews [4] generalized the
idea to the theory of partitions giving various restrictions on integers in two-rowed
arrays. He called two-rowed arrays generalized Frobenius partitions or simply F-
partitions. Some identities arising in q-series can be interpreted in the theory of
partitions using F-partitions. In this paper, Ramanujan’s 1c1 summation and the q-
Gauss summation are combinatorially proved.
In 1987, Joichi and Stanton [19] established bijective proofs of basic hypergeo-
metric series identities by systematical methods. Their strategy is to set up an
involution for each step and to form a bijection for an identity by combining the
involutions. In their paper, central is the q-binomial theorem
YN
i¼1
1þ qi
1 qi ¼ 1þ
XN
m¼1
ð1þ 1Þð1þ qÞ?ð1þ qm1Þ
ð1 qÞð1 q2Þ?ð1 qmÞ q
m for jqjo1; ð1:1Þ
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which is the generating function of overpartitions introduced recently by Corteel and
Lovejoy [10], where an overpartition of n is a partition of n where the ﬁrst occurrence
of a number may be overlined. Besides the combinatorial proof of Joichi and
Stanton, another combinatorial proof of (1.1) is found in [21]. We describe another
bijective proof of (1.1), which is a variation of the bijection of Joichi and Stanton as
well as a starting point of this work. We discuss this new bijection in Section 2.
In the sequel, we assume that jqjo1 and use the customary notation for q-series
ðaÞ0 :¼ða; qÞ0 :¼ 1;
ðaÞN :¼ða; qÞN :¼
YN
k¼0
ð1 aqkÞ;
ðaÞn :¼ða; qÞn :¼
ða; qÞN
ðaqn; qÞN
for any n:
The well-known Ramanujan’s 1c1 summation is given by
XN
n¼N
ða; qÞn
ðb; qÞn
zn ¼ ðb=a; qÞNðq; qÞNðaz; qÞNðq=az; qÞNðb; qÞNðq=a; qÞNðb=az; qÞNðz; qÞN
for jb=ajojzjo1:
ð1:2Þ
In the theory of q-series, the 1c1 summation is a central theorem. Hardy [15, pp. 222,
223] described it as a remarkable formula with many parameters. The ﬁrst published
proofs appear to be by Hahn [14] and Jackson [18] in 1949 and 1950, respectively.
Jackson and her advisor Bailey [7] were the ﬁrst to write it in the form (1.2). Other
proofs have been given by Adiga et al. [1], Andrews [2,3], Andrews and Askey [5],
Askey [6], Fine [11], Ismail [17], and Mimachi [20].
Recently, Corteel and Lovejoy [9] have given a combinatorial proof of the
constant term, and Corteel [8] has completed their combinatorial proof using particle
seas. However, her proof is not a bijection between two sets arising from both sides
of the 1c1 summation. In Section 3, we establish a natural combinatorial proof. In
fact, we give a second bijective proof, which is described in Section 5.
In the theory of basic hypergeometric series, the q-Gauss summation plays an
important role. The q-Gauss summation [13] is given by
XN
n¼0
ða; qÞnðb; qÞn
ðq; qÞnðc; qÞn
ðc=abÞn ¼ ðc=a; qÞNðc=b; qÞNðc; qÞNðc=ab; qÞN
for jc=abjo1; ð1:3Þ
which was ﬁrst proved by Heine [16]. The q-Gauss summation is normally proved by
Heine’s transformation formula. However, in this paper, we see that the q-Gauss
summation is related to Ramanujan’s 1c1 summation as mentioned and proved in
[8,9]. In Section 4, we explain the q-Gauss summation in a combinatorial way using
the bijection for the 1c1 summation.
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2. F-Partitions
For a nonnegative integer n; a Frobenius partition of n is a two-rowed array of
row-wise distinct nonnegative integers
a1 a2 ? ar
b1 b2 ? br
 
;
where each row is of the same length, each is arranged in decreasing order, and
n ¼ r þPri¼1ðai þ biÞ: A Frobenius partition is another representation of an
ordinary partition. Putting r dots in the main diagonal direction and attaching ai
dots to the right of the diagonal in rows and bi dots below the diagonal in columns,
we can obtain a Ferrers graph of an ordinary partition. For example, the Frobenius
partition
6 5 2 0
5 4 1 0
 
corresponds to the partition 7þ 7þ 5þ 4þ 2þ 2; as seen easily from the Ferrers
graph in Fig. 1. In particular, Frobenius partitions can be used to prove Jacobi’s
triple product identity [4,22,23]. Andrews has generalized Frobenius partitions in [4].
For sets A and B of certain kinds of partitions, we deﬁne
FðA; BÞ ¼ a1 a2 ? ar
b1 b2 ? bs
  ða1 a2 ? arÞAA; ðb1 b2 ? bsÞAB

:
We call two-rowed arrays in FðA; BÞ F-partitions. Let fA;BðnÞ be the number of F-
partitions in FðA; BÞ; where the sum of parts in the top and bottom rows plus the
number of parts in the top row equals n; and let %fA;BðnÞ be the number of F-
partitions counted by fA;BðnÞ whose top and bottom rows have the same number of
parts. Let D be the set of all partitions into distinct nonnegative parts. Then,
obviously %fD;DðnÞ is equal to pðnÞ; the number of partitions of n:
Let O be the set of all overpartitions where some parts may be 0. Then the
generating function for F-partitions counted by fO;OðnÞ isXN
n¼0
XN
k¼N
fO;Oðn; kÞzkqn ¼
ðzq; qÞNðz1; qÞN
ðzq; qÞNðz1; qÞN
; ð2:1Þ
where fO;Oðn; kÞ is the number of partitions counted by fO;OðnÞ such that k is equal
to the number of parts in the top row minus the number of parts in the bottom row.
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Fig. 1. Ferrers graph of 7þ 7þ 5þ 4þ 2þ 2:
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The right-hand side of (2.1) is related to Ramanujan’s 1c1 summation formula,
which is studied in Section 3.
On the other hand, the constant term of (2.1), which is the generating function for
F-partitions counted by %fO;OðnÞ; can be written as
XN
n¼0
%fO;OðnÞqn ¼ 1þ
XN
n¼1
ð1þ 1Þ2ð1þ qÞ2?ð1þ qn1Þ2
ðq; qÞ2n
qn ¼ ðq; qÞ
2
N
ðq; qÞ2N
; ð2:2Þ
where the ﬁrst equality is obtained by applying Theorem 2.1, which is proved in this
section and the last equality is obtained by applying the q-Gauss summation. We
show the last equality of (2.2) by proving the q-Gauss summation in a combinatorial
way in Section 4.
Let %pðnÞ be the number of overpartitions of n for which the generating function is
given by (1.1), which is proved in the following theorem in a combinatorial way.
Theorem 2.1. Let %pðn; kÞ be the number of overpartitions of n into positive parts with k
ordinary parts. Then
XN
n¼0
XN
k¼0
%pðn; kÞakqn ¼ 1þ
XN
m¼1
ða þ 1Þða þ qÞ?ða þ qm1Þ
ðq; qÞm
qm: ð2:3Þ
Proof. We prove the theorem by showing that each term on the right-hand side of
(2.3) generates overpartitions into exactly m positive parts. First, we see that
qm=ðq; qÞm generates ordinary partitions l ¼ ðl1 ? lmÞ into exactly m positive
parts. On the other hand, let b ¼ ðb1;y; bmÞ be a bit string of length m: We deﬁne
m ¼ ðm1?mmÞ by
mi ¼
li if bi ¼ 0;
li þ m  i if bi ¼ 1:

We obtain an overpartition *m into exactly m parts rearranging mi in weakly
decreasing order.
This algorithm is invertible. For an overpartition n; we subtract m  j from nj if nj
is overlined. Let the resulting sequence be c ¼ ðc1;y; cmÞ: If cjocjþ1; we switch nj
and njþ1: Successively, we apply the process above to the n obtained in the previous
step. Let s be the resulting sequence. We produce a pair of a partition *s and a bit
string d; where
*si ¼
si if si is unrestricted;
si  m þ i if si is overlined;

di ¼
0 if si is unrestricted;
1 if si is overlined:

The process described above is the reverse of rearranging ordinary parts and
overlined parts in weakly decreasing order. &
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Recall that O be the set of overpartitions into nonnegative integers. Similarly, we
see that the generating function for overpartitions in O can be written as
1þ
XN
m¼1
ða þ 1Þða þ qÞ?ða þ qm1Þ
ðq; qÞm
: ð2:4Þ
Throughout this paper, for an overpartition a in O; we use the notation fag and ½a

for the array generated by ða þ 1Þ?ða þ qm1Þ and the partition generated by
1=ðq; qÞm; respectively, in (2.4), we make the parts of fag corresponding to qi in
ða þ 1Þ?ða þ qm1Þ overlined, and we say the parts ai of the overpartition a are in
overlined order when ai is equal to fagi þ ½a
i; where fagi and ½a
i are the ith entries
of fag and ½a
; respectively.
3. Ramanujan’s 1w1 summation
To interpret Ramanujan’s 1c1 summation in a combinatorial way, we need to
make some changes of variables in (1.2). Substituting azq; a1; and bq for z; a;
and b; respectively, we obtain
ðzq; qÞNðz1; qÞN
ðazq; qÞNðbz1; qÞN
¼ ðaq; qÞNðq; qÞNðabq; qÞN
XN
k¼0
ð1=a; qÞkðbqkþ1; qÞNakzkqk
þ ðbq; qÞNðq; qÞNðabq; qÞN
XN
k¼1
ð1=b; qÞkðaqkþ1; qÞNbkzk: ð3:1Þ
When a ¼ b ¼ 1; the left-hand side of (3.1) is the generating function for F-partitions
counted by fO;OðnÞ as seen in (2.1). On the other hand, for any k; each term on the
right-hand side of (3.1) can be interpreted as the generating function for quintuples:
when kX0;
* two ordinary partitions,
* one partition into distinct parts,
* one partition into distinct parts greater than k;
* one overpartition into k positive parts, where the unrestricted parts are all 1’s, and
the overlined parts are positive and less than or equal to k;
and when ko0;
* two ordinary partitions,
* one partition into distinct parts,
* one partition into distinct parts greater than k;
* one overpartition into k nonnegative parts, where the unrestricted parts are all 0’s,
and the overlined parts are nonnegative and less than k:
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Let SðkÞ be the set of such quintuples for any integer k: Recall thatFðO;OÞ is the set
of F-partitions counted by fO;O: We combinatorially interpret (3.1) in the next
theorem.
Theorem 3.1. There is a one-to-one correspondence between FðO;OÞ andSN
k¼N SðkÞ such that a F -partition with the difference of the numbers of the top
row and bottom row equal to k corresponds to a quintuple in SðkÞ:
Proof. Throughout this proof, we denote the number of entries in an array c by cðcÞ:
We rearrange parts of a given F-partition and then split the F-partition into ﬁve
arrays. Note that the exponents of a and b in (3.1) indicate the numbers of
unrestricted parts in the top row and the bottom row, respectively. Let a F-partition
in FðO;OÞ be given by
a1 a2 ? arþk
b1 b2 ? br
 
:
We consider two cases: when kX0 and ko0:
Case I: kX0:
1. Rearrange the parts in the top row in overlined order and denote the resulting
array by
a ¼ ða1 a2 ? arþkÞ:
Rearrange the parts in the bottom row such that the overlined parts
follow the unrestricted parts, the overlined parts are in decreasing order, and
the unrestricted parts are in weakly increasing order. We denote the bottom row
so obtained by
b ¼ ðb1 b2 ? brÞ:
2. Let m be the array obtained by increasing each part of fag by 1, and let l be ½a
:
We count the number of the unrestricted parts of fag by the exponent of a; which
preserves the exponent of a: We produce two partitions into distinct parts s; n;
and two ordinary partitions g; d as follows: for 1pipr;
* put bi þ mriþ1 as a part of s if bi is overlined and mriþ1 is unrestricted,
* put bi þ mriþ1 as a part of n if bi is unrestricted and mriþ1 is overlined,
* put bi þ mriþ1 as a part of g if bi and mriþ1 are overlined,
* put bi þ mriþ1 as a part of d if bi and mriþ1 are unrestricted.
Note that the overlined parts of b and m are distinct. Thus, s is a partition into
distinct parts the number of which are counted by a; n is the other partition into
distinct parts the number of which are counted by b: Moreover, the parts of n are
greater than k since mriþ1 equals ðk þ iÞ if it is overlined. Note that the parts of g
are greater than or equal to ðr þ kÞ since bi and mriþ1 are greater than or equal to
ðr  iÞ and ðk þ iÞ; respectively, if they are overlined. The number of parts of d is
counted by ab because a and b count the numbers of the unrestricted parts of m
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and b; respectively. Rearrange the parts of each partition in weakly decreasing
order.
3. The remaining parts mrþ1;y; mrþk of m form an overpartition r whose unrestricted
parts are 1’s, and overlined parts are positive and less than or equal to k: Note
that the number of the unrestricted 1’s of r is counted by a because a counts the
number of the unrestricted parts of m:
4. Add the parts of the conjugate of l to g as parts. Note that conjugate of l has
parts less than or equal to ðr þ kÞ; since l has at most ðr þ kÞ positive parts.
We easily see that the quintuple ðg; d;s; n; rÞ is in SðkÞ and the exponents of a and b
are preserved as noted in Steps 2 and 3.
The process above is reversible. Step 1 is obviously reversible. In Step 2, we make
the parts of n overlined and combine n and d to form an overpartition. As we saw in
Theorem 2.1, we can locate the right places for the overlined parts, which results in
arranging the parts of the overpartition in overlined order. The place for each
overlined part is uniquely determined since the resulting parts have to be weakly
decreasing after subtracting ðk þ cðnÞ þ cðdÞ  jÞ from the jth part if it is overlined.
Similarly, we make the parts of g overlined and combine s and g: We determine the
places for the parts of g using the fact that the resulting parts have to be strictly
decreasing after subtracting ðk þ cðnÞ þ cðdÞ þ j  1Þ from the jth part if it is
overlined. Thus Step 2 is reversible. Step 3 is obviously reversible. In Step 4, recall
that r ¼ cðsÞ þ cðnÞ þ cðgÞ þ cðdÞ: Since the parts of the conjugate of l are less than
or equal to ðr þ kÞ and the parts of g are greater than or equal to ðr þ kÞ; the parts of
the conjugate of l are attached to the right of the rectangle of size ðr þ kÞ  cðgÞ:
Meanwhile, if an ordinary partition is given, then there is a largest rectangle of size
ðk þ cðsÞ þ cðnÞ þ cðdÞ þ sÞ  s for some s; which will be equal to cðgÞ: Thus Step 4
is reversible. Since every step of the process above is reversible, so is the entire
process.
We describe the reverse process. Let a quintuple ðg; d; s; n; rÞ in SðkÞ be given.
Recall that cðcÞ denotes the number of entries in an array c: Note that the parts of a
partition are in weakly decreasing order.
1. Make the parts of n overlined and decrease each part of n by ðk þ 1Þ: Decrease
each part of d by 1. Build an array b consisting of the parts of d and n such that
parts in b are in overlined order. We use the inverse algorithm in the proof of
Theorem 2.1. Increase each overlined part of fbg by ðk þ 1Þ and add cðdÞ 1’s to
fbg as parts.
2. Make the parts of g overlined. Build an array a consisting of the parts of s and g
as follows. Let g be að0Þ: We successively build arrays aðiÞ for 1pipcðsÞ in the
following way. For brevity, we delete the superscripts ðiÞ: For 1pjpcðaÞ; do the
following:
* if aj is overlined and ðsi þ k þ cðbÞ þ jÞXaj; then insert si before aj; stop;
* otherwise, increase j by 1.
We denote the very last resulting array by a:
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3. Split a into two arrays #a and #m as follows. For 1pipcðaÞ;
#ai ¼ ai  1 if ai is unrestricted;
ai  ði þ k þ cðbÞÞ if ai is overlined and %ai  ði þ k þ cðbÞÞX0;
(
#mi ¼
1 if ai is unrestricted;
i þ k þ cðbÞ if ai is overlined and %ai  ði þ k þ cðbÞÞX0:

We delete from a the parts corresponding to the parts of #a and #m:
4. Write the parts of #m in reverse order, and attach the parts before the ﬁrst part of
fbg and the parts of r after the ﬁrst part of fbg keeping the order of the parts of #m
and r: We use m for the resulting array.
5. Take the conjugate of the partition consisting of the remaining parts of a after
deleting the bars. We denote the resulting partition by l:
6. Decrease each part of m by 1. Add each part of m and l to obtain an overpartition
*a:
7. Add the parts of #a as parts to ½b
 to obtain an overpartition *b:
8. Combine *a and *b to form a F-partition.
Case II: ko0: By symmetry we can prove this case as we did with Case I. The only
difference is that we should increase only the ﬁrst ðr þ kÞ parts of fbg by 1. We omit
the proof. &
Example 1. In this example, we show how to obtain two ordinary partitions g; d; two
partitions into distinct parts s; n; and an array r using the bijection, and then show
the reverse algorithm. Let
%6 %5 %4 4 3 2 %0
6 %7 3 %3 %1
 
be a F-partition. We rearrange the top row and bottom row as in Step 1 as
follows:
%6 %5 %4 4 3 2 %0
6 %7 3 %3 %1
 
-
4 3 %6 %5 %4 2 %0
3 6 %7 %3 %1
 
¼ a
b
 
:
Then,
a ¼ ð4 3 %6 %5 %4 2 %0Þ-½a
 ¼ ð4 3 2 2 2 2 0Þ; fag ¼ ð0 0 %4 %3 %2 0 %0Þ:
Increase each part of fag by 1 and denote the resulting array by m: The last two parts
of m form an array r: Rearrange the remaining parts of m in reverse order, and add
each part to the corresponding part of b;
%3 %4 %5 1 1
3 6 %7 %3 %1
 
:
%6 10 12 %4 %2
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Adding 12 to the conjugate of ½a
 as a part, we obtain g: Observe that %6 and 10
form a partition n; and %4; %2 form a partition s: Let e denote the partition with
no parts,
g ¼ ð12 6 6 2 1Þ; d ¼ e; s ¼ ð%4 %2Þ; n ¼ ð10 %6Þ; r ¼ ð1 %1Þ:
m m m
ab a b
In Fig. 2, the dots to the right of the rightmost vertical line form ½a
; the dots above
the diagonal form fag; and the dots below the diagonal form b in the bottom row of
the given F-partition. The overlined parts of fag are marked by  on the dots on the
diagonal.
We apply the reverse algorithm to ðg; d; s; n; rÞ; where g ¼ ð12 6 6 2 1Þ; d ¼ e; s ¼
ð4; 2Þ; n ¼ ð10; 6Þ and r ¼ ð1; %1Þ: Note that k ¼ 2 since r has two parts. To make b;
we follow Step 1 with n and d: Since d ¼ e; b equals n; where fbg ¼ ð%4; %3Þ and
½b
 ¼ ð6; 3Þ: We take s and g; and apply Step 2 to make a: Let að0Þ be g: We insert the
parts of s as follows. Since
s1 þ k þ lðbÞ þ 1 ¼ 4þ 2þ 2þ 1oað0Þ1 ¼ 12;
s1 þ k þ lðbÞ þ 2 ¼ 4þ 2þ 2þ 24að0Þ2 ¼ %6;
insert s1 between a
ð0Þ
1 and a
ð0Þ
2 : Let the resulting partition ð12 4 %6 %6 %2 %1Þ be að1Þ:
Since
s2 þ k þ lðbÞ þ 1 ¼ 2þ 2þ 2þ 1oað1Þ1 ¼ 12;
s2 þ k þ lðbÞ þ 3 ¼ 2þ 2þ 2þ 34að1Þ3 ¼ %6;
insert s2 between a
ð1Þ
2 and a
ð1Þ
3 : Since no parts of s remain, we stop. Let a be
ð12 4 2 %6 %6 %2 %1Þ: By Step 3, we obtain #a ¼ ð%7 %3 %1Þ and #m ¼ ð%5 1 1Þ; a becoming ð%6 %6 %2 %1Þ:
By Step 4, we obtain m ¼ ð1 1 %5 %4 %3 1 %1Þ: By Step 5, we obtain l ¼ ð4 3 2 2 2 2Þ: By
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Step 6, we obtain *a ¼ ð4 3 %6 %5 %4 2 %0Þ: By Step 7, we obtain *b ¼ ð6 %7 3 %3 %1Þ: By
combining *a and *b; we obtain
%6 %5 %4 4 3 2 %0
6 %7 3 %3 %1
 
:
4. q-Gauss summation
Replacing a; b; and c by a1; b1; and cq; respectively, in the left-hand side of (1.3),
we obtain
1þ
XN
n¼1
ða þ 1Þða þ qÞ?ða þ qn1Þðb þ 1Þðb þ qÞ?ðb þ qn1Þ
ðq; qÞnðcq; qÞn
ðcqÞn
¼ ðacq; qÞNðbcq; qÞNðcq; qÞNðabcq; qÞN
ð4:1Þ
which coincides with (2.2) when a ¼ b ¼ c ¼ 1: Thus the left-hand side of (4.1)
is the generating function for the F-partitions counted by %fO;OðnÞ; where the
exponents of a and b are the number of unrestricted parts in the top row and the
number of unrestricted parts in the bottom row, respectively. Therefore, (4.1) is a
reﬁnement of the constant term of Ramanujan’s 1c1 summation (3.1). In this section,
we explain how the bijection established in Section 3 can be applied to q-Gauss
summation.
Let a F-partition counted by %fO;OðnÞ be given by
a1 a2 ? ar
b1 b2 ? br
 
:
Rearranging the parts in the top row and dividing the resulting partition into l and
m; we see that the exponent of c in (4.1) equals ðr þ l1Þ: Since we add bi and mriþ1;
and take the conjugate of l; we obtain exactly ðr þ l1Þ parts in total, which shows
that the statistic tracked by c has been preserved under the bijection.
Example 2. Let
4 %3 3 2 %0
%7 6 %3 3 %1
 
be a F-partition. As we did in Example 1, we rearrange the top and bottom row, and
then divide the top row into ½a
 and fag as follows:
4 %3 3 2 %0
%7 6 %3 3 %1
 
-
4 3 2 %3 %0
3 6 %7 %3 %1
 
¼ a
b
 
;
ð4 3 2 %3 %0Þ-½a
 ¼ ð4 3 2 2 0Þ; fag ¼ ð0 0 0 %1 %0Þ:
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After increasing each part of fag by 1 and rearranging them in reverse order, we add
each part to the corresponding part of b:
%1 %2 1 1 1
3 6 %7 %3 %1
 
:
%4 %8 %8 %4 %2
We obtain the following four partitions:
ð4 4 2 1Þ e ð%8 %4 %2Þ ð%8 %4Þ
m m m m
c abc ac bc
Fig. 3 shows the graphical representation of Example 2.
5. Another proof of Ramanujan’s 1w1 summation
Corteel and Lovejoy [9] have established a combinatorial proof of the special case
of Ramanujan’s 1c1 summation when a ¼ 0: In this section, we generalize their proof
to establish Ramanujan’s 1c1 summation for any a:
Let a F-partition counted by fO;OðnÞ be given by
a1 a2 ? arþk
b1 b2 ? br
 
:
We consider two cases: kX0 and ko0:
Case I: kX0:
1. Rearrange the bottom row in the order that overlined parts follow unrestricted
parts.
2. Shift the overlined parts in the bottom row to the right so that the last part is
under arþk:
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3. Divide the F-partition into two arrays;
* F-partition with all the overlined parts in the bottom row and corresponding
parts in the top row; call it A ¼ c1
d1
?
?
ct
dt
 
:
* F-partition with the remainders; call it B ¼ g1d1
?
?
gu
dv
 
:
4. Apply the following rule to A: We denote the pair of empty partitions ðe; eÞ by
ðað0Þ; bð0ÞÞ and successively build pairs of partitions ðaðiÞ; bðiÞÞ for 1pipt in the
following way. For brevity, we delete the superscripts ðiÞ;
* if ctiþ1 is overlined, then add dtiþ1 as a part to the conjugate of a; take the
conjugate of the resulting partition, and add ðctiþ1 þ 1Þ as a part to the
partition,
* if ctiþ1 is unrestricted, then add ctiþ1 as a part to a and add ðdtiþ1 þ 1Þ as a
part to b:
Let the very last pair of partitions ðaðtÞ; bðtÞÞ be ða; bÞ: Note that b is a partition
into distinct parts the number of which is counted by a; since the ci’s are
unrestricted and the di’s are overlined, and a is a partition into parts less than or
equal to the smallest part gu in the top row of B; since the ci’s are less than gu if
overlined.
5. Rearrange the parts in the top row of B in overlined order. We denote the
resulting overpartition by s: Let m be the array obtained by increasing each part of
fsg by 1.
6. Produce a partition n into distinct parts and an ordinary partition p as follows: for
1pipv;
* put di þ mi as a part of n if mi is overlined,
* put di þ mi as a part of p if mi is unrestricted.
Note that the overlined parts of m are distinct and in decreasing order.
Thus, n is a partition into distinct parts the number of which is counted
by b: The parts of n are greater than ðu  vÞ; which equals k since mv is
ðu  v þ 1Þ if it is overlined. We denote the partition consisting of the remaining
parts of n by r: Note that r is a k-tuple of 1’s and overlined integers less than or
equal to k:
7. Add the parts of ½s
 to the partition a obtained in Step 4. Note that the parts of ½s

are greater than or equal to the parts of a:
8. We obtain a quintuple ða; b; n; p; rÞ; where a and p are ordinary partitions, b; n are
two partitions into distinct parts, and r is an array of 1’s or overlined parts less
than or equal to k:
The process applied to A is the process established by Corteel and Lovejoy [9],
and the process applied to B is a special case of the bijection discussed in Section 3.
Thus the process above is reversible.
Case II: ko0: By symmetry we can proceed in this case as we did with Case I.
Because the proof is similar to the previous proof, we omit it.
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Example 3. Let
%7 6 5 5 %4 4 %3 3 %1
6 %5 5 %4 4 3 %1
 
be an F-partition. Rearrange the parts of the bottom row such that the overlined
parts follow the unrestricted parts, and divide into two arrays A and B:
%7 6 5 5 %4 4 %3 3 %1
6 %5 5 %4 4 3 %1
 
-B ¼
%7 6 5 5 %4 4
6 5 4 3
 
;
A ¼
%3 3 %1
%5 %4 %1
 
:
We build two partitions a and b by inserting each column of A:
%3 3 %1
%5 %4 %1
 
e e
%3 3
%5 %4
 
J
 e
%3
%5
   
J

ð%5Þ
e
J  
  
 J
 


ð%5Þ
a b
We divide the top row of B into l and m: Take the last two parts of m for r and
rearrange the remaining parts of m in reverse order:
ð%7 6 5 5 %4 4Þ-m ¼ ð1 1 1 %3 1 %1Þ; l ¼ ð5 4 4 4 3 3Þ;
1 1 1 %3
6 5 4 3
 
; r ¼ ð1 %1Þ:
7 6 5 %6
Fig. 4 shows the graphical representation of Example 3, where the dots to the right of
the vertical dotted line and below the horizontal dotted line represent a; the dots to
the right of the vertical line and above the horizontal line represent l; the dots to the
left of the vertical line and above the horizontal line represent the parts of m from the
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right to left, and the dots to the left of the vertical line and below the horizontal line
represent the unrestricted parts of the F-partition. The rows to the right of the
vertical dotted line form the partition ð5 4 4 4 4 3 3 3 2 2 1 1Þ; and the columns to the
left of the vertical dotted line form the ordinary partition ð7 6 5Þ; two partitions into
distinct parts ð5Þ; ð6Þ; and the overpartition ð%1 1Þ:
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