Introduction
China's growing role in the world economy has prompted international observers and researchers to develop leading and coincident indicators for analyzing the current dynamics and prospects of the Asian powerhouse. The OECD, for example, has published a leading indicator for China since 2006. In May 2010, the US Conference Board released both a coincident and a leading indicator for China, providing backdata until 1986. Indeed, assessment of China's growth has become so critical that the simple announcement by the Conference Board in July 2010 that it was revising its April 2010 calculation for its leading indicator was enough to put international financial markets on edge.
At the same time, research has been conducted pointing to plausible limitations with Chinese data. This arises despite the fact that many of the concerns expressed are relevant for many emerging economies, and the National Bureau of Statistics (NBS) in China is aware of shortcomings with the data. Zheng This paper combines the interest in building coincident indicators to evaluate China's growth with an examination of how well they match the data on GDP.
We use factor analysis to summarize information from various macroeconomic indicators, effectively producing a subset of coincident indicators for the Chinese economy. We compare the dynamics of the estimated factors with GDP, and compare our factors with other published indicators for the Chinese economy.
The results suggest that our indicator data, summarized by principal components, closely match the GDP dynamics and that the discrepancies between GDP data and components are small. Moreover, the dynamics of our indicator are extremely close to those published by the US Conference Board and China's NBS (especially since 2001). The periods of discrepancies between GDP data and the coincident indicators seem to correspond to shocks affecting the growth process, as neither autoregressive models for GDP itself nor various coincident indicators are able to forecast GDP growth at these periods satisfactorily.
The contribution of the study is that our paper brings previously suggested 2 evaluated. The benefit of our approach is that the relative importance of the different factors can be examined and the factors can be given an economic interpretation, advancing the understanding of the drivers of growth in China.
The outline of the paper is as follows. Section 2 presents the methodology of the study, and includes a discussion about the relevant data issues. This is followed by Section 3 presenting the estimation results. Section 4 closes the paper.
Methodology
We compare various indicators of growth with the officially reported GDP data.
Using static factor analysis, we combine information from numerous production indicators by a principal components approach, and regress the reported GDP growth figures on the estimated factors. 4 The estimated factors provide a proxy for the dynamics of growth, which could be treated as a type of latent variable (see e.g. Aigner et al., 1984) . By analyzing the fit of the model across time,
we can detect periods when the reported growth figures are at odds with our indicators.
Since a complete coverage of economic production is hard to achieve even in advanced economies, the OECD (2002) attempted to provide a standard on measurement for the non-observed economy (NOE). 5 The principles for measur- observations grow large, the forecasts are asymptotically efficient and consistent. 5 According to the OECD, non-observed activities are those missing from the basic data used to compile the national accounts because they are underground, illegal, informal, household production for own final use, or due to deficiencies in the basic data collection system. 6 The Chicago Fed National Activity Index is the first principal component comprising 85
variables representing four categories of the US data: i) production and income; ii) employ-Given the data at hand, our approach is best described as a mixture of the production approach and income-based methods, although some demand-side data are used as control variables (OECD Handbook, Ch. 5). The production approach attempts to measure the industry-specific production from agriculture, construction, trade etc. using indicators such as fertilizers, cement and import statistics. Income-based methods use information on household income such as disposable income or net income. The exact variables used to estimate the static factor are specified in Appendix (A). There are 83 variables in total. 7 In selecting the exact variables to be included in the factor model, we benefit from the analysis by Rawski (2001) , who highlighted numerous inconsistencies between standard data during the slowdown of 1997-2000. We bring several of these suggested inconsistencies into a statistical test. We include indicators of energy production, noting Rawski's observation that while reported real GDP grew by close to 25% during 1997-2000, energy consumption dropped by almost 13%. 8 Similarly, the inclusion of the production figures of numerous industrial products is justified by the persistently large share of industry in China's GDP (roughly 50%) and the fact that the trends in production of these goods are sometimes at odds with aggregate industrial production figures. Among the industrial products, we include steel and cement. Again, Rawski makes the claim that the high reported growth in investment during 1997/1998 is inconsistent with the weaker growth in steel consumption and cement output.
In order to capture demand-side pressures, we include consumer price inflation, imports from Asia, and cargo at ports. 9 Income developments are taken into account by including the growth of disposable income per capita in the urban areas, together with the cash income per capita of rural households. Rawski ment, unemployment and hours; iii) personal consumption and housing; and iv) sales orders and inventories. It seems to track the US business cycle surprisingly closely. 7 The results by Bai and Ng (2002) suggest that the number of variables to construct the factor need not be extremely large for the principal components approach to yield precise estimates. Thus, the number of indicator variables in our analysis could be even smaller.
However, we include all the available variables that could give reasonable information about the growth dynamics. 8 The reason for using energy production, instead of consumption, is data availability. 9 Imports from Asia and cargo handled at ports are included in the OECD Composite Leading Indicator for China. Our empirical analysis suggests that these data provide meaningful information to evaluate the coincident dynamics in China as well.
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(2001) suggests that aggregate retail sales figures are at odds with household income figures as higher retail sales imply an increasing propensity to consume.
In fact, the savings rate of Chinese households has been increasing over time.
Income developments are also partly reflected in the measures of service (transportation) sector we employ such as the overall number of tourists and passengers on highways, waterways, railways, and in aviation. We also include profits of industrial enterprises as an indicator of overall profitability of the economy. Ideally, the PCs have meaningful interpretations, but only in the limits of the accompanying economic theory or the context of a particular application.
To obtain the principal components solution, let us consider the sample correlation matrix  specified in terms of its spectral decomposition. Let  be a ( ×) positive definite matrix with the spectral decomposition  =
 . Assume that the normalized eigenvectors are the columns of another matrix
 0 =  and Λ is a diagonal matrix with  1   2     on the diagonal. We specify the sample correlation matrix  in terms of its eigenvalue-eigenvector
number of common factors, the matrix of estimated factor loadings
As we want to combine information from a relatively large number of indicators into a small number of factors, we are interested in the share of sample variance contributed by the various factors. The proportion of the total sample variance explained by the th factor is b    with (
While there is no consensus over how to choose the PCs for a regression analysis, it is obvious the PCs should retain enough of the variation of the original data. In our case, the question is simplified by our underlying aim to capture the dynamics of GDP. However, since the data are noisy and some indicators are perhaps poorly measured, some PCs with a high variance could, in fact, be poor explanatory variables of the underlying "latent" variable -GDP growth.
Since we do not know a priori which variables are measured well, we include all the original 83 variables in our dataset to compute the principal components.
Therefore, it is plausible that some of the first PCs are not closely related to actual GDP growth as they may capture noise or the underground economy, while some PCs with a low variance may have high explanatory power. 10 After the principal components are determined, estimating a principal component regression is straightforward. A standard regression model is  = + where  represents China's GDP growth rate,  corresponds to the vector of independent explanatory variables,  is the vector of regression coefficients and  represent the i.i.d. errors -deterministic components are omitted for simplicity.
We then use our estimated principal components as the explanatory variables in the  vector.
Empirical evidence
Due to data availability limitations and the significant reforms that China underwent in early 1990s, our estimation sample spans 1997Q1 to 2009Q4. It is necessary to obtain stationary data to apply the principal components analysis. For this purpose, all non-negative series were transformed into logarithms. Year-on-year growth rates of the resulting series were next taken to be consistent with our dependent variable, the reported (year-on-year) GDP growth rate.
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The estimated first principal component, applying the sample correlation matrix, from our data sample explains 22% of total sample variance, while 8%
is explained by the second component. We depict the first principal component in Figure 1 , together with the dependent variable, the y-o-y growth in GDP.
There appears to be a rather strong comovement between the two series. With the ten first principal components we are able to explain just under 70% of the total sample variance, as shown in Table 1 . 12 The official consumer price inflation series is already reported in year-on-year terms. As a starting point for our analysis, we regress the reported GDP growth rate on the ten first principal components, a constant and a linear trend, applying an OLS estimation (Model 1 in Table 2 ). 13 We then sequentially eliminate all 13 Boivin and Ng (2006) find that the importance of the various factors depends on the exact macroeconomic time series to be explained; for some macro variables the estimated factors beyond the first three are quite important.
8 regressors with the lowest -values, at each step re-estimating the model, until all coefficients satisfy the 10% significance threshold. In the resulting Model 2 in Table 2 , only the components 1, 4 and 7 maintain their statistical significance, together with the constant term and a linear trend. What is the composition of these three components in terms of the factor loadings?
The first principal component has high factor loadings on industrial indicators, specifically electricity production and production indicators for individual industrial goods. As the industrial sector corresponds to 50% of China's GDP from the production side, the close relationship between this component and GDP growth depicted in Figure 1 is not surprising. The fourth principal component has significant loadings on passenger numbers, i.e. indicators closely linked to the service sector, while the interpretation of the seventh component is somewhat less clear. However, given that the highest factor loadings are on household incomes, both rural and urban, and on some consumption goods such as garments, ventilators and coke, the latter used in heating and cooking, the seventh component could represent household income and consumption. 14 If the three principal components are interpreted as industrial production, service sector and household consumption/income, respectively, our model suggests these are the drivers of growth in China.
Given the possibility that some of the indicator series may be associated with GDP with a lag, we also consider a model including the first lags of the principal components 1, 4 and 7 in the regression. However, a standard Wald test does not reject a hypothesis that all the first lags can be set jointly to zero (-value 0.70). 15 We therefore continue with Model (2) of Table 2 as the benchmark. The residuals from this regression are depicted in Figure 2 .
16 14 While coke is also used for electricity production, our interpretation here builds on the fact that each PC adds new information to the previous ones and the PCs are orthogonal.
Since electricity production ranked high in the first component, the new information present in coke is probably more related to household than industry use. Also inflation, which affects household savings, has a high loading in the seventh component. 15 The fit of the regression could be considerably improved by including a lagged dependent variable. However, this would run counter to the aim of using indicator variables to proxy growth dynamics in the economy. 16 A standard ADF test on the residuals of Model 2 provides strong evidence that the residuals are stationary.
Variable
Coefficient estimate (1) Coefficient estimate (2)
Adj. R-squared 0.556 0.550 Table 2 : Estimation results. HAC (Newey-West) standard errors in parentheses.
Trend not displayed. An obvious check to evaluate the robustness of the above findings is to regress the announced GDP growth rates on another set of indicators. The
Conference Board in 2010 started to publish both a coincident and leading indicator for China, providing backdata all the way to 1988. 18 The Coincident Economic Index is comprised of value added of industrial production, retail sales of consumer goods, electricity production, volume of passenger traffic and manufacturing employment. Similarly, the NBS reports a coincident index among its three macro-economic climate indices, providing data back to 1991. The coincident index is reported to "reflect the basic trend in the economy," and it is calculated using the following four data: industrial production, employment, investment, consumption and foreign trade, and social income, the latter including government tax revenue, enterprise profits and the income of residents (see e.g. NBS, 2010). We regress the announced GDP growth rate on the coincident indicators separately (together with a constant and trend) and compare 17 Holz (2003) notes that there may have been substantial revisions to the NBS's energy data in 1997/1998. A re-estimation of the model starting from 1998 does not bring about statistically significant changes in the estimated parameters, however. 18 When the Conference Board's coincident indicator was first published, the Economist (2010) noted that since China's economic present is almost as unclear as its future, the coincident indicator is of interest. This is, of course, the rationale for our factor analysis.
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the residuals from these regressions with those using the estimated factor (our benchmark model). The residuals from these regressions are shown in Figure 3 (with the coefficient estimates reported in Appendix B).
-3 over time. 20 We have also constructed a vector autoregressive model, specified with four lags, with the variables included in Model (2) of Table 2 . Analyzing the variance decomposition from this system, the importance of shocks to 1
in driving GDP growth is consistently higher than those of 4 or 7, despite different tested variable orderings. This provides some further evidence about the importance of the first principal component. 21 We next look deeper into the observed residuals for the entire sample. We take two time periods of large discrepancies, one with a negative (at 2001Q4) and one with a positive sign (2007Q1), and do a simple forecasting exercise around those time periods. 22 In particular, we wish to evaluate whether it is possible to obtain accurate forecasts around the time of the outliers by using (contemporaneous) values of the coincident indicators, or whether a simple autoregressive process for GDP growth would be more useful. The structure of the estimated models is shown in Table 3 , and the forecasts from the models are shown in Table 3 : Models used for forecasting production has only gradually led to an increase in household incomes and supported private consumption and the demand for services in the economy. These results are available from the authors upon request. 21 These results are available from the authors upon request. 22 Our approach here is related to "nowcasting," where monthly data releases are used to produce current-quarter forecasts of GDP growth (see e.g. Giannone et al., 2008) .
We estimate the models to 2001Q3 and 2006Q4, and evaluate the one-step ahead forecasts at these time periods, when there was a jump in the residual series for all of the three models (Benchmark factor model, Conference Board, and the NBS model). Not surprisingly, neither the benchmark factor models nor the coincident indices do a good job in forecasting at the times of outliers.
More surprising perhaps is that the AR(1) model using only lagged GDP growth and the deterministic terms does not forecast well either. 23 This suggests that there could be a structural break in the process around that time, possibly due to an external shock hitting the economy.
We also look at the forecasts by international experts at these time points, 25 23 There is a difference between the two forecasting periods in that while the actual observation is inside the 95% confidence intervals for all models in 2001Q4, it is outside the confidence intervals for all models in 2007Q1. We have also tested for higher order AR processes, but lags above the first one were not statistically significant. This finding is in line with Galbraith (2003). 24 Pons (2000) analyzes the accuracy of IMF and OECD forecasts for the G7 countries. He does not find evidence of consistent over-or under-estimation in the forecasts. 25 The 
Conclusion
The increased economic importance of China has prompted international ob- We find that the dynamics of the GDP data match the estimated factors relatively well, and there are only very short periods (mostly individual quarters) with discrepancies between the series. Perhaps unsurprisingly, these discrepancies appear at turning points of business cycles, or times of international crises.
Interestingly, the dynamics of the Conference Board's and the NBS coincident series are very similar to our estimated factors. Moreover, it is not possible to obtain reliable forecasts at the times of the discrepancies even with AR forecasts of the GDP growth rate itself, and there have been forecast revisions by international observers at these times as well. This suggests that the discrepancies occur at times of possible structural breaks in the series, and subsequent data revisions imply that there may have been data collection problems at these time periods. Nevertheless, we emphasize that during a major part of the sample the 17 GDP dynamics match well those of the coincident indicators.
One avenue of future research could be an evaluation of the various leading indicators for China and how well they forecast the future path of GDP. Such analyses would be especially relevant in ascertaining possible turning points in business cycles and would have important implications for economic policymaking.
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