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1  JOHDANTO  
Tänä päivänä jokaisen yrityksen tulee pyrkiä minimoimaan aika, jonka heidän IT-palvelunsa 
ovat alhaalla. Verkossa liikkuvan rahan määrä on kasvanut hurjasti viime vuosina ja jokainen 
sekunti, jonka palvelut ovat alhaalla maksaa yritykselle rahaa ja ehkä jopa asiakkaita. Tämän 
lisäksi IT-ympäristöt ovat yleensä niin isoja ettei niitä ole mahdollista tai ainakaan järkevää 
saatika tehokasta valvoa manuaalisesti. 
Monet ongelmat varoittavat itsestään oireilla, jotka ovat joskus vaikeita huomata ilman hyvää 
valvontajärjestelmää. Näistä ongelmista voi tulla katastrofaalisia ellei niitä pystytä 
tunnistamaan ennen laitteiston täydellistä pettämistä, joka aiheuttaa palveluiden kaatumista ja 
sitä kautta rahan ja asiakkaiden menetyksiä. Tänä päivänä valvontaan tarkoitettavia 
sovelluksia on tarjolla lukemattomia, mikä itsessään puhuu IT-ympäristön valvonnan 
tarpeellisuudesta. 
Tässä opinnäytetyössä pystytän valvontajärjestelmän Kajaanin ammattikorkeakoulun 
tietojärjestelmälaboratorioon käyttämällä vain avoimen lähdekoodin ratkaisuja. Tälläinen 
valvontajärjestelmä on mahdollinen ja järkevä ratkaisu myös pienempiin ympäristöihin, sillä 
alkuinvestointien määrä on vähäinen, mutta toimii myös isommissa ympäristöissä 
skaalautuvuutensa ansiosta. 
Tietojärjestelmälaboratorion ympäristö koostuu konesalista, luokkatilan fyysisistä 
työasemista sekä VMwaren virtualisointiympäristöstä. Konesalista löytyvät fyysiset 
palvelimet, joiden päälle virtualisointiympäristö on pystytetty. Opiskelijat käyttävät 
opinnoissaan paljon virtuaalikoneita, jotka poistetaan kurssien jälkeen eli koneiden 
vaihtuvuus on suurta. Myös suuri osa tietojärjestelmälaboratorion lokaaleista ja internetiin 
jaettavista palveluista, kuten Active Directory ja KajakDC-webpalvelin, toimivat 
virtuaalikoneiden päällä. Zabbix-järjestelmä on rakennettu virtuaalikoneilla opetusklusteriin, 
jossa sillä valvotaan ”pysyviä” palvelimia eli tietojärjestelmälaboratorion toiminnan kannalta 
olennaisia osia. Opiskelijoiden tekemiä testauskoneita ei kannata valvoa, sillä ne ovat 
valtaosan ajasta väliaikaisia ja niistä huolehtii virtuaalikoneiden tekijä henkilökohtaisesti. 
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2   IT-YMPÄRISTÖN VALVONTA 
Ympäristön valvonnalla tarkoitetaan järjestelmää, joka kerää ja prosessoi tietoa verkossa 
olevista laitteista. Tärkeänä osana toimivaa valvontajärjestelmää on myös varoitusjärjestelmä, 
joka lähettää esimerkiksi tekstiviestin tai sähköpostiviestin ylläpitäjille jos jossakin verkon 
laitteessa havaitaan ongelma. 
Ympäristön valvonta tuo mukanaan mm. seuraavia hyötyjä: (TechAttitude 2011) 
 Alentaa ylläpitokuluja 
 Lisää tietoturvaa 
 Nopeuttaa ongelmien paikallistamista ja korjaamista 
 Lisää tuottavuutta 
 Lisää palveluiden käytettävyysaikaa 
 Parantaa verkon ja laitteiden suorituskykyä 
 Yksinkertaistaa ympäristön hallintaa 
 Helpottaa IT-ympäristöön tehtävien sijoitusten suunnittelua. 
Laitteista kerätään tietoa, jota pystytään hyödyntämään laitteen kunnon ja huoltotarpeiden 
arvioinnissa. Kerätty tieto voi sisältää esimerkiksi prosessorin käyttöasteen, vapaana olevan 
levytilan tai vaikkapa laitteen käyttämän verkkoliikenteen määrän. Pelkkä tiedon kerääminen 
ei tuo suoraan suuria hyötyjä, sillä isoista ympäristöistä tulee niin paljon tietoa ettei niitä 
pysty kukaan manuaalisesti tarkkailemaan. Tämän vuoksi valvontajärjestelmissä käytetään 
automatiikkaa, joka prosessoi tiedon ja ilmoittaa ylläpitäjille vain tärkeät tiedot, jotka vaativat 
välitöntä huomiota tai toimenpiteitä. Tällä saavutetaan suuri ajallinen hyöty, joka vapauttaa 
ylläpitäjät tekemään muita vaikeammin automatisoitavia tehtäviä, kuten järjestelmien ja 
investointien suunnittelu. 
Valvontajärjestelmiä harkittaessa hankaluuksia tulee monesti, kun järjestelmän hyötyjä 
yritetään perustella taloudellisesta näkökulmasta yrityksen yläportaalle. Perusteina voidaan 
käyttää yleisiä mittareita, joita käytetään mm. IT-osaston toiminnan mittaukseen: MTTR ja 
MTBF. MTTR tarkoittaa keskimääräistä aikaa, joka ylläpitäjiltä kuluu ongelmien 
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korjaamiseen, kun taas MTBF tarkoittaa keskimääräistä aikaa laitteen vikaantumiseen sen 
edellisestä korjauksesta. (EMA 2014) 
MTTR-mittarin kannalta valvontajärjestelmät tarjoaa suuria hyötyä, sillä IT-ympäristön 
kokonaiskuvan perusteella ongelmien paikallistaminen ja niiden syy voidaan selvittää 
nopeammin, sillä tarjolla on samanaikaisesti tiedot useista toisiinsa liittyvistä järjestelmistä. 
Vika ei välttämättä aina ole siinä järjestelmässä, jossa oireet ilmenevät vaan se voi löytyä 
myös oireilevaan järjestelmään yhteydessä olevista osista. Mitä pienemmäksi MTTR saadaan 
laskettua sitä vähemmän aikaa järjestelmät ovat alhaalla tai ne eivät toimi optimaalisesti. 
Tästä seuraa suoraan rahallista hyötyä, sillä nykyajan verkostoituneessa maailmassa 
palveluiden alhaalla oleminen maksaa yritykselle rahaa. MTTR-mittaria voidaan käyttää 
keskitetyn valvontaratkaisun käyttöönottamisen jälkeen todisteena sen tuomasta rahallisesta 
hyödystä. (EMA 2014) 
MTBF-mittariin valvontajärjestelmät vaikuttavat siten, että mahdolliset laiteviat pystytään 
tunnistamaan niiden ensimmäisistä varoittavista oireista ennen kuin ne vaikuttavat asiakkaille 
näkyvien palveluiden toimintaan ratkaisevasti. Tällä ennakoivalla toiminnalla pystytään 
nostamaan keskimääräistä aikaa laitteiden vikaantumisen välillä ja siten lisäämään aikaa, jonka 
asiakkaille näkyvät palvelut ovat ylhäällä ja käytettävissä. (EMA 2014) 
Mittareiden taloudellinen arvo tulee määrittää yrityskohtaisesti, sillä niiden arvoon vaikuttaa 
suuresti yrityksen tarjoamien palveluiden luonne. Esimerkiksi yritys, jonka toiminta perustuu 
kokonaan verkkokauppaan ja nopeaan toimitukseen kärsii suuresti jos yrityksen 
verkkokaupan palvelimet ovat alhaalla ja tämä tulee korjata hyvin nopeasti. Toisaalta yritys, 
jonka tuotteet ovat vaikka tilaustöinä tehtäviä eli vievät paljon aikaa, ei välttämättä kärsi niin 
paljon vaikka sen tilausjärjestelmä olisikin alhaalla silloin tällöin. (EMA 2014) 
2.1  Valvontajärjestelmiä 
Zabbixin lisäksi valvontaan tarkoitettuja ohjelmistoja löytyy markkinoilta suunnattomia 
määriä. Osa niistä on tarkoitettu jonkin ympäristön osan valvontaan ja osa taas on 
kokonaisvaltaisia ratkaisuja, joiden tarkoitus on tarjota keskitetty valvontajärjestelmä, jolla 
pystytään tarkkailemaan monia eri ympäristön osia kuten fyysisiä laitteita ja virtualisoituja 
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ympäristöjä samanaikaisesti. Tässä osiossa esittelen lyhyesti muutamia valvontaratkaisuja, 
joihin törmäsin useasti etsiessäni tietoa Zabbixista ja IT-valvonnasta yleisesti. 
Nagios 
Nagios Core on avoimen lähdekoodin valvontaratkaisu (GNU GPL V2), joka tuntuu olevan 
yksi laajimmin käytössä olevista valvontaohjelmistoista. Alunperin ohjelmisto oli nimeltään 
NetSaint ja sen on luonut Ethan Galstad vuonna 1999. Ohjelmistosta on tarjolla myös 
kaupallinen versio Nagios XI, joka tarvitsee maksullisen lisenssin jokaista Nagios-palvelinta 
kohti. (Wikipedia 2014c)  
Valvontaohjelmisto voidaan asentaa minkä tahansa Linux distribuution päälle, joka käyttää 
vähintään kernel-versiota 2.4. Virallisessa dokumentoinnissa on lueteltu RHEL, SLES, 
Ubuntu, Fedora, Debian ja CentOS. Tämän lisäksi tuki löytyy Solaris 9+ sekä FreeBSD 
6.4+. (Wikipedia 2014c) 
Nagios nojaa vahvasti lisäosiin perustuvaan arkkitehtuuriin kuten kuvasta 1 käy ilmi. 
Ohjelmistosta räätälöidään lisäosien avulla omaan ympäristöön mahdollisimman hyvin 
sopiva kokonaisuus. Valmiiden lisäosien lisäksi käyttäjät voivat luoda omaan ympäristöön 
täydellisesti sopivia palikoita käyttämällä tuntemiansa ohjelmointikieliä kuten shell skriptejä, 
C++, Perl, Ruby, Python, PHP tai C#. Ohjelmistoon on tarjolla myös laajan yhteisön luoma 
lisäosaportaali, josta on helppo ladata lisäosia omaan käyttöön. (Wikipedia 2014c) 
 
Kuva 1. Nagios arkkitehtuuri ja lisäosiin perustuva toimintaperiaate. (Wikipedia 2014c) 
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Kaupallinen ja ilmainen versio pystyvät molemmat valvomaan samoja laitteita, mutta muilla 
osa-alueilla Nagios Core laahaa perässä. Nimensä mukaisesti Core sisältää perustoiminnot 
kaikilta osa-alueilta ja Nagios XI:hin on lisätty paljon lisäominaisuuksia, joilla on oikeutettu 
ohjelmistolle annettua hintalappua. 
Kuvassa 2 on näkyvissä Google Trends –palvelun kautta luotu kaavio, missä näkyy Zabbixin 
(sininen) ja Nagiosin (punainen) hakumäärät vuodesta 2010 vuoteen 2014 koko maailmassa. 
2010 alussa Nagios-hakusanalla haettiin Googlesta tietoa 4,6-kertaisesti Zabbixiin verrattuna. 
Tänä päivänä Nagios-hakusanalla haetaan tietoa 1,8-kertaisesti Zabbixiin verrattuna.  
 
Kuva 2. Google-hakujen määrä hakusanoilla Zabbix (sininen) ja Nagios (punainen) vuodesta 
2010 vuoteen 2014 aluerajauksena koko maailma. (Google Trends 2014) 
OpenNMS 
OpenNMS on avoimen lähdekoodin valvontaohjelmisto, jonka kehityksen aloittivat Steve 
Giles, Brian Weaver ja Luke Rindfuss yrityksessä PlatformWorks vuonna 1999. 
Sourceforgeen projekti lisättiin vuonna 2000. Vuonna 2004 perustettiin ”The Order of the 
Green Polo (OGP) johtamaan OpenNMS projektia. (Wikipedia 2014d) 
OpenNMS on kirjoitettu Java-kielellä ja vaatii tuen Java SDK:lle versiosta 1.6 uudempaan. 
Asennuspaketit on tarjolla suurimmalle osalle Linux distribuutioista, Windowsille, 
Solarikselle sekä OS X:lle. Javan lisäksi OpenNMS tarvitsee PostgreSQL-tietokannan. 
(Wikipedia 2014d) 
OpenNMS-ohjelmistosta löytyy mm. nämä ominaisuudet: automaattinen verkon ja laitteiden 
tunnistus, IPv6 tuki, suorituskykytietojen hakeminen useilla protokollilla (SNMP, JMX WMI, 
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HTTP, JDBC, ym.), palveluiden saatavuuden ja vasteajan valvonta, hälytysjärjestelmä (email, 
IRC, Twitter, ym.), raportointityökalut, Help Desk –tikettisysteemi sekä graafinen web-
käyttöliittymä. (Wikipedia 2014d) 
Selkein ero Zabbixin ja OpenNMS:n välillä on se, että OpenNMS on pääasiassa SNMP-
hallintaohjelmisto, kun Zabbix keskittyy laajempaan kirjoon vaikka siitä tuki SNMP:lle 
löytyykin osana kokonaisuutta. OpenNMS on siis suppeampi ohjelmisto, mutta toimii hyvin 
omissa spefiseissä käyttökohteissaan. Kuvassa 3 on esitetty Google Trends –palvelun kautta 
luotu kaavio, missä näkyy Zabbix- (sininen) ja OpenNMS- (punainen) hakusanoilla tehdyt 
Google-haut vuodesta 2010 vuoteen 2014. Aluerajauksena kaaviolle on annettu koko 
maailma.  
 
Kuva 3. Google-hakujen määrä hakusanoilla Zabbix (sininen) ja OpenNMS (punainen) 
vuodesta 2010 vuoteen 2014 aluerajauksena koko maailma. (Google Trends 2014b) 
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3   ZABBIX 
Zabbix on avoimen lähdekoodin hajautettu valvontaohjelmisto, jota jaetaan GPL-lisenssillä. 
Sen on luonut Alexei Vladishev ja tällä hetkellä ohjelmiston kehitystä johtaa yksityinen yritys 
nimeltä Zabbix SIA. Zabbix pystyy valvomaan useita verkon parametreja sekä verkossa 
olevien palvelimien kuntoa. Tietoa valvottavista laitteista kerää zabbix-palvelin, mahdollinen 
zabbix-välityspalvelin sekä laitteille asennettavat agentit. (Zabbix documentation  2012a) 
3.1  Ominaisuudet 
Zabbix-ohjelmistoratkaisuun on kasattu suuri määrä erilaisia verkkojen ja laitteiden 
valvontaan sekä raportointiin tarvittavia ominaisuuksia. 
Tiedonkeruu 
Tiedonkeruu suoritetaan Zabbix-palvelimen ja/tai välityspalvelimen sekä agenttien tekemillä 
kyselyillä. Valmiilla kyselyillä voidaan tarkistaa laitteiden käytettävyys sekä suorityskyky ja 
tämän lisäksi käyttäjä voi luoda omia räätälöityjä kyselyitä. Tiedonkeruun pystyy myös 
ajastamaan, jolloin järjestelmä kerää halutut tiedot laitteilta määrätyin väliajoin. (Zabbix 
documentation  2012b) 
Konfiguroitava hälytysjärjestelmä 
Laitteille pystytään luomaan rajapinnat, joita verrataan tietokannasta löytyviin arvoihin. 
Mikäli arvot eivät pysy rajojen sisällä, voidaan ongelmasta ilmoittaa automaattisesti 
ylläpitäjälle esimerkiksi sähköpostin välityksellä. Ilmoituksista voidaan tehdä sisältöarvoltaan 
hyödyllisempiä käyttämällä muuttujia, joihin tallennetaan ongelman ratkomiseen tarvittavia 
tietoja. Ongelmiin pystytään luomaan automaattisia ratkaisuja esimerkiksi suorittamalla 
tiettyjä etäkomentoja riippuen hälytyksen sisällöstä. (Zabbix documentation  2012b) 
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Raportointi 
Raportointiominaisuuksilla pystytään luomaan reaaliaikaisia kaavioita valvotuista resursseista. 
Esityksiin voidaan luoda erilaisia raportteja, verkkokarttoja, räätälöityä kaavioita halutuista 
objekteista sekä kasata haluamiaan tietoja samaan dashboard-näkymään. (Zabbix 
documentation  2012b) 
Muita mainitsemisen arvoisia ominaisuuksia ovat web-palvelimen avulla toteutettu graafinen 
käyttöliittymä, automaattinen verkossa olevan laitteiston etsintä ja tunnistaminen sekä 
agenttien automaattinen rekisteröinti. Tämän lisäksi ohjelmistosta löytyy API, jonka avulla 
pystytään tekemään massiivisiakin ohjelmiston muokkauksia sekä integroimaan kolmannen 
osapuolen ohjelmia Zabbixiin. (Zabbix documentation  2012b) 
3.2  Teknologiat 
Tietoa voidaan kerätä agentin lisäksi käyttämällä seuraavia teknologioita:  SNMP (trap & 
poll), IPMI, JMX sekä VMware monitorointi. Varsinainen Zabbix-agentti vaatii valvottavalta 
laitteelta, että sillä on asennettuna jokin tuetuista käyttöjärjestelmistä ja laite on päällä. Ehdot 
eivät kuitenkaa aina toteudu, jolloin laitetta voidaan valvoa käyttämällä muita Zabbixin 
tukemia tiedonkeruuteknologioita. (Zabbix documentation  2012b) 
3.2.1  SNMP 
SNMP-protokolla kuuluu TCP/IP-protokollastackiin ja sitä käytetään ip-verkossa olevien 
laitteiden hallintaan. SNMP-protokollaa tukeviin laitteisiin kuuluvat yleensä reitittimet, 
kytkimet, palvelimet, työasemat, tulostimet ja modeemiräkit. SNMP:llä pystytään valvomaan 
verkon suorituskykyä, verkon käyttöastetta, tunnistaa verkkolaitteissa olevia ongelmia sekä 
konfiguroimaan joitain verkkolaitteiden asetuksia etänä. (Wikipedia  2014a) 
SNMP-valvonta koostuu kolmesta komponentista: NMS, agentti ja valvottava laite. NMS, 
Network Management Station, on järjestelmä, joka vastaanottaa ja prosessoi valvottavilta 
laitteilta lähetettyä tietoa. Agentti on valvottavalla laitteella oleva ohjelmisto, joka tallentaa 
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tarjolla olevaa tietoa muuttujiin ja lähettää sen SNMP-protokollalla managerille. (Wikipedia  
2014a) 
SNMP käyttää saatavilla olevien tietojen tunnistamiseen virtuaalista tietokantaa nimeltä 
Management Information Base, jota jokainen ip-verkossa oleva laite pitää yllä omasta 
järjestelmästään. Kun manageri pyytää jotain tietoa, agentti hakee tietoa järjestelmän MIB:stä 
ja palauttaa sen mikäli vastaava muuttuja löytyy tietokannasta. (Microsoft Developer 
Network 2008) 
  
Kuva 4. Esimerkki SNMP:llä valvotusta verkosta. Laitteet voivat olla tulostimia, työasemia, 
palvelimia, verkkolaitteita kuten kytkimiä tai vaikkapa reitittimiä. (Lantech Learning Center 
2014) 
Zabbixissa SNMP:llä toteutettava valvonta toimii käytännössä niin, että hostin luomisen 
yhteydessä lisätään hostille SNMP-rajapinnaksi laitteen IP-osoite. Tämän jälkeen käytetään 
esimerkiksi net-snmp –työkalua ja haetaan lista SNMP-merkkijonoista ja valitaan sieltä 
merkkijono, joka vastaa sitä objektia, josta tietoa halutaan hakea. Tämän jälkeen luodaan 
graafisen käyttöliittymän kautta hostille uusi Item. Itemin tyypiksi vaihdetaan ”SNMPv* 
agent” ja communityksi laitetaan ”public”, joka on yleisin vaihtoehto. Lisäksi laitetaan 
SNMP OID –kenttään joko objektin SNMP-merkkijono tai OID-numero. SNMP-portiksi 
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tulee 161 ja avaimella määritellään mitä tietoa valitusta objektista haetaan. Esimerkiksi 
reitittimen käytettävyysaikaa haettaessa voisi OID olla ”MIB::sysUpTime.0” ja avain 
”router.uptime”. OID ja SNMP-merkkijono vaihtelevat laitteesta riippuen ja saadaan selville 
käyttämällä vaikka net-snmp –työkalun snmpwalk-komentoa. (Zabbix documentation 
2014d) 
3.2.2  IPMI 
Intelligent Platform Management Interfacen kehitystä johti Intel ja tällä hetkellä tuki sille 
löytyy yli 200 tietokonevalmistajan laitteistosta. Tunnetuimpia IPMI:n tukijoita ovat Cisco, 
Dell, Hewlett-Packard ja Intel. IPMI–teknologian kautta laitteita pystyy hallitsemaan ja 
valvomaan vaikka laite olisi sammuksissa tai muuten jumissa. IPMI ottaa verkkoyhteyden 
suoraan laitteistoon ja ohittaa näin käyttöjärjestelmän. IPMI:n vahvuus on siinä, että sen 
tarjoamat toiminnot pystytään suorittamaan tilanteissa, joissa sovelluspohjainen järjestelmä ei 
toimi, kuten ennen käyttöjärjestelmän käynnistymistä, järjestelmän ollessa sammutettuna tai 
järjestelmän kaatuessa. (Wikipedia  2014b) 
IPMI:llä saa laitteistosta haettua komponenttien lämpötiloja ja jännitteitä, tuulettimien sekä 
virtalähteiden tietoja tai vaikkapa inventaarion laitteistosta. IPMI:n avulla voi myös 
sammuttaa, käynnistää tai uudelleenkäynnistää sitä tukevia järjestelmiä etäkomennoilla. 
(Wikipedia  2014b) 
IPMI:n komponentit lisätään rakennusvaiheessa suoraan tietokonejärjestelmien laitteistoon, 
jonka takia järjestelmiä on mahdollista hallita ilman sovellusten apua. IPMI-systeemi 
rakentuu BMC:n eli Baseboard Management –ohjaimen ympärille, jonka lisäksi systeemistä 
löytyy satelliittiohjaimiksi kutsuttuja hallintaohjaimia, jotka sijaitsevat eri 
järjestelmämoduuleissa. Tieto kerätään laitteistoon rakennetuilla sensoreilla. Kuvassa 5 on 
esitetty BMC:n rajapinnat hallittavan tietokonejärjestelmän eri komponentteihin. (Wikipedia 
2014b) 
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Kuva 5. IPMI-systeemin ytimen eli BMC:n rajapinnat järjestelmän eri komponentteihin. 
(Wikipedia  2014b) 
IPMI-systeemi on täysin suljettu järjestelmä ja sen sisällöstä tai toiminnasta on hyvin vaikea 
saada tietoa. IPMI:stä on oma versionsa jokaisella sitä tukevalla laitteistovalmistajalla, joka 
vaikeuttaa haavoittuvuuksien tunnistamista. Eniten IPMI:ssä aiheuttaa epäilyksiä se, että 
systeemiä ei voi hallita, ei päivittää eikä sen sisällöstä tai tekemisistä saa tietoa helposti 
yhdistettynä siihen, että se rakennetaan osaksi palvelintason emolevyjä ja sen tarkoitus on 
etäyhteys ja valvonta. (Schneier 2013)  
3.2.3  JMX 
Java Management Extensions on Oraclen kehittämä teknologia, jonka avulla voidaan hallita 
ja valvoa sovelluksia, laitteita sekä palvelusuuntautuneita verkkoja. JMX on ollut osana J2SE-
pakettia jo versiosta 5 asti. (Oracle  2006a) 
JMX käyttää kolmitasoista arkkitehtuuria: (Oracle  2006b) 
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1. Valvottavilta resursseilta haetaan tietoja käyttämällä Java objekteja nimeltä Mbeans 
eli Managed Beans, jotka koostuvat attribuuteista ja operaatioista. 
2. MBean-palvelin, johon Mbean-objektit rekisteröidään ja joka hallitsee rekisteröityjä 
resursseja. 
3. Etäyhteyden mahdollistavat adapterit ja liittimet, joiden kautta hallintasovelluksella 
otetaan yhteys järjestelmään. 
 
Kuva 6. Java management extensions –teknologian käyttämä arkkitehtuuri (Wikipedia  2008) 
Zabbixissa Java-ohjelman valvonta JMX:ää käyttämällä vaatii, että Zabbix-palvelimelle on 
asennettu Java Gateway. Tämän lisäksi täytyy Zabbix-palvelimen konfigurointitiedostoon 
käydä lisäämässä rivit ”JavaGateway=<JavaGatewayIP>” ja ”JavaGatewayPort=10052”. 
Kun Java Gateway on asennettu ja Zabbix-palvelin konfiguroitu, pitää vielä muistaa 
käynnistää valvottava Java-sovellus parametrilla ”-Dcom.sun.management.jmxremote”. Näin 
Java-ohjelmia valvottaessa ei tarvitse asentaa mitään erillisiä sovelluksia valvottavalle 
laitteelle. Kun valvottava ohjelma on käynnistetty tarvittavilla lisäparametreilla, voidaan tehdä 
graafisen käyttöliittymän kautta host ja antaa ”JMX Interfaces”-kohtaan hostin IP-osoite, 
jolla valvottava Java-ohjelma pyörii. Itemeitä tehdessä muistetaan vielä vaihtaa tyypiksi ”JMX 
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agent”. JMX käyttää tietysti myös erilaisia avaimia eli hakuja kuin muut agenttityypit. (Zabbix 
documentation 2012) 
3.2.4  VMware monitorointi  
Zabbixiin saatiin versiossa 2.2.0 tuki VMware-virtualisointiympäristön valvontaan. Tuki 
mahdollistaa automaattisen VMware hypervisorien sekä virtuaalikoneiden tunnistamisen. 
Tunnistuksen yhteydessä Zabbix-palvelimelle lisätään automaattisesti valvontaan tarvittava 
host ennalta määritettyjen host-prototyyppien perusteella. Zabbixin mukana tuleva datasetti 
tarjoaa muutamia valmiita templateja vCenterin ja ESX:n valvontaa varten. Zabbixilla 
pystytään valvomaan vCenter ja Vspheren versioita 4.1 ja siitä uudempia. (Zabbix 
documentation 2014a) 
Virtuaalikoneiden valvonta tapahtuu kahdessa osassa. Ensiksi  kerätään tarvittavat tiedot 
VMware web-palveluista SOAP-protokollan yli käyttämällä Zabbixin vmware collector –
prosesseja. Tämän jälkeen tietoa virtuaalikoneista hakevat pollerit käyttämällä Zabbixin 
mukana tulevia VMware avaimia, jotka ovat käytännössä yksinkertaisia kyselyitä. (Zabbix 
documentation 2014a) 
3.3  Arkkitehtuuri 
Peruskokoonpano koostuu kolmesta osasta: Zabbix-palvelimesta, web-palvelimesta sekä 
tietokantapalvelimesta. Näiden lisäksi voidaan käyttää Zabbix-välityspalvelinta, joka kerää ja 
välittää tietoa Zabbix-palvelimelle. Välityspalvelinta voidaan käyttää siis kuormanjakajana 
isommissa ympäristöissä. Kaikki kolme järjestelmän komponenttia on mahdollista asentaa 
samalle laitteelle tai paloitella eri laitteille kuten kuvassa 7 on tehty. (Zabbix documentation 
2012c) 
Kuvasta 7 näkyy, että Zabbix arkkitehtuurin ydin on Zabbix-palvelin, jonka ympärille kaikki 
muu rakentuu. Kaikki agenttien, välityspalvelimien sekä Zabbix-palvelimen itsensä hakemat 
tiedot kulkevat tämän pääpalvelimen kautta tietokantapalvelimelle, johon ne tallennetaan. 
Web-palvelimelta löytyy graafinen käyttöliittymä, johon haetaan tietoa valvottavista laitteista 
tietokantapalvelimelta. Graafisen käyttöliittymän kautta tehdyt muutokset asetuksiin 
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tallentuvat tietokantaan, josta Zabbix-palvelin tarkistelee niitä noin minuutin välein. (Zabbix 
documentation 2012d) 
 
Kuva 7. Zabbix arkkitehtuuri, jossa web- sekä tietokantapalvelin on eroteltu Zabbix-
palvelimesta omiksi palvelimikseen ja kuormaa on jaettu välityspalvelimen avulla. 
3.3.1  Zabbix-palvelin 
Tämä ohjelma on järjestelmän ydin, jonka ympärille muu ympäristö rakentuu. Palvelimen 
tehtävänä on kerätä tietoa omilla kyselyillään verkossa olevilta palveluilta kuten web- tai 
sähköposti-palvelimilta sekä agenteilta, jotka lähettävät paikallisesti keräämäänsä tietoa 
valvottavista laitteista. Tiedonkeruun lisäksi palvelin lähettää hälytyksiä ylläpitäjille heidän 
asettamien määritysten mukaan. Zabbix-palvelinohjelmisto tukee tällä hetkellä seuraavia 
käyttöjärjestelmiä: Linux, Solaris, AIX, HP-UX, Mac OS X, FreeBSD, OpenBSD, netBSD, 
SCO Open Server ja Tru64/OSF1. (Zabbix documentation 2012c) 
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3.3.2  Zabbix-välityspalvelin 
Välityspalvelinta voidaan käyttää keräämään tietoa valituilta laitteilta Zabbix-palvelimen 
puolesta. Välityspalvelimille määritellään Zabbix-palvelin, jolle nämä lähettävät keräämänsä 
tiedot. Näiden palvelimien yksi käyttötarkoitus on kuorman jakaminen, mikäli ympäristössä 
on suuri määrä valvottavia laitteita. Kuvassa 4 näytetään esimerkki, missä välityspalvelin 
kerää valvottavilta laitteilta tietoa ja lähettää tiedot eteenpäin määritetylle Zabbix-
palvelimelle. Välityspalvelimia voidaan käyttää myös tuomaan esimerkiksi useammat 
toimipisteet keskitetyn valvonnan piiriin erityisesti jos näillä sivutoimipisteillä ei ole 
paikallisia ylläpitäjiä. (Zabbix documentation  2012c) 
Jokainen Zabbix-välityspalvelin tarvitsee oman tietokantansa. Tuettuja tietokantoja ovat tällä 
hetkellä SQLite, MySQL ja PostgreSQL. Tässä työssä käytetty MariaDB-
tietokantajärjestelmä on lähes identtinen MySQL:n kanssa, sillä se on eräs MySQL:n 
kehityshaaroista eli ne perustuvat pitkälti samaan lähdekoodiin. Välityspalvelimet 
konfiguroidaan muokkaamalla zabbix_proxy.conf –tiedostoa. (Zabbix documentation  
2012c) 
3.3.3  Agentti 
Agentti asennetaan kohdelaitteelle, jonka jälkeen se alkaa valvomaan lokaalisti laitteen 
resursseja ja ohjelmia kuten kovalevyjä, muistia ja muuta statistiikkaa. Agentti ei itsessään tee 
mitään toimenpiteitä vaan kerää tietoa ja lähettää sitä määritellylle Zabbix-palvelimelle, joka 
prosessoi tiedon, vertaa sitä määritettyihin raja-arvoihin ja suorittaa toimintoja kuten 
sähköpostihälytys, mikäli se on tarpeen. (Zabbix documentation  2012c) 
Agentit voivat toimia joko passiivisesti tai aktiivisesti. Passiivisessa tilassa agentit keräävät 
tietoa laitteesta, mutta lähettävät tietoa eteenpäin vain saadessaan kyselyn Zabbix-
palvelimelta, joka prosessoi tiedon. Aktiivisessa tilassa agentti hakee Zabbix-palvelimelta 
toimintalistan, ja prosessoi itse keräämänsä tiedot listan mukaisesti ja ilmoittaa palvelimelle 
tärkeät tiedot säännöllisesti. Agentti tukee tällä hetkellä seuraavia käyttöjärjestelmiä: Linux, 
IBM AIX, FreeBSD, NetBSD, OpenBSD, HP-UX, Mac OS X, Solaris: 9, 10, 11 sekä 
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Windows: 2000, Server 2003 ja 2008, XP, Vista ja Windows 7. (Zabbix documentation  
2012c) 
3.4  Asennusprosessi 
Zabbix voidaan asentaa kolmella eri tapaa: lataamalla ja asentamalla jakelupaketin, lataamalla 
lähdekoodin ja kääntämällä sen itse tai lataamalla virtual appliancen eli valmiiksi 
konfiguroidun virtuaalikoneen imagen, johon on asennettu Zabbix 2.2.2. Näitä valmiita 
virtuaalikoneita on tarjolla seuraavissa medioissa: VMware ja Virtualbox (.vmdk), KVM, 
Open virtualization format (.ovf), Live CD/DVD (.iso), Preload ISO, Hard disk image, Xen 
guest ja Microsoft VHD. (Zabbix documentation  2012e) 
Tässä työssä asennan Zabbixin virallisesta repositoriosta ladatulla jakelupaketilla enkä 
käsittele lähdekoodista asentamista tai valmiiksi asennetun virtuaalikoneen käyttämistä 
Zabbix-järjestelmän pystyttämiseen. 
3.4.1  Laitteistovaatimukset 
Zabbixin laitteistovaatimukset ovat vahvasti sidottuja valvottavien kohteiden määrään sekä 
päivitystiheyteen. Zabbixia käytettäessä olisi hyvä olla vähintään 128 MB fyysistä muistia 
sekä 256 MB kovalevytilaa. Zabbix on hyvin skaalautuva järjestelmä, joka ei itsessään tarvitse 
suuria resursseja toimiakseen. Levytilavaatimuksiin voi vaikuttaa lyhentämällä aikaa, jonka 
historiatiedot säilytetään tietokannassa. Prosessorivaatimuksiin voi vaikuttaa käyttämällä 
välityspalvelimia, jotka hoitavat osan kerätyn tiedon prosessoinnista. Taulukossa 1 on 
esimerkkejä, mitenkä laitteistovaatimukset kasvavat valvottavien kohteiden määrän 
kasvaessa. (Zabbix documentation  2012e) 
Taulukko 1. Zabbixin laitteistovaatimusten kasvu suhteessa valvottavaan ympäristöön. 
(Zabbix documentation  2012e) 
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Zabbixin tietokannan levytilavaatimukset ovat suhteellisen staattiset ja ne pystytään 
arvioimaan melko tarkasti jo suunnitteluvaiheessa. Tietokannan kokoon eniten vaikuttavat 
tekijät ovat prosessoitujen arvojen määrä sekunnissa, historian puhdistusasetukset, trendien 
puhdistusasetukset sekä tapahtumien puhdistusasetukset. Taulukossa 2 on esitetty kaavat, 
joilla eri osa-alueiden levytilavaatimukset voidaan laskea. (Zabbix documentation  2012e) 
Taulukko 2. Zabbix-järjestelmän levytilavaatimusten laskemiseen tarvittavat kaavat. (Zabbix 
documentation  2012e)  
 
Esimerkkinä lasketaan tarvittava levytila järjestelmälle, jolla valvomme 300 laitetta 60 
sekunnin välein. Haluamme säilyttää historiatietoja 20 päivää, trendidataa 2 vuotta ja 
tapahtumahistoriaa vuoden. Oletetaan, että käyttämämme tietokanta käyttää kuvassa 6 
annettuja yleisiä kokomääreitä. Oletetaan myös, että Zabbix luo yhden tapahtuman 
sekunnissa, mikä on epätodennäköistä, mutta mahdollista. Tällöin tietokannan koko 
arvioidaan seuraavasti: 
 Historiatiedot = 20*24*3600*5*50 = 432 MB 
 Trendidata = 730*(300/3600)*24*3600*128 = 673 MB 
 Tapahtumahistoria = 365*1*24*3600*130 = 4,1 GB 
 Tietokannan lopullinen koko = 10+432+673+4100 = 5,2 GB 
18 
Zabbix ei käytä koko levytilaa suoraan vaan tietokanta kasvaa pikku hiljaa kohti laskettua 
kokoa ja pysähtyy siihen. Jos asetuksia muutetaan niin tietokannan koko muuttuu hiljalleen 
vastaamaan uusia asetuksia ja pysähtyy lopulta siihen. (Zabbix documentation  2012e) 
3.4.2  Asentaminen jakelupaketista 
Zabbix asennus-paketti löytyy osasta Linux-käyttöjärjestelmien distribuutioista valmiina, 
mutta monesti paketin versio on jo vanhentunut. Parempi vaihtoehto on käyttää Zabbixin 
virallista repositoriota, repo.zabbix.com, josta löytyy RPM- ja DEB-paketit Red Hat Linux 
Enterpriselle, Debianille sekä Ubuntu LTS:lle. Palvelimelta löytyy sekä yum- että apt-
tietokannat. (Zabbix documentation 2012e) 
Repositoriosta asentaminen tapahtuu kaikissa käyttöjärjestelmissä samalla kaavalla. 
Ensimmäisenä ladataan ja asennetaan omaa käyttöjärjestelmää vastaava repositorion 
konfigurointipaketti ja asennetaan se. Tämän jälkeen asennetaan paketti käyttämällä yum-
työkalua, jos käytössä on RHEL/CentOS tai vastaavasti apt-työkalua mikäli käytössä on 
Debian/Ubuntu. (Zabbix documentation 2012e) 
Toimivan Zabbix-järjestelmän asentaminen vaatii kaikkien kolmen komponentin 
asentamista, joka yksinkertaisimmillaan tarkoittaa seuraavia paketteja: 
 zabbix-server-mysql 
 zabbix-frontend-php 
Ensimmäinen paketti sisältää Zabbix-palvelimen sekä SQlite-tietokannan. Toinen paketti 
sisältää apache-palvelinohjelmiston, Zabbix web-käyttöliittymän sekä PHP:n. Zabbixin 
käyttöliittymä on kirjoitettu PHP:lla, joten se tulee olla asennettuna palvelimella. Kaikki 
komponentit voidaan asentaa samalle palvelimelle, jolloin järjestelmän toimintaan 
laittaminen on erityisen helppoa, mutta soveltuu oikeastaan vain pieniin ympäristöihin tai 
järjestelmän testaukseen. Heti ympäristön kasvaessa on suositeltavaa pystyttää ainakin oma 
tietokantapalvelin ja vaihtaa SQlite täysiveriseen tietokantajärjestelmään. 
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3.5  Ohjelmiston käyttö 
Zabbixin varsinainen käyttö tapahtuu graafisen web-käyttöliittymän kautta. Laitteiston 
valvonta alkaa agentin asentamisella valvottavaan laitteeseen. Kun agentti on asennettu ja sen 
konfigurointitiedostoon, zabbix_agentd.conf, on lisätty zabbix-palvelimen osoite ja 
valvottavalle laitteelle haluttu hostnimi, voidaan siirtyä graafisen käyttöliittymän puolelle 
lisäämään host järjestelmään. Valvottavan laitteen hostnimi saa olla mikä tahansa, kunhan 
nimi on täsmälleen sama valvottavalla laitteella olevassa zabbix_agentd.conf-tiedostossa sekä 
web-käyttöliittymän kautta lisätyllä hostilla. Jos nimissä on eroavaisuuksia, agentti ei saa 
yhteyttä zabbix-palvelimeen. Uudelle hostille täytyy antaa vähintään nimi ja ainakin 1 ryhmä, 
johon sen halutaan kuuluvan. Jokaisen hostin on kuuluttava ainakin yhteen ryhmään, sillä 
oikeudet jaetaan Zabbix-järjestelmässä ryhmille eikä yksittäisille hosteille. Lisäksi voidaan 
halutessa määritellä agentin yhteystiedot sekä SNMP-, JMX- tai IPMI-rajapinnat, hostia 
valvova zabbix-välityspalvelin sekä onko hosti seurannan piirissä vai ei vaihtamalla sen 
statusta. 
 
Kuva 8. Hostin lisääminen Zabbixin web-käyttöliittymästä. 
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3.5.1  Item 
Kun host on lisätty järjestelmään, voidaan määritellä siitä kerättävä tieto lisäämällä hostille 
objekteja, joita Zabbix kutsuu nimellä item. Itemit ovat yksittäisiä hakuja, joiden avulla 
voidaan räätälöidä, mitä tietoja agentit noutavat miltäkin laitteilta. Näitä voidaan myös liittää 
templateihin, joiden avulla uusille hosteille saadaan nopeasti lisättyä useita itemeitä. Zabbix-
asennuksen mukana tulee useimmille käyttöjärjestelmille valmiit templatet, mutta näitä 
kannattaa muokata omien tarpeiden mukaan, sillä se parantaa järjestelmän suorituskykyä. 
Itemin luominen tapahtuu graafisen käyttöliittymän kautta hosts-valikon alta. Listasta 
valitaan se laite, jolle item halutaan lisätä. Kuvassa 9 näkyvät parametrit, joilla luotava item 
muokataan tarpeiden mukaiseksi. Uusi item määritellään seuraavasti: 
 Nimi 
 Haun tyyppi eli haetaanko tieto esimerkiksi agenttia, SNMP:tä tai JMX:ää 
käyttämällä. 
 Avain, joka on määrittää haettavan tiedon. Esimerkiksi ”service_state[*]”, jolla 
voidaan hakea windows-järjestelmän halutun palvelun tila. 
 Hostin rajapinta 
 Tietokantaan tallennettavan tiedon tyyppi (integer, float, string, log tai text) 
 Jos tiedon tyypiksi valitaan numeerinen tieto, tulee valita myös datatyyppi (boolean, 
octal, decimal, hexadecimal) 
 Units ja custom multiplier liittyvät molemmat yksikkömuunnoksiin, joilla voidaan 
näyttää haettuja tietoja halutuissa yksiköissä. 
 Päivitystiheys annetaan sekunneissa. Jos päivitystiheydeksi annetaan 0, ei tietoa haeta 
ollenkaan. 
 Annetulle päivitystiheydelle voidaan luoda poikkeuksia, jolloin halutuina 
kellonaikoina voidaan käyttää eri päivitystiheyttä tarpeen mukaan. 
 Varastointiajat annetaan historialle ja trendidatalle päivissä. Ajan täytyttyä tiedot 
poistetaan. 
 Tallennettavalle arvolle ja näytettävälle arvolle voidaan asettaa erilaisia 
esiprosessointeja kuten lisätä päivämäärä. 
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 Itemille voidaan luoda uusi ryhmä tai liittää se jo olemassa olevaan ryhmään, joita 
Zabbixissa kutsutaan nimellä applications. 
 Viimeisenä voidaan määrittää missä kentässä haettu tieto näytetään hostin 
inventaariossa. Tämä toimii jos hostin inventaario on konfiguroitu automaattiseksi. 
 
Kuva 9. Itemin luominen WIN-SERVER-2012 -nimiselle hostille. 
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3.5.2  Trigger 
Triggerien avulla voidaan automatisoida kerätyn datan arviointi ja ilmoittaa ylläpitäjälle raja-
arvoista poikkeavasta tilanteesta. Triggeri on siis objekti, joka sisältää jollekkin datalle 
annetut raja-arvot ja joka ”laukeaa” jos kerätty arvo ei pysy rajojen sisällä. 
Triggerien luominen tapahtuu samalla periaatteella kuin itemien eli valitaan 
konfigurointiosion hosts-listasta haluttu host ja painetaan sen nimen perästä ”triggers”. 
Kuvassa 10 näkyy triggereille annettavat attribuutit. Ensimmäisenä triggerille annetaan joku 
kuvaava nimi, joka voi sisältää myös makroja eli muuttujia. Triggerin nimi tulee näkyviin 
dashboard-näkymässä hälytyksen yhteydessä, joten nimeksi kannattaa valita sellainen ilmaus, 
joka kuvastaa hyvin ongelmaa, kuten ”DHCP is DOWN”. Tämän jälkeen luodaan itse 
triggeri eli looginen testi, jolla haetut tiedot käsitellään ja jonka perusteella triggeri laukeaa. 
Triggerille voidaan antaa myös vapaamuotoinen kuvaus esimerkiksi triggerin toiminnasta tai 
tarkoituksesta. URL-kohtaan voidaan antaa osoite, joka näkyy linkkinä Triggers-valikossa. 
Viimeisenä attribuuttina triggerille annetaan sen vakavuusaste, joka vaikuttaa triggerin väriin 
graafisessa käyttöliittymässä, ääniin globaaleissa hälytyksissä sekä käytettyyn mediaan, jonka 
välityksellä varoitus toimitetaan ylläpitäjille.  
 
Kuva 10. Triggerien luominen WIN-SERVER-2012 –nimiselle hostille. 
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3.5.3  Events 
Zabbix luo monitoring-osion alta löytyvään events-listaan tapahtumia aina, kun triggeri 
vaihtaa statustaan eli laukeaa, host tai palvelu tunnistetaan, zabbix-palvelin rekisteröi 
aktiivisen agentin automaattisesti tai olemassa olevaa itemiä ei enää tueta tai triggeri vaihtaa 
statuksensa tuntemattomaksi eli ei enää toimi. Näitä voi selata events-listasta ja niitä voidaan 
käyttää myös perusteena erilaisten toimintojen suorittamiselle kuten sähköpostin 
lähettämiseen ylläpitäjälle. (Zabbix documentation 2014b) 
3.5.4  Templates 
Zabbixissa templatella tarkoitetaan oliota, joka sisältää monia erilaisia objekteja. Niiden 
tarkoituksena on vähentää työmäärää ja helpottaa uusien hostien tuomista valvonnan piiriin. 
Templatet voivat sisältää mm. itemeitä, triggereitä, kaavioita ja itemryhmiä. Template 
voidaan liittää uuteen hostiin, joka saa suoraan kaikki templatesta löytyvät objektit 
käyttöönsä. Myös ylläpitäjien työ helpottuu, sillä muutokset voidaan tehdä templateen, josta 
ne siirtyvät kaikkiin hosteihin, joihin template on liitetty. (Zabbix documentation 2014c) 
Templaten luominen tapahtuu konfigurointiosion alta löytyvästä template-listasta. Ensin 
täytyy luoda template, jolle annetaan muutamat geneeriset attribuutit kuten yksilöllinen nimi, 
ryhmä, johon template kuuluu sekä lista hosteista tai muista templateista, joihin luotava 
template liitetään. Templateja voidaan liittää siis myös toisiin templateihin, jolloin ne perivät 
kaikki objektit kaikista toisiinsa liitetyistä templateista. Tätä kutsutaan Zabbixissa termillä 
”nesting”. Tämän ansiosta hosteihin ei tarvitse halutessaan linkittää kuin yksi template ja 
muut templatet voidaan linkittää tähän. (Zabbix documentation 2014c) 
Kun template on luotu, voidaan siihen alkaa lisäämään objekteja konfigurointiosion 
templates-listasta. Ensimmäisenä tulee lisätä itemit, sillä triggereitä tai kaavioita ei pysty 
lisäämään ilman itemeitä, joihin ne perustuvat. (Zabbix documentation 2014c) 
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3.5.5  Sähköpostivaroituksien käyttöönotto 
Zabbix-järjestelmä pystyy lähettämään käyttäjille varoituksia käyttämällä esimerkiksi 
sähköpostia tai tekstiviestiä. Sähköpostivaroitusten käyttöönotto tapahtuu luomalla 
graafisesta käyttöliittymästä uusi mediatyyppi, johon syötetään sähköpostipalvelimen tiedot. 
kuvassa 11 luodaan email-mediatyyppi KajakDC-sähköpostipalvelimen tiedoilla. 
 
Kuva 11. Sähköpostivaroitusten käyttämiseen tarvittavan mediatyypin luonti Kajakdc-
sähköpostipalvelimen tiedoilla. 
Tämän jälkeen voidaan käyttäjille käydä lisäämässä mediaksi email ja käyttäjän sähköposti, 
mihin viestit lähetetään. Varsinainen hälytyksien lähettäminen tehdään luomalla toiminta, 
joka lähettää viestiä vaikkapa kaikille Zabbix administrators –ryhmän jäsenille jos jokin 
triggeri laukeaa ja sen vakavuusaste vastaa sähköpostihälytyksien lähettämiseen määriteltyjä 
asetuksia. 
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4  DEMOYMPÄRISTÖ 
Valvontajärjestelmä rakennetaan Debian 7.0.6 version päälle. Järjestelmää varten tulee luoda 
3 palvelinta: Zabbix-palvelin, tietokantapalvelin sekä web-palvelin. Järjestelmän voi tehdä 
myös yhdelle palvelimelle kokonaisuudessaan, mutta komponenttien hajauttaminen tekee 
järjestelmästä vakaamman. Tietokantajärjestelmänä käytetään avoimen lähdekoodin 
MariaDB:tä, koska MySQL:n kehitys on vaarassa muuttua suljetummaksi ja kaupalliseksi 
Oraclen myötä. MariaDB on käytännössä identtinen MySQL:n kanssa eikä siten aiheuta 
asennuksissa mitään ongelmia, sillä Zabbix tukee MySQL-tietokantajärjestelmää. Zabbix-
järjestelmään tarvittavien palvelimien lisäksi demoympäristöön asennetaan Windows Server 
2008 sekä 2012 palvelimet, joiden avulla testataan järjestelmän toimivuutta ja ominaisuuksia 
käytännössä. 
4.1  Zabbix -palvelin 
Ensimmäisenä ladataan ja asennetaan apt-konfiguraatiopaketti Zabbixin virallisesta 
repositoriosta. 
wget http://repo.zabbix.com/zabbix/2.2/debian/pool/main/z/zabbix-
release/zabbix-release_2.2-1+wheezy_all.deb 
Paketin asentaminen onnistuu käyttämällä dpkg-paketinhallintaohjelmaa antamalla 
parametriksi i.  
dpkg -i zabbix-release_2.2-1+wheezy_all.deb 
Asennuksen valmistuttua joudutaan vielä päivittämään järjestelmän tuntemat paketit, jotta 
niitä pystytään käyttämään. 
 apt-get update 
Itse ohjelman asentamisessa on syytä valita paketeista se, joka täsmää valittuun 
tietokantajärjestelmään. MariaDB on täysin yhteensopiva MySQL:n kanssa, joten 
asennamme Zabbixin paketista, joka on tehty MySQL käyttäjille. 
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 apt-get install zabbix-server-mysql  
Zabbix-palvelimen asetukset määritetään muokkaamalla zabbix_server.conf –tiedostoa. Aina 
kun tiedostoa on muokattu, tulee palvelu käynnistää uudestaan, jotta uudet asetukset otetaan 
käyttöön. Koska asennamme tietokannan omalle palvelimelleen, joudumme lisäämään 
tiedostoon tietokantapalvelimen osoitteen, tietokannan nimen, käyttäjänimen sekä salasanan. 
 nano /etc/zabbix/zabbix_server.conf 
 ... 
DBHost=[tietokantapalvelimen ip] 
DBName=zabbix 
DBUser=zabbix 
DBPassword=zabbix 
... 
Näiden asetusten jälkeen yhteys tietokantapalvelimeen on toiminnassa ja palvelu voidaan 
käynnistää. 
 service zabbix-server start 
4.2  Web-palvelin 
Zabbix web-käyttöliittymän asentaminen alkaa samalla tavalla kuin Zabbix-palvelimen eli 
suorittamalla apt-konfiguraation ja lisäämällä Zabbixin virallisen repositorion järjestelmään. 
Tämän jälkeen asennetaan zabbix-frontend-php –paketti. 
 apt-get zabbix-frontend-php 
Asennuksen valmistuttua otetaan selaimella yhteys osoitteeseen ”[zabbix frontend 
ip]/zabbix/setup.php” ja määritellään asetukset asennusohjelman mukaan. Jos palvelimen 
asetukset ovat kunnossa ja yhteydet toimivat koneiden välillä, tulisi selaimeen avautua kuvan 
11 kaltainen ikkuna.  
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Kuva 11. Zabbix web-käyttöliittymän konfigurointi-ikkuna. 
Seuraavassa ruudussa palvelin käy läpi kaikki ennalta vaadittavat asetukset ja ilmoittaa mikäli 
havaitsee joitakin puutteita. Jos aikavyöhykkeen kohdalla lukee jotakin muuta kuin 
aikavyöhyke, jolla palvelin sijaitsee sekä ”OK”, tulee aikavyöhyke käydä korjaamassa web-
palvelimen asetustiedostosta. Aikavyöhyke haetaan riviltä ”php_value date.timezone”. 
Ruudun tulisi näyttää pelkkää vihreää, oikean aikavyöhykkeen sekä oikean 
tietokantajärjestelmän kuten kuvassa 12. 
 nano /etc/apache2/conf.d/zabbix 
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Kuva 12. Zabbix-frontend asennusohjelma tarkistaa, että palvelimella on toimiva PHP-
asennus. 
Seuraavana on vuorossa tietokantapalvelimen tiedot. Asennusohjelma täyttää ruudut 
olettaen, että tietokanta on samalla palvelimella kuin web-käyttöliittymä. Tässä tapauksessa 
joudumme syöttämään tietokantapalvelimen tiedot itse. Tässä vaiheessa tietokantapalvelimen 
yhteyttä pystyy testaamaan suoraan asennusohjelmasta syötettyään oikeat tiedot ruutuihin. 
Tuloksena on kuitenkin virheilmoitus, sillä tälle palvelimelle ei ole vielä tehty 
käyttäjätunnusta, jolla se voi ottaa etäyhteyden tietokantapalvelimeen. 
 
Kuva 13. Tietokantapalvelimen tiedot on annettu oikein, mutta yhteystesti antaa 
virheilmoituksen, sillä web-käyttöliittymää pyörittävällä palvelimella ei ole vielä käyttäjätiliä 
tietokantaan. 
Ongelma poistuu tekemällä palvelimelle käyttäjätilin ja antamalla käyttäjälle oikeudet zabbix-
tietokantaan. Käyttäjä täytyy käydä luomassa tietokantapalvelimen komentoriviltä. 
grant all privileges on zabbix.* to zabbix@[zabbix frontend ip] identified by 
‘zabbix’; 
Kun yhteys web-käyttöliittymän ja tietokantapalvelimen välillä toimii, on seuraavaksi 
vuorossa zabbix-palvelimen tietojen syöttäminen asennusohjelmaan. Zabbix-palvelimesta 
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tarvitsee antaa vain ip-osoite ja portti, joka on valmiiksi oikein syötettynä mikäli porttia ei ole 
vaihdettu zabbix-palvelimen zabbix_server.conf –tiedostosta. 
 
Kuva 14. Web-käyttöliittymä tarvitsee tiedot zabbix-palvelimesta, jotta niiden välinen yhteys 
toimii. 
Viimeisenä on yhteenveto annetuista tiedoista. Tässä vaiheessa on syytä tarkistaa antamansa 
tiedot, jotta yhteydet palvelimien välillä varmasti toimivat. 
4.3  Tietokantapalvelin 
MariaDB:n asentaminen Debianille onnistuu repositorion kautta. Ensimmäisenä täytyy hakea 
MariaDB-paketin signeerausavain, jolla varmistetaan, että asennuspaketti on eheä. Asennus 
onnistuu myös ilman avainta, mutta silloin on riskinä, että paketti on korruptoitunut tai 
muuten muokattu. 
apt-key adv --recv-keys --keyserver keyserver.ubuntu.com 
0xcbcb082a1bb943db 
Avaimen lisäksi täytyy järjestelmään lisätä mariadb-repositorio. 
add-apt-repository ’deb http://mirror.netinch.com/pub/mariadb/repo/ 
10.0/debian wheezy main’ 
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Kun repositorio ja avain on lisätty järjestelmään, päivitetään vielä järjestelmän tuntemat 
paketit ja aloitetaan MariaDB:n asentaminen. 
 apt-get update 
 apt-get install mariadb-server 
Asennuksen aikana asennusohjelma pyytää root-käyttäjän salasanaa. Salasanaa ei ole pakko 
antaa, mutta se on suositeltavaa. Normaaliin tapaan salasanasta tulee tehdä tarpeeksi 
monimutkainen ja pitkä.  
 
Kuva 15. MariaDB:n asennuksen aikana pyydetään antamaan root-käyttäjän salasana. 
MariaDB-palvelimen käynnistys tapahtuu samalla tavalla kuin MySQL-palvelimen. 
Normaalisti palvelu käynnistyy automaattisesti asennuksen valmistuttua, mutta sen saa 
käynnistettyä myös manuaalisesti. 
 service mysql start 
Seuraavaksi tulee käydä muokkaamassa my.cnf –tiedostoa ja kommentoida pois rivi, jonka 
takia palvelin ei hyväksy etäyhteyksiä. MariaDB:n virallisessa dokumentaatiossa on 
vanhentuneet ohjeet, jotka opastavat kommentoimaan pois kaksi riviä, mutta nykyisessä 
versiossa riittää pelkästään ”bind-address”-rivin eteen lisätty #-merkki. Muokkauksen jälkeen 
tallenna tiedosto samalla nimellä.   
 nano /etc/mysql/my.cnf 
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Kuva 16. MariaDB-palvelimen etäyhteydet estävä rivi my.cnf –tiedostossa. 
Uudet asetukset astuvat voimaan vasta mysql-palvelun uudelleenkäynnistämisen jälkeen. 
 service mysql restart  
Ennen kuin tietokantaan pystyy tekemään muutoksia zabbix-palvelimelta käsin, joudutaan 
palvelimelle luomaan uusi käyttäjä, jolla on riittävästi oikeuksia. MariaDB käsittelee 
käyttäjätilejä niin, että samanniminen käyttäjä, joka kirjautuu tietokantaan lokaalisti on eri 
objekti kuin käyttäjä joka kirjautuu toiselta palvelimelta etänä tietokantaan. Käyttäjänimen 
loppuosa muuttuu sen mukaan, mistä tietokantaan kirjaudutaan. Edellämainitussa tilanteessa 
käyttäjänimet olisivat ”zabbix@localhost” lokaalisti kirjautuvalla ja ”zabbix@[zabbix-
palvelimen ip]” zabbix-palvelimelta etänä kirjautuvalla. Molemmille käyttäjille voidaan antaa 
eri oikeudet, vaikka niiden nimi on sama eikä zabbix nimellä pysty kirjautumaan esimerkin 
etäpalvelimelta ellei vastaavalle ip-osoitteelle ole tehty zabbix-nimistä käyttäjää. 
Zabbix-palvelimelle tehdään oma käyttäjä, jotta pystytään tuomaan tietokantaan zabbix-
server-mysql –paketin mukana tulleet schema.sql, image.sql sekä data.sql tiedostot. Samaa 
käyttäjätiliä palvelin tulee käyttämään myös jatkossa tietokantayhteyden luomiseen. Samalla 
kun tehdään zabbix-palvelimelle käyttäjätili, luodaan myös zabbix-niminen tietokanta, joka 
tarvitaan järjestelmän toimimiseksi. 
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Kuva 17. Zabbix-tietokannan ja zabbix-palvelimen etäkäyttäjätunnuksen luominen 
MariaDB:n komentoriviltä. 
Uudella käyttäjätilillä pystymme ottamaan etäyhteyden zabbix-palvelimelta ja tuomaan 
zabbix-tietokantaan tarvittavat *.sql –tiedostot. 
 
Kuva 18. Zabbix-palvelimelta etänä tietokantapalvelimen zabbix-tietokantaan tuodut sql-
tiedostot. 
4.4  Agenttien asennus 
Kaikilla valvottavilla laitteilla tulee olla agentti asennettuna. Järjestelmän palvelimiin voi myös 
asentaa agentit jos haluaa seurata palvelimien kuntoa ja kuormaa samasta web-
käyttöliittymästä. Web-käyttöliittymässä on kuitenkin näkyvissä Zabbix-palvelimen tila ilman 
agenttiakin, mutta tästä näkyy vain onko palvelin päällä vai ei. Tietokannasta tulee ilman 
agenttia ilmoitus graafiseen käyttöliittymään jos palvelin on nurin, mutta muita tietoja ja 
seurantaa varten tietokantapalvelimeen on asennettava agentti. 
Linux koneille agentti voidaan asentaa ja konfiguroida seuraavilla komennoilla jos 
asennuslähteenä on Zabbixin virallinen repositorio: 
 apt-get install zabbix-agent 
Kun agentti on asennettu, tulee agentille käydä määrittämässä zabbix-palvelimen ip-osoite 
tiedostoon zabbix_agentd.conf. Tällä varmistetaan, ettei agentti ota vastaan pyyntöjä muilta 
kuin määritellyiltä palvelimilta ja näin vahvistetaan järjestelmän turvallisuutta. 
 nano /etc/zabbix/zabbix_agentd.conf 
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 …           
 Server=<zabbix-palvelimen_ip_osoite>     
 ServerActive=<zabbix-palvelimen_ip_osoite>    
 ... 
ServerActive-kohta voidaan myös jättää tyhjäksi jos ei haluta käyttää automaattista 
rekisteröintiä. 
Windows-koneille agenttien asentaminen tapahtuu lataamalla Windows-agentin 
asennuspaketti Zabbixin sivuilta. Paketti sisältää sekä 32- että 64-bittisen agentin sekä 
konfigurointitiedoston. Agentin asentaminen tapahtuu siirtymällä komentorivillä joko 32- tai 
64-bittisen version kansioon ja asentamalla se seuraavalla komennolla: 
 zabbix_agentd.exe --config <conf-tiedoston_polku> --install 
Agentin konfigurointi voidaan tehdä yksinkertaisesti luomalla konfigurointitiedosto nimeltä 
zabbix_agentd.conf ja lisäämällä sinne rivit “Server=<zabbix-palvelimen_ip>” ja lisäksi 
“ServerActive=<zabbix-palvelimen_ip>” jos halutaan käyttää automaattista rekisteröintiä.  
4.5  Haettavien tietojen määrittely ja käytettävät avaimet 
Testattavista Windows-palvelimista halutaan hakea seuraavat tiedot: 
 Onko tietyt palvelut käynnissä vai ei 
 Mikä on prosessorin, muistin ja kovalevyn käyttöaste tällä hetkellä sekä esimerkiksi 
menneen kuukauden ajalta 
 Tapahtumalokien kriittiset tapahtumat ja niistä ilmoittaminen ylläpitäjälle 
Palveluiden tilan tarkistaminen voidaan suorittaa Zabbixista löytyvällä avaimella nimeltä 
”service_state[*]”. Avaimelle annetaan parametrina palvelun tai exe-tiedoston tarkka nimi ja 
haku tuottaa tuloksena kyseisen palvelun tilan, joka voi olla 0, 1, 2, 3, 4, 5, 6, 7 tai 255. Nämä 
arvot tarkoittavat selkokielellä sitä, että palvelun tila on joko running, paused, start pending, 
pause pending, continue pending, stop pending, stopped, unknown ja no such service. 
Palvelun statuksen perusteella voidaan luoda triggeri eli automatisoida tiedon prosessointi ja 
ylläpidon hälyttäminen mikäli kriittisen palvelun tila ei vastaa haluttua. 
34 
Prosessorin käyttöaste voidaan hakea avaimella ”system.cpu.load[<cpu>,<mode>]”, jolle 
voidaan parametreina antaa jokin tietty ydin jos ei haluta tietoa kaikista sekä mode 
(avg1,avg5,avg15), jolla voidaan määritellä minuutteina kuinka pitkältä ajalta käyttöasteen 
keskiarvo lasketaan. 
RAM-muistista voidaan hakea tietoa avaimella ”vm.memory.size[<mode>]”. Parametrilla 
määritellään mitä muistista halutaan tietää antamalla sille jokin seuraavista arvoista: total, 
free, active, inactive, wired, pinned, anon, exec, file, buffers, cached, shared, used, pused, 
available tai pavailable.  
Kovalevystä voidaan hakea tietoja avaimilla ”vfs.dev.read” sekä ”vfs.dev.write”, joista 
ensimmäisellä saadaan valvottua kovalevyn lukustatistiikka ja jälkimmäisellä 
kirjoitusstatistiikkaa. Näiden lisäksi kovalevyn levytilasta voidaan hakea tietoa avaimella 
”vfs.fs.size[fs,<mode>]”, jolle annetaan parametreina käytössä oleva tiedostojärjestelmä sekä 
haetaanko koko levytilan määrä, vapaan levytilan määrä tai käytössä olevan levytilan määrä. 
Tapahtumalokista voidaan kerätä tietoja avaimella nimeltä 
”eventlog[name,<regexp>,<severity>,<source>,<eventid>,<maxlines>,<mode>]”. 
Parametreina haulle voidaan antaa tapahtumalokin nimi eli mistä lokista tapahtumia haetaan, 
regular expression, jonka avulla voidaan poimia haluttuja tietoja erilaisista teksteistä, 
tapahtuman vakavuusaste, lähdetunniste (servicing, Microsoft Windows security jne.), 
tapahtumatunniste eli tapahtuman numero, maksimi rivimäärä sekunnissa, jonka agentti saa 
lähettää tietoa Zabbix-palvelimelle tai –välityspalvelimelle sekä mode, jolla voidaan määrittää 
ottaako haku huomioon kaiken tiedon (all) vai jättääkö se huomiotta vanhan tiedon ja 
prosessoi vain uudet tapahtumat (skip). 
4.6  Testaus 
Ensimmäisenä testinä luomme Windows Server 2008 –palvelimelle tarvittavat objektit 
DHCP-palvelun monitoroimista varten. Prosessi alkaa luomalla web-käyttöliittymän kautta 
hostille item, jolle annamme avaimeksi ”service_state[Dhcp]”. Tässä tapauksessa muita 
parametreja ei tarvitse muokata vaan objekti toimii vakio arvoilla. Nimeksi annamme itemille 
”DHCP”. Kun item on tallennettu, siirrytään luomaan triggeri, joka arvioi haetun tiedon ja 
ilmoittaa, jos Dhcp-palvelu ei ole käynnissä. Triggerille annamme nimeksi ”DHCP is 
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DOWN” ja triggerin loogiseksi testiksi muodostuu ”{WIN-SERVER-
2008:service_state[Dhcp].last(0)}#0” eli triggeri laukeaa jos DHCP-item saa arvokseen 
jotain muuta kuin 0. Arvo 0 tarkoittaa, että palvelu on käynnissä. Laitetaan triggerin 
vakavuusasteeksi ”disaster”, jonka seurauksena dashboard-näkymässä on kirkkaan punainen 
varoitus, kun sammutamme Dhcp-palvelun Windows Server 2008 –palvelimelta kuten 
kuvassa 19 on nähtävissä. 
 
Kuva 19. Graafisen käyttöliittymän näkymä, kun DHCP-trigger on lauennut. 
Varmistaaksemme triggerin toiminnan käynnistän Dhcp-palvelun uudelleen ja varoitus 
häviää graafisesta käyttöliittymästä. Dhcp-palvelun sammuttaminen uudestaan tuo kirkkaan 
punaisen laatikon takaisin dashboard-näkymään. 
Prosessorin käyttöasteen tarkkailuun tarvittavat objektit löytyvät valmiina Windows-
templateista ja niiden toiminta alkaa heti kun template on liitetty hostiin. Myös kaaviot ovat 
valmiina templatessa eli historiatietoja pystytään seuraamaan suoraan Monitoring-osion alta 
löytyvästä graphs-listasta. Oikeasta yläkulmasta valitsemalla host-ryhmä, host ja haluttu 
kaavio saadaan näkyviin tiedot graafisena esityksenä. Kuvassa 19 näkyy WIN-SERVER-2008 
–hostin prosessorin käyttöaste viimeisen tunnin ajalta. Isoin piikki on laskettu minuutin 
keskiarvolla (avg1), keskimmäinen 5 minuutin keskiarvolla (avg5) ja matalin 15 minuutin 
keskiarvolla (avg15). 
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Kuva 20. Kaavio WIN-SERVER-2008 –hostin prosessorin käyttöasteesta viimeisen tunnin 
ajalta. 
Myös vapaan muistin tarkkailuun löytyy Windows-templatesta objektit. Tarvittava item on 
templatessa nimellä ”Free memory” ja käyttää avainta ”vm.memory.size[free]”. Muistin 
määrän varoittamiseen on myös valmis triggeri templatessa, jonka nimi on ”Lack of free 
memory on server {HOST.NAME}”. Nimessä on mukana makro, jonka tilalla näkyy 
graafisessa käyttöliittymässä hostin nimi, jonka muistin vähyys on johtanut triggerin 
laukeamiseen. 
Kovalevyn valvomiseen Windows-templatesta löytyy valmiit objektit, jotka keräävät tietoa 
levyn luku- ja kirjoitusjonoista, kirjoitettujen ja luettujen tavujen määrästä sekunnissa sekä 
vapaasta levytilasta c-asemalla. Vapaata levytilaa prosentuaalisena keräävään itemiin on 
linkitetty valmis trigger, joka laukeaa jos c-asemalla on vapaata levytilaa alle 20%. 
4.7  Automaattinen hostien rekisteröinti 
Automaattista hostien rekisteröimistä varten tulee käydä tekemässä uusi toimintaobjekti 
graafisessa käyttöliittymässä. Tämä onnistuu menemällä konfigurointiosion alta löytyvään 
actions-listaan. Valitaan oikeasta yläkulmasta event sourceksi ”auto registration” ja luodaan 
uusi toimintaobjekti. Objektille annetaan nimi ja operations-välilehdelle lisätään operaatiot 
”Add host” ja ”Add host to group: discovered hosts”. Agenttien puolella täytyy muistaa vielä 
lisätä konfigurointitiedostoon rivi ”ServerActive=[zabbix-palvelimen ip]”. Tämän jälkeen 
hostien pitäisi ilmestyä automaattisesti discovered hosts –ryhmään. 
Hostit voidaan myös erotella automaattisesti esimerkiksi käyttöjärjestelmän mukaan jolloin 
niihin voidaan linkittää templateja suoraan rekisteröintivaiheessa. Tämä vaatii, että agenttien 
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konfigurointitiedostoon lisätään rivi ”HostMetadataItem=system.uname”. Nyt agentti 
lähettää myös käyttöjärjestelmän tunnistamiseen tarvittavaa metadataa ottaessaan yhteyttä 
Zabbix-palvelimeen. Graafisesta käyttöliittymästä käydään vielä tekemässä toimintaobjektit, 
joille annetaan conditions-välilehdellä ehdoiksi ”Host metadata like Linux” ja vastaavasti 
”Host metadata like Windows”. Jokaiselle käyttöjärjestelmälle tehdään siis oma auto 
registration –toimintaobjekti, jolloin uudet hostit voidaan linkittää suoraan oikeisiin 
templateihin käyttöjärjestelmän perusteella. 
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5  JÄRJESTELMÄN KÄYTTÖÖNOTTO 
Demoympäristöön rakennettu järjestelmä otetaan tuotantokäyttöön Kajaanin 
ammattikorkeakoulun tietojärjestelmälaboratorioon. Käyttöönoton lisäksi opinnäytetyön 
osana suoritetaan järjestelmän dokumentointi, joka sisältää kaikki tehdyt toimenpiteet 
järjestelmän konfiguroinnissa. Vastuu järjestelmästä  siirtyy järjestelmänylläpitolinjan 
opiskelijoille, joiden tulee pystyä dokumentoinnin perusteella käyttämään järjestelmää 
ympäristön valvontaan. Järjestelmällä tullaan valvomaan kaikkia ”pysyviä” palvelimia kuten 
Active Directoryn kahta Domain Controlleria, Vcenter-palvelinta, sql-palvelinta sekä web-
palvelinta. Valvonnan ulkopuolelle jätetään opiskelijoiden tekemät väliaikaiset 
virtuaalikoneet, joita käytetään eri kursseilla ja poistetaan kurssien jälkeen. Kytkimiä ei saada 
valvonnan piiriin tietoturvaan liittyvien ongelmien vuoksi. 
Myöhemmin luotaviin Windows-koneisiin agentit saadaan asennettua suoraan upottamalla 
ne käytössä oleviin klooneihin, joista uudet koneet asennetaan. Verkossa ei ole vielä suurta 
määrää palvelimia, sillä Zabbix-järjestelmä pystytetään uudelleenasennettuun ympäristöön, 
joten jo olemassa oleviin palvelimiin on järkevää asentaa agentit käsin. Agentti koostuu 
kolmesta exe-tiedostosta sekä konfigurointitiedostosta, josta tulee löytyä vähintään Zabbix-
palvelimen ip-osoite. Windows-agentti asennetaan komentorivin kautta yksinkertaisella 
komennolla, jolla zabbix-agentd.exe lisätään palveluksi ja samalla ohjeistetaan, mistä polusta 
käytettävä konfigurointitiedosto löytyy. 
Ylläpitäjän dokumenttiin merkataan Zabbix-järjestelmän palvelimien nimet, ip-osoitteet, 
tarkoitus ja kirjautumistiedot. Ohjelmiston konfigurointitiedostot ja niihin tehdyt muutokset 
tulee myös näkyä palvelimien yhteydessä. Lisäksi dokumentoidaan tehdyt objektit: Item, 
Trigger, Graph, Action sekä Template ja niiden tarkoitus. Näin seuraavalla järjestelmän 
ylläpitäjällä on hyvä yleiskuva, mitä kaikkea järjestelmään on tehty ja valmiita objekteja voi 
käyttää pohjana uusille sekä järjestelmän opetteluun. Dokumentoinnin tarkoituksena on 
antaa tarpeeksi tietoa seuraaville järjestelmän ylläpitäjille, jotta he pystyvät käyttämään ja 
huoltamaan järjestelmää. Dokumentointi on luettavissa liitteistä, mutta siitä on poistettu 
kaikki tunnukset ja ip-osoitteet.  
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Sähköpostivaroituksien levittämiseen käytetään tietojärjestelmälaboratoriosta löytyvää 
sähköpostipalvelinta. Varoitukset lähetetään laboratoriovastaavalle sekä niille 
järjestelmänylläpidon opiskelijoille, joiden vastuulle järjestelmän ja ympäristön ylläpito siirtyy. 
 
 
40 
6  POHDINTA 
Zabbix on suhteellisen helppo asentaa, mutta sen asennustyyli on hyvin paljon manuaalista 
konfigurointitiedostojen muokkausta. Asentaminen on siis aikaa vievää ja kaikkien eri 
konfigurointitiedostojen muistaminen on haastavaa varsinkin, kun järjestelmä hajautetaan 
useammalle palvelimelle. MariaDB:stä voin sen verran sanoa, että sen käyttö on täysin 
identtistä MySQL:n kanssa ja kaikki saatavilla oleva MySQL-materiaali tuntuu pätevän 
poikkeuksetta myös MariaDB:n tapauksessa. 
Zabbixin käyttöliittymä tuntuu aluksi jotenkin tökerölle ja epäselvälle, sillä se jaettu osioihin, 
jolloin esimerkiksi sama host voi näkyä useassa paikassa, mutta siitä ei pysty näkemään kuin 
sen osion tiedot, jonka alla satut olemaan. Käyttäminen on siis jatkuvaa seikkailua eri 
osioiden välillä, jonka seurauksena käyttöliittymä tuntuu jokseenkin sekaiselta. Siinä on 
kuitenki logiikkansa ja tähän on mahdollista tottua harjoittelulla. Yleisnäkymä eli dashboard 
tuntuu hyvältä ja toimivalta, josta on helppo saada kokonaiskuva valvottavasta ympäristöstä 
ja mahdolliset ongelmat on selkeästi nähtävissä. Käyttöliittymää pystyy myös muokkaamaan 
helposti itselle sopivammaksi ja yleisnäkymään voi kerätä itseään kiinnostavat tiedot nopeaa 
silmäilyä varten. 
Käyttöperiaatteeltaan ohjelmisto on suoraviivainen, sillä prosessi, jolla uusi laite otetaan 
valvonnan piiriin seuraa aina samaa kaavaa: asennetaan agentti, lisätään host käyttöliittymään, 
luodaan hostille item ja luodaan hostille itemiin liittyvä trigger. Normaalisti hostiin liitetään  
template, joka sisältää suuren määrään valmiita itemeitä ja triggereitä, joilla päästään suoraan 
asiaan eli keräämään tietoa laitteen kaikista osa-alueista. Tähän on yleensä tarpeellista tehdä 
spesifejä hakuja esimerkiksi tiettyjen tarpeellisten palveluiden tilan seuraamista tai muuta 
vastaavaa varten. Suunnilleen kaikki objektit pystyy kloonaamaan ja sitä kautta niitä voi 
helposti muokata omiin tarpeisiin sopivimmiksi ellei templatessa mukana olevat 
prototyyppiobjektit ole sellaisenaan optimaalisia. Uusien laitteiden tuominen valvonnan 
piiriin helpottuu entisestään jos käyttää aktiivisia agentteja ja automaattista rekisteröintiä, 
jolloin Zabbix lisää hostit järjestelmään agenttien pyyntöjen perusteella. Rekisteröinnin 
yhteydessä laitteille voidaan suorittaa erilaisia toimintoja, kuten liittää ne oikeisiin host-
ryhmiin ja linkittää oikeat templatet agenttien lähettämän metadatan perusteella. Näin uusista 
laitteista aletaan kerätä tietoa ja saadaan hälytyksiä välittömästi laitteen liittyessä valvottavaan 
verkkoon. 
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Agenteille täytyy erikseen kehittää levitysmetodi, sillä Zabbix ei itsessään tarjoa mitään 
ratkaisua tähän. Aina on tietysti mahdollista asentaa agentti jokaiseen koneeseen 
manuaalisesti, mutta ei siinä järkeä ole jos ympäristö on suuri ja etenkin jos koneiden 
vaihtuvuus on suurta kuten virtuaaliympäristöissä yleensä. Järjestelmän käyttöönotossa 
käytimme manuaalista agenttien asennusta jo olemassa oleviin palvelimiin, jonka lisäksi 
upotimme agentin käytössä oleviin Windows-klooneihin, joihin uudet Windows-koneet 
tulevat perustumaan. Näin agentit ovat jo valmiiksi asennettuna tulevissa koneissa ja 
automaattisen rekisteröinnin perusteella ne lisätään automaattisesti Zabbix-järjestelmään. 
Zabbixista tarjolla oleva dokumentaatio ja wiki kärsii yleisistä avoimen lähdekoodin 
projektien ongelmista. Tieto on osittain väärää, vanhentunutta ja osa tiedosta saattaa puuttua 
jonkin version kohdalta, mutta löytyy vanhemman tai uudemman version alta vaikka 
versioiden välillä ei olisi tehty, ainakaan päivitystietoihin dokumentoituja, muutoksia 
kyseiseen ominaisuuteen. Ongelmienratkontaan on tarjolla yllättävän vähän neuvoja 
keskustelupalstoilta tai blogeista, jonka syytä on vaikea sanoa. Ehkä kaikki Zabbixin käyttäjät 
ovat guruja eivätkä jaa tietojaan saatika tarvitse ylimääräisiä ohjeita ja neuvoja oman 
järjestelmänsä ylläpidossa tai sitten Zabbixilla ei ole suurta käyttäjämäärää. 
Agenttien asennusvaiheessa törmäsin ongelmaan, jonka ratkaiseminen vei hyvän tovin. 
Agentti asentui normaalisti Windows 2008 R2 –palvelimeen ja toimi niin kauan kunnes 
palvelin käynnistettiin uudelleen. Tämän jälkeen palvelu ei enää lähtenyt käyntiin eikä tähän 
tahtonut löytyä neuvoa. Viimein aloin poistamaan agentin konfigurointitiedostosta rivejä yksi 
kerrallaan ja yritin käynnistää palvelua. Lopulta agentti lähtikin käyntiin eli  ongelma johtui 
rivistä, jolla agentille voidaan määritellä sen käyttämät portit, mutta kaikki mitä 
konfigurointitiedostosta löytyi oli tehty Zabbix-dokumentaation perusteella. Ilmeisesti 
dokumentaatio oli vanhentunutta tai muuten väärässä. Etsiessäni ratkaisua ongelmaan löysin 
Zabbix-foorumeilta viestin, jossa kaveri oli saanut agentin toimimaan vaihtamalla 
konfigurointitiedostosta portin joksikin muuksi, käytti agentin päällä ja vaihtoi portin takaisin 
samaksi. Tämä ei kuitenkaan toiminut minun tapauksessani, vaikka virheilmoitus oli 
identtinen. Ainoastaan rivin poistamisella agentti lähti käyntiin, mutta käytti silti samaa 
porttia, mikä aiemmin oli merkattuna konfigurointitiedostossa. Palomuuriin oli tehty 
tarvittavat muokkaukset, sillä agentti toimi ensimmäisen asennuksen jälkeen. 
Opinnäytetyön aikataulu ei pitänyt paikkaansa ollenkaan johtuen monista syistä suurimpana 
ehkä se, että aihe vaihtui osittain laboratoriovastaavan vaihduttua. Aikataulu liukui ensin 
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2013 joulukuusta 2014 keväälle ja siitä lopulta 2014 syksylle. Suurena tekijänä myös 
motivaation puute ja huono aikataulujen organisointikyky, jonka takia erehdyin tekemään 
kaikennäköisiä projekteja, jotka tuntuivat sillon tärkeille, mutta oikeasti olivat jotain ihan 
muuta. Pikku hiljaa naputtelemalla tekstiä alkoi kuitenkin kertyä ja mitä pidemmälle pääsi sitä 
nopeammin homma eteni. Aikataulujen venymiseen toinen suuri tekijä löytyy asenteesta, 
jonka takia hommat tahtovat siirtyä huomiselle kunnes viimeinen deadline eli ”pakkorako” 
on edessä. 
Järjestelmä saatiin kuitenkin otettua onnistuneesti käyttöön opetusklusterissa. Valvonnassa ei 
ole kovin montaa palvelinta vielä tällä hetkellä johtuen siitä, että ympäristö vedettiin uusiksi 
juuri ennen Zabbix-järjestelmän käyttöönottoa. Kaikki tällä hetkellä valvonnassa olevat 
palvelimet ovat vieläpä Windows Server 2012 –palvelimia eli kaikissa on käytössä melkeinpä 
samat templatet. Ainoastaan kahdelle root-domainin domain controller –palvelimille tehtiin 
oma template, josta löytyy AD:lle kriittisten palveluiden tilan tarkistukseen tarvittavat itemit 
ja varoituksia varten luodut triggerit. 
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 Zabbix 2.2.0 – ylläpitäjän dokumentti 
 
Järjestelmä koostuu kolmesta palvelimesta, joissa kaikissa on käyttöjärjestelmänä Debian 
Wheezy v7.0.6: 
 KAT10J_TeroK_Zabbix_BE - Pääpalvelin 
 KAT10J_TeroK_Zabbix_DB - Tietokantapalvelin 
 KAT10J_TeroK_Zabbix_FE - Graafinen web-käyttöliittymä 
 
ZABBIXBE 
 
ZabbixBE virtuaalikoneeseen on asennettu Zabbix Server –ohjelmisto eli kone toimii 
järjestelmän pääpalvelimena. 
 IP =  <zabbixbe_ip> 
 Asennuspaketti =  zabbix-server-mysql 
 Konfigurointitiedosto =  /etc/zabbix/zabbix_server.conf 
 Tunnukset =  
 
Konfigurointitiedostoon on käyty antamassa seuraavat arvot: 
DBHost=<tietokantapalvelimen ip> 
DBName=<tietokannan nimi> 
DBUser=<käyttäjä, jolla on oikeudet zabbix tietokantaan> 
DBPassword=<käyttäjän salasana> 
 
Aina kun tiedostoa on muokattu, tulee palvelu käynnistää uudestaan, jotta uudet asetukset 
otetaan käyttöön. 
 
ZABBIXDB 
 
ZabbixDB virtuaalikoneeseen on asennettu MariaDB-relaatiotietokantajärjestelmä. 
Tietokantajärjestelmään on tehty käyttäjä, jolla on oikeudet tietokantaan etänä ZabbixBE ja 
ZabbixFE virtuaalikoneiden IP-osoitteista. 
 IP =  <zabbixdb_ip> 
 Asennuspaketti = mariadb-server  
 Konfigurointitiedosto =   /etc/mysql/my.cnf 
 Tunnukset =  
Konfigurointitiedostosta on käyty kommentoimassa pois rivi ”bind-address = 127.0.0.1”, 
jonka ansiosta tietokantapalvelin hyväksyy etäyhteydet. 
 
ZABBIXFE 
 
ZabbixFE virtuaalikoneessa on asennettu Zabbixin graafinen web-käyttöliittymä. 
Käyttöliittymään pääsee käsiksi selaimella osoitteesta <zabbixfe-ip/zabbix>. Zabbix adminin 
tunnukset ovat *******. 
 IP = <zabbixfe_ip> 
 Asennuspaketti = zabbix-frontend-php  
 Konfigurointitiedosto =  /etc/apache2/conf.d/zabbix
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 Tunnukset =   
 
HOST GROUPS 
- Windows Servers 
o Kaikki Windows-palvelimet kuuluvat tähän ryhmään 
o Template: Template OS Windows 
- AD Domain Controllers 
o dc.root.fi domain controllerit kuuluvat lisäksi tähän ryhmään 
o Template: Template_Windows Domain Controller 
- Discovered hosts 
o Kaikki autorekisteröidyt hostit liitetään tähän ryhmään ja niihin liitetään 
metadatan perusteella joko valmis Windows tai Linux template 
 
TEMPLATES 
 
Template_Windows Domain Controller 
 
Templaten tarkoituksena on valvoa AD-ympäristön toiminnan kannalta tärkeiden 
palveluiden tilaa. Template koostuu 12 itemistä ja 12 triggeristä. Kaikki checkit on tehty niin, 
että järjestelmä tarkistaa 1800 sekunnin välein onko palvelun tila käynnissä vai ei. Palveluista 
voidaan yksitellen ottaa pois käytöstä ne, joita ei tarvita. Tällä hetkellä käytöstä on poistettu 
NtFrs- ja lsmServ-palveluiden tarkistus, koska näitä ei ole käytössä valvotuissa DC-
palvelimissa. Templateen on tehty tarkistukset seuraaville palveluille: 
 
Distributed file System Service (DFS) 
Item: service_state[“DFS”] 
Trigger: {Template_Windows Domain Controller:service_state["DFS"].last(0)}#0 
 
DNS Client (Dnscache) 
Item: service_state[“Dnscache”] 
Trigger: {Template_Windows Domain Controller:service_state["Dnscache"].last(0)}#0 
 
DNS Server (DNS Server) 
Item: service_state[“DNS Server”] 
Trigger: {Template_Windows Domain Controller:service_state["DNS Server"].last(0)}#0 
 
File Replication Service (NtFrs) EI KÄYTÖSSÄ 
Item: service_state[“NtFrs”] 
Trigger: {Template_Windows Domain Controller:service_state["NtFrs"].last(0)}#0 
 
Intersite Messaging Service (lsmServ) EI KÄYTÖSSÄ 
Item: service_state[“lsmServ”] 
Trigger: {Template_Windows Domain Controller:service_state["lsmServ"].last(0)}#0 
 
Kerberos Key Distribution Center Service (kdc) 
Item: service_state[“kdc”] 
Trigger: {Template_Windows Domain Controller:service_state["kdc"].last(0)}#0
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Net Logon Service (Netlogon) 
Item: service_state[“Netlogon”] 
Trigger: {Template_Windows Domain Controller:service_state["Netlogon"].last(0)}#0 
 
RPC Service (RpcSs) 
Item: service_state[“RpcSs”] 
Trigger: {Template_Windows Domain Controller:service_state["RpcSs"].last(0)}#0 
 
Security Accounts Manager Service (SamSs) 
Item: service_state[“SamSs”] 
Trigger: {Template_Windows Domain Controller:service_state["SamSs"].last(0)}#0 
 
Server Service (lanmanserver) 
Item: service_state[“lanmanserver”] 
Trigger: {Template_Windows Domain Controller:service_state["lanmanserver"].last(0)}#0 
 
Workstation Service (lanmanworkstation) 
Item: service_state[“lanmanworkstation”] 
Trigger: {Template_Windows Domain Control-
ler:service_state["lanmanworkstation"].last(0)}#0 
 
WTS (W32Time) 
Item: service_state[“W32Time”] 
Trigger: {Template_Windows Domain Controller:service_state["W32Time"].last(0)}#0 
 
 
SÄHKÖPOSTI-ILMOITUKSET 
 
Käytetyt sähköpostipalvelimen tiedot: 
Palvelin: **** 
Lähettäjä: **** 
Vastaanottaja: **** 
 
Käyttäjälle admin on lisätty sähköpostimedia ja osoitteeksi laitettu **** 
 
Action luotu, jonka perusteella lähetetään käyttäjälle admin varoitus sähköpostilla jos 
vakavuusasteen high tai disaster trigger laukeaa. 
 
 
KÄYTTÖLIITTYMÄ 
 
Zabbixin graafinen käyttöliittymä on jaettu seuraaviin osioihin: 
 
 
 
Monitoring – Tästä osiosta löytyy kaikki tietojen tarkkailuun tarjolla olevat työkalut.
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Inventory – Tämän osion alle on mahdollista luoda inventaariota valvonnan piirissä olevista 
laitteista 
 
Reports – Raportointityökalut 
 
Configuration – Tämän osion alta tehdään kaikki uudet objektit kuten itemit, triggerit, 
grafiikat, hostit, toiminnat. Täältä löytyy myös Maintenance mode, joka estää 
virheilmoitukset määrättyjen huoltokatkojen aikana. 
 
Administration – Käyttäjienhallinta 
 
 
HOST 
 
 
Host tarkoittaa Zabbixissa valvottavaa laitetta. Hostin pystyy luomaan menemällä graafisessa 
käyttöliittymässä ”Configuration  Hosts” ja painamalla ”Create” oikeasta yläkulmasta. 
 
Järjestelmässä on tällä hetkellä käytössä automaattinen rekisteröinti eli hosteja ei tarvitse 
lisätä graafisesta liittymästä manuaalisesti vaan valvottavan laitteen zabbix_agentd.conf-
tiedostoon lisätään rivi ”ServerActive=<zabbixbe-ip>”. 
 
OBJEKTIEN TEKEMINEN HOSTEILLE 
Objektit: 
 Applications – loogiset ryhmät itemeille sen mukaan mihin ne liittyy (esim. verkot, 
cpu, ram jne.) 
 Item tarkoittaa Zabbixin tekemää hakua 
 Trigger on testi, jolle määritellään halutut arvot, joihin verrataan Itemistä eli hausta 
saatua arvoa. Jos arvo vastaa haluttua triggerin tila on ”OK”, jos ei niin trigger 
vaihtaa tilaksi ”PROBLEM”
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 Graphs – grafiikat, mitä hostille on tehty. Templateissa on valmiina grafiikkaa eri 
hakujen tuottamien tietojen näyttämiseen. 
 Discovery – automaattiset tunnistukset, jotka hostille on tehty. Esim. Windows tem-
platessa valmiina tunnistussäännöt ”Mounted filesystem discovery” ja ”Network in-
terface discovery”. 
 Web – Hostille tehdyt web checkit eli Zabbix simuloi web-sivujen käyttöä 
määritettyjen steppien mukaan ja kerää dataa siitä onko sivut saavutettavissa ja mikä 
niiden vasteaika on. Esimerkki löytyy Zabbix-frontend hostilta. 
Hosteille voidaan luoda objekteja menemällä graafisessa käyttöliittymässä ”Configuration 
 Hosts” ja painamalla listasta hostin kohdalta haluttua objektia. 
 
 
AGENTTIEN ASENNUS 
Windows 
Zabbixin sivuilta ladattava Windows-agentti sisältää suoraan 32- sekä 64-bittisen agentin. 
Asentaminen tapahtuu purkamalla paketti haluttuun kansioon (esim. C:\zabbixagent), 
avaamalla komentorivin, siirtymällä asennuspolkuun (esim. C:\zabbixagent\bin\win64\) ja 
ajamalla komennon ”zabbix_agentd.exe –config <zabbix_agentd.conf-tiedoston 
polku> --install”. Zabbix agentin pitäisi nyt näkyä services-listassa. Muista tehdä 
palomuuriin reikä zabbix_agentd.exe-tiedostolle. 
Konfigurointitiedostoon ei tarvitse merkata muuta kuin ”Server=<zabbixbe-ip>” ja 
”ServerActive=<zabbixbe-ip>”. 
Linux
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Linux-koneille agentin asentaminen kannattaa suorittaa Zabbixin virallisesta repositoriosta 
(repo.zabbix.com):  
RHEL/CentOS - http://repo.zabbix.com/zabbix/2.4/rhel/6/x86_64/zabbix-release-2.4-
1.el6.noarch.rpm 
Debian - http://repo.zabbix.com/zabbix/2.4/debian/pool/main/z/zabbix-release/zabbix-
release_2.4-1+wheezy_all.deb 
Ubuntu - http://repo.zabbix.com/zabbix/2.4/ubuntu/pool/main/z/zabbix-
release/zabbix-release_2.4-1+trusty_all.deb 
Ensimmäisenä asennetaan ylläolevista osoitteista repositorion konfigurointipaketti ja tämän 
jälkeen voidaan asentaa zabbix-agent-paketti. 
 
PÄIVITTÄMINEN 
Järjestelmää päivitettäessä uudempaan versioon kannattaa käydä katsomassa ohjeet Zabbixin 
virallisesta dokumentaatiosta, sillä päivittäminen voi vaatia eri operaatioita sen mukaan mistä 
versiosta päivitetään ja mihin:  
https://www.zabbix.com/documentation/2.4/manual/installation/upgrade  
Erityisen tärkeää on lukea sivusta löytyvät ”upgrade notes x.x.x” oman version kohdalta, sillä 
näihin on kerätty olennaisia muutoksia, jotka voivat vaikuttaa mm. päivitysprosessin 
suorittamiseen!  
