In recent communication technologies and services the Mobile ad hoc network place an increasingly vital role, that dynamically establish the connection whenever required for the communication network resulting in a quickly changing in topology of the network and increase communication overheads. This dynamic topology, leads to significant routing overhead, scalability problems and battery power consumptions in MANETs. Consider this problem, in this paper a clustering approach have been proposed for ad hoc networks. In Clustering approach, the cluster head election is call upon for the constructing the path, reduce the communication over heads and scalability. For the path construction cluster-AODV routing protocol is applied and also the design goals of clustering algorithms are presented.
INTRODUCTION
MANETs (Mobile Ad hoc Networks) is Wireless ad hoc networks and organize infrastructureless network.
The main challenges of mobile ad hoc networking are Dynamic network topology and limited system resources. Many routing protocols were proposed for routing in MANETs [Chakeres, et al., 2004; Jiang, et al., 1999; Jacquet, et al., 2001] . In MANETs, when network's size exceeds a certain threshold decreases the performance, resulting in many routing algorithms performing only when network's size is small. To overcome bandwidth and battery power limitations, and reduce routing overhead, it is mandatory to make network organization smaller and manageable [Garcia, et al., 2003] .
A clustering architecture provides solution for the Problem in MANET environments: network scalability, fault tolerance and reduction of communication overheads. Many present clustering algorithms use either geographical regions as clusters or form new ones proactively even when unnecessary [Denko, et al., 2003; Chiang, et al., 19997; Lin, et al., 1997 ]. An algorithm by Chatterjee, et al., [2000] creates clusters when necessary. But, this algorithm does not use routing protocol maintained information.
It is argued that if the routing algorithm is used to gather clustering information, clustering and routing overheads can be reduced greatly. AODV is a reactive routing protocol used in MANETs. Though AODV performs well with mobile nodes, it piles up high overheads with increased network size, nodal degree or number of communicating source-destination pairs. Through the use of AODV route construction and maintenance mechanisms, clustering architecture can be built when needed.
Clusters are maintained when data is to be forwarded. Such integrated routing and clustering scheme can improve throughput and reduce routing overhead. The main contributions of this paper include: (a) a clustering architecture based on extended AODV routing protocol for cluster formation, maintenance and purging work; and (b) an adaptive Cluster-AODV routing protocol using AODV and clustering information for expeditious route discovery, maintenance and packet delivery.
RELATED WORK
Two cluster head election algorithms have been proposed for mobile ad-hoc networks (MANET) that assume link steadiness, mobility, connectivity, cluster and weight are therefore closely related to our work.
Clustering Algorithm Design Goal
It is intended to integrate clustering with routing functions. The design aims of our clustering scheme include:
1. An algorithm using a routing protocol's control messages to form clusters with limited overhead.
2. An algorithm operating in localized and distributed manners and intertwining with nodes using only AODV.
3. The algorithm incurring limited cluster formation/maintenance overhead and supporting formation of on-demand clusters.
4. The algorithm minimizing network-wide flooding and being scalable.
The proposed scheme constructs/updates clustering architecture when clusters alone service is required. The ondemand nature of AODV's is utilized for the scheme. Nodes participating in clustering are known from CHs maintained topological information and individual nodes.
Cluster Formation
The aim of clustering is to ensure efficient use of network resources, enhance availability, reduce overheads and give scalable architecture [Gerla, et al., 1995 
Cluster Head Election
Many distributed algorithms were suggested for CH election in MANETs [Chiang, et al., 19997; Lin, et al., 1997 ]. Chiang, et al., revealed that the Lowest ID (LID) algorithm performed better than cluster head election algorithms based on Highest Connectivity (HC). The proposals in [Chatterjee, et al., 2000; Garcia, et al., 2003 ] use varied criteria for CH election. As cluster heads act as a responsible for route maintenance and intra and inter-cluster communication, they were expected to work for long durations when elected.
Nodal mobility and link failure are the chief reasons for cluster head re-election and changes in cluster membership.
Fig 1: Cluster Head Election
Denko, et al., 2003, proposed a mobility-based clustering algorithm where a node is elected as cluster head only when the mobility index is below a specific threshold. This index is computed based on cluster membership and cluster head changes. When there is a tie, the lowest ID node is selected. In our cluster election algorithm, lowest ID clustering is first used to form clusters. Hence, a node is elected CH when it has the lowest ID. This forms the initial node configuration. Later, a node with a mobility index lower than its neighbors [Denko, et al., 2003 ] is used as criteria. In Figure 1 , every node broadcasts mobility information to neighbors during a cluster head election. Once information is collected from neighbors every node checks to see if it is the node with the lowest mobility index. Once this confirmed it becomes a cluster head itself and informs all neighbors.
Cluster Maintenance
Cluster maintenance consists of two parts: intra-cluster and inter cluster maintenance.
Intra-cluster maintenance
To keep the neighbor 
Inter-cluster maintenance
Every cluster head has a K-hop cluster In the following section we will present the various data structure added to the OADV to implement the proposed clustering architecture.
Hello Message and Neighborhood Maintenance
Prior to a hello message being forwarded the sender node adds status information to it. The hello message sender can be a CH, a gateway, ordinary node or undecided node. The hello message's extension includes the following: source address, lifetime and current status.
A neighbor table stores the neighbor's ID, expiration time, status and the many times a hello message was lost. When a node is in receipt of a hello message from neighbors, it checks whether the neighbor is alive in the neighbor table. If existence is confirmed, the neighbor's expiration time is updated. Or else a new entry is added. When anode has not received a hello message from another in three subsequent hello intervals, it is thought to be unconnected and is removed from the neighbor table.
Cluster Management Module
The following three modules are used to implement an AODV based clustering algorithm. 
Cluster head election module.
A node invokes a Cluster Head Election module to elect cluster heads when there is no CH or when multiple CHs are in proximity to each other. The procedure involves the following steps:
1. A node checks whether it has the lowest mobility index among non-gateway neighbors. It changes status to CH and broadcasts this to neighbors; 2. When it has the lowest mobility index, it declares itself CH and notifies other nodes. Otherwise, it changes its status to ordinary node.
Clusters are monitored to prevent formation of multiple CHs and also the absence of a CH in a cluster. This is illustrated through examples. Figure 2 (a) reveals the topology of a hypothetical clustered-network at time t. In Figure 2 (a), nodes 1, 3 and 6 are CHs. Nodes 8 and 9 are gateways while nodes 2, 4, 5 and 7 are ordinary nodes. Assuming that at time t 2 the network's topology changes to Figure 2(b) , where node 7 has moved from its original cluster. When node 7 checks the neighbor table, it cannot locate a cluster head. Thus node 7 uses the Cluster Head Election module to elect a new CH and the result is shown in Figure 2 (c), where node 7 becomes a new CH and node 4 the new gateway. . Then both nodes 3 and 6 invoke the Cluster Head Election Module to select a new cluster head. After cluster election, node 6 throws away its CH status and changes itself into an ordinary node. Node 3 remains a CH. Again, the cluster with nodes 5, 7, 8 and 9 elect node 5 as the new CH. Network topology after the CH reelection is seen in Figure 3 (c).
CLUSTER-AODV-BASED ROUTING
The AODV protocol sends many packets in comparison to other reactive protocols like DSR. So, when network's size increases, node degree also increases proportionately, leading to congestion in the network. Clustering reduces this through localized route discovery and maintenance. The suggested Cluster AODV scheme uses clustering architecture and AODV functionalities for routing. This section discusses mechanisms used by Cluster-AODV to lower routing overhead and allows scalability while ensuring good packet delivery ratio. 
Intra-cluster routing.
Intra-cluster routing is routing within a cluster. Each node has routing information on its cluster. When a node lacks a route to a destination that is in the cluster it sends a Local Route Request (LRREQ). When route failures ensure lack of reply to a RREP, local route maintenance is undertaken within a cluster.
Inter-cluster routing.
Inter-cluster routing is routing among clusters. The CH has a 2-hop cluster topology also maintained in a SCH to minimize one point of failure. When routes cannot be found in a cluster once a LRREQ message has been issued, a CH uses a RREQ message to locate a destination via a gateway to 2-hop neighbor clusters. To lower RREQ flooding packet overhead only gateways and CHs forward the RREQ. Ordinary nodes are not involved in RREQ packets in inter-cluster communication.
Route maintenance.
Similar to route maintenance, to cluster maintenance starts when a route fails within a cluster and is re-constructed locally using LRREQ and RREQ with 2-hop topology information. When LRREQ fails, an AODV procedure is used and the usual RERR is forwarded to source nodes for route reconstruction. The source node follows the same process to repair failed routes, first locally and then others.
The processes involving a new node which joins and an existing node leaving are carried out based on hello messages from AODV.. When CHs exchange neighborhood information with cluster members, a new node close by can register with a CH by using a RREQ message. A node acts as gateway when it registers with two CHs. When a node goes away from the present CH, it switches its role to that of an ordinary node, a gateway or will be undecided. It will be erased from the old CH and old members' routing entries are updated accordingly.
EXPERIMENTAL SETUP
The OPNET modeler 14.5 simulation tool is used to evaluate performance. When simulation started, 100 nodes were placed randomly within a 1000 m x 1000 m area and the transmission range was fixed at 250m. The random waypoint mobility model [Broch, et al., 1998 ] was used to simulate mobility with a 40 second pause time. Other simulation parameters are seen in Table 1 . The proposed AODV Clustering approach is evaluated for throughput, delay and number of hops.
Results and Discussion
The experiments were conducted based on the above simulation parameters. Each data point in the graph represents an average of ten simulation runs. Figure 4 shows the throughput in bits/sec for the proposed AODV based clustering protocol. Figure 5 show the delay in MANET. 
CONCLUSIONS
This paper presents an AODV-based clustering and routing scheme for MANETs. The scheme is used for integrated routing and message delivery in clustered networks. The proposed clustering architecture was evaluated using simulation experiments. The simulation results show that the algorithm builds stable clusters with low communication overhead due to its localized, distributed and reactive nature. 
