The efficiency and robustness of different real-time dynamic origin-destination (O-D) matrix adjustment algorithms were investigated when implemented in large-scale transportation networks. The proposed algorithms produce time-dependent O-D trip matrices based on the maximum-entropy trip departure times with simulated and actual observed link flows. Implementation of the algorithms, which are coupled with a quasi-dynamic traffic assignment model, indicated their convergent behavior and their potential for handling realistic urban-scale network problems in terms of both accuracy and computational time. The main factors influencing the numerical performance of each algorithm were identified and analyzed. Their relative efficiency was found to be particularly dependent on the level at which the assigned flows approximate the observed link flows. These results may provide insights into the suitability of each algorithm for diverse application domains, including freeways, small networks, and large-scale urban networks, where a different quality of O-D information is usually available.
The origin-destination (O-D) trip matrix estimation is a longstanding problem in the areas of transportation planning and engineering, with applications ranging from urban transportation planning analysis (1) to real-time dynamic traffic estimation and prediction, traveler information provision, and control operations (2, 3) . In the context of dynamic transportation networks, the estimation of timedependent O-D matrices involves a series of additional complexities, such as departure time uncertainty and fixed arrival rates. Such complexities usually are addressed through the use of some dynamic traffic assignment (DTA) model. On the other hand, the approaches that do not incorporate a traffic assignment component, usually referred to as non-DTA-based approaches, basically can be applied to simple networks such as interchanges/intersections and freeway segments, where the entry and exit flows cover major link flow information and are readily available (4, 5) . The DTA-based approach generally can be regarded as more behaviorally sound and robust for addressing the various time-dependent aspects involved in the operation of largescale networks than the non-DTA-based approach. Nonetheless, its performance can entail a significant computational burden (6) .
This paper describes and compares several algorithms for the timedependent O-D matrix estimation problem with a quasi-DTA model. This model provides a plausible, in terms of mathematical complexity, as well as an efficient and tractable, in terms of computational cost, procedure for the calculating the dynamic traffic loading conditions over the network. It is based on a simulation procedure developed by Stathopoulos et al. (7) and the PARCMAN project (8) for the time-dependent estimation of link-use proportions, as described in the following section. On the other hand, the time-dependent O-D matrix estimation process seeks a trip distribution that produces a link flow pattern sufficiently close to a set of dynamic flow measurements at selected links over the network. These measurements usually are assumed to represent the dynamic user optimal (DUO) flow pattern. Given that in real network conditions there are infinitely many matrices satisfying the constraints imposed by the assignment procedure, the estimation problem typically can be stated as one seeking to find the maximum-entropy O-D trip distribution subject to constraints at the level of origins and destinations, the existence of a prior O-D matrix, and the link traffic counts. Many methods have been proposed in the literature for the given problem, which usually is referred to as the matrix adjustment or balancing problem. However, relatively little attention has been paid to assessing their efficiency and robustness for online dynamic and realistic-scale urban network applications.
Lamond and Stewart (9) unified most of these methods by means of the theoretical properties of the balancing method of Bregman (10) . Probably the most well-known of these methods is the multiproportional procedure (MPP) of Murchland (11) , which was applied by Van Zuylen and Willumsen (12) for the O-D matrix estimation from traffic counts and was extended dynamically by Janson and Southworth (13) for the calculation of departure times from each origin zone. Another balancing method, which also was referenced elsewhere (9) , is the multiplicative algebraic reconstruction technique (MART), developed by Gordon et al. (14) . The convergence properties of MART are presented elsewhere (15) . In general, the aforementioned balancing methods exhibit a theoretically slow convergence rate, although they perform well in practice (16, 17) . In addition, Wu (18) provided a modified version of the latter method, known as the Revised Multiplicative Algebraic Reconstruction Technique (RMART), to enhance its numerical performance and convergence behavior, without submitting any analytical proof for its convergence.
This paper provides appropriate dynamic extensions to the MPP and MART algorithms, together with a hybrid (doubly iterative) matrix adjustment procedure. These algorithms are coupled with the quasi-DTA model of PARCMAN to estimate dynamic trip departure rates and, subsequently, O-D matrices over a series of successive time intervals. Prompted by the need to emphasize real-life large-scale urban networks, the algorithms are tested on the central part of the greater Athens area network with both simulated and actual traffic flow data obtained from a real-time traffic counting system. Furthermore, a sensitivity analysis is undertaken to evaluate the efficiency and robustness of the algorithms with respect to the assumptions underlying them. This paper is organized as follows: the next section describes the structure of the quasi-DTA model, the third section describes the various dynamic O-D matrix adjustment algorithms, the fourth section presents the simulation tests and analyses of the results, and the fifth section provides conclusions and contributions of the paper.
QUASI-DTA PROCEDURE
This section describes the quasi-DTA model to be coupled with the time-dependent O-D matrix estimation algorithms. The various approaches that have been proposed to formulate and solve the DTA problem generally can be classified in two broad categories, as discussed elsewhere (6) . The first category refers to the analytical DTA approaches, including models on the basis of mathematical programming, optimal control theory, and variational inequalities. The second category refers to simulation-based DTA, in which the vehicles are divided into a number of packets (e.g., 10 vehicles in each packet) and then are loaded incrementally onto the paths of each O-D pair during the current time interval. The simulationbased approach allows detailed investigation of a traveler's behavior, while it can handle large-scale network applications. The present simulation quasi-DTA model is based on the reactive or instantaneous link travel cost definition. This definition implies that each traveler departing from a particular location at any instant chooses the shortest path to his or her destination, based on the travel time perceived according to the currently prevailing traffic conditions, which is estimated at the time the traveler enters the path. Given that each instant may be approximated by a sufficiently short time interval (of, e.g., τ = 15 min), the model, whose mathematical formulation follows, calculates at the beginning of each interval the minimum-cost path from each origin. Then, it assigns each packet of vehicles departing from the corresponding origin onto the best route to reach the intended destination. Although no rigorous proof of its convergence properties exists, the present simulation-based model can provide a computationally efficient tool for quasi-dynamic mapping of the O-D demand to the link flow pattern and the calculation of time-dependent trip departure rates. Even though it does not explicitly represent several microscopic traffic phenomena, like the structural evolution of queuing and spillbacks, it enables the macroscopic consideration of deterministic control delays and variable travel time effects. Because of its intrinsic simplicity, the proposed model constitutes a framework that is realistic from the software point of view: it allows simulation of realistically large-scale networks (i.e., spanning several thousand links servicing several hundred thousand travelers) with simple personal computer facilities [typically with 128 megabytes of random-access memory (MB RAM)] in a period of a few seconds. Furthermore, it has a relatively low level of data requirements, because it uses the same data as a standard static assignment model.
DYNAMIC O-D MATRIX ADJUSTMENT PROBLEM Problem Formulation
Based on Willumsen (21), the generalized entropy maximization formulation of the time-dependent O-D matrix estimation problem, in terms of estimating the statistically optimal (most probable) trip departure time distribution, can be given as follows: subject to and where x τd i corresponds to the row (origin) sums of the (I × Z) matrix x -= {x τd ij }. This matrix, known as a prior O-D matrix, may be a preliminary estimate based on, for example, partial surveys, time-of-day historical information, or results from previous departure intervals of the same day. The factor λ τd i denotes relevant weights that allow for some prior O-D matrix elements to be assumed more reliable than others. In real-time traffic networks, the reliability of prior information on O-D pattern and trip departure rates is unknown in practice, particularly because there is no clear process available for accounting for the differences in knowledge or confidence between prior matrix elements. Thus, the λ τd i values can be reasonably assumed as equal (to unity) for all O-D pairs.
In this paper, time-of-day historical estimates are used (see section Presentation of Simulation Experiments). In this way, the different algorithms are allowed to be evaluated and compared given the same initial demand pattern. On the other hand, several recursive algorithms theoretically could be implemented to utilize estimates derived from previous departure intervals. These approaches, principally
based on Bayesian updating methods (2, 5) , were found experimentally to produce a considerable computational load when applied to the given study area. This is particularly due to the large number (thousands) of O-D pairs, the spatial distribution of the network, and the high levels of congestion. These factors essentially render online application of such approaches in real-world urban network problems with so many dimensions, like the current one, practically impossible. •
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Step 8: If the distance between the estimated and observed link volumes for each (m, τ) combination is greater than a prespecified minimum value δ, or a maximum number of inner-loop iterations max λ IN has not been reached, then return to Step 3. Else continue to
Step 9.
• 
MART
The MART algorithm provides a convergent, generalized iterative matrix scaling procedure for the recursive adjustment (reconstruction) of the prior O-D trip flows to each of the constraints imposed by the set of link counts. Its dynamic extension, in terms of estimating time-dependent trip departures, can be described as follows:
• Step 1: Set the number of iterations λ = 1. Initialize
Step 2: Increment the number of iterations λ = λ + 1.
• Step 3: Update the trip departure flows as follows:
where s i τ d τ is a normalizing exponent factor used to enhance the numerical stability of the algorithm convergence. This is given as follows: 
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The MART algorithm has a theoretically slow convergence behavior due to the orthogonal step directions established every two successive iterations. In contrast, the RMART algorithm (18) provides a diagonal search between two successive iterations to improve its convergence speed. The modified form of RMART to estimate timedependent O-D matrices, in terms of trip departure rates, can be described in the following steps:
• Step 1, Step 2, Step 3, and Step 4: as in MART earlier.
• Step 5: If the distance between the observed and estimated link volumes is greater than a prespecified minimum value δ, or a maximum number of iterations max λ has not been reached, then proceed to Step 6. Else stop; the matrix with elements x τd ij (λ) is the final adjusted O-D matrix.
Doubly Iterative Matrix Adjustment Procedure
Another possible dynamic extension of the aforementioned algorithms is the suitable combination of them to improve their performance characteristics. Such a procedure is referred to here as doubly iterative matrix adjustment procedure (DIMAP), in the sense that the multiproportionally adjusted matrix in each iteration is one that has already been corrected (reconstructed) on the basis of the MART procedure. DIMAP aims to further enhance the consistency between the trip departure rates from each origin zone and the observed link flows. The algorithm convergence can be ensured given that, as mentioned earlier, both MPP and MART have a proven convergent behavior. The steps of DIMAP can be described as follows: •
Step I: Set the number of MART iterations λ 1 = 1. Initialize
. Increment the number of iterations λ 1 = λ 1 + 1.
• Step II: Implement Step 3 described in the section MART to perform a MART iteration and update the trip departure rates.
Step III: Set the number of inner-loop iterations for MPP equal to λ 2 = 0.
• Step IV: Perform an inner-loop iteration to multiproportionally adjust the updated trip departure rates following Step 2 to Step 7 as described in the section MPP.
• Step V: If the distance between the estimated and observed link volumes for each (m, τ) combination is greater than a prespecified minimum value δ, or a maximum number of inner-loop iterations max λ 2 has not been reached, then return to Step IV. Else continue to
Step VI.
Step VI: Increment the number of MART iterations λ 1 = λ 1 + 1. If a maximum number of iterations max λ 1 has been reached, then stop. Else, return to Step II. In the second set of simulation tests (see section Estimation with Real Traffic Counts), the estimation is carried out with real traffic count data for the first Tuesday of February 2000. These data are automatically collected at 22 key locations of the network and stored at the end of every 90-s cycle. The real-time counting system identifies and excludes data from malfunctioning detectors, while it uses smoothed flow values to avoid short-term local fluctuations, attributed to significant random and nonrecurring traffic episodes. In this case, the simulation period spans the whole morning period (i.e., 6:00 to 9:00 a.m.), which is partitioned into 12 equal intervals of 15 min.
NUMERICAL TESTS AND RESULTS

Presentation of Simulation Experiments
Estimation with Simulated Link Flows
In this paper, the percentage or relative root mean square error (RRMSE LINK ) was used to measure the distance between the estimated and observed link flows to control the convergence of the algorithms. The RRMSE LINK is calculated as follows: where N + is the number of feasible (i.e., positive) O-D trip flows. First, the algorithms were tested for the basic case of uniform (symmetric) distribution of the prior O-D demand across four 15-min intervals. The initially assigned matrix was constructed to deviate at a level of 10% from the corresponding elements of the prior matrix. Figure 2 presents the results obtained from implementation of MPP. Figure 2a indicates that MPP converges rapidly within the first four inner-loop iterations λ IN , when the number of outer-loop iterations is set equal to λ OUT = 1. RRMSE LINK falls below 5% for each interval τ after λ OUT = 13 (see Figure 2b) , with a number of λ IN = 10 iterations for each outer-loop iteration, at about 75 s of central processing unit (CPU) time. MPP converges at a stationary point for each τ after λ OUT = 22 (not indicated in Figure 2 ) at about 320 s, without reaching the strict convergence criterion of the minimum distance δ = 1%. For the results of MPP, the average level of nonconvergence (LNC) for each τ, which is given as was found equal to LNC = 180%. In contrast, all the other algorithms, when using simulated observed flows, were found to converge; in other words, they reached a level of nonconvergence equal to LNC = 0. Figure 2c indicates that the reduction of RRMSE LINK across the outer-loop iterations is associated with an increase of RRMSE OD for each interval τ. Similar trends between the O-D trip and link flow performance measures across iterations were also observed in the other algorithms. This finding essentially suggests a trade-off between optimal link flow pattern and trip departure rates. Moreover, all algorithms indicated a linear convergence behavior, except for the DIMAP case, which performed small disturbances decreasing with the number of iterations.
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In contrast to MPP, the other algorithms satisfied the criterion of minimum distance δ = 1% for each τ, while they required much less computational time for convergence, with the same prior trip distribution assumptions as before [see Case (a) in Table 1 ]. The significantly greater computational time associated with MPP may be attributed to use of the modified Newton-Raphson method and the need for periodically updating the link-use proportions. Based on Table 1 , DIMAP showed the most efficient, in terms of MSE OD and RRMSE OD , and robust behavior, compared with both MART and RMART, with a range of different assumptions. These assumptions refer to different (lower and higher) levels of variability with respect to the prior trip distribution [Cases (a) and (b)], different directions In all algorithms, the increase in variability and size of O-D trip flows appears to adversely affect the reliability of O-D matrix estimates and the CPU times required for convergence. This outcome may be interpreted by the fact that trip makers, in the presence of volatile and growing demand conditions, cannot easily determine which paths correspond to lower travel costs, so they finally select a less optimal path. The effects of the variability of the (simulated) observed flows from the DUO link flow pattern are similar. In contrast, the skewed (nonsymmetric) loading of the assigned O-D matrix appears to enhance the performance of the tested algorithms. Nevertheless, the direction of change in demand conditions significantly influences their convergence behavior. Furthermore, shorter time interval durations (10 min) resulted in an increase in the reliability of O-D matrix estimates, in spite of the increase in required CPU times due to the greater number of the quasi-DTA runs, compared with the longer interval durations (30 min). This improvement may be associated with a faster adjustment of users' decisions, related to departure time and route choice, with regard to the prevailing congestion conditions.
Estimation with Real Traffic Counts
In the case of using real traffic count data, the algorithm convergence is far from guaranteed, mainly because of the intrinsic complexities of the DTA procedure and the departure of real-life link flows from the DUO pattern. DTA should be considered as a prior assumption, which cannot actually be observed in practice. Hence, a maximum number of 200 iterations were specified as the termination criterion for each algorithm. In all cases, the algorithms were observed to asymptotically converge at a stationary RRMSE LINK value. This value was basically considered to evaluate the performance of each algorithm. Two different loading conditions were used to encounter possible effects of bias imposed by the prior demand information. First, the network was loaded with a trip matrix of moderate size (about 50,000 vehicles per hour). Next, the loading was performed assuming a 50% growth in total demand. Ten assignment mappings (successive quasi-DTA runs) were additionally considered per interval. All cases indicated a significant reduction (between 40% and 60%) of the initial RRMSE LINK value, as obtained by assigning the prior matrix. Tables 2 and 3 indicate that the greatest improvements were attained by the consecutive dynamic reassignments of the trip matrix, particularly under increasing demand, at the expense of computational time. This outcome denotes the high sensitivity of the dynamic matrix adjustment to the accuracy of link-use proportions. RMART provided the greatest RRMSE LINK improvement, with MART and DIMAP following in sequence. MART displayed the fastest computational speed, while DIMAP required the longest CPU times. Thus, the use of actual time-dependent link counts may lead to different inferences about the relative efficiency of real-time matrix adjustment algorithms with regard to the results typically obtained on the basis of simulated observed link flows.
A deeper understanding of algorithm performances can be obtained by calculating a suitable statistical measure of the differences of the dynamic trip departure rates produced in each case. This measure can be derived by the relative average error of departures (RAE d ), as follows: In addition, the sensitivity of the efficiency and robustness of the algorithms was examined with respect to the network scale and link count availability. In the former case, the scale of the network area was increased to include 168 assignment nodes and 300 assignment links, while, in the latter case, the number of counted links was reduced by 30%. In all cases, the quasi-DTA model was used in carrying out 10 successive assignment runs per interval. Tables 4 and 5 indicate an overall increase in the produced trip departure rates, particularly for the moderately congested conditions. This increase can be attributed to the trip understatement underlying the survey-based O-D estimates and the traffic growth in the area. RMART was found to better capture the suppressed effects of congestion, in the sense of producing a smaller increase in departure rates, compared with MART and DIMAP. In the experiments assuming an increased network scale and reduced link count availability, referred to as Cases (ii) and (iii), respectively, the differences in the departure rates resulting from the moderate and increased O-D trip sizes are diminished, compared with the initial Case (i). This outcome can be explained by the greater spread of trip flows in the expanded network and the fact that the reduced link flow information cannot fully capture the congestion effects. Tables 6 and 7 MART and DIMAP produced lower RRMSE LINK for Case (iii) compared with RMART and the corresponding values in Case (i). The small relative changes in RRMSE LINK between Case (i) and Case (iii) suggest that the omitted link counts probably do not carry such significant information to affect considerably the resultant flow solution. Finally, Case (ii) is accompanied by a slight increase in CPU time because of the additional effort required by the quasi-DTA model in route processing. In contrast, Case (iii) results in a decrease in CPU time because of the reduced dimension of the assignment matrix.
CONCLUSIONS
In general, the performance of the proposed algorithms appeared to be promising for the case of large-scale urban networks, while potential for further improvements was also recognized. All algorithms displayed a convergent behavior and indicated significant superiority over the flow pattern produced by the prior matrix. The algorithm performance was found to be affected by the assumptions underlying the prior matrix structure, the time interval duration, the source of ground-truth flows, the DTA procedure, the network scale, and the link count availability. For the case of simulated link flows, in which a satisfactory convergence level can be achieved, DIMAP resulted in the most reliable matrix and performed with greater robustness than the other algorithms. Thus, it may provide a competitive solution, whereas the assigned flows do sufficiently approximate the observed link flows. Such conditions may be practically met in freeway segments or in small and simplified networks. Conversely, MART and, particularly, its heuristic improvement RMART show a better potential to solve the real-time matrix adjustment problem when using actual observed flows in a real urban-scale network. The implementation of other, dynamically extended balancing algorithms, or possible improvements of them, would provide more insights into the problem of estimating optimal trip departure times and time-dependent O-D matrices.
