We introduce a new method to measure the dispersion of m max values of star clusters and show that the observed sample of m max is inconsistent with random sampling from an universal stellar initial mass function (IMF) at a 99.9% confidence level. The scatter seen in the m max -M ecl data can be mainly (76%) understood as being the result of observational uncertainties only. The scatter of m max values at a given M ecl are consistent with mostly measurement uncertainties such that the true (physical) scatter may be very small.
INTRODUCTION
The stellar initial mass function (IMF, ξ(m) ) describes the distribution of masses of stars, whereby dN = ξ(m)dm is the number of stars formed in the mass interval m, m + dm. It is one of the most important distribution functions in astrophysics as stellar evolution is generally determined by the mass of the stars. The IMF therefore regulates the chemical enrichment history of galaxies, as well as their mass-to-light ratios and influences their dynamical evolution. Theoretically unexpected,
THE mmax-M ecl RELATION
The mmax-M ecl relation, as shown in Fig. 1 , has been analytically presented in , observationally established by Weidner & Kroupa (2006) and refined in , while already briefly theoretically discussed in Reddish (1978) . It signifies that the typical upper mass limit to which the IMF is sampled, mmax, changes systematically with the stellar mass of the cluster, M ecl , the stars have formed in and is incompatible with a scale-free IMF. Note that in Fig. 1 several new objects are added which have not been published before (see Appendix A for the full list of clusters and their properties).
For the clusters for which the number of stars above a mass limit or within a mass range are given in the literature, the cluster mass, M ecl , is calculated by assuming a canonical IMF (Appendix B) from 0.01 to 150 M⊙ and extrapolating to the total population from the observational mass limits. The observed number of stars and its mass limits are given in Tab. A1. For the error determination of M ecl , the error in the number of stars (if given in the literature) is combined with the assumption that all stars could be unresolved binaries for an upper mass limit and that 50% of the stars are misidentified as cluster members for the lower mass limit. In the cases where no observed numbers of stars and their mass limits were given in the references, literature values for M ecl have been used.
The mass of the most-massive star, mmax, is either deduced from the spectral type of the most-massive star by using a spectral-type-stellar-mass relation for O stars (Weidner & Vink 2010) and B stars (Hanson et al. 1997) or, when this was not possible and in the case of exotic spectral types (like Luminous Blue Variables or Wolf-Rayet stars), literature values have been inserted into the table. For the errors in mmax, ± 0.5 was assumed for the spectral subclass. Panel C of Fig. 1 shows the errors in mmax and M ecl .
We emphasise here that we have been using all available data on very young populations and that the selection criteria are only one of age being younger than 4 Myr and no supernova remnants being present in the cluster. That is, we have not been discarding any data.
Note that the smoothed particle hydrodynamical (SPH) simulations (i.e. Bonnell, Bate, & Vine 2003) and grid based The mass of the most-massive star (mmax) in an embedded cluster versus the stellar mass of the young dynamically un-evolved "embedded" cluster (M ecl ). The filled dots are observations compiled by , the filled triangles are new data presented here for the first time (see Appendix A), the open circles are new data for small clusters in Taurus-Auriga from Kirk & Myers (2011) , while the crosses are three other star-forming regions (IC 348, Chameleon I and Lupus 3) discussed in Kirk & Myers (2011) . The asterisk symbolises all Taurus-Auriga data of Kirk & Myers (2011) combined as if it were a single cluster. Three SPH cluster formation models are indicated by the open triangles (Bonnell et al. 2003; Smith et al. 2009 ) and the boxes are mm-observations of massive prestellar star-forming regions in the Milky Way (Johnston et al. 2009 ). The solid lines through the data points are the analytical mmax-M ecl relation when using a fundamental upper mass limit, mmax * , of 150 M ⊙ (lower light-grey solid line, cyan in the online colour version) and mmax * = 300 M ⊙ (upper dark-grey solid line, magenta in the online colour version). The dashed grey (green in the online colour version) lines are the 1/6 and 5/6th quantiles which would encompass 66% of the most-massive stars if they were randomly sampled from the IMF. The dotted black line shows the prediction for a relation by Bonnell et al. (2003) from numerical models of relatively low-mass molecular clouds ( 10000 M ⊙ ). The thin long-dashed line marks the limit where a cluster is made out of one star. Panel B: Only the data from panel A are plotted which have uncertainties less than 110% in M ecl and mmax. These have been used to calculate a 3rd-order polynomial fit (short-dashed line, eq. 1) which is shown together with a fit to the analytical relation (dash-dotted line) as given in Pflamm-Altenburg et al. (2007) . Also shown by the long-dashed line is the mean relation from random sampling, R(M ecl ), inferred from 10 7 Monte-Carlo clusters (Weidner & Kroupa 2006) . Note that the shape of R(M ecl ) was mathematically confirmed by Selman & Melnick (2008) . Panel C: Showing the mmax against M ecl for the whole sample like in panel A but also showing the errors. Like panel A but including the errors in mmax and M ecl . The solid line its the 3rd-order polynomial fit (eq. 1) and the long-dashed line is the mean relation from random sampling, R(M ecl ).
computations of star formation with the FLASH code (Peters et al. 2011) show good agreement with the empirical mmax-M ecl relation Kroupa et al. 2013) . This suggests that the formation of stars within the cloud cores is mostly driven by growth processes in a medium with limited resources. Peters et al. (2011) refer to this process as fragmentation induced star formation.
Challenges for the mmax-M ecl relation
The existence of a mmax-M ecl relation is not without challenge. Parker & Goodwin (2007) and Maschberger & Clarke (2008) discuss a list of relatively young A and B stars around which Testi et al. (1997 Testi et al. ( , 1998 Testi et al. ( , 1999 had searched for star clusters. The majority of these clusters are not included in the study as a) they are either too old (> 4 Myr for 25 of 35 objects) or they are b) gas-free. A strict age limit is necessary because of the short life time of massive stars. For older clusters it is impossible to determine if they have had more massive stars which had exploded as supernovae. Furthermore, such clusters loose considerable amounts of stars due to stellar dynamical processes, even before gas expulsion (Lada et al. 1984; Goodwin 1997; Kroupa et al. 2001; Pellerin et al. 2007; Pflamm-Altenburg & Kroupa 2006; Weidner et al. 2007; Wang et al. 2008; Weidner et al. 2011a) . For the same reason completely gas-free objects are unsuited as gas-expulsion removes large numbers of stars and therefore reduces the mass of the cluster, M ecl , significantly Weidner et al. 2007 Weidner et al. , 2011a . Furthermore, the Testi-sample does not include any study of the proper motions or radial velocities and the A and B stars and clusters are only searched for in a 0.2 to 1.0 pc radius around the stars. Any even only slowly ejected/evaporated A or B stars would therefore be seen as being isolated. A detailed study of the kinematics of the Testi-sample is currently underway. The Testi-sample has in common four objects with the near infra-red study of young star-forming regions by Wang & Looney (2007) and which are included in the study. Additionally, the Maschberger & Clarke (2008) study changes and adapts their own sample until they arrived at an acceptable probability for their hypothesis that the data is consistent with random sampling. Taking their full sample, Maschberger & Clarke (2008) perform a KS-test and arrive at a probability for random sampling of 10 −17 ! Only after removing the Testi-sample and some other clusters they arrive at a 20% probability for random sampling. This reduction of the sample is justified by Maschberger & Clarke (2008) by arguing that clusters around G type stars are missing as "young stars of close to solar mass and below have not been systematically targeted for surrounding clusters" but as is evident from fig. 2 of Maschberger & Clarke (2008) , what are actually missing are clusters around Ae stars (≈ 2.5 M⊙, their fig. 2 does not even extend below 1 M⊙) with several hundred stars. Exactly what Testi had been looking for. Also they only use the low-mass end (M ecl 1200 M⊙) of the Weidner & Kroupa (2006) sample and merely conclude that "the data are not indicating any striking deviation from the expectations of random drawing". This does not rule out an other mechanism than random sampling but merely states that the low-mass clusters they studied do not allow for any discrimination whether or not there is a mmax-M ecl relation, especially as no other hypothesis was tested. showed for clusters with M ecl between 100 and 1000 M⊙, while the percentage of mmax in the 1/6th and 5/6th quantiles is compatible with random sampling, that the data has only a probability of 1.9 × 10 −7 for being symmetrically distributed around the median, thus making random sampling highly unlikely. For more massive clusters (M ecl > 1000 M⊙), the probability for symmetry around the median is even lower (2.8 × 10 −9 ). Furthermore, one has to keep in mind that star clusters do not have identical initial conditions. For very similar masses, initial differences in metallicity, rotation, magnetic field strength and orientation and star-formation efficiency of the giant molecular cloud will lead to some spread of the mass of the most-massive star even if there were to exist an exact mmax-M ecl relation under ideal conditions such as no rotation of the cluster forming cloud, identical boundary conditions and chemical composition . Also binary stellar evolution can alter the mass of the most-massive object (Bonnell & Bate 2005; de Mink et al. 2011) . Finally, but perhaps most importantly, the data suffer from significant observational errors (50% in mmax and M ecl ) such that much of the dispersion seen in Fig. 1 may be due to measurement uncertainties. Even with all these potential sources for variation of the mmax-M ecl relation it is surprising that 77% of the clusters with errors in Table A1 are compatible within their errors with being form one universal mmax-M ecl relation.
Further criticism of the mmax-M ecl relation comes from the claim by some workers that massive stars can form in isolation. The study by de Wit et al. (2004) and de Wit et al. (2005) arrived at an upper limit fraction of 4 ± 2 % of known O stars as candidates for the formation of massive stars in isolation. Unfortunately, this number is usually but falsely used as the percentage of O stars that definitely formed in isolation. One example would be: Krumholz et al. (2010 ) write "de Wit et al. (2004 , 2005 find that 4% ± 2% of galactic O stars formed outside of a cluster of significant mass, which is consistent with the models presented here [...], but not with the proposed cluster-stellar mass correlation". Lamb et al. (2010) , Bestenlehner et al. (2011) and Selier et al. (2011) propose a handful of apparently formed-in-isolation O stars in the Magellanic Clouds with similar arguments. The thorough study by Gvaramadze et al. (2012) has eliminated any statistically significant evidence for the existence of O stars formed in isolation. The remaining candidates are likely two-step-ejections (a massive binary is ejected and the more massive component explodes as a supernova, changing direction and velocity of the secondary; Pflamm-Altenburg & Kroupa 2010). Two-step ejections must be common as the vast majority of field and runaway O stars
The m max -M ecl relation, the IMF and IGIMF 5 are in binaries (Chini et al. 2012) . Further studies are currently underway to discuss the new samples of 'candidates' for the formation of massive stars in isolation presented by Bressert et al. (2012) and Oey et al. (2013) .
Recently, it has been claimed that modelling of observations of young star clusters in the starburst dwarf galaxy NGC 4214 disproves the mmax-M ecl relation (Andrews et al. 2013 ). This claim is disproven in Weidner et al. (2013, submitted) . The main issue of Andrews et al. (2013) is to assume that the mmax-M ecl relation is a fixed truncation limit instead of the mean of the observations. Also, it is important to keep in mind that all current observations of young star-forming regions, including the surfacedensity profiles, are in agreement with stars forming in embedded clusters when properly taking into account stellar dynamical processes which result in dissolution of star clusters and allowing for more than one cluster to be formed in a given molecular cloud (Pfalzner et al. 2012) .
Note that random sampling is only given by using a number N of stars, taking these randomly from the IMF and calculating the mmax and M ecl for each N . Choosing a M ecl and filling it randomly with stars is mass-constrained sampling and results in a completely different expected mmax-M ecl relation as mass-constrained sampling changes the IMF (Weidner & Kroupa 2006) . This is because it is not possible to reach in this way M ecl at a 100% level but only with a certain precision and because, especially for low-mass clusters, it happens that a star randomly drawn is either more massive than the cluster itself or adding it to the cluster changes the mass significantly. Generally, such stars are discarded and therefore the IMF changes. Mass-constrained sampling can therefore never be scale-free.
Statistical tests
For easy implementation of the observed mmax-M ecl relation and in order to calculate statistical tests a 3rd-order polynomial fit is calculated,
with y = log 10 (mmax/M⊙), x = log 10 (M ecl /M⊙), a0 = -0.66 ± 0.18, a1 = 1.08 ± 0.22, a2 = -0.150 ± 0.075, and a3 = 0.0084 ± 0.0078. The correlation factor R 2 is 0.91. The fit is only valid for 3 M ecl /M⊙ 2.5 · 10 5 . In panel B of Fig. 1 only clusters with uncertainties lower than 110% in M ecl 2 and mmax have been used to obtain the fits. 77% of the clusters which have errors in M ecl and mmax in Table A1 are fully consistent within their errors with this fit. It needs to be kept in mind that the uncertainties listed in Table A1 only address unresolved binaries and potentially misidentified stars. Other error sources, like variable extinction, stellar variability, star loss due to gas expulsion and dynamical interactions (Oh & Kroupa 2012) are not taken into account. It is therefore not unlikely that all the scatter seen in Fig. 1 is due to observational uncertainties and not to variations of mmax between similar clusters. This means that the impact of physical parameters like rotational velocities of the stars, binary stellar evolution, metallicity and magnetic fields may be very small.
The important question remains whether or not this expanded sample of most-massive stars in star-forming regions is compatible with random sampling of stars from the IMF or not. The answer to this questions has important implications for the theory of star-formation. If random sampling of stars from the IMF is observed then the isolated formation of O stars would be possible. If O stars can only form in denser environments, massive star formation would be a distinct process like, e.g. competitive accretion (Bonnell et al. 2003) or fragmentation induced star formation (Peters et al. 2011) , different from that of low-mass stars.
In order to quantify if the observed mmax-M ecl relation is in agreement with random sampling or not, we perform the statistical tests. To do so, the geometrical distances of the observed sample of mmax-M ecl tuples to mean mmax-M ecl relation from random sampling 3 , R(M ecl ). The R(M ecl ) was calculated from a large sample of Monte-Carlo experiments in Weidner & Kroupa (2006) , which itself agrees well with a mathematical determination by Selman & Melnick (2008) .
The geometrical distances between the data and the expectation of random sampling, R(M ecl ), are calculated by determining the shortest distance for each data point i as follows,
2 The M ecl is usually calculated by extrapolating from an observed number of stars to the total sample by assuming an IMF (see also Appendix A). For the upper and lower end of M ecl it is assumed that all observed stars could be unresolved binaries or 50% of them could be foreground/background contamination. This usually results in errors of about 100% for M ecl 3 Note that random sampling is only given by using a number N ecl of stars in a cluster, taking these randomly from the IMF and calculating the mmax and M ecl values for each N ecl . Starting from a given M ecl and populating it with stars randomly drawn from the IMF is mass-constrained sampling and results in a completely different expected mmax-M ecl relation as mass-constrained sampling changes the IMF (Weidner & Kroupa 2006 ). Mass-constrained sampling can therefore never be scale-free. where mmax,i and M ecl,i is the mmax and the M ecl of the i-th data point and m ′ max and M ′ ecl are, respectively, the mmax and the M ecl values of the curves. When the observed mmax is lower than the R(M ecl ) for the given M ecl the distance is multiplied with minus one. Panel A of Fig. 2 shows a symbolic representation of this process.
These distances are then compared via a KS-test to the distances of a large sample of numerically created clusters to R(M ecl ). These numerically derived clusters are build the following way. A number of stars, N ecl , is chosen and randomly filled with stars from the IMF. The stars are added up the obtain the M ecl and the most-massive one, mmax, is searched for. This procedure is repeated in total for 10 6 clusters. The N ecl are randomly drawn from an embedded cluster number function 4 . The embedded cluster number function, ξ ecl (N ecl ), gives the number of stars N ecl in the interval
ecl . Here as parameters are a slope β of 2 from N ecl,min = 10 stars to N ecl,max = 10 6 stars.
Note that taking the M ecl directly from the ECMF makes random sampling challenging. Depending on how the M ecl is filled with stars, it is generally impossible to exactly reach M ecl and when stars are rejected (e.g. when the star itself is much more massive than the star cluster) the IMF is changed. Therefore, this process should be referred to as mass-constrained sampling and not random sampling. The differences between several sampling methods are discussed in Weidner & Kroupa (2006) .
The distances of the observed sample and the Monte-Carlo sample to R(M ecl ) are plotted in panel B of Fig. 2 . The filled dots in the plot mark the distances of the full observational sample to R(M ecl ), the open (blue) boxes are the distances of the low-error observational sample of panel B in Fig. 1 to R(M ecl ) and the (red) triangles are the distances of a selection of 1116 of the 10 6 Monte-Carlo generated clusters to R(M ecl ). It is clearly visible that the distances of the Monte-Carlo clusters are well distributed around the expected mmax-M ecl relation for random sampling while the observations are not.
KS-tests are preformed on the data shown in panel B of Fig. 2 for the two hypothesis A) that the distances between the full sample of observations to R(M ecl ) are from the same distribution as the distances for the 10 6 Monte-Carlo clusters to R(M ecl ) and B) that the distances of the reduced observational sample of panel B in Fig. 1 to R(M ecl ) are from the same distribution as the distances for the 10 6 Monte-Carlo clusters to R(M ecl ). The D-value 5 for hypothesis A is 0.483. The critical Dα value for two samples with n = 137 data points and n ′ = 10 6 data points and α = 0.001 is 0.167. As D > Dα, hypothesis A is rejected at the 99.9% confidence level. The two samples are not from the same distribution. For hypothesis B the D-value is 0.440 -significantly larger than Dα=0.001 = 0.227 (for n = 74 and n ′ = 10 6 ). Therefore, hypothesis B can also be rejected at a 99.9% confidence level. This leads to the conclusion with very high significance that the mmax values of the observed sample of clusters are not randomly drawn from the IMF and that the observed mmax-M ecl relation is not compatible with random sampling. The cumulative distributions for the KS-tests are shown in panel B of Fig. 3 .
To test a possible impact of the choice of slope of the cluster mass function, the same Monte-Carlo experiment as before has been repeated by drawing again 10 6 clusters but using cluster number function slopes of β = 1.6 and β = 2.4. After calculating the expectation values for random sampling for these two slopes the distances of the full observational sample and the Monte-Carlo samples to R(M ecl , β) have been calculated and KS-tests performed. The D for the distances of the β = 1.6 Monte-Carlo experiment to R(M ecl , β = 1.6) and the distances of the complete observed sample to R(M ecl , β = 1.6) is D = 0.417, which is significantly larger than Dα=0.001 = 0.167. For the β = 2.4 Monte-Carlo sample D = 0.546 > Dα=0.001 = 0.167. It is therefore save to conclude that observations rule out scale-free star-formation.
THE EXPECTED NUMBER OF MASSIVE STARS FROM RANDOM SAMPLING AND FROM THE mmax-M ecl RELATION
It is important to constrain the assumptions that enter the IGIMF theory. An important assumption is the existence of the mmax-M ecl relation. A possible test of this relation is to assess whether or not the expected number of high-mass stars in a 5 When comparing two samples by means of a KS-test the critical value Dα for α = 0.001 (for sample sizes larger than 12) is then arrived at by (n + n ′ )/(n * n ′ ) times 1.95 = 0.167 for n = 137 (observational data) and n ′ = 10 6 (Monte-Carlo data). If D is larger than this Dα, the given hypothesis can be rejected at a 99.9% confidence level (Lapin & Whisler 2001) . star cluster differs significantly when the clusters are sampled from an invariant canonical IMF with a fixed upper mass limit or when using the mmax-M ecl relation, or even when optimal sampling ) is assumed. Using the canonical IMF (Appendix B), ξ(m), it is possible to calculate the total number of stars in a cluster,
when given a lower mass limit, mmin, an upper mass limit, mmax and the normalisation constant, k (eq. B1). The mmin is set to 0.1 M⊙ and mmax is either given by the fundamental upper mass limit for stars, which is thought to be mmax * =150 M⊙ ( The normalisation constant, k, is not known and can be derived by setting M ecl which is the physically relevant quantity,
The expected number of stars in different mass bins [m1, m2] is then Table 1 for a fixed upper mass limit of 150 M⊙, three different ages (1, 10 and 100 Myr) and random sampling from the canonical IMF. For the same cluster masses but using eq. 1 to determine mmax the numbers are in Table 2 . In both tables only the numbers of stars are shown (m > 0.1 M⊙). Brown dwarfs are not included.
The 1 σ errors included in the tables are determined by a Monte-Carlo method. For each mass, 10000 clusters are generated with masses deviating at most ± 10% from the target masses and either randomly sampling m from the IMF with an upper mass limit of 150 M⊙ or by using sorted sampling (Weidner & Kroupa 2006) in order to introduce the mmax-M ecl relation. For sorted sampling M ecl is divided by the mean mass of the used IMF (for the canonical IMF between 0.1 and 150 M⊙ it is mmean = 0.61 M⊙) which results in the expected number of stars for the cluster. This number of stars is randomly taken from the IMF, sorted by mass and added, starting from the lowest mass star. When
If the cluster mass is not reached, an additional number of stars is randomly chosen and sorted into the first list of stars. The additional number is determined by dividing the difference of the target cluster mass and the sum of the first star list by the mean mass. This extended list of stars is then summed up again in the same manner as before. This procedure is iterated until the cluster mass is reached to a tolerance of 10%. For each of the resulting distributions of O, B and A stars the half-full-width-half-maximum is then calculated and used as 1 σ errors.
As can be seen in the Tables 1 and 2 the choice of the different upper mass limit has very little effect on the expected numbers of A, B and O stars even within the uncertainties. Introducing a cluster mass dependent upper mass increases the total number of stars expected in low-mass clusters but the change is too small to be measurable. Testing for the existence of a mmax-M ecl relation is thus not possible using the number of massive stars for a given M ecl . Instead, the distribution of mmax values for different M ecl needs to be considered as has been done in § 2.
The number of stars in Taurus-Auriga and in the Orion cloud L1641
The Taurus-Auriga region is of special interest because it is the nearest known site of star-formation. Currently, 352 young stellar objects (YSO) and stars are known to be situated in about 8 small clusters each with a radius of ≈ 0.3 pc (Kirk & Myers 2011) covering about 50 times 50 pc. 42 of the YSOs have masses above 1 M⊙ but the most-massive object weighs only 3.25 Table 2 . Like Table 1 but assuming the empirical eq. 1 instead of a fixed upper mass limit of 150 M ⊙ and using sorted sampling (Weidner & Kroupa 2006) which is very close to optimal sampling . Kirk & Myers 2011) . If star-formation is following random sampling, it should not matter if any substructure exists within the Taurus-Auriga region and the most-massive star should be set by the total number of stars (Elmegreen 2000) . For a canonical IMF and random sampling 9 stars above 3.25 M⊙ are expected to be present for a cluster with 42 YSOs above 1 M⊙. To estimate the likelihood that a cluster with so many stars above 1 M⊙ has no stars above 3.25 M⊙ a Monte-Carlo experiment is used. 10 6 clusters are randomly filled with stars until each has 42 stars above 1 M⊙. Of these 10 6 clusters only 58 have no stars above 3.25 M⊙. Thus the probability is ≈ 6 · 10 −5 for this to occur. If all the 42 YSOs are unresolved binaries, then for a flat mass-ratio distribution from random sampling (Kroupa 2008) , 31 YSOs of the 42 systems are expected to be more massive than 1 M⊙ and 6 should be above 3.25 M⊙. The probability of observing no such stars is ≈ 1.3 · 10 −3 . A possible interpretation of this result is that the IMF in Taurus-Auriga is different from the canonical IMF. On the other hand Kirk & Myers (2011) found that the eight most-massive stars of the eight sub-structures in Taurus-Auriga follow very well the mmax-M ecl relation (Fig. 1) . But when combining the mass of all the small clusters into one cluster moves Taurus-Auriga outside the 66% region such that it lies well below the mmax-M ecl -relation as is shown by the asterisk in Fig. 1 . Kirk & Myers (2011) showed that these sub-clusters are compatible with the canonical IMF, but the whole region is not a single 'cluster' but a conglomeration of several small clusters (Kroupa & Bouvier 2003) . The deficiency of stars above 1 M⊙ for the whole region is exactly a sign of a "local IGIMF effect": a number of low-mass clusters with a low upper stellar mass limit which together constitute a stellar population but without massive stars. This has also been found in simulations of collapsing molecular clouds (Maschberger et al. 2010) . The notion that Taurus-Auriga is not one but many small clusters would then also explain the so-called 'inverse mass segregation' found for the whole field (Parker et al. 2011; Maschberger & Clarke 2011) . Furthermore, it is important to bear in mind when studying the Taurus-Auriga region that here several young populations are found with ages from below 1 Myr up to 30 or 40 Myr (Güdel et al. 2007 ). The original molecular clouds in which the stars older than ≈ 10 Myr formed have long since dispersed and these stars are now well mixed with the younger populations. Neuhaeuser et al. (1997) found that the radial velocity dispersion of the stars in Taurus-Auriga agrees very well with the stars of about a few 10 7 yr to have traveled about 50 pc and are therefore well mixed with the younger populations in the region. In a recent study Hsu et al. (2012) found a similar result for Orion. While the L1641 cloud has a similar total number of YSOs as the Orion Nebula Cluster (ONC), the cloud has no O or B stars -in disagreement to what would be expected form random sampling from an invariant IMF. Hsu et al. (2012) find 2362 stars above ≈ 0.1 M⊙ in L1641 and the most-massive star to have 16 M⊙. The probability for no stars above 16 M⊙ to have formed from a sample of 2362 stars is 4 × 10 −3 . Therefore, random or stochastic sampling as a description of star formation in molecular clouds is ruled out with a very high confidence of 99.6%. In Hsu et al. (2013) the authors come to the similar conclusion that it is highly unlikely that the stars in the ONC and L1641 are drawn from the same population. Interestingly, after dividing L1641 in a northern (L1641-n) and a southern part (L1641-s) Hsu et al. (2013) estimate the total stellar mass L1641-s with ≈ 1000 M⊙, the extend of the star-formation period to 10 Myr and a mmax of 7 M⊙. This would result in an average star-formation rate (SFR) of 10
M⊙ yr −1 . The relation between the SFR and the most-massive cluster, M ecl,max , in a galaxy from predicts M ecl,max = 88 M⊙. The mmax-M ecl relation results in a mmax for such a cluster of about 8 M⊙, which is within the observational uncertainties of mmax in L1641-s. If optimal sampling 6 is used to distribute the total mass of L1641-s with a cluster mass function (with a slope of β = 2) between 5 M⊙ and 88 M⊙, 64 clusters are to be expected. Within the area of L1641-s, it is probably not possible to separate all these clusters. The same calculation can be done for Taurus-Auriga. Kirk & Myers (2011) list 8 sub-clusters with a total mass of 112 M⊙. Again when using a star-formation period of 10 Myr, the SFR-M ecl,max -relation gives a M ecl,max of 17.2 M⊙, which if fairly close to the observed M ecl,max in Taurus-Auriga of 22 M⊙. The mmax-M ecl relation gives 2.8 M⊙ as mmax, again very close to the observed 3.25 M⊙ (see Table A1 ). Optimal sampling results in 10 clusters between 8 and 17.2 M⊙ for Taurus-Auriga while 8 are observed. If one would use 7.5 Myr instead of 10 Myr, the calculated numbers would represent the observed ones even better. L1641-s and Taurus-Auriga can therefore readily be seen as good examples of the IGIMF on local scales and that molecular clouds tend to produce clusters of star clusters. Table 3 sums up the predictions and observations for Taurus-Auriga and L1641-s.
Note that a similar situation appears to have been found in the G305 star-forming complex (Faimali et al. 2012 ) which includes the two young star clusters Danks 1 and Danks 2 (Davies et al. 2012) . But the available literature data does not allow for a quantitative analyses yet.
CONCLUSIONS
Whether or not star-formation is a purely stochastic process is of profound importance for the understanding of stellar populations and for the chemical evolution of galaxies. The existence of a non-trivial mmax-M ecl relation would be in contradiction to random star-formation. Several criticisms of the mmax-M ecl relation have been published in the past (Parker & Goodwin 2007; Maschberger & Clarke 2008; Lamb et al. 2010; Bestenlehner et al. 2011; Selier et al. 2011 ), but as can be seen in § 2.1 these can be proven as being based on misconceptions or misinterpretations of the available data. Apparent 'proofs' for the formation of O stars in isolation were shown to be questionable in Gvaramadze et al. (2012) . An updated list of star clusters used to determine the mmax-M ecl relation is presented in Table A1 in Appendix A. This data is also used to determine a 3rd-order polynomial fit (eq. 1) which is plotted in panel B of Fig. 1 . The expanded sample of clusters is tested against the expectation for random sampling of stars from the IMF, and the hypothesis that stars are randomly drawn from the IMF can be excluded at a 99.9% confidence level. Furthermore, 76% of clusters with error measurements (127 clusters of Table A1 ) lie within their errors on the 3rd-order polynomial fit to the data. Therefore, there is little room for an intrinsic dispersion of the mmax-M ecl relation with physical parameters like metallicity, magnetic fields, rotation or binary stellar evolution. Further, we calculated the expected numbers of O, B and A stars in star clusters of different mass (Tables 1 and 2 ) when assuming random sampling or when the most-massive star is constrained by the mmax-M ecl relation. It turns out that the numbers do not depend on whether a physical mmax-M ecl relation (Table 2 ) is assumed to be valid or not (Table 1) . But the existence of such a relation can be addressed by studying whole star-forming regions. One example is Taurus-Auriga, where random sampling from the canonical IMF can not explain the relatively low mass of the most-massive star while the local IGIMF theory accounts excellently for the observations. The sub-clusters individually follow the mmax-M ecl relation but the most-massive sub-cluster sets the most-massive star for the whole region. When assuming that the total mass of all sub-clusters formed over a time scale of 10 Myr and using the SFR-M ecl,max relation as well as the mmax-M ecl relation, the most-massive star in Taurus-Auriga as well as the most-massive sub-cluster and the number of sub-clusters agree well between theory and observations (Table 3 ). Another such case is the Orion molecular cloud, where essentially all OB stars are situated within the ONC, but the whole cloud has produced 5000-10000 stars in total. As the ONC is already deficient in OB stars (Pflamm-Altenburg & Kroupa 2006) , it becomes quite clear that again random sampling would not account for the stellar census. In Hsu et al. (2012) and Hsu et al. (2013) it is found that the part of the cloud south of the ONC, which is called L1641, is deficient in O stars on a three to four σ level. Again the local IGIMF theory predicts the mass of the most-massive star in the region well. Thus, star-forming molecular clouds may be the best testbed for discerning whether star formation initially samples stars randomly from the IMF or whether the non-invariant IGIMF theory is the relevant description. Comparing the number of sub-clusters and their most-massive stars of resolvable star forming regions with the local IGIMF theory would allow to put further constrains on the local IGIMF theory and the mmax-M ecl relation. Though, one has to keep in mind that observing sub-clusters can be very difficult as these tend to disperse quickly and projection effects of the real 3D space structure can prevent an identification in many cases. As Taurus-Auriga is very nearby and a relatively low-density star-forming region the study of the sub-clusters is easier.
While still widely used in cosmology and extragalactic stellar populations studies, an invariant IMF for galaxies is challenged by mounting observational evidence (Lucatello et al. 2005; van Dokkum 2008; Hoversten & Glazebrook 2008; Davé 2008; Elmegreen 2008; Wilkins et al. 2008; Meurer et al. 2009; Lee et al. 2009; Habergham et al. 2010; Gunawardhana et al. 2011; Dabringhausen et al. 2012; Cappellari et al. 2012; Ferreras et al. 2013) . The results presented here and in application to extra-galactic problems (Köppen et al. 2007; Pflamm-Altenburg et al. 2007; Pflamm-Altenburg & Kroupa 2008; Pflamm-Altenburg et al. 2009; Recchi et al. 2009; Weidner et al. 2011b) clearly demonstrate that the IGIMF-theory is readily able to reproduce the observational data very well. The IGIMF-theory, based on the knowledge of the local star-formation process, is therefore a useful description of large-scale star-formation in whole galaxies.
Independently of the observational results but adopting the observed correlations and distribution functions in starforming galaxies, it has become evident that the IMF of a whole galaxy, the IGIMF, must differ from the canonical IMF, thus implying the IGIMF to vary with the SFR of the galaxy. While the above demonstrates that the IGIMF theory is in good agreement with the latest observational data it is necessary to further test the theory. Here we have argued that nearby star-forming regions are fully compatible with the assumptions that enter the IGIMF theory and that they falsify random sampling.
Our conclusions are that randomly sampled IMFs are most-likely in contradiction to the observed reality, that is, a purely stochastic descriptions of star formation on the scales of a pc and above are deemed to be highly unlikely. Instead, star formation seems to follow well defined laws. Even if one assumes that the here studied clusters are a small sub-sample of the possibilities of star-formation it needs to be kept in mind that for scale-free star-formation, also any sub-sample has to be immediately scale-free as well. Therefore using cluster and OB associations to test the nature of star-formation is perfectly valid. If star formation were to be inherently stochastic, in the sense that stars are randomly selected from the full IMF, then the star-formation simulation results (see § 2) would imply that a strong randomisation agent during star formation is necessary. This is because the simulations already lead to a good agreement with the empirical mmax-M ecl relation despite being based mostly on gravitational physics. In other words, the well-ordered process of stars arising from a molecular cloud core captured by pure gravitationally driven accretion would have to be upset completely through this putative agent. A possibility for such an agent might be stellar feedback but it is difficult to see how feedback could unsettle the whole molecular cloud quickly enough to make star formation appear to be a random process. The concept that star-formation is random can therefore be considered to being probably unphysical.
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APPENDIX A: STAR CLUSTER CATALOGUE
For the clusters for which the number of stars above a mass limit or within a mass range are given in the literature, the cluster mass, M ecl , is calculated by assuming a canonical IMF (Appendix B) from 0.01 to 150 M⊙ and extrapolating to the total population from the observational mass limits. For the error determination, the error in the number of stars (if given in the literature) is combined with the assumption that all stars could be unresolved binaries for an upper mass limit and that 50% of the stars are misidentified as cluster members for the lower mass limit. In the cases where no observed numbers of stars and their mass limits were given in the references, literature values for M ecl have been used.
The mass of the most-massive star, mmax, is either deduced from the spectral type of the most-massive star by using a spectral-type-stellar-mass relation for O stars (Weidner & Vink 2010) and B stars (Hanson et al. 1997) or, when this was not possible and in the case of exotic spectral types (like Luminous Blue Variables or Wolf-Rayet stars), literature values have been inserted into the table. For the errors in mmax, ± 0.5 was assumed for the spectral subclass. For example, an O5V star would be evaluated as O4.5V and O5.5V for the maximum and minimum mass, respectively. In general, the mmax values changed a few percent (maximal 10% in very few cases) for most of the O stars compared to the ones published in , as in that work a preliminary version of the spectral-type-stellar-mass relation of Weidner & Vink (2010) had been used.
For a cluster to be included in the Table, it has to fulfil several criteria. Most importantly, the age has to be below 4 and better below 3 Myr to exclude the possibility that the most-massive star has already exploded as a supernova. Clusters with known supernova remnants have been excluded even if their age would formally be below 4 Myr. Binary stellar evolution and subsequent stellar merging can lead to premature supernovae. Preferably, the cluster should be still at least partly enshrouded in its molecular cloud. Gas expulsion leads to loss of stars and while it is unlikely to loose the most-massive star through this process (Oh & Kroupa 2012) it will bias M ecl towards lower masses. 3.8 ± 0.6 27 9 M⊙ D2-1 O8-B3I 1-2 48.5 8000 > 3 R136a1 O2If * /WN4.5 * These clusters were not included in . † These clusters constitute the 'low-error' sub-sample (see § 2.2 for details). a NGC 6530 was already included in but due to an error the wrong most-massive star was assigned to the cluster. This error does not change any of the results. Carpenter et al. (1990 Carpenter et al. ( , 1993 
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