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Abstract
The main subject of this thesis is the investigation of antenna array techniques for improving
the performance of the downlink of wideband code division multiple access (WCDMA) mobile
communication systems. These communication systems operate in frequency division duplex
(FDD) mode and the antenna arrays are employed in the base station. A number of diversity,
beamforming and hybrid techniques are analysed and their bit error ratio (BER) versus signal-
to-noise ratio (SNR) performance is calculated as a function of the eigenvalues of the mean
channel correlation matrix, where this is applicable. Also, their BER versus SNR performance
is evaluated by means of computer simulations in various channel environments and using
different numbers of transmit antenna elements in the base station. The simulation results
of the techniques, along with other characteristics, are compared to examine the relationship
among their performance in various channel environments and investigate which technique is
most suitable for each channel environment.
Next, a combination of the channel correlation matrix eigenvalue decomposition and space-time
processing is proposed as a possible open loop approach to the downlink data signal transmis-
sion. It decomposes the channel into M components in the form of eigenvectors (M is the
number of transmit antennas in the base station), and attempts to minimise the transmit power
that is needed to achieve a target BER at the mobile receiver by employing the optimum num-
ber of these eigenvectors. The lower transmit power and the directional transmission by means
of eigenvectors are expected to lower interference levels to non-desired users (especially to
those users who are not physically close to the direction(s) of transmission). Theoretical and
simulation results suggest that this approach performs better than other presented open loop
techniques, while the performance gain depends on M and the channel environment.
In simulations it is usually assumed that the base and mobile station have access to perfect
estimates of all needed parameters (e.g. channel coefficients). However, in practical systems
they make use of pilot and/or feedback signals to obtain estimates of these parameters, which
result in noisy estimates. The impact of the noisy estimates on the performance of various
techniques is investigated by computer simulations, and the results suggest that there is typically
some performance loss. The loss depends on the parameter that is estimated from pilot signals,
and may be a function of M, SNR and/or the channel environment.
In certain beamforming techniques the base station operates the transmit antenna array in an
open loop fashion by estimating the downlink weight vector from the directional information
of the uplink channel. Nevertheless, in FDD systems this results in performance loss due to
the separation between the uplink and downlink carrier frequencies (‘FDD gap’). This loss is
quantified and the results show that it is a function of M and the FDD gap. Also, a very simple
technique for compensating this loss is proposed, and results obtained after its application sug-
gest that it eliminates most of the loss. Comparison of the proposed technique with an existing
compensation technique suggests that, even though the latter is more complex than the former,
it yields very little additional improvement.
 "!$#&%('%*),+-)/.1032543,+$016(7)"+$.128,+ 9:6(7
;<4=0?>&,+ 4A@B C(.D.1E"286(7F28%(7)"+$.128"+ 9:6(7GH! I,.?+:%* J,BK2 .3LM%A28 NMI,+$01OPIQL254?+ NM + 4103 ,.3!R.37FC(LM28S&NM4T2U%
91K#&2,!$VPLM%T2U%(7Q.1W:S1),43LM%(72U%(7Q E,@H!-.37GX/ >&J/%(7*YZX/ >&J/%*.:W:SD2 4[L25.:@C(ST91\3LM%(7]W:,417G2 4(I^0?+ I8%&2/S
LM25.:@C(S?_]LA E&,>"W(#( E&/.
CDMA (wideband CDMA, WCDMA)
LE&L2U6(C(.125.`0M+ I/%&2U6(7*/.3)"+ 43ba
W1+c0?43+ I8VPI"!R.17"dfeGE"28\g25.LE&LM2U6(C(.125.h0?+ I8%&2U6(7i/.3)"+ 435W1+c0?4?+ I/VPI,!R.17[#(H+ 2543E&8j41>&IkC(l2U%mC:Bb@41),4
frequency division duplex (FDD) n 5I/O4?+?LM2 43+ NMH+ 4:0? /.?!R57NM/%(L+$C(41W:4?+ 41>&I/25.?+MLM2 4TL25.:@C(S*91\&aLM%(7"do pqI,.17r.3"+ @C(S37l.:W1S
diversity, beamforming
0?.3+qE/91,+-),+$03B 7rC(K@S3)/43E&7sLM2 43+ NMH+ 4:0? /.?!-.37
.1I,.:#(>&4:I82 .3+M03.?+M%=.1W:S3)/43LM6A2543E&7QE"W:4"#(4,j!RX,K2 .?+MVP7]LE&I,\1/2U%(LM%*25VPI*+$)"+ 4&2/+$C(OPI^2 43E*W1! I/.103.T.1E/a






bit-error-ratio n BER _PVP7LE&I,\1/2U%(LM%A2 41EALM%(C:.:2 4(@41,E/93+c0?41>^#(S,j43E[Y signal-to-noise ratio n
SNR
_z_5d"pPW3! LM%(7 n %Q.1W:S1),43LM%.3E"2U6]E"W:4"#(4,j!RX/52 .3+&03.?+"C(W:,41L43C(4?+cOPLH+ 7{L{E"W:4"#(4,j+ LM2U6|Lv)"+$\(aw43/.[W: "+ 91\1#&#(4(I/25.s)"+$\3)/43LM%(7TYx0?.3I/\1#:+$.?_03.?+),+-.1w43/52/+$0343>&7].1"+ @C(43>&7}LM254?+ NMH+cVP)/OPI*03 ,.3+$OPI
K03W:43C&W(6(7=L254kLM2 .:@C(Si91\3LM%(7"ds;<.`.1W:4&2/K#(B LC:.:2 .`2KVPI[W:,41L41C(4?+cOPLKVPIs.3E"2UOPI n 0?.(@OP7=03.?+\:#&#(.QNM.3,.:032U%("+ L2/+c0?\G2KVPIu28 NMI,+$01OPI n LE,j0?,! I/4:I82 .3+Uj+$.|I/.Q J,525.3LM28H!,%]C(525.3J,>u2 41E&7{LNMB LM%]L),+-\1w41,.FW: ,+ 91\:#&#(4(I/2 .)"+$\3),41LM%(7P03.?+,I/.G / E&I/%"@H!UW143+-\G28 NMI,+$016 ! I,.3+UW: ,+ LLS(28 /4G0?.:2/\:#&#&%&#&%
j+$.D03\:@FW: ,+ 91\:#&#(4(I1d
o pPW:H+ 25. n C:+-.T28 NMI"+c036AW:41EALE&I,),E&\1X,H+?25.[+$)"+ 41)"+$.3I/>&LC(.:2 .D2543EAW1! I/.103.*.3E"2 41LE&LNMBK2,+ L%(7Q2 41EA0?.&aI/.1#:+ 41>}0?.3+?28%(I^N?VP,4&a~NM,4(I"+c036}5W: J, Uj.3L!R.*LM6(C(.125437*Y
space-time processing
_FW:/4(28H! I,525.?+?VP7
C:+$.sW1+ @.1I/6=W:,41LBbjMj+ LM%s.3I/4?+ N?2543>}91,S&NM41E=L2U%(IA5E,@ !R.[K03W:43C&W(6Md{28 NMI,+$016D.1I,.:#(>&H+254s0?.&a
I/\1#:+L
M
LM2 43+ NMH+cOP)/%LE&LM2 .:2,+c0?\C(T2U%kC(41,w6+-),+ 43),+-.1I,E&LC(\12KVPIY
M
H! I/.?+4.1"+ @C(S37D2KVPI
LM254?+ NMH+cVP)/OPI=0?5,.?+cOPI}K03W:43C&W(6(7}LM2 4lLM2 .(@C:S[91\1L%(7U_ n 0?.3+5W1+ NMH+$,H!I/.s5#(.3N+ L2541W:4?+c6(LH+28%(IK03W: C&W:S3C( I/%A+ LNM>AW:43EANM/H+-\1X,525.?+3j+$.T2U%(IQ5W1! 28 E&J/%*C:+$.37GKW3+ @E&C:+ 2U6(7Q2,+$C&6(7
BER
LM2 4(IQ0M+ I/%&28S
)/B5032U%QNM8%(L+$C(41W:4?+cOPI/25.37t2 4(It91B5#&2/+ LM2 4=.3,+ @C(S*+$)"+ 43)"+$.3I/E&LC:\:25VPI:dNM.1C(%&#(S&28 8%]503W: C&W:S3C( I8%
+ LNM>&7t03.?+"%]0?.:2/5E,@E&I82/+$016]503W:41C(W(6]C(B LMVk2KVPIG+$)"+ 41)"+$.3I,E&LC(\12KVPI.1I,.3C(B I/4(I/2 .3+,I,.|NM.3C&%&#&OPL43E&I
25.l5W1!-W: ),.sW:.1, C,914"#&6(7}L|C&%r5W1+ @E&C(%&2543>&7A0?+ I8%&2 43>&7^NM/6(LM28 7sYZH+$)"+c0?\rL|.3E"2543>&7^2543E&7ANM86,a
LM28 7=W:43El),^91,! L034(I/2 .3+034(I/28\`LM2/+ 7D03.128 E,@>&I,LH+ 7TK03W:43C&W(6(7U_5dseW:4&285#(B LC(.125.`@KVP/%&2/+$016(7
.1I,\:#(E&L%(7]03.?+MW1/43L43C(43+$OPL5VPIA)/H! NMI,41E&I}S&2/+%D.1W:S3)/43LM%=.3E"2U6(7Q2U%(7|28 NMI,+$016(7| ! I,.3+03.1#(>"28 8%
.:W:Sk.3E"2U6`2KVPI\:#&#&VPIsW:.3,41E&L+-.1X,S3C( I8VPI[28 NMI"+c03OPIr.1I,43+ N?2 41>l91,S&NM41E n  I8O%l915#&2/!-VPLM%`2U%(7.:W:S3),41LM%(7G J,.1/28\125.?+M.1W:S=2 4
M
0?.3+M25.sNM.3/.10128%(,+ LM2/+$03\T2543EAW: "+ 91\1#&#(4(I82 437)"+$\3),41LM%(7"d
{=W:,41L41C(4?+cOPL + 7rLE&L2U%(C(\12KVPIi0?+ I8%&286(7D,.1)"+ 415W1+$034?+ I/VPI"!-.37 n LE&NMI/\j! I,K2 .?+%`E"W1S(@ LM%kS&2,+4hLM2 .(@C:S17i91\3LM%(7`03.?+{40M+ I/%&28S37iLM2 .:@C(S37kB5NM43E&ILM28%g)"+$\:@ LM6g2 41E&7`2/+ 72/+-C(B 7kS"#&VPIk2KVPI





_]j+-.I/.`.:W14:032U6(L43E&IT5032/+$C&6(L + 7D.1E"2UOPID25VPIDW1.1,.1C:BK2/8VPI n 25.41W:4?!-.`41)/%"j43>&ITLAC&%28B5#( +- 7=Y@43/E/9:OP),H+ 7U_{5032/+$C(6(LH+ 7"d{5W1!-),,.1LM%A25VPI}@43/E/9:VP)/OPI|5032/+$C&6(LKVPI}25VPIA.:W:.?+ 2543>&C(ba
I8VPIFW:.3/.3C(B528/VPIuLM2U%(IG.1W:S3)/43LM%]),+-.1wS38VPIu28 NMI,+$01OPIFLM254?+ NMH+ 410?5,.?!-.37t / E&I,\:2 .3+:C({2U%|NM/6(LM%
W:/43L43C(4?+cOPL5VPIL[E"W14"#(4,j+ L2U6 n 03.?+2 ..1W:4&285#(B LC(.12 .), ! NMI,43E&IlS&2/+qLE&I86"@VP7s%.:W:S3),41LM%2KVPI28 NMI"+c03OPINMH+-/4&2/5, >&H+d;<4}W:43LS^03.128\^254*41W:4?! 4^NMH+-/4&2/5, >&H+"%|.1W:S1),43LM%Q J/.382/\:2 .3+:.:W1S
2U%(IQW:.3,\1C(528,4A%*4:W143!R.*5012/+-C(\125.?+M.1W:S=W1+$#(4&2/+$03\DLM6(C(.125. n 03.?+MC&W:43, !?I,.=H! I/.?+?LE&I,\1/2U%(LM%}2543E
M n 2 41E SNR 03.?+M25VPI^NM.3,.:032U%("+ L2/+c03OPIQ2 41E=03.3I/.1#:+ 41>?d
{q0?\:W143+-57
beamforming
28 NMI,+$03B 74|LM2 .(@C(S17q91\3LM%(7#(H+ 2 43E&UjH!&28%QLM254?+ NMH+ 410?5,.?!-.Q503W:43C&W(6(7
C(*28,S:W14`.3I,43+ N?2 41>l91/S&NM43E n K032/+-C&OPI82 .37=2 4k03.128 E,@E&I/2/+c0?S`),+-\1I,E&LC(.Y beamforming vector _W:41Ei@.NM8%(L+$C(41W:4?+$H+ @H!LM2U%(I E,@H!R.X,5>&J/%k.:W1S2U%(I03.128 E,@E&I/2/+c036iW:#&%(/43w43"!-.2U%(7r.3I/2/! a
LM2//43w%(7}X,5>&J/%(7[YZX/ >&J/%s.1W:Sr2 4(IT0?+ I8%&28SiLM2 .(@C:SW:,437|2 4iL25.:@C(Sl91\1L%(7U_5dFo GC&VP7 n L FDDLE&L2U6(C(.125.g.3E"28S43)/%"j !qLsNMH+$,S&28 8%.1W:S3)/43LM% n #(S,jV2U%(7l)"+$.3w43/\37[C(525.3J/>2U%(7r E,@H!-.370?.3+.3I82,! LM28,41w%(7TwB /43E&L.37TLE&NMI,S&2U%&2 .17`Yo
FDD
03 I,S&y _5d`NMH+$,4&28B ,5'%28%(7D.1W:S3)/43LM%(7=W14&a
L4(2/+c0?4:W143+- ! 2 .?+ n 0?.?+2 ..:W:4(285#(B5LC(.:2 .`)/H! NMI,41E&IDS&2/+z ! I,.3+LE&I/\3828%(LM%l2 41E M 0?.3+2543Er0? I/43>
FDD
d1pPW1! LM%(7 n C1+$.DW:4"#(>A.:W(#&6A28 NMI"+c036}.3I/2/+ LM28\:@C:+ LM%(7Q2 43E}NM.3L!RC(.125437F.1W:S3)/43LM%(7FW:,4&28H! I,525.?+ n0?.3+.:W:4(285#(B5LC(.:2 .T.1W:41012/ + @B5I/2 .DC(528\D2U%(I^5w.3/C(4,j6A2U%(7]),H! NMI/43E&I]S&2/+.3I82/+ LM2 .:@C:!RX/H+M2 4[C(ba
j.1#(>"28 /4`C(B ,417*2 43EiNM.3L!RC(.:2 437=.:W1S1),41L%(7"dr{>,j0?"+ L%i2U%(7TW:,4&28H+ I,S1C:5I/%(7*28 NMI"+c036(7=C(=C1+$.
E"W:\3,NM41E&L.A2/5NMI"+c036^.3I/2/+ LM28\:@C:+ LM%(7Q),H! NMI/H+3S&2/+ n .3IG0?.3+3%}285#( E"25.?!-.*H! I/.?+1W1+ 4=W:4"#(>"W:#(4:03%}.1W:S2U%(I^W:/O2U% n .1W:41)"!R)/H+YxW:\3/.?_vW:4"#(>=C:+$03/6=5W1+cW:#(B54:IG915#&2/!-VPLM%=2U%(7].1W:S3)/43LM%(7"d
to my parents, Constantinos and Anastasia
to my sisters, Hara and Vasiliki
and to Maria
LM2 43E&7Gj4(I, +́-7GC(41E nM VPI,LM2 .1I/2 +́-I/4D03.?+?eGI/.3LM2 .1L!-.
LM2,+ 7|.1), /w
´
 7FC(43E n? .1 ´.*0?.3+{.3L+$#:+c0 ´%
0?.3+LM2U%*.1 +́$.
Declaration of originality
I hereby declare that the research recorded in this thesis and the thesis itself was composed and
originated entirely by myself in the School of Engineering and Electronics (formerly known as
Department of Electronics and Electrical Engineering) at The University of Edinburgh.
The numerical results included in the thesis were either obtained or processed using software
written in C [1] and MATLAB ©. The software was written entirely by myself, while in the case
of C the functions that generate random numbers and perform the eigenvalue decomposition of
matrices were borrowed from [2]. This thesis was written using LATEX 2ε [3, 4]. Both the
development of the software and the writing up of the thesis was performed on the following





I would like to take this opportunity to express my deepest gratitude to a number of people who
have provided me with invaluable help over the course of my studies.
I thank Dr. John Thompson, my supervisor at Edinburgh University, for his priceless help and
advice over the course of my research, and for reviewing this thesis. His wise suggestions have
always helped me and a great number of them have gone into the thesis.
I thank my parents, Constantinos and Anastasia, for their boundless love and support from the
very beginning. Without their continuous encouragement and personal sacrifice nothing would
have started in the first place.
I thank my two sisters, Hara and Vasiliki, for their continuous love, help and support, and for
cooking those most delicious dishes during my undergraduate studies in Thessaloniki!
I thank Maria Koliatsou for her ceaseless love, support and understanding. I also thank her for
giving a special, brighter, meaning to our life and for sharing our dreams.
I thank my good friend Alexandros Astaras for his valuable help when I applied to Edinburgh
University for admission as a postgraduate student.
I thank the staff and student members of the Signals and Systems Group for the pleasant work-
ing atmosphere. I especially thank Stamatis Georgoulis, Apostolis Georgiadis, Giorgos Var-
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W Processing gain or spreading factor (number of chips in a spreading code)
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zR Real part of the complex number z
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The humble origins of wireless communications can be found toward the late 19th century,
when Guglielmo Marconi successfully established the first known man-made radio links, and
transmitted information between two points wirelessly (although radio waves had been dis-
covered and first produced in 1888 by Heinrich Herz). These events served as the first demon-
strations of what was possible through the use of wireless communication systems, and gave
birth to an ever larger number of deployments of these systems, many of which operate widely
even today (representative examples include the transmission of speech, music and/or images
by radio and television stations). The development of wireless communication systems con-
tinued through the years, and their design and implementation was both aided and influenced
initially by the invention of the triode cathode tube, and later by the advent of the semicon-
ductor technology in the form of the transistor. Continuous advances in this technology have
greatly benefited wireless communication systems, which have been increasingly capable of
handling such demanding tasks as video and multimedia transmission, teleconferencing among
individuals who are physically thousands of kilometers apart etc.
A modern and very interesting aspect of wireless communications is that of mobile communic-
ations (or, equivalently, cellular communications). Although mobile communication systems
are relatively recent (current deployments are at their second generation, while third genera-
tion ones are anticipated to emerge soon), they offer already a variety of very useful services
at reasonable prices, such as relatively cheap and reliable communication with other people.
Furthermore, future generation systems promise even more reliable and higher speed commu-
nication, which is expected to enable additional services like mobile multimedia, real-time mo-
bile video transmission, mobile access to Internet resources and even shopping, making these
systems increasingly indispensable. However, the design of multimedia mobile communication
systems is very challenging, and highly robust and efficient signal processing techniques must
be employed to make the above promises a reality.
As a result of continuous research efforts all over the world, various efficient signal processing
techniques have been developed, including intelligent multi-user detection [140, 143, 224, 233,
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234], more efficient spectrum (re)use [55, 60, 116, 126, 127, 170, 198, 199, 229, 236, 257] and
antenna array techniques (or smart antennas) [23, 35, 38, 69, 74, 77, 78, 102, 113, 117, 119, 141,
145, 150, 171, 194, 220, 226–228, 254, 255]. In particular, smart antennas in the base and/or the
mobile station consist of multiple antenna elements and process the signal of each element so
that the performance is improved. Therefore, they add a new spatial dimension to the currently
used time, frequency, and code division technologies, emerging as a key capacity enhancement
technology for the third generation of mobile communication systems. Smart antenna tech-
niques offer diversity gain [16,23,42,51,57,86,93,94,99,106,128,150,154,160,169,180,181,
187, 192, 202, 247, 249, 250, 252, 255] and beamforming gain [44, 48, 56, 66, 67, 78, 79, 90, 95,
102,114,132,144,160,169,215,221,223,231,246]. They also enable deployment of spectrally
efficient space-time coding [47, 62, 89, 93, 110, 138, 148, 159–161, 165, 217–219] and multiple
input multiple output (MIMO) [43, 69] technologies, and even help in channel measurements
and modeling [24, 40, 63, 84, 87, 134, 166, 197]. Also, recent events during the spectrum li-
censing process for third generation systems in Europe has shown that spectral bandwidth cost
may be on the order of billions of euro. In light of this fact, smart antennas offer a robust,
elegant and relatively inexpensive means of increasing system capacity in terms of data rates
(through signal-to-noise ratio improvement and multiple parallel data links), number of users
served (through spatially selective reception and/or transmission and reduction of interference
to non-desired users), and quality of service (through improvement of data rates and signal
quality).
1.1 Motivation for work
Even though much research effort has been devoted to the area of smart antenna techniques,
the majority of the developed techniques apply to the link from mobile station to base station
(uplink), resulting in considerable improvement of its performance. However, the link from
base station to mobile station (downlink) has received much less attention, resulting in an im-
balance between the performance of the two links. Also, the downlink is expected to be more
heavily loaded than the uplink due to the nature of the services that are planned to be offered
by third and future generations of mobile communication systems (e.g. browsing the Internet
or downloading music and/or video files, shopping through the mobile phone etc., all of which
require higher data rates on the downlink than the uplink). Consequently, there is a need for
further research of the downlink, to alleviate the performance imbalance and address the needs
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of the planned services.
In addition, the existing downlink smart antenna techniques have not been systematically com-
pared under the same assumptions and in the same scenarios. Hence, there is a shortage of
information as to the relationship among the performance and other technical characteristics
of different techniques. Also, there is little information about which techniques are most suit-
able for practical scenarios of interest. A systematic comparison of the major downlink smart
antenna techniques is therefore greatly beneficial, as it will provide information about their re-
lationship, as well as indications about the most suitable techniques for each practical scenario
of interest.
Furthermore, theoretical and simulation performance results of downlink smart antenna tech-
niques are usually obtained neglecting the effect of certain phenomena and assuming perfect
knowledge of the necessary parameters at both the base and mobile station. In practice, nev-
ertheless, the performance of these techniques typically deteriorates due to phenomena such
as frequency division duplex and estimation of the necessary parameters through pilot and/or
feedback signals. Since these phenomena are an inseparable part of mobile communication
systems where the smart antenna techniques are employed, it is of great interest to study their
effects and examine their impact on the performance.
1.2 Contributions of the thesis
This thesis addresses the above points that need further examination. More specifically, a sys-
tematic comparison of a number of existing downlink smart antenna techniques in various scen-
arios of interest and using the same assumptions is first presented. This comparison provides
indications about the relationship among the performance as well as other characteristics of the
considered techniques, and helps the identification of the most suitable techniques in each scen-
ario. Also, the theoretical performance of the techniques is obtained based on the eigenvalues
of the mean channel correlation matrix, where this is applicable.
Next, a combination of the eigenvalue decomposition of the mean channel correlation matrix
and space-time coding is examined as a possible open loop approach to the downlink data
signal transmission. Its theoretical performance is calculated in terms of the eigenvalues of the
above matrix. Also, performance results obtained through simulations are shown to match the
theoretical ones. This algorithm is then compared to the above techniques, and it is shown that
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its performance is the best among the examined open loop techniques.
The impact of parameter estimation at both the base and mobile station through pilot and/or
feedback signals on the performance of the above downlink smart antenna techniques is then
examined by means of simulations. It is shown that there is typically some performance loss
involved, which usually depends on the number of transmit antennas in the base station, the
signal-to-noise ratio and sometimes even on the channel scenario. In addition, the performance
loss is plotted as a function of the pilot parameter for different types of pilot signals and in
various scenarios.
Moreover, the effect of frequency division duplex on smart antenna techniques that use up-
link eigenvectors as downlink beamformers is studied. The correlation between uplink and
downlink eigenvectors is expressed as a function of the uplink and downlink carrier frequency
separation, and is shown to decrease with this separation and the number of transmit antennas
in the base station. The increasingly smaller correlation results in performance loss, which is
also expressed as a function of the carrier frequency separation and is shown to be an increas-
ing function of it and the number of transmit antennas in the base station. A simple technique
that compensates for the frequency division duplex effects is finally investigated. It is relatively
easy to implement as it does not require significant additional computational load, it increases
the correlation between uplink and downlink eigenvectors and compensates for most of the
performance loss due to frequency division duplex.
1.3 Organisation of the thesis
The work that is presented in this thesis is organised in chapters which are further divided in
sections. A short summary of the content of each chapter is as follows.
Chapter 2 contains a brief introduction to wideband code division multiple access (WCDMA)
mobile communication systems and to antenna array techniques. The fundamental concepts
of CDMA systems are presented and their major advantages and/or limitations are briefly dis-
cussed. The basic ideas behind the use of smart antennas in mobile communication systems
and the associated benefits are also mentioned. In addition, the chapter introduces the system
model and the major assumptions that will be used in the rest of the thesis. In particular, it
establishes the configuration and associated parameters of the antenna array in the base station,
the propagation environment and the corresponding mathematical model of the channel, the
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channel correlation matrix and its eigenvalue decomposition, and finally it contains equation
(2.9) which will be important to the calculation of the theoretical performance of a number of
algorithms.
Chapter 3 analyses a number of diversity, beamforming and hybrid antenna array techniques
which can be employed on the downlink of mobile wireless communication systems. Each
technique is introduced and, where applicable, its theoretical performance is calculated based
on the combination of the eigenvalue decomposition of the mean channel correlation matrix
and equation (2.9) of Chapter 2. The techniques are also simulated in a single user scenario
and for different numbers of transmit antennas, and in various representative channel environ-
ments including three scenarios with one tap (macro cell, micro cell and pico cell) and one
scenario with two taps. The simulation results, along with other technical characteristics of the
techniques, are compared to each other, providing indications about which techniques are most
suitable for each channel environment. In addition, the techniques are categorised into open
loop and closed loop techniques, and comparisons are made within each category so that they
are more meaningful.
Chapter 4 examines the eigenvalue decomposition of the mean channel correlation matrix. This
examination motivates the investigation of the combination of the channel correlation matrix
eigenvalue decomposition and space-time processing as an efficient open loop approach to the
downlink data signal transmission. This approach can measure and adapt to varying channel
conditions, and will be employed to satisfy a flexible performance criterion that attempts to
minimise the transmit power required for the desired signal quality at the mobile receiver. Its
theoretical performance will be calculated in terms of the eigenvalues of the mean channel
correlation matrix, and it will be shown that its behaviour ranges from pure beamforming to
pure diversity, manifesting its adaptability. When it provides purely beamforming gain this
gain is in the domain of eigenbeams. When it provides diversity gain, on the other hand, this
gain is in the domain of eigenvalues and its order is closely related to the channel conditions
as represented by the angle of arrival/departure and angular spread. Also, the algorithm is
simulated and the results compared to simulation results of the techniques of Chapter 3. The
comparison suggests that this algorithm yields the best performance among all the open loop
techniques, when this is measured by the flexible criterion that will be applied.
Chapter 5 discusses the effect of acquiring estimates of the necessary parameters at the base
and mobile station using pilot and feedback signals. Various types of pilot signals are first
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described, and the procedures of estimating the corresponding parameters at base and mobile
station through them are then analysed. Next, the impact of this parameter estimation on the
performance of various downlink antenna array algorithms is investigated by means of com-
puter simulations. The results suggest that the noisy estimates of the parameters result in per-
formance loss, and even the same type of pilot signals may have different impact on different
algorithms. Also, depending on the type of pilot signals and the parameters that are estimated
from them, the performance loss often depends on the number of transmit antennas in the base
station and/or the SNR value, and sometimes even on the channel environment.
Chapter 6 investigates the effects of the separation between the carrier frequencies of the uplink
and downlink channels due to frequency division duplex (FDD gap) on the performance of open
loop downlink beamforming techniques that make use of eigenvectors (eigenbeams). First, the
correlation between uplink and downlink eigenbeams is expressed in terms of the FDD gap, and
it is shown to decrease as this gap increases. The increasingly smaller correlation between the
eigenbeams results in performance loss which is also expressed in terms of the FDD gap, and is
shown to be an increasing function of it. Next, a simple approach to compensating for the above
frequency division duplex effects is applied, and it is shown that it increases the correlation
between uplink and downlink eigenbeams and compensates for most of the performance loss.
Finally, comparison of this approach with an existing compensation technique suggests that,
even though the latter is more complex and sophisticated than the former, it yields very similar
performance improvement.
Chapter 7 contains concluding remarks to the thesis. It provides a summary of the work presen-
ted in the thesis, as well as possible directions for future work and/or extensions to this work.
Finally, the thesis contains three appendices. Appendix A contains various auxiliary equa-
tions and figures that provide useful information and aid the presentation of the work in the
thesis without distracting the reader from the main topic. Appendix B compares theoretical and
simulation results of techniques whose theoretical performance was calculated using the com-
bination of the mean channel correlation matrix eigenvalue decomposition and equation (2.9) of
Chapter 2. The comparison shows that the two sets of results match very well, confirming that
this method of calculating the theoretical performance is correct. Finally, appendix C contains




antenna arrays and system model
In this chapter, a brief overview of WCDMA and antenna arrays will be presented. Regarding
WCDMA, a number of spread spectrum methods will be briefly discussed, leading gradually
to the CDMA and WCDMA concept. Also, the fundamental concept of antenna arrays will be
briefly discussed, along with the main gain types and possible drawbacks. Next, the propagation
environment, the channel correlation matrix and the system model that will be used throughout
this thesis will be introduced. After this introductory chapter, we will move on to the chapters
containing the main results of the thesis.
2.1 Overview of spread spectrum, CDMA and WCDMA
This section contains a brief overview of spread spectrum technology and CDMA/WCDMA
concepts. It starts with spread spectrum.
2.1.1 Spread spectrum
The spread spectrum technology was initially researched and developed with military applic-
ations in mind. This is because it offers a number of attractive advantages, such as a wireless
communication means that is resilient to narrow-band jamming and difficult to intercept [200].
Among the first applications of this technology was that of ranging in military radar systems,
where it improved accuracy. Applications in wireless communications started to appear after
Shannon’s classic theory of statistical communication [203]. One of the most important conclu-
sions of this theory is that the maximum possible theoretical capacity Cc of a communication
channel is
Cc = Bs log2(1 + SNR) bits/sec, (2.1)
where Bs is the bandwidth of the communication system that uses this channel. Shannon also
noted that when the channel is not known to the transmitter, the maximum capacity is achieved
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by a noise-like waveform with uniform power spectral density over B s. This sparked a consid-
erable amount of research, and in a few years many of today’s spread spectrum technologies
had been developed, including asynchronous CDMA.
The main characteristic of a spread spectrum system is that the transmitted signal has a band-
width much larger than the bandwidth of the minimum signal-space representation of the cor-
responding baseband data stream. While there is a number of methods to convert a baseband
data stream to a transmit signal with much larger bandwidth, here we will briefly examine only
the most common ones:
_ Direct sequence spread spectrum (DS–SS): In this method, the data stream s(t) is mod-
ulated by a periodic pseudo-random (pseudo-noise, PN) code c(t), the period of which is
equal to the duration of the data stream symbols T s. Usually the PN code takes the form
of a sequence of +1 and −1, which are called chips and have a period of Tc (the chips may
also be complex). The number of chips W in the PN code is called the processing gain
of the code, and can be practically calculated as W = TsTc . After the modulation with c(t),
the resulting baseband signal x(t) is transmitted at the desired radio frequency (RF) fc.
At the receiver, the received signal y(t) is down-converted to baseband and the obtained
signal is multiplied by c(t) to yield a signal that will be used for estimation of the original
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Figure 2.1: Simple schematic diagram of a direct sequence spread spectrum system.
_ Frequency hopping spread spectrum (FH–SS): In this method, the transmitter employs
a number of different carrier frequencies within a given assigned spectral bandwidth.
The carrier frequency that is used for data signal transmission changes over each symbol
period Ts, and is determined by a PN code which is known to both the transmitter and
the receiver. Figure 2.2 shows a simple schematic representation of the carrier frequency
pattern of a FH–SS system.
_ Time hopping spread spectrum (TH–SS): According to this method, time is split into
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Figure 2.2: Simple schematic representation of the carrier frequency pattern of a frequency
hopping spread spectrum system.
blocks of time slots. Over each block of time slots, the transmitter transmits only during
one time slot, determined by a PN code which is again known to both the transmitter and
the receiver. This method is less common than the other methods. Figure 2.3 shows a




Block of time slots
Figure 2.3: Simple schematic representation of the time slot pattern of a time hopping spread
spectrum system.
_ Multi-carrier spread spectrum (MC–SS): In this method, the transmitter employs a
number of carrier frequencies and transmits simultaneously on all of them. While this
concept is relatively old, recently there has been interest in using carrier waveforms that
are orthogonal in the frequency domain to facilitate multiple simultaneous access to the
common channel. In principle, if Nc carrier frequencies are used, Nc symbols are usually
spread by different PN codes and are then time-multiplexed. Next, different parts of the
resulting time-multiplexed signal are transmitted through the Nc carrier frequencies.
This work will only be concerned with DS–SS, so the other spread spectrum methods will not be
examined further. The above short spread spectrum introduction is not meant to be exhaustive,
but the reader is referred to [55,60,111,175,198–200,229,236,244] for further information. The
next section presents a brief overview of CDMA/WCDMA wireless communication systems.
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2.1.2 Wireless communication systems based on CDMA/WCDMA
The DS–SS method is used in CDMA systems, like North America’s IS-95 standard. It is also
used by third generation mobile communication systems (Universal Mobile Telephony System,
UMTS), to enhance their capacity as compared to GSM and DCS-1800 systems. In CDMA-
based systems, a number of users of a wireless communication system access the common
medium using the same carrier frequency and at the same time, in an asynchronous manner.
These users are distinguished from one another because they make use of distinct PN codes to
modulate their data streams prior to transmission at the appropriate carrier frequency. There are
various types of PN codes that can be used for this purpose, including m-sequence codes, Gold
codes and Walsh-Hadamard codes, each having its own characteristics. The interference due to
other users who make use of the same carrier frequency appears as background noise, and is
mainly determined by the cross-correlation properties of the PN codes.
Consider a simple CDMA mobile communication system with a single (non-sectored) cell,
served by a base station with an antenna which is omnidirectional over the azimuth. The capa-
city, in terms of number of simultaneous served users U, of this system is [76]






where W is the processing gain, Eb is the transmit power per bit and No the noise power spectral
density, Io denotes the background noise and Es the power at which the base station receives
each mobile user (which is the same for all U users due to the power control mechanism to
be discussed shortly). This means that the system capacity is inversely proportional to each
user’s transmit power. Consequently, decreasing each user’s transmit power, directly increases
the system capacity. Therefore, CDMA systems are called interference-limited (i.e. their ca-
pacity is limited by the interference that users cause to each other), in contrast to (single-cell)
TDMA/FDMA systems which are primarily bandwidth-limited (i.e. their capacity is mainly
limited by the amount of the available bandwidth). Although this conclusion is drawn for the
uplink capacity of the above single-cell CDMA system, in [76] it is shown that it also holds for
both the uplink and downlink capacities of CDMA systems with multiple sectored cells, which
are the cell types that we will consider.
Wireless communication systems based on CDMA usually operate in FDD mode, using differ-
ent carrier frequencies for the uplink and downlink. Also, the nature of the uplink and downlink
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is different and will be analysed separately. Figure 2.4 shows a simple schematic diagram of
the CDMA uplink. A number of mobile users use distinct PN codes to modulate their data
stream, and they transmit the resulting signal into the common medium using the same carrier
frequency. The base station receives the superposition of their transmit signals, plus noise and
interference from users of other cells of the system. Then, it correlates the received signal with
each user’s PN code to obtain an estimate of the U users’ data streams.
Because of the asynchronous operation of the uplink, the level of interference from users of the
same or other cells (due to non-zero cross-correlation among the U PN codes) is unpredictable
[76, 238]. Also, a major problem occurs when a user close to the base station transmits at the
same power as a user that is far away from it, as the signal of the former will be stronger than
that of the latter and will swamp it [236]. This is called the near-far effect and can have a
detrimental effect on the performance. A possible solution to this problem is a power control
system, which operates in the base station and specifies each mobile user’s transmit power, so
that all users are received with the same power at the base station [236, 238, 239, 243].
from other cells





PN code U Data of user U
PN code 1User 1
User 2 PN code 2
PN code UUser U
PN code 1 Data of user 1
Data of user 2
Figure 2.4: Simple schematic diagram of the CDMA uplink with U users.
Next, Figure 2.5 shows a simple schematic diagram of the CDMA downlink. The data signal
transmission from base station to mobile stations is done in the same way as on the uplink,
but the transmission is now synchronous. This means that interference levels may now be
controlled more easily, and there is no near-far effect. However, mobile users close to the cell
borders may experience high interference levels from users of neighboring cells. This problem
may be solved by increasing the transmit power to these users, but this may produce more
interference to users close to the base station.
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Data of user UPN code UPN code U
Figure 2.5: Simple schematic diagram of the CDMA downlink with U users.
An important characteristic of CDMA is that it offers high resolution over time, as the auto-
correlation function of the PN codes takes on significant values only during a chip period T c,
which is very small. This means that signals (also called ‘taps’, see section 2.3.2 below) arriving
at the receiver with relative delays equal to or larger than Tc can be resolved. These signals were
first considered as interference that degraded the desired signal (which is usually the first tap
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Figure 2.6: Simple schematic diagram of the basic concept of a Rake receiver.
to improve the desired signal, since they are themselves delayed copies of the desired signal.
This is possible using the ‘Rake’ technique, which was originally developed in [174] and whose
basic principle is schematically shown in Figure 2.6. Assuming that there are N taps temporally
separated from each other by Tc, a Rake receiver stores the signals yi(t), i = 1..N − 1, due to
the N − 1 first taps, until the N-th tap has been received. Then, it sums all the N taps (after
despreading and weighting them with appropriate weights gn, n = 1..N) to obtain an improved
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version y(t) of the received signal. This structure is a standard component of CDMA receivers.
Now we move on to WCDMA mobile communication systems which are based on CDMA,
so everything that has been presented so far in this section is still valid for them. Here we
will present a short description of the air interface (Layer 1) of WCDMA systems, but for
more information the reader is referred to [8–11]. Layer 1 of WCDMA uses physical channels
which are characterised by a specific carrier frequency, scrambling code, channelisation code
(optional), start and stop instant (determining duration), and (on the uplink) relative phase (0
or π2 ). It also uses transport channels which can be thought of as low-level services offered
to higher layers, and are categorised into dedicated channels (using inherent mobile station
addressing) and common channels (using explicit mobile station addressing, if addressing is
needed). Transport channels are described as being capable of being mapped to physical chan-











Tslot = 2560 chips, 10 bits
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k
Figure 2.7: Frame structure of uplink DPDCH and DPCCH.
The two main uplink dedicated physical channels are the dedicated physical data channel (up-
link DPDCH) and the dedicated physical control channel (uplink DPCCH), which are I/Q code
multiplexed. The uplink DPDCH carries data symbols, and there may be zero, one or several
such channels on each radio link. The uplink DPCCH carries control information, consisting of
known pilot bits to support channel estimation for coherent detection, transmit power control
commands (TPC), feedback information (FBI) and an optional transport-format combination
indicator (TFCI). There can be only one uplink DPCCH on each radio link. The structure of
the uplink DPDCH and DPCCH is shown in Figure 2.7. A radio frame is a processing unit con-
sisting of 15 slots (which contain fields with bits), which has a duration of T f = 10 msec and a
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length of 15 × 2560 = 38400 chips, to make up a total chip rate of 3.84 × 106 chips/sec. Each
slot contains Tslot = 2560 chips, corresponding to one power-control period. The DPDCH and
DPCCH are frame-aligned with one another. The parameter k determines the number of bits
per uplink DPDCH slot as Ndata = 10 × 2k, and is related to the spreading factor (or processing
gain, W) as W = 2562k . The DPDCH spreading factor W ranges from 4 to 256. On the other
hand, the number of bits per uplink DPCCH slot is always 10 and its spreading factor is always
256. The exact number of bits in the uplink DPDCH (Ndata) and in the various uplink DPCCH
fields (Np, NT FCI , NFBI and NT PC) are specified in tables [9], while the slot format to be used
is determined by higher layers (and can also be re-configured by higher layers, if necessary).
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Figure 2.8: Frame structure of downlink DPCH.
In contrast to the uplink, there is only one downlink dedicated physical channel (downlink
DPCH). In addition, the single downlink DPCH contains the downlink DPDCH (which car-
ries data symbols) and DPCCH (which carries control information—known pilot bits, transmit
power control commands (TPC) and transport-format combination indicator (TFCI)). These are
time multiplexed within the downlink DPCH, as depicted in Figure 2.8 which shows the struc-
ture of the downlink DPCH. Again each frame has a duration of T f = 10 msec and is split into
15 slots, each of Tslot = 2560 chips corresponding to one power control period. The parameter
k determines the total number of bits per downlink DPCH slot as 10 × 2k , and is related to the
spreading factor as W = 5122k . The spreading factor may thus range from 4 to 512. The exact
number of bits of the various downlink DPCH fields (Ndata1, NT PC , NT FCI , Ndata2 and Np) are
specified in tables [9], while the slot format to be used is determined by higher layers (and
can also be re-configured by higher layers, if necessary). There are also a number of downlink
common channels described in [9], including the common pilot channel.
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Regarding the use of multiple antennas for improved performance in WCDMA, two kinds of
transmit diversity are specified: open loop and closed loop transmit diversity. For open loop
transmit diversity, the method of space-time block coding [16, 160] is employed [9] (the basic
concept of this method is analysed in section 3.1.1 of Chapter 3). For closed loop transmit
diversity, the base station applies different complex weight factors to the transmit signals of
different antennas [11]. The weight factors are determined at the mobile station so that the
received power is maximised, and are then transmitted to the base station (the basic concept of
this method is analysed in section 3.1.2 of Chapter 3). There are two possible modes: mode 1
and mode 2. In mode 1, only the phases of the complex weights are adjusted, while in mode
2 both the phases and the amplitudes of the complex weights are adjusted. For more detailed
information on the specified transmit diversity techniques, the reader is referred to [9, 11].
The next section contains a brief introduction to the concept of antenna arrays, as well as the
associated characteristics and achievable gains.
2.2 Antenna arrays
This section first considers a number of reasons for using antenna arrays in mobile communica-
tion systems. Probably the most obvious reason is the directional reception and transmission
(beamforming). When an antenna array with multiple antenna elements is used for reception,
the received signals of the individual elements can be weighted and then combined. The weights
can be chosen so that the SNR of the signal coming from the direction of the desired mobile user
is maximised. Similarly, if the antenna array is used for transmission, the transmit signals of the
individual antenna elements can be weighted prior to transmission. Again, the weights can be
chosen so that the individual signals combine coherently in the direction of the desired mobile
user. In both cases, the antenna array can be thought of as forming a beam in the desired user
direction [56, 67, 78, 102, 114, 145, 221]. Beamforming also directly improves received signal
quality. It has been found that narrow azimuthal beamwidth in elevated base station trans-
mit antenna arrays reduces multipath fading at the mobile station, while narrow beamwidth
on the vertical plane increases the received power at the mobile station [104]. Another direct
benefit of beamforming is interference suppression. When an antenna array forms a beam
as described above, the signals received from or transmitted in the direction of non-desired
users have (very) small amplitude. This effectively suppresses interference from/to other co-
channel users [142, 251], improving the overall system performance. This basic concept is
15
Spread spectrum, CDMA/WCDMA, antenna arrays and system model
often called space division multiple access (SDMA) [18, 66, 80]. Another reason for using
antenna arrays is the offered spatial diversity which results in multipath fading reduction.
Typically, the individual elements of an antenna array are spatially separated, so they sample
or probe different locations of the three dimensional space. When the distance between these
elements is sufficiently large, there is small correlation among their signals, providing spatial
diversity [42,99,106,128,180,192,247,250,252,253,255]. The immediate benefit is a reduction
of the probability of deep multipath fades in the received signal amplitude [104, 194].
The immediate benefit of the above points is improved received signal quality in the form of
fading reduction and SNR enhancement, which can be traded off in various ways. For instance,
it can be used to increase the cell size, reducing the number of base stations required to serve
a given area, and ultimately the total cost of the system (this is especially desired at the initial
stages of a mobile communication system deployment where cost minimization is of paramount
importance). At later stages where the initial cost is no longer a major issue and the user demand
for mobile communication is (usually) greater, the gain of antenna arrays can be used to increase
the system capacity by serving more users. Also, this gain can be used for better quality of
service, by improving the quality of the already existing services (e.g. through higher data rates
and reduced outage probability) and offering the possibility for new ones. Furthermore, the
spatial processing gain from antenna arrays can be used to reduce the performance overhead of
power control, since interference from high power users can be spatially suppressed.
Having discussed some of the major advantages of using antenna arrays, now we move on to
their main characteristics. Figure 2.9 shows the schematic diagram of an antenna array with
M elements which are omnidirectional over the azimuth. Even though there is a number of
possible geometrical configurations of the M elements (such as circular, rectangular, zig zag
etc. [214]), the most common one is the linear configuration, as it is very simple. Assuming the
carrier frequency is fc and the corresponding carrier wavelength is λ (λ =
vl
fc
, where vl = 3×108
m/sec is the speed of light), the physical distance D between adjacent elements is fixed and
usually equal to λ2 , to avoid grating lobes (which are equivalent to spatial aliasing phenomena).
Such an array is called the uniform linear array (ULA), and will be used throughout this thesis.






























Figure 2.9: Simple schematic diagram of a uniform linear array (ULA) with M elements.
where the T superscript denotes the vector transpose operation1 . When the array is used for
reception, the receiver is provided with M signals which are properly processed to obtain an
estimate of the original transmitted signal. There is a large number of signal processing tech-
niques available for processing the received signals with various goals (such as maximisation
of received signal SNR, extraction of directional information etc.). On the other hand, when the
array is used for transmission, the transmitter transmits M signals which have been first properly
processed according to a specific goal (such as forming a beam, provision of spatial diversity
to the receiver etc.). Processing the signal prior to transmission is generally more difficult than
processing it after reception, as various parameters (such as information about the propagation
environment) may not be known at the transmitter prior to transmission. Also, some signal
processing techniques process the signal in the form of the vector y(t) (this is usually done in
beamforming techniques), while others process the individual signals y i(t), i = 1..M, one by
one (this is often true of diversity techniques). A number of both types of techniques will be
examined in this thesis.
A very important parameter of an M-element array is its steering vector a(D, θ) ∈ M×1, which
represents the array impulse response to a source transmitting from the azimuthal direction
of θ. In order to write the array steering vector, we use the assumptions of the narrow-band
1The signals yi(t), i = 1..M, are treated as complex, as this allows for easier mathematical manipulation of them.
In practice, cos(t) and sin(t) basis functions of the same period are used for transmission of the real and imaginary
part respectively (the transmitted signal is the summation of these two signals). The receiver is able to distinguish
between them as the cos(t) and sin(t) functions are orthogonal when integrated over integer multiples of their period.
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antenna array model. The two main assumptions of this model are: a) All the transmissions are
narrow-band, in the sense that the bandwidth of the transmitted signal is much smaller than the
carrier frequency fc (this effectively means that the array response can be assumed frequency-
independent over the bandwidth of the transmitted signal), and b) The received signal of each
array element is corrupted by spatially and temporally white Gaussian noise of zero mean and
variance σ2n (the ‘spatially white noise’ assumption effectively means that the noise affects all
the antenna array elements in a similar manner). Assumption a) holds even for WCDMA,
where the transmitted signal bandwidth is approximately 4 MHz and the carrier frequency is
about 2 GHz. The narrow-band model will be used throughout the thesis. After its assumptions,
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where D̃ = D
λ
is the array element spacing normalised by the carrier wavelength. Equation
(2.4) shows that a(D, θ) = a(D, 180o − θ) (since sin(θ) = sin(180o − θ)), so the response of
a uniform linear array to signals coming from opposite sides of the array is the same and the
signals cannot be distinguished. Also, uniform linear arrays suffer from end-fire effects, as
transmissions coming from directions at or close to θ = 90o or θ = −90o are very sensitive to
noise. However, these arrays are widely used in practice because of their simplicity, while the
communication system designer ensures that signals do not come from opposite sides of the
array or from directions at or close to θ = 90o or θ = −90o.
After this brief discussion of the main advantages and characteristics of antenna arrays, we
move on to the description of the system model that will be used throughout.
2.3 System model
Throughout this work we assume that the area served by a mobile communication system is
divided into smaller hexagonal parts, called cells, as shown in Figure 2.10 [15,58,72,123,130,
131]. Each cell is in turn split into three sectors, each of 120o to cover the 360o azimuth.
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2.3.1 Base station
Each base station serves one cell but employs a different antenna for each sector of the cell
[23,77,114,117,194,220,254,255]. Each base station antenna is a uniform linear array (ULA)
containing M omnidirectional antenna elements, and is used for signal transmission to mobile
stations. On the other hand, mobile stations use a single omnidirectional antenna for signal
reception. The simple schematic diagram of such a base station is shown in Figure 2.11. The
distance between adjacent array elements is denoted by D. The parameter θ is the central angle
of departure (AOD), while δ is the angular spread (AS) which arises from the fact that the signal
is reflected and/or scattered by physical objects in the channel propagation environment before







Figure 2.10: The area served by a mobile communication system is divided into hexagonal
cells. Each cell contains three sectors of 120o each.
waves in all directions over [−60o, 60o] according to its array radiation pattern, only waves
whose angle of departure lies in
[
θ − δ2 , θ + δ2
]
contribute to the signal received at the mobile
station, due to the location of the mobile station and the location of physical reflectors and
scatterers. The distribution of the angle of departure is assumed uniform over
[
θ − δ2 , θ + δ2
]
.
A number of other AOD distributions have been assumed in various studies, such as Gaussian
[17] and cosn() [124], but the uniform distribution allows for the derivation of a closed form
expression for the mean channel correlation matrix (CCM) and the results are shown in [190] to
agree well with measured data in [124]. The base station controls each array element adaptively
by means of a signal processor (SP). Each signal processor can be as simple as a mixer or more
sophisticated such as a Rake [174, 229] tapped delay line (in the latter case the set of the M
19

















Figure 2.11: Simple schematic diagram of a base station equipped with a uniform linear array
with M omnidirectional elements.
signal processors constitutes a 2-dimensional filter which processes signals over both space
and time [72, 81, 117, 220]).
2.3.2 Channel propagation environment
The channel is assumed to be frequency selective with N resolvable temporal taps. A simple
schematic representation of the channel propagation environment is shown in Figure 2.12 [19,
24, 36, 45, 63, 75, 83, 87, 104, 123, 124, 130, 131, 164, 190, 210, 211, 229, 230]. When the base
station transmits waves over [−60o, 60o], if there is visual contact between it and the mobile
station, the waves that are in the direction of the mobile station are received by its single antenna
without any further reaction with the propagation environment. This is called the direct path in
Figure 2.12. On the other hand, waves that are in other directions are usually reflected and/or
scattered by objects in the propagation environment (such as hills, buildings, cars, foliage etc).
Some of them are reflected/scattered in the direction of the mobile station, and are eventually
received by it. For instance, Figure 2.12 shows a group of waves reflected by a cluster of
local reflectors/scatterers (blue waves), another group of waves reflected by a cluster of remote
reflectors/scatterers (red waves) and one wave reflected by hills (green wave). Each wave within
a group of waves generates a corresponding signal on the mobile station antenna. Also, the
waves of a given group usually arrive at the mobile station with delays such that the signals
that they generate on its antenna cannot be resolved in time. Therefore, the signals of all the
waves within each group are seen by the mobile receiver as one signal, which is referred to as a
channel tap. The relative power values and delays of the signals created on the mobile receiver
20


















Figure 2.12: Simple schematic representation of the channel propagation environment with
various types of reflectors and scatterers.
antenna by the taps of Figure 2.12 are shown schematically in Figure 2.13. The power profile
usually decays exponentially [104]. The paths that the waves within each group follow and
the electromagnetic properties of the objects that reflect and scatter them are usually different,
resulting in uncorrelated signals within each tap. Consequently, the signal that the mobile
receiver receives from each tap is the superposition of a (large) number of uncorrelated signals.
This model is called wide sense stationary uncorrelated scattering (WSSUS) [63, 210, 230].
Thus, we model the channel vector of the n-th tap hn(t) ∈ M×1 as the superposition of a









































βq(φq, fq, t)aq(D̃, θq), (2.5)
where hn,i(t), i = 1..M, is the complex coefficient of the n-th channel tap between the i-th an-
tenna element of the base station and the single antenna of the mobile station, Pn is the tap
power, Qn the number of uncorrelated plane waves contributing to the tap and φq the random
21
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Figure 2.13: Simple schematic representation of the received signal power profile at the mobile
station in the channel propagation environment of Figure 2.12.
phase of the q-th wave, which is uniformly distributed over [0, 2π). Also, fq is the Doppler fre-
quency shift of the q-th wave, θq the angle of departure of the q-th wave and λ is the wavelength
of the carrier frequency fc. The complex number βq(φq, fq, t) is called the fading factor of the
q-th wave, aq(D̃, θq) ∈ M×1 is the array steering vector of the q-th wave and D̃ = Dλ denotes the
normalised antenna element spacing. The number of waves Qn included in the n-th tap must be
large so that the real and imaginary parts of the channel coefficients approximate very closely
the behaviour of Gaussian random variables, according to the central limit theorem [162]. Then,
if there is no direct path between the base station and the mobile station, the amplitude of each
channel coefficient is a random number which follows Rayleigh distribution [72,104,176,210],
and the channel is characterised as Rayleigh fading. If there is a direct path between base and
mobile station, however, the amplitude of each channel coefficient follows Rician distribution.
Figure 2.14 shows the variation of the amplitude of a given channel coefficient over one thou-
sand symbol periods Ts, where Ts = 104.2 µsec (the maximum Doppler frequency shift is
fD,max = 110 Hz). The amplitude is not constant but varies randomly with time, because the
relative phases of the waves change with time in a random way. Also, when the relative phases
are such that the Qn waves add up incoherently, the amplitude of the channel coefficient experi-
ences a deep fade whose magnitude can be 20 dB as shown in Figure 2.14, or even larger. This
fading phenomenon causes sudden and severe signal loss at the mobile receiver, and is one of
the factors that have the most detrimental effect on the performance of mobile communication
systems. The frequency of the fades (i.e. the rate at which the fades cross a given negative
threshold) is proportional to the maximum Doppler frequency shift, which in turn is propor-
tional to the speed at which the mobile station is moving [45, 63, 104, 210] (that is, the faster
the mobile is moving the more frequent the fades become).
Figure 2.15(a) shows the variation of the amplitude of the channel over both space and time,
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Figure 2.14: Variation of the amplitude of a given coefficient of a channel tap over time (time
fading). The plot was generated by implementing equation (2.5) on a computer.
when the angular spread is zero. Although there is fading over time, there is no fading over
space (i.e. the channel coefficients of all M array elements fade simultaneously). This is due to
zero angular spread, and can be explained as follows. First, let us observe from equation (2.5)
that the difference between the phases of the signals of the i-th and the k-th antenna elements



















(i − k). (2.6)
That is, for given i and k, ∆pq depends only on θq. Also from Figure 2.11 we observe that
when the angular spread is zero (δ = 0), the angles of departure θq of all Qn waves in equation
(2.5) are the same and equal to the central angle of departure θq = θ, q = 1..Qn. Consequently,
all differences ∆pq, q = 1..Qn, are the same, resulting in no difference between the channel
coefficients of the i-th and the k-th antenna element. Therefore, with zero angular spread all M
channel coefficients fade simultaneously over time, as shown in Figure 2.15(a). However, when
the angular spread is not zero the angles of departure θq will be different for different values
of q, and the phase differences ∆pq will also be different for different values of q. Therefore,
while the Qn plane waves of the i-th channel coefficient may add up coherently, the same Qn
plane waves of the k-th channel coefficient may add up incoherently, resulting in two different
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(b) Angular spread is 50o. There is fading over both time and space.
Figure 2.15: Channel amplitude variation over space and time for angular spread 0o and 50o.
The plot was generated by implementing equation (2.5) on a computer.
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channel coefficients. Thus, now the two channel coefficients do not fade simultaneously, giving
rise to fading over space. In this case there is fading over both space and time, as shown in
Figure 2.15(b) where the angular spread is 50o.
2.3.3 Mean correlation matrix of the channel
The mean channel correlation matrix is of particular importance, and it is useful to both beam-
forming and diversity antenna array techniques. For beamforming techniques, it provides in-
formation about the direction of the intended mobile station, and helps steering the main beam
in the correct direction. For diversity techniques, it provides information about the correlation
between the signals of different antenna elements and, thus, about potential limitations to the
diversity gain imposed by the channel environment, since the diversity gain decreases as this
correlation increases [104, 122, 176, 190]. Also, the eigenvalue decomposition of this matrix
is important in the theoretical performance analysis of many algorithms. In particular, we will
show that its eigenvalues can be used to calculate the theoretical performance of most antenna
array algorithms to be analysed in Chapters 3 and 4.
The mean correlation matrix Rn ∈ M×M of the n-th tap of the channel is obtained from its
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and E{•} denotes expectation. The correlation matrix has been
calculated theoretically in [190] and the results are included in section A.1 of appendix A for
easy reference. The correlation matrix has Hermitian symmetry, as rn,i j = r∗n, ji. Strictly speak-
ing, the correlation matrix depends on the normalised spacing D̃, angular spread δ and angle of
arrival/departure θ through the channel vector of equation (2.5), but in equation (2.7) we omit
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Figure 2.16: Correlation between the channel coefficients of any two adjacent antenna ele-
ments as a function of spacing and angular spread.
this dependence for notation simplicity. The entry rn,i j represents the complex correlation coef-
ficient between the i-th and j-th channel coefficients of the n-th tap. If the i-th and j-th array
elements are adjacent, let ρadj = |rn,i j | denote the correlation between their channel coefficients
(|rn,i j| is the magnitude of rn,i j, and 0 ≤ ρadj ≤ 1). The correlation matrix has been calculated
using equations (A.2) and (A.3) of appendix A (page 157), and the correlation ρadj = |rn,12| has
been plotted as a function of normalised spacing and angular spread in Figure 2.16. Although
|rn,12| is the correlation between the channel coefficients of the first and second array elements,
it also represents the correlation between the channel coefficients of any two adjacent array
elements because the array is uniform. The correlation ρadj for very small values of normalised
spacing and angular spread is very close to one. This means that adjacent channel coefficients
are highly correlated and fade simultaneously over time, as shown in Figure 2.17(a) for M = 4.
These conditions favour beamforming antenna array techniques. However, as the value of nor-
malised spacing and angular spread increases, the correlation ρadj decreases and approaches
zero. This means that adjacent channel coefficients are less correlated and fade almost inde-
pendently, as shown in Figure 2.17(b) for M = 4. These conditions favour diversity antenna
array techniques. It is interesting to note that when δ is close to zero, the correlation ρadj is
very close to one for all D̃ values shown in Figure 2.16, and even large D̃ values (e.g. D̃ = 20)
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(a) High correlation, fading of antennas over time













(b) Low correlation, fading of antennas over time
is different, diversity gain is favoured.
Figure 2.17: Fading of the signals of different antennas over time for high and low correla-
tion among them. The plot was generated by implementing equation (2.5) on a
computer.
can result in highly correlated channel coefficients. Increasing the array element spacing is
often used in practice to decrease the correlation and increase the diversity gain. Nevertheless,
this should be done with great care in environments with (very) small angular spread, as the
correlation may not be decreased sufficiently, resulting in reduced diversity gain.
The eigenvalue decomposition (EVD) of the correlation matrix will play an important role in the
theoretical analysis of many algorithms to be analysed in the following chapters. By performing
the EVD of Rn we express it as a function of its eigenvalues and eigenvectors. More specifically,
if ei, i = 1..M, is its i-th eigenvalue and ui ∈ M×1, i = 1..M, the corresponding eigenvector,
Rn can be written as
Rn = UEUH =
[




e1 0 · · · 0
























where E is a diagonal matrix with diagonal entries equal to the eigenvalues e1, e2, · · · , eM and
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U is a matrix whose columns are equal to the corresponding eigenvectors u1,u2, · · · ,uM . The
eigenvectors have unit norm, they are orthogonal to each other and constitute an orthonormal
basis in the M-dimensional space [92]. Hence, the channel is decomposed into M independent
components, each with power equal to its corresponding eigenvalue. Also, formula (14-5-28)
of [176] gives the performance of a receiver with M statistically independent diversity paths
of unequal strength. Therefore, the independence of the eigenvectors and the fact that the
eigenvalues are in general unequal, enables the use of this formula for the calculation of the
theoretical performance of many algorithms. According to the formula, the average bit error






















and γ̄i is the average SNR of the i-th component.
In this chapter, a brief overview of spread spectrum and CDMA/WCDMA technologies was
presented. Also, the fundamental concept of antenna arrays was briefly discussed, along with
the main gain types and possible drawbacks. Next, the propagation environment, the channel
correlation matrix and the system model that will be used throughout this thesis were intro-




Analysis and comparison of downlink
antenna array techniques
In this chapter we will analyse a number of diversity, beamforming and hybrid antenna array
techniques which can be employed on the downlink of mobile wireless communication sys-
tems. Each technique will be introduced and, where applicable, its theoretical performance will
be calculated based on the combination of the eigenvalue decomposition of the mean channel
correlation matrix and equation (2.9). The techniques will also be simulated in a single user
scenario and in various channel environments. The simulation results, along with other charac-
teristics of the techniques, will be compared to each other, providing indications about which
techniques are suitable for each channel environment. The techniques will be split into two cat-
egories: open loop and closed loop. Open loop techniques are those in which the base station
does not receive any kind of information (about the downlink channel and/or other paramet-
ers) by means of feedback signals from the mobile station. Closed loop techniques are those
in which the base station receives and uses some kind of information by means of feedback
signals from the mobile station.
3.1 Open loop antenna array techniques
The open loop techniques that will be analysed in this section are space-time spreading and
maximum SNR.
3.1.1 Space-time spreading
Space-time spreading (STS) [160, 161] is an open loop diversity technique, and its schematic
diagram for M = 2 is shown in Figure 3.1 (useful diversity references include [23, 30, 34, 42,
51–53, 57, 65, 85, 86, 93, 99, 106, 128, 133, 150, 163, 180, 181, 192, 202, 246, 247, 249, 250, 252,
253, 255]). If M antenna elements are used in the base station, the data stream s(t) of a user
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is divided into M ‘substreams’ si(t), i = 1..M, and their (complex) spreading code c(t)1 of
length Lc chips is used to construct M new spreading codes ci(t), i = 1..M, each of length
MLc chips (more information about how this is done in practice can be found in [160]). Then,
each antenna element transmits a function of all M data substreams and spreading codes. The
received signal y at the single-antenna mobile receiver is a linear superposition of the M data
substreams and spreading codes, which have been distorted by the channel and perturbed by
additive noise. The receiver decouples the M transmitted data substreams by cross-correlating y
with each ci(t)∗. Finally, it estimates the downlink channel coefficients and uses this knowledge






































Figure 3.1: Simple schematic diagram of space-time spreading with M = 2 array elements.
Space time spreading is based on the theory of orthogonal designs, which had been known
for M = 2, M = 4 and M = 8 antenna elements, and later was extended to any M for real
signal constellations in [217]. Space time spreading schemes using real signal constellations
achieve full transmission rate for any M (that is, they use one symbol period per transmitted
data symbol). However, for complex signal constellations, it is shown in [217] that a full
transmission rate scheme exists only for M = 2, which is presented in [16].
Calculation of the theoretical BER versus SNR performance of STS has been performed in
[160]. When M antenna elements are used in the base station the expected SNR of the decision
1Note that although both the data signal s(t) and the spreading code c(t) vary over time, the spreading code varies
much more rapidly than the data signal and determines the bandwidth of the transmitted signal.
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where Es is the power of the transmitted signal across all M antennas, σ2n is the power spectral
density of additive white Gaussian noise and E[•] denotes expectation. Equation (3.1) shows
that STS yields order M diversity gain.
Also, given that the trace of a square matrix equals the sum of its eigenvalues [98], equation






































where RDL is the mean correlation matrix of the downlink channel and ei its i-th eigenvalue.
This means that STS uses M independent diversity paths each with power equal to the corres-
ponding eigenvalue of RDL scaled by M. Therefore, equation (2.9) can be used to calculate its
bit error ratio versus signal to noise ratio performance with γ̄i =
ei
M , i = 1..M.
3.1.2 Maximum SNR
Maximum SNR (MAX SNR) [182] is a beamforming technique, and its schematic diagram is
depicted in Figure 3.2 (useful beamforming references include [41, 46–48, 56, 66, 67, 78, 79,
89, 95, 100–103, 110, 114, 119, 120, 132, 144, 169, 206, 207, 215, 216, 221–223, 231, 246]). It
maximises the expected SNR of the decision signal at the mobile receiver by using an appro-
priate weight vector wH ∈ 1×M to transmit the data signal to the intended mobile station. The












where hDL is a sample of the downlink channel vector at the moment of reception and RDL its
mean correlation matrix. Thus, the weight vector wH that maximises the expected SNR of the
decision signal while keeping the transmit power equal to that of a single-antenna base station,
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Figure 3.2: Simple schematic diagram of maximum SNR with M antenna elements.










It is known that the solution is the principal eigenvector uDL,max of RDL (the principal eigen-
vector is the eigenvector that corresponds to the maximum eigenvalue eDL,max of RDL). Repla-














that is, the mean SNR of the decision signal is proportional to the maximum eigenvalue of RDL.
The theoretical performance of MAX SNR can thus be obtained by using equation (2.9) with
only one branch with average SNR equal to eDL,max. By using the principal eigenvector as the
weight vector, the base station forms a beam with a maximum in the direction that maximises
the mean SNR of the decision signal, and the weight vector is often called beamformer. This
is depicted in Figure 3.3 where the maximum of the beam that corresponds to the principal
eigenvector is in the direction of the mobile receiver, while the maximum of the beams corres-
ponding to the other eigenvectors are in other directions2 . Thus, the gain in equation (3.5) is
2We point out that Figure 3.3 is just a simple schematic representation of the radiation patterns of the eigenvectors
and is not meant to describe them in every detail. For instance, in practice the radiation pattern of an eigenvector
may have more than one maximum (due to more than one angle of departure contributing to the signal received by
the mobile), which is not depicted in Figure 3.3.
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Figure 3.3: Schematic representation of the beams formed by the M eigenvectors with the prin-
cipal eigenbeam pointing in the direction that maximises the mean SNR.
called beamforming gain. In case of a channel propagation environment with N taps, the mean









and the principal eigenvector of RDL,sum is then used as weight vector by the base station.
In this technique, the base station needs to know the mean correlation matrix of the downlink
channel, RDL, in order to be able to calculate its principal eigenvector and use it as beam-
former. We have seen in Chapter 2 that the mean correlation matrix of the channel depends
on the carrier frequency, the antenna element spacing, the angle of departure or arrival and the
angular spread of the channel environment [190]. The antenna element spacing is the same
for both channels. Also, when the carrier frequencies of the two channels do not differ too
much, the wavelengths of the electromagnetic waves of the two channels are similar, and we
expect the same physical objects to act as reflectors and scatterers on the waves of both chan-
nels. Then, we can assume that the uplink angle of arrival is almost the same as the downlink
angle of departure, and that the angular spread values of the two channels are similar [166].
Furthermore, in time division duplex (TDD) systems the uplink and downlink carrier frequen-
cies are the same, causing the two correlation matrices to be the same. Then, the base station
can calculate the uplink correlation matrix RUL from the signals that it receives on the uplink
and use it as the downlink correlation matrix RDL. In this case the optional feedback path of
Figure 3.2 is not used. However, in frequency division duplex (FDD) systems the two carrier
frequencies are different and the correlation matrices of the two channels are in general not
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the same. Nevertheless, making the assumption that the two carrier frequencies do not differ
by a large amount and that the two channels have similar long term statistical properties, we
can say that the two correlation matrices do not differ too much. Then, the base station can
still use the uplink correlation matrix as the downlink correlation matrix. The performance in
this case deteriorates as compared to the case where the exact downlink correlation matrix is
known at the base station. The performance loss depends on the carrier frequency separation
and the correlation between the two channels (initial indications about the correlation of the two
channels can be found in [166]). Again the optional feedback path of Figure 3.2 is not used.
Alternatively, the base station can transform the uplink correlation matrix from the uplink car-
rier frequency to the downlink carrier frequency [100,101,103]. Also, the downlink correlation
matrix can be calculated at the mobile station from pilot signals that the base station transmits
from each antenna element. Then, the mobile station can feed back to the base station either
the correlation matrix or its principal eigenvector, depending on the chosen trade off between
the computational complexity that can be afforded by the mobile station (the larger the M the
more complex the calculation of the principal eigenvector) and the feedback rate that can be
afforded by the entire system (feeding back the whole matrix needs higher rate feedback than
the principal eigenvector). In the actual 3GPP specifications for closed loop transmit diversity
with M = 2 transmit antennas, the mobile station feeds back to base station the phase (and
possibly amplitude) adjustment of the second antenna with respect to the first antenna [11]. In
this case the optional feedback path of Figure 3.2 is used. With this approach the base station
obtains a better estimate of the principal eigenvector of the downlink correlation matrix (subject
to calculation and quantisation errors at the mobile station, and noise in the feedback signals),
but a feedback path is now required. In the simulations MAX SNR is operated in an open loop
fashion (i.e. the principal eigenvector of the uplink correlation matrix is used as beamformer),
and that is why it is included in this section.
3.2 Closed loop antenna array techniques
The closed loop techniques that will be analysed in this section are transmit antenna array,
selection diversity, fixed beams and eigenbeamforming.
34
Analysis and comparison of downlink antenna array techniques
3.2.1 Transmit antenna array
While MAX SNR of section 3.1.2 maximises the mean SNR of the decision signal, the tech-
nique that is called transmit antenna array (TXAA) maximises the instantaneous SNR of the
decision signal [137, 187]. Its schematic diagram is depicted in Figure 3.4. The weight vector
wH is now different and is chosen so that the instantaneous SNR of the decision signal is max-
imised. For an M-element antenna array and a channel propagation environment with one tap,











where hDL is a sample of the channel vector of the single downlink tap and hDL,i, i = 1..M, its i-
th coefficient. Hence, the weight vector is equal to the complex conjugate transpose (Hermitian)
of the normalised channel vector, which forms such a radiation pattern that maximises the








which shows that transmit antenna array with M antennas yields both M-order diversity gain
















Thus, the theoretical bit error ratio versus signal to noise ratio performance of transmit antenna
array can be calculated using equation (2.9) with M components and γ̄i = eDL,i, i = 1..M. In the
case of a channel propagation environment with N taps, the instantaneous correlation matrices





and the principal eigenvector of R(t)DL,sum is then used as weight vector. Note that in this case
the instantaneous SNR of the decision signal is not maximised. This would require the use of
a tapped delay line with N taps on each branch of the M antenna elements, and that the n-th,
n = 1..N, tap weight of the m-th, m = 1..M, delay line be equal to the complex conjugate of the
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Figure 3.4: Simple schematic diagram of transmit antenna array with M antenna elements.
n-th tap of the time-inverted tap coefficients of the m-th channel coefficient.
Transmit antenna array needs, prior to transmission to the intended mobile station, the value of
the downlink channel vector that the mobile station will measure at the moment of reception.
Nevertheless, in FDD systems, before the actual reception of the transmitted signal by the
mobile station, the channel has not happened yet and the base station cannot know its value. In
practice the downlink channel vector is first estimated at the mobile station and then fed back
to the base station. The downlink channel vector that the base station obtains this way is not
exactly equal to the actual channel vector because of estimation and quantisation errors at the
mobile station and noise in the feedback signals. Also, if the maximum Doppler frequency shift
fD,max is not zero, the channel changes over time and the feedback delay will cause additional
discrepancy between the actual and the estimated channel vector. Consequently, in practice the
weight vector is not exactly equal to the Hermitian of the actual channel vector as equation
(3.7) requires, and this affects the overall performance. However, in computer simulations of
TXAA the weight vector can be set exactly equal to the Hermitian of the actual channel vector
(assuming that fD,max = 0 Hz), to obtain the lower bound on the performance of downlink
antenna array techniques in channel propagation environments with one tap.
3.2.2 Selection diversity
The techniques that have been analysed so far use all M antenna elements for data signal trans-
mission to the intended mobile station, and essentially transmit a different version of the same
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signal from each element. The technique that is called selection diversity, however, uses only
one antenna element for data signal transmission [99], according to the following rule. The base
station transmits pilot signals from each element of the array, and the mobile receiver measures
which element yields the highest SNR (‘best’ element identification). This information is fed
back to the base station, which then uses only this element to transmit data signals to this mo-
bile receiver (this technique is used in HIPERLAN/2 [49]). The schematic diagram of selection
diversity is depicted in Figure 3.5. In case of channel propagation environments with N taps,
























Figure 3.5: Simple schematic diagram of selection diversity with M antenna elements.










where hDL,i is a sample of the i-th coefficient of the downlink channel at the moment of recep-
tion.
Selection diversity yields diversity gain but lacks beamforming gain as it uses only one antenna
element. It avoids the deep fades that occur in the amplitude of the received signal by choosing
out of the M available signals the one that yields the highest SNR. We have seen in Chapter 2
that when the array element spacing or the angular spread of the channel is large, the correlation
between the signals of any two adjacent antenna elements ρadj is small (Figure 2.16). This
means that the signals of the M elements are loosely correlated and fade almost independently
over time (Figure 2.15(b)); then the probability that there is at least one signal that is not in a
37
Analysis and comparison of downlink antenna array techniques
deep fade which can yield a high SNR value is increased, improving the performance. On the
other hand, when the spacing or the angular spread is small the correlation ρadj is high (Figure
2.16). This means that the M signals are highly correlated and fade simultaneously over time
(Figure 2.15(a)). In this case when a deep fade occurs, all M signals will be affected by this
fade and there will be no signal that can yield a high SNR value, deteriorating the performance.
Theoretical analysis of the performance of a CDMA system using selection diversity has been
developed in [27]. The average probability of error for uncorrelated signals (i.e. ρadj = 0) and














































Figure 3.6: Simple schematic diagram of fixed beams with M antenna elements.
3.2.3 Fixed beams
Fixed beams is a technique that uses all M antenna elements of the base station to form beam
patterns [144]. It forms these beam patterns in a way that is different from those of MAX
SNR and TXAA, and selects the pattern that will be used for data signal transmission similarly
to the selection of the best antenna element in selection diversity. More specifically, the base
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station uses its array to form a fixed number of beam patterns, NB, to cover the 120o of a sector.
Then, it transmits pilot signals through each beam pattern and the intended mobile receiver
measures which beam pattern yields the highest SNR. This information is fed back to the base
station, which then uses only this beam pattern to transmit data signals to this mobile receiver.
The schematic diagram of fixed beams is shown in Figure 3.6. In case of channel propagation
environments with N taps, the power of each beam pattern over all N taps is taken into account
in the calculation of its SNR. In this work we use a number of beam patterns equal to the
number of antenna elements in the base station, NB = M, uniformly distributed over the 120o
of the sector, as shown in Figure 3.7 for NB = M = 4. The spatial beam pattern configuration


















Figure 3.7: Uniform spatial beam configuration in fixed beams for NB = M = 4.



















where wi, i = 1..NB, is the weight vector corresponding to the i-th beam pattern and hDL is a
sample of the downlink channel vector at the moment of reception.
The main gain type of fixed beams is beamforming gain. Let us call ‘active angle’ the angle
that contains the plane waves that contribute to the signal received by the mobile station, and
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is essentially equal to the angular spread of the channel propagation environment. We expect
the beamforming gain to be maximised when the active angle is covered completely by any one
beam. This can happen when the mobile station lies exactly in the direction of the maximum
radiation of a beam and the angular spread is smaller than the beamwidth of the beam pattern.
This is shown by the orange active angle of Figure 3.8 which has AOD = −15o and AS = 10o.
Analogously, we expect the beamforming gain to be minimised when the smallest possible part
of the active angle is covered by the beam patterns. This can happen when the mobile station
lies exactly between any two beams and the angular spread is very small, as shown by the pink
active angle of Figure 3.8 which has AOD = 0o and AS = 2o. Also, in case of rich scattering
propagation environments with large angular spread (large active angle), different beam patterns
may be chosen for the transmission of consecutive data symbols even if the mobile receiver
does not move significantly. This is shown by the brown active angle of Figure 3.8 which has
AOD = 25o and AS = 30o. The beam pattern that covers most of the active angle is the green
one, and this is the pattern that is expected to be chosen and used most of the time. However,
the red pattern also covers a significant part of the active angle and is expected to be chosen for
transmission a number of times, even if the mobile station does not move significantly (that is,
even if the angle of departure and the angular spread do not change significantly). This provides

















Figure 3.8: Example of three different active angles in fixed beams.
40
Analysis and comparison of downlink antenna array techniques
3.2.4 Eigenbeamforming
Eigenbeamforming is a technique that combines beamforming and diversity gain, and whose
fundamental concept is very similar to fixed beams, but uses eigenbeams instead of conven-
tional beams [46, 206]. Its schematic diagram is shown in Figure 3.9. More specifically, the
base station transmits pilot signals from all M antenna elements which are used by the mobile
station to estimate the downlink channel vector and calculate its mean correlation matrix RDL.
Then, the mobile station performs the eigenvalue decomposition of RDL and feeds the eigen-
vectors that correspond to the K largest eigenvalues back to the base station (K ≤ M). Finally,
it measures which of the K eigenvector beam patterns (or ‘eigenbeams’) yields the highest SNR
at its receiver and feeds this information back to the base station which uses only this eigen-
vector for data signal transmission to this mobile station. If the channel consists of N temporal





and performs the eigenvalue decomposition of the summed matrix RDL,sum. The main gain
type of this technique is beamforming gain, as (eigen)beam patterns are used for data signal
transmission. However, if the channel conditions are such that more than one (eigen)beam is
chosen by the mobile station over consecutive data symbols (as we have seen in fixed beams in
section 3.2.3), the mobile station will also be provided with diversity gain.
Out of a number of available signals provided by the K eigenbeams, the one with the highest
SNR is picked. In channel propagation environments with one tap the K signals are mutually
uncorrelated because the eigenvectors are mutually orthogonal, while their mean SNR is equal
to the eigenvalues of the single correlation matrix RDL, which are generally unequal. Therefore,
the performance of eigenbeamforming in these channel propagation environments is the same
as the performance of a selection diversity system with K uncorrelated diversity branches of
unequal power. The theoretical analysis of such a system has been performed in [28]. The bit


























where γ̄i is the expected mean SNR of the i-th diversity branch (which in eigenbeamforming is
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Figure 3.9: Simple schematic diagram of eigenbeamforming with M antenna elements.

















From the above description of eigenbeamforming, we can see that it bears a strong similarity
to fixed beams, but it has a number of fundamental differences as well. The most important of
these are: a) eigenbeamforming uses eigenbeams while fixed beams uses conventional beams,
b) an eigenbeam can have several (local) maxima pointing in different directions, while a con-
ventional beam like those used in fixed beams has a maximum in one particular direction, c) the
radiation pattern of an eigenbeam can vary over time as the channel conditions change, while
the radiation pattern of a conventional beam is fixed, and d) eigenbeamforming requires higher
feedback rate as it needs to feed back the K dominant eigenbeams plus an index to the highest
SNR eigenbeam, while fixed beams needs to feed back only an index to the highest SNR beam.
These differences can result in eigenbeamforming yielding better performance than fixed beams
under certain channel conditions. For instance, if the active angle lies between two conventional
beams and the angular spread is small as shown by the pink active angle of Figure 3.8, fixed
beams will yield its worst performance and can do nothing to improve it. In eigenbeamforming,
on the other hand, most likely there will be an eigenbeam with direction of maximum radiation
equal to the angle of departure, enabling it to perform better. Nevertheless, if the active angle is
covered completely by a conventional beam as shown by the orange active angle of Figure 3.8,
the two techniques will yield similar performance.
42
Analysis and comparison of downlink antenna array techniques
3.3 Simulation results
All the downlink antenna array techniques that have been analysed so far have been simulated
by Monte Carlo simulation and the results are presented in this section. The techniques are
again split into open loop and closed loop categories. The carrier frequency of the downlink
channel is equal to 2 GHz and the transmit antenna array spacing is equal to λ/2, unless oth-
erwise stated. The modulation of the data signals is binary phase shift keying. All simulations
AOD AS ρadjType of cell
(degrees) (degrees) (when D = λ2 )
Macro cell 15 10 0.988
Micro cell 30 45 0.825
Pico cell 0 120 0.035
Table 3.1: Cell types used in the simulations with one channel tap.
are performed in a one-user scenario, where the base station communicates with one user and
there is no co-channel interference (CCI) from other users. In each simulation the bit error ratio
is calculated over 106 data symbols which are transmitted from base station to mobile station.
These data symbols are not coded in any way. Noiseless estimates of the M downlink channel
coefficients hi, i = 1..M, are available to the mobile receiver. The downlink channel vectors of
consecutive data symbols are uncorrelated, to minimise simulation time. This is achieved by
Tap power AOD AS ρadjTap
(dB) (degrees) (degrees) (when D = λ2 )
# 1 0 2 10 0.987
# 2 -3 30 25 0.943
Table 3.2: Tap characteristics used in the simulations with two channel taps.
generating a different set of the Q scattered signals of equation (2.5) and re-calculating the M
channel coefficients over each data symbol. Simulations of channel propagation environments
with one tap are performed in three different types of cells: macro cell, micro cell and pico
cell. The characteristics (AOD and AS) of each cell type are shown in Table 3.1 [204, 205]
(the sectorisation angle of 120o is used for ‘very large’ AS in the pico cell [204, 205]). Also
shown in Table 3.1 is the correlation between the signals of two adjacent antenna elements ρadj
in each cell type when the transmit array spacing is D = λ2 . In addition, due to the plethora
of possible multi-tap channel propagation environments, the simulations are performed in one
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such environment with two taps, which are shown in Table 3.2. The power of the second tap
is 3 dB smaller than the power of the first tap, to account for the fact that the taps that arrive
after the first one usually travel over longer distances and are generally subject to larger atten-
uation [104, 176]. The two taps are assumed to be resolved by the Rake receiver at the mobile
station, and are combined as shown in Figure 2.6 (page 12). Also, the mutual interference
between them is assumed to be negligible. The impact of neglecting the mutual interference is
(very) small, as this interference causes an irreducible BER at very high SNR values which are
out of practical interest. An exception occurs when the processing gain of the spreading codes
is very low (e.g. 4 or 8), which may cause an irreducible BER at SNR values of interest.
3.3.1 Open loop techniques
In this section we will present bit error ratio versus signal to noise ratio simulation results for
the two open loop techniques: space time spreading and maximum SNR.
3.3.1.1 Space-time spreading
The STS technique has been simulated for M = 2, M = 4 and M = 8 transmit antenna elements
in the base station, and the results are shown in Figure 3.10. Figures 3.10(a), 3.10(b) and 3.10(c)
show simulation results in the three 1-tap cells for M = 2, M = 4 and M = 8 respectively. The
SNR value of the x-axis is the expected SNR of the decision signal at the mobile receiver. Also
shown in these three figures, is the case where the base station uses a single transmit antenna
(M = 1), which we call the conventional base station/transmitter and is useful in determining
the gain that STS with M > 1 yields. Figure 3.10(d) depicts simulation results for M = 2, 4, 8
and the single-antenna transmitter in the 2-tap scenario and will be discussed below.
In Figure 3.10(a) we see that STS provides the smallest gain over the conventional transmitter
in the macro cell. This happens because STS is a diversity technique, and the diversity gain of
the macro cell is low due to large correlation coefficient (ρadj = 0.988). If STS is exploited in
a macro cell in practice, the correlation coefficient may be decreased by using a larger transmit
antenna spacing. However, the STS gain becomes larger in the micro cell and is maximised in
the pico cell where the diversity gain is maximum due to small correlation coefficient (ρadj =
0.035). Also, when the channel conditions change from macro to micro cell the correlation
coefficient decreases from ρadj = 0.988 to ρadj = 0.825 and the performance is improved by
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(d) M = 1, 2, 4, 8 in the 2-tap scenario
Figure 3.10: Simulation results of space-time spreading in all cell types.
about 4.7 dB at BER = 10−3, while when the channel conditions change from micro to pico cell
the correlation coefficient decreases from ρadj = 0.825 to ρadj = 0.035 and the performance is
improved by about 2.3 dB at the same BER. This means that when the correlation coefficient is
close to one, relatively small decreases in its value can result in large performance improvement,
while if it is not close to one (e.g. ρadj / 0.7), even large decreases in its value yield relatively
small performance improvement [124, 128, 190]. Therefore, when the correlation coefficient
is below a given threshold, e.g. 0.7, it could be considered to yield satisfactory diversity gain,
as decreasing its value further yields diminishing returns. Furthermore, the performance in the
macro cell is worse than the performance in the pico cell by about 7 dB at BER = 10−3, which
shows the detrimental effect that a high correlation coefficient can have on the performance of
STS in particular, and techniques that rely only on diversity gain in general.
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Figures 3.10(b) and 3.10(c) show the same trends as Figure 3.10(a), resulting in the same con-
clusions. Also, comparison among Figures 3.10(a), 3.10(b) and 3.10(c) shows that the STS gain
over the single-antenna transmitter for a given cell type increases with the number of antennas
M. For instance, the gain over the single-antenna transmitter at BER = 10−3 in the micro cell
is about 7.6 dB when M = 2, 10.8 dB when M = 4 and 13.9 dB when M = 8. Thus, the STS
gain increases as M increases and as ρadj decreases.
Figure 3.10(d) shows simulation results for M = 2, 4, 8 in the 2-tap scenario with the two taps
of Table 3.2. When M = 2, the performance in this scenario is better than the performance in
all the 1-tap cells. When M = 4, 8, the performance in the 2-tap scenario is better than that
of both macro and micro cell, and very similar to that of the pico cell. Also, when M = 8 the
performance in the 2-tap scenario is (slightly) worse than that of the pico cell for SNR ≥ 8 dB.
Additionally, increasing M in the scenario with the two taps improves the performance over
the single-antenna transmitter, but not by a large amount. This may be due to low diversity






























Figure 3.11: Gain of space-time spreading over the single antenna transmitter at BER = 10−3.
Figure 3.11 contains a summary of the results in Figure 3.10, and depicts the STS gain over the
single-antenna transmitter at BER = 10−3 as a function of M in both the 1-tap and 2-tap channel
propagation scenarios. It shows that in both macro and micro cell the gain in dB increases
almost linearly with log(M), while in pico cell it does not increase linearly. Also, under the
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2-tap scenario increasing M improves the performance by a relatively small amount—but in
this scenario there is already multipath diversity. Therefore, when the correlation coefficient is
large (e.g. macro and micro cell), increasing the diversity order in the form of M increases the
diversity gain almost linearly. Nevertheless, when the correlation coefficient is small (e.g. pico
cell), increasing the diversity order above 4 gives diminishing returns in terms of diversity gain,
as this gain is already high.
3.3.1.2 Maximum SNR
In the simulation of MAX SNR the uplink and downlink carrier frequencies are fUL,c = 2.14
GHz and fDL,c = 1.95 GHz respectively, while the spacing is D =
λMID
2 , where λMID is the
wavelength of the carrier frequency fMID,c =
fUL,c+ fDL,c
2 . Since the difference between the two
carrier frequencies is not large (' 9.5% of fMID,c), we can assume that the physical objects that
act as reflectors and scatterers on the uplink signals will also act as reflectors and scatterers on
the downlink signals. For this reason, the uplink angle of arrival and angular spread can be
considered the same as the downlink angle of departure and angular spread respectively. Thus,
the base station can estimate the uplink channel correlation matrix from the uplink signals
that it receives from the mobile station and use its principal eigenvector as beamformer on the
downlink (that is, the technique is operated in an open loop fashion). Instead of simulating
the uplink channel and estimating its correlation matrix from the uplink signals, in the actual
simulation we calculate the uplink correlation matrix at the base station using equations A.2
and A.3 of appendix A. The uplink correlation matrix will be estimated from pilot signals
transmitted on the uplink from mobile to base station in Chapter 5. The technique has been
simulated for M = 2, M = 4 and M = 8 transmit antenna elements, and the results are shown
in Figure 3.12. Figures 3.12(a), 3.12(b) and 3.12(c) show simulation results in the three 1-tap
cells for M = 2, M = 4 and M = 8 respectively. Also shown in these three figures, is the case
of the conventional transmitter which will be useful in determining the gain that MAX SNR
with M > 1 yields. In addition, Figure 3.12(d) depicts simulation results for M = 2, 4, 8 and
the single-antenna transmitter in the channel propagation environment with two taps.
Figure 3.12(a) shows that MAX SNR yields the maximum gain over the single-antenna trans-
mitter in the macro cell. This is because the angular spread is small and the entire power that
reaches the mobile receiver is concentrated in a small angle which is illuminated by the beam
formed by the base station. On the other hand, MAX SNR does not yield any gain at all in the
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(d) M = 1, 2, 4, 8 in the 2-tap scenario
Figure 3.12: Simulation results of maximum SNR in all cell types.
pico cell. In this case the angular spread is large and there is no preferred direction of trans-
mission, so forming a directional beam pattern cannot improve the performance. Moreover,
the gain yielded in the micro cell is almost the same as that yielded in the macro cell, because,
although the angular spread is larger in the micro cell, the beam formed by the two antenna
elements is wide enough to illuminate most of it.
Figures 3.12(b) and 3.12(c) show similar results to Figure 3.12(a). However, in these figures
the performance in the micro cell is significantly worse than the performance in the macro cell.
This is because as M increases, the main beam becomes narrower (Figure A.2 on page 165)
and illuminates only a small part of the angular spread. Also, Figure 3.12(d) shows that MAX
SNR yields a good gain over the single-antenna transmitter in the 2-tap scenario when M = 2,
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Figure 3.13: Gain of maximum SNR over the single antenna transmitter at BER = 10−3.
but as M increases it does not provide much gain. This may be attributed to the fact that the two
taps cannot be exploited at the same time as M increases, because the beamwidth of the main
beam becomes narrower, and both taps can no longer be illuminated simultaneously. Rather,
they are spatially configured so that they behave as though they were a single tap with angular
spread (approximately) equal to the combined angular spread of the two taps. Given that the
combined angular spread is relatively large, the increasingly narrow beam of MAX SNR is not
able to yield much gain. Finally, comparison among Figures 3.12(a), 3.12(b) and 3.12(c) shows
that increasing M does not always improve the performance of MAX SNR. This is more clearly
shown in Figure 3.13 which depicts the MAX SNR gain over the conventional transmitter at
BER = 10−3 as a function of M in all the simulated scenarios. In the macro cell the gain in dB
increases almost linearly with log(M). In the micro cell increasing M above 4 yields little gain.
In the pico cell using an M > 1 hardly provides any gain. Also, in the 2-tap scenario the gain
actually decreases as M increases due to large angular spread of the two taps.
3.3.2 Closed loop techniques
In this section we will present bit error ratio versus signal to noise ratio simulation results
for the closed loop techniques: transmit antenna array, selection diversity, fixed beams and
eigenbeamforming.
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(d) M = 1, 2, 4, 8 in the 2-tap scenario
Figure 3.14: Simulation results of transmit antenna array in all cell types.
3.3.2.1 Transmit antenna array
In the simulation of TXAA the base station is assumed to know the M downlink channel coef-
ficients hi, i = 1..M, that it needs to calculate the weight vector perfectly. As we have noted
earlier, this is difficult to achieve in practice (especially for large Doppler frequency shift), but
we can use it in the simulations to obtain the lower bound on the performance of all downlink
techniques in channel propagation environments with 1 tap. The technique has been simulated
in the three 1-tap cells for M = 2, M = 4 and M = 8, and the results are shown in Fig-
ures 3.14(a), 3.14(b) and 3.14(c) respectively. Each figure contains also simulation results for
the single-antenna transmitter case. Furthermore, Figure 3.14(d) depicts simulation results for
M = 2, 4, 8 and the single-antenna transmitter in the 2-tap scenario.
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The same trends observed in the discussion of the STS simulation results can also be seen
here, because both techniques contain diversity gain (of course, TXAA contains additional
beamforming gain). For example, Figure 3.14(a) shows that as the channel conditions change
from macro to pico cell the performance of TXAA improves due to higher diversity gain. Also,
the performance improvement provided by changing from macro to micro cell is larger than the
improvement provided by changing from micro to pico cell. Furthermore, Figures 3.14(b) and
3.14(c) show results similar to Figure 3.14(a), and comparison among all three figures shows
that TXAA performance improves as M increases.
Figure 3.14(d) shows that, as M increases, transmit antenna array yields significant gain over
the single-antenna transmitter in the 2-tap scenario. This is expected as the antenna element
weights at the base station are updated over each data symbol to take into account changes in
the instantaneous values of the channel coefficients. This enables the technique to exploit both


























Figure 3.15: Gain of transmit antenna array over the single antenna transmitter at BER =
10−3.
Finally, Figure 3.15 summarises the results of Figure 3.14, and depicts the TXAA gain over
the single-antenna transmitter at BER = 10−3 as a function of M in all the simulated scenarios.
The gain in dB increases almost linearly with log(M) in both macro and micro cell. In the pico
cell, however, increasing M above 4 starts to provide diminishing returns as the diversity gain
is already high. Moreover, even in the 2-tap scenario the gain scales well with log(M) for the
reason mentioned above. However, in this scenario the gain is smaller than that of the 1-tap
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scenarios, probably because there is already multipath diversity and the margin for additional




























































































(d) M = 1, 2, 4, 8 in the 2-tap scenario
Figure 3.16: Simulation results of selection diversity in all cell types.
3.3.2.2 Selection diversity
In the simulation of selection diversity the base station is assumed to know which antenna
element yields the highest SNR at the mobile receiver over each data symbol, and uses this
element for transmission. The technique has been simulated in the three 1-tap cells for M = 2,
M = 4 and M = 8, and the results are shown in Figures 3.16(a), 3.16(b) and 3.16(c) respectively.
Each figure contains also simulation results for the conventional base station. Moreover, Figure
3.16(d) depicts simulation results for M = 2, 4, 8 and the single-antenna transmitter in the 2-tap
scenario.
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Selection diversity uses only one antenna element for signal transmission and, thus, contains
only diversity gain and no beamforming gain. Therefore, again the basic observations made in
the discussion of the STS simulation results can also be made here. For instance, Figure 3.16(a)
shows that as the channel conditions change from macro to pico cell the selection diversity
performance improves due to higher diversity gain. Moreover, the transition from macro to
micro cell yields larger performance improvement than the transition from micro to pico cell.
Also, Figures 3.16(b) and 3.16(c) show results similar to Figure 3.16(a), and comparison among
the three figures shows that the performance of selection diversity improves with M.
Figure 3.16(d) shows that the selection diversity gain over the single-antenna transmitter in-
creases with M in the 2-tap scenario. However, this gain is not too high, as selection diversity
contains only diversity gain. Also, it is a bit larger than the corresponding gain of space-time
spreading (Figure 3.10(d)) which is also a diversity technique. This may be because selection
diversity uses the highest SNR antenna over each data symbol and is able to exploit the com-
































Figure 3.17: Gain of selection diversity over the single antenna transmitter at BER = 10−3.
Finally, Figure 3.17 again summarises the results of Figure 3.16, and depicts the selection
diversity gain over the conventional transmitter at BER = 10−3 as a function of M in all the
simulated scenarios. The gain in dB increases almost linearly with log(M) in both macro and
micro cell, but in the pico cell increasing M above 4 starts to provide diminishing returns. Also,
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the gain scales linearly with log(M) in the 2-tap scenario. However, the slope is less steep and
the overall gain smaller than the corresponding slope and overall gain of the 1-tap cells probably




























































































(d) M = 1, 2, 4, 8 in the 2-tap scenario
Figure 3.18: Simulation results of fixed beams in all cell types.
3.3.2.3 Fixed beams
In the simulation of fixed beams the base station is assumed to know which beam yields the
highest SNR at the mobile receiver over each data symbol and uses this beam for transmission.
The technique has been simulated in the three 1-tap cells for M = 2, M = 4 and M = 8 transmit
antenna elements in the base station, and the results are shown in Figures 3.18(a), 3.18(b) and
3.18(c) respectively. Each figure also contains simulation results for the conventional base
station. Also, Figure 3.18(d) depicts simulation results for M = 2, 4, 8 and the single-antenna
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transmitter in the 2-tap scenario.
Figure 3.18(a) shows that for M = 2 the performance at all shown SNR values improves as the
angular spread increases (i.e. transition from macro to pico cell). This is because the diversity
gain of using different beams over different symbol periods improves as the angular spread
increases. However, Figures 3.18(b) and 3.18(c) show that, for small SNR values, the perform-
ance worsens with increasing angular spread. When SNR is small, the benefit from diversity
gain is also small and the beamforming gain prevails. But when the angular spread increases the
beamforming gain deteriorates as there is no preferred direction of transmission, affecting the
performance (especially for large M where the main beam becomes narrow). This behaviour
has also been seen in the results of MAX SNR in Figure 3.12. On the other hand, when the
SNR is larger the benefit from diversity gain is also larger, compensating for the beamforming
gain loss and improving the overall performance. Comparison among the three figures shows
that increasing M in the same cell type improves the performance of fixed beams.
Figure 3.18(d) shows that the fixed beams gain over the single-antenna transmitter in the 2-tap
scenario increases with M. Also, this gain is larger than that of the two diversity techniques,
space-time spreading and selection diversity, which is naturally due to additional beamforming






























Figure 3.19: Gain of fixed beams over the single antenna transmitter at BER = 10−3.
Figure 3.19 summarises the results of Figure 3.18, and depicts the fixed beams gain over the
single-antenna transmitter at BER = 10−3 as a function of M in all the simulated scenarios. In
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the macro cell, increasing M yields increasing beamforming gain as the angular spread is small
and can be fully exploited. Also, in the micro cell the gain scales almost linearly with log(M),
while in the pico cell using an M larger than 4 starts to provide diminishing returns. In the
2-tap scenario the gain scales well with log(M), due to the combination of beamforming gain
and improved diversity gain. As in previous techniques, the gain in this scenario is smaller than




























































































(d) M = 1, 2, 4, 8 in the 2-tap scenario
Figure 3.20: Simulation results of eigenbeamforming in all cell types.
3.3.2.4 Eigenbeamforming
In the simulation of eigenbeamforming the base station is assumed to know which eigenvector
of the mean downlink correlation matrix RDL yields the highest SNR at the mobile receiver over
each data symbol and uses this eigenvector for transmission. The technique has been simulated
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in the three 1-tap cells for M = 2, M = 4 and M = 8, and the results are shown in Figures
3.20(a), 3.20(b) and 3.20(c) respectively. Also, Figure 3.20(d) depicts simulation results for
M = 2, 4, 8 and the single-antenna transmitter in the 2-tap scenario.
Because eigenbeamforming is very similar to fixed beams, the results in Figure 3.20 are sim-
ilar to the results of fixed beams in Figure 3.18. More specifically, Figure 3.20(a) shows that
for M = 2 the performance at all shown SNR values improves as the angular spread increases
(i.e. transition from macro to pico cell). However, Figures 3.20(b) and 3.20(c) show that for
small SNR values the performance worsens with increasing angular spread, due to small be-
nefit from diversity gain and the small beamforming gain. Furthermore, when SNR is larger
the overall performance improves in these two figures as the benefit from diversity gain is also
larger and compensates for the beamforming gain loss. Finally, comparison among the three
figures shows that increasing M under the same cell type improves the performance of eigen-
beamforming.
Figure 3.20(d) shows that the eigenbeamforming gain in the 2-tap scenario increases with M.
Also, the results of this figure are very similar to the corresponding results of fixed beams






























Figure 3.21: Gain of eigenbeamforming over the single antenna transmitter at BER = 10−3.
Figure 3.21 summarises the results of Figure 3.20, and depicts the eigenbeamforming gain over
the single-antenna transmitter at BER = 10−3 as a function of M in the three cell types. The
gain in dB scales almost linearly with log(M) in both macro and micro cell. In the pico cell,
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however, using an M larger than 4 starts to yield diminishing returns. In the 2-tap scenario the
gain scales well with log(M), as the fixed beams gain did (Figure 3.19). Finally, the gain in this
scenario is again smaller than that of the 2-tap scenarios as there is already multipath diversity.
3.4 Comparison of simulation results
The simulation results of all the presented techniques will be compared to each other in this
section. From the description of TXAA we see that, in channel propagation environments with
one tap, it is the transmission equivalent of maximum ratio combining (MRC) reception. Hence,
it maximises the SNR of the decision signal under white Gaussian noise conditions [176], thus
providing the optimum performance. This can also be confirmed by the results of Figure 3.14,
which show that TXAA yields the highest gain over the single-antenna transmitter and provides
the lower bound on the BER performance of all the presented techniques. Therefore, we can
treat TXAA as a reference and calculate the performance loss that results from using a particular
technique instead of TXAA at a specific BER value, for a given M and under a particular cell
type. For instance, to calculate the loss at BER = 10−3 of STS for M = 2 in the macro cell, we
subtract the STS gain of the macro cell curve for M = 2 of Figure 3.11 (about 3 dB) from the
TXAA gain of the macro cell curve for M = 2 of Figure 3.15 (about 6.2 dB), and the loss is
about 3.2 dB. Then, we can compare this performance loss among all techniques and determine
how the techniques compare to each other: the smaller the performance loss of a particular
technique the better the technique performs.
Figure 3.22 shows the performance loss of each technique with respect to TXAA at BER =
10−3, as a function of the number of transmit antennas in the macro cell. Solid curves corres-
pond to open loop techniques while dashed curves correspond to closed loop techniques. As
expected, the worst performance is yielded by the two open loop techniques. The performance
loss of STS increases by about 3 dB every time M is doubled. This can be explained by com-
parison of equations (3.1) and (3.8), which shows that the STS SNR is worse than the TXAA
SNR by 10 log10(M) dB. Also, the MAX SNR loss is very similar to that of STS. This can be
explained by comparison of Figures 3.10 and 3.12, which shows that, when M = 2, STS and
MAX SNR yield very similar performance at BER = 10−3 in all cell types. However, this does
not hold for other M and/or BER values. The selection diversity loss scales almost linearly with
log(M), producing the highest performance loss among the closed loop techniques. This is ex-
pected, because selection diversity lacks beamforming gain and relies only on diversity gain.
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The performance loss of fixed beams increases when M is increased from 2 to 4, but decreases
when M is increased from 4 to 8. Figure 3.7 shows that, when M = 4, the active angle of the
macro cell (AOD = 15o, AS = 10o) is covered completely by one beam (the green one). Thus,
fixed beams contains only beamforming gain and no diversity gain. Nevertheless, Figure A.4
of appendix A (page 167) shows that, when M = 8, the active angle of the macro cell is not
covered by one beam only but lies between two beams. Thus, in this case fixed beams contains
additional diversity gain which makes the performance loss smaller. Eigenbeamforming suffers
the smallest performance loss of all techniques (between about 1.3 and 1.8 dB) and yields the
best performance. However, this is achieved at the cost of relatively high feedback rate from
mobile to base station. Finally, it is noteworthy that the fixed beams performance is in general
close to that of eigenbeamforming, even though there is a large difference between the feedback




































Figure 3.22: Performance loss of the techniques at BER = 10−3 compared to TXAA in the
macro cell.
When a BER of 10−3 needs to be achieved at the mobile station without feedback (i.e. using an
open loop algorithm) in a macro cell, MAX SNR may be preferred over STS. This is because,
although STS and MAX SNR yield very similar performance at BER = 10−3, MAX SNR is
advantageous as it requires less complexity at the mobile receiver. However, as we have noted
above, the STS performance may be improved easily in practice by increasing the transmit
antenna spacing, and in this case STS may be preferred to MAX SNR. Regarding the case
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where feedback is afforded and a closed loop algorithm can be used, if M = 2, selection
diversity appears to be a good choice. This is because it yields almost the same performance
as the other closed loop algorithms, it is very simple and its required feedback rate is low.
However, if M > 2 fixed beams may be preferred as it requires feedback rate similar to selection
diversity and yields better performance (of course, fixed beams requires a more complex base
station than selection diversity, but the additional complexity is relatively small). Finally, if a
relatively high feedback rate can be afforded, then eigenbeamforming can be used and it will



































Figure 3.23: Performance loss of the techniques at BER = 10−3 compared to TXAA in the
micro cell.
Figure 3.23 shows the performance loss of each technique with respect to TXAA at BER =
10−3 as a function of the number of transmit antennas in the micro cell. The MAX SNR
loss is now larger, as the active angle of the micro cell is wider (larger angular spread) and
cannot be fully exploited by means of beams. However, a wider active angle means that the
correlation coefficient ρadj is now smaller (as can be seen in Figure 2.16 on page 26) and the
diversity gain larger, favoring diversity techniques. The STS loss is the same as in the macro
cell (starting from 3 dB and increasing by 3 dB each time M doubles), which is expected
because the STS SNR is smaller than the TXAA SNR by 10 log10(M) dB regardless of the
channel environment. Also, the fact that STS contains diversity gain and can benefit from the
richer scattering environment of the micro cell, enables it to perform closer to the closed loop
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techniques than MAX SNR. The selection diversity loss again scales linearly with log(M), but
its performance is now closer to that of the other two closed loop techniques (especially that
of eigenbeamforming and for larger M values), due to increased diversity gain. In addition,
Figure 3.23 shows that there is little difference between the performance of fixed beams and
eigenbeamforming in the micro cell. On page 42 we noted that these two techniques have both
similarities and differences. The former are basically due to the diversity gain being similar
in the two techniques, as both make use of the selection diversity concept to choose which
(eigen)beam to use for transmission. The latter are essentially due to the beamforming gain
not being similar in the two techniques, because of the differences between steering vector
beams (used in fixed beams) and eigenbeams (used in eigenbeamforming), as noted on page 42.
Therefore, any difference between the performance of the two techniques is expected to be due
to the different beamforming gain in the two techniques. However, because of relatively large
angular spread, the beamforming gain of the micro cell is (relatively) small, so the differences
are not pointed out. Also, the diversity gain is (relatively) large, enhancing the similarity.
Thus, the differences between the two techniques are ‘suppressed’ while the similarities are
emphasised, causing them to perform similarly. Finally, we note that the beamforming gain
of the micro cell is very small but not equal to zero. This appears to be the reason why fixed
beams and eigenbeamforming perform better than selection diversity, even though all of them
contain similar diversity gain, since they make use of the selection diversity concept.
When a BER of 10−3 needs to be achieved at the mobile station without feedback in the micro
cell, STS is now preferred over MAX SNR as it clearly yields a better performance. In addition,
a simple increase of the array element spacing can enhance the STS performance further. Also,
when feedback is afforded and a closed loop algorithm can be used, selection diversity appears
again to be a good choice, as it yields similar performance to the other two closed loop al-
gorithms (especially for small M), it needs low feedback rate and is very simple. Finally, fixed
beams yields a performance almost identical to that of the more complex eigenbeamforming,
and may be preferred over selection diversity when a better performance is required (especially
for large M) and a (slightly) more complex base station can be afforded.
Figure 3.24 shows the performance loss of each technique with respect to TXAA at BER = 10−3
as a function of the number of transmit antennas in the pico cell. The angular spread of the pico
cell is very large and the power is not concentrated in a particular spatial direction, making
the beamforming gain minimal (very close to zero). Under these conditions the directional
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transmission of MAX SNR cannot improve the performance, and MAX SNR with M > 1
does not provide any gain with respect to the single antenna transmitter (this can also be seen
in Figures 3.12 and 3.13 on pages 48 and 49 respectively). Consequently, the MAX SNR
performance loss is maximised. Also, the STS performance loss is the same as in the previous
two cell types, which is expected as explained above. Finally, all three closed loop techniques
now yield effectively the same performance. This may be attributed to the fact that all of
them contain the same type of diversity gain, which results from their use of the selection
diversity concept. Also, the beamforming gain of the pico cell is virtually zero, so fixed beams
and eigenbeamforming which contain beamforming gain cannot perform better than selection









































Figure 3.24: Performance loss of the techniques at BER = 10−3 compared to TXAA in the pico
cell.
When a BER of 10−3 needs to be achieved at the mobile station without feedback in the pico
cell, STS is again preferred over MAX SNR, as it is able to exploit the improved diversity and
yield a much better performance. In addition, if a closed loop technique can be used, selection
diversity is preferred over the others, as it yields virtually the same performance as the other
two closed loop techniques, and possesses the important advantage of needing low feedback
rate and being very simple.
In addition, we note that if performance equal to the lower bound is required and the channel
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fading is relatively slow (small Doppler frequency shift), transmit antenna array can be used in
all three cell types (but it needs very high feedback rate). This is especially true for large M, as
transmit antenna array provides little gain over the other closed loop techniques for small M, as





































Figure 3.25: Performance loss of the techniques at BER = 10−3 compared to TXAA in the
channel propagation environment with two taps.
Comparison among Figures 3.10(d) (page 45), 3.12(d) (page 48), 3.14(d) (page 50), 3.16(d)
(page 52), 3.18(d) (page 54) and 3.20(d) (page 56) shows that transmit antenna array provides
the best performance among all the presented techniques in the frequency selective scenario
(although it does not maximise the instantaneous SNR of the received signal in this scenario).
Therefore, we will use it again as a reference and compare all the other techniques to it, exactly
as we did for the comparison of the techniques in the 1-tap cells above. To this end, Figure
3.25 shows the performance loss of each technique with respect to TXAA at BER = 10−3
as a function of the number of transmit antennas in the 2-tap scenario. Again solid curves
correspond to open loop techniques while dashed curves correspond to closed loop techniques.
The results show that for M = 2 MAX SNR yields very good performance and is better than
all other techniques (with the exception of eigenbeamforming). This may be because the main
beam is wide enough to exploit the most part of the two taps. However, as M increases, the
MAX SNR performance worsens rapidly and even for M = 4 it is already worse than that of
space-time spreading. The space-time spreading performance loss increases with M. The rate
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of this increase is about 2 dB when M increases from 2 to 4 and about 3 dB when M increases
from 4 to 8. Among the three closed loop techniques, selection diversity provides the worst
performance which is consistent with the results of the 1-tap cells, and may be again due to its
lack of beamforming gain. Furthermore, fixed beams and eigenbeamforming yield very similar
performance in the 2-tap scenario, which has also been noted in the results of the 1-tap cells.
3.5 Summary
In this chapter we analysed a number of diversity, beamforming and hybrid antenna array al-
gorithms which are candidates for employment on the downlink of WCDMA mobile commu-
nication systems. The basic operation of each algorithm was briefly introduced, and the the-
oretical BER versus SNR performance of some of the algorithms was calculated based on the
combination of the eigenvalue decomposition of the mean channel correlation matrix and equa-
tion (2.9) (page 28). The algorithms were also simulated in various representative 1-tap and
one 2-tap channel propagation environment. The simulation results along with other character-
istics of the algorithms were compared, and indications about which algorithm(s) are suitable
for each channel environment were provided.
More specifically, it was shown that pure diversity algorithms, such as space-time spreading,
do not perform well in environments where the correlation coefficient ρadj is large, because the
benefit from the diversity gain is small. Beamforming algorithms like maximum SNR perform
in general better in such environments. However, the performance of the diversity algorithms
may be improved in practice by increasing the transmit antenna array spacing, which effectively
makes ρadj smaller and the diversity benefit larger. Hybrid algorithms that combine diversity
and beamforming gain, such as fixed beams and eigenbeamforming, appear to perform well
in a variety of different channel environments, but usually require some form of information
feedback from mobile to base station, which may have a negative impact on the overall system
capacity. When such information feedback can be used, these algorithms can be employed to
improve the performance. In general, the higher the feedback rate and the more complex the
base station, the larger the performance improvement. Nevertheless, in certain channel envir-
onments such as the pico cell, even simple algorithms such as selection diversity yield perform-
ance equal to that of the more complex algorithms like eigenbeamforming. An interesting result
is that fixed beams yields performance very similar to that of eigenbeamforming, even though
it uses (much) lower feedback rate. An explanation is possible through closer examination of
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the differences and similarities of the two techniques, as noted on page 61. In addition, it was
shown that, depending on the channel environment, increasing the number of transmit antennas
M in the base station does not always yield a better performance. A characteristic example of




Efficient use of eigenbeams for
downlink transmission
In this chapter the eigenvalue decomposition of the mean channel correlation matrix will be
examined further. This examination will motivate the investigation of the combination of this
decomposition and space-time processing as a possible open loop approach to the downlink
data signal transmission. The open loop mode of this technique is similar to that of maximum
SNR. The technique can also measure and adapt to channel conditions and will be employed
to satisfy a flexible performance criterion. Its theoretical BER versus SNR performance will
be calculated in terms of the eigenvalues of the mean correlation matrix, and it will be shown
that its behaviour ranges from pure beamforming to pure diversity, illustrating its adaptability.
When it provides diversity gain, this gain is in the domain of eigenvalues and its order depends
on the channel conditions (as represented by angle of arrival/departure and angular spread).
Also, the technique will be simulated and the results will be compared to simulation results of
the techniques analysed in Chapter 3. This comparison will illustrate that the technique yields
the best performance among all the open loop techniques, when this is measured by the flexible
performance criterion that will be applied.
4.1 Introduction
When the eigenvalue decomposition of the M × M mean channel correlation matrix is per-
formed, the matrix is decomposed into M eigenvalues and M eigenvectors, which are independ-
ent components in the M-dimensional space [92]. The correlation matrix is a function of all M
eigenvalues and eigenvectors, as shown in equation (2.8), and, thus, spans the M-dimensional
space. Also, each eigenvector or set of eigenvectors spans a subspace of the M-dimensional
space. When a technique uses an eigenvector or a set of eigenvectors for signal transmission, it
essentially exploits the corresponding subspace to transfer the signal power from base station
to mobile station. For instance, maximum SNR uses the principal eigenvector as beamformer
and exploits the subspace spanned by this eigenvector for power transfer to the mobile station,
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while space-time spreading uses all M eigenvectors, exploiting the M-dimensional space. It is
shown below that the value(s) of the eigenvalue(s) are indicative of how efficiently a particular
subspace can transfer the signal power from base station to mobile station. Exploiting this fact,
the technique that will be investigated in this chapter will use the M eigenvalues to adaptively
determine which subspace to employ. This decision will be based on a flexible performance cri-
terion that attempts to minimise the SNR (i.e. transmit power) that is needed to yield a specific
target BER at the mobile receiver. As the channel conditions in the form of angle of depar-
ture and angular spread change so do the eigenvalues, and the technique can switch to another
subspace to optimise the performance according to the above criterion in the new conditions.
The basic idea of this technique (without the adaptive optimisation of the performance as the
channel conditions change over time) was mentioned briefly in [46], but was not analysed
further in that paper. Moreover, the idea of applying the aforementioned flexible performance
criterion was not mentioned or explored in [46].
4.2 Motivation
Equation (3.5) shows that when the principal eigenvector of the mean downlink channel cor-
relation matrix RDL is used as beamformer, the mean SNR of the MAX SNR algorithm is
proportional to its maximum eigenvalue eDL,max. It can also be shown that the same holds for
the i-th eigenvector and eigenvalue. That is, replacing the mean downlink channel correla-
tion matrix from equation (2.8) to equation (3.3) and using the i-th eigenvector as beamformer














This means that the value of the i-th eigenvalue is an indication of how efficiently the power
is transferred from the base station across the downlink channel to the intended mobile station,
if the i-th eigenvector is used as beamformer. Therefore, by examining the amplitudes of the
eigenvalues we can make this power transfer more efficient.
Figure 4.1 shows the value of the 4 eigenvalues of the mean downlink channel correlation
matrix as a function of angular spread δ, when a 4-element antenna array is used by the base
station (the carrier frequency is fc = 2 GHz, the transmit antenna spacing is D = λ2 and the
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angle-of-departure is AOD = 1o). We observe that for small values of δ there is clearly a
dominant eigenvalue and all other eigenvalues have much smaller values. In this case, only
the subspace spanned by the dominant eigenvector can transfer the power efficiently to the
mobile station. However, as the angular spread increases, the value of the smaller eigenvalues
increases, too, and becomes comparable to that of the dominant one (especially for angular
spread values close to 120o, all M eigenvalues have very similar value). This means that the
subspaces spanned by the eigenvectors corresponding to these smaller eigenvalues become also
efficient in terms of power transfer. Therefore, when δ increases, using only the dominant




























Figure 4.1: Amplitude of the eigenvalues of the mean correlation matrix as a function of angu-
lar spread ( fc = 2 GHz, D = λ2 , AOD = 1
o).
To investigate and quantify the potential diversity gain of using more than one eigenvector as
beamformer, we will plot the required SNR for a target BER = 10−3, when various numbers
of eigenvectors are used as beamformers. Using the principal eigenvector provides a mean
SNR proportional to the largest eigenvalue, so using the K eigenvectors that correspond to the
K largest eigenvalues will yield K diversity paths with mean SNR values proportional to the
corresponding K largest eigenvalues. Since these eigenvectors are mutually orthogonal, the K
diversity paths are mutually uncorrelated. This, combined with the fact that the eigenvalues are
in general unequal, means that equation (2.9) can be used for the calculation of the required
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SNR, according to the following procedure. We calculate the mean downlink channel correl-
ation matrix for a particular value of M, D, AOD and δ as described in [190], and perform its
eigenvalue decomposition. Assuming that the K eigenvectors corresponding to the K largest
eigenvalues are used as beamformers and the (linear) SNR value is γ, we then multiply the K
largest eigenvalues by the quantity γ 1K and use them in equation (2.9) to obtain the BER yielded
by this K and SNR value. This way we are able to search the SNR needed by this K to yield the
target BER. Varying the value of K from 1 to M and the angular spread from 0o to 120o, and
using M = 4, fc = 2 GHz, D = λ2 and AOD = 1
o, we obtain the results of Figure 4.2. We note
that the K = 1 curve (1 eigenvector) corresponds to the performance of maximum SNR while
the K = M curve (M eigenvectors) corresponds to the performance of space-time spreading, as
we have seen in Chapter 3. Also, we have plotted a dotted line which indicates that the lowest



























Figure 4.2: Required SNR for a target BER=10−3 as a function of angular spread (M = 4,
fc = 2 GHz, D = λ2 , AOD = 1
o).
The results of Figure 4.2 show that K = 1 provides the lowest required SNR only if the angular
spread is small (smaller than about 4o). For larger angular spread values (e.g. δ ' 4o) a value
of K > 1 provides the lowest required SNR to yield the specified target BER. For instance, if
4o / δ / 45o, a value of K = 2 provides the lowest required SNR, while if δ ' 97o a value
of K = M (space-time spreading) provides the lowest required SNR. Also, the lowest required
SNR over all shown angular spread values is about 10.1 dB and is provided by K = M (space-
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Figure 4.3: Required SNR for a target BER=10−2 as a function of angular spread (M = 8,
fc = 2 GHz, D = λ2 , AOD = 1
o).
time spreading) at very large angular spread values (δ ' 120o). In addition, Figure 4.3 shows
the required SNR for M = 8 and a target BER = 10−2 as a function of angular spread when
different numbers of eigenvectors are used as beamformers by the base station (again the carrier
frequency is fc = 2 GHz, the transmit antenna spacing is D = λ2 and the angle-of-departure is
AOD = 1o). The results of Figure 4.3 show the same trends as those of Figure 4.2. That is,
again when the angular spread is small (δ / 4.5o) a value of K = 1 provides the lowest required
SNR, while as δ increases a value of K > 1 provides the lowest required SNR for the specified
target BER. For example, when 29.5o / δ / 50o a value of K = 3 provides the lowest required
SNR, while when 70o / δ / 89.5o a value of K = 5 provides the lowest required SNR. Also,
now the lowest required SNR over all shown angular spread values (which occurs at δ ' 20o
and is about 2.85 dB) is not provided by one of the existing techniques (i.e. maximum SNR with
K = 1 or space-time spreading with K = M = 8), but by K = 2. That is, none of the existing
techniques can take full advantage of the underlying structure of this channel scenario. In the
next section we examine a technique that uses the number of eigenvectors K which minimises
the SNR that is needed to achieve a particular target BER.
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4.3 Algorithm description
When K > 1 eigenvectors are used as beamformers by the base station, they are combined
with a diversity technique to yield diversity gain in addition to the beamforming gain that they
provide anyway. In this chapter we will examine the combination of the K eigenbeams with
space-time spreading [160], which belongs to the category of space-time coding schemes [217].
The authors of [110] applied space-time coding to ‘normal’ beams1 for a base station with M =
4 transmit antennas and K = 2 beams, for complex signal constellations (quadrature phase shift
keying, QPSK). However, the known space-time coding schemes for complex signals do not
achieve full transmission rate for M > 2 [217] (i.e. they use more than one symbol period per
data symbol transmitted). Therefore, here we explore the combination of space-time spreading
and eigenbeams for real signal constellation (binary phase shift keying, BPSK), which achieves
full transmission rate for any M [217] and, in the case of eigenbeams, any K (i.e. it uses one
symbol period per data symbol transmitted). When complex signals have to be used (e.g. QPSK
in wideband CDMA), the K eigenbeams can be combined with orthogonal transmit diversity
(OTD) [57, 181, 187] instead of space-time coding. Orthogonal transmit diversity yields full
transmission rate but its diversity gain is smaller than that of space-time coding because not
every data symbol is transmitted through all the available diversity branches as in space-time
coding. However, when it is combined with coding it is able to yield most of the diversity
gain that space-time coding provides [57, 106]. Also, as we pointed out in the introduction of
this chapter, the authors in reference [46] mention briefly the application of space-time coding
techniques to eigenbeams, but do not analyse it further. Here, we will explicitly present the
combination of space-time spreading and eigenbeams and analyse its performance (the previous
section describing our motivation has already provided initial performance hints). In the next
section we describe this combination.
First the base station determines the target BER that it should use. This can be done in ac-
cordance with other system requirements, such as desired voice or service quality at the mobile
receiver. Then, it obtains an estimate of the mean downlink correlation matrix RDL as we have
described in the MAX SNR algorithm (last paragraph of section 3.1.2 which starts on page
33). After that, it follows the procedure used to obtain the required SNR for a specific target
BER described in the previous section, to calculate the K (where 1 ≤ K ≤ M) that provides
the lowest required SNR for the specified target BER. Once the value of K is determined, the
1‘Normal’ beams are beam patterns generated by steering vectors, as opposed to those generated by eigenvectors.
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base station combines the K eigenbeams according to space-time spreading and uses them to
transmit the data signal to the intended mobile station. We call this scheme ‘Minimum BER’,
or ‘MIN BER’ for short.
For instance, if the base station calculates that K = 2 eigenbeams provide the lowest required
SNR, the intended mobile user’s data symbol stream s(t) is divided into two symbol substreams
s1(t) and s2(t), as in space-time spreading [160] (e.g. s1(t) can contain the odd data symbols
of s(t) and s2(t) can contain the even data symbols of s(t)). The base station then uses two
consecutive symbol periods, T1 and T2, to transmit the vector signals xH1 (t) ∈ 1×M and xH2 (t) ∈


















, (over T2) (4.3)
and Es is the power of each data substream across the K = 2 eigenbeams, c(t)2 is the intended
mobile user’s spreading code (which may be real or complex) and u1 ∈ M×1 and u2 ∈ M×1
denote the two eigenvectors of RDL that correspond to its two largest eigenvalues e1 and e2,
respectively. Assuming a 1-tap channel propagation environment, the intended mobile station
receives the signal y1(t) due to transmission of xH1 (t) and the signal y2(t) due to transmission of
xH2 (t), which after despreading with the spreading code c(t) (or c
∗(t) in case of complex codes,


















h + n2, (4.5)
where h ∈ M×1 denotes a sample of the instantaneous vector of the single channel tap, while
n1 and n2 denote samples of a white Gaussian stochastic process and appear as additive noise
terms. In the calculation of y1(t) and y2(t) we have assumed that the channel vector h does
not change significantly over the two consecutive symbol periods T1 and T2 (this is the default
assumption in space-time spreading, too). The mobile station receiver uses the received signals
y1(t) and y2(t) to obtain an estimate ŝ1(t) and ŝ2(t) of the data signals s1(t) and s2(t), respectively,
2Although both the data signal s(t) and the spreading code c(t) vary over time, the spreading code varies much
more rapidly and essentially determines the bandwidth of the spread signal that is transmitted by the base station.
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 s2(t) +<{n21 − n22} , (4.7)
where < denotes the real part of a complex number, and n11 = n1(hHu1), n12 = n2(hHu2),
n21 = n1(hHu2) and n22 = n2(hHu1). The mobile station estimates the complex quantities uH1 h
and uH2 h that it needs to obtain the estimates of the data signals from orthogonal pilot signals
that are transmitted through each eigenbeam by the base station. Since there is a space-time
spreading scheme for real signals and any M [217], the same approach can be applied to any
number of eigenvectors K. Analysis of minimum BER for K = 4 is presented in section A.2 of
appendix A, while analysis for K = 8 is presented in section A.3 of the same appendix.
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where e1 and e2 are the two largest eigenvalues of RDL, and σ2n denotes the noise power spectral
density. Also, calculation of the mean SNR from ŝ2(t) yields the same result. Equations (4.6),
(4.7) and (4.8) show that minimum BER achieves the expected order 2 diversity gain by using
two eigenvectors as beamformers. The contribution of each diversity path is proportional to the
corresponding eigenvalue of the eigenvector that has created the diversity path. In the general
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which shows that diversity of order K in the domain of eigenvalues is achieved with K eigen-
vectors.
The above analysis was done for the case of a 1-tap channel scenario. If the channel consists of
N temporal taps, the procedure of determining the number of eigenvectors to be used must be
modified. In order to take into account the information of all temporal taps in the correlation
matrix that will be subject to eigenvalue decomposition, the mean correlation matrices of all N












and the eigenvalue decomposition of the resulting summed matrix RSUM is performed. In the
case of a 1-tap scenario, the eigenvalues of the eigenvalue-decomposed matrix were multiplied
by γ 1K and then used in equation (2.9) in the process of calculating the optimum K, because they
represent the expected contribution of the diversity path provided by each eigenvector. How-
ever, now that the channel consists of N temporal taps the eigenvalues of RSUM do not represent
the expected contribution of each eigenvector any more and cannot be used in equation (2.9).
Also, since now there are a total of N channel taps, each eigenvector does not provide only one
contribution but a total of N contributions across these N taps, which for the k-th eigenvector
are noted as ek1, ek2, · · · , ekN . The expected contribution of the k-th, k = 1..K, eigenvector uk





Therefore, in order to calculate the SNR that is needed by the K ‘largest’ eigenvectors of RSUM
to yield the specified target BER, the base station now multiplies the KN contributions ekn,
k = 1..K n = 1..N, by γ 1K and then uses them in equation (2.9). Once the optimum K has been
calculated, the base station combines the K ‘largest’ eigenvectors of RSUM with space-time
spreading as in the case of the 1-tap channel propagation environment and transmits the data
signal to the intended mobile station as normal.
As the mobile station moves within the physical environment, the channel conditions in the
3This expression does not take into account the interference among the taps that results from the loss of ortho-
gonality among their spreading codes. This is not expected to be significant unless the processing gain is very small
(e.g. 4 or 8).
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form of angle of departure and angular spread change. This is reflected on the channel correl-
ation matrix which is permanently monitored by the base station. Therefore, the base station is
able to change the number of eigenbeams K that it uses for data signal transmission, to adapt
to the new channel conditions and attempt to achieve the target BER at the intended mobile
station with the lowest possible transmit power. Also, non-intended mobile stations are subject
to less interference because of the lower transmit power and the directional transmission. A
further advantage of minimum BER is that it can be operated in an open loop fashion (using
the eigenvectors of the uplink correlation matrix, as in maximum SNR), thus avoiding the need
for feedback of channel or correlation matrix information from mobile to base station.
The behaviour of minimum BER can vary from pure beamforming (K = 1) all the way to pure
diversity (K = M). Therefore, it is expected to be especially beneficial in cases where neither
beamforming nor diversity techniques can fully exploit the channel environment to yield the
maximum gain. Such an example is an environment with small to moderate angular spread that
can result in an adjacent element correlation coefficient in the approximate range 0.7 / ρadj /
0.994.
In minimum BER, the performance is optimised according to the target BER, which is a f lexible
criterion as it can be changed to meet other system requirements, such as voice or service quality
at mobile receiver. However, changing the target BER may result in the selection of a different
number of eigenbeams K. Also, the number of eigenbeams may change whenever the channel
conditions change, as we have noted above, and both transmission and reception should change
accordingly. In this case the mobile station receiver must be notified of the new K, so that it is
able to receive and demodulate the transmitted signals correctly.
4.4 Simulation results
Minimum BER has been simulated by Monte Carlo simulation and the results are presented
in this section. The technique has been optimised for a target BER = 10−3. This means that
4It is pointed out that these limits are approximate rather than exact, and are based on the fact that beamforming
techniques need in general small angular spread (i.e. high ρadj, for instance ρadj ' 0.99) to perform efficiently,
while diversity techniques need in general large angular spread (i.e. small ρadj, for instance ρadj / 0.7) to perform
efficiently. The former claim (about the beamforming techniques) can be confirmed by the simulation results of
the next section, where it will be shown, for example, that even in environments with ρadj as high as 0.988, the
beamforming technique called maximum SNR does not yield the lowest required SNR for a specific target BER. The
latter claim (about the diversity techniques) can be confirmed by the simulation results of the diversity techniques
of Chapter 3 (for instance sections 3.3.1.1 and 3.3.2.2), and by the results of studies such as [190] and [124].
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the number of eigenvectors K has been chosen so that it minimises the required SNR for a
BER = 10−3 at the mobile station receiver. The uplink and downlink carrier frequencies are
fUL,c = 2.14 GHz and fDL,c = 1.95 GHz respectively. The transmit antenna array spacing is
D = λMID2 , where λMID is the wavelength of the carrier frequency fMID,c =
fUL,c+ fDL,c
2 . As in
maximum SNR, the base station uses the eigenvectors and eigenvalues of the uplink correlation
matrix (that is, the technique is operated in an open loop fashion). In the actual simulation
we calculate the uplink correlation matrix at the base station using equations A.2 and A.3 of
appendix A. The uplink correlation matrix will be estimated from pilot signals transmitted on
the uplink from mobile to base station in Chapter 5. The modulation of the data signals is bin-
ary phase shift keying. The simulations are performed in a one-user scenario, where the base
station communicates with one user and there is no co-channel interference from other users.
In each simulation the bit error ratio is calculated over 106 data symbols which are transmit-
ted from base station to mobile station. These data symbols are not coded in any way. We
assume that the mobile receiver has access to noiseless estimates of the M downlink channel
coefficients hi, i = 1..M. Also, the downlink channel vectors of consecutive data symbols are
uncorrelated, to minimise simulation time. Simulations for 1-tap channel propagation environ-
ments are performed in the macro cell, micro cell and pico cell of Table 3.1. The simulations
are also performed in a 2-tap scenario with the two temporal taps of Table 3.2. In this case the
two taps are assumed to be resolved by the mobile receiver and there is no mutual interference
between them5.
The technique has been simulated for M = 2, M = 4 and M = 8 transmit antenna elements
in the base station. Figures 4.4, 4.5 and 4.6 show simulation results in the three 1-tap cells
for M = 2, M = 4 and M = 8 respectively. Also shown in these three figures, is the case
of the single-antenna transmitter which is useful in determining the gain that minimum BER
with M > 1 yields in various scenarios. Every figure depicts also the number of eigenvectors
K that were used for data signal transmission in each cell and for each M. In addition, Tables
4.1, 4.2 and 4.3 show the SNR that all possible values of K need in order to achieve the target
BER (10−3) in all three cells for M = 2, M = 4 and M = 8 respectively. In each case, the K
that needs the lowest SNR was used by the base station. Finally, Figure 4.7 depicts simulation
results for M = 2, 4, 8 and the single-antenna transmitter in the 2-tap scenario.
5Again we point out that the impact of neglecting the mutual interference on the results is (very) small, as this
interference causes an irreducible BER at very high SNR values which are out of the range of interest. An exception
occurs when the processing gain of the spreading codes is very low (e.g. 4 or 8), which may cause an irreducible
BER at SNR values of interest.
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Figure 4.4: Simulation results of minimum BER for M = 2 in the macro, micro and pico cell.
Macro cell Micro cell Pico cellK
(ρadj = 0.988 (ρadj = 0.825 (ρadj = 0.035(M = 2)
when D = λ2 ) when D =
λ
2 ) when D =
λ
2 )
1 20.984 21.391 23.895
2 20.776 16.232 14.104
Table 4.1: Required SNR (in dB) for all possible numbers of eigenvectors, M = 2 and a target
BER = 10−3, in the three 1-tap cell environments.
Figure 4.4 shows that K = 2 eigenvectors were used in all three cell types, as this is the K that
yields the lowest required SNR in all of them. This is confirmed by the results of Table 4.1,
which show that the K = 2 choice yields the lowest required SNR in all three cell types. It is
worth noting that in the macro cell, although the angular spread is relatively small (δ = 10o)
and the correlation coefficient high (ρadj = 0.988) so that one would expect that one eigenvector
(i.e. maximum SNR) would be able to yield the lowest required SNR, minimum BER has
actually used two eigenvectors instead. This is also confirmed by the results of Table 4.1.
However, Table 4.1 shows that in the case of M = 2 in the macro cell, two eigenvectors are
marginally better than one eigenvector (by about 0.2 dB). Also, since we have K = M = 2 in
all the cells, the performance of minimum BER is essentially the same as that of space-time
spreading with the same number of antennas (M = 2). Thus, the results are the same as those
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Figure 4.5: Simulation results of minimum BER for M = 4 in the macro, micro and pico cell.
Macro cell Micro cell Pico cellK
(ρadj = 0.988 (ρadj = 0.825 (ρadj = 0.035(M = 4)
when D = λ2 ) when D =
λ
2 ) when D =
λ
2 )
1 18.083 19.761 23.337
2 15.213 11.519 13.701
3 16.944 11.879 11.152
4 18.193 13.101 10.075
Table 4.2: Required SNR (in dB) for all possible numbers of eigenvectors, M = 4 and a target
BER = 10−3, in the three 1-tap cell environments.
of Figure 3.10(a) (page 45), and the same comments that were made in the discussion of that
figure are also valid here.
Next, Figure 4.5 shows simulation results for M = 4 in the three 1-tap cells. It shows that in both
macro and micro cells two eigenvectors were used, while in the pico cell four eigenvectors were
used. These results are also confirmed by Table 4.2. Again, despite the small angular spread and
the high correlation coefficient, the lowest required SNR in the macro cell is not yielded by one
eigenvector (i.e. maximum SNR) but two eigenvectors. Furthermore, now the one eigenvector
case is worse than the two eigenvector case not by a small amount as in the case of M = 2, but
by about 2.9 dB. The performance in the macro and micro cell (which use the same number
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of eigenvectors) is very similar for very low SNR values. Also, as the SNR increases the
performance in the micro cell becomes better, which may be unexpected as the same number
of antennas and eigenvectors are used by the base station in both cells. Nevertheless, the larger
angular spread of the micro cell is reflected on the correlation matrix and becomes the major
factor that affects the values of its eigenvalues and the subspace(s) spanned by its eigenvectors
or sets of eigenvectors. Thus, although the subspace spanned by the two ‘largest’ eigenvectors
is used for data signal transmission in both cells, the larger angular spread of the micro cell
results in a subspace that is more efficient in terms of power transfer and yields a higher gain.
This is the same effect as when a diversity technique performs better in a cell with larger angular
spread than in a cell with smaller angular spread due to higher diversity gain, even though it uses
the same number of antennas in both cells (e.g. Figures 3.10(a)–3.10(c) and Figures 3.16(a)–
3.16(c)). Additionally, the performance in the pico cell (where a larger number of eigenvectors
is used by the base station) is worse than that in the macro and micro cell for small SNR
values, but becomes better than the performance in these both cells for large SNR values. In the
previous section we described that when the base station uses K eigenvectors, the power of the
transmitted data signal is proportional to 1/K. Subsequently, when the SNR is small (i.e. the
benefit from the diversity gain is small) and K increases (decreasing the beamforming gain due
to the 1/K factor) the performance becomes worse. However, when the SNR increases, even
though the beamforming gain may be small due to increased K, the benefit from the diversity
gain also increases and eventually prevails, improving the overall performance. This is the
reason why the performance in the pico cell is worse than that in the macro and micro cell for
small SNR, but becomes better than both as SNR increases.
Next, Figure 4.6 shows simulation results for M = 8 in the three 1-tap cells. The number of
eigenvectors that the base station uses is K = 2 in the macro cell, K = 4 in the micro cell
and K = 8 in the pico cell. This means that K increases with angular spread (i.e. transition
from macro to micro to pico cell), which is expected as the beamwidth of a uniform linear
antenna array with M = 8 elements is relatively narrow (Figure A.2 on page 165), and more
beams are needed as the angular spread increases. Moreover, the K values that were used
by the base station are also confirmed by the results of Table 4.3. Since K always increases
as the channel conditions change from macro to micro to pico cell, the phenomenon of the
performance becoming worse with increasing K for small SNR values and then improving
considerably for larger SNR values which was observed in Figure 4.5, is also apparent here. It
is worth noting that the performance in the micro cell becomes better than that in the macro cell
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Figure 4.6: Simulation results of minimum BER for M = 8 in the macro, micro and pico cell.
at a relatively small SNR value (about 2.85 dB), while the performance in the pico cell becomes
better than that in the micro cell at a relatively large SNR value (about 9.8 dB). The reason for
this may be that the transition from K = 2 to K = 4 (transition from macro to micro cell) is
not too large in terms of beamforming gain loss and the diversity gain is able to compensate for
this loss at relatively small SNR values. The transition from K = 4 to K = 8 (transition from
micro to pico cell), on the other hand, is (much) larger in terms of beamforming gain loss and
the diversity gain is able to compensate for this loss only at relatively large SNR values.
Macro cell Micro cell Pico cellK
(ρadj = 0.988 (ρadj = 0.825 (ρadj = 0.035(M = 8)
when D = λ2 ) when D =
λ
2 ) when D =
λ
2 )
1 15.487 19.184 22.827
2 9.871 9.635 13.058
3 11.341 7.602 10.507
4 12.588 7.435 9.413
5 13.558 8.471 8.848
6 14.349 9.259 8.511
7 15.019 9.929 8.378
8 15.599 10.508 8.291
Table 4.3: Required SNR (in dB) for all possible numbers of eigenvectors, M = 8 and a target
BER = 10−3, in the three 1-tap cell environments.
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Figure 4.7: Simulation results of minimum BER for M = 1, 2, 4, 8 in the 2-tap scenario.
Figure 4.7 shows simulation results of minimum BER in the 2-tap scenario with the two taps of
Table 3.2 (page 43). When M = 2, the base station uses K = 1 eigenvector and the performance
is essentially the same as that of the technique maximum SNR with M = 2 in the same scenario
(Figure 3.12(d) on page 48). In this case there is only additional beamforming gain with respect
to the single-antenna transmitter, but no additional diversity gain. This becomes apparent by the
fact that the M = 2 curve is shifted to the left by about 2.5 dB with respect to the M = 1 curve
(i.e. there is additional beamforming gain of approximately 2.5 dB), and it is almost parallel to
the M = 1 curve (i.e. there is no additional diversity gain to change the slope of the M = 2
curve). When M = 4, the number of eigenvectors that the base station uses is increased from
1 to 2, providing additional diversity gain but no additional beamforming gain. This becomes
apparent by the fact that the M = 4 curve is not shifted for small SNR values with respect to
the M = 2 curve (i.e. there is no additional beamforming gain to cause the shift), and its slope
becomes gradually steeper than that of the M = 2 curve (i.e. there is additional diversity gain
which increases the slope of the M = 4 curve). When M = 8, K is increased from 2 to 4,
providing again additional diversity gain but no beamforming gain with respect to the M = 4
curve. This becomes apparent by the fact that the M = 8 curve is not shifted for small SNR
values with respect to the M = 4 curve, and its slope becomes gradually steeper than that of the
M = 4 curve.
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Figure 4.8: Gain of minimum BER over the single antenna transmitter at BER = 10−3.
Finally, Figure 4.8 contains a summary of the results in Figures 4.4–4.7, and depicts the min-
imum BER gain over the single-antenna transmitter at BER = 10−3 as a function of M in both
the 1-tap and 2-tap channel propagation environments. It shows that the gain over the single-
antenna transmitter in dB increases almost linearly with log(M) in both the macro and micro
cells. In the pico cell, nevertheless, increasing M above 4 starts to give diminishing returns.
Also, since in the pico cell K is equal to M for all M values, the minimum BER performance
is essentially the same as that of space-time spreading, and the pico cell curve of Figure 4.8
is the same as the pico cell curve of Figure 3.11 (page 46). Therefore, as has been noted in
the discussion of the results of Figure 3.11, it is expected that when the number of antennas
M becomes larger than 4, the technique will give diminishing returns in terms of additional di-
versity gain, as this gain is already high due to the very small correlation coefficient of the pico
cell (ρadj = 0.035 for D = λ2 ). Finally, in the 2-tap scenario, the gain over the single-antenna
transmitter in dB increases linearly with log(M). Nevertheless, the 2-tap curve is less steep than
both the macro and micro curves (that is, the gain in dB increases with log(M) at a lower rate
in the 2-tap scenario than in the macro and micro cells), probably because in this case there is
already multipath diversity resulting from the two taps.
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4.5 Comparison of simulation results
The simulation results of minimum BER will be compared to the simulation results of the
techniques of Chapter 3 in this section. The same method as in section 3.4 of Chapter 3 will
be used here for the comparison of the results. That is, the performance loss that results from
using minimum BER instead of transmit antenna array will be calculated at BER = 10−3 for
each cell environment and M value, and the results will be added to those of Figures 3.22–3.25.
This will enable us to compare the performance of minimum BER with the performance of the
other techniques (especially the open loop ones). As in section 3.4, the smaller the performance





































Figure 4.9: Performance loss of the techniques at BER = 10−3, including minimum BER, com-
pared to TXAA in the macro cell.
Figure 4.9 shows the performance loss of each technique with respect to transmit antenna array
at BER = 10−3, as a function of the number of transmit antennas in the macro cell (it is
essentially the same as Figure 3.22 of page 59, but with additional results for minimum BER).
Solid curves correspond to open loop techniques while dashed curves correspond to closed
loop techniques. The results show that when M = 2, minimum BER provides performance very
similar to that of the other two open loop techniques. However, the minimum BER performance
loss increases very little with log(M) (less than 0.35 dB when M increases from 2 to 8), in
contrast with the other two open loop techniques whose performance loss increases by a much
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larger amount with log(M). This means that minimum BER is able to exploit the underlying
structure of the macro cell much better than the other open loop techniques, providing the best
performance among them when M = 4 and M = 8 in this scenario. Also, the minimum BER
performance is better than that of the closed loop technique selection diversity for M = 4 and
M = 8 (it is marginally better when M = 4 and better by a larger amount when M = 8). This
can be attributed to the fact that selection diversity lacks beamforming gain and yields only
diversity gain, which is small in the highly correlated environment of the macro cell (as has
also been noted in Chapter 3). In addition, when M = 4 minimum BER performs almost as





































Figure 4.10: Performance loss of the techniques at BER = 10−3, including minimum BER,
compared to TXAA in the micro cell.
Next, Figure 4.10 shows the performance loss of each technique with respect to transmit an-
tenna array at BER = 10−3, as a function of the number of transmit antennas in the micro cell
(it is essentially the same as Figure 3.23 of page 60, but with additional results for minimum
BER). The results show that when M = 2 minimum BER yields the same performance as
space-time spreading, while both of them are much better than maximum SNR. However, as
M increases minimum BER is again able to exploit the channel environment better than space-
time spreading, becoming better than it for M = 4 and M = 8 (by about 1.65 dB and 2.3 dB
respectively). Also, as M increases the difference between the minimum BER and selection
diversity performance becomes smaller, and the former approaches the latter closely for M = 4
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and M = 8 (within 0.9 dB and 0.65 dB respectively).
Next, Figure 4.11 shows the performance loss of each technique with respect to transmit an-
tenna array at BER = 10−3, as a function of the number of transmit antennas in the pico cell
(it is essentially the same as Figure 3.24 of page 62, but with additional results for minimum
BER). The results of this figure show that the minimum BER performance is almost identical
to the performance of the space-time technique. This is also confirmed by the results of Figures
4.4–4.6, which show that the number of eigenvectors that the base station uses in the pico cell is
equal to the number of antennas (K = M), making the minimum BER performance essentially










































Figure 4.11: Performance loss of the techniques at BER = 10−3, including minimum BER,
compared to TXAA in the pico cell.
Finally, Figure 4.12 shows the performance loss of each technique with respect to transmit
antenna array at BER = 10−3, as a function of the number of transmit antennas in the 2-tap
scenario (it is essentially the same as Figure 3.25 of page 63, but with additional results for
minimum BER). The results show that when M = 2, minimum BER is the same as maximum
SNR, while both of them are better than space-time spreading. Also, even though the minimum
BER performance loss increases when M becomes larger than 2, the technique is still better than
space-time spreading, while it also becomes better than maximum SNR (whose performance
loss increases by a much larger amount than minimum BER). In addition, minimum BER is
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better than the closed loop technique selection diversity for all M values. This is probably
because selection diversity uses only one antenna element for downlink transmission so it lacks
beamforming gain (even though it benefits from the information feedback about the antenna






































Figure 4.12: Performance loss of the techniques at BER = 10−3, including minimum BER,
compared to TXAA in the 2-tap channel propagation environment.
Figures 4.9–4.12 show that in general minimum BER provides the largest performance im-
provement over the other open loop techniques when the number of antennas is relatively large
(i.e. M = 4 and M = 8). When M is relatively large, the possible number of eigenvectors that
can be used by the base station is also large. Therefore, the technique can choose from a larger
number of possible solutions to the optimisation problem of minimising the required SNR for
the target BER. That is, it has more ‘freedom’ to yield a better solution and a larger perform-
ance improvement. On the other hand, when M is small (i.e. M = 2) the technique can only
choose either K = 1 or K = 2, providing performance identical to that of another open loop
technique (maximum SNR or space-time spreading, respectively). Figures 4.9–4.11 show also
that minimum BER provides the largest performance improvement in the macro and micro cell,
while in the pico cell its performance is the same as that of space-time spreading. This con-
firms the argument that minimum BER is most beneficial in channel environments with small
to moderate angular spread.
Finally, in minimum BER the base station attempts to minimise the SNR (i.e. transmit power)
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that is needed to achieve a specific target BER at the mobile station by using a specific number
of eigenvectors as beamformers. However, this does not guarantee that the target BER will be
achieved eventually at the mobile station, as the final BER is also affected by other factors not
taken into account here, such as multiple access interference (MAI). Thus, the transmit power
may have to be increased in order to achieve the target BER. However, the final transmit power
(including any potential increase because of other factors) is still minimised by the minimum
BER technique.
4.6 Summary
In this chapter we examined the decomposition of the channel into independent components by
means of eigenvalue decomposition of its correlation matrix. The observations of this examin-
ation motivated the investigation of the combination of the channel components and space-time
processing as an efficient open loop approach to the downlink data signal transmission. The ap-
proach was applied to optimise a performance criterion which attempts to minimise the transmit
power required to achieve a target BER at the mobile station. This is done by employing for
downlink transmission the number of channel components that provides the lowest required
SNR to achieve the target BER at the mobile receiver. We named this scheme minimum BER.
As the channel conditions (in the form of angle of arrival/departure and angular spread) change,
the technique can use a different number of components for data signal transmission, optim-
ising performance in all channel conditions. Also, the technique can be operated in an open
loop mode by using the eigenvectors of the uplink channel correlation matrix for downlink
transmission (similarly to maximum SNR, described in section 3.1.2, page 31).
The theoretical performance of minimum BER in a 1-tap scenario was calculated in terms of the
eigenvalues of the mean channel correlation matrix, and it was shown that its behaviour varies
from pure beamforming all the way to pure diversity. Beamforming gain only is provided
when the technique uses only the principal channel component for downlink transmission. The
SNR in this case is proportional to the principal eigenvalue of the channel correlation matrix.
When the number of the used channel components is larger than one and smaller than the
number of transmit antennas in the base station, the technique provides hybrid beamforming
and diversity gain in the domain of eigenvalues. The order of the diversity part of the gain
is the same as the number of components used, which in turn is determined by the channel
conditions as represented by the angle of arrival/departure and angular spread. The SNR in this
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case is proportional to the sum of the eigenvalues corresponding to the channel components
used for downlink transmission. Finally, when the number of the used components is equal to
the number of transmit antennas in the base station, the technique yields the same performance
as space-time spreading, which is a pure diversity technique. This means that it effectively
provides only diversity gain, the order of which is equal to the number of transmit antennas.
Furthermore, minimum BER was simulated by means of Monte Carlo simulation in an open
loop mode. The simulations were performed in three representative 1-tap cells and one 2-tap
scenario, and the results were compared to those of the techniques of Chapter 3. The compar-
isons showed that minimum BER provides the best performance among all the examined open
loop techniques at the BER for which its performance was optimised. In addition, the results
showed that in general minimum BER is mostly beneficial in scenarios with small to moderate
angular spread values. This may be explained by the fact that none of the existing open loop
techniques yields the maximum expected performance in these conditions. Moreover, the per-
formance improvement provided by the technique generally increases as the number of base
station transmit antennas increases. This may be explained by the fact that, as the number of





Effect of imperfect parameter
estimation on the performance of
downlink antenna array techniques
In the simulation results presented in Chapters 3 and 4 we assumed that both the base sta-
tion and the mobile station had access to perfect (i.e. noiseless) estimates of all the unknown
parameters which they needed. This assumption simplified the simulations and reduced the
simulation time, facilitating the comparison of different techniques under the same conditions.
Nevertheless, this is generally not true in practice, since the needed parameters are practic-
ally estimated by means of pilot and feedback signals transmitted by the base and/or mobile
station [8, 72, 81, 123, 149, 185]. Pilot signals are signals whose value is known at both the
transmitter and the receiver, and are transmitted at known and pre-defined time intervals to fa-
cilitate procedures such as synchronisation between transmitter and receiver, and estimation of
various parameters needed by the receiver and/or the transmitter. Feedback signals are signals
which are used for transmission of various parameters from one end of the transmission link
(e.g. mobile station) to the other end (e.g. base station), and are generally transmitted when
these parameters are needed or their value changes and must be updated. Examples of para-
meters that usually need to be estimated in practice include the coefficients of the uplink and
downlink channel, and the channel correlation matrix. Since the pilot signals used for parameter
estimation are noisy, the procedure of estimating the needed parameters from them results in
noisy parameter estimates. Consequently, the performance of the techniques in practice will be
poorer than is depicted in the figures containing simulation results in Chapters 3 and 4. The
impact of the noisy parameter estimates is important, since it is a major factor affecting the
overall performance.
In this chapter, we examine various types of pilot signals and their effect on the performance of
the downlink antenna array algorithms in which they are used. A number of different types of
pilot signals are described, along with the procedure of estimating the relevant parameters from
them, and then their impact on the performance of various algorithms is examined by means
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of computer simulations. This examination shows that in general different algorithms need to
estimate different parameters by means of different types of pilot signals, and even the same
kind of pilot signals may have different impact on different algorithms. Also, depending on the
type of pilot signals and the parameters that are estimated from them, the impact often depends
on the number of transmit antennas in the base station and/or the SNR value, and sometimes
even on the channel scenario.
5.1 Two basic approaches to the transmission of pilot signals
Before moving on to the description of various types of pilot signals, we shall briefly describe
two basic approaches to the transmission of pilot signals, and the multiplexing of these signals
with the data signals over time. These approaches were not chosen because they are the only
ones or the most efficient ones, but because they are useful in presenting the basic concepts
which will be used in the simulations of this chapter.
sp sp sp sp














Figure 5.1: Simple schematic representation of a sequence of pilot symbols s p which is trans-
mitted at the same time as the sequence of the data symbols sd (e.g. using different
spreading codes).
According to the first approach, the pilot signals sp are transmitted at the same time as the
data signals sd, each having the form of a stream of continuous symbols, as shown in Figure
5.1. To avoid excessive mutual interference between the pilot and data symbol streams, the
transmitter may use different orthogonal spreading codes for the two streams. This may not
eliminate the mutual interference completely as the orthogonality between the two codes may
be lost due to multipath propagation (see Figure 2.12 on page 21), but usually such interference
is not too significant. The pilot and data streams may also be I/Q code multiplexed, as is noted
in the specifications of [9] and shown schematically in Figure 2.7 (page 13). Furthermore, in
the case where the signals of Figure 5.1 are transmitted from base station to mobile station(s),
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it is not necessary that each mobile station of a given cell sector be allocated its own distinct
pilot spreading code, but the same pilot spreading code may be shared among all users of the
cell sector in question to avoid wasting resources in the form of spreading codes. Moreover,
while in Figure 5.1 the data and pilot signals have the same duration, in practice their duration




























Figure 5.2: Rapid variation of the channel amplitude (in dB) over time due to large Doppler
frequency shift (maximum Doppler frequency shift fD,max = 220 Hz and symbol
period Ts = 104.2 µsec). The plot was generated by implementing equation (2.5)
(page 21) on a computer.
Since pilot signals are transmitted continuously, this approach may be useful in cases where
the parameters that need to be estimated from pilot signals change rapidly and their continuous
estimation is necessary to obtain estimates that are close to their real values. An example of
such a parameter is the amplitude of a channel which is rapidly changing over time, due to large
Doppler frequency shift of a fast moving mobile user. The rapid variation of the amplitude of
such a channel is shown in Figure 5.2 for a maximum Doppler frequency shift of fD,max = 220
Hz and a symbol period of T s = 104.2 µsec (comparison of Figure 5.2 with Figure 2.14 on page
23, where fD,max = 110 Hz, shows that the channel fading is more rapid in the former, i.e. a
given negative threshold such as −5 dB or −10 dB is crossed many more times per time unit in
Figure 5.2 than in Figure 2.14).
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Figure 5.3: Simple schematic representation of two frames over time, each of which includes a
sequence of Np pilot symbols followed by a sequence of Nd data symbols.
Another basic approach to the pilot signal transmission is shown in Figure 5.3. It does not
involve continuous pilot signal transmission, but uses the concept of ‘frames’. Each frame is
basically a group of symbols, containing Np pilot symbols time multiplexed with Nd data sym-
bols. This scheme is described in the specifications of the downlink of third generation mobile
communication systems [9] (Figure 2.8 on page 14 also shows a schematic diagram of it1),
and is also used in current GSM systems. In principle, the needed parameters are estimated
during the transmission of the pilot symbols and their estimated values are then used during
the transmission of the data symbols. Since the pilot signals are not transmitted continually
but periodically, this approach may be suitable for estimation of parameters that do not change
rapidly over time. Examples of such parameters include channels where the maximum Doppler
frequency shift is much smaller than the number of frames per second, and the mean correla-
tion matrix of the channel (and, consequently, its eigenvalues and eigenvectors) which changes
relatively slowly as it is averaged over fading. Also, an advantage of this scheme is that the
pilot and data symbols do not produce interference to each other. Finally, even though the pilot
symbols of each frame in Figure 5.3 are grouped together over time and transmitted as a group,
in practice they may also be mixed with the data symbols and transmitted in smaller groups or
even individually within each frame, depending on the particular communication system im-
plementation. In the next section we will describe how various parameters are estimated from
pilot signals, making use of the two basic approaches that were described in this section.
1In Figure 2.8 each frame contains additional signals, such as transmit power control (TPC) and transport format
combination indicator (TFCI) signals, but for simplicity these signals are not shown in Figure 5.3 since they are not
relevant to the context of this chapter.
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5.2 Parameter estimation from pilot signals
In this section we will describe various pilot and feedback signals, as well as the procedure
employed to estimate the required parameters from them.
5.2.1 Estimation of downlink channel at mobile station
When the base station transmits the data signal to the intended mobile station, the latter must
estimate either the channel or its impact on the transmitted signal, in order to be able to co-
herently demodulate the received signal and obtain an estimate of the transmitted data signal2 .
The estimates of the channel or its impact are practically obtained by means of pilot signals,
which have known values and are transmitted from base station to mobile station at known time
intervals to facilitate their acquisition by the latter.
For instance, if sd(t) is the data signal to be transmitted from base to mobile station, a simple
beamforming base station (e.g. the base station of the maximum SNR or fixed beams tech-




where Ed is the transmit power of the data signal, cd(t) the spreading code corresponding to the
data signal of the intended mobile user (which may be real or complex) and wH ∈ 1×M the
beamforming vector3. The single-antenna mobile receiver receives the signal yd(t) which, after









Edζd sd(t) + n(t), (5.2)
where hd ∈ M×1 is a sample of the channel vector taken by the mobile station at the time of
reception of yd(t), n(t) is a sample of a white Gaussian stochastic process [162] representing
the thermal noise due to the electronics of the receiver which appears as an additive noise
term [176], and the complex number ζd represents the combined effect of the weight vector and
2The same happens when a mobile station transmits a data signal to the base station, as the latter generally has
to estimate either the channel or its impact on the transmitted signal, but here we will only concern ourselves with
the transmission from base station to mobile station (i.e. downlink).
3The transmitted signal in practical mobile communication systems typically includes additional factors such as
error correction codes, scrambling codes and cell-specific codes [8], but these are not included in equation (5.1) for
the sake of simplicity
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the channel on the transmitted data signal (which was referred to as the ‘impact’ of the channel
on the transmitted signal in the beginning of this section). The mobile receiver now obtains an
estimate ŝd(t) of the transmitted signal sd(t) as follows
ŝd(t) = ζ∗dyd(t) =
√
Ed |ζd |2





= Ẽd sd(t) + ñ(t). (5.3)
However, in order to obtain the estimate ŝd(t) as shown in the above equation, the mobile
receiver needs to know the impact of the channel on the transmitted signal, which is represented
by the complex number ζd as noted above. To this end, the base station transmits pilot signals
which are used by the mobile station to obtain ζd . More specifically, if the base station transmits
a pilot signal sp(t), similarly to the data signal sd(t), with a value that is known to the mobile
station (e.g. sp(t) = 1, in the case of real BPSK signals4), the latter receives the corresponding
signal yp(t) which, after de-spreading with the spreading code used by the base station during








Epζpsp(t) + n(t), (5.4)
where Ep is the transmit power corresponding to the pilot signal, hp ∈ M×1 is a sample of the
channel vector taken by the mobile station at the time of reception of y p(t), n(t) is a sample of
a white Gaussian stochastic process representing the thermal noise due to the electronics of the
receiver, and the complex number ζp represents the combined effect of the weight vector and
the channel on the transmitted pilot signal. Assuming for simplicity of analysis that s p(t) = 1
and that the mobile station knows the power of the transmitted pilot signal5 , it uses yp(t) to










We note that, as it is intuitively expected, the higher the power of the pilot signal E p, the more
closely the ζ̂p estimate is to the real value of ζp.
In the above simple analysis, if the pilot signals are transmitted as shown in Figure 5.1, the
4We note that the actual values of the pilot signals are not very important. Nevertheless, they may need careful
design when the pilot signals are also used for synchronisation purposes.
5This may not be true in a practical system with fast power control.
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channel affecting the pilot signals is the same as that affecting the data signals h p = hd and,
thus, ζp = ζd . On the other hand, if the pilot signals are transmitted as shown in Figure 5.3, the
mobile station obtains Np estimates of the ζp parameter from the Np pilot signals, written as
ζ̂p,i, i = 1..Np. These estimates can now be used to calculate the ζ̂p that will be used in equation







Also, if the pilot signals are grouped in smaller groups which are mixed with the data signals
within each frame of Figure 5.3, the averaging process can be applied to different groups indi-
vidually. Once ζ̂p is obtained using either equation (5.5) or (5.6), it can be used in the place of
ζd in equation (5.3) for the acquisition of the data signal estimate ŝd(t).
The procedure of channel estimation that was described above applies in general to all the
beamforming techniques that were analysed in Chapters 3 and 4. More specifically, it applies
to maximum SNR, transmit antenna array, fixed beams and eigenbeamforming, which use one
beam for data signal transmission. Also, in the case of the minimum BER technique, if it uses
more than one eigenbeam for data signal transmission, the above procedure applies to each
of the eigenbeams. That is, the base station transmits pilot signals through each eigenbeam
and the mobile station estimates the impact of the channel on each of them according to the
above procedure. Furthermore, the same basic principle applies also to the diversity techniques
space-time spreading and selection diversity. More specifically, in space-time spreading with
M transmit antennas the mobile station needs to estimate all M channel coefficients. Therefore,
the base station transmits pilot signals from all M antennas in a way that the mobile station
is able to differentiate among them (e.g. by using M different pilot spreading codes on the M
antennas, as done by means of the downlink common pilot channel (CPICH) [9]). Then, the
mobile station repeats the process of obtaining ζ̂p (which was described in the last paragraph)
for each of the M channel coefficients. We note that in this case the ζ p parameter of equations
(5.2)–(5.5) does not contain the effects of any weight vector (since there is not one), but just
represents one coefficient of the channel vector. Finally, the procedure of downlink channel
estimation in selection diversity is the same as in space-time spreading, but now only one of the
M channel coefficients is estimated, since the base station uses only one antenna element for
data signal transmission.
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5.2.2 Estimation of channel correlation matrix
Pilot signals are also used for the estimation of the mean channel correlation matrix in tech-
niques where this is needed (e.g. maximum SNR). Since the mean channel correlation matrix
is calculated from the channel vector itself, its estimation is basically equivalent to the problem
of estimating the channel vector. This procedure was described in the previous section and
everything that was said there applies also here. However, given that the channel correlation
matrix is typically needed at the base station, its estimation involves two different approaches:
1) estimation of the downlink correlation matrix at the mobile station and then feedback of
the matrix or (some of) its eigenvectors to the base station, and 2) estimation of the uplink
correlation matrix at the base station.
Let us examine the former case first. The mobile station estimates the downlink channel from
pilot signals transmitted by the base station. If the pilot signals are transmitted continually as
shown in Figure 5.1, the mobile station can estimate the downlink channel vector h over each
pilot symbol and then use this channel vector to update the correlation matrix R as follows [48]
Rnew = αRold + (1 − α)hcurhHcur = αRold + (1 − α)Rcur,INST, (5.7)
where Rnew is the updated correlation matrix, Rold denotes the value of the correlation matrix
before the update, α is called the ‘forgetting factor’ with 0 < α < 1, hcur represents the channel
vector estimated during the current pilot symbol and Rcur,INST is the current instantaneous cor-
relation matrix calculated from the current channel vector hcur. Consequently, the correlation
matrix includes information about past, but recent, channel conditions, as well as information
about the new channel conditions, both of which are necessary for the averaging process. Once
the correlation matrix is updated, then it is either fed back to the base station, or it is subject to
eigenvalue decomposition and (some of) its eigenvectors are fed back to the base station6 . If
the channel conditions change relatively slowly, the update of the correlation matrix may not
be performed over every pilot symbol but less often (e.g. every 5 or 10 symbols). This is done
to decrease the computational load needed for its update and its further processing (such as
eigenvalue decomposition), and the feedback rate required for sending it or (some of) its eigen-
vectors back to the base station. On the other hand, if the pilot signals are transmitted in groups
6As noted in Chapter 3, in the 3GPP specifications for closed loop transmit diversity with M = 2 transmit
antennas, the mobile station feeds back to base station the phase (and possibly amplitude) adjustment of the second
antenna with respect to the first antenna [11].
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as shown in Figure 5.3, the mobile station can obtain the Np correlation matrices over the Np
pilot symbols and then update the old value of the correlation matrix as shown in equation (5.7).
The updated correlation matrix is then processed further as above.
Now let us move on to the case where the base station estimates and uses the uplink channel
correlation matrix. On this occasion, the base station needs to estimate the uplink channel
from pilot signals transmitted by the mobile station. However, the mobile station may not
be able to transmit pilot signals continuously as shown in Figure 5.1 due to power shortage
(since it is practically powered by batteries). Therefore, it is more likely that the mobile station
transmits pilot signals in groups as shown in Figure 5.3, which will be discussed here. The
transmission of pilot signals in groups by the mobile station is the same as the corresponding
pilot signal transmission by the base station, which was described in the previous section. More
specifically, the base station can obtain the Np correlation matrices over the Np pilot symbols,
and use them to update the old correlation matrix as shown in equation (5.7). Finally, once
the updated correlation matrix becomes available, it can decompose it into eigenvalues and
eigenvectors which will be used for downlink transmission.
In equation (5.7), each sample of the channel vector hcur ∈ M×1 contains the noiseless channel
vector, perturbed by noise, and can be written as follows
hcur = h + n, (5.8)
where h ∈ M×1 is the noiseless channel vector while n ∈ M×1 represents the noise vector due
to noisy estimates of the M channel coefficients. Therefore, each sample of the instantaneous
channel correlation matrix Rcur,INST ∈ M×M contains the noiseless instantaneous correlation
matrix plus a number of noise terms:
Rcur,INST = hcurhHcur = hh
H + hnH + nhH + nnH. (5.9)
From the last equation, the mean value of the instantaneous sample correlation matrix can be
calculated as follows
Rcur,INST = E[Rcur,INST] = E[hhH]
︸  ︷︷  ︸
R
+E[hnH]
︸  ︷︷  ︸
0
+E[nhH]
︸  ︷︷  ︸
0
+E[nnH]
︸  ︷︷  ︸
σ2nI
= R + σ2nI, (5.10)
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where R ∈ M×M is the mean value of the noiseless correlation matrix, σ2n denotes the noise
power spectral density and I ∈ M×M is the identity matrix (the two middle terms are equal
to zero because the noiseless channel vector h is statistically independent of the noise vector
n). This suggests that the effect of the noise in the channel coefficient estimates is on average
equivalent to adding the matrix σ2nI (scaled by (1 − α)) to the noiseless correlation matrix each
























Figure 5.4: Channel vector sample amplitude decay as the number of iterations increases for
α = 0.4, 0.6, 0.8 and 0.9.
It is interesting to analyse further the behaviour of the process of obtaining the correlation
matrix according to equation (5.7). In particular, our interest will focus on how long a par-
ticular channel vector sample (in the form of Rcur,INST) contributes to the correlation matrix,
and how many samples are effectively included in the correlation matrix. From equation (5.7),
we note that the first time that a new channel vector sample is taken into account in the cor-
relation matrix calculation (first iteration), this sample has an amplitude of 1 − α. Also, after
the i-th iteration (i ≥ 2) the sample’s amplitude is equal to αi−1(1 − α). Figure 5.4 shows the
amplitude of the sample as a function of the number of iterations for various values of the for-
getting factor α. The figure suggests that the sample amplitude decay is strongly dependent
on the value of α. When α is small (closer to zero), the amplitude is initially large but decays
rapidly with the number of iterations. This means that new samples initially provide a large
contribution to the correlation matrix, but their contribution does not last over many iterations.
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The correlation matrix in this case includes mostly recent channel information. This may be
useful in environments where the channel conditions (in the form of angle of arrival/departure
and angular spread) change relatively fast and the correlation between recent and past temporal
channel samples is relatively low, and past samples contain little information about the current
conditions. In addition, the effective number of samples in the updated correlation matrix is
small, since their amplitude (and consequently their contribution) becomes small quickly as
the number of iterations increases (that is, the ‘memory’ of the process is small). On the other
hand, when α is large (closer to one), the sample amplitude is initially smaller but decays more
smoothly with the number of iterations. This means that new samples do not provide a large
contribution to the correlation matrix, but their contribution lasts over more iterations. The
correlation matrix in this case includes recent channel information as well as a good portion of
past channel information. This may be useful in environments where the channel conditions
(in the form of angle of arrival/departure and angular spread) change relatively slowly and the
correlation between recent and past temporal channel samples is higher, and past samples con-
tain more information about the current conditions. Moreover, the effective number of samples
in the updated correlation matrix is now larger, since their amplitude (and consequently their
contribution) takes more iterations to decay (that is, the ‘memory’ of the process is now larger).
While the above analysis may be characterised ‘qualitative’, the number of iterations after
which each channel sample does not contribute to the correlation matrix can be quantified.
It is generally known (and can be proven experimentally) that if two quantities are summed up
and the second quantity is about 10 dB or more smaller than the first one, then it contributes
very little to the final sum, which is almost equal to the first quantity. Therefore, we can calcu-
late the ratio ε (in dB) of the amplitude of a particular sample after the i-th iteration (α i−1(1−α))
over the amplitude of a new sample (1 − α) as follows










and assume that if the number of iterations i is such that ε is smaller than −10 dB, the sample
in question has ceased to contribute significantly to the correlation matrix. Figure 5.5 shows
the number of iterations that are necessary to make ε smaller than −10, −20 and −30 dB, as
a function of α. If we choose the curve of −10 dB, we see that as α increases, the sample
ceases to contribute significantly to the correlation matrix after a higher number of iterations.
Also, given that during each iteration exactly one sample more is added to the correlation
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matrix estimate, the number of iterations represents also the effective number of samples in the
correlation matrix. Consequently, the memory of the process increases with α, which confirms
the ‘qualitative’ observations of the last paragraph. The other two curves (−20 and −30 dB)
exhibit the same trend, so the conclusion holds regardless of the threshold that we choose for ε.
Finally, we note that in the extreme case of α→ 0 the effective number of samples approaches
unity (memory approaches zero), while in the other extreme case of α→ 1 the effective number























ε < -10 dB
ε < -20 dB
ε < -30 dB
Figure 5.5: Effective number of channel vector samples in the estimated correlation matrix as
a function of the forgetting factor α.
5.2.3 Selection of highest SNR diversity branch (antenna or beam)
Another type of pilot signal is the one that is used for selection of the antenna or beam that
yields the highest SNR at the mobile receiver in the techniques selection diversity (description
on page 36) and fixed beams (description on page 38), respectively. These pilot signals are
transmitted by the base station through each antenna or beam, and used at the mobile station
to measure the SNR of the M antennas or beams. From equation (5.4), if s p,i(t) is the pilot
signal transmitted by the base station through the i-th diversity branch (antenna or beam), the
signal that the mobile station receives is written as (after de-spreading with the corresponding
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Ep,iζp,i sp,i(t) + n(t), (5.12)
where ζp,i was called the ‘impact’ of the channel on the transmitted pilot signal. If s p,i(t) is
transmitted through the i-th transmit antenna of the base station (that is, in selection diversity),
then ζp,i represents only a sample of the channel coefficient hi between this i-th antenna and
the single receiving antenna, taken by the mobile station at the moment of reception of y p,i(t),
ζp,i = hi with i = 1..M. On the other hand, if sp,i(t) is transmitted through the i-th beam
formed by the base station (that is, in fixed beams), then ζp,i includes both the weight vector
corresponding to the i-th beam wHi and a sample of the channel vector hi which affects the
signal of this beam, taken at the moment of reception of yp,i(t), ζp,i = wHi hi with i = 1..M.
In both cases, ζp,i is a complex number. Selecting the diversity branch with the highest SNR
is equivalent to selecting the branch with the largest instantaneous received power when the
average noise power is the same on all branches [27, 53]. Consequently, the mobile station
selects the diversity branch with the largest instantaneous received power, which for the i-th
branch is given by
Ai = |yp,i(t)|2. (5.13)
This procedure may result in the selection of the wrong diversity branch, since the instantaneous
received power of each branch is influenced by the noise term n(t), as shown in equation (5.12).
In the above description, if the pilot signals are transmitted in a continuous fashion as in Figure
5.1, the mobile station has the chance to measure the SNR of the M antennas or beams over
each pilot symbol, and send an index to the highest SNR antenna or beam to the base station.
However, this would require a high rate feedback path, since information would need to be
sent back to base station over each symbol, which may affect the uplink data rate of the system
negatively. Thus, the mobile station in practice measures the SNR of the antennas or beams
not over every pilot symbol but less often. For small to moderate angular spread values the
frequency of these SNR measurements is expected to be higher for antennas than for beams,
because a particular beam is anticipated to be used for transmission longer than a particular
antenna. This is because the instantaneous SNR of an antenna changes faster and needs more
frequent estimation than that of a beam, since the former is affected mainly by fast fading
(Rayleigh distributed fading [24,45,63,104,176,210]) while the latter is affected mostly by slow
fading (log-normal distributed fading). However, for large angular spread values the SNR of
beams varies more rapidly than for small angular spread and needs to be measured as frequently
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as that of antennas.
If the pilot signals are transmitted in groups within a frame as in Figure 5.3, the mobile station
can average the instantaneous received power of each diversity branch over the N p pilot sym-
bols7. The branch which yields the largest average received power over these symbols is then
chosen for transmission of the Nd data symbols that follow. If the channel changes rapidly, the
received power measurements (especially those of an antenna) may become quickly out of date
and may no longer represent reality, especially during the transmission of the data symbols that
are closer to the end of the sequence of the Nd data symbols. In this case it may be useful to
make smaller groups of pilot symbols and interleave them with the data symbols, so that the
received power measurements are updated more often.
5.2.4 Feedback of highest SNR diversity branch (antenna or beam)
Once the diversity branch (antenna or beam) that yields the highest SNR at the mobile receiver
has been identified as described above, an index to it is sent from mobile station back to base
station, which then uses only this diversity branch for data signal transmission. If the number of
diversity branches is M, the index that is fed back to the base station must be able to represent






where ceil(x) denotes the smallest integer number that is equal to or greater than the real number
x. Also, since these feedback bits are transmitted from mobile station to base station through the
channel, they are subject to distortions due to the random nature of the channel and the thermal
noise of the base station receiver electronics. Therefore, the value of the index to the highest
SNR diversity branch that the base station receives may change because of these distortions,
and the base station may eventually use the wrong branch for data signal transmission. This
results in additional performance loss, the amount of which is strongly related to the bit error
ratio (BER) of the feedback path.
7We note that the SNR of each branch is expected to increase if it is integrated (or averaged) over multiple
symbols. However, this will affect the SNR values of all the branches in the same way and will not alter the
relationship among them.
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5.3 Performance loss due to noisy parameter estimation
In this section we will examine the effect of the pilot and feedback signals that were described
in the above few sections on the performance of various techniques by means of Monte Carlo
simulations. Simulation results of the techniques will be obtained by estimating the necessary
parameters through pilot signals. Then, these results will be compared to the simulation results
obtained by assuming noiseless estimates of the necessary parameters, and the effect of noisy
parameter estimates will be discussed. The carrier frequency used in the simulations is fc = 2
GHz, the transmit antenna spacing is D = λ2 and the pilot symbols have the same duration as
the data symbols, unless otherwise indicated. The bit error ratio is calculated by counting and
averaging the errors at the mobile receiver over a total of 106 data symbols transmitted by the
base station.
Some of the parameters that can be estimated from pilot signals and were described in the above
sections, apply to more than one downlink antenna array technique. For example, the downlink
channel (or its impact on the transmitted data signal) must be estimated by the mobile station for
coherent demodulation of the received signal in all the techniques. However, in order to avoid
repetition of multiple sets of simulation results that effectively convey the same information,
the effects of each parameter will be simulated using only selected technique(s). For instance,
it is not worth presenting simulation results for all the techniques when the downlink channel
is estimated at the mobile station using pilot signals, since this procedure has the same effect
on the performance of all the techniques. The technique(s) that will be used for simulation of
the effects of each parameter will be selected in such a way that all the relevant phenomena are
exposed, while trying to minimise repetition of multiple sets of simulation results which lead to
the same conclusions. Table 5.1 shows the technique(s) that will be used to simulate the effects
of estimating each described parameter from pilot signals. For example, the technique space-
time spreading will be used to simulate the effects of channel coefficient estimation for coherent
demodulation at the mobile receiver. The technique transmit antenna array will also be used
for the same purpose, as it involves the additional step of channel coefficient quantisation and
feedback to base station for weight vector calculation. The table also includes brief descriptions
of the procedures that will be used in each simulation, while more detailed descriptions will
be given in the relevant sections. Furthermore, wherever the effect of a parameter estimation
procedure on the performance of a particular technique is the same in all channel scenarios
(macro, micro and pico cell), the technique will only be simulated in one scenario, which is
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Parameter to be estimated Antenna array technique to be simulated
Space-time spreading (estimation of downlink chan-
nel coefficients at mobile receiver from pilot signals
transmitted by base station)
Channel coefficient(s)
Transmit antenna array (estimation of downlink chan-
nel coefficients at mobile receiver from pilot signals
transmitted by base station, quantisation of coeffi-
cients at mobile station and feedback of them to base
station, use of received channel coefficients for down-
link weight vector calculation at base station)
Maximum SNR (estimation of uplink channel vector
at base station from pilot signals transmitted by mo-
bile station, calculation of uplink correlation matrix
from uplink channel vector at base station)
Correlation matrix
Minimum BER (same procedure as in maximum
SNR )
Selection diversity (highest SNR antenna is chosen by
mobile station from pilot signals transmitted by base
station)Selection of highest SNR branch
Fixed beams (highest SNR beam is chosen by mobile
station from pilot signals transmitted by base station)
Selection diversity (index to highest SNR antenna is
sent from mobile to base station)Feedback of highest SNR branch
Fixed beams (index to highest SNR beam is sent from
mobile to base station)
Table 5.1: Downlink antenna array technique(s) that will be used to simulate the effects of
estimation of each described parameter from pilot signals.
usually the one that enables it to provide its best performance (for instance, diversity techniques
will be simulated in the pico cell where the diversity gain is maximum). On the other hand,
if the parameter scenario plays an important role, the technique will be simulated in all the
interesting scenarios. Table 5.2 shows the channel scenario in which each technique will be
simulated, along with the characteristics of each scenario for easy reference.
5.3.1 Effect of noisy channel estimates
First we discuss the effect of noisy channel estimates at the mobile station and/or the base
station. The techniques that will be used for this purpose are space-time spreading and transmit
antenna array. The channel conditions for the simulations of both techniques are those of a
pico cell, where the signals of different antenna elements are highly uncorrelated (ρadj = 0.035)
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Antenna array technique Channel scenario
Space-time spreading Pico cell (AOD = 0o, AS = 120o, ρadj = 0.035)
Transmit antenna array Pico cell (AOD = 0o, AS = 120o, ρadj = 0.035)
Maximum SNR Macro cell (AOD = 15o, AS = 10o, ρadj = 0.988)
Macro cell (AOD = 15o, AS = 10o, ρadj = 0.988)Minimum BER
Micro cell (AOD = 30o, AS = 45o, ρadj = 0.825)
Selection diversity Pico cell (AOD = 0o, AS = 120o, ρadj = 0.035)
Macro cell (AOD = 15o, AS = 10o, ρadj = 0.988)
Fixed beams Micro cell (AOD = 30o, AS = 45o, ρadj = 0.825)
Pico cell (AOD = 0o, AS = 120o, ρadj = 0.035)
Table 5.2: Channel scenario(s) in which the simulations of each technique are performed,
along with the angle of departure (AOD) and angular spread (AS) of each scen-
ario.
and the diversity gain is maximised [104, 180, 250]. We assume that the base station transmits
pilot signals through each transmit antenna in a continuous mode (as in Figure 5.1). Also,
the mobile receiver estimates the downlink channel coefficients over each pilot symbol and
uses these estimates for coherent demodulation of the corresponding data symbol (in transmit
antenna array the estimated coefficients are also fed back to the base station which uses them
for calculation of the weight vector). The total power E p,dB allocated to pilot signals across all
M antennas is Eadd,dB dB higher than the total power Es,dB allocated to data signals
Ep,dB = Es,dB + Eadd,dB. (5.15)
The total pilot power is equally shared among the M transmit antennas. Therefore, the power
dedicated to the pilot signal of each transmit antenna (and consequently to the estimation of
each channel coefficient) decreases as M increases. To minimise simulation time, the chan-
nel coefficients of consecutive data symbols are made uncorrelated with each other8. This
is achieved by generating a different set of the Q scattered signals of equation (2.5) and re-
calculating the M channel coefficients anew over each data symbol (as in the simulations of
Chapter 3).
Let us examine space-time spreading first. Figure 5.6 shows simulation results of space-time
8We note that this does not alter the simulation results, since the basic concept of estimating each channel
coefficient from the corresponding pilot signal over each data symbol is again used. Also, generating temporally
uncorrelated channel coefficients is equivalent to assuming very large Doppler frequency shift fD,max → ∞. The
latter does not affect the results in any way if the mobile station estimates the channel coefficients from pilot signals
over each data symbol.
107


























Figure 5.6: Effect of noisy channel estimates (used by mobile station for coherent demodula-
tion) on the performance of space-time spreading (pico cell). Total pilot power
fixed and 10 dB higher than data power (Eadd,dB = 10 dB).
spreading with the above assumptions and Eadd,dB = 10 dB. Also, in order to facilitate com-
parison, it contains simulation results for the case in which the mobile station uses noiseless
(perfect) downlink channel estimates and all other assumptions are as above (these results are
essentially the same as the pico cell results of Figure 3.10 on page 45). The figure shows that
estimation of the channel coefficients from noisy pilot signals at the mobile receiver results in
a performance loss Lp. The loss does not increase as SNR increases, since the (total) pilot
power is always 10 dB higher than the (total) data power. However, the loss increases with M
(Lp ' 0.8 dB when M = 2, Lp ' 1.6 dB when M = 4 and Lp ' 2.75 dB when M = 8, all loss
values measured at BER = 10−3). This is because the pilot power dedicated to the estimation
of each channel coefficient decreases with M and, therefore, the estimates of the channel coef-
ficients become less accurate as M increases, leading to larger performance loss. Furthermore,
when SNR is low (e.g. SNR / 3 dB) the performance worsens with increasing M [160] (i.e. the
performance with M = 8 is worse than that with M = 4 which in turn is worse than that with
M = 2). This is because the pilot power dedicated to the estimation of each channel coefficient
is already low (due to low SNR) and it becomes even lower each time M increases, resulting in
less accurate channel coefficient estimates and ultimately larger performance loss. In addition,
the benefit from the diversity gain is small (due to small SNR) and not able to compensate for
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the increasingly larger loss. Nevertheless, this diversity gain benefit increases with SNR and
starts to compensate for the loss for larger SNR values (e.g. SNR ' 3 dB).
In order to investigate the effect of the additional pilot power Eadd,dB, Figure 5.7 shows the
loss Lp due to noisy channel estimates at the mobile receiver with respect to the noiseless
channel estimates case at BER = 10−3, as a function of Eadd,dB and for M = 2, 4, 8 transmit
antennas in the pico cell. As it is expected, the results suggest that the loss decreases as Eadd,dB
increases, since more power is dedicated to the estimation of the channel coefficients and, thus,

































Figure 5.7: Performance loss Lp in space-time spreading at BER = 10−3 due to noisy chan-
nel estimates (used by mobile station for coherent demodulation) with respect to
the noiseless channel estimates case, as a function of the additional pilot power
Eadd,dB, and for M = 2, 4, 8 transmit antennas (pico cell).
In the case where the pilot power of each transmit antenna is 10 dB higher than the total
power of the data signal across all M antennas (i.e. the total pilot power across all M antennas
effectively increases with M), the loss does not increase with M but is the same for all M
values [120]. This is depicted in Figure 5.8, where the pilot power allocated to each transmit
antenna is 10 dB higher than the total data signal power across all M transmit antennas (all
other assumptions are the same as above). The loss now is the same for all M values and equal
to about 0.5 dB. This means that if we plot the loss Lp at BER = 10−3 as a function of Eadd,dB
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for M = 2, 4, 8 (as in Figure 5.7), the curves for M = 2, 4, 8 will overlap with one another.
However, this approach has the significant disadvantage of increasing the total power allocated
to pilot signals to high levels as M increases, which is not desired in practical implementations

























Figure 5.8: Effect of noisy channel estimates (used by mobile station for coherent demodula-
tion) on the performance of space-time spreading (pico cell). Total pilot power
increases with M: pilot power of each antenna is 10 dB higher than total data
power.
Now we turn our attention to transmit antenna array. In this technique, not only does the mobile
station use the estimated channel coefficients for coherent demodulation of the received data
signals, but it also sends them back to the base station, which uses them for calculation of the
weight vector. However, in order to send the coefficients back to the base station, the mobile
station has to quantise them [176, 179]. The quantisation process introduces additional noise
to the coefficients which will be accounted for in the simulations, according to the quantisation
noise analysis of [179]. In order to quantise the i-th complex channel coefficient h i = hRi + h
I
i =
|hi|e φhi , i = 1..M, the mobile station can quantise either its real and imaginary part (hRi and hIi ,
respectively) or its amplitude and phase (|hi | and φhi , respectively). We choose to quantise
the real and imaginary part, as this allows for easier analysis of the quantisation noise effects.
Also, we will discuss only the quantisation of the real part hRi , but everything that will be
said applies also to the imaginary part hIi . To elaborate, we assume that the quantiser uses
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words of b + 1 bits and its range RQ is equal to the range of the real part RhRi , RQ = RhRi
(that is, the quantiser introduces no ‘signal clipping’ errors). The parameter hRi is a random




Therefore, about 99% of the time its value is limited as follows −3σ2
hRi











= 6 12 = 3 [162, 176]. We assume that the quantisation




[179], where ∆ is the step (or resolution) of the quantiser given





Also, the power of the quantisation noise is determined by the following relation which gives
the signal to quantisation noise (power) ratio (SQNR)














= · · · = 6.02b + 1.25 (dB). (5.17)
In summary, we simulate the effects of the quantisation process on the real part by adding to




and has a power
determined by equation (5.17) (when a word of b + 1 bits is used for the quantisation). As
noted above, we follow the same process also for the imaginary part hIi . In addition, the channel
coefficients used by the base station for the calculation of the weight vector contain noise,
because they are estimated at the mobile station from noisy pilot signals (which are transmitted
by the base station). The total power of these pilot signals is Eadd,dB = 10 dB higher than the
power of the data signals.
Figure 5.9 shows simulation results of transmit antenna array in the pico cell with the above
assumptions. Again the total power Ep,dB allocated to pilot signals across all M antennas is 10
dB higher than the total power Es,dB allocated to data signals, and this pilot power is equally
shared among the M transmit antennas. The length of the word used for quantisation of the
real and imaginary parts of each channel coefficient is 1 bit (that is, each channel coefficient
uses a total of 2 bits for its quantisation). Also, in order to facilitate comparison, the figure
contains simulation results for the case where both the mobile and base station use noiseless
(perfect) downlink channel estimates and all other assumptions are as above (these results are
essentially the same as the pico cell results of Figure 3.14 on page 50). The results show that the
combined effects of the channel coefficient estimation noise and the quantisation noise generally
result in fairly large performance loss. When SNR is small the performance is dominated by
111
Effect of imperfect parameter estimation on the performance of downlink antenna array
techniques
the thermal noise in the received signal (whose power is much higher than the data signal
power), and the effects of the quantisation noise do not become apparent. However, as SNR
increases, the thermal noise becomes less significant and the effects of the quantisation noise
start to dominate the performance. Also, the results suggest that the quantisation noise results
in large performance loss, which is attributed to the fact that the number of bits used for the
quantisation of the channel coefficients is small, and their quantised values are not very accurate

























Figure 5.9: Combined effect of noisy channel estimates (used by mobile station for coherent
demodulation) and quantised channel coefficients (used by base station for weight
vector calculation) on the performance of transmit antenna array (pico cell). Total
pilot power is 10 dB higher than data power (Eadd,dB = 10 dB), and 1 bit is used
for quantisation of real and imaginary part of each channel coefficient (2 bits per
channel coefficient).
Additionally, in order to examine the effect of using different numbers of quantisation bits,
Figure 5.10 shows the performance loss Lp at BER = 10−3 due to channel estimation and
quantisation noise with respect to the noiseless channel estimates case, as a function of the
number of bits used for quantisation of each channel coefficient 2(b+1) for M = 2, 4, 8 transmit
antennas and Eadd,dB = 10 dB in the pico cell. The results suggest that as the number of
quantisation bits increases, the loss becomes generally smaller. This is expected, since when
the number of quantisation bits becomes larger the quantised channel coefficients become more
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Figure 5.10: Performance loss Lp in transmit antenna array at BER = 10−3 due to channel
estimation and quantisation noise with respect to the noiseless and non-quantised
channel estimates case, as a function of the number of bits for quantisation of each
channel coefficient (2(b + 1)), and for M = 2, 4, 8 transmit antennas (pico cell).
Total pilot power is 10 dB higher than data power (Eadd,dB = 10 dB).
accurate representations of the actual coefficients, and the performance loss due to quantisation
noise decreases. However, when 2(b + 1) increases above 10 the loss does not decrease further
and there is no additional performance improvement. This means that when 2(b + 1) = 10
the quantised channel coefficient values are already highly accurate representations of their real
values, and increasing the number of bits further does not help improve the performance (at
least at BER = 10−3). Also, the loss decreases with 2(b + 1) more rapidly when M is small
(M = 2) than when M is large (M = 8), and eventually, when 2(b + 1) ≥ 10 and the loss is
purely due to estimation noise, it becomes smaller for small M than for large M. This means
that when M is small most of the performance loss at BER = 10−3 is due to quantisation noise,
while when M is large most of the performance loss at BER = 10−3 is due to estimation noise.
Furthermore, the phenomenon that when 2(b + 1) ≥ 10 the loss increases with M, is the same
as that of Figure 5.6 and happens for the same reason (namely, the pilot power allocated to
the estimation of each channel coefficient decreases as M increases, leading to less accurate
channel coefficient estimates and larger performance loss). Finally, Figure 5.10 shows that
increasing the value of 2(b+1) yields a larger performance improvement when 2(b+1) is close
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to 2 than when it is close to 10 (that is, increasing 2(b+1) from 2 to 4 yields larger improvement
than increasing it from 8 to 10). This means that it is not necessary to use 10 quantisation bits
per channel coefficient to obtain all the performance improvement, since (depending on M) a

































Figure 5.11: Performance loss Lp in transmit antenna array at BER = 10−3 due to channel
estimation noise with respect to the noiseless channel estimates case, as a function
of the additional pilot power Eadd,dB, and for M = 2, 4, 8 transmit antennas (pico
cell). 10 bits are used for quantisation of each channel coefficient.
Finally, it is interesting to investigate the effect of using different values of Eadd,dB. This is
accomplished better when the effects of the quantisation noise have been eliminated, so we
will use 2(b + 1) = 10. Figure 5.11 shows the performance loss Lp at BER = 10−3 due to
channel estimation noise with respect to the noiseless channel estimates case, as a function
of the additional pilot power Eadd,dB for M = 2, 4, 8 transmit antennas in the pico cell. The
results show the same trend as those of Figure 5.7 and, as expected, suggest that when Eadd,dB
increases the loss Lp decreases.
5.3.2 Effect of noisy correlation matrix estimates
Next we move on to study the effects of imperfect correlation matrix estimates. In particular,
we examine how the performance of the techniques maximum SNR and minimum BER de-
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teriorates when the base station does not have access to perfect correlation matrix estimates,
but obtains these estimates from pilot signals transmitted by the mobile station. We will exam-
ine the former technique first. We assume that the mobile station transmits pilot signals with
power Eadd,dB dB higher than that of data signals. The duration of each symbol (data or pilot)
is Ts = 14.205 µsec while the maximum Doppler frequency shift is fD,max = 110 Hz (this
corresponds to a mobile station speed of about 60 Km/h or 37.5 m/h at a carrier frequency of
fc = 2 GHz). The base station uses the pilot signals to estimate the uplink channel vector hUL
and calculate the uplink mean correlation matrix RUL as shown in equation (5.7). To avoid
excessive computational load at the base station, the uplink correlation matrix estimate is not
updated over every data symbol but with a rate equal to the maximum Doppler frequency shift
(that is, it is updated 110 times per second). Each time the correlation matrix is updated by
the base station, its eigenvalue decomposition is performed and its principal eigenvector is used
as weight vector until the next update. As in Chapter 3, the uplink and downlink carrier fre-
quencies are fUL,c = 2.14 GHz and fDL,c = 1.95 GHz respectively, while the transmit antenna
spacing is D = λMID2 , where λMID is the wavelength of the carrier frequency fMID,c =
fUL,c+ fDL,c
2 .
The simulations are performed in the macro cell where the technique provides the highest gain
over the single-antenna transmitter.
Figure 5.12 shows simulation results for Eadd,dB = 5, 10, 15 dB, forgetting factor α = 0.2 (i.e. α
closer to zero) and M = 2, 4, 8 transmit antennas. Also, in order to facilitate comparison, it
contains simulation results for the case in which the base station uses noiseless uplink channel
correlation matrix and all other assumptions are as above (these results are essentially the same
as the macro cell results of Figure 3.12 on page 48). The results of all the sub-figures of Figure
5.12 suggest that the noisy correlation matrix estimates result in some performance loss, and
that the largest loss occurs when SNR is small. This happens because the pilot signal power is
low when SNR is small, resulting in highly noisy channel coefficient estimates. Also, we ob-
serve that the performance loss at BER values of interest (i.e. 10−3 / BER / 10−2) is generally
not large, even for large M values. This may be because the noise that is present in the uplink
channel coefficient estimates is not sufficiently large to alter the main directional information
conveyed by the channel vector. Thus, the noise in the correlation matrix is not sufficiently large
to affect the principal eigenvector (usually called the ‘signal subspace’) too much, but affects
mainly the ‘smaller’ components which represent the eigenvectors corresponding to the smal-
ler eigenvalues (usually called the ‘noise subspace’). Consequently, although the calculated
principal eigenvector is noisy, the noise contained in it is not capable of altering its directional
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(a) Total pilot power is 5 dB higher than data power

























(b) Total pilot power is 10 dB higher than data

























(c) Total pilot power is 15 dB higher than data power (Eadd,dB = 15
dB)
Figure 5.12: Effect of noisy uplink correlation matrix estimates (used by base station for cal-
culation of weight vector in the form of the principal eigenvector) on the perform-
ance of maximum SNR (macro cell) for various Eadd,dB values. Forgetting factor
is α = 0.2.
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Figure 5.13: Performance loss in maximum SNR at BER = 10−3 due to noisy correlation matrix
estimates (used by base station for weight vector calculation) with respect to the
noiseless correlation matrix estimates case, as a function of the forgetting factor
α, for M = 2, 4, 8 transmit antennas and Eadd,dB = 10 (macro cell).
information to such a degree that could change its radiation pattern dramatically and result in
large performance loss.
In addition, in order to examine the effect of the parameter α, Figure 5.13 shows the perform-
ance loss at BER = 10−3 due to noisy correlation matrix estimates with respect to the noiseless
correlation matrix estimates case, as a function of α, for M = 2, 4, 8 transmit antennas and
Eadd,dB = 10 dB in the macro cell. As has also been noted above, the figure suggests that the
performance loss is generally small, and that it decreases as the forgetting factor α increases
(i.e. as the effective number of channel vector samples included in the correlation matrix es-
timate increases). This means that the presence of past channel information in the correlation
matrix is important and can improve the performance (even though the improvement can be
characterised small). This is especially true in a scenario where the channel parameters (in
the form of angle of arrival/departure and angular spread) do not change over time, as in the
assumed macro cell.
Next we examine the effect of noisy correlation matrix estimate on the performance of min-
imum BER. The procedure of estimating the correlation matrix at base station from uplink
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channel samples and all the other assumptions are the same as in maximum SNR. Also, since
the optimisation process that selects the number of eigenvectors to be used as beamformers in
minimum BER is based on the values of the M eigenvalues, the performance of the technique
depends strongly on accurate eigenvalue estimates. In order to obtain accurate eigenvalue es-
timates, the base station must use a large α value (e.g. α > 0.95), given that a large α results
in a large number of channel vector samples contributing to the correlation matrix, improving
the estimates of the eigenvalues [61] (especially of the smaller ones). If a smaller α is used,
the estimates of the eigenvalues (especially of the smaller ones) may not be very accurate, so
the optimisation process may not succeed in selecting the actual optimum number of eigen-
vectors to be used as beamformers. Therefore, the value of the forgetting factor used in the
simulations is α = 0.99. We note that using a large forgetting factor improves the eigenvalue
estimates without having any negative side-effects (such as, for example, additional computa-
tional load/complexity).
Figure 5.14 shows simulation results of minimum BER for Eadd,dB = 10 dB and M = 2, 4, 8
transmit antennas in the macro and micro cell9. A target BER of 10−3 was used in the op-
timisation process that selects the number of eigenvectors to be used as beamformers (that is,
the number of eigenvectors K used as beamformers is selected so that it provides the lowest
required SNR at BER = 10−3). Also, in order to facilitate comparison, the figure contains sim-
ulation results for the case in which the base station uses noiseless uplink channel correlation
matrix and all other assumptions are as above. The results show that the performance with
noisy correlation matrix estimate for M = 4, 8 does not match the performance with noiseless
correlation matrix when SNR is small in both scenarios. However, the noisy and noiseless
correlation matrix performance curves match each other when SNR becomes larger. When
SNR is small, the power of the pilot signals is (relatively) small and the noise that is present
in the channel coefficient estimates obtained from these pilot signals, and, consequently, in the
correlation matrix estimate, is (relatively) large. This noise affects mainly the smaller eigen-
values of the correlation matrix (the ‘noise subspace’) and effectively alters their values (to a
certain degree). Therefore, the optimisation process uses the altered eigenvalues and selects a
K that is not equal to the actual optimal K, resulting in discrepancy between the performance
with noiseless correlation matrix and the performance with noisy correlation matrix estimate.
9Results are not shown for the pico cell, because in this scenario minimum BER yields performance identical to
that of space-time spreading (Figure 4.11 on page 86) which is much more likely to be used in such a case given
that it is simpler than minimum BER.
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Figure 5.14: Effect of noisy uplink correlation matrix estimate (used by base station for calcu-
lation of its eigenvectors) on the performance of minimum BER. Total pilot power
is 10 dB higher than data power (Eadd,dB = 10 dB), while forgetting factor is
α = 0.99.
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Nevertheless, when SNR becomes larger the noise in the channel coefficient estimates becomes
smaller and it does not affect the smaller eigenvalues of the estimated correlation matrix to the
same degree as before. Therefore, the values of these eigenvalues are more accurate and the
optimisation process which is based on them is able to select the actual optimum K. Hence,
in this case the performance with noisy correlation matrix estimate matches that with noiseless
correlation matrix. This is indicative of the significance of accurate eigenvalue estimates in the
minimum BER technique.
The results also suggest that when SNR is large and the estimates of all the eigenvalues are
accurate, the performance with noisy correlation matrix estimate is very similar to that with
noiseless correlation matrix; that is, the performance loss due to noisy channel coefficient
estimates is negligible. A possible explanation for this phenomenon is as follows. When a
noiseless correlation matrix is used, the number of eigenvectors K to be used as beamformers
is selected once in the beginning and is then kept constant throughout the simulation (this is
because the correlation matrix does not change over time and there is no reason for the base
station to go through the optimisation process more than once, since the same K will be selec-
ted again). On the other hand, when the correlation matrix is estimated from pilot signals, the
value of its elements changes (even slightly) each time the matrix is updated. This means that
its eigenvalues, as well as the radiation pattern of its eigenvectors (eigenbeams), also change
each time the matrix is updated. Thus, the base station must go through the process that selects
the optimum K each time the correlation matrix is updated, as a different K may provide the
lowest required SNR for the target BER after the correlation matrix update. This frequent op-
timisation enhances the performance adaptively, and effectively compensates for the loss due
to noisy channel coefficient estimates.
Finally, in order to examine the effect of the additional pilot power Eadd,dB, Figure 5.15 shows
simulation results for Eadd,dB = 5 and 15 dB, for M = 2, 4, 8 in the micro cell (simulation results
in the macro cell exhibit the same trend, so they are not shown to avoid repetition of multiple
result sets which are similar to each other). Comparison of Figures 5.15(a), 5.15(b) and 5.14(b)
suggests that when M = 2 the parameter Eadd,dB does not affect the performance significantly.
However, when M = 4, 8 the parameter Eadd,dB appears to play an important role: as Eadd,dB
increases, the SNR value after which the noiseless and noisy correlation matrix performance
curves match each other decreases. For instance, if M = 4 the two performance curves match
each other for SNR ' 9 dB when Eadd,dB = 5 dB, for SNR ' 6 dB when Eadd,dB = 10 dB and
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(b) Pilot power is 15 dB higher than data power (Eadd,dB = 15 dB)
Figure 5.15: Effect of the additional pilot power Eadd,dB on the performance of minimum BER
for M = 2, 4, 8 transmit antennas in the micro cell. Forgetting factor is α = 0.99
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for SNR ' 0 dB when Eadd,dB = 15 dB. This is because, as Eadd,dB increases, the pilot signal
power also increases and the eigenvalue estimates become ‘accurate’ at lower SNR values.
Also, this relationship between Eadd,dB and the SNR value after which the two performance
curves match each other may have implications for the system performance. For instance, if
Eadd,dB is so low that the eigenvalue estimates become accurate for an SNR larger than the SNR
which yields the target BER, the optimisation process is very likely to fail to select the optimum
K for the target BER, affecting the performance negatively. This could happen, for example, in
Figure 5.15(a) for M = 4 or 8 and a target BER = 10−1. Therefore, the Eadd,dB value should
be such that it provides accurate eigenvalue estimates at an SNR smaller than the SNR which
yields the target BER.
5.3.3 Effect of noisy selection of highest SNR diversity branch (antenna or beam)
In this section we discuss the use of pilot signals for the selection of the highest SNR antenna
or beam in the techniques selection diversity or fixed beams respectively. We assume that the
base station transmits pilot signals through each diversity branch (antenna or beam) in frames
as in Figure 5.3, with Np = 4 and Nd = 20 (ratio of number of pilot symbols over number of
data symbols η = NpNd =
4
20 = 0.2). The duration of both data and pilot symbols is T s = 14.205
µsec while the maximum Doppler frequency shift is fD,max = 110 Hz. The number of diversity
branches in both techniques is M (in selection diversity the number of branches is equal to the
number of transmit antennas M, while in fixed beams the number of branches is equal to the
number of beams NB, which is also NB = M as we have noted on page 39). The total power
allocated to pilot signals across all M branches is Eadd,dB dB higher than the total power of
the data signals. The mobile station measures and averages the instantaneous received power
of each branch over the Np pilot symbols10, and determines which branch yields the highest
instantaneous power, when this is averaged over these pilot symbols. Then, it feeds an index to
this branch back to base station which uses this branch for transmission of the Nd data symbols
that follow. In this section we simulate only the effects of selecting the highest SNR branch
from noisy pilot signals, while we assume that the feedback of the index to this branch from
mobile to base station is performed noiselessly. Also, we assume that the mobile station has
perfect knowledge of the downlink channel coefficients during the transmission of the Nd data
10As we noted earlier in this chapter, the averaging process has the effect of improving the SNR of the M diversity
branches, but since it affects all of them in the same fashion, it does not alter the relationship among their SNR values
which is the parameter of interest in this section.
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symbols, so their demodulation is also carried out noiselessly. These assumptions eliminate all
other sources of performance degradation due to pilot signals except for the noisy selection of

























Figure 5.16: Effect of noisy highest SNR antenna selection by the mobile station on the per-
formance of selection diversity (pico cell). Total pilot power is 10 dB higher than
data power (Eadd,dB = 10 dB).
Figure 5.16 shows simulation results of selection diversity in the pico cell with the above as-
sumptions, for M = 2, 4, 8 transmit antennas and Eadd,dB = 10 dB. To facilitate comparison,
it also shows simulation results in a case where the base station knows which antenna yields
the highest SNR over each data symbol and uses it for transmission of the data symbols. The
results show that the performance loss Lp due to noisy highest SNR antenna selection at the
mobile station increases with the number of antennas M (Lp ' 0.55 dB when M = 2, Lp ' 0.65
dB when M = 4 and Lp ' 1.2 dB when M = 8, all loss values measured at BER = 10−3).
This is because the pilot power dedicated to the estimation of each antenna’s SNR becomes
smaller as M increases, leading to less accurate SNR estimates and increased performance
loss. Also, for very small SNR values (e.g. SNR / −6 dB), larger M values yield (slightly)
worse performance. However, the amount by which the performance worsens is very small and
much smaller than the corresponding amount observed in the space-time spreading simulation
in section 5.3.1. This may be because selection diversity provides higher diversity gain than
space-time spreading, as it takes advantage of the feedback information about the highest SNR
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antenna from the mobile station.
In addition, in order to investigate the effect of the additional pilot power Eadd,dB, Figure 5.17
shows the performance loss Lp due to noisy highest SNR antenna selection with respect to
the noiseless highest SNR antenna selection case at BER = 10−3, as a function of Eadd,dB for
M = 2, 4, 8 transmit antennas in the pico cell. As it is expected, the results suggest that the loss
decreases as Eadd,dB increases, since more power is dedicated to the selection of the antenna



































Figure 5.17: Performance loss Lp in selection diversity at BER = 10−3 due to noisy highest
SNR antenna selection with respect to the noiseless highest SNR antenna selection
case, as a function of the additional pilot power Eadd,dB, and for M = 2, 4, 8
transmit antennas (pico cell).
Next, Figure 5.18 shows simulation results of fixed beams in the pico cell with the assumptions
noted above, for M = 2, 4, 8 transmit antennas and Eadd,dB = 10 dB. It also shows simulation
results in a case where the base station knows which beam yields the highest SNR over each
data symbol and uses it for transmission of the data symbols. The results suggest again that
the performance loss Lp due to noisy highest SNR beam selection increases with the number
of antennas M (Lp ' 0.55 dB when M = 2, Lp ' 0.65 dB when M = 4 and Lp ' 1.2 dB when
M = 8, all loss values measured at BER = 10−3). As in selection diversity, this is because the
pilot power dedicated to the estimation of each beam’s SNR becomes smaller as M increases,
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resulting in less accurate SNR estimates and increased performance loss. Also, the loss values
due to noisy highest SNR branch selection in fixed beams and selection diversity, and the results
of Figures 5.18 and 5.16 for the same M are very similar to each other. This suggests that when
the signals of the M antennas are uncorrelated (i.e. pico cell), fixed beams performs similarly
to selection diversity (the similarity between the performance of the two techniques in the pico
cell is also apparent in Figure 3.24 on page 62). Furthermore, contrary to selection diversity,
larger M values do not result in worse performance when SNR is small. This may be because
fixed beams provides beamforming gain in addition to its diversity gain, which compensates

























Figure 5.18: Effect of noisy highest SNR beam selection by the mobile station on the perform-
ance of fixed beams (pico cell). Total pilot power is 10 dB higher than data power
(Eadd,dB = 10 dB).
The effect of the additional pilot power Eadd,dB in fixed beams is very similar to that in selection
diversity, which for the pico cell is shown in Figure 5.17. However, because of the directional
transmission by means of beams, the channel scenario appears to play an important role in fixed
beams. To examine the effect of different channel scenarios, Figure 5.19 shows the loss due to
noisy highest SNR beam selection with respect to the noiseless highest SNR beam selection
case at BER = 10−3 in the three scenarios (macro, micro and pico cell) for M = 2, 4, 8 transmit
antennas (Eadd,dB = 10 dB). The results suggest that as the angular spread becomes smaller
(that is, transition from pico to micro to macro cell), the loss for a particular M becomes larger.
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When the angular spread is large, even if the wrong beam is selected by the mobile station,
it illuminates a significant portion of the angular spread so the loss is not large. On the other
hand, when the angular spread is smaller, a beam other than the one with the highest SNR
may illuminate a (very) small part of it, causing the loss to increase. Also, the figure suggests
that larger M values are affected more than smaller ones. When M is small the beamwidth is
relatively large (Figure A.2 on page 165) and even if the wrong beam is selected by the mobile
station, it illuminates a significant portion of the angular spread so the loss is not large. When
M is larger the beamwidth is smaller and a beam other than the one with the highest SNR may



































Figure 5.19: Performance loss Lp in fixed beams at BER = 10−3 due to noisy highest SNR
beam selection with respect to the noiseless highest SNR beam selection case, in
the three channel scenarios for M = 2, 4, 8 transmit antennas. Total pilot power
is 10 dB higher than data power (Eadd,dB = 10 dB).
5.3.4 Effect of noisy feedback of highest SNR diversity branch (antenna or beam)
Finally, in this section we discuss the effects of errors due to noise on the feedback path used to
feed an index to the highest SNR diversity branch (antenna or beam) from mobile to base station
in selection diversity and fixed beams. We assume that the highest SNR branch is selected at
the mobile station from noiseless pilot signals (i.e. the mobile station has perfect knowledge of
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which branch yields the highest average SNR over the Np = 4 pilot symbols). Then, in order to
simulate a fixed BER (e.g. BER = 10−2) on the feedback path between mobile and base station,
we first transform the index to the highest SNR branch from decimal into binary form. Next,
we alter the value of each binary digit of the index with probability BER = 10−2 and transform
the resulting binary number back into decimal form. Finally, we assume that the base station
uses the diversity branch that the resulting decimal number points to for transmission of the
Nd = 20 data symbols that follow to mobile station. All other assumptions and parameters
are the same as in the previous section. The above simulation of the two techniques is also
performed using an error-free (or noiseless) feedback path, and the results are compared with

























Figure 5.20: Effect of noisy highest SNR antenna feedback from mobile station to base station
on the performance of selection diversity (pico cell). BER of feedback path is
10−2.
Figure 5.20 shows simulation results of selection diversity using both a feedback path with
BER = 10−2 and an error-free (i.e. noiseless) feedback path in the pico cell. The results show
that for very small SNR values the noisy feedback path does not affect the performance, which
is similar to that of the noiseless feedback path case. When the SNR value is very small the
data signal power is much smaller than the thermal noise power. Thus, the dominant source
of errors is the thermal noise in the received signal and the impact of the errors due to noisy
feedback path is somewhat ‘concealed’. However, as SNR increases the data signal power
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becomes gradually larger than that of the thermal noise, and the errors due to this noise become
gradually less important than the errors due to noisy feedback path. Consequently, as SNR
becomes larger the errors due to noisy feedback path become gradually more important and
they start to dominate the system performance. In addition, the performance loss due to noisy
feedback path becomes larger as the number of transmit antennas M increases. This may be
because when an error occurs and the wrong antenna is used for data signal transmission by
the base station, the distance that can potentially occur between the highest SNR antenna and
the antenna that is erroneously used for transmission increases with M, resulting in smaller
correlation between the channel coefficients of the two antennas (the correlation as a function



































Figure 5.21: Performance loss Lp in selection diversity at BER = 10−3 due to noisy highest
SNR antenna feedback with respect to the noiseless highest SNR antenna feedback
case, as a function of the BER of the feedback path (pico cell).
In order to examine the effect of different feedback BER values, Figure 5.21 shows the per-
formance loss Lp at BER = 10−3 due to noisy feedback path as a function of the feedback BER
for M = 2, 4, 8 transmit antennas in the pico cell. The figure suggests that the loss decreases as
the feedback BER decreases, since in this case less errors occur on the feedback path and the
true highest SNR antenna is used more times on average.
Next, Figure 5.22 shows simulation results of fixed beams using both a feedback path with
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Figure 5.22: Effect of noisy highest SNR beam feedback from mobile station to base station on
the performance of fixed beams (pico cell). BER of feedback path is 10−2.
BER = 10−2 and a noiseless feedback path, also in the pico cell. The results show similar
trends to those of Figure 5.20 for the same reasons. Also, the performance loss due to noisy
feedback path is very similar to that of selection diversity. This is because the angular spread
of the pico cell is (very) large, and even if the non-highest SNR beam is used for data signal
transmission, this is able to illuminate a significant portion of the channel components so that
the power that reaches the mobile receiver is not reduced by a large amount. This situation is
similar to that of selection diversity, where even if the non-highest SNR antenna is used for data
signal transmission, the power that reaches the mobile receiver is not reduced by a large amount,
because of the (almost) omnidirectional transmission of all M linear antennas on the horizontal
plane11. However, if the angular spread becomes smaller, using a non-highest SNR beam for
data signal transmission may illuminate a very small portion of the signal components, resulting
in larger performance loss. This is depicted in Figure 5.23 which shows the performance loss
Lp due to noisy highest SNR beam feedback for a feedback BER = 10−2 in the three channel
scenarios (macro, micro and pico cell). The figure shows that the loss becomes indeed larger
as the angular spread becomes smaller (that is, transition from pico to micro to macro cell).
11In this case the received power at the mobile receiver in selection diversity is affected mainly by the multipath
fading of the channel over time and not by the antenna pattern, since the latter is the same for all M linear transmit
antennas of the base station and has an almost constant amplitude in all horizontal directions over [−60o, 60o].
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Finally, both Figure 5.22 and Figure 5.23 show that the loss due to noisy feedback path becomes
larger as the number of transmit antennas M increases. This may be because when an error
occurs and the wrong beam is used for data signal transmission by the base station, the distance
that can potentially occur between the direction of the highest SNR beam and the direction
of the beam that is erroneously used for transmission increases with M (this can be seen in
Figures 3.7 and A.4 on pages 39 and 167 respectively), resulting in a smaller portion of the
channel components being potentially illuminated. Additionally, the beamwidth of the main
lobe decreases with M (Figure A.2 on page 165) and even if the distance between the two




































Figure 5.23: Performance loss Lp in fixed beams at BER = 10−3 due to noisy feedback of the
highest SNR beam with respect to the noiseless feedback of the highest SNR beam,
in the three channel scenarios for M = 2, 4, 8 transmit antennas. BER of feedback
path is 10−2.
5.4 Summary
In this chapter we discussed the impact of estimating various parameters that are needed at
the base and/or mobile station from pilot signals on the performance of various downlink an-
tenna array algorithms. Two basic approaches to the transmission of pilot signals were briefly
introduced to facilitate presentation of various parameter estimation techniques. One of them
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involves continuous pilot signal transmission, while the other involves pilot signal transmission
in frames. Next, approaches to the estimation of various parameters from pilot signals were
discussed. The estimated parameters included the channel vector, the channel correlation mat-
rix and the identification of the highest SNR transmit antenna or beam by the mobile station.
The details of the channel correlation matrix estimation from pilot signals were also examined,
and the memory of this process was expressed as a function of the forgetting factor α. Also,
we discussed feedback of the downlink channel coefficients and the index to the highest SNR
transmit antenna or beam from mobile to base station. Next, these approaches were applied to
various downlink antenna array techniques by means of computer simulations and the impact
on their performance was discussed.
The results showed that estimation of the needed parameters from (noisy) pilot signals in most
cases results in performance loss. The amount and form of the loss is related to the parameter
estimated from pilot signals. Also, the loss might depend on the number of transmit antennas
M in the base station, the SNR value and/or the channel scenario. More specifically, estimation
of the M downlink channel coefficients from pilot signals at the mobile receiver results in
performance loss which in general increases with M, when the total pilot power allocated to
the estimation of the M coefficients is fixed. The same holds for the case where the downlink
channel coefficients are fed back to the base station, where they are used for calculation of the
weight vector. In this case, there is additional noise which results from the quantisation of the
channel coefficients that are to be fed back to base station. The amount of this noise is related
to the number of bits used by the quantiser of the mobile station: the larger the number of
quantisation bits, the smaller the performance loss becomes. Also, estimation of the principal
eigenvector of the mean channel correlation matrix from (noisy) pilot signals in the technique
maximum SNR does not degrade performance by a large amount, since the noise in the matrix
affects mainly the components corresponding to the smaller eigenvalues, and not the principal
one. The parameter α plays an important role in this case, with larger α values increasing the
memory of the correlation matrix estimation process and yielding smaller performance loss in
general. Furthermore, a large α results in more accurate estimates of the smaller eigenvalues in
the technique minimum BER, enhancing its performance. In addition, the frequent selection of
the number of eigenvectors that provides the lowest SNR for the target BER in this technique,
compensates for most of the effect of the noisy correlation matrix estimate and helps it to yield
performance very close to the noiseless correlation matrix case. Moreover, when the highest
SNR transmit antenna or beam is selected from (noisy) pilot signals by the mobile station,
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the performance loss increases with the number of antennas, if the total pilot power allocated
to the M antennas or beams is fixed. Finally, when the feedback of the index to the highest
SNR antenna or beam from mobile to base station is noisy, the performance degrades. The
performance loss in this case is related to the bit error ratio (BER) of the feedback path, with
smaller BER values providing smaller loss. Also, the technique fixed beams appears to be
more sensitive to this type of noise than the technique selection diversity, since selection of the
wrong beam may have a greater impact on the performance than selection of the wrong antenna
(especially if the number of transmit antennas M is large and/or the angular spread is small).
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Chapter 6
Impact of frequency division duplex on
open loop downlink beamforming
using eigenbeams
In this chapter we examine the effects of the separation between the carrier frequencies of the
uplink and downlink channels due to frequency division duplex (which, in the remainder of
this thesis will be called frequency division duplex gap (FDD gap), fFDD) on the performance
of open loop downlink beamforming techniques that make use of eigenbeams. First, the cor-
relation between the uplink and downlink eigenvectors (or equivalently, eigenbeams) will be
expressed in terms of fFDD, and it will be shown to decrease as fFDD increases (that is, the
eigenbeams become less related with each other as fFDD increases). The increasingly smaller
correlation between the eigenbeams due to FDD gap results in performance loss, LFDD, which
is also expressed in terms of fFDD and is shown to be an increasing function of fFDD (that is,
the loss increases as fFDD increases). Next, a simple approach to compensating for the above
frequency division duplex effects is applied, and it is shown that it increases the correlation
between the uplink and downlink eigenbeams and compensates for most of the performance
loss. Finally, comparison of this approach with an existing compensation technique shows that,
even though the latter is more complex and sophisticated than the former, it yields very similar
compensation performance.
6.1 Effects of frequency division duplex
In previous chapters we have seen that the base station generally needs some information about
the downlink channel (in the form of its correlation matrix’s eigenvectors, or eigenbeams) in
order to optimise performance. For instance, the base station of maximum SNR and minimum
BER needs knowledge of the eigenvalues/eigenbeams of the mean downlink channel correl-
ation matrix in order to yield the maximum possible gain. The technique eigenbeamforming
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(described in section 3.2.4 on page 41) uses explicitly the eigenvectors of the downlink chan-
nel correlation matrix, so it is not affected by frequency division duplex and thus will not be
considered in this chapter. As we have also seen, the downlink eigenbeam information can be
estimated at the mobile station (by means of pilot signals) and then sent to the base station
(by means of feedback signals), but this may affect the system capacity negatively. However,
when the FDD gap is relatively small, there is a strong relationship between the average stat-
istical properties of the uplink and downlink channels [182] (in the form of their second order
statistics as represented by the mean correlation matrices). In this case, the base station may
minimise the need for the above pilot and feedback signals by operating the antenna array in an
open loop fashion, through estimation of the required eigenvalues and/or eigenbeams from the
uplink channel and use of them for downlink transmission. However, this approach introduces
a performance loss, LFDD, which increases with FDD gap. This section will examine the effects
of the FDD gap, fFDD, on the correlation between the uplink and downlink eigenbeams and on
the received signal power (or equivalently its SNR).
6.1.1 Decorrelation between uplink and downlink eigenbeams
Given that the base station uses the uplink eigenbeams in the place of the downlink ones, a para-
meter of interest is the correlation between corresponding uplink and downlink eigenbeams.
With this in mind, let us assume that the base station uses a uniform linear antenna array with
M transmit antenna elements, the FDD gap is fFDD and the transmit antenna spacing is D =
λre f
2 ,




where vl = 3×108 m/sec is the speed of light). Then, we define the uplink and downlink carrier
frequencies as fUL,c = fre f − fFDD2 and fDL,c = fre f +
fFDD
2 , respectively. Next, we can calculate
the uplink RUL( fFDD) and downlink RDL( fFDD) mean channel correlation matrices in a certain
channel scenario and for the above fFDD value (using equations (A.2) and (A.3) of page 157),
and obtain their eigenvectors. Finally, it is easy to define the correlation ρ i( fFDD), i = 1..M,
between the i-th uplink eigenvector, uUL,i( fFDD) ∈ M×1, and the i-th downlink eigenvector,
uDL,i( fFDD) ∈ M×1, in this channel scenario and for the specified fFDD value as
ρi( fFDD) = |uHDL,i( fFDD)uUL,i( fFDD)|, (6.1)
where the H superscript denotes complex conjugate transpose and |z| is the amplitude of the
complex number z. The parameter ρi( fFDD) provides a measure of the relation between the two
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(d) Second eigenvector, micro cell
Figure 6.1: Correlation between uplink and downlink eigenvectors as a function of frequency
division duplex gap and for M = 2, 4, 8, 16 in the macro and micro cells.
eigenvectors in the given channel scenario and when the FDD gap is fFDD. We vary the value
of fFDD from 0 up to 50% of the reference carrier frequency (i.e. up to 1 GHz) with a step of
0.1 GHz, and plot the corresponding ρi( fFDD) values for i = 1, 2 (i.e. for the first (principal) and
second eigenvectors) in Figure 6.1. The figure includes correlation values for M = 2, 4, 8, 16
transmit antennas in the macro and micro cells. There are no results for the pico cell, since the
two considered beamforming techniques are rather unlikely to be used in this scenario as has
been noted in earlier chapters. As is expected, the results suggest that the uplink and downlink
eigenvectors become less correlated as the FDD gap increases. Also, the eigenvector correlation
decreases as the number of transmit antennas M increases. A possible explanation for this may
be that as M increases the eigenvectors consist of more elements, so more elements differ from
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each other between the two eigenvectors of equation (6.1) as M increases, resulting in smaller
overall correlation. In addition, the figure suggests that the correlation of a particular pair of
uplink and downlink eigenvectors (e.g. the pair of the principal eigenvectors) decreases with
the angular spread (that is, transition from macro to micro cell). Finally, correlation results for
pairs of uplink and downlink eigenvectors of higher order (that is, pairs of the 3-rd, 4-th, · · · ,
M-th eigenvectors) exhibit similar trends, so they are not shown here.
6.1.2 Performance loss
The fact that the correlation between uplink and downlink eigenvectors decreases with FDD
gap, suggests that the performance of open loop beamforming techniques that use the ‘raw’
uplink eigenbeams deteriorates with FDD gap. In this section the performance loss due to FDD
gap is quantified for the open loop techniques maximum SNR and minimum BER. Let us deal
with the former first. From equation (3.3) (page 31), assuming that the FDD gap is fFDD, the
transmit power and noise power is unit (E s = 1 and σ2n = 1 respectively) and the base station
uses the uplink principal eigenvector uUL,1( fFDD) for downlink transmission, the expected SNR
of the received signal at the mobile receiver for this fFDD value is given by
SNRMAXSNR( fFDD) = uHUL,1( fFDD)RDL( fFDD)uUL,1( fFDD), (6.2)
where RDL( fFDD) is the mean downlink channel correlation matrix for the above fFDD value.
Also, in the case of fFDD = 0, the uplink and downlink mean correlation matrices are the
same and the base station can obtain the latter by estimating the former (e.g. through pilot
signals). Then, it can obtain the downlink principal eigenvector uDL,1( fFDD = 0) by eigenvalue
decomposition and use it for downlink transmission, so the expected SNR becomes
SNRMAXSNR( fFDD = 0) = uHDL,1( fFDD = 0)RDL( fFDD = 0)uDL,1( fFDD = 0) = eDL,1, (6.3)
where eDL,1 is the maximum eigenvalue of RDL( fFDD = 0). Finally, we can define the SNR
performance loss due to FDD gap LFDD( fFDD) as a function of fFDD, as follows
LFDD( fFDD) = 10 log10
(
SNRMAXSNR( fFDD)
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The parameter LFDD( fFDD) provides a measure of the SNR performance loss when the FDD
gap is fFDD. As we did for calculation of the eigenvector correlation in the last section, we vary
fFDD from 0 up to 50% of the reference carrier frequency and plot the corresponding values of
the parameter LFDD( fFDD) in the macro cell, in Figure 6.2. We note that the negative sign of
LFDD( fFDD) is expected, as it effectively means that SNRMAXSNR( fFDD) is smaller than eDL,1
(i.e. there is performance loss). The results show that the loss increases with the FDD gap fFDD
and the number of transmit antennas M, which is consistent with the eigenvector correlation
results of Figure 6.1. Also, when fFDD = 0.1 × fre f (i.e. fFDD = 0.2 GHz, which is close to

































Figure 6.2: SNR performance loss in the maximum SNR technique as a function of frequency
division duplex gap and for M = 2, 4, 8, 16 in the macro cell.
Now we turn our attention to the performance loss due to FDD in the minimum BER technique.
Again we assume that the FDD gap is fFDD and the base station uses the K ‘largest’ eigenvectors
of the uplink channel correlation matrix uUL,i( fFDD), i = 1..K, for downlink transmission. For
notation convenience, we arrange the K eigenvectors in the matrix UUL( fFDD) ∈ M×K as
UUL( fFDD) =
[
uUL,1( fFDD) uUL,2( fFDD) · · · uUL,K( fFDD)
]
. (6.5)
Then, assuming again that the transmit power and noise power is unit (E s = 1 and σ2n = 1
respectively), the expected SNR of the received signal at the mobile receiver for this fFDD
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UHUL( fFDD)RDL( fFDD)UUL( fFDD)
]
. (6.6)
Also, in the case of fFDD = 0, the uplink and downlink mean correlation matrices are the same
and the base station can obtain the latter by estimating the former. Then, it can obtain the K
largest downlink eigenvectors uDL,i( fFDD = 0), i = 1..K, by eigenvalue decomposition and use
them for downlink transmission. Arranging these eigenvectors in the matrix UDL( fFDD = 0) ∈
M×K we have
UDL( fFDD = 0) =
[
uDL,1( fFDD = 0) uDL,2( fFDD = 0) · · · uDL,K( fFDD = 0)
]
. (6.7)
Then, the expected SNR of the received signal at the mobile receiver for this fFDD value be-
comes



















where eDL,i, i = 1..K, are the K largest eigenvalues of RDL( fFDD = 0). Therefore, the SNR
performance loss LFDD( fFDD) can now be obtained as
LFDD( fFDD) = 10 log10
(
SNRMINBER( fFDD)














Now, we vary fFDD from 0 up to 50% of the reference carrier frequency and plot the corres-
ponding values of the parameter LFDD( fFDD) in the macro and micro cells, in Figure 6.3. The
figure shows that the performance loss increases as both the FDD gap fFDD and number of
transmit antennas M increase, which is also consistent with the eigenvector correlation results
of Figure 6.1. Comparison of Figures 6.3(a) and 6.2 shows that the macro cell loss due to FDD
in the minimum BER technique is smaller than the corresponding loss in the maximum SNR
for the same M. This is probably because the former operates in general more efficiently than
the latter, as it uses the optimum number of eigenvectors for downlink transmission instead of
only the principal one. Also, Figure 6.3 illustrates that the loss for a given M depends on the
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Figure 6.3: SNR performance loss in the minimum BER technique as a function of frequency
division duplex gap and for M = 2, 4, 8, 16 in the macro and micro cells.
channel scenario, as it is generally different in the two cells. Finally, again we observe that
when fFDD = 0.1 × fre f (i.e. fFDD = 0.2 GHz) the loss is small for all shown M values in both
cells (LFDD( fFDD) < 0.2 dB in the macro cell and LFDD( fFDD) < 0.4 dB in the micro cell).
6.2 Compensating for the frequency division duplex effects
In this section we will examine a simple but efficient approach to compensating for the FDD
effects. Even though the results of the previous section suggest that the performance loss due
to FDD for fFDD and M values specified in [8] for third generation systems is not large, an
efficient FDD compensation technique would give future mobile communication systems the
freedom to use larger fFDD and M values. In addition, if the FDD compensation technique is
simple and does not impose a prohibitive computational (or other) load, it may be exploited
in third generation systems to improve their performance (although the improvement may be
small), wherever the highest possible performance is of great importance.
The basic principle behind the compensation technique is that, instead of using the ‘raw’ eigen-
vectors of the uplink correlation matrix for downlink transmission, the base station can translate
the uplink correlation matrix to the downlink carrier frequency and use its eigenvectors. This
approach effectively relies on the fact that the uplink directional information be also valid for
the downlink, which is usually true [166] (unless fFDD is unusually large). To this end, the
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Figure 6.4: Uplink azimuthal power spectrum estimate delivered by the conventional beam-
former technique for M = 2, 4, 8, 16 in the macro and micro cells. The power
spectrum estimate was calculated using equation (6.10) with θ step = 1o.
base station calculates the uplink azimuthal power spectrum S (θ, fUL) of the intended user, and
translates the information conveyed by this spectrum to the downlink carrier frequency to obtain
an estimate of the downlink correlation matrix. The calculation of the uplink azimuthal power
spectrum can be carried out relatively easily by the base station, since the latter can use the
uplink channel estimates that it has to obtain anyway for coherent demodulation of the signal
received from the intended mobile user. A simple way of obtaining S (θ, fUL) is as follows
S (θ, fUL) = vH(θ, fUL)RUL( fUL)v(θ, fUL), (6.10)










is a steering vector at the uplink carrier
frequency with the main beam in the azimuthal direction θ ∈ [−60o, 60o] (D is the transmit
antenna spacing, λUL is the wavelength of the uplink carrier frequency and the T superscript
denotes transpose) and RUL( fUL) is the estimate of the uplink correlation matrix at the base
station. Since a common steering vector (conventional beamformer) is used, this method is
called the ‘conventional beamformer’ technique. The spectrum S (θ, fUL) is sampled at angular
intervals of θstep degrees (that is, the direction of the main beam θ is varied from −60o to 60o
with a step of θstep degrees). Figure 6.4 shows the azimuthal power spectrum S (θ, fUL) of
the macro and micro cells for M = 2, 4, 8, 16, calculated according to equation (6.10) with
θstep = 1o (the uplink correlation matrix as given by equations (A.2) and (A.3) of page 157
was used). In both channel scenarios the peaks of the spectrum appear over the azimuthal areas
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where the angular spread occurs, while their width covers most of the angular spread area.
Once the base station calculates the uplink spectrum S (θ, fUL), it uses it to obtain an estimate





















Nl : PdBl ≥PdBi −PdBthreshold for all l ∈ [1,Nl]














Nr : PdBr ≥PdBi −PdBthreshold for all r ∈ [1,Nr]
︸                                                                                                   ︷︷                                                                                                   ︸
Rright(i)
}








+ Rle f t(i) + Rright(i)
}
, (6.11)
where θi, i = 1..N, are the azimuthal directions where the main peaks of S (θ, fUL) occur, while
Pi, i = 1..N, are the corresponding (linear) amplitudes of these peaks. In order for a peak to be
taken into account in the R̂DL( fDL) estimate, its amplitude PdBi (in dB) must be at most 10 dB
smaller than the amplitude of the maximum peak PdBmax of the spectrum (i.e. P
dB
i ≥ PdBmax − 10).
Furthermore, whenever a spectrum peak is taken into account in the R̂DL( fDL) estimate, two
more terms are added to this estimate, Rle f t(i) and Rright(i), which basically account for the
angular spread on either side of the peak (this is an improvement since the technique was first
presented in [121]). The term Rle f t(i) accounts for the part of the angular spread that is on the
left of the i-th peak, and includes the correlation matrices of Nl steering vectors; the main beam
direction of the l-th steering vector is l × θstep degrees leftward from the main beam direction
of the i-th peak (i.e. θl = θi − l × θstep). The number of correlation matrices Nl included in
Rle f t(i) is such that the amplitude of the spectrum (in dB) in the respective directions is at
most PdBthreshold dB smaller than the spectrum amplitude (in dB) in the direction of the i-th peak
(i.e. Nl : PdBl ≥ PdBi − PdBthreshold for all l ∈ [1,Nl]). Similarly, the term Rright(i) accounts for
the part of the angular spread that is on the right of the i-th peak, and includes the correlation
matrices of Nr steering vectors; the main beam direction of the r-th steering vector is r × θ step
degrees rightward from the main beam direction of the i-th peak (i.e. θr = θi + r × θstep).
The number of correlation matrices Nr included in Rright(i) is such that the amplitude of the
spectrum (in dB) in the respective directions is at most PdBthreshold dB smaller than the spectrum
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(d) Second eigenvector, micro cell
Figure 6.5: Correlation between actual downlink eigenvectors and downlink eigenvectors es-
timated using the conventional beamformer technique, as a function of frequency
division duplex gap and for M = 2, 4, 8, 16 in the macro and micro cells.
amplitude (in dB) in the direction of the i-th peak (i.e. Nr : PdBr ≥ PdBi − PdBthreshold for all
r ∈ [1,Nr]). We have found experimentally that the optimum value for PdBthreshold is 1 dB when


















After obtaining R̂DL( fDL), the base station performs its eigenvalue decomposition and uses its
eigenvalues and/or eigenvectors (depending on the technique) for downlink transmission.
A measure of the performance of the above compensation technique is its impact on the correl-
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ation between the actual downlink eigenvectors and the eigenvectors of the estimated downlink
correlation matrix, and on the SNR performance loss. First, in order to calculate the eigen-
vector correlation, we use the same assumptions and parameters as those of section 6.1.1 and
calculate the mean uplink RUL( fFDD) and downlink RDL( fFDD) correlation matrices for a given
fFDD (using again equations (A.2) and (A.3) of page 157). The downlink correlation matrix is
subject to an eigenvalue decomposition and its eigenvectors uDL,i( fFDD) ∈ M×1, i = 1..M, are
obtained. The uplink correlation matrix is subject to the above compensation technique to yield
an estimate of the downlink correlation matrix R̂DL( fFDD), which is then also subject to an
eigenvalue decomposition and its eigenvectors ûDL,i( fFDD) ∈ M×1, i = 1..M, are obtained. Fi-
nally, the correlation ρi( fFDD) between the i-th eigenvector uDL,i( fFDD) of the actual downlink
correlation matrix and the i-th eigenvector ûDL,i( fFDD) of the estimated downlink correlation
matrix is obtained as
ρi( fFDD) = |uHDL,i( fFDD)ûDL,i( fFDD)|. (6.13)
The value of fFDD is varied from 0 to 50% of fre f with a step of 0.1 GHz, and the corresponding
ρi( fFDD) for i = 1, 2 (i.e. for the first and second eigenvectors) is plotted in Figure 6.5. The
figure includes correlation values for M = 2, 4, 8, 16 transmit antennas in the macro and micro
cells. Comparison of Figure 6.5 with Figure 6.1 shows that the correlation is increased dramat-
ically, and is now very close to one for all shown fFDD values. This means that the two ‘largest’
eigenvectors of the estimated downlink correlation matrix are highly accurate estimates of the
corresponding actual downlink eigenvectors.
Now we move on to the calculation of the SNR performance loss in maximum SNR and min-
imum BER, after applying FDD compensation using the conventional beamformer method. We
start with maximum SNR. Given that the base station uses the principal eigenvector ûDL,1( fFDD)
of the estimated downlink correlation matrix for downlink transmission, and using the same as-
sumptions and parameters as in section 6.1.2, the expected SNR of the received signal at the
mobile receiver for a given fFDD value is
SNRMAXSNR( fFDD) = ûHDL,1( fFDD)RDL( fFDD)ûDL,1( fFDD), (6.14)
where RDL( fFDD) is the actual mean downlink correlation matrix for the above fFDD value. In
the case of fFDD = 0, the SNRMAXSNR( fFDD = 0) value is given by equation (6.3). Therefore,
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the SNR loss LFDD( fFDD) as a function of fFDD is given by
LFDD( fFDD) = 10 log10
(
SNRMAXSNR( fFDD)









The value of LFDD( fFDD) is plotted in Figure 6.6 for fFDD from 0 to 50% of fre f with a step
of 0.1 GHz and M = 2, 4, 8, 16, in the macro cell. The loss is close to zero for M = 2, it
is very small for M = 4, 8 (LFDD( fFDD) < 0.15 dB and LFDD( fFDD) < 0.3 dB respectively),
and it is small even for M = 16 (LFDD( fFDD) ≤ 0.7 dB), over all shown fFDD values. Also,
comparison with Figure 6.2 shows that the loss is greatly decreased, which is most likely due



































Figure 6.6: SNR performance loss as a function of frequency division duplex gap in the max-
imum SNR technique after FDD effect compensation by the conventional beam-
former technique for M = 2, 4, 8, 16 in the macro cell.
Now consider the calculation of the SNR loss in the minimum BER technique after FDD com-
pensation by means of the conventional beamformer technique. Let us assume that when the
FDD gap is fFDD the base station uses the K ‘largest’ eigenvectors ûDL,i( fFDD), i = 1..K, of
the estimated downlink correlation matrix for downlink transmission. Again, we arrange the K
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Figure 6.7: SNR performance loss as a function of frequency division duplex gap in the min-
imum BER technique after FDD effect compensation by the conventional beam-
former technique for M = 2, 4, 8, 16 in the macro and micro cells.
eigenvectors in a matrix ÛDL( fFDD) ∈ M×K for notation convenience
ÛDL( fFDD) =
[
ûDL,1( fFDD) ûDL,2( fFDD) · · · ûDL,K( fFDD)
]
. (6.16)







ÛHDL( fFDD)RDL( fFDD)ÛDL( fFDD)
]
, (6.17)
where RDL( fFDD) is the actual mean downlink correlation matrix for the above fFDD value.
Also, in the case of fFDD = 0, the expected SNR is given by equation (6.8). Hence, the SNR
performance loss LFDD( fFDD) can be obtained as
LFDD( fFDD) = 10 log10
(
SNRMINBER( fFDD)














The value of LFDD( fFDD) is plotted in Figure 6.7 for fFDD from 0 to 50% of fre f with a step
of 0.1 GHz and M = 2, 4, 8, 16, in the macro and micro cells. Figure 6.7(a) illustrates that
the loss in the macro cell is very small (LFDD( fFDD) ≤ 0.2 dB) for all M and over all shown
fFDD values, while comparison with Figure 6.3(a) suggests that the FDD effect compensation
benefits mostly the larger M values (i.e. M = 8, 16)—but the loss for M = 2, 4 is small without
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FDD effect compensation anyway. Also, Figure 6.7(b) illustrates that the loss in the micro cell
is in general small, although it is a bit larger than that of the macro cell for the same M. In
addition, comparison with Figure 6.3(b) shows that the loss reduction because of conventional
beamformer FDD compensation is generally smaller in the micro cell than in the macro cell
(apart from the case of M = 4 where the loss reduction is larger in the micro cell, probably
because in this case the loss without FDD compensation is very small in the macro cell, making
the margin for improvement very small).
6.3 Comparison with an existing compensation technique
In this section the conventional beamformer compensation technique will be compared with an
existing compensation technique. The latter was first presented in [100] and was later improved
in [101]. The fundamental principle is similar in both techniques. That is, in both techniques
the uplink correlation matrix is estimated and then used to calculate the uplink azimuthal power
spectrum, which is in turn used to obtain an estimate of the downlink channel correlation matrix.
However, there are differences in key points between the two techniques. In particular, the way
of calculating the uplink azimuthal power spectrum from the uplink correlation matrix, as well
as that of obtaining the downlink channel correlation matrix from this spectrum, differ between
the two techniques. More specifically, in the existing technique the uplink azimuthal power
spectrum S (θ, fUL) is calculated from the uplink correlation matrix RUL( fUL) as
S (θ, fUL) =
1
vH(θ, fUL)R−1UL( fUL)v(θ, fUL)
, (6.19)
where R−1UL( fUL) denotes the inverse of RUL( fUL). Since the above expression resembles the
minimum variance distortionless response filter, we call this compensation technique the ‘min-
imum variance’ technique. We note that this is more computationally expensive than equation
(6.10) (especially for larger M), since it requires the additional step of inverting RUL( fUL).
The uplink azimuthal power spectrum of the macro and micro cells is obtained as in section
6.2, but using equation (6.19) instead of equation (6.10), and it is plotted in Figure 6.8 for
M = 2, 4, 8, 16. The maxima of the azimuthal power spectrum occur over the angular spread
areas, while their width extends over most of it. Also, the spectrum is (greatly) suppressed over
azimuthal directions that do not correspond to angular spread areas (especially for larger M).
After calculation of the uplink azimuthal power spectrum S (θ, fUL), this spectrum is modified
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Figure 6.8: Uplink azimuthal power spectrum estimate delivered by the minimum variance
technique for M = 2, 4, 8, 16 in the macro and micro cells. The power spectrum
estimate was calculated using equation (6.19) with θstep = 1o.
to avoid ‘beam-pointing errors’ as described in [101], so the modified uplink power spectrum
S mod(θ, fUL) is produced. This process basically ‘removes’ from S (θ, fUL) the azimuthal dir-
ections over which the uplink spectrum has very small amplitude by multiplication with an
appropriate rectangular window. The modified spectrum is then integrated over the azimuth to




S mod(θ, fUL)v(θ, fDL)vH(θ, fDL). (6.20)
Finally, the base station can obtain the eigenvalues and/or eigenvectors of R̂DL( fDL) and use
them for downlink transmission.
As in the last section, in order to examine the impact of the above FDD compensation tech-
nique on the uplink and downlink eigenvector correlation, we use the same assumptions and
parameters as those of section 6.1.1 and calculate the mean uplink RUL( fFDD) and downlink
RDL( fFDD) correlation matrices for a given fFDD (using equations (A.2) and (A.3) of page
157). The downlink correlation matrix is subject to eigenvalue decomposition so that its eigen-
vectors uDL,i( fFDD) ∈ M×1, i = 1..M, are obtained. The uplink correlation matrix is subject
to the above FDD compensation technique to yield an estimate of the downlink correlation
matrix R̂DL( fFDD), which is then also subject to eigenvalue decomposition and its eigenvectors
ûDL,i( fFDD) ∈ M×1, i = 1..M, are obtained. Finally, the correlation ρi( fFDD) between the
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(d) Second eigenvector, micro cell
Figure 6.9: Correlation between actual downlink eigenvectors and downlink eigenvectors es-
timated using the minimum variance technique, as a function of frequency division
duplex gap and for M = 2, 4, 8, 16 in the macro and micro cells.
i-th eigenvector uDL,i( fFDD) of the actual downlink correlation matrix and the i-th eigenvector
ûDL,i( fFDD) of the estimated downlink correlation matrix is calculated as in equation (6.13).
The value of fFDD is varied from 0 to 50% of fre f with a step of 0.1 GHz, and the correspond-
ing ρi( fFDD) for i = 1, 2 (i.e. for the first and second eigenvectors) is plotted in Figure 6.9. The
figure includes correlation values for M = 2, 4, 8, 16 transmit antennas in the macro and micro
cells. The eigenvector correlation in the macro cell is very close to one for all M values. In
the micro cell, however, the eigenvector correlation is close to one for M = 2, 4, 8 but becomes
lower with fFDD for M = 16.
Next, we examine the impact of FDD effect compensation through the minimum variance tech-
nique on the SNR performance loss of the maximum SNR technique. As in the last section,
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the loss LFDD( fFDD) for a given fFDD value is given by equation (6.15), but the eigenvector
ûHDL,1( fFDD) is now the principal eigenvector of the estimated downlink correlation matrix ob-
tained from equation (6.20). The value of LFDD( fFDD) is plotted in Figure 6.10 for fFDD from 0
to 50% of fre f with a step of 0.1 GHz and M = 2, 4, 8, 16, in the macro cell. The results of this
figure are very similar to those of Figure 6.6 (actually the minimum variance technique yields
slightly better SNR performance than the conventional beamformer technique for M = 4, 8).
This means that although the conventional beamformer technique is less complex than the min-
imum variance technique (since it does not require matrix inversion), it yields almost the same


































Figure 6.10: SNR performance loss as a function of frequency division duplex gap in the max-
imum SNR technique after FDD effect compensation by the minimum variance
technique for M = 2, 4, 8, 16 in the macro cell.
Finally, we examine the SNR performance loss reduction in the minimum BER technique. The
loss LFDD( fFDD) for a given fFDD value is again given by equation (6.18), but the eigenvectors
ûHDL,i( fFDD), i = 1..K, are now those of the estimated downlink correlation matrix obtained
from equation (6.20). The value of LFDD( fFDD) is plotted in Figure 6.11 for fFDD from 0 to
50% of fre f with a step of 0.1 GHz and M = 2, 4, 8, 16, in the macro and micro cells. Again the
results of this figure are very similar to those of Figure 6.7. In addition, regarding the case with
M = 16 transmit antennas, the loss reduction of Figure 6.11(b) is very similar to that of Figure
6.7(b), even though the correlation of Figures 6.9(b) and 6.9(d) is not as high as that of Figures
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Figure 6.11: SNR performance loss as a function of frequency division duplex gap in the min-
imum BER technique after FDD effect compensation by the minimum variance
technique for M = 2, 4, 8, 16 in the macro and micro cells.
6.5(b) and 6.5(d). This may suggest that the correlation between the actual and estimated
downlink eigenvectors might not be the most important factor. Rather, the translation of the
uplink directional information into the downlink carrier frequency seems to be more important.
The conclusion that this translation appears to play an important role was also drawn in [121],
where the angular spread was not accounted for in the calculation of the downlink correlation
matrix estimate (i.e. equation (6.11) did not include the terms Rle f t(i) and Rright(i)).
6.4 Summary
In this chapter we examined the impact of frequency division duplex gap on the performance of
open loop downlink beamforming techniques that make use of eigenbeams (the techniques
maximum SNR and minimum BER were examined). The correlation between uplink and
downlink eigenbeams was shown to decrease with increasing FDD gap and M. Thus, when
the above two techniques make use of the ‘raw’ uplink eigenbeams for downlink transmis-
sion, their performance deteriorates with increasing FDD gap and M. Next, a simple technique
for compensating for these FDD effects was investigated. First, the technique uses the uplink
channel correlation matrix to calculate the uplink azimuthal power spectrum. Next, it obtains
an estimate of the downlink channel correlation matrix through translation of the directional
information of the uplink azimuthal power spectrum into the downlink carrier frequency, in a
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simple manner. This technique was shown to improve the correlation between the uplink and
downlink eigenbeams and to reduce the performance loss considerably. Comparison of this
technique with an existing compensation technique illustrated that although the latter is more





In this thesis, antenna array techniques that can be employed on the downlink of WCDMA mo-
bile communication systems were examined. The presented work can be split into three logical
parts: the first part includes comparison of a number of downlink antenna array techniques in
various channel scenarios and using the same assumptions (Chapter 3), the second part includes
examination of the performance of minimum BER and comparison of it with the other array
techniques (Chapter 4), and the third part includes results related to performance loss in the
above techniques due to various phenomena (i.e. effects of noisy estimates of various paramet-
ers and the frequency division duplex effect—Chapters 5 and 6 respectively). Following is a
summary of the main conclusions of each part, along with a number of possible directions for
future work.
Regarding the comparison of the downlink array techniques in Chapter 3, it was shown that
in general pure diversity techniques (e.g. space-time spreading) do not perform well in envir-
onments with high correlation among the signals of the M array elements, because the benefit
from the diversity gain is small. Beamforming techniques (e.g. maximum SNR) perform gen-
erally better in such environments. However, the performance of pure diversity techniques
may be practically improved in these environments by simply increasing the transmit array
spacing. Hybrid algorithms that combine diversity and beamforming gain (e.g. fixed beams
and eigenbeamforming) appear to perform well in a variety of different channel environments,
but usually require some kind of information feedback from mobile to base station. When
such information feedback can be used, these algorithms can be employed to improve perform-
ance. As a rule, the higher the feedback rate and the more complex the base station, the larger
the performance improvement. Nonetheless, in environments like the pico cell, even simple
algorithms (e.g. selection diversity) yield performance equal to that of the more complex al-
gorithms (e.g. eigenbeamforming). Also, a noteworthy result is that the technique fixed beams
yields performance very similar to that of eigenbeamforming in a number of scenarios, even
though it uses a (much) lower feedback rate. A possible explanation is that, in these scenarios,
the differences of the two techniques are ‘suppressed’ while their similarities are emphasised.
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In addition, it was shown that, depending on the technique and the channel scenario, increasing
the number of base station transmit antennas does not always improve performance as it may
be intuitively expected. An example of this behaviour is the technique maximum SNR in the
pico cell.
In the next part of the thesis (Chapter 4), the decomposition of the channel into independent
components by means of eigenvalue decomposition of its correlation matrix was examined.
This led to the investigation of the combination of the channel components and space-time cod-
ing as an efficient open loop approach to the downlink data signal transmission. The approach
was applied to optimise a performance criterion which attempts to minimise the transmit power
required to achieve a target BER at the mobile receiver, by using a specific number of channel
components. This scheme was named minimum BER. Theoretical performance calculation of
minimum BER in a channel propagation environment with one tap in terms of the eigenvalues
of the mean channel correlation matrix, showed that its behaviour varies from pure beamform-
ing to pure diversity. The exact nature and amount of the performance improvement yielded
by this technique, depends on the channel conditions and the number of base station transmit
antennas.
The open loop mode of minimum BER was also simulated in three representative 1-tap cells
and one 2-tap scenario, and the results were compared to those of the techniques of Chapter
3. The comparisons showed that minimum BER provides the best performance among all the
examined open loop techniques at the BER for which its performance was optimised. Addition-
ally, minimum BER is in general mostly beneficial in scenarios with small to moderate angular
spread values. This may be explained by the fact that none of the existing open loop techniques
yields the maximum expected performance in these conditions. Moreover, the performance im-
provement provided by the technique generally increases as the number of base station transmit
antennas increases. This may be explained by the fact that, as the number of transmit antennas
increases, the optimisation procedure of minimum BER gains more ‘freedom’ to yield a better
solution.
In the first half of the third part of the thesis (Chapter 5), the impact of estimating various
parameters that are needed at the base and mobile station from pilot signals on the perform-
ance of various downlink antenna array algorithms was discussed. The estimated parameters
included the channel vector, the channel correlation matrix and the identification of the highest
SNR transmit antenna or beam by the mobile station. The details of the channel correlation
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matrix estimation from pilot signals were also examined, and the memory of this process was
expressed as a function of the forgetting factor α. In addition, feedback of the downlink chan-
nel coefficients and the index to the highest SNR transmit antenna or beam from mobile to
base station was discussed. Next, the effect of noisy estimates of the above parameters on the
performance of various downlink antenna array techniques was examined through computer
simulations.
The results suggested that the noisy parameter estimates result in performance loss in most
cases, while the exact amount and form of the loss is usually related to the estimated para-
meter. Also, the loss might depend on the number of transmit antennas M in the base station,
the SNR value and/or the channel scenario. As a rule, the more power is allocated to the pi-
lot signals from which the parameters are estimated, the smaller the performance loss. The
loss from estimation of the M downlink channel coefficients from pilot signals at the mobile
receiver generally increases with M, when the total allocated pilot power is fixed. The same
holds for the case where the downlink channel coefficients are sent to base station, where they
are used for calculation of the weight vector, but now there is additional noise resulting from
the quantisation of the channel coefficients. The amount of this noise is related to the number
of bits used by the mobile station quantiser: the more quantisation bits, the smaller the loss.
Also, noisy estimates of the correlation matrix principal eigenvector in the technique maximum
SNR do not degrade performance by a large amount, since this eigenvector is not affected too
much by the noise in the matrix. The forgetting factor α is important in this case, as larger
α values increase the memory of the correlation matrix estimation process and generally yield
smaller performance loss. Furthermore, a large α results in more accurate estimates of the
smaller eigenvalues in the technique minimum BER, enhancing its performance. In addition,
the frequent selection of the number of eigenvectors that provides the lowest SNR for the tar-
get BER in this technique, compensates for most of the effect of the noisy correlation matrix
estimate and enables it to yield performance very close to the noiseless correlation matrix case.
Moreover, when the highest SNR transmit antenna or beam is selected from (noisy) pilot sig-
nals by the mobile station, the performance loss increases with the number of antennas, if the
total pilot power allocated to the M antennas or beams is fixed. Finally, noisy feedback of the
index to the highest SNR antenna or beam from mobile to base station degrades performance.




In the second half of the third part of the thesis (Chapter 6), the impact of the frequency divi-
sion duplex gap on the performance of open loop downlink beamforming techniques that make
use of eigenbeams was discussed. In particular, the techniques maximum SNR and minimum
BER were examined. First, the correlation between corresponding uplink and downlink eigen-
beams was shown to decrease with increasing FDD gap and number of transmit antennas (M).
The increasingly smaller correlation of the eigenbeams means that, when the above two tech-
niques make use of the ‘raw’ uplink eigenbeams for downlink transmission, their performance
deteriorates with increasing FDD gap and M. Next, a simple technique for compensating for
these FDD effects was investigated. First, the technique uses the uplink channel correlation
matrix to calculate the uplink azimuthal power spectrum. Then, it obtains an estimate of the
downlink channel correlation matrix through translation of the directional information of the
uplink azimuthal power spectrum into the downlink carrier frequency, in a simple manner. This
procedure was shown to improve the correlation between corresponding eigenbeams of the es-
timated downlink correlation matrix and the real downlink correlation matrix, and to reduce the
performance loss due to FDD gap considerably. Comparison of this technique with an existing
compensation technique illustrated that although the latter is more complex, it does not provide
a significant additional performance improvement.
Also, the theoretical BER versus SNR performance of a number of downlink antenna array
techniques was also calculated in terms of the mean channel correlation matrix and equation
(2.9), in Chapters 3 and 4. Comparison of the theoretical performance results with simulation
ones in appendix B showed that they match very well, suggesting that the above method of
calculating the performance is correct.
Concerning possible extensions to this work, it would be interesting to compare the down-
link antenna array techniques of Chapter 3 in a multi-user scenario. However, the relationship
among the performance of the techniques is not anticipated to change drastically in such a
scenario. Also, regarding the technique minimum BER, an interesting direction for future work
is the use of complex data symbols and the combination of the K transmit eigenbeams with
orthogonal transmit diversity instead of space-time spreading. In addition, the modification of
the minimum BER performance optimisation criterion so that non-white noise is taken into ac-




Various auxiliary equations and figures
This appendix contains various auxiliary equations and figures that help the presentation of the
work of the thesis.
A.1 Analytical expressions for the mean channel correlation mat-
rix
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the real and imaginary parts of its complex entries are given by the following expressions [190]:
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(2m + 1) δ2
]
(2m + 1) δ2
, (A.3)
where Jm denotes the Bessel function of integer order m, θ is the central angle of depar-
ture/arrival as defined in Figure 2.11 (page 20), δ is the angular spread as defined in the same






Various auxiliary equations and figures
A.2 Analysis of minimum BER for K = 4
This section presents analysis of the technique minimum BER for K = 4 eigenbeams. To
elaborate, if the base station calculates that K = 4 eigenbeams provide the lowest required SNR,
the intended mobile user’s data symbol stream s(t) is divided into four symbol substreams s i(t),
i = 1..4, as in space-time spreading [160]. The base station then uses four consecutive symbol






































s4(t)c(t)uH1 − s3(t)c(t)uH2 + s2(t)c(t)uH3 − s1(t)c(t)uH4
]
(over T4) (A.8)
and Es is the power of each data substream across the K = 4 eigenbeams, c(t) is the intended
mobile user’s spreading code (which may be real or complex) and ui ∈ M×1, i = 1..4, denote
the four eigenvectors of RDL (mean downlink correlation matrix) that correspond to its four
largest eigenvalues ei, i = 1..4, respectively. Assuming that there is flat fading, the intended
mobile station receives the signals yi(t), i = 1..4, due to transmission of the vector signals xHi (t),
i = 1..4, respectively, which after despreading with the spreading code c(t) (or c∗(t) in case of




















s2(t)uH1 − s1(t)uH2 − s4(t)uH3 + s3(t)uH4
]








2 − s1(t)uH3 − s2(t)uH4
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s4(t)uH1 − s3(t)uH2 + s2(t)uH3 − s1(t)uH4
]
h + n4 (A.12)
where h ∈ M×1 denotes a sample of the instantaneous vector of the single channel tap, while
ni, i = 1..4, denote samples of a white Gaussian stochastic process and appear as additive noise
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terms. In the calculation of yi(t), i = 1..4, we have assumed that the channel vector h does not
change significantly over the four consecutive symbol periods Ti, i = 1..4, (this is the default
assumption in space-time spreading, too). The mobile station receiver uses the received signals
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where< denotes the real part of a complex number and each of the terms ñi, i = 1..4, represents
a linear combination of the noise terms ni, i = 1..4, perturbed by the eigenvectors ui, i =
1..4, and the channel vector Hermitian hH, similarly to equations (4.6) and (4.7) on page 74.
Calculation of the mean SNR from any of the estimated signals ŝi, i = 1..4, similarly to equation








where ei, i = 1..4, are the four largest eigenvalues of RDL, and σ2n denotes the noise power
spectral density.
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A.3 Analysis of minimum BER for K = 8
This section presents analysis of the technique minimum BER for K = 8 eigenbeams. If the
base station calculates that K = 8 eigenbeams provide the lowest required SNR, the intended
mobile user’s data symbol stream s(t) is divided into eight symbol substreams s i(t), i = 1..8, as
in space-time spreading [160]. The base station then uses eight consecutive symbol periods, T i,








































2 − s1(t)c(t)uH3 − s2(t)c(t)uH4 − s7(t)c(t)uH5








s4(t)c(t)uH1 − s3(t)c(t)uH2 + s2(t)c(t)uH3 − s1(t)c(t)uH4 − s8(t)c(t)uH5























s6(t)c(t)uH1 − s5(t)c(t)uH2 + s8(t)c(t)uH3 − s7(t)c(t)uH4 + s2(t)c(t)uH5










s7(t)c(t)uH1 − s8(t)c(t)uH2 − s5(t)c(t)uH3 + s6(t)c(t)uH4 + s3(t)c(t)uH5










2 − s6(t)c(t)uH3 − s5(t)c(t)uH4 + s4(t)c(t)uH5
+s3(t)c(t)uH6 − s2(t)c(t)uH7 − s1(t)c(t)uH8
]
(over T8) (A.25)
and Es is the power of each data substream across the K = 8 eigenbeams, c(t) is the intended
mobile user’s spreading code (which may be real or complex) and ui ∈ M×1, i = 1..8, denote
the eight eigenvectors of RDL (mean downlink correlation matrix) that correspond to its eight
largest eigenvalues ei, i = 1..8, respectively. Assuming that there is flat fading, the intended
mobile station receives the signals yi(t), i = 1..8, due to transmission of the vector signals xHi (t),
i = 1..8, respectively, which after despreading with the spreading code c(t) (or c∗(t) in case of



























s2(t)uH1 − s1(t)uH2 − s4(t)uH3 + s3(t)uH4 − s6(t)uH5 + s5(t)uH6
+s8(t)uH7 − s7(t)uH8
]



















s4(t)uH1 − s3(t)uH2 + s2(t)uH3 − s1(t)uH4 − s8(t)uH5 + s7(t)uH6
−s6(t)uH7 + s5(t)uH8
]
h + n4 (A.29)
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−s2(t)uH7 − s1(t)uH8
]
h + n8 (A.33)
where h ∈ M×1 denotes a sample of the instantaneous vector of the single channel tap, while
ni, i = 1..8, denote samples of a white Gaussian stochastic process and appear as additive noise
terms. In the calculation of yi(t), i = 1..8, we have assumed that the channel vector h does not
change significantly over the eight consecutive symbol periods Ti, i = 1..8, (this is the default
assumption in space-time spreading, too). The mobile station receiver uses the received signals
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where< denotes the real part of a complex number and each of the terms ñi, i = 1..8, represents
a linear combination of the noise terms ni, i = 1..8, perturbed by the eigenvectors ui, i =
1..8, and the channel vector Hermitian hH, similarly to equations (4.6) and (4.7) on page 74.
Calculation of the mean SNR from any of the estimated signals ŝi, i = 1..8, similarly to equation









Various auxiliary equations and figures














Figure A.1: Uniform linear array (ULA) with M elements.
A.4 Beamwidth of a uniform linear antenna array
In this section we plot the beamwidth of the main beam of the radiation pattern of a uniform
linear array (ULA) as a function of the direction of this beam. The ULA that will be used for
this purpose is shown in Figure A.1, with an element spacing of D = λ2 (the antenna elements
are omnidirectional over the azimuth), where λ is the carrier wavelength. Let us assume that
the complex weights wi, i = 1..M, are such that the difference between the phase of the i-th and
i + 1-th array element is ∆φ = φi+1 − φi = − 2πDλ cos(ψ) = −2πD̃ cos(ψ), where ψ is a constant.
With these assumptions, the absolute value of the amplitude of the electrical field Λ(θ) of the































where |r| is the absolute value of the real number r. The maximum of the electrical field is
Λ(θ) = M and occurs in the direction θ = ψ. This means that the main beam can be steered
in the desired direction through proper adjustment of the phases of the signals of the M array
elements by means of the complex weights wi, i = 1..M, and without mechanical movement
of the array. This is a well known principle with many applications (e.g. airport surveillance
systems). Therefore, for the numerical calculation of the beamwidth of the main beam of the
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power radiation pattern when this beam is in the direction θmain beam (θmain beam ∈ [0o, 90o]), first
we set ψ = θmain beam and θ = θmain beam. Then, we decrease the value of θ by a small step θstep





> −3 dB, the
decrease of θ continues. Assuming that this ratio becomes equal to (or just smaller than) −3 dB
for θ = θcrit, then the 3 dB beamwidth of the main beam is 2 × (θmain beam − θcrit) (of course,
the accuracy of the 3 dB beamwidth calculation is subject to θstep). This process is repeated for





























Figure A.2: 3 dB beamwidth of a uniform linear array as a function of the direction of the main
beam for M = 2, 4, 8, 16.
Also, in order to obtain analytical expressions for easy calculation of the 3 dB beamwidth of
the main beam as a function of its direction, the curves of Figure A.2 have been subject to a
polynomial fit. The resulting polynomials are written below and are also plotted in Figure A.2,
where it can be seen that there is very good agreement between the actual and the fitted values.
f1(θ) = 5.43484 × 10−5θ3 + 4.42043 × 10−3θ2 − 0.169094θ + 59.5173 (A.44)
f2(θ) = 9.79329 × 10−5θ3 − 3.48158 × 10−3θ2 + 0.104064θ + 25.7536 (A.45)
165
Various auxiliary equations and figures
f3(θ) = 1.51878 × 10−6θ4 − 1.54869 × 10−4θ3 + 7.68774 × 10−3θ2
−8.26359 × 10−2θ + 12.9521 (A.46)
f4(θ) = 2.74958 × 10−8θ5 − 4.14827 × 10−6θ4 + 2.43027 × 10−4θ3 − 4.89048 × 10−3θ2
+4.72174 × 10−2θ + 6.34313 (A.47)
A.5 Spatial beam configuration in fixed beams for M = 2, 8
In this section we plot the spatial configuration of the beams of the transmit uniform linear array
of the technique fixed beams (described in section 3.2.3 on page 38) for M = 2 and M = 8.
The number of beams NB used in fixed beams in this thesis is equal to the number of transmit
antenna elements, NB = M. The NB beams are uniformly distributed over the 120o of a cell
sector. Figure A.3 shows the spatial beam configuration when NB = M = 2, while Figure A.4
shows the spatial beam configuration when NB = M = 8, both for a carrier frequency of 2 GHz

















Figure A.3: Uniform spatial beam configuration in fixed beams for NB = M = 2.
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Comparison of theoretical and
simulation results
In chapter 3 the theoretical BER versus SNR performance of the techniques space-time spread-
ing, maximum SNR and transmit antenna array, was calculated in a frequency flat fading scen-
ario by using the eigenvalues of the mean channel correlation matrix in equation (2.9). The
theoretical BER versus SNR performance of minimum BER was also calculated in the same
way in chapter 4. In order to show that this approach leads to correct results for the performance
of the above mentioned algorithms, in this appendix we will compare the theoretical results ob-
tained by using the eigenvalues of the mean channel correlation matrix in equation (2.9) with
simulation results for each of the above techniques. The comparison will show that the theoret-
ical and simulation results match very well, confirming that the above approach of calculating

























Figure B.1: Comparison of theoretical and simulation results of space-time spreading in the
macro cell.
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Figure B.2: Comparison of theoretical and simulation results of space-time spreading in the
micro cell.
B.1 Space-time spreading
In this section theoretical performance results will be compared to simulation results for the
technique space-time spreading. The simulation results are the same as those presented in sec-
tion 3.3.1.1 of chapter 3 (page 44). For the calculation of the theoretical performance results,
in order to be consistent with the simulations, we assume the same parameters as in the simula-
tions. That is, the downlink carrier frequency is fDL,c = 2 GHz and the spacing of the transmit
antenna array is D = λDL2 , where λDL is the wavelength of the downlink carrier frequency fDL,c.
Let us assume that the base station uses M transmit antennas, the downlink carrier frequency
fDL,c and transmit antenna spacing D are as above, and the channel environment where the base
station operates has a central angle of departure θ and an angular spread δ (see Figure 2.11 on
page 20). Then, in order to obtain the theoretical performance results in this scenario, we first
calculate the mean channel correlation matrix R ∈ M×M using the above values of M, D, λDL,
θ and δ in equations A.2 and A.3 of appendix A. Next, the correlation matrix is decomposed
into eigenvalues ei, i = 1..M, and eigenvectors ui ∈ M×1, i = 1..M. If the (linear) value of
SNR is γ, the M eigenvalues are then multiplied by γ 1M (as indicated by equation (3.2) of page
31) and used in equation (2.9) (page 28) to calculate the BER that corresponds to this SNR
value. The SNR value is equal to the ratio of the power of each transmitted data bit across all
M transmit antennas Es, over the power spectral density of the additive white Gaussian noise
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(in the actual calculations we assume that σ2n = 1). In the figures containing the results we plot
the SNR value in dB, rather than the linear one, which is obtained as SNRdB = 10 log10 (γ).
The SNR is varied from −12 dB to 24 dB with a step of 3 dB, and the BER corresponding to
each SNR value is calculated according to the above procedure. This procedure is repeated for
M = 2, 4, 8 in the macro, micro and pico cell, and the results are plotted in figures B.1, B.2 and
B.3 respectively.
Furthermore, the eigenvalues of the mean channel correlation matrix that are used in the above
procedure, have been calculated for M = 2, 4, 8 in the macro, micro and pico cell and are shown
in Table B.1 which is located toward the end of this appendix on page 179. These eigenvalues
can be obtained by calculating the mean channel correlation matrix using the parameters of the
three cell types in equations A.2 and A.3 of appendix A. Also, by using these eigenvalues in
equation (2.9) according to the procedure described above, one can obtain the theoretical results
of figures B.1, B.2 and B.3.
Figure B.1 shows that the theoretical results match the simulation results very well for all shown
SNR and M values in the macro cell. In addition, figures B.2 and B.3 show that the theoretical
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Figure B.4: Comparison of theoretical and simulation results of transmit antenna array in the
macro cell.
results also match the simulation results very well for all shown SNR and M values in the micro
and pico cell respectively. Therefore, the theoretical performance results match the simulation
ones very well in all cell types for the case of space-time spreading.
B.2 Transmit antenna array
In this section theoretical performance results will be compared to simulation results for the
technique transmit antenna array. The simulation results of this section are the same as those
presented in section 3.3.2.1 of chapter 3 (page 50). Again, for the calculation of the theoret-
ical performance results we assume the same parameters as in the simulations, in order to be
consistent with the simulations. This means that the downlink carrier frequency is fDL,c = 2
GHz and the spacing of the transmit antenna array is D = λDL2 , where λDL is the wavelength of
the downlink carrier frequency fDL,c. The procedure of calculating the theoretical performance
of transmit antenna array is the same as that of space-time spreading. The only difference is
that now the eigenvalues are not multiplied by γ 1M as in space-time spreading, but by γ, as
indicated by equation (3.9) on page 35 (this effectively means that there is beamforming gain
in transmit antenna array, which is not present in space-time spreading). The theoretical results
are compared to the simulation ones for M = 2, 4, 8 in the macro, micro and pico cell, and the
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results are plotted in figures B.4, B.5 and B.6 respectively.
Figure B.4 shows that the theoretical results match the simulation results very well for all shown
SNR and M values in the macro cell. In addition, figures B.5 and B.6 show that the theoretical
results also match the simulation results very well for all shown SNR and M values in the micro
and pico cell respectively. Therefore, the theoretical performance results match the simulation



















































Figure B.6: Comparison of theoretical and simulation results of transmit antenna array in the
pico cell.
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Figure B.7: Comparison of theoretical and simulation results of maximum SNR in the macro
cell.
B.3 Maximum SNR
In this section theoretical performance results will be compared to simulation results for the
technique maximum SNR . The simulation results of this section are the same as those presen-
ted in section 3.3.1.2 of chapter 3 (page 47). Again, in order to be consistent with the assump-
tions in the simulations,in the calculation of the theoretical performance results we assume
that the uplink and downlink carrier frequencies are fUL,c = 2.14 GHz and fDL,c = 1.95 GHz
respectively, while the transmit antenna spacing is D = λMID2 , where λMID is the wavelength
of the carrier frequency fMID,c =
fUL,c+ fDL,c
2 . Moreover, as in the simulations, the base station
uses the principal eigenvector uUL,max of the uplink mean channel correlation matrix RUL as
beamformer on the downlink. This means that only the maximum eigenvalue will be used in
the calculations. Because the uplink and downlink channels use different carrier frequencies,
the eigenvalues of RUL do not represent the contribution of the corresponding eigenvectors any
more and cannot be used directly in equation (2.9). Thus, the procedure of obtaining the the-
oretical performance results must be changed as described below. First of all, we assume that
the central angle of departure θ and angular spread δ of the downlink channel is the same as
the angle of arrival and angular spread of the uplink channel, respectively (this assumption was
also made in the simulations of maximum SNR). Then, we use the values of M, D, λUL, λDL, θ
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Figure B.8: Comparison of theoretical and simulation results of maximum SNR in the micro
cell.
and δ that correspond to the channel environment under investigation in equations A.2 and A.3
of appendix A, to calculate both the uplink RUL and downlink RDL mean correlation matrices
(the two matrices differ because fUL,c , fDL,c and λUL , λDL). Next, we perform the eigen-
value decomposition of the uplink correlation matrix RUL and obtain the matrix Eeff ∈ M×M
as follows
Eeff = UHULRDLUUL, (B.2)
where UUL ∈ M×M is a matrix whose columns are equal to the eigenvectors of RUL and
the H superscript denotes complex conjugate transpose. The Eeff matrix is diagonal and its i-th
diagonal element eeff,i represents the contribution of the i-th eigenvector uUL,i, i = 1..M, of RUL.
The diagonal elements of Eeff are called ‘effective eigenvalues’, and their values for M = 2, 4, 8
in the macro, micro and pico cell are shown in Table B.2 at the end of this appendix on page 180.
For each M value and in each channel scenario, the largest effective eigenvalue is multiplied by
the linear SNR value γ and then used in equation (2.9) to give the BER corresponding to this
SNR value in the considered conditions (the largest effective eigenvalue in each case is typed
in a bold type face in Table B.2). Again the SNR value is varied from −12 dB to 24 dB, and the
results for M = 2, 4, 8 in the macro, micro and pico cell are shown in figures B.7, B.8 and B.9,
respectively. The three figures show that there is very good agreement between the theoretical
and simulation results in all the examined cell types.
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Figure B.9: Comparison of theoretical and simulation results of maximum SNR in the pico cell.
B.4 Minimum BER
In this section theoretical performance results will be compared with simulation results for the
technique minimum BER . The simulation results of this section are the same as those presented
in section 4.4 of chapter 4 (page 76). Again, in order to be consistent with the assumptions in
the simulations, we assume that the uplink and downlink carrier frequencies are fUL,c = 2.14
GHz and fDL,c = 1.95 GHz respectively, while the transmit antenna spacing is D =
λMID
2 ,
where λMID is the wavelength of the carrier frequency fMID,c =
fUL,c+ fDL,c
2 . Furthermore, as in
the simulations, the technique is operated in an open loop fashion and the base station uses
the eigenvectors of the uplink mean channel correlation matrix RUL for the transmission of
data signals on the downlink. Because the uplink and downlink channels use different carrier
frequencies, the effective eigenvalues of Table B.2 are used. If the number of eigenvectors used
by the base station is K and the linear SNR value is γ, the K largest effective eigenvalues are
multiplied by γ 1K and then used in equation (2.9) to give the BER corresponding to this SNR
value in the considered channel conditions. The SNR value is varied from −12 dB to 24 dB,
and the results for M = 2, 4, 8 in the macro, micro and pico cell are shown in figures B.10, B.11
and B.12, respectively. Again, the three figures show that there is very good agreement between
the theoretical and simulation results in all the examined cell types and for all M values.
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Figure B.11: Comparison of theoretical and simulation results of minimum BER in the micro
cell.
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Figure B.12: Comparison of theoretical and simulation results of minimum BER in the pico
cell.
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M = 2 TX antennas M = 4 TX antennas M = 8 TX antennas
Cell type (2 eigenvalues) (4 eigenvalues) (8 eigenvalues)
1.98837 3.88616 7.11981
Macro cell 0.01163 0.11340 0.86198
(AOD = 15o, – 0.00044 0.01808
AS = 10o, – 0 0.00013
ρadj = 0.988 – – 0




Micro cell 0.17509 1.17944 2.69241
(AOD = 30o, – 0.10602 1.75698
AS = 45o, – 0.00170 0.39859
ρadj = 0.825 – – 0.02826




Pico cell 0.96469 1.08519 1.26659
(AOD = 1o, – 0.97769 1.09123
AS = 120o, – 0.72590 1.07696
ρadj = 0.035 – – 1.00242
when D = λ2 ) – – 0.98239
– – 0.96024
– – 0.28561
Table B.1: Eigenvalues of the mean channel correlation matrix that were used for the calcula-
tion of the theoretical performance of space-time spreading and transmit antenna
array for M = 2, 4, 8 in the macro, micro and pico cells.
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M = 2 TX antennas M = 4 TX antennas M = 8 TX antennas
Cell type (2 eigenvalues) (4 eigenvalues) (8 eigenvalues)
1.98600 3.86409 6.98003
Macro cell 0.01400 0.13499 0.98303
(AOD = 15o, – 0.00092 0.03640
AS = 10o, – 0 0.00053
ρadj = 0.988 – – 0




Micro cell 0.17595 1.16576 2.72775
(AOD = 30o, – 0.11985 1.74803
AS = 45o, – 0.00263 0.48107
ρadj = 0.825 – – 0.05050




Pico cell 1.06256 0.96069 1.30824
(AOD = 1o, – 0.81418 1.17966
AS = 120o, – 0.99586 1.10594
ρadj = 0.035 – – 1.04380
when D = λ2 ) – – 1.00680
– – 0.98609
– – 0.25927
Table B.2: Effective eigenvalues that were used for the calculation of the theoretical perform-
ance of maximum SNR and minimum BER for M = 2, 4, 8 in the macro, micro and
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Abstract— This paper analyses candidate adaptive algorithms
for operating antenna arrays on the downlink of wideband code
division multiple access (WCDMA) systems, including diversity,
beamforming and hybrid schemes. The algorithms are simulated
and compared with each other under different channel environ-
ments and for various numbers of transmit antennas. Further-
more, a new blind downlink technique is proposed, which optim-
ises performance in all channel environments according to a flex-
ible criterion and yields the best performance among the presen-
ted blind techniques.
Keywords— Adaptive antennas, smart antennas, downlink di-
versity, downlink beamforming.
I. INTRODUCTION
Communication in mobile communication systems using
WCDMA suffers mainly from the effects of two phenomena,
fading and co-channel interference (CCI), which affect bit error
ratio (BER) performance. Antenna arrays can effectively com-
bat both of them by offering diversity, beamforming and hybrid
gain [1], [2], [3], [4], [5], thus improving BER performance.
This paper analyses a number of downlink antenna array tech-
niques for WCDMA systems operating in frequency division
duplex (FDD) mode. The techniques are simulated by means
of Monte Carlo simulations in various channel conditions and
for various numbers of antennas. Also, a new blind hybrid tech-
nique is introduced, which optimises performance by periodic-
ally measuring and adapting to channel conditions, to satisfy a
flexible criterion.
The outline of the paper is as follows. The next section intro-
duces the system model that we assume. Section III presents
diversity techniques, section IV analyses beamforming tech-
niques and section V investigates hybrid techniques. Also, in
section V we propose the new blind hybrid algorithm. Finally,
in section VI we compare all the presented techniques and in
section VII we draw our conclusions.
II. SYSTEM MODEL
This work assumes that the base station (BS) is equipped
with a uniform linear array (ULA) containing M elements,
while mobile stations (MS) use a single antenna. The schem-
atic diagram of a BS operating in a 120o sector of a cell is
shown in Fig. 1. The distance between adjacent elements is de-
noted by D. Although signals are transmitted in all directions
over [−60o, 60o], only signals whose angle of departure (AOD)
lies in [θ − δ/2, θ + δ/2] contribute to the signal received at
the MS, due to MS and scatterer locations. The parameter θ
is the central AOD, while δ is the angular spread (AS) which
arises from the fact that the signal is scattered by objects in the
channel before being received. The BS controls adaptively each
†Antonis C Koutalos gratefully acknowledges the departmental sponsor-












Fig. 1. Schematic diagram of a base station using a uniform linear
array.
element by means of a signal processor (SP).
The channel vector of the l-th temporal tap of the downlink

































where Pl is the tap power, Ql the number of scattered sig-
nals (components) contributing to the tap, φq the random phase
of the q-th component uniformly distributed over [0, 2π], fq
the Doppler frequency shift of the q-th component and θq
the AOD of the q-th component uniformly distributed over
[θ − δ/2, θ + δ/2]. Also, λ is the wavelength of the carrier fre-
quency fc, and a(θq) the array steering vector.
The mean channel correlation matrix (CCM) RDLl of the l-






E[•] denotes expectation and the H superscript complex conjug-
ate transpose. Its eigenvalue decomposition (EVD) will play an
important role in analysing the performance of some of the al-
gorithms. By performing the EVD of RDLl we express it as a








where E is a diagonal matrix whose diagonal entries are equal
to the eigenvalues e1, e2, · · · , eM of RDLl (in descending order)
and U is a matrix whose columns are equal to the correspond-
ing eigenvectors u1,u2, · · · ,uM [6].
We assume that the BS transmits the vector signal x(t)H ∈
C1×M at time t. For flat fading, the MS receives the signal
y(t) = x(t)Hh(t) + n(t) (3)
where h(t) is the channel vector and n(t) is white Gaussian
noise. For frequency selective fading the received signal is




The techniques to be presented can be split into two categor-
ies with respect to mobile feedback they need to estimate the
downlink channel: 1) those that need some kind of feedback
(non-blind techniques) and 2) those that do not need feedback
(blind techniques). In non-blind techniques the MS feeds in-
formation back to BS once per time slot. The next three sections
will present diversity, beamforming and hybrid techniques, re-
spectively, while information about the amount of feedback that
each technique needs will be given after its description.
III. DIVERSITY TECHNIQUES
Downlink diversity techniques will be presented in this sec-
tion. In principle, diversity techniques deliver to the receiver a
number of different versions of the same data signal, which are
combined to obtain an estimate of this signal [3].
A. Space-Time Spreading
Space-time spreading (STS) is a recently proposed diversity
technique for real signal constellations [7]. If M antennas are
used at the BS, the data stream s of a user is split into M sub-
streams si, i = 1..M , and his spreading code c is used to con-
struct M new spreading codes ci, i = 1..M . Then, each an-
tenna transmits a function of all M data substreams and spread-
ing codes. The received signal y at the single-antenna MS re-
ceiver is a linear superposition of the M transmitted signals
perturbed by noise. The receiver cross-correlates the received
signal with each cHi , thus decoupling the M transmitted signals
and obtaining an estimate ŝi of the i-th data substream. STS is
a blind technique, as it does not need feedback from MS to BS.
The signal-to-noise ratio (SNR) of the decision signal at the





/(Mσ2n), where hi is
the channel coefficient between the i-th antenna at the BS and
the single antenna at the MS, while σ2n denotes the noise power
spectral density. Therefore, STS with M antennas provides
M -order diversity gain. This gain increases as the correla-
tion between two adjacent antenna elements, ρadj, decreases
(0 ≤ ρadj ≤ 1). In the STS simulation we use a downlink
carrier frequency of f DLc = 2 GHz and a spacing of D = λ/2.
B. Selection Diversity
According to selection diversity, pilot signals are transmit-
ted from each element of the array. The MS receiver meas-
ures the mean SNR of the M received pilot signals and decides
which element yields the highest mean SNR. This information
is fed back to BS, which then uses only this element to trans-
mit data signals to this MS receiver. Selection diversity is a
non-blind technique which needs ceil(log2(M)) feedback bits
(ceil(x) denotes the smallest integer that is greater than or equal
to x).
Selection diversity yields diversity gain, but lacks beamform-
ing gain as it uses only one antenna for transmission. In the
simulations we use fDLc = 2 GHz, D = λ/2 and assume that
the BS knows which antenna yields the highest SNR at the MS
receiver.
IV. BEAMFORMING TECHNIQUES
In this section we will present beamforming techniques,
which radiate power only in the intended receiver direction thus
improving the SNR of the decision signal and minimising CCI.
A. Fixed Beams
In this technique, a fixed number of beams are formed by the
BS to cover the 120o sector [8]. Pilot signals are transmitted
through each beam and the MS receiver measures which one
yields the highest mean SNR. This information is fed back to
BS, which then uses only this beam to transmit data signals to
this MS receiver. Fixed beams is non-blind, and if it uses NB
beams, it needs ceil(log2(NB)) feedback bits.
The main gain type of this scheme is beamforming gain.
Also, some diversity gain will be present in environments with
large δ. In the simulations we use NB = M beams uniformly
distributed over [−60o, 60o] to cover the 120o sector, the down-
link carrier frequency is f DLc = 2 GHz, the spacing is D = λ/2,
while we assume that the BS knows which beam yields the
highest SNR at the MS receiver.
B. Maximum SNR
This technique’s objective is to maximise the mean SNR of
the received signal by multiplying the transmitted signal by the
appropriate weight vector (beamformer) wH ∈ C1×M [9]. The
mean SNR of the decision signal at the MS receiver for flat fad-






where h ∈ CM×1 is the downlink channel vector, RDL its mean
CCM and σ2n the noise power spectral density. The beamformer
w is chosen so that the mean SNR is maximised, while keeping
the transmitted power equal to that of a single-antenna BS. The
solution to this problem is the unit-norm principal eigenvector
umax of RDL (the eigenvector corresponding to the maximum
eigenvalue emax), wH = uHmax. Replacing R
DL from equa-














n, i.e. the mean
SNR is proportional to the maximum eigenvalue of the mean
downlink CCM. In case of frequency selective fading with









, and the weight vector is set equal
to the principal eigenvector of RDLSUM.
In our simulations we use the principal eigenvector of the
uplink CCM RUL as beamformer, the uplink and downlink car-
rier frequencies are f ULc = 2.14 GHz and f
DL
c = 1.95 GHz
respectively, while the spacing is D = λMID/2, where λMID is






Downlink techniques that combine both diversity and beam-
forming gain will be presented in this section. Also, further
investigation of the EVD of the mean CCM will lead to a new
hybrid technique without mobile feedback which optimises per-
formance in all channel environments according to a flexible
criterion.
A. Transmit Antenna Array
Transmit antenna array (TXAA) is the transmit equivalent of
maximal ratio combining reception [10]. Again the data sig-
nal is multiplied by a weight vector wH ∈ C1×M and then
transmitted, but the objective now is to maximise the instant-
aneous SNR of the decision signal at the MS receiver. For flat














hH, where h de-
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notes the downlink channel vector and hi the channel coeffi-
cient between the i-th antenna at the BS and the single antenna
at the MS. The mean SNR of the decision signal at the MS re-








noise power spectral density. TXAA yields M -order diversity
gain as well as beamforming gain. In case of frequency select-
ive fading with N taps, the instantaneous CCMs of all downlink




i , and the weight vector
is set equal to the principal eigenvector of RINSTSUM .
The number of feedback bits needed by TXAA depends on
M and the quantisation scheme that is used to quantise the
channel coefficients hi that will be fed back to BS. This num-
ber is larger than that of selection diversity and fixed beams
(i.e. higher rate feedback is needed by TXAA). In the simula-
tions we use fDLc = 2 GHz and D = λ/2, while the BS is
assumed to know the downlink channel vector prior to trans-
mission.
B. Minimum BER
The MAX SNR algorithm and the EVD of the mean CCM
will be investigated further in this section. This investigation
will result in the proposal of a new hybrid algorithm.
B.1 Motivation
When the principal eigenvector of RDL is used as beam-
former, the SNR of the MAX SNR algorithm is proportional to
the maximum eigenvalue of RDL. Replacing RDL from equa-
tion (2) to the SNR expression of MAX SNR and using the i-th
eigenvector as beamformer, it is shown that the SNR is propor-
tional to the i-th eigenvalue, SNR = ei/σ2n. This means that
the amplitude of the i-th eigenvalue is an indication of how ef-
ficiently the power is transferred across the downlink channel
to MS, if the i-th eigenvector is used as beamformer.
Fig. 2 shows the amplitude of the eigenvalues of RDL for a
4-element array as a function of δ (spacing is D = λ/2 and
AOD = 0o). For small values of δ there is a dominant eigen-
value and only the direction indicated by the dominant eigen-
vector transfers the power efficiently. However, as δ increases,
the amplitude of the smaller eigenvalues increases, too, and be-
comes comparable to that of the dominant one. This means that
the directions indicated by the eigenvectors corresponding to
these eigenvalues become also efficient in power transfer, and
using only the dominant eigenvector does not exploit fully the


































Fig. 2. Eigenvalue amplitude as a function of δ (M = 4, D = λ/2,
AOA = 0o).
To investigate and quantify the potential diversity gain of us-
ing more than one eigenvector, we will plot the required SNR
for a target BER = 10−3, when various numbers of eigen-
vectors are used as beamformers. Using the principal eigen-
vector provides a mean SNR proportional to the largest eigen-
value, so using the K eigenvectors that correspond to the K
largest eigenvalues is expected to yield K diversity paths with
mean SNR values proportional to the K largest eigenvalues.
Since the eigenvectors are mutually orthogonal [6], the K di-
versity paths are mutually uncorrelated and equation (14-5-28)
of [3] can be used.
Fig. 3 shows the required SNR as a function of AS, for the
target BER and various numbers of eigenvectors. The number
of elements is M = 4, spacing D = λ/2 and AOD = 0o. The
K = 1 curve corresponds to MAX SNR performance and the
K = M curve corresponds to STS performance. The figure
shows that K = 1 needs the lowest SNR only if δ is smaller
than about 4o. For AS larger than 4o a K > 1 needs the lowest
SNR for the specified target BER. For example, if 4o ≤ δ ≤
45o, K = 2 needs the lowest SNR, while if δ > 97o K = M
(STS) needs the lowest SNR. For other M and/or target BER
values the curves are shifted upward or downward, but the trend
is always the same: the optimum solution is K = 1 for small δ,
K = M for large δ and 1 < K < M for moderate δ. Next we



























Fig. 3. Required SNR for a target BER = 10−3 and various numbers
of eigenvectors as a function of δ (M = 4, D = λ/2, AOA = 0o).
B.2 Algorithm description
We propose combining the K eigenvectors (eigenbeams) ac-
cording to a space-time technique [11], such as STS. In refer-
ence [12] space-time coding was applied to ‘normal’ beams for
complex data symbols and M = 2. Here, we apply space-time
coding to eigenbeams and real data symbols for an arbitrary M .
Also, the authors in reference [13] discuss generally the applic-
ation of space-time codes to eigenbeams, but do not analyse it.
Here, we propose a specific combination of space-time coding
and eigenbeams and analyse its performance.
The BS determines the target BER according to other sys-
tem requirements, such as voice or service quality at the MS.
It then uses equation (14-5-28) of [3] to calculate the K requir-
ing the lowest SNR for this BER. Finally, it combines the K
dominant eigenbeams according to STS and transmits to the in-
tended MS. We call this scheme Minimum BER (MIN BER).
For instance, if K = 2 eigenbeams need the lowest SNR for the
specified target BER, the user’s real data sequence s is divided
into two subsequences s1 and s2, as in STS. The BS then uses
the symbol periods T1 and T2 to transmit the signals xH1 and
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1 − s1c(t)uH2 ) (over T2), (5)
where Es is the signal power, c(t) the user’s spreading code and
u1 and u2 the two dominant eigenvectors of RDL. Under flat
fading conditions, the MS receives the signal y1 due to xH1 and
the signal y2 due to xH2 , which after despreading are written as
y1 = x
H








2 )h + n1 (6)
y2 = x
H






1 − s1uH2 )h + n2 (7)
where h is the channel vector while n1 and n2 denote white
Gaussian noise. It is assumed that the channel does not change
significantly over the two symbol periods (default assumption
in STS). Then, the aquisition of the estimates ŝ1 and ŝ2 of s1
and s2, respectively, is performed as in STS. The mean SNR
of the decision signal is SNR = Es(e1 + e2)/(2σ2n), where e1
and e2 are the two largest eigenvalues of RDL, and σ2n denotes
the noise power spectral density. Hence, MIN BER achieves
the expected 2-fold diversity gain by using two eigenvectors.
Since there is an STS scheme for any number of antennas and
real signal constellations [11], the same approach can be ap-






/K , which shows that K-fold di-
versity gain in the domain of eigenbeams is achieved. In case
of frequency selective fading with N taps, the mean CCMs of









the eigenvectors of RDLSUM are used.
Performance is optimised according to the target BER, which
is a flexible criterion as it can be changed to meet other sys-
tem requirements such as voice or service quality at the MS.
MIN BER is especially beneficial in environments with mod-
erate AS, where neither diversity nor beamforming techniques
yield the maximum expected gain. Also, its ability to move
from a pure beamforming technique (K = 1) to a pure di-
versity technique (K = M ), allows it to adaptively provide
the optimum solution in all channel environments.
In the simulations the BS uses the eigenvectors of the mean
uplink CCM RUL as beamformers, so MIN BER is operated in
a blind mode. Also, the uplink and downlink carrier frequencies
are fULc = 2.14 GHz and f
DL
c = 1.95 GHz, respectively, while
the spacing is D = λMID/2, where λMID is the wavelength of






In this technique, if the downlink channel consists of N
resolvable taps, the MS performs the EVD of the mean CCM
RDLl , l = 1..N of all of them [13]. With M antennas at the BS,
a set of MN eigenvalues is obtained. The eigenbeams corres-
ponding to the L largest eigenvalues are sent to the BS. Then,
the MS calculates which of the L eigenbeams yields the highest
SNR over every time slot. This information is fed back to the
BS which uses only this eigenbeam as beamformer to transmit
data signals to this MS. The number of feedback bits needed
for the L eigenbeams to be sent to BS and to be updated when
the long term properties of the channel change, depends on L
and the quantisation scheme used. Also, ceil(log2(L)) feed-
back bits are needed to pick the eigenbeam yielding the highest
SNR over every time slot.
Here we will simulate a slight modification of the tech-





l , performs the EVD of R
DL
SUM and sends all
its eigenvectors to the BS. Finally, the MS calculates which ei-
genbeam yields the highest SNR over every time slot and sends
this information back to the BS,which uses this eigenbeam for
data transmission to the MS. The downlink carrier frequency is
fDLc = 2 GHz, the spacing is D = λ/2 and the BS is assumed
to know which eigenbeam must be used over every time slot.
VI. SIMULATION RESULT COMPARISONS
In this section we compare simulation results of all tech-
niques in terms of BER vs SNR performance for BPSK mod-
ulation, in both flat and frequency selective fading. All tech-
niques transmit unit power for fair comparison, while the MS
receiver is assumed capable of obtaining noiseless estimates of
the downlink channel coefficients hi, i = 1..M .
Type of cell AOD (deg) AS (deg) ρadj
Macro 15 10 0.988
Micro 30 45 0.825
TABLE I
CELL TYPES USED IN FLAT FADING SIMULATIONS
Table I shows the cell types and their parameters, which
have been used in the simulations of flat fading conditions [14].
Also, table II shows the parameters of the two taps used in the
simulation of the frequency selective conditions.
Tap Power (dB) AOD (deg) AS (deg) ρadj
# 1 0 2 10 0.987
# 2 -3 30 25 0.943
TABLE II
TAPS USED IN FREQUENCY SELECTIVE FADING SIMULATIONS
Simulation results for 4 antennas in the macro cell envir-
onment are shown in Fig. 4. Dashed curves correspond to
blind techniques, while solid curves correspond to non-blind


















Fig. 4. Comparison of all techniques in the macro cell for M = 4.
formance of all techniques providing the lower bound, though
at the expense of high rate feedback. Eigenbeamforming ap-
proaches the lower bound to within 1.8dB at BER = 10−3, but
requires high rate feedback. MIN BER approaches the lower
bound to within 3dB and is better than all blind techniques at
BER = 10−3, but at higher BERs it is worse than MAX SNR.
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This is because the diversity gain of using two eigenvectors
(K = 2) prevails only at higher SNRs (lower BERs). Also,
MIN BER has been optimised for target BER = 10−3. Fixed
beams has the same performance as MAX SNR for low SNRs,
which is attributed to the particular channel environment, as the
central AOD coincides with the maximum radiation of a beam
of fixed beams. However, it becomes better than MAX SNR at
higher SNRs due to diversity gain. STS is worse than all blind
techniques for low SNR (<18dB), but improves significantly
for higher SNR (>18dB) because of the diversity nature of its
gain. Finally, selection diversity yields the worst performance
of all non-blind techniques at all shown SNR values. This is
due to its lack of beamforming gain and the low diversity gain


















Fig. 5. Comparison of all techniques in the micro cell for M = 8.
Next, Fig. 5 shows simulation results for 8 antennas in the
micro cell. Although MAX SNR uses more antennas, it per-
forms worse than previously as there is no preferred direction
of transmission because of large AS. MIN BER is again bet-
ter than all other blind techniques, especially at higher SNR
(>-6dB). Selection diversity improves significantly due to the
higher diversity gain of the richer scattering environment of
the micro cell, and is marginally better than MIN BER (within
0.7dB). Fixed beams provides equal-strength (partially) correl-
ated beams while eigenbeamforming provides unequal-strength
uncorrelated eigenbeams, both of which can be seen as a trans-
formation in space. In the micro cell, both transformations


















Fig. 6. Comparison of all techniques for frequency selective fading
and M = 8.
Simulation results under a frequency selective fading scen-
ario with the two taps of table II and M = 8 are shown in
Fig. 6. We assume that the two taps are resolved by the mo-
bile RAKE receiver and there is no interference between them.
Again, TXAA yields the lower bound while fixed beams and
eigenbeamforming perform within about 1.8dB away from it
at BER = 10−3. Also, fixed beams starts off together with
MAX SNR at very low SNR but performs much better than it
at higher SNR (about 7dB better at BER = 10−3), as it benefits
from diversity gain. MIN BER is worse than MAX SNR at low
SNR (<0dB), but becomes better than all blind techniques at
higher SNR (>0dB). Finally, selection diversity is now margin-
ally worse than MIN BER.
All results show that non-blind techniques perform in general
better than blind ones, which is expected as they use mobile
feedback information about the downlink channel. The gain
over the blind techniques is an indication of how much the per-
formance can be improved by introducing mobile feedback.
VII. CONCLUSIONS
Candidate downlink adaptive antenna techniques for
WCDMA systems have been analysed and simulated in this pa-
per. Comparison results show that TXAA provides the lower
bound on the performance and eigenbeamforming performs
closely to it, but they require high rate feedback. Blind beam-
forming techniques such as MAX SNR do not perform effi-
ciently in environments with large AS. Non-blind techniques
perform better than blind ones, providing an indication of how
much the performance can be improved by using mobile feed-
back. Also, a new blind hybrid technique has been introduced,
which periodically measures the channel (in the form of its
mean CCM) and adapts to it to satisfy a flexible criterion. Its
behaviour ranges from pure beamforming to pure diversity, op-
timising the performance under all channel conditions.
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Abstract— This paper discusses the effect of pilot signals on
the performance of adaptive antenna array algorithms. The
adaptive antennas are employed on the downlink of wideband
code division multiple access (WCDMA) mobile communica-
tion systems which operate in frequency division duplex (FDD)
mode. The algorithms are first simulated under a scenario
where all required parameters are known to both base station
(BS) and mobile station (MS). Also, different types of pilot sig-
nals are described and the algorithms are simulated under a
scenario where these pilot signals are used to estimate the re-
quired parameters. The impact of the different types of pilot
signals on the performance of the algorithms is then discussed.
Keywords—Adaptive antennas, antenna arrays, pilot signals.
I. INTRODUCTION
Adaptive antenna arrays are employed in BSs of mobile
communication systems, as they can improve the mean signal-
to-noise ratio (SNR) and suppress co-channel interference
(CCI). Among the first applications of antenna arrays was that
of signal reception on the uplink (MS to BS link) [1], [2],
[3]. Recently, there has been increasing interest in employing
them also on the downlink (BS to MS link) [4], [5]. How-
ever, in FDD systems the downlink is more challenging than
the uplink because the BS has no direct access to the channel
vector and other parameters it may need (e.g. which antenna
or beam to use for data signal transmission to the intended
MS). These parameters are practically obtained by means of
pilot signals.
Pilot signals are transmitted by the BS and are used by the
MS to estimate the downlink channel vector and any other
required parameters. Some of these parameters are used by
the MS itself, while others are fed back to BS which uses
them for data signal transmission to the MS. The MS may also
transmit pilot signals so that the BS estimates the necessary
parameters. Nevertheless, the estimated parameters contain
noise, since the pilot signals used to estimate them are noisy,
which affects the system performance.
This paper presents simulation results for a number of
downlink antenna array techniques without pilot signals
(i.e. the MS and BS are assumed to know all the required
parameters perfectly) and with pilot signals (i.e. pilot signals
are used to estimate the required parameters). The results are
then compared to each other and the effects of different types
of pilot signals on the performance of each technique are dis-
cussed.
†Antonis C Koutalos gratefully acknowledges the financial support of
his studies by the Electronics & Electrical Engineering Department of the
University of Edinburgh, Edinburgh, Scotland.
The organisation of the paper is as follows. Section II ad-
dresses the system model that is assumed while section III in-
troduces the techniques that will be simulated in the paper. Fi-
nally, section IV presents the simulation results and discusses
the pilot signal effects on the performance of the techniques,
and section V draws our conclusions.
II. SYSTEM MODEL
Each cell of the system is divided into three sectors of 120o
each. The BS is assumed to employ a uniform linear array
(ULA) with M elements to transmit signals to MSs, which use
a single-element antenna to receive signals. If sd is the data
signal to be transmitted to a MS and c(t) the spreading code
of this MS (which is complex in general and has unit norm),




where Es is the power of the data signal, wH ∈ C1×M is
the weight vector (or beamformer) that the BS uses and the H
superscript denotes complex conjugate transpose of a vector.
The MS receives a signal which, after cross-correlation with







h ∈ CM×1 is the downlink channel vector, n denotes addit-
ive white Gaussian noise and ζ contains the combined effects
of the weight vector and the channel vector. The downlink































where P is the channel power, Q the number of scattered
signals (components) contributing to the channel, φq the ran-
dom phase of the q-th component uniformly distributed over
[0, 2π], fq the Doppler frequency shift of the q-th component
and θq the angle-of-departure (AOD) of the q-th component
with respect to the perpendicular to the array axis. The AOD
θq is uniformly distributed over [Θ − δ/2,Θ + δ/2], where Θ
is the central AOD and δ is the angular spread (AS) of the
channel. Also, λ is the wavelength of the carrier frequency fc
and D the array element spacing.
The BS transmits pilot signals so that the MS can estimate
either h or ζ (depending on the technique) and obtain an es-
timate ŝd of the data signal from the received signal y. Also,
in techniques where the BS needs information about the up-
link channel, the MS transmits pilot signals from which this
information is obtained. Finally, if the BS needs information
about the downlink channel in order to calculate the weight
vector wH, it transmits pilot signals from which the MS ob-
tains downlink channel information. This information is then
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fed back to the BS by means of feedback signals.
III. DESCRIPTION OF TECHNIQUES
In this section we briefly describe the antenna array tech-
niques that will be simulated in section IV. In the description
of each technique we will focus on the parameters that need
to be estimated via pilot signals.
A. Space-Time Spreading
Space-time spreading (STS) is a diversity technique in
which the data signal is coded according to a space-time cod-
ing scheme, and then transmitted through each antenna ele-
ment [6], [7]. The MS cross-correlates the received signal
with the appropriate spreading codes, thus decoupling the sig-
nals transmitted from each element and obtaining an estim-
ate of the initial transmitted data signal. Due to the coding
scheme, the BS does not need downlink channel information,
but the MS needs to estimate this channel in order to demodu-
late the received signal. Therefore, in the simulations the BS
transmits pilot signals which are used by the MS to estimate
the downlink channel.
B. Maximum SNR
Maximum SNR (MAX SNR) is a beamforming technique
that maximises the expected SNR of the decision signal at
the MS receiver [8]. For this purpose, it uses the principal
eigenvector uDLmax of the downlink channel correlation mat-
rix (CCM) RDL as beamformer (uDLmax is the eigenvector cor-
responding to the maximum eigenvalue eDLmax of R
DL). The






where hDL(t) is the downlink channel vector and E[•] denotes
the expectation operation.
The MS can calculate the downlink CCM RDL and its prin-
cipal eigenvector uDLmax, and feed either the CCM or the ei-
genvector back to the BS. This requires a reliable feedback
path from MS to BS. Alternatively, the BS can calculate the
uplink CCM RUL and use its principal eigenvector uULmax as
beamformer. Then, the feedback path is avoided, but in FDD
systems there will be some performance degradation because
the uplink and the downlink channels do not use the same car-
rier frequency and their CCMs are not exactly the same. In
our simulations the BS will calculate RUL from pilot signals





Selection diversity is a diversity scheme, in which the BS
transmits pilot signals from each antenna element which are
used by the MS to measure which antenna yields the highest
SNR (’best’ antenna) [9]. This information is fed back to the
BS, which then uses only this best antenna to transmit data
signals to this MS. The number of pilot bits needed to feed
back an index to the best antenna is ceil(log2(M)) (ceil(x)
denotes the smallest integer that is greater than or equal to x).
Selecting the antenna with the highest SNR, is analogous
to selecting the antenna with the largest instantaneous power
when the average noise power is the same for all antennas [9].
However, the instantaneous power of the pilot signals of each
antenna is influenced by noise and, thus, the best antenna se-
lection by the MS may be incorrect, resulting in performance
loss. Also, even if the best antenna is selected correctly at the
MS, this information has to be fed back to BS. The noise that
is present in the feedback signals from MS to BS can cause
the BS to use the wrong antenna for data signal transmission
to MS. In the simulations we simulate the effects of these both
phenomena.
D. Fixed Beams
Fixed beams is a beamforming technique [10]. The BS sets
up a fixed number of beams, NB, to cover the cell sector that it
serves and transmits pilot signals through each beam. The MS
measures the beam that yields the highest SNR (’best’ beam)
and feeds this information back to the BS, which uses only
this best beam to transmit signals to this MS. The number of
pilot bits needed to feed back an index to the best beam is
ceil(log2(NB)).
The selection of the best beam is performed similarly to
the selection of the best antenna in selection diversity. There-
fore, the basic sources of errors and performance loss in fixed
beams are similar to those in selection diversity. Namely, the
best beam may not be selected correctly by the MS due to
noise in the pilot signals, or the index to the best beam that
the MS feeds back to BS may be corrupted due to noise in the
feedback signals. In the simulations we simulate the effects
of both phenomena.
IV. SIMULATION RESULTS
In this section we present simulation results for the above
techniques. We distinguish among different types of pilot
signals and discuss their impact on the system performance.
We use three types of cells [11], which are shown in table I.
For each technique, we only show results in the environment





CHANNEL TYPES USED IN THE SIMULATIONS
where it yields the best performance (i.e. beamforming tech-
niques in the macro cell, diversity techniques in the pico cell
etc.), so that the only performance degradation is due to pi-
lot signal effects. Also, the modulation is BPSK, the channel
is flat fading, the symbol period is Ts = 14.2µsec and the
maximum Doppler frequency shift fD = 110Hz.
A. Pilot signals for channel estimation at the MS receiver
First we discuss the effects of pilot signals used for channel
coefficient estimation at the MS receiver: the BS transmits
pilot signals which are used by the MS receiver to estimate
the downlink channel and demodulate the received signals.
Fig. 1 shows simulation results (bit error ratio (BER) versus
SNR) with both perfect channel knowledge and noisy chan-
nel estimates at the MS receiver for STS and M = 2, 4, 8.
The downlink carrier frequency is fc = 2GHz, the spacing is













M=2, Perf chan know
M=4, Perf chan know
M=8, Perf chan know
M=2, Noisy chan est
M=4, Noisy chan est
M=8, Noisy chan est
Fig. 1. Effect of noisy channel estimates in STS in the pico cell.
mits a pilot signal from each antenna so that the MS can es-
timate each channel coefficient. The ratio of each antenna’s
pilot signal power to the total power of each data symbol
across all M antennas is A = 10dB. As it is expected, the
performance with noisy channel estimates is worse than the
performance with perfect channel estimates for the same M .
The amount by which the performance deteriorates depends
on A: the larger the A the better the channel estimates and
the smaller the performance degradation. Also, the perform-
ance degradation is almost the same for all values of M and
equal to about 0.5dB. This is in contrast with the results in
[6], where the degradation increases with M . However, in [6]
the total power allocated to pilot signals is 10dB higher than
the total data signal power across all M antennas, so the ratio
of each antenna’s pilot signal power to the total data signal
power is A = 10 − 10 log10(M)dB. Hence, each antenna’s
pilot signal power decreases as M increases, yielding worse
channel coefficient estimates and worse performance. This
behaviour is characteristic to STS because the MS needs to
estimate all M channel coefficients. The other techniques do
not exhibit this behaviour as the MS does not need to estimate
all M channel coefficients to demodulate the received signal.
Consequently, their performance degradation due to this type
of pilot signals is the same for all values of M , without re-
quiring more pilot power as M increases. Nevertheless, se-
lection diversity and fixed beams need more pilot power as M
increases for the best antenna or beam selection, respectively,
as the MS needs to estimate the SNR of all antennas or beams.
B. Pilot signals for CCM estimation at BS
Next, we move on to the effects of pilot signals used for the
uplink CCM RUL estimation at the BS. Fig. 2 shows simu-
lation results for both perfect knowledge of RUL and noisy
estimates of RUL for MAX SNR and M = 2, 4, 8 in the
macro cell. The downlink and uplink carrier frequencies are
fDLc = 1.95GHz and f
UL
c = 2.14GHz respectively, while
the spacing is D = λMID/2, where λMID is the wavelength




c )/2. The BS
uses the principal eigenvector uULmax of the uplink CCM R
UL
as beamformer to transmit signals on the downlink. In the
case of perfect RUL knowledge, RUL is calculated theoret-
ically as described in [12]. In the case of noisy RUL estim-
ates, the BS estimates the uplink channel vector hULi (t+ iTs),
i = 0, 1, · · · , Np − 1 of Np consecutive pilot symbols trans-
mitted by the MS, and then calculates RUL as the expecta-







i (t + iTs)h
UL
i (t + iTs)
H. After the
estimation of RUL, its principal eigenvector uULmax is calcu-
lated and used as beamformer to transmit Nd data symbols
on the downlink. In the simulation we use Np = 4 and
Nd = 20, i.e. the ratio of pilot symbols to data symbols is
γ = Np/Nd = 0.2. The ratio of the pilot symbol power to the
data symbol power is A = 10dB.
Fig. 2 shows that the performance with RUL estimated from
pilot symbols is worse than the performance with perfect RUL
knowledge for the same M . This is partly because of the noise
that is present in the channel vector estimates and partly be-
cause of the small number of pilot symbols over which RUL is
averaged. Nevertheless, the noise is much less significant than
the number of pilot symbols, since it does not affect much
the principal component of the eigendecomposition of RUL
which is used as beamformer but the components with smal-
ler amplitude (i.e. the eigenvectors that correspond to eigen-
values with smaller amplitude). On the other hand, the small
number of hULi samples cannot yield the direction that max-
imises the expected SNR of the decision signal (in the form
of uULmax) with high accuracy. Consequently, the main beam of












M=2, Perf CCM know
M=4, Perf CCM know
M=8, Perf CCM know
M=2, Noisy CCM est
M=4, Noisy CCM est
M=8, Noisy CCM est
Fig. 2. Effect of noisy uplink CCM estimates in MAX SNR in the
macro cell.
Also, the performance loss is greater for higher values of
M (about 2dB for M = 2 and about 4dB for M = 4, 8 at
BER = 10−3). This is due to the fact that the beamwidth of
the array with M = 2 is so broad that even if the main beam is
steered slightly off the correct direction, it still ’illuminates’ a
large part of the AS. On the other hand, the array beamwidth
is much narrower with M = 4, 8 and even small fluctuations
of the main beam around the correct direction cause it to ’il-
luminate’ a much smaller part of the AS.
C. Pilot signals for best antenna or beam selection at MS
Next we discuss the effects of pilot signals used for select-
ing the best antenna or the best beam for data signal trans-
mission on the downlink of selection diversity or fixed beams,
respectively. In this scenario, the BS transmits pilot signals
which are used by the MS to select the antenna or beam that
provides the highest SNR, and this antenna or beam is then
used for transmission on the downlink. Here we only simulate
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the effects of selecting the best antenna or beam from noisy pi-
lot signals, while we assume that the feedback of the index to
the best antenna or beam from MS to BS is performed noise-
lessly. Also, we assume that the MS has perfect knowledge of
the downlink channel coefficients during the transmission of
the data signals and after the selection of the best antenna or
beam. These assumptions eliminate all other sources of per-
formance degradation due to pilot signals except for the noisy
selection of the best antenna or beam, so we can discuss their
impact on the performance separately.
Fig. 3 shows simulation results for selection diversity with
both noiseless and noisy selection of the best antenna by the
MS, for M = 2, 4, 8 in the pico cell. For the noiseless an-
tenna selection we assume that the BS knows which antenna
yields the highest instantaneous SNR over each data symbol
and uses this antenna for transmission to the MS. Although
this assumption is unrealistic, it yields reference results which
can be compared to the results from the noisy antenna selec-
tion to reveal its effects. For the noisy antenna selection the
MS averages the SNR of the M antennas over Np = 4 pi-
lot symbols which are transmitted by the BS, and determines
which gives the highest SNR. Then an index to this antenna is
fed back to the BS (noiselessly), which uses it for the trans-
mission of Nd = 20 data symbols (γ = Np/Nd = 0.2). The
ratio of the pilot symbol power per antenna to the total data
symbol power is A = 6dB. The downlink carrier frequency
is fDLc = 2GHz, and the spacing is D = λ/2, where λ is the











M=2, Perf ant sel
M=4, Perf ant sel
M=8, Perf ant sel
M=2, Noisy ant sel
M=4, Noisy ant sel
M=8, Noisy ant sel
Fig. 3. Effect of noisy antenna selection in selection diversity in
the pico cell.
The results of Fig. 3 show that the performance with noisy
antenna selection is about 0.5dB worse than the performance
with noiseless antenna selection. Also, the degradation is con-
stant for all values of M , as the total power allocated to pilot
signals increases with M (i.e. the pilot signal of each antenna
has a power 6dB higher than the data signal, regardless of the
total number of antennas in the BS). This is the same as the
assumption used in STS for downlink channel estimation at
the MS using pilot signals.
Next, Fig. 4 shows simulation results for fixed beams with
both noiseless and noisy selection of the best beam by the
MS, for M = 2, 4, 8 in the micro cell. The number of beams
formed in the 120o cell sector is equal to the number of anten-
nas in the BS, NB = M [4]. For the noiseless beam selection
we assume that the BS knows which beam yields the highest
instantaneous SNR over each data symbol and uses this beam
for transmission to the MS, for the same reason as in selection
diversity. For the noisy beam selection the MS averages the
SNR of the NB beams over Np = 4 pilot symbols which are
transmitted by the BS, and determines which gives the highest
SNR. Then an index to this beam is fed back to the BS (noise-
lessly), which uses it for the transmission of Nd = 20 data
symbols (γ = Np/Nd = 0.2). The ratio of the pilot symbol
power per beam to the total data symbol power is A = 6dB.
The downlink carrier frequency is f DLc = 2GHz, and the spa-











M=2, Perf beam sel
M=4, Perf beam sel
M=8, Perf beam sel
M=2, Noisy beam sel
M=4, Noisy beam sel
M=8, Noisy beam sel
Fig. 4. Effect of noisy beam selection in fixed beams in the micro
cell.
The results are similar to those of selection diversity. That
is, the performance with noisy beam selection is about 0.5dB
worse than the performance with noiseless beam selection.
Also, this performance degradation is the same for all values
of M , as the total power allocated to pilot signals increases
with M .
D. Pilot signals for best antenna or beam feedback from MS
to BS
Finally, the simulations in this section study the effects of
errors due to noise in the feedback path used to feed an in-
dex to the best antenna or beam in selection diversity or fixed
beams, respectively. We assume that the best antenna or beam
is selected by the MS from noiseless pilot signals (i.e. the MS
has perfect knowledge of which antenna or beam yields the
highest average SNR over the Np = 4 pilot symbols), and
transform the index to the best antenna or beam from decimal
into binary form. Then, we alter the value of each binary digit
of the index with probability BER = 10−2 and transform the
resulting binary number back into decimal. Finally, the BS
uses the antenna or beam that the resulting decimal number
points to for transmission of Nd = 20 data symbols to MS.
All other assumptions and parameters are the same as in the
previous subsection. Also, we simulate the two techniques
using an error probability of BER = 0 for the feedback path
(i.e. no errors on the feedback path), and compare the results
with the noisy feedback results.
Fig. 5 shows simulation results for selection diversity in the
pico cell and for M = 2, 4, 8. For small SNR values, the BER
of the data signals is larger than the BER of the feedback sig-
nals, making the noise in the received data signals the domin-













M=2, Perf ant fback
M=4, Perf ant fback
M=8, Perf ant fback
M=2, Noisy ant fback
M=4, Noisy ant fback
M=8, Noisy ant fback
Fig. 5. Effect of noisy antenna feedback in selection diversity in
the pico cell.
signals dominates the performance, while the effect of the
noise in the feedback signals is small, and the curves overlap.
As the SNR increases, the noise in the received data signals
becomes smaller and the noise in the feedback signals starts to
dominate. Thus, the performance with noisy feedback signals











M=2, Perf beam fback
M=4, Perf beam fback
M=8, Perf beam fback
M=2, Noisy beam fback
M=4, Noisy beam fback
M=8, Noisy beam fback
Fig. 6. Effect of noisy beam feedback in fixed beams in the micro
cell.
Fig. 6 shows simulation results for fixed beams in the mi-
cro cell and for M = 2, 4, 8. Although the results of Fig. 6
show the same trend as those of Fig. 5 (for the same reasons),
fixed beams is affected more by the noisy feedback signals
than selection diversity. The antenna elements of the ULA in
the BS are omnidirectional and even if the wrong element is
used for transmission, a certain amount of power will eventu-
ally be transmitted in the direction of the MS, so the perform-
ance is not affected too much. However, if the wrong beam
is used for transmission, there may be very little or even not
at all transmitted power in the direction of the MS (depending
on the particular beam and the central AOD of the channel),
and the performance is affected dramatically. Consequently,
fixed beams is more sensitive to feedback noise than selection
diversity.
V. CONCLUSIONS
In this paper we described different types of pilot signals
used in adaptive antenna arrays which operate on the down-
link of FDD wideband CDMA mobile communication sys-
tems. We also simulated a number of antenna array tech-
niques using these pilot signals, and discussed the impact of
each type of pilot signals on their performance. Differences of
the impact of the pilot signals on the performance of different
antenna array algorithms were also discussed.
Simulation results show that the performance loss is ap-
proximately 0.5dB, when the MS estimates the downlink
channel coefficients from pilot signals which have 10dB
higher power than the data signals. STS requires that the
total power allocated to this type of pilot signals increases
with M so that the loss does not increase with M , while the
other techniques do not have this requirement. Furthermore,
when the BS estimates the uplink CCM from pilot signals in
MAX SNR, the performance loss increases with M , as the
array beamwidth decreases with M . Also, there is a perform-
ance loss of about 0.5dB in both selection diversity and fixed
beams, when the MS selects the best antenna or beam, re-
spectively, from pilot signals that have 6dB higher power than
the data signals. In addition, when errors on the feedback
path occur with a constant probability, both selection diversity
and fixed beams yield increasingly worse performance with
SNR. Finally, fixed beams is more sensitive to feedback path
noise than selection diversity, as choosing the wrong beam
usually has a greater effect on the final system performance
than choosing the wrong antenna.
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Abstract— We investigate the effect of the frequency divi-
sion duplex (FDD) gap on the performance of open loop ad-
aptive beamforming antenna arrays for wideband code divi-
sion multiple access (WCDMA) communication systems. We
show that the system performance worsens with increasing
FDD gap. Also, a simple technique that mitigates the FDD
effect is presented. It is easily implemented and compensates
for most of the performance loss even for relatively large FDD
gap values. Finally, we compare this technique with a more
complex one and show that the two compensation techniques
yield very similar results in the studied channel environment.
Keywords—Frequency transformation downlink beamform-
ing, open loop downlink beamforming.
I. INTRODUCTION
Adaptive antenna arrays are used in base stations of
WCDMA communication systems, as they offer desirable
advantages over single antenna systems. These include mit-
igation of the received signal amplitude fading and spatially
selective reception and transmission. Typically, they are ex-
ploited on the uplink (mobile-to-base station link) [1], but
recently there has been increasing interest in applying them
also to the downlink (base-to-mobile station link) [2], [3],
[4]. In this work we will focus on beamforming adaptive
antennas which can be used to transmit power only in the
direction of the intended user, thus enhancing the signal-to-
noise ratio (SNR) of this user and minimising interference to
non-intended users.
In order to calculate the beamforming vector, the base sta-
tion typically needs information about the downlink channel
vector of the intended mobile user. In time division duplex
(TDD) systems the uplink and downlink channels use the
same carrier frequency and the base station can obtain down-
link channel information by measuring the uplink channel
vector. In frequency division duplex (FDD) systems, how-
ever, the two channels use different carrier frequencies and
the instantaneous channels are not the same. Nevertheless,
when the separation of their carrier frequencies due to FDD,
fFDD (FDD gap), is not large, there is a strong relationship
between their average statistical properties [2]. Therefore,
techniques that calculate the beamforming vector by taking
into account the average statistical properties of the down-
link channel (such as the one introduced in [2]), may be able
to obtain this information from the uplink channel. We note
that in this case there will be some performance loss, as the
average statistical properties of the two channels are similar
but not exactly the same. This paper studies the effect of the
†Antonis C Koutalos wishes to acknowledge the financial support of his
studies by the Electronics and Electrical Engineering Department, Univer-
sity of Edinburgh, Edinburgh, Scotland, UK.
FDD gap fFDD on the correlation of the two channels and
the system performance. Also, a simple technique is intro-
duced to compensate most of this performance loss. In [2]
the authors provide theoretical results about the performance
loss due to FDD. However, these results only provide the ap-
proximate maximum performance loss and are valid for small
fFDD values. Here, we will express the loss as a function of
fFDD and provide results for larger fFDD values.
The paper is organised as follows. The next section in-
troduces the system model assumed herein, while section III
briefly describes the open loop beamforming technique to be
examined. Next, section IV studies the impact of FDD on
the performance of the beamforming technique and section
V introduces the compensating algorithm. Finally, section
VI provides our conclusions.
II. SYSTEM MODEL
For the purpose of this work, we assume that the base sta-
tion serves a 120o sector of a cell and is equipped with a
uniform linear array (ULA) containing M omnidirectional
elements, while the mobile stations use a single-element om-
nidirectional antenna. The signal of the i-th element is mul-
tiplied by the weight w∗i before being transmitted. A simple
schematic diagram of such a base station is shown in Figure
1. The distance between adjacent elements is denoted by D,
θ is the central angle of departure (AOD), while δ is the an-
gular spread (AS) which arises from the fact that the signal
is reflected/scattered by objects in the channel before being
received by the mobile station.



































where P is the channel power, Q the number of scattered
signals (components) contributing to the channel, φq the ran-
dom phase of the q-th component uniformly distributed over
[0, 2π), fq the Doppler frequency shift of the q-th component
and θq the AOD of the q-th component uniformly distributed
over [θ − δ/2, θ + δ/2]. Also, λ is the wavelength of the
carrier frequency fc, and a(θq) the array steering vector.
The mean downlink channel correlation matrix (CCM)
RDL ∈ C



















Figure 1. Schematic diagram of a base station using a uniform
linear array to form beams.
where E[•] denotes expectation and the H superscript com-
plex conjugate transpose, and expresses the second order
statistics of the downlink channel. When the distribution
of the angles of departure θq, q = 1..Q, is uniform over
the angular spread δ, the mean correlation matrix can be ex-
pressed analytically as shown in [5]. In the rest of the paper
we use the expressions of [5] whenever we need to calculate
the downlink or uplink theoretical correlation matrix.
III. OPEN LOOP DOWNLINK BEAMFORMING
In this paper we will study the effects of the FDD gap
on the SNR performance of the open loop beamforming al-
gorithm introduced in [2]. This algorithm maximises the av-
erage SNR of the decision signal at the mobile receiver and
hereafter we call it MAX SNR. If wH ∈ C1×M is the beam-
forming vector used by the base station, the average SNR of







where σ2n denotes the power spectral density of the addit-
ive white Gaussian noise. In order to maximise this SNR,
the base station must use as beamforming vector the unit-
norm principal eigenvector uDL,max of RDL: wH = uHDL,max
(uDL,max ∈ CM×1 is the eigenvector that corresponds to the











In order to calculate uDL,max, the base station needs in-
formation about the downlink channel and its correlation
matrix. To this end, the mobile station can estimate the
downlink channel vector and feed it back to the base sta-
tion by means of feedback signals. However, these feedback
signals affect the overall system capacity negatively, and the
system would be more efficient if it could function without
them. We have already noted that when the FDD gap is
not large, there is a strong relationship between the aver-
age statistical properties of the uplink and downlink chan-
nels [2] (which are expressed by the correlation matrix of
each channel). Therefore, the base station can operate the
beamforming array ‘blindly’ by calculating the uplink correl-
ation matrix RUL and using its principal eigenvector uUL,max
as beamformer. The feedback signals are now avoided but
the performance may worsen because uUL,max is not an ex-
act estimate of uDL,max, as the uplink and downlink carrier
frequencies differ. The less correlated the two principal ei-
genvectors are, the larger the performance loss becomes. The
next section shows that the correlation between the two prin-
cipal eigenvectors and, consequently, the performance loss,
depends on the FDD gap fFDD and the number of transmit
antennas M .
IV. EFFECTS OF THE CARRIER FREQUENCY
SEPARATION DUE TO FDD
This section studies the impact of the FDD gap on the cor-
relation of the two principal eigenvectors and on the SNR
performance of MAX SNR. Beamforming algorithms such
as MAX SNR are usually employed in environments with
small angular spread values where they are able to yield the
maximum beamforming gain [2], [4]. Therefore, we con-
sider such an environment only, which is represented by a
macro cell with an angle of departure θ = 15o and an an-
gular spread δ = 10o [6]. Practical use of MAX SNR in
environments with larger δ values is highly unlikely, as di-
versity techniques may be more efficient in these scenarios,
and will not be considered here.
To facilitate our analysis we assume that fc = 2 GHz is
the ‘central’ carrier frequency, while fUL = fc−fFDD/2 and
fDL = fc + fFDD/2 are the uplink and downlink carrier fre-
quencies, respectively. Thus, the separation between the car-
rier frequencies of the uplink and downlink channels is equal
to the FDD gap fFDD. We use the ‘duplex array’ approach
of [2], where the same antenna array is used by the base sta-
tion for reception of signals from the uplink and transmission
of signals on the downlink. Therefore, the antenna element
spacing of this single array is D = λc/2, where λc is the
wavelength that corresponds to the central carrier frequency
(λc = ul/fc, where ul = 3×108 m/sec is the speed of light).
A. Correlation between uplink and downlink principal ei-
genvectors
Since the uplink principal eigenvector uUL,max is used as
beamformer instead of the downlink principal eigenvector
uDL,max, its correlation with the downlink principal eigen-
vector is expected to be the main factor affecting the per-
formance. To calculate this correlation as a function of the
FDD gap, we vary the value of fFDD from 0 to 1 GHz (i.e. up
to 50% of the central carrier frequency) with a step of 100
GHz, obtain the two carrier frequencies fUL and fDL, and
calculate the two correlation matrices RUL and RDL using
the expressions of [5] for each fFDD value. The correlation
matrices depend on AOD, AS, antenna element spacing and
carrier wavelength. The values of AOD and AS are those of a
macro cell (θ = 15o and δ = 10o respectively), the spacing is
D = λc/2 and the uplink and downlink carrier wavelengths
are λUL = ul/fUL and λDL = ul/fDL respectively. Next,
we obtain the two principal eigenvectors by performing the
eigendecomposition of the two correlation matrices and cal-








where <{•} denotes the real part of a complex number. The


































Figure 2. Correlation between the uplink and downlink principal
eigenvectors as a function of the FDD gap for M = 2, 4, 8, 16
in a macro cell.
various numbers of elements M in the antenna array, in Fig-
ure 2.
The results show that the correlation is a decreasing func-
tion of fFDD and M . Also, when M = 2 and M = 4
the two eigenvectors are highly correlated (ρ ≥ 0.9) for all
shown fFDD values. In this case uUL,max is a good estimate
of uDL,max and the SNR performance is not expected to de-
teriorate by a large amount as fFDD increases up to 50% of
the central carrier frequency (1 GHz). When M = 8 the two
eigenvectors become less correlated and ρ becomes smaller
than 0.7 when fFDD is larger than about 45% of the cent-
ral carrier frequency (0.9 GHz). When M = 16 the eigen-
vectors become even less correlated and ρ becomes smaller
than 0.7 when fFDD is larger than about 25% of the central
carrier frequency (0.5 GHz) (also, now ρ < 0.5 when fFDD
is larger than about 35% of fc, which is 0.7 GHz). In the last
two cases the uplink principal eigenvector becomes an in-
creasingly poor estimate of the downlink one, and the SNR
performance loss is expected to be larger than previously as
fFDD increases. This performance loss is studied in the next
section.
B. Performance loss
We follow the same procedure as in the previous section
to calculate the SNR performance loss due to fFDD. First we
calculate the SNR without FDD, i.e. when the base station
has access to the exact downlink channel correlation matrix.
For this purpose, we assume fFDD = 0 (i.e. fUL = fDL = fc)
and obtain the downlink correlation matrix and its principal








Next, in order to calculate the SNR with FDD, we assume
fFDD 6= 0 (i.e. fUL 6= fDL) and obtain the uplink and down-
link carrier frequencies. We also calculate the uplink and
downlink correlation matrices, and the uplink principal ei-
genvector uUL,max by eigendecomposition of the uplink cor-

































Figure 3. SNR performance loss as a function of the FDD gap for
M = 2, 4, 8, 16 in a macro cell.
We define the performance loss due to FDD as




The value of fFDD is varied from 0 to 1 GHz with a step of
100 MHz, and the performance loss is plotted as a function
of the FDD gap and for various numbers of elements M in
the antenna array, in Figure 3.
The results show that the performance loss is an increasing
function of fFDD and M . This is expected, as the correlation
between the two principal eigenvectors is a decreasing func-
tion of fFDD and M , making uUL,max an increasingly poor
estimate of uDL,max which results in larger performance loss
values. When fFDD is smaller than 10% of fc (0.2 GHz)
the loss is smaller than 0.5 dB for all M values. Therefore,
in this case uUL,max is a good estimate of uDL,max and can be
used as beamformer on the downlink with small performance
overhead. Also, the performance loss is small for M = 2, 4
(L < 1 dB) over all shown fFDD values, since the two prin-
cipal eigenvectors in these two cases are highly correlated.
Finally, L becomes 3 dB when fFDD approaches 50% of fc
(1 GHz) for M = 8, and when fFDD is just above 35% of fc
(0.7 GHz) for M = 16.
The next section introduces a simple technique which ef-
fectively compensates for most of the performance loss, even
for large M and fFDD values.
V. COMPENSATING FOR THE FDD EFFECT
In this section we introduce a simple technique that com-
pensates for most of the performance loss due to FDD. The
idea behind it is that, instead of using directly the principal
eigenvector of the uplink correlation matrix as beamformer
on the downlink, the base station can estimate the uplink cor-
relation matrix, transform it from the uplink to the down-
link carrier frequency using a simple algorithm, and use the
principal eigenvector of the transformed correlation matrix
as beamformer. To this end, it estimates the uplink correla-
tion matrix and calculates its spatial power spectrum over the
azimuth as


















is a conventional beamformer at the uplink carrier frequency
with the main beam pointing in the direction of θ, and the T
superscript denotes transposition. Next, it uses the calculated









where θi are the directions where the main peaks of
S(θ, fUL) occur and Pi are the corresponding amplitudes of
these peaks, normalised so that
N∑
i=1
Pi = 1. (12)
In order for a power spectrum peak to be included in the
summation that yields R̂DL, it must satisfy the relationship
P dB ≥ P dBmax − 10, where P
dB is the peak’s amplitude and
P dBmax is the amplitude of the maximum peak, both in dB. Fi-
nally, the base station uses the principal eigenvector of the es-
timated downlink correlation matrix ûDL,max as beamformer
on the downlink. We call this technique the conventional
beamformer FDD compensation technique (CBF).
A similar technique was proposed in [7]. According to this
technique, the uplink spatial power spectrum is calculated







Next, the spatial power spectrum is modified to avoid beam-
pointing problems and the modified Smod(θ, fUL) is ob-





Smod(θ, fUL)v(θ, fDL)v(θ, fDL)
H. (14)
Note that the CBF method is (much) simpler than the min-
imum variance method, as it does not involve matrix inver-
sion or integration.
Figure 4 shows the spatial power spectrum that the CBF
technique yields, while Figure 5 shows the spatial power
spectrum of the minimum variance algorithm, both under the
macro cell scenario. The CBF technique for a particular M
yields a power spectrum that resembles the radiation pattern
of a ULA with the same M . That is, the power spectrum con-
tains the main peak in the azimuthal area where the uplink
power is concentrated but is not particularly suppressed over
other azimuthal areas. The minimum variance algorithm, on
the other hand, yields a power spectrum with a shape that is
similar for all M values. This spectrum is almost flat over
the azimuthal area where the uplink power is concentrated,
and is also suppressed over other azimuthal areas. Therefore,
the minimum variance power spectrum looks more accurate































Figure 4. Uplink spatial power spectrum of the CBF algorithm
in a macro cell as a function of angle of departure for M =




























Figure 5. Uplink spatial power spectrum of the minimum variance
algorithm in a macro cell as a function of angle of departure
for M = 2, 4, 8, 16.
correlation matrix. However, it is (much) more complex than
the CBF method.
Now we move on to apply the CBF technique to com-
pensate for the FDD impact on the performance of open
loop MAX SNR, and calculate the SNR improvement that it
yields. As we have done above, to calculate the SNR without
FDD we assume fFDD = 0 (i.e. fUL = fDL = fc) and obtain
the downlink correlation matrix and its principal eigenvector







For the calculation of the SNR with FDD, we obtain the up-
link correlation matrix and its CBF spatial power spectrum.
Then we construct the estimated downlink correlation mat-
rix as described above and calculate its principal eigenvector
ûDL,max by eigendecomposition. Finally, we calculate the







where RDL is the real downlink correlation matrix. The per-
formance loss is again calculated as




































Figure 6. SNR performance loss after CBF compensation as a
function of the FDD gap for M = 2, 4, 8, 16 in a macro cell.
The value of fFDD is varied from 0 to 1 GHz with a step of
100 MHz, and the performance loss L is plotted as a func-
tion of fFDD and for various numbers of elements M in the
antenna array, in Figure 6.
Comparison of the results of Figure 6 with those of Figure
3 shows that the CBF compensation technique can lower the
performance loss by a large amount. For instance, after the
application of the CBF technique, the performance loss for
M = 2 is very close to 0 dB, while for M = 4 it is smaller
than 0.1 dB over all shown fFDD values. Also, while the
maximum loss without compensation for M = 8 and M =
16 is about 3.1 dB and 5.7 dB respectively, the maximum
loss with CBF compensation for M = 8 and M = 16 is
smaller than 0.3 dB and 0.97 dB respectively.
Next, in order to compare the CBF and minimum variance
techniques, we estimate the downlink principal eigenvector
ûDL,max according to the minimum variance technique and
use it to calculate the performance loss in this case. We plot
the results in Figure 7. Comparison between Figures 7 and 6
shows that when M = 2 and M = 4 the two techniques yield
very similar performance loss reduction, although minimum
variance yields a spatial power spectrum (and, consequently,
a uDL,max estimate) which is theoretically better. This may be
attributed to the fact that when M = 2 and M = 4 the beam-
width of the base station ULA is wide and able to cover the
entire angular spread of the macro cell, even when the down-
link beamformer (in the form of ûDL,max) is not estimated
with very high accuracy. When M = 8 and M = 16, how-
ever, the beamwidth becomes narrower and even small shifts
in the direction of the main beam may impact the system per-
formance. In this case, the fact that minimum variance yields
a more accurate downlink beamformer estimate enables it to
perform slightly better than CBF. Nevertheless, it does so at
the cost of (much) higher computational complexity and the
resulting gain is very small (smaller than 0.25 dB over all
shown fFDD values).
Figure 4 shows that the CBF spatial power spectrum of
the macro cell has essentially only one main peak. There-
fore, the estimated downlink correlation matrix R̂DL is con-
structed by the CBF algorithm taking into account only one
conventional beamformer at the downlink carrier frequency.
Although this seems to neglect a lot of information included































Figure 7. SNR performance loss after minimum variance com-
pensation as a function of the FDD gap for M = 2, 4, 8, 16
in a macro cell.
that CBF yields results similar to minimum variance which
uses much more information about the uplink spatial power
spectrum. Thus, highly detailed information about the uplink
spatial power spectrum does not appear to be very important
to the construction of the downlink correlation matrix (es-
pecially when M is relatively small). What seems to be of
great importance is the transformation of the bulk directional
information that is included in the uplink spatial power spec-
trum from the uplink to the downlink carrier frequency.
VI. CONCLUSIONS
In this paper we studied the effect of frequency division
duplex on the performance of open loop adaptive beamform-
ing under a macro cell scenario. The performance loss was
shown to increase with the FDD gap and the number of trans-
mit antennas. Also, a simple method of combating for the
FDD effect was introduced, which improves the perform-
ance by a large amount in the studied macro cell environ-
ment, even for large M and fFDD values. The proposed tech-
nique was compared with the (much) more complex FDD
compensation technique proposed in [7], and was shown to
yield very similar performance loss reduction in the macro
cell.
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