Point estimation of the parameters of the lognormal distribution with censored data is considered. The often employed maximum likelihood estimator does not exist in closed form and iterative methods that require very good starting points are needed. In this article, some techniques of finding closed form estimators to this situation are presented and extended. An extensive simulation study is carried out to investigate and compare the performance of these techniques. The results show that some of them are highly efficient as compared with the maximum likelihood estimator.
Introduction
Let the random variable Y be normally distributed with mean µ and variance (1)
The many special features of the lognormal distribution together with its relation with the normal distribution have allowed it to be used as (Koch, 1966) , and for analyzing data in workplace exposure to contaminants (Lyles & Kupper, 1996) . It is also of importance in modeling lifetimes of products and individuals (Lawless, 1982) . Various other motivations and applications of the lognormal distribution can be found in Johnson et al. (1994) and Schneider (1986) .
In most life testing experiments, one is faced with censored data (Lawless, 1982) arising from either terminating the experiment at a certain prespecified time (Type 1 censoring) or when a predetermined number of failures occur (Type 2 censoring).
Censoring is often employed because of time and cost considerations. However, complications do often arise in inference from censored data and usually likelihood based inference procedures are used. Assume that the data is Type 2 censored, whereby the following is observed: This is often done by equating the first partial derivatives of the log-likelihood function to zero and solving for µ and σ simultaneously by applying an iterative numerical procedure for root finding like the Newton-Raphson method. However, this is problematic unless very good starting values are available (Lawless, 1982) ; the problem becomes serious when the proportion of censored observations is large, especially when the total sample size is relatively small to moderate. In such cases, alternatives to the maximum likelihood estimator are needed, either on their own or as initial approximations to the maximum likelihood estimators. The books of Lawless (1982 ), Schneider (1986 and Balakrishnan and Cohen (1991) survey much of the work in this area.
In this article, the performances of three techniques for point estimation of parameters in the case of censored data from a lognormal distribution will be extended, investigated, and compared. The first technique is based on finding the least squares estimator by regressing certain estimators of the linearized distribution function on a function of the observations themselves. This approach is used in Hossain and Howlader (1996) and Hossain and Zimmer (2003) for the parameters of the Weibull distribution. Their results showed that the estimators are a reasonable substitute for the maximum likelihood estimator in most situations.
The second technique is due to Perrson and Rootzen (1977) where they presented some modified likelihood function with Type 1 censored data whose maximizing point does not require iterative techniques. The last technique is based on expanding certain terms in the first derivatives of the log-likelihood function in an appropriate Taylor series to get a new system of likelihood equations whose solution exists in closed form. This last approach was studied for Type 2 censored data. An account of this work can be found in Balakrishnan and Cohen (1991 (Lawless, 1982) ;
The likelihood equations corresponding to Type 1 censoring are obtained by replacing (3) does not admit a closed form solution and a numerical method is needed to find the solution (the MLE). In the following two subsections, some modifications of these likelihood equations will be presented to obtain a closed form solution.
The Persson-Rootzen Approach
Consider the likelihood function (2) given by 
Approximate MLE Based on Taylor Series Expansion Consider the likelihood equations given by (3) Tables 1 -2 σ is less efficient.
Conclusion
It appears that good substitutes to the MLE in closed form do exist. The performance of some of them is highly competent with that of the MLE and sometimes they are better, as is the case with the approximation based on the Taylor series expansion 4 µ and 4 σ .
