In the first part of this paper, we study RBSDEs in the case where the filtration is non quasi-left continuous and the lower obstacle is given by a predictable process. We prove the existence and uniqueness by using some results of optimal stopping theory in the predictable setting, some tools from general theory of processes as the Mertens decomposition of predictable strong supermartingale. In the second part we introduce an optimal stopping problem indexed by predictable stopping times with the non linear predictable g expectation induced by an appropriate BSDE. We establish some useful properties of E p,g -supremartingales. Moreover, we show the existence of an optimal predictable stopping time, and we characterize the predictable value function in terms of the first component of RBSDEs studied in the first part.
In the first part of this paper, we study RBSDEs in the case where the filtration is non quasi-left continuous and the lower obstacle is given by a predictable process. We prove the existence and uniqueness by using some results of optimal stopping theory in the predictable setting, some tools from general theory of processes as the Mertens decomposition of predictable strong supermartingale. In the second part we introduce an optimal stopping problem indexed by predictable stopping times with the non linear predictable g expectation induced by an appropriate BSDE. We establish some useful properties of E p,g -supremartingales. Moreover, we show the existence of an optimal predictable stopping time, and we characterize the predictable value function in terms of the first component of RBSDEs studied in the first part.
The theory of BSDEs has been extensively studied in the context of a filtration which is generated by Brownian motion, possibly with the addition of Poisson jumps (see e.g. [21] , [22] ). In the case of more general filtration, one needs to introduce another component in the above definition, namely a martingale M that it is orthogonal to W :
These equations were first introduced by El Karoui and Huang [10] , and treated recently by Kruse and Popier [27] to handle more general filtrations, which are not necessarily quasi left continuous. We remind the reader that the filtration F = (F t ), assumed to satisfy the usual hypotheses, is said to be quasi left continuous if , for any predictable stopping time τ , one has F τ = F τ − . Intuitively, this means that martingales with respect to F cannot have predictable times of jumps. To understand the difficulty induced by avoiding the quasi-left-continuity assumption, we refer the reader to the work [3] . A huge part of the literature studied BSDEs in the context of quasi-left-continuous filtrations. Thus, the attention has been given to BSDEs when the stochastic terminal value ξ is in L 2 (F T ), where T is a fixed finite terminal time, for which the solution is required to be adapted to the natural filtration. In the general setting, it seems natural to ask what's can be the formulation of BSDEs if we take ξ is in L 2 (F T − ) and if we wish that the first component of BSDE X satisfy : X τ is F τ − -measurable for each predictable stopping time τ.
In this paper, we show that the formulation can be as follows Where M t − denote the left limit of the martingale M at t. Note that Contrary to the classical case, these BSDEs are able to deal with any situations where martingales can jump at a predictable time with positive probability. A significant use of these equations is to generate a new family of "non linear expectations" or "nonlinear evaluations", which we call predictable g-conditional expectation defined in the same spirit of [35] . In the present paper, we are interested in a generalisation of classical optimal stopping problem where the linear expectation is replaced by the predictable g expectation. Optimal stopping problems with one agent whose payoff is assessed by a non-linear expectation has been introduced in El Karoui and Quenez [12] in the case of a Brownian filtration and a continuous pay-off process ξ. The problem has been generalized to the case of a Wiener-Poisson filtration and a right-continuous pay-off process ξ in Quenez and Sulem [37] . The paper of Grigorova et al. [15] is the first to consider the case of non-right-continuous pay-off process ξ by assuming the weaker assumption of right-uppersemicontinuity. In [16] , Grigorova et al. study this optimal stopping problem without making any regularity assumptions on process ξ. From practical point of view, the agent would like to choose his strategy in such way to have a minimal risk as possible. In our setting we will show that it is possible to fulfill these desire, by studying the risk measure induced by the BSDEs (1) with a Lipschitz driver g in the predictable setting. The optimal stopping in this context can be formulated as follows : given a dynamic financial position process ξ, represented by a ladlag predictable process, we want to determine a predictable stopping time which minimizes the risk of position ξ. For a predictable stopping time S such that 0 ≤ S ≤ T a.s. (where T > 0 is a fixed terminal horizon) , we define The study of classical optimal stopping problem in the predictable framework (corresponding to g = 0 in (2)), dates back to El Karoui in the work [9] , in which she mentioned the complexity to exhibit conditions ensuring the existence of a solution by using the penalization method of Maingueneau [29] . In this work, we focus on problem (2) where, on one hand, the filtration is not quasi-left continuous, on the other hand, the reward process ξ is not right continuous but only a ladlag predictable process, by using its links with an appropriate RBSDE. Let us recall that RBSDEs have been introduced by El Karoui et al. [11] and have proved useful, for instance, in the study of American options. The work by El Karoui et al. [11] considers the case of a Brownian filtration and a continuous obstacle. There have been several extensions of this work to the case of a discontinuous obstacle (cf. [19] , [21] , [13] , [22] , [37] ), or to the no right continuous case in [15] , or to more general framework, without any regularity assumption in [16] . In the first part of the present paper, we formulated RBSDEs in predictable setting, where the obstacle is assumed to be a completely irregular predictable process. We prove here the existence and uniqueness of the solution by using some results of optimal stopping Problem of [8] , some tools from the general theory of processes . More precisely, we use Merten's decomposition of predictable strong supermartingale (cf. Meyer [30] ), which can be seen as a generalization of Doob-Meyer decomposition, and a suitable version of Gal'chouk-Lenglart's formula (see [14] ). In the second part of the paper, we begin by providing some additional properties of the operator E p,g , which are specific to the predictable framework. We also prove that the solution of RBSDEs studied in the first part, is the value of the non linear problem (2) . We show also the existence of a predictable stopping time for the problem under some additional conditions on ξ. Now, Let us outline some differences in our paper compared to existing literature. First, we restrict our attention to that the solution of BSDE (1) is no longer right continuous. Moreover, the non linear optimal stopping problem considered in our setting is formulated only over predictable stopping times. Compared to [15] , [16] , the process of right limits of the additional increasing process A + B − , which pushes the first component of the solution of RBSDE, to stay above the predictable obstacle ξ is predictable. Moreover, the role of B is to make necessary jumps to keep the solution Y to stay above the barrier and it doesn't act only when Y has right jumps which is the case in [15] and [16] , but it acts also at predictable times τ for which
Organisation of the paper :
The paper is organized as follows : the second section is dedicated to some preliminary definitions and properties. In section 3, we define reflected BSDEs in the predictable framework, we prove also the existence and uniqueness of the solution. In Section 4, we derive some useful properties of the operator E p,g . In Section 5, we prove the existence of a predictable optimal stopping time under an additional assumption on the obstacle ξ. We characterize the value function in terms of the first component of the solution of RBSDEs studied in the first part. In Section 6, we prove some additional results on the strong predictable Snell envelope. In the appendix, we recall some tools from the general theory of processes as Merten's decomposition for predictable supermartingale and Galchuk-Lenglart's formula.
Preliminaries and definitions.
We start with some notations. We fix a stochastic base with finite horizon T ∈ R * + , (Ω, F = (F t ) t∈[0,T ] , P ). We assume that the filtration F satisfies the usual assumptions of right continuity and completeness Importantly, we assume that the filtration is not quasi-left continuous. Let W is one-dimensional F-Brownian motion. We recall that a stopping time τ is called predictable if there exist a sequence (τ n ≤ τ ) that are strictly smaller than τ on{τ > 0} and increase to τ a.s.
-We denote by T with S ≤ τ a.s. (resp. τ > S a.s. on {S < T } and τ = T a.s. on {S = T }).
We use also the following notation :
-P (resp. O) is the predictable (resp. optional) σ-algebra on Ω × [0, T ].
-Prog is the progressive σ-algebra on Ω × [0, T ].
-B(R) (resp. B(R 2 )) is the Borel σ-algebra on R (resp. R 2 ).
-L 2 (F T − ) is the set of random variables which are F T − -measurable and square-integrable.
-IH 2 is the set of R-valued predictable processes ξ with ξ 2 IH 2 := E T 0 |ξ t | 2 dt < ∞ We denote by S 2,p the vector space of R-valued predictable (not necessarily cadlag) processes
By using similar arguments as in the proof of Proposition 2.1 in [15] , one can show that the mapping |||·||| S 2,p is a norm on the space S 2,p , and S 2,p endowed with this norm is a Banach space.
• Let M 2 be the set of square integrable martingales
For a ladlag process X, we denote by X t+ and X t− the right-hand and left-hand limit of X at t. We denote by ∆ + X t := X t + − X t the size of the right jump of X at t, and by ∆X t := X t − X t− the size of the left jump of X at t. Let us recall the key section theorem related to indistinguishability of optional processes or predictable processes.
Theorem .1 (Section Theorem) Let X = (X t ) and Y = (Y t ) be two optional (resp. predictable) processes. If for every bounded stopping time (resp. predictable time) τ , we have X τ ≤ Y τ a.s. (resp. X τ = Y τ a.s.), then X ≤ Y (resp. X and Y are indistinguishable).
Let us recall the following orthogonal decomposition property of martingales in M 2 .
Lemma .1 (Lemma III.4.24 in [23] ) For each N ∈ M 2 , there exists a unique couple (Z, M ) ∈
Definition .1 (Driver, Lipschitz driver) A function g is said to be a driver if
A driver g is called a Lipschitz driver if moreover there exists a constant K ≥ 0 such that dP ⊗ dt-a.e. , for each (
A pair (g, ξ) such that g is a Lipschitz driver and ξ ∈ L 2 (F T ) is called a pair of standard data, or a pair of standard parameters.
Definition .2 (BSDE, conditional predictable g-expectation) Let g be a Lipschitz driver, and ξ in L 2 (F T − ). We will formulate the BSDE associated with Lipschitz driver g, terminal time T , and terminal condition ξ, as follows :
We recall that the above BSDE in the case of quasi-left continuous filtration and when the solution is required to be just adapted, corresponds to the classical BSDE with standard data which has been widely considered in the literature. In this paper, we will show that the above BSDE admits a unique solution (X, π, M ) ∈ S 2,p × IH 2 × M 2,⊥ for which the first component
which maps a given terminal condition ξ ∈ L 2 (F T − ) to the position X t (at time t) of the first component of the solution of the above BSDE , and we will call it predictable conditional g-expectation at time t. As usual, this notion can can be extended to the case where the (deterministic) terminal time T is replaced by a (more general) predictable stopping time τ ∈ T p 0 , t is replaced by a predictable stopping time S such that S ≤ τ a.s. and the domain L 2 (F T − ) of the operator is replaced by L 2 (F τ − ).
3. Reflected BSDE whose obstacle is predictable in the case of non quasi-left continous filtration. The notion of reflected BSDEs has been recently studied by Grigorova, Imkeller, Ouknine and Quenez in the seminal paper [16] , in the case of an optional completely irregular obstacle and a general filtration. We began this section, by giving a formulation of this notion of reflected BSDEs in the predictable setting, for which the solution of such equations is predictable and constrained to be greater than a given irregular predictable process called predictable irregular obstacle. Let T be a fixed terminal time and g be a Lipschitz driver. Let ξ be a ladlag predictable process in S 2,p , called obstacle or barrier in S 2,p .
Definition .3 A process (Y, Z, M, A, B) is said to be a predictable solution to the reflected BSDE with parameters (g, ξ), where g is a driver and ξ is a predictable obstacle, if
A is a nondecreasing right-continuous predictable process with A 0 = 0 and such that
B is a nondecreasing right-continuous predictable purely discontinuous process with B 0− = 0, and such that
Here A c denotes the continuous part of the non-decreasing process A and A d its discontinuous part.
Remark . 
0 . Moreover, the jump processes satisfy ∆Y ≡ ∆A. Indeed, the processes Y and A are predictable, thus ∆Y and ∆A are also predictable. The result follows from an application of section theorem (see Theorem .1).
Remark .5 In our framework the filtration is not quasi-left continuous, the martingales have totally inaccessible jumps and can also jump at predictable times.
Remark . 6 We restrict our attention to the fact that The term M − in the equation satisfied by Y is not a martingale but the predictable projection of the martingale M (see Corollary .4 in the Appendix) . Remark .8 Note also that Y ≥ p Y + up to an evanescent set. The proof of this claim is due to the fact of non-decreasingness of (almost all trajectories of ) B and similar arguments as in Remark .7. Now, let us recall the definition of the predictable strong supermartingale. This notion has introduced by Chung and Glover [4] , see Appendix I of the book of Dellacherie and Meyer [7] for the subsequent concept. -for all predictable stopping times S ≤ τ
Remark .9 Every predictable strong supermartingale is indistinguishable from a ladlag process, see [7] . 
Now, we state a priori estimates on the solutions.
) be a solution to the RBSDE associated with data (g 1 , ξ 1 ) (resp., (g 2 , ξ 2 )). We setỸ :
There exists c > 0 such that for all ε > 0, for all β ≥ 1 ε 2 we have
Proof. The proof is given in the Appendix.
Remark .11
The estimates given in Lemma .2 still hold in case of predictable non reflected BSDE in general filtration (see Definition .2).
We introduce the following definition.
Definition .5 A progressive process (ξ t ) (resp. integrable) is said to be left-upper semicontinuous (l.u.s.c.) along stopping times (resp. along stopping times in expectation ) if for all τ ∈ T 0
and for each non decreasing sequence of stopping times (τ n ) such that τ n ↑ τ a.s. ,
Remark .12 Note that when (ξ t ) is left-limited, then (ξ t ) is left-upper semicontinuous (l.u.s.c.) along stopping times if and only if for all predictable stopping time τ ∈ T p 0 , ξ τ ≥ ξ τ − a.s. In particular, if (ξ t ) is left-limited predictable process, (ξ t ) is l.u.s.c if and only if ξ ≥ ξ − up to an evanescent set.
Remark .13 As a direct consequence of the equation satisfied by
Lemma .3 If ξ is predictable l.u.s.c along stopping times, then Y is left continuous. On other words, the process A is continuous.
Proof. The Remark .13 combined with the fact that Y ≥ ξ and that ξ is l.u.s.c along stopping times lead to Remark .14 If Y is right continuous, then B is indistinguishable from the null process 0. In fact, Y is predictable. Moreover, it is right continuous by hypothesis. Thus, p Y + τ = Y τ for all τ ∈ T p 0 . We get by Remark .7 that the jump process ∆B is null. we derive the desired result from the fact that B is a non-decreasing right-continuous adapted purely discontinuous process with B 0− = 0.
then the above inequalities become equalities and we obtain
Y τ − = Y τ . If τ is such that Y τ − > ξ τ − , then Y τ − Y τ − = −(A τ − A τ − ) = 0 [due
Lemma .4
If ξ is right-continuous predictable obstacle and if the filtration is quasi-left continuous, then Y is right-continuous.
Proof. Indeed, we have by Remark .8, Remark .7 and to minimality condition (v) satisfied by B]. Thus, in both cases,
Since the filtration is quasi-left continuous, the martingale M is quasi-left continuous. By the same arguments as in the Remark .14, the process B is indistinguishable from the null process 0. Therefore, Y is right-continuous.
Remark .15
If ξ is right-continuous l.u.s.c predictable process and if the filtration is quasi-left continuous, then, Y is continuous. This is a direct consequence of Lemmas .3 and .4 .
3.1.
Existence and uniqueness of the solution. We are now going to prove That RBSDE from Definition .3 has a unique solution, by using Snell's method envelope. In a first step, we suppose that g does not depend on (y, z).
Theorem .2 Consider a couple (g, ξ) where g is a progressive process and suppose that g(ω, t, y, z) = g(ω, t) does not depend on (y, z) with E[ 
Moreover, the following properties hold :
Then, for each α ∈]0, 1[ and for each S ∈ T p 0 ,
The proof of the Theorem .2 relies on some lemmas. First, let introduce the value function
For the reader's convenience, we give a detailed study of the predictable value function in section 6. 
Proof. Let us prove the first assertion. For each S ∈ T p 0 , we define the random variable U (S) by
is predictable, we get also that the process
is the predictable Snell envelope system associated to (ψ t ) t∈[0,T ] (see second assertion of Lemma .14). Moreover, by a result of El Karoui [8] (see (i) Lemma .15 in the Appendix), there exists a strong predictable supermartingale process (which we denote again by U ) which is the predictable Snell envelope associated to ψ such that U S = U (S) a.s. for all S ∈ T p 0 . Thus, we have
On the other hand, by Remark .9, almost all trajectories of U are ladlag. Thus, we get that the ladlag predictable process
This yields the desired result.
Lemma .6 The process Y defined above verify the following statements : 
This yields (i).
Since the processes ξ and Y are left limited and by the continuity of the process
, we obtain by Lemma .15 (iii),
Hence, we get (ii).
Lemma .7 (i)
The predictable process (Y t ) t∈[0,T ] is in S 2,p and admits the following predictable Mertens decomposition :
where N ∈ M 2 , A is a non-decreasing right-continuous predictable process such that A 0 = 0 and E(A 2 T ) < ∞, and B is a non-decreasing right-continuous predictable purely discontinuous process such that B 0− = 0 and E(B 2
is predictable process in S 2,p . This is due to the fact that ξ ∈ S 2,p and g ∈ IH 2 . By Lemma .5, In the following, we give the minimality property concerning A c in our predictable setting and for a no quasi left continuous filtration. In the Brownian and right continuous framework, the proof can be found in Karatzas and Shreve [24] and it is based on some analytic arguments, which has proven to be an efficient tool to generalize this result to the right upper semicontinuous case in [15] , and recently to a completely irregular ξ and in general filtration framework in [16] . This last result can be seen as a generalization of the minimality property in the Brownian setting and for an optional ξ in [25] , where the authors used another type of arguments.
Lemma .8 The continuous part A c of A satisfies the equality
The proof is based on Lemma .7 (iv) which yields that A τ α (S) = A S for each S ∈ T p 0 and for each α ∈]0, 1[, and the same arguments used in the proof of Theorem D 13 in [24] . For the convenience, we refer also to the proof of Lemma 3.3 [16] . Proof. [Proof of Theorem .2 ]
(1) Terminal condition : We get by aggregation equality (see Lemma .5, ) combined with equation (7) 
As a consequence of this and the fact that (
), we get that the martingale N from the decomposition above belongs to M 2 . By the orthogonal decomposition property of martingales in M 2 (cf. Lemma .1), there exists a unique couple
Thus,
(3) Minimality conditions. Let τ ∈ T p 0 . It follows from (ii) Lemma .7 that ∆B τ = 1 {Yτ =ξτ } ∆B τ a.s. which means that the process B satisfies the minimality condition (v) of Definition .3. On the other hand, we have from Lemma .7 (iii) that ∆A τ = 1 {Y τ − = ξ τ − } ∆A τ a.s. We have also by Lemma .8 that
In other terms, A satisfies the minimality condition (iv) of Definition .3.
(4) Y ≥ ξ up to an evanescent set. We use again the aggregation equality of Lemma .5 combined with equation (7) to obtain that,
. We obtain the desired result by an application of section theorem.
Collecting now all these properties yields that the quintuple (Y, Z, M, A, B) is a solution of the following equation associated with driver g and the predictable obstacle ξ. That is
A is a nondecreasing rightcontinuous predictable process with A 0 = 0, E(A T ) < ∞ and such that
B is a nondecreasing right-continuous adapted predictable purely discontinuous process with
3.2.
Existence and uniqueness of the solution of Reflected BSDE associated with general driver. We are now going to prove that the RBSDE has a predictable solution in the general case of a general driver by using a fixed point argument with an appropriate mapping. We present also the link between RBSDEs in predictable framework and predictable optimal stopping problem.
Theorem .3 Let ξ be a left limited predictable process in S 2,p , let g be a Lipschitz driver. The RBSDE associated with data (g, ξ) has a unique solution (Y, Z, M, A, B) ∈ S 2,p × H 2 × M 2,p × S 2,p × S 2,p and for each S ∈ T p 0 , we have :
Then, for each α ∈]0, 1[ and for each S ∈ T p 0 , (13)
Proof (Y, Z, M, A, B) solves the RBSDE associated with the driver g(ω, t) := g(t, ω, U t , V t ). The application is well defined by Theorem .2.
By using the a priori estimates from Lemma .2 and similar computations as those from the proof of Theorem 3.4 in [15] , we can prove that for a suitable choice of the parameter β > 0, the mapping ψ is a contraction from the Banach space into itself. By fixed point theorem , the mapping ψ thus admits a unique fixed point, which corresponds to the unique solution to the RBSDE associated with (g, ξ). The assertions (ii), (iii) and (iv) follows from assertions (ii), (iii) and (iv) of Theorem .2, when the driver g given by g(ω, t) := g(t, ω, Y t (ω), Z t (ω)). As we will see in the proof of Lemma .2 in the Appendix, the estimates still valid for non reflected BSDEs. Hence, we can use the same arguments used in Theorem .3, to derive the following existence and uniqueness theorem :
We formulate the optimal stopping problem at time 0 by :
For S ∈ T p 0 , the predictable value function at time S is defined by the random variable
As mentioned in the introduction, the above optimal stopping problem over the set of stopping times, has been studied in [12] in the case of a continuous reward process ξ and a Brownian filtration, in [37] in the case of a right-continuous pay-off ξ, and in [15] in the case of a reward process which is only right-upper-semicontinuous, and in [16] without any regularity assumptions on ξ. However, the study of optimal stopping problem (15) in the predictable context, seems also interesting since it gives us more information in modelling compared to classical cases.
We now introduce the following new definition, which can be seen as an extension of the notion of predictable strong supermartingale processes.
Definition .6 (Predictable strong E f -supermartingale family ) A process (U t ) is said to be a predictable strong E p,g -supermartingale process (resp. a predictable strong E p,g martingale process), if for any σ, µ ∈ T p 0 such that µ ≥ σ a.s.,
Remark .18 1 Let U be a predictable strong E p,g -supermartingale process. Let S ∈ T p 0 , then the application τ → E p,g S,τ (U τ ) is decreasing. In fact, let τ, τ ′ ∈ T p S such that τ ≤ τ ′ a.s. By the consistency property and monotonicity property of E p,g we obtain,
Thus the result.
Corollary .1 Let S ∈ T p 0 and A ∈ F S − . If the process (U t ) t∈[0,T ] is a predictable strong E p,gmartingale process, then the process (1 A U t ) is predictable strong E p,g1 A − martingale process on [S, T ].
s. By using the zero-one law of g-expectation which still holds in our predictable setting (see [35, Proposition 15] ), and that τ 2 A = τ 2 a.s. on A and the fact that A ∈ F τ 1 − together with the E p,g martingale property of the process (U t ), give
Which concludes the proof.
Proposition .2 Let g be a Lipschitz driver. Let S, τ ∈ T p 0 with S ≤ τ a.s. Let (U t ) t∈[0,T ] be a predictable strong E p,g -supermartingale process. The following assertions are equivalent :
s. for all τ ′ ∈ T S such that τ ′ ≤ τ a.s. 5. The process U is a predictable strong E p,g -martingale process on [S, τ ].
Proof. (1) ⇒ (2) . The assumption U S = E p,g S,τ (U τ ) a.s., together with consistency property of predictable g-expectations yield
Finally, owing to assumption 2, the last inequalities becomes equalities, and this completes the proof.
(3) ⇒ (4). Under the hypothesis, E
By the consistency property of predictable g-expectations, this equality can be expressed as :
On the other hand, we know that by Remark . 18 
By the strict monotonicity property of predictable g-expectations, we conclude that E
(4) ⇒ (5). If (4) holds, by the consistency property of predictable g-expectations,
s, thus, the strict monotonicity of predictable g-expectations permits us to deduce that E p,g τ ′ ,τ (U τ ) = U τ ′ a.s., which is the desired result. Proposition .3 Let (U t ) ∈ S 2,p be a right limited (RL) predictable strong E p,g -supermartingale
Proof. Let S, τ ∈ T p 0 such that τ > S, (S + 1 n ∧ τ ) is a predictable stopping time for all n ∈ N. By the consistency property of E p,g , the E p,g -supermartingale property, we get
Where the last inequality is due to the monotonicity of E p,g . By using the definition of the operator E p,g and the fact that (U t ) ∈ S 2,p combined with the (RL) property, one can check that :
This concludes the proof.
Proof. First, put A = {τ > S}. Let us define the random variable τ A by τ A := τ 1 A + T 1 A c . Note that A ∈ F S − , thus τ A belongs to T p S + . This with some properties of predictable gconditional expectation, we get
Since τ A > S, we obtain by Proposition . 3 
Proposition .5 Let (U t ) ∈ S 2,p be a right limited predictable strong E p,g -supermartingale. For each S ∈ T p 0 , one has
Proof. Let S ∈ T p 0 , let (S n ) n ∈ T p S such that S n ↓ S. By the E p,g -supermartingale property, E p,g S,S n (U S n ) ≤ U S a.s. By using the definition of the operator E p,g and the fact that (U t ) ∈ S 2,p combined with the (RL) property, we obtain lim n→∞ E p,g
Proposition .6 Let (U t ) ∈ S 2,p be a right limited predictable strong E p,g -supermartingale process. Then the process ( p U + ) is also a predictable strong E p,g -supermartingale process.
Proof. Let τ, S ∈ T
Let us remark that
Moreover,
This last inequality is a consequence of Proposition .5 and the monotonicity property of E p,g . Thus,
By Proposition .3, we have
This combined with inequality (17) give
Thus, the desired result.
Proposition .7 Let ξ be a ladlag predictable process. Let (U t ) ∈ S 2,p be a predictable strong E p,g -supermartingale, such that U ≥ ξ up to an evanescent set. Then, for each τ,τ ∈ T p 0 , such
Proof. We denote A = 1 {τ >τ } . Let us define the random variable τ A by τ A := τ 1 A + T 1 A c . Note that A ∈ F S − , thus τ belongs to T p τ + . Hence,
Thus, By Proposition .4
Consequently, we get the desired result.
Lemma .9 Let g be a Lipschitz driver and ξ be ladlag process in . Proof. By using Remark .23 in the Appendix, it is sufficient to show that Y is the solution of the BSDE associated with driver g and terminal time τ α (S) and terminal condition Y τ α (S) . Thus, it is sufficient to prove that for a.e. ω ∈ Ω, the map t → A t (ω) + B t − (ω) is constant on the closed interval [S(ω), τ α S (ω)]. In fact, The process A is increasing and we have by last assertion of Theorem .3, that
On the other hand, B is a non-decreasing right-continuous predictable purely discontinuous. Moreover, we have by the last assertion of Theorem .3, that B S − = B τ α (S) − . Hence, B S − = B S a.s. This shows that for a.e. ω ∈ Ω, t → B t − (ω) is constant on [S(ω), τ α S (ω)[. By left-continuity of almost every trajectory of process (B t − ) we obtain that for a.e.
. This concludes the proof.
Definition .7 A progressive process (ξ t ) (resp. integrable) is said to be right-upper semicontinuous (right USC) along stopping times (resp. along stopping times in expectation (right USCE)) if for all τ ∈ T 0 and for each non increasing sequence of stopping times (τ n ) such that τ n ↓ τ a.s. ,
Lemma .10 Let g be a Lipschitz driver and ξ be a positive left-limited right USCE process in S 2,p . Let (Y, Z, M, A, B) be the solution to the reflected BSDE with parameters (g, ξ). Let α > 0 and S ∈ T p 0 . Let θ α (S) be defined by
Then, we have
Proof. Let S ∈ T p 0 and A ∈ F θ α (S) − . In order to simplify notation, we denote θ α (S) by θ α . By definition of θ α , there exists a non-increasing sequence
such that, we have for each n,
We have also by Remark .8,
We have by (ii) Theorem .3,
Let us consider the first term of the r.h.s. of the last equality. Since A ∩ {Y θ α > ξ θ α } ∈ F θ α− , we get,
On the other hand, the process Y is in S 2,p , thus
By inequality (21), we obtain
Note thatθ n is a non-increasing sequence of stopping times which verifies θ α = lim n→∞ ↓θ n . Hence, by the right upper semicontinuity in expectations of the obstacle ξ, we obtain
This holds for each A ∈ F θ α− . Thus,
Which is the desired result.
5. Existence of predictable optimal stopping time.
Definition .8 Let S ∈ T p 0 . Let S ∈ T p 0 and let τ * ∈ T p 0 . We say that τ * is S-optimal for the value function V p , if
Classically, to prove the existence of an optimal stopping time, we prove the existence of an ε-optimal stopping time. This method is due to Maingueneau [29] and has found numerous applications (see for e.g. [9] in the case of a linear expectation), we refer also to [36] , [37] , [15] , in the case of non linear expectation. However, in our predictable setting, the use of this method lead to some additional complexities as for example the exhibition of conditions on the process ξ ensuring the existence of the solutions in this framework (see El Karoui [9] ). To deal with this problem, we suggest another method to prove the existence of an optimal predictable stopping time. First, let us introduce the following set :
A natural candidate of optimal predictable stopping time for Y is the random variableτ (S) defined byτ ) is a predictable strong E p,g -martingale. By the consistency of predictable conditional g−expectation, we get a.s.
Let A = 1 {τ 2 >τ 1 } , by a standard property of predictable conditional g− expectation, the last equality can be rewritten as :
where the last equality is due to the fact that (Y τ , τ ∈ T [S,τ 1 ∧τ 2 ] ) is predictable strong E p,g − martingale process. Thus, E Theorem .5τ (S) is a predictable stopping time. Moreover, assume that (ξ t ) is S 2,p which is l.u.s.c along stopping times. Then, the process Y is a predictable strong E p,g -maringale on [S,τ (S)] .
Proof. Let S ∈ T p 0 , by Lemma .11 the set N p S is stable by pairwise maximization. Thus, there exists an increasing sequence τ n of predictable stopping times in N p S such that :
Which proves thatτ is a predictable stopping time. We have for each n ∈ N, τ n ∈ N p S . Thus, for each n, (Y τ , τ ∈ T [S,τn] ) is a predictable strong E p,g -martingale process. On the other hand, Y is left continuous since ξ is l.u.s.c along stopping times. Hence, by Proposition .2 and continuity of BSDEs with respect terminal time and terminal condition (see [37] ) which still holds in our predictable setting, we get
We can conculde by using again Proposition .2.
Theorem .6 Let g be a predictable Lipschitz driver. Let (ξ t ) be a left-limited process in S 2,p which we assume to be l.u.s.c along stopping times and verifying, p ξ + ≤ ξ. Let (Y, Z, M, A, B) be the solution to the reflected BSDE with parameters (g, ξ). Let S ∈ T p 0 . Then, Yτ S = ξτ S . a.s. Proof. We note that Yτ ≥ ξτ a.s., since Y is the first component of the solution to the RBSDE with barrier ξ. We will show that Yτ ≤ ξτ a.s. Suppose by the way of contradiction that P (Yτ S > ξτ ) > 0. We have by the Skorohod condition satisfied by B, ∆Bτ = Bτ − Bτ− = 0 on the set {Yτ > ξτ }. We have also that ∆Bτ = p Y 
Which is a contradiction.
Theorem .7 Let g be a predictable Lipschitz driver. Let (ξ t ) be a left-limited process in S 2,p which we assume to be l.u.s.c along stopping times and verifying, p ξ + ≤ ξ. Let (Y, Z, M, A, B) be the solution to the reflected BSDE with parameters (g, ξ). Let S ∈ T p 0 . Then,τ S is S-optimal for problem 15, that is
Proof. By Lemma .17, the process Y is a predictable strong E p,g -supermartingale. Hence, for each τ ∈ T p S , we have
By taking the supremum over τ ∈ T p S , we obtain
It remains to show that
We have by Theorem .5, the process Y is a predictable strong (Yτ (S) ). On the other hand, Yτ S = ξτ S . a.s.by Theorem .6. Thus, we obtain,
We now in position to provide necessary and sufficient conditions, for optimal stopping time, in terms of appropriate martingales. This represents the non linear analogous in case of Bellman optimality criterium (c.f El Karoui [9] in the setup of processes or [26] Kobylanski and Quenez in the case of admissible families).
Proposition .8 (Optimality criterion) Let g be a Lipschitz driver and ξ be a predicable barrier. Let (Y, Z, M, A, B) be the solution to the reflected BSDE with parameters (g, ξ). Let S ∈ T p 0 and let τ * ∈ T p 0 . The following three assertions are equivalent (a) τ * is S-optimal for Y , that is
(b) The following equalities hold : Y τ * = ξ τ * a.s., and E
Since the process Y is a predictable strong E p,g -supermartingale process greater than ξ (see Lemma .17) , and by monotonicity of predictable g−conditional expectation, we have clearly
By hypothesis, equality (27) 
On the other hand, the inequality Y τ * ≥ ξ τ * holds a.s. by the definition of Y . The strict monotonicity of predictable g-conditional expectation permits us to deduce that Y τ * = ξ τ * a.s. Moreover,
s., this combined with the consistency property of predictable g-conditional
holds, then by the consistency property of predictable g-conditional expectation, we can write
6. Some additional results on the strong predictable Snell envelope : the linear case. Let ξ be a predictable reward process. In this section, we study some properties of the predictable value function, defined at each predictable stopping time S by
As in the seminal work of Kobylanski and Quenez [26] , we avoid the aggregation step as well as the use of Merten's decomposition for strong predictable processes. Moreover, we only make assumption sup τ ∈T
Definition .9 A family of random variables {φ(τ ), τ ∈ T 0 } is said to be a predictable admissible family if it satisfies the following conditions :
In [8] , the reward is given by a predictable process (φ t ). In this case, the family of random variables defined by {φ(τ ) = φ τ , τ ∈ T p 0 } is admissible.
Proposition .9 Given any two arbitrary predictable stopping times S and θ such that θ ∈ T p S , the family {E[ξ τ |F S − ] , τ ∈ T p θ } is closed under pairwise maximization. Furthermore, there exists a sequence of predictable stopping times (τ n ) n∈N with τ n in T p θ such that the sequence (E[ξ τ n |F S − ]) n∈N converges non-decreasingly to ess sup
Proof. For any predictable stopping times τ 1 and τ 2 in T p θ , write
Thus, τ 3 ∈ T p θ , it follows that :
Similarly, we show that
Consequently,
which shows the stability under pairwise maximization. Thus, by a classical result on essential supremum (see e.g. Neveu [31] ), there exists a sequence of predictable stopping times
by recurrence, we can define a new sequence of stopping times (τ n ) n∈N ∈ T p θ byτ 1 = τ 1 , and τ n from (τ n−1 , τ n ) in the same way as in the definition of τ 3 by (τ 1 , τ 2 ). Hence, we can see that
The proof is thus complete.
Proposition .10 (Optimizing sequences for V p ) There exists a sequence of predictable stopping times (τ n ) n∈N with τ n in T p S , such that the sequence (E[ξ τ n |F S − ]) n∈N is increasing and such that
Proof. The result follows immediately by taking θ = S in Proposition .9.
Lemma .12 Let S ∈ T p 0 and θ ∈ T p S . Let α be a nonnegative bounded F θ − -measurable random variable. We have,
Proof. Let τ ∈ T p θ , by iterating expectation and using that α is a nonnegative bounded
By taking the essential supremum over τ ∈ T p θ in the inequality, we get ess sup
It remains to prove the reverse inequality " ≤ ". By Proposition .10, there exists a sequence of predictable stopping times (τ n ) n∈N with τ n in T p θ and such that
Since α is F θ − −measurable, we obtain that αV p (θ) = lim n→∞ ↑ E[αξ τ n |F θ − ] a.s. Therefore, applying the monotone convergence theorem and the fact that S ≤ θ a.s. we derive that :
Hence,
This with the previous inequality leads to the desired result.
Let ξ be predictable reward process. Let S ∈ T p 0 , let α be a nonnegative bounded F S − -measurable random variable. Let (V α (τ ), τ ∈ T p 0 ) be the value function associated with the reward (αξ θ , θ ∈ T p S ), defined for each τ ∈ T p S by
Now, we will state some interesting properties :
Proposition .11 Let ξ be a predictable reward process, S ∈ T p 0 and let α be a nonnegative bounded F S − -measurable random variable. The value function (V p (τ ), τ ∈ T p S ) satisfies the following equality :
S and θ ∈ T p τ . By the definition of the essential supremum (see Neveu [31] 
Thus, by the characterization of the essential suprmem, we have αV p (τ ) ≤ V α (τ ). By the same arguments we can show that V α (τ ) ≤ αV p (τ ). This concludes the proof.
Let S ∈ T p 0 and A ∈ F S − . If we take α = 1 A , we denote V α by V A . Thus, V A is the value function associated with the reward
Lemma .13 Let ξ be a predictable reward process. Let τ,τ ∈ T p 0 and denote A := {τ =τ }. Then
Proof. For each θ ∈ T p τ , put θ A = θ1 A + T 1 A c . Since τ andτ are predictable stopping times, we have A ∈ F τ − ∩ Fτ−. Thus, θ A is predictable, thus we get a.s. on A :
Since θ A ∈ T p τ , we obtain :
By arbitrariness of θ ∈ T τ + , this implies that
By interchanging the roles of τ andτ , we get
Now, we will state te following localization property :
Corollary .2 Let (ξ) be reward process, S ∈ T p 0 and let A ∈ F S − -measurable random variable. The value function (V p (τ ), τ ∈ T p S ) satisfies the following equality :
Proof. The result is a direct application of the Proposition .11.
Remark .19 Let S ∈ T p 0 . Note that if A ∈ F S − , we can always decompose the family (V p (τ ), τ ∈ T p S ) as the following :
The equalities above are useful, it allows us to prove the admissibility of the value function V p .
Proposition .12 (Admissibility of
is an F S − -measurable random variable, due to the definition of the essential supremum (cf. e.g. [31] ). Let us prove Property 2 of the definition of admissibility. Take τ andτ in T p 0 . We set A := {τ = τ } and we show that V p (τ ) = V p (τ ), P -a.s. on A. Thanks to Lemma .13, V A (τ ) = V A (τ ) a.s. Let us remark that A ∈ F τ − ∧τ − . By Corollary .2, we have
Thus the desired result.
Definition .10 (Predictable supermartingale system) An admissible family U := (U (τ ), τ ∈ T p 0 ) is said to be a predictable supermartingale system (resp. a predictable martingale system) if, for any τ, τ
s.).
A progressive process X = (X t ) t∈[0,T ] is called a predictable strong supermartingale if it is a supermartingale, such that the family (X τ , τ ∈ T p 0 ) is a predictable supermartingale system.
) is a predictable martingale system, then the family (V A (τ ), τ ∈ T p S ) is also a predictable martingale system. Proof. Let τ 1 < τ 2 ∈ T p S . Since S ≤ τ 1 , we have A ∈ F τ 1 − . By applying Corollary .2, and by using the martingale property of the system (V p (τ ), τ ∈ T p S ), we get
Lemma .14 -The admissible families {V p (τ ), τ ∈ T p 0 } is predictable supermartingale system.
-The value family V p is characterized as the predictable Snell envelope system associated with the reward process ξ, that is, the smallest supermartingale system which is greater (a.s.) than ξ.
Proof. Let S ≤ τ ∈ T p 0 . Applying Lemma .12, equation (29) holds when α = 1. Since S ≤ τ , we get
which gives the supermartingale property of V p . Let us prove the second assertion. Let {V ′ p (τ ), τ ∈ T p 0 } be another supermartingale system such that V ′ p (τ ) ≥ ξ τ a.s. for all τ ∈ T p S . Thus we have
(iv) For each S ∈ T 0,T and for each α ∈]0, 1[, we set
Proof. By Lemma .15 (i), the process V is a strong predictable supermartingale. By using martingales inequalities one can verify that
Hence, the process
0 } is uniformly integrable). Applying Mertens decomposition for predictable strong supermartingales of class (D p ) (see [30] ) gives the decomposition (30) , where N is a cadlag uniformly integrable martingale, A is a nondecreasing right-continuous predictable process such that A 0 = 0, E(A T ) < ∞, and B is a nondecreasing right-continuous predictable purely discontinuous process such that
By applying the same arguments as in the proof of Lemma 3.3 (step 3) in [16] , one can verify that A ∈ S 2,p and B ∈ S 2,p . ii) Let τ ∈ T p 0 . It follows from the equation (30) 
We conclude by Remark .20 that ∆B τ = 1 {Vτ =ξτ } ∆B τ a.s. iii) We have by The Mertens decomposition (30) ,
This combined with Remark .21, give ∆A τ = 1 {V τ − = ξ τ − } ∆A τ a.s. iv)To sketch the proof, we refer the reader to Lemma 4 in [8] .
Remark .22 Since A τ α (S) = A S and B τ α (S) − = B S − , we get
Theorem .8 Let X be an R valued F × R + measurable process. There exists an R valued process called the predictable projection of X and denote p X, that is determined uniquely up to an evansescent set by the following two conditions :
for all predictable times τ Corollary . 4 If X is a local martingale, then ( p X) = X − .
Theorem .9 (Gal'chouk-Lenglart) Let n ∈ N. Let X be an n-dimensional optional semimartingale, i.e. X = (X 1 , . . . , X n ) is an n-dimensional optional process with decomposition
. . , n}, where M k is a left continuous local martingale, A k is a right-continuous process of finite variation such that A 0 = 0, and B k is a left-continuous process of finite variation which is purely discontinuous and such that B 0 = 0. Let F be a twice continuously differentiable function on R n . Then, almost surely, for all t ≥ 0,
where D k denotes the differentiation operator with respect to the k-th coordinate.
Corollary .5 Let Y be a one-dimensional semimartingale with decomposition Y = Y 0 + M + A + B, where M , A, and B are as in the above theorem. Let β > 0. Then, almost surely, for all t ≥ 0,
Proof. It suffices to apply the change of variables formula from Theorem .9 with n = 2, F (x, y) = xy 2 , X 1 t = e βt , and X 2 t = Y t . Indeed, by applying Theorem .9 and by noting that the local martingale part and the purely discontinuous part of X 1 are both equal to 0, we obtain Thus we see thatỸ is an optional (strong) semimartingale (in the vocabulary of [14] Let us first consider the sum of the first and the second term on the r.h.s. of the above inequality (32) . By the same arguments as in [15] and since β ≥ We can verify that the local martingaleM is a true martingale, by using some classical ar-guments based on the use of Burkholder-Davis-Gundy inequalities, Now, we will show that E t≤s<T e βs ∆M s ∆B s = 0 . We note thatM is an uniformly integrable, thus E ∆M τ |F τ − = 0, for each predictable stopping time τ ∈ T p 0 . Moreover, ∆B τ is a predictable process, sinceB is predictable. Therefore, ∆B τ E ∆M τ |F τ − = 0 or each predictable stopping time τ ∈ T p 0 . Hence, E t≤s<T e βs ∆M s ∆B s = 0 = 0. By applying (34)with t = 0 and by taking expectation on both sides, we get that 
