Abstract: -Reinforcement Learning (RL) refers to a class of learning algorithms in which learning system learns which action to take in different situations by using a scalar evaluation received from the environment on performing an action. RL has been successfully applied to many multi stage decision making problem (MDP) where in each stage the learning systems decides which action has to be taken. Economic Dispatch (ED) problem is an important scheduling problem in power systems, which decides the amount of generation to be allocated to each generating unit so that the total cost of generation is minimized without violating system constraints. In this paper we formulate economic dispatch problem as a multi stage decision making problem. In this paper, we also develop RL based algorithm to solve the ED problem. The performance of our algorithm is compared with other recent methods. The main advantage of our method is it can learn the schedule for all possible demands simultaneously.
I. INTRODUCTION
In this paper, we present a Reinforcement Learning based algorithm for solving the Economic Dispatch problem. Reinforcement Learning is a strategy of learning which relies on experience [1, 2] . At any particular state of the system, an action is performed and goodness of that action is measured and stored for decision making for the same state occurring in future. It is a good technique of solution especially when the system environment is random or ill defined.
Reinforcement Learning has been successfully applied for several difficult problems such as control of inverted pendulum, playing Backgammon and other computer games and elevator control problems [3 -5] . It has also been used as a solution strategy for Automatic Generation Control of Power system [6] and Unit Commitment problem [7] of power generation.
A Power system consists of a large number of units having a variety of characteristics. The load demand is not at all a constant throughout, varies from time to time. Meeting the load, with minimum cost of generation, while satisfying all the constraints associated with the system, is an important problem in a power system. A variety of efforts have been made to solve this optimization problem incorporating the different types of constraints or multiple objectives. In [8] a review of algorithms developed prior to 1990 is given. The conventional methods include lambda iteration method [9] , base point participation factor method [10] etc. These methods are not suitable to solve problems with non convex fuel cost functions, which is the most often the one in practical systems. Even though Dynamic Programming is a good solution strategy for Economic Dispatch problem without imposing any restrictions on the fuel cost curves [9] , it suffers from curse of dimensionality.
For handling the non-convex cost functions, many soft computing techniques have been successfully employed. Hopfield Neural Networks are being used for solution in [11] [12] and radial basis functions in [13] . A solution based on Genetic Algorithm is developed by Chen in [14] . Another stochastic search technique based on Simulated Annealing has been proposed in [15] to solve this problem of scheduling. A Partition Approach algorithm, which is a well suited for non convex optimization problems is developed in [16] . [17] and [18] Almost all the soft-computing techniques compute the load distribution for a specified load. Hence the computational effort has to be repeated for all possible load demand. One advantage of RL method is information learned while learning for a particular total load demand is used to learn optimum schedule for other load demands. In other words, the computational effort for learning the dispatch for all possible load demands is almost same as the effort required to learn for one particular load demand. This paper is organized as follows. Mathematical formulation of Economic Dispatch problem is explained in next section. Technique of learning through RL and the different notations used in the learning algorithm are explained in section III. Section IV gives the formulation of Economic Dispatch as a multi stage decision making problem and the algorithm neglecting transmission losses. Then the transmission losses are considered and the algorithm is extended in Section V. Section VI explains the simulation results and conclusion is given in section VII.
II PROBLEM FORMULATION Consider a power system having N generating units. Let P T be the power demand to be satisfied with these N units at any slot of time and let P L be the total transmission loss in the system. Economic Dispatch is to find an optimum schedule of power allocation among these N units. The allotment should be in such a way that the cost of generation should be minimum as far as possible. At the same time, generating unit power constraints should also be met. Therefore Economic Dispatch can be treated as a constrained optimization problem.
The objective function of Economic Dispatch problem C T is the total cost for supplying the load demand including the transmission loss. The problem is to minimize C T subject to the constraint that the total generated power meets the demanded load and the transmission losses. At the same time the power constraints on all units are being met. That is, C T = C 1 (P 1 ) + C 2 (P 2 ) + C 3 (P 3 ) +…. The constraints to be met are P load + P L -Σ (P i ) = 0 .….. (2) Pmin i ≤ P i ≤ Pmax i for i = 1 to N ....…(3) P L -transmission loss in the system Transmission loss in the system can be calculated using well known B matrix loss formula [9] as ∑ ∑ ∑ , where B ij is the ij th element of the loss coefficient square matrix, B 0i is the i th element of the loss coefficient vector and B 00 is the loss coefficient constant. Thus, the problem is to minimize the cost function C T subject to the constraints given in (2) and (3).
III REINFORCEMENT LEARNING Reinforcement Learning is one effective method of solving multi stage decision making problems. A MDP involves making a decision or taking an action "a k " at each stage based on the current state, "x k " of the system. On taking action a k , the system moves to a new state x k+1 . Solution of MDP involves finding a sequence of actions a 0 , a 1 , a 2 , … a N so that the specified objective is realized. We formulate Economic Dispatch problem as a MDP and propose an algorithm based on Q learning technique to solve the problem.
Q learning involves finding the so-called Qvalues. Q-values are defined for all state action pairs, say (x, a). It gives a measure of goodness of selecting action a in state x. In our context, if Q (a * ,x k ) ≤ Q (a k , x k ) for all possible actions, then a * is the best action. A comprehensive study of Q learning can be found in [2] .
The algorithm starts with an initial estimate for Q values. The learning process proceeds as follows: Each time the decision making agent interacts with the environment and chooses an action from the action set (The procedure for selecting an action at each step is given in the next paragraph). In Q learning method, following the response of the environment to the selected action, the learning process updates the Q value associated with the corresponding state-action pair. On performing the action, the system reaches a new state which provides a new set of actions. A new action from the current action set is then selected. As the algorithm proceeds, the Q values of different state-action pairs seem to converge to optimum so that in the successive iterations, best action will be performed at each state. Now, let us see how to choose an action at each step. At any discrete step, there will be one action whose estimated Q value up to that moment is best. That action is called as greedy action. But the current estimate may be wrong. There may be a better action. Therefore the solution strategy should exploit the goodness achieved for the greedy action, at the same time explore other possibilities. For the selection of an action from the given action set one method is ε-greedy method. In this method the greedy action is chosen with probability of (1-ε ) and a random action from the remaining action set with probability 'ε'. 'ε' can take any value up to unity. Smaller values of 'ε' decreases the exploration of the action set while values closer to unity increase the rate of exploration at each step. Usually in the first few iterations, a large value of 'ε' is used so that all actions are given sufficient chance to be performed and as the algorithm progresses ε may be reduced since the greedy action itself turn to be the best action. This action selection drastically reduces the computational overhead, at the same time avoiding trapping to local minima.
Therefore Reinforcement Learning basically requires a set of states and associated actions from which to select, numerical measure of the goodness of a particular action (reward) which is used to update the Q value associated with state-action pair. If x k+1 is the state reached from a state x k on performing an action a k , Q value, Q (x k , a k ) is updated using the equation,
where A is the action set, g(x k , a k , x k+1 ) is the reward function associated with the state-action pair, α is the learning parameter and γ is the discount factor for accommodating the future effects.
We will first formulate Economic Dispatch as a multi stage decision making problem and then Reinforcement Learning algorithm for solving the same without including losses is developed.
In the Economic Dispatch problem, the problem is to find out the optimum schedule of generation for the N generating units. We will treat this as a multi stage decision making task having N stages (0 to N-1). State of the system at any stage can be represented by a tuple (k, RP k ), k being the stage number and RP k being the power to be allotted among the remaining N-k units. At each stage k, an action (a k ) is selected from the action set (Α k ) which is the power allocation for one of the units (unit k ). Therefore, as the learning system goes through stages 0 to N-1, power allocation is made to all the N units.
The action set at any stage k is defined as:
Α k = {a mink , …….a maxk }, where a mink and a maxk being the minimum and maximum power allocation possible to the k th unit. These values depend on the minimum and maximum power generation possible with k th unit and also on the minimum and maximum power generation possible with the remaining N-k units. The number of elements of the action set (Α k ) also depends on the discretisation step size.
Initially we will be having N units and the demanded power P T MW to be dispatched. This can be taken as stage 0 with RP 0 = P T . The state of the system at k=0 is the tuple, x 0 = (0,RP 0 ). The learning system takes a decision on how much amount to be dispatched to 0 th unit. This is treated as action a 0. On applying this action, the system proceeds to the next stage or stage 1 i.e., a N-1 = RP N-1 . For selecting an action from the action set, we use ε-greedy method where the greedy action is selected with a probability of 1-ε, while one of the actions from the remaining action set is selected with a probability of ε. On each action performance, the learning system gets back a reward. In this Economic Dispatch problem, the reward at any stage k can be defined as the cost of generating power a k by k th unit. Therefore,
……..(4) For each of the stages from 0 to N-2, the Q value of the state-action pair is then updated using the equation,
………(5) where α -step size of learning γ -discount factor
When stage has reached N-1, since there is no future stages, Q value is updated using the equation,
………(6) Our algorithm has two phases: learning phase and retreiving phase. During the learning phase, we learn the Q-values for all possible combinations of state action pair. To achieve this, we run the algorithm with randomly generated values of demanded power sufficient number of times. The entire algorithm for learning phase is given in Algorithm I.
To run the algorithm, we have to choose ε, α and γ . The value of ε is chosen as 0.5 in the first few iterations for providing sufficient rate of exploration and is reduced as the learning proceeds. The learning parameter α decides on how much the Q value is modified on each iteration of learning. Smaller values will make the convergence slower while larger values make it oscillatory. In this problem, by trial and error we choose a value of 0.1. In the context of Reinforcement Learning problems, a reward received at a future stage may not be having the same effect as the same reward received at present state. Discount factor incorporates the extent of discounting the present reward in view of future reinforcements. In the case of Economic Dispatch problem, the cost incurred in a later stage has the same significance as the cost incurred in the current stage, the discount factor is taken as 1.
After learning is completed, for getting the dispatch corresponding to a demanded power, actions corresponding to minimum Q value (greedy action) at different stages are found out and this will give the optimum allocation schedule. To get the allocation schedule for a particular value of load demand P T , we take the starting state as the tuple (0, RP 0 ) where RP 0 = P T . Then find the greedy action for 0 th stage as a 0 which will give the allocation P 0 for unit 0 and proceeds to the next stage with tuple (1,RP 1 ). This proceeds until greedy action (optimum power) for all the N stages are found out. The algorithm for getting the schedule is given in Algorithm II. function g(x k , a k , x k+1 ) using eqn(4) Update Q n to Q n+1 using eqn (6) Update learning parameter ε
Algorithm I ( Learning phase) Get Unit parameters

Enddo
AlgorithmII (retrieving phase)
Get the demand power P T to be scheduled
We now extend our previous RL algorithm in order to incorporate the losses in the transmission system. We use the B matrix loss formula for calculating the loss MW at each step. We find the dispatch of the possible load values considering transmission losses also using Algorithm III which is described below.
We execute Algorithm I to learn the Q values. The optimum generation schedule corresponding to a load demand P T is obtained by running the algorithm II. Then from the optimum allocation obtained, corresponding loss is calculated using B coefficients. The demanded power is then modified as P T(new) = P T(old) + Loss. Then the dispatch is again obtained for the power P T(new) using algorithm II. This is continued and in general, the amount of power to be allocated in (n+1) th step is given as, P T(n+1) = P T (n) + Loss n , Loss n being the MW loss corresponding to the power schedule obtained in the n th step. This allocation is continued until the change in demanded power in two successive steps is negligibly small. The above procedure is continued for all the load values in suitable steps. The entire algorithm is given below:
Algorithm III (Considering Transmission Losses)
Get [15] , [16] . The fuel cost curve of the units is represented by a third order polynomial function. The associated fuel cost coefficients and B-matrix parameters are given in Table I . We find the dispatch for various load values ranging from minimum demand possible to maximum value possible. In this simulation, we choose a discretisation step size of 2MW. Hence there could be a maximum difference of 2MW between power generation and power demand including losses. This remaining power of the demanded value (less than 2MW), which is negligibly small compared to the total demand is randomly assigned to one of the units without exceeding maximum limit. The same steps are carried out for finding the dispatch for all the possible load values. as given in Algorithm III. The total time taken to obtain all the schedule is 9.87 seconds. The schedule and the total cost rounded of to the nearest integer is given in Table II . For other methods, training or learning phase is to be repeated for each of the required demand.
For comparing the computational efficiency with other recent methods, the schedule is obtained for a single load value of 1200 MW. The method gives an optimal cost of $5676.22 and the power loss calculated is 43.72MW. The obtained schedule is tabulated and comparison is made with Simulated Annealing given in 3 Step is taken as 100MW in this simulation. [15] and Partition Approach Algorithm in [16] in Table  III . From the table, we see that the obtained cost is less than those obtained through simulated annealing. It is slightly more than that obtained through Partition approach Algorithm, but the difference is only $5.16. The dispatch schedule obtained is also comparable. Transmission loss in all the case is nearly 43MW. The time of execution of the proposed algorithm is found to be less (9.68sec) compared to simulated annealing (27.25) in [15] and Partition Approach algorithm (16.82) . Also when we need the schedule for all the load values, the other two methods require approximately 16 times the time given in Table III .
Thus the proposed algorithm is much faster than other recent techniques. Moreover, the total time taken by our method to find the schedule for 16 different loads is considerably less than the time taken by other methods to find the dispatch for one load. 
