Topology applied to real world data using persistent homology has started to find applications within machine learning, including deep learning. We present a differentiable topology layer that computes persistent homology based on level set filtrations and distance-bases filtrations. We present three novel applications: the topological layer can (i) serve as a regularizer directly on data or the weights of machine learning models, (ii) construct a loss on the output of a deep generative network to incorporate topological priors, and (iii) perform topological adversarial attacks on deep networks trained with persistence features. The code 1 is publicly available and we hope its availability will facilitate the use of persistent homology in deep learning and other gradient based applications.
Introduction
Persistent homology, or simply persistence, is a well-established tool in applied and computational topology. In a deep learning setting, persistence has mainly been used as preprocessing to provide topological features for learning [27, 16, 21] . There has been work that uses differentiable properties of persistence to incorporate topological information in deep learning [22, 10] and regularization [8] ; however, such work has focused on specialized applications and specific functions of the persistence diagrams. Another line of work uses applied topology and persistence for deep learning interpretability [3, 13] , automating the construction of deep learning architectures [5] , complexity measures [19, 24] , and adversarial attacks [14, 15] . Persistence fits naturally in geometric problems and has been applied to a number of geometry processing applications including shape matching [6] , optimal pose-matching [11] , shape segmentation [28] , and surface reconstruction [4] . In [4] gradient descent was successfully applied to persistence-based optimization. In this work, we translate this idea to the domain of machine learning and deep learning. This provides an easy-to-use and general way to incorporate topological priors in many machine learning settings.
In many deep learning settings there is a natural topological perspective. This is true both for images and for 3D data such as point clouds or voxel spaces. In fact, many of the failure cases of generative models are topological in nature [32, 18] . We show how topological priors can be used to improve such models. It has been speculated [3, 5] that models that rely on topological features might have desirable properties besides test accuracy; one such property has been robustness against adversarial attacks [7] . However, to our knowledge, no such attacks have been conducted. With our layer, such attacks are easy to implement, and we provide illustrative examples. As a language for describing global properties of data, topology is also useful in exploring properties of generalization. There are some natural measures of topological simplicity (akin to norm regularization) and we show how these can successfully be used to regularize the parameters or weights of machine learning models.
A summary of our contributions is: (i) an easy-to-use persistence layer for level sets, Rips filtrations, and (weak) Alpha filtrations, (ii) the first regularization using persistence on the weights of machine learning models, (iii) the first incorporation of topological priors in deep generative networks in image and 3D data settings, and (iv) the first topological adversarial attacks.
Topological Preliminaries
This section contains a review of the relevant topological notions, including persistent homology, providing an intuitive idea with some of the more technical details provided in the supplementary material. For readers who are unfamiliar with persistence, we refer the reader to a number of excellent introductions and surveys which are available [12] and [23, 4] for related work on optimizing over persistence diagrams.
Homology groups are a way of studying the properties of a space through algebraic invariants. Each dimension k has a homology group and its rank determines the number of k-dimensional features of the space. For example, the 0-dim homology counts the number of connected components, 1-dim the number of holes, 2-dim the number of voids, and so on. We restrict ourselves to simplicial homology although the techniques we describe are more generally applicable. We always consider geometric simplicial complexes, where the vertices correspond to points in some ambient space, e.g. R d , although the simplices need not be embedded in the space.
Persistent homology studies an increasing sequence of simplicial complexes or filtration, ∅ = X 0 ⊆ X 1 ⊆ . . . ⊆ X n = X . We consider sublevel set filtrations of a function f : X → R. The filtration is defined by increasing the parameter α, with
Conversely, we can consider the superlevel set filtratation by decreasing α and defining
The only requirement is that each X α is a simplicial complex.
The homology of the filtration is described by a persistence diagram. A k-dimensional persistence diagram, PD k , is a multi-set of points in R 2 . Each point, (b, d) represents a k-dimensional topological feature which appears when α = b and disappears 2 when α = d. These are called the the birth time and death time respectively. Alternatively, we can view the persistence diagram as a map from a filtration to a set of points in R 2 :
As a notational convenience, we assume that the indexing of the points is by decreasing lifetimes, i.e. d i − b i ≥ d j − b j for i < j. An intuitive way to understand this machinery is to consider a filtration where simplices are added one at a time. It is a standard but non-obvious result that a k-dimensional simplex either creates a k-dimensional feature or destroys a (k − 1)-dimensional feature. The persistence diagram captures the pairing of these events which are represented by a pair of simplices (σ, τ ), where b = f (σ) and d = f (τ ). This allows us to define an inverse map
Note that this map is generally not unique and must be defined carefully -see the supplementary material for details. As persistence diagrams are a collection of points in R 2 , there are many notions of distances between diagrams and cost functions on diagrams which depend on the points. We use loss functions that can be expressed in terms of three parameters
The parameters p and q define a polynomial function, following those introduced in [2] . We sum over lifetimes beginning with the i 0 most persistent point in the diagram. For example, if i 0 = 2, we consider all but the most persistent class. We also use the Wasserstein distance between diagrams -this is defined as the optimal transport distance between the points of the two diagrams. One technicality is that the two diagrams may have different cardinalities, which is why points may be mapped to the diagonal -see the supplementaty material for details.
Optimization: Given an input, we can compute the gradient of a loss function of a diagram. The existence of the inverse map in Equation 1 allows for the computation of a gradient, enabling backpropagation and the development of topological layers for neural networks. In each case, we assume the filtration is parameterized or for any choice of parameters we obtain a filtration.
We use two different types of filtrations: (1) a sub/superlevel set filtration where a function is defined on a fixed simplicial complex X , and (2) a distance-based filtration whose input are points embedded in some ambient space. We refer to (1) as levelset persistence. As an example, we consider images where superlevel set filtrations are more natural. The underlying complex is the collection of pixels and the function is given by the pixel values, i.e. the superlevel set are all pixels whose value is greater than some α. If we represent each pixel by a vertex and triangulate R 2 , the value of a simplex is given by the minimum of pixel values of vertices in the simplex. This defines a map ω ls (σ) = argmin v∈σ f (v) from each simplex to a vertex/pixel. Composing with π f , we obtain a map from a point in the diagram to a pair of pixels -evaluating the gradients at these pixels gives the gradient with respect to the diagram via the chain rule.
In our other scenario, the input consists of points in R d . One construction for this situation is the Rips filtration, R α . A Vietoris-Rips complex is constructed in two steps. First, connect all pairs of points (x, y) if ||x − y|| < α. Then take the resulting graph and construct the clique complex by filling in all possible simplices, which correspond to cliques in the graph. In this setting, the filtration function is defined as f (σ) = max (v,w)∈σ ||v − w|| and the corresponding inverse map is ω R (σ) = argmax (v,w)∈σ ||v − w||. This relies on the points being embedded -extending this definition to a general metric space would require additional work. Again composing with π f gives potentially four points and the gradient can be evaluated at those four points. The Rips filtration can often become too large to compute efficiently. Rather than connect all pairs of points which are sufficiently close, we take as the graph a subset of the Delaunay graph. We refer to this as the weak Alpha filtration. With the maps defined the derivation of the gradient is straightforward application of the chain rule.
Applications

Topological Noise Reduction and Regularization
We first demonstrate how functions of persistence diagrams can be effectively used for both optimization of the placement of points, and optimization of functions on a space. We show how one can encourage the formation of lines, clusters, or holes in a set of points using geometric filtrations. We then show how level set filtrations can effectively be used for regularization of parameters in a model by penalizing the number number of local maxima in the parameter topology.
In Section 1, we reviewed several examples which use specific topological loss functions for certain applications. There are many possible losses which may be considered, and here we demonstrate some of the variety of behaviors that can be promoted using persistence. In Figure 1 , we see how a set of 100 random points in the unit square can be moved into different configurations by taking gradients of different functions of the birth-death pairs in a weak-Alpha persistence diagram. In Figure 2 we see how points that are sampled from a 3D chair can be moved around using similar functions of the birth-death pairs of a Rips persistence diagram. An analysis of the optimality of one choice over another in any given situation is beyond the scope of this work. We primarily wish to draw attention to the wide variety of behaviors that can be encouraged by varying the choice of function. Direct optimization on the filtration is not limited to geometric complexes. In Figure 3 , we also optimize functions on a space. As we will see further in Section 3.2, limiting the number of local maxima in an image can improve the visual quality of generated digits. In this example, we perform optimization directly on the level sets of a noisy image to produce one that has a single global maximum, removing several noisy pixels and filling in gaps in the digit.
While these examples are illustrative, we wish to see how we can use topology directly in a machine learning model for the purposes of regularization, or encoding a prior on some topological structure.
Regularization is used throughout machine learning to prevent over-fitting, or to solve ill-posed problems. In a typical problem, we observe data {X i } and responses {y i }, and we would like to fit a predictive model with parametersβ that will allow us to make a predictionŷ i = f (β; X i ) for each observation. The quality of the model is assessed by a loss function , such as the mean squared error. However, many models are prone to over-fitting to training data or are ill-posed if there are more unknown parameters than observations. In both these cases, adding a regularization term P (β) can be beneficial. The estimated value ofβ for the model becomeŝ
where λ is a free tuning parameter.
Well-known examples of regularization include L 1 regularization P (β) = β 1 (Lasso) [30] , which promotes sparsity, or L 2 regularization P (β) = β 2 (Ridge regression) [20] which tends to keep parameters from growing excessively large. Both of these types of regularization can be viewed as making the topological statement that parameter weights should "cluster" around zero. A similar penalty from the topological point of view would simply encourage the set of all weights to form clusters, which can be accomplished by trying to minimize the sum of lengths of PD 0 from a Rips or weak Alpha filtration on the weights.
Another class of well-known regularization schemes instead make an assumption about the topology of the set of parameters themselves, and penalize properties of the weights as a function on that space. Examples include penalties on a norm of a finite-difference derivative, such as total variation regularization P (β) = ∇β 1 [25] , or penalties on the ordering of weights as seen in isotonic regression and its variants [31] . From the topological point of view, these regularization schemes encourage β to have a smaller number of local maxima and minima. A similar topological penalty would simply penalize the number of maxima and minima directly which can be accomplished by minimizing the sum of lengths of PD 0 from a level set filtration. In Figures 5 and 6 , we compare different regularization schemes for several different linear regression problems. Data is generated as y i = X i β * + i , where X i ∼ N (0, I), and i ∼ N (0, 0.05). β * is a feature vector with p = 100 features, and an estimateβ is made from n samples by solving Equation 3 with the mean-squared error loss y i , f (β; X i ) = (y i − X i β) 2 using different penalties, and λ is chosen from a logarithmically spaced grid on [10 −4 , 10 1 ] via cross-validation for each penalty. We track the mean-squared prediction error for the estimateβ as the number of samples is increased. We also compare to the ordinary least-squares solution, with no regularization term, although if the solution is under-determined (n < p), we take the smallest 2-norm solution.
In Figure 5 , the features in β * are chosen uniformly at random from three different values. On the left, those values are {−1, 0, 1}, and on the right, {1, 2, 3}. We consider L 1 and L 2 penalties, as well as two topological penalties using a weak-alpha filtration. The first is E(1, 0, 2; PD 0 ), and the second is E(1, 0, 4; PD 0 ) which explicitly encodes that we expect three clusters. Both topological penalties are non-negative, and the first penalty is non-zero if β takes more than a single value, and the second penalty is non-zero if β takes more than three distinct values. In the case where β * takes values in {−1, 0, 1}, the L 1 and L 2 penalties slightly outperform ordinary least squares, because while β * is not truly sparse, some shrinkage seems beneficial. In the case where β * takes values in {1, 2, 3}, L 1 and L 2 clearly bias the estimate in an ineffective way and fail to outperform ordinary least squares. In contrast, the two topological penalties clearly do better in both cases.
In Figure 6 , the features in β * are chosen to have three local maxima when the features are given the line topology. On the left, β * consists of three piecewise-linear sawteeth, and on the right, β * consists of three piecewise-constant boxcars. The total variation penalty P (β) = p i=1 |β i+1 − β i | and a smooth variant P (β) = (
1/2 are considered, as well as two topological penalties. The parameters of the topological penalties are identical to the previous example, but the penalties are now imposed on superlevel set diagrams of β. This means that instead of penalizing the number of clusters in the weights of β, we now penalize the number of local maxima. In the boxcar problem, total variation regularization does very well, as it encourages piece-wise linear functions, and the two topological penalties perform similarly. In the sawtooth problem, total variation does not do as well because β * is no longer piece-wise constant, and interestingly the first topological penalty is similarly not as effective, while the second topological penalty performs similarly in both examples.
These examples demonstrate how topological information can be incorporated effectively to add regularization or incorporate prior knowledge into problems. Furthermore, they demonstrate how topological information can be directly encoded, such as penalties on the number of clusters or number of maxima of a function, in a natural way that is difficult to accomplish with more traditional schemes.
Incorporating Topological Priors in Generative Models
We now use the same topological priors to improve the quality of a deep generative neural network. We start with a Baseline-Generator, pre-trained in a GAN-setup on MNIST, and by training it for a few iterations with a topological loss, we arrive at an improved Topology-Generator. We provide comparisons with other methods applied to the Baseline-Generator.
A GAN as in [18] is trained on MNIST for 32,000 batch iterations with a batch size of 64 (this batch size is used throughout this section). The resulting generator (Baseline-Generator) produces reasonable output but with topological noise, see Figure 7 (a). The prior used to improve the Baseline-Generator is identical with that of Figure 3 : that MNIST images should have one connected component in a superlevel set filtration. The loss function (topology loss) is E(1, 0, 2; PD 0 ) . The setup in the top of Figure 7 is used to backpropagate to the latent space of Baseline-Generator, with generator weights fixed, in order to minimize the topology loss using SGD; the results can be seen in Figure 7 (b). Then, using the same setup, the Baseline-Generator's weights are instead updated to minimize the topology loss; we train for 50 batch iterations to arrive at a new generator (Topology-Generator). The output of the Topology-Generator can be seen in Figure 7 (c).
For further qualitative comparisons, we train the Baseline-Generator for 100 batch iterations with a discriminator between features of the 0-dimensional persistence on MNIST images and the generator's output. The features were sums of lengths of the k longest PD 0 features for several choices of k, expressed as E(1, 0, 2; PD 0 ) − E(1, 0, 3; PD 0 ), E(1, 0, 2; PD 0 ) − E(1, 0, 4; PD 0 ), E(1, 0, 2; PD 0 ) − E(1, 0, 5; PD 0 ), and E(1, 0, 2; PD 0 ) − E(1, 0, 11; PD 0 ), with the results shown in Figure 7 (d) . The output of a generator arrived at by training the Baseline-Generator in the original GAN-setup for another 60,000 batch iterations is shown in Figure 7 (e).
Evidently, the topology loss allows the generator to learn in only 50 batch iterations to produce images with a single connected component and the difference is visually significant. These results are similar to using a PD 0 -aware discriminator, suggesting that our priors were valid. Updating only the latent space produces cleaner images but they still contain some topological noise. For a closer study, consider the linear interpolation in the latent space of the Baseline-Generator and Topology-Generator in Figure 8 . The two different cases behave very differently with respect to the topology. The Baseline-Generator interpolates by letting a disconnected components appear and grow. The Topology-Generator tries to interpolate by deforming the number without creating disconnected components. This might be most obvious in the interpolation from "1" to "4" (Figure 8 , right hand side) where the appended structure of the "4" appears as a disconnected component in the baseline but grows out continuously from the "1" in the topology-aware case.
We also quantitatively compare the Baseline-Generator and Topology-Generator to further investigate if any improvements have been made. We use the Minimal Matching Distance (MMD) and Coverage metric as advocated by [1] as well as the Inception score [26] (a convolutional neural network with 99% test accuracy on MNIST was used instead of the Inception model). The results can be seen in Table 9 . MMD-Wass and COV-Wass use the same procedure as MMD-L2 and COV-L2 but instead of the L2 distance between images, the 1-Wasserstein distance between the 0-dimensional persistence diagrams of the images was used (see Section 2) . The Topology-Generator shows improvements on all but one of these metrics. We extend this superlevel set filtration to 3D data in the form of voxel grids. As before, a baseline generator is obtained by training a GAN to generate voxel shapes as in [32] and its output after 1,000 epochs (or 333,000 batch iterations) can be seen in Figure 10 as the left hand members in each of the two pairs. The result of training with the topology loss (same as for images) for 20 batch iterations can be seen in Figure 10 as the right hand members in each of the two pairs. We claim no improvements on general metrics in this case but note that the generator is able learn to generate output with far fewer connected components. 
Topological Adversarial Attacks
Our topological layer may also be placed at the beginning of a deep network. In contrast to other approaches that use persistence features for deep learning, we can use the fact that our input layer is differentiable to perform adversarial attacks, by backpropagating from the predictions back to the input image.
Since standard super-level set persistence is insufficient to classify MNIST digits, we include the orientation and direction information by computing the persistence homology during 8 directional sweeps. This is achieved by using the product of the image with fixed functions such as x, y, (x + y)/2 ... etc, where x and y are the image coordinates, as the filtration value, one for each of the 8 directions, E(p, q, 1; PD k ) for p and q ranging between 0 and 4 will result in 400 features for training the classification model
The model trained to classify the digits based on these topological features achieved 80-85 % accuracy. Next we performed gradient attack [17] to change the classification of the digit to another target class. We observe that it is harder to train adversarial images compared to CNNs and MLPs. The results are shown in Figure 12 . A red outline indicates that the attack was successful. When the attack was conducted on 1,000 images, to retarget to a random class, it had 100% success rate on MLP and CNN models and 25.2% success rate on the TopModel. Figure 11 : Example of Topological adversarial attack. Left is the original image, right image was optimized to be classified to be an 8, which introduced two 1 pixel holes.
When the adversarial attacks succeed the results sometimes offer insight as to how the model classifies each digit. For example in Figure 11 , the left image is the original image of the digit 4, the right was trained to be classified as an 8; notice that two small holes at the top and bottom were sufficient to misclassify the digit. Several instances of the topological attacks provide similar interpretation. Attacks on MLP and CNN are qualitatively different, but further work is needed to gauge the extent and utility of such distinctions. 
Discussion
We have presented a differentiable topology layer for machine learning as well as three novel applications that it makes possible. We enforced topological structure in Euclidean data, in images, and in the weights of machine learning models. We constructed a differentiable topology loss that allowed us to improve deep generative models. Finally, we compared gradient based adversarial attacks on deep models trained with topological features with the same attacks on CNNs and MLPs.
Our work only scratches the surface of the possible directions leveraging the differentiable properties of persistence. Without doubt such work will tackle problems beyond those we have presented here. Such work could include encouraging topological structure in intermediate activations of deep neural networks or using the layer in the middle of deep networks to extract persistence features where they may be more useful. However, many of the applications we have presented here also deserve further focus. For example, topological regularization, including the penalties we have presented, may have interesting theoretical properties, or closed form solutions. To the best of our knowledge, this is a first demonstration of persistence-based regularization of weights in a statistical model. Furthermore, training autoencoders with distances such as the bottleneck-or Wasserstein distance between persistence features might produce stronger results than the functions considered here. Finally, it might prove useful to use topological features to train deep networks that are more robust to adversarial attacks -however, as we show this will require additional work. Topology, in contrast to local geometry, is generally underexploited in machine learning, but changing this could benefit the discipline.
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Appendix
Topological definitions
In this section, we give the precise definitions of the required notions -this should not be considered as an exhaustive introduction, but rather our goal is to give precise definitions to the concepts used in the paper. Definition 6.1. A k-dimensional simplex is the convex combination of k + 1 vertices.
We only consider the situation where the vertices correspond to point in a sufficiently nice ambient space, usually R d so that a geometric realization of simplices exists as a subset of the ambient space. Simplices are used to represent a space, but must satisfy some additional constraints so that they form a simplicial complex. Definition 6.2. A simplicial complex X is a collection of simplices such that 1. For every simplex σ in X , every face τ ⊆ σ is also in X .
2. For any two simplices σ 1 and σ 2 , τ = σ 1 ∩ σ 2 is a face of both σ 1 and σ 2 .
These can be thought of as higher dimensional analogs of graphs -conversely, a graph is a 1-dimensional simplicial complex.
To define homology, we first construct a chain group. In our setting, the k-th chain group C k (X ) is the freely generated group generated by k-dimensional simplices. Importantly, there exists a boundary homomorphism
Homology can then be defined as
We consider homology computed over fields, in which case the homology groups are vector spaces. Rather than only consider one simplicial complex X , we can consider an increasing sequence of simplicial complexes, called a filtration X 0 ⊆ X 1 ⊆ . . . ⊆ X N . The requirement is that each X i is itself a simplicial complex. We consider the filtration function f : X → R such that each sub/super-level set f −1 (−∞, α], resp. f −1 [α, ∞) form a filtration in parameterized by α. Under appropriate finiteness conditions, which are always satisfied for finite simplicial complexes [12] . Theorem 6.3. If homology is computed over a field, then the homology of a filtration admits an interval decomposition. The interval decomposition is direct sum of rank 1 elements which exists over an interval [b, d).
In our setting, whether the intervals are open or closed is not important so we supress this aspect of the notation. This collection of intervals is the persistence diagram. The diagonal plays an important part in the definition of distances between diagrams. The main distance we consider is the p-Wasserstein distance between two diagrams
where ϕ is a bijection. This can be viewed as an optimal transport problem, points must either be matched to the other diagram or the diagonal. This can be formulated as a classical linear program if we add to each diagram the projection of the other diagram to the diagonal
In other words, we can consider the optimal transport problem between PD(f ) ∪ proj(PD(g)) and PD(g) ∪ proj(PD(f )) where the distance between any two points on the diagonal is 0. Figure 13 : A one dimensional example of a persistence diagram and the inverse map π. The function on the left has critical points at points p, r and q. The local minima create components in the sub-level sets and so represent birth times (x-axis), while the maxima kills one of the components (the younger one) and so is a death time (y-axis). The inverse map for a point in the diagram returns the corresponding critical points/simplicies.
One of the core techniques in this paper is to compute the gradient of an energy function with respect to some parameters. This is possible through the definition of an inverse map
This map is unique and well defined in the case of when a filtration is a total order, i.e. the simplices are totally ordered in the filtration. This is never the case in our scenarios, where the simplices only form a partial order. However this can be resolved by extending the partial to a total order either deterministically or randomly, see [29] for a formal proof and description of how this can be done.
As is the case in our setting, the filtration is not defined directly on the simplices but rather derived from either functions on the vertices or depend on some property of the vertices, e.g. the coordinates of the points that the vertices correspond to. In this case, we require an additional inverse map from simplices to a collection of vertices. This is described in the main paper for two scenarios which we use in the applications. Once both inverse maps are defined, the gradient can be defined in the standard way using the chain rule.
Comparison
In this paper we use both super-level set filtrations as well as Vietoris-Rips and weak-Alpha filtrations. Figure 14 provides an illustrative comparison of super-level set filtration (on the left) and a Rips filtration (on the right). The digit "9" viewed in terms of the super-level set of its pixel values has one clear connected component and one clear ring, which can be read from the corresponding persistence diagrams. However, the super-level set filtration does not take into consideration distance along the grid and a small (in the 2D sense) hole can be very large from the superlevel set perspective. In the Rips case we lay out all the pixelvalues in a 3D space and use the euclidean distance. Here there are many more connected components at small to medium filtration values, and the same is true for the number of rings. The Rips does not merely pick up the obvious ring in the "9" but also rings that are formed with respect to the vertical axis.
Explore latent space
In this paper we backpropagate to the latent space of generative models (query the latent space) in order to improve on them. However, the ability to topologically query the latent space may not only be used to give us more topologically desirable output but also to explore the nature of the latent space. Consider Figure 15 that consists of images produced by a trained InfoGAN-generator [9] . The type of digit closest to a "2" with a loop on the bottom is arguably a digit "2" without such a loop. However, when we backpropagate to remove the ring we get something that does not look like any MNIST digit. Similarly, if we remove the ring in the digit "6" we get something that does not look very much like any MNIST digit. This gives some indications that the latent space learned by the InfoGAN is relatively topologically flexible. 
Topological Mapping
In this paper we train and experiment with networks that use persistence as input. However, with a differentiable layer we can put the persistence computations anywhere in the network. Sometimes it is useful to put certain layers in the middle of a deep network. For example in domain transfer we often want to create a mapping where features will be more useful. The setup might look like in the Figure 16 . We do a simpler setup where we train a network to use superlevel persistence features to Figure 16 : Topological mapping classify the naive P D 1 -features of MNIST which we define for "1", "2", "3", "4", "5", "7" as zero, for "0", "6", "9" as one, and for "8" as two. We are able to get a 84% accuracy. However, by putting two convolutional layers (the mapping) which maintain the dimensionality of the input before our Topology Layer, we get the results shown in Figure 17 where we ultimate improve our accuracy to 86%. In this case, it seems as if the mapping thickens the digits in the images in order to remove topological noise. In order to train a classification model using only topological features we must include orientation and directional information into the persistence homology features. This can be achieved by using custom filtration constructed in the following way. First we define 8 directional functions g θ (x, y) = cos(θ)x + sin(θ)y θ = 0, π/4, π/2, . . . , 7π/4
These functions are shifted and scaled so that in the domain of the image, they range from 0 to 1. If I(x, y) is the input image, then the filtrations are given by f θi (x, y) = I(x, y)g θi (x, y) Persistence diagrams of dimensions 0 and 1 are computed for each filtration. We then compute 25 features on each persistence diagram given by E(p, q, 0; PD), for p and q ranging between 0 and 4, thus totalling 400 features.
Regularization Sparsity Visualization
In Figure 18 we see the Rips PD 0 diagram for the weights of a logistic regression model without (left) and with (right) L1 regularization. As the test accuracy improves, we see that the persistence diagram changes as well. 
