instrumental rationality and realist epistemology. This rationality and epistemology are informed by and sustains urban science and urban informatics, which seek to make cities more knowable and controllable. This paper examines the forms, practices and ethics of smart cities and urban science, paying particular attention to: instrumental rationality and realist epistemology; privacy, datafication, dataveillance and geosurveillance; and data uses, such as social sorting and anticipatory governance. It argues that smart city initiatives and urban science need to be re-cast in three ways: a re-orientation in how cities are conceived; a reconfiguring of the underlying epistemology to openly recognize the contingent and relational nature of urban systems, processes and science; and the adoption of ethical principles designed to realize benefits of smart cities and urban science while reducing pernicious effects.
This article is part of the themed issue 'The ethical impact of data science'.
Urban big data and smart cities
For as long as data have been generated about cities, various kinds of data-informed urbanism have been occurring; that is, data have been used as the evidence base for formulating urban policies, programmes and plans, to track their effectiveness and to model and vehicles), or through social media such as Waze, can be generated on a real-time basis, fed back to a control room where software and analysts can monitor traffic levels and alter traffic light sequencing and road speeds to try and maintain traffic flow. Moreover, it is possible to determine patterns of travel across times of the day, days of the week, and seasons, and to do this for all nodes on the network (e.g. junctions, bus stops, sensor locations). Further, the data can be used to create and improve models and simulations to guide future urban development. For example, to simulate what might happen to travel patterns or land values by closing a road or siting a new hospital on the network.
The consequence of the emerging data deluge is that data-informed urbanism is increasingly being complemented and replaced by data-driven urbanism (the mode of production of smart cities) and this is changing how we know, plan and govern cities, both within particular domains (e.g. transport, environment, lighting, waste management, etc.) and across them [7] [8] [9] . Indeed, one of the consequences of data-driven urbanism is that city systems and infrastructures are becoming much more tightly interlinked and integrated. For example, urban operating systems explicitly link together multiple smart city technologies to enable greater coordination of city systems. Similarly, urban operating centres and urban dashboards attempt to draw together and interlink urban big data to provide synoptic city intelligence [8] . For example, the Centro De Operacoes Prefeitura Do Rio is a purpose built urban operations centre, staffed by 400 professional workers [10] , which draws together real-time data streams from 30 agencies, including traffic and public transport, municipal and utility services, emergency services, weather feeds, social media and information sent in by the public via phone, Internet and radio. This is complemented by a virtual operations platform accessible by mobile devices that enable city officials to log-in from the field to access and upload real-time information [11] . In the centre a team of analysts, aided by various data analytics software, process, visualize, analyse and monitor the vast deluge of live service data using them for real-time decision-making and problem solving. The result is a new form of highly responsive urban governance in which big data systems are prefiguring and setting the urban agenda and are influencing and controlling how city systems respond and perform.
Urban science/informatics
The development of urban big data and data-driven urbanism are informed by and sustain data science practised within the fields of urban science (a computational modelling and simulation approach to understanding, explaining and predicting city processes) and urban informatics (an informational and human-computer interaction approach to examining and communicating urban processes). Indeed, there is a strong recursive relationship between data-driven urbanism and urban science/informatics, with the former providing the raw material and applied domain and the latter providing fundamental ideas and the key tools to enact city analytics and datadriven decision-making. Urban science and urban informatics both forward a computational understanding of city systems and seek to address the two fundamental challenges posed by urban big data: (i) how to handle and make sense of millions or billions of observations that are being generated on a dynamic basis [3] and (ii) how to translate the insight derived into new urban theory (fundamental knowledge) and actionable outcomes (applied knowledge) [12] [13] [14] .
Urban science/informatics, it is posited, offers the potential for urban knowledge that has greater breadth, depth, scale and timeliness, and is inherently longitudinal, in contrast with that derived from longer standing, more traditional urban studies [3, 15] . With respect to the former, the emphasis has been on the development of new data analytics that utilize machine learning techniques designed to process and analyse enormous datasets, such as data mining and pattern recognition, data visualization and visual analytics, statistical analysis, and prediction, simulation and optimization modelling [4, 13, 16] . These techniques are largely in their infancy given that traditional statistical methods were designed to perform data-scarce science; that is, identify significant relationships from small, clean sample sizes with known properties [3] . Nonetheless, significant progress has been made within computer science, data science and information science with respect to handling and extracting insights from big data and these have been utilized within urban science/informatics. Further, there is a longer legacy of scientific and informatics approaches to cities that provide a bedrock of knowledge. This legacy is rooted in quantitative geography and urban modelling [17, 18] , digital mapping and geographic information systems [19, 20] , and in urban cybernetics theory and practice [21] .
These approaches adopt a realist epistemology that supposes the existence of an external reality which operates independently of an observer and which can be objectively and accurately measured, tracked, statistically analysed, modelled and visualized to reveal the world as it actually is. In other words, urban data can be unproblematically abstracted from the world in neutral, value-free and objective ways and are understood to be essential in nature; that is, fully representative of that which is being measured (they faithfully capture its essence and are independent of the measuring process) [22] . And these data when analysed in similarly objective ways reveal the truth about and a 'God's eye' view of cities. As such, they promote an instrumental rationality that underpins the notion that cities can be steered and managed through a set of data levers and analytics and that urban issues can be solved through a range of technical solutions [8, 23, 24] .
Such a framing led to initial spatial and urban science to be roundly criticized within the social sciences for being too closely aligned with positivist thinking, being reductionist, mechanistic, atomizing, essentialist, deterministic and parochial, collapsing diverse individuals and complex, multidimensional social structures and relationships to abstract data points and universal formulae and laws [25] , and producing policy interventions that not only failed to live up to their promises but also did much damage to city operations [26] . These approaches also wilfully ignored the metaphysical aspects of human life and the role of politics, ideology, social structures, capital and culture in shaping urban relations, governance and development [27] . Consequently, they fail to recognize that cities are complex, multifaceted, contingent, relational systems, full of contestation and wicked problems that are not easily captured or steered, and that urban issues are often best solved through political/social solutions and citizen-centred deliberative democracy, rather than technocratic forms of governance [8, 28] .
As such, computational and scientific approaches to cities produce a limited and limiting understanding of how cities work (foreclosing what kinds of questions can be asked and how they can be answered) and how they should be managed (foreclosing other forms of urban governance and other forms of knowledge, such as phronesis, knowledge derived from practice and deliberation, and metis, knowledge based on experience [29] ). These critiques undoubtedly still hold, though advocates of computational social and urban science counter that in the age of big data the variety, exhaustivity, resolution and relationality of data, plus the growing power of computation and new data analytics, address some of the criticism, especially those of reductionism and universalism, by providing more finely grained, sensitive, and nuanced analysis that can take account of context and contingency [1] .
While current urban science undoubtedly draws on positivistic ideas, notably that emanating within social physics which seeks to identify the social determinates and 'laws' of cities while largely ignoring the longer canon and critique [30, 31] -and is open to the same criticisms as earlier manifestations-it should be noted that its approach is shaped by two more recent epistemological positions [1] . The first is a form of inductive empiricism in which it is argued that through data analytics urban big data can speak for themselves free of theory or human bias or framing. Such an approach is best exemplified by Anderson [32] who argues that 'the data deluge makes the scientific method obsolete' and that within big data studies 'correlation supersedes causation, and science can advance even without coherent models, unified theories, or really any mechanistic explanation at all'. In other words, rather than being guided by theory, the data can be wrangled through hundreds of algorithms to discover the most salient factors with regards to a particular phenomenon. The second is data-driven science that seeks to hold to the tenets of the scientific method, but seeks to generate hypotheses and insights 'born from the data' rather than 'born from the theory' [33, p. 613 mode of scientific method in the big data age because its epistemology is suited to exploring, extracting value, and making sense of massive, interconnected datasets; it extracts additional, valuable insights that traditional knowledge-driven science would fail to generate and it produces more holistic and extensive models and theories of entire complex systems rather than elements of them [16, 33] . Both approaches are evident in urban science/informatics, with a preference on the latter.
The ethics of data-driven urbanism and urban science
The unfolding deluge of fast, exhaustive, indexical data, the wide-scale attempts to extract value from and make sense of such data, and the desire to translate actionable data and data analytics into modes of data-driven management and governance and commercial products raise a number of ethical issues concerning privacy, datafication, dataveillance and geosurveillance, and data uses such as social sorting and anticipatory governance. The rest of the paper examines these issues and considers how data-driven urbanism and urban science might seek to address the concerns raised. The argument forwarded is not that we need to abandon the creation of smart cities and scientific and informatics approaches to understanding cities, but rather that such initiatives need to be re-imagined and re-cast in ways which seek to minimize their pernicious effects, and lay bare instrumental rationality and epistemology, and recognize the value of other ways of knowing and doing.
(a) Datafication and privacy
Privacy-to selectively reveal oneself to the world-is considered a basic human right in many jurisdictions (particularly democratic states), enshrined in national and supra-national laws in various ways. How privacy is understood both as an everyday and legal concept, however, varies between cultures and contexts. In general terms, privacy debates concern acceptable practices with regards to accessing and disclosing personal and sensitive information about a person [34] . Such sensitive information can relate to a number of a personal facets and domains creating a number of inter-related privacy forms including [35, 36] : -identity privacy (to protect personal and confidential data); -bodily privacy (to protect the integrity of the physical person); -territorial privacy (to protect personal space, objects and property); -locational and movement privacy (to protect against the tracking of spatial behaviour); -communications privacy (to protect against the surveillance of conversations and correspondence); and -transactions privacy (to protect against monitoring of queries/searches, purchases, and other exchanges).
As Solove [37] details, these forms of privacy can be threatened and breached through a number of what are normally understood as unacceptable practices, each of which produces a different form of harm (table 1) . Smart city technologies, data-driven urbanism and urban science create a number of potential privacy harms for five reasons, each of which also raises significant challenges to existing approaches to protecting privacy (privacy laws and fair information practice principles).
(i) Datafication, dataveillance and geosurveillance
Increased datafication means that people are now subject to much greater levels of intensified scrutiny as more and more aspects of their daily lives are captured as data. Indeed, the pervasiveness of digitally mediated transactions and surveillance, plus the increasing use of unique identifiers and personally identifiable information (PII) to access services (e.g. names, usernames, passwords, account numbers, addresses, emails, phone details, credit card numbers, smart card ID, licence plates and faces), means that it is all but impossible to live everyday lives without leaving digital footprints (traces we leave ourselves) and shadows (traces captured about us) [38] . The result is the deepening of dataveillance and, in the case of the smart city, geosurveillance. Dataveillance is a mode of surveillance enacted through generating, sorting and sifting datasets in order to identify, monitor, track, regulate, predict and prescribe [39, 40] . Geosurveillance is the tracking of location and movement of people, vehicles, goods and services and the monitoring of interactions across space [41] . With regards to the latter, up until relatively recently tracking the movement of individuals was a slow, labour-intensive, partial and difficult process. The only way to track the location and movements of an individual were to follow them in person and to quiz those with whom they interacted. As a result, people's movement was undocumented unless there was a specific reason to focus on them through the deployment of costly resources. Even if a person was tracked, the records tended to be partial, bulky, difficult to cross-tabulate, aggregate and analyse, and expensive to store. A range of smart technologies has transformed geo-location tracking to a situation where the monitoring of location is pervasive, continuous, automatic and relatively cheap and it is relatively easy to construct travel profiles and histories. 
of vehicles are surveyed by traffic, red-light, congestion and toll cameras. Analysis and interpretation of CCTV footage is increasingly aided by facial, gait and ANPR using machine vision algorithms. Several police forces in cities in the UK have rolled out CCTV facial recognition programmes [42, 43] , as have cities in the USA, including New York and Chicago (each with over 24 000 cameras) [44] . ANPR cameras are installed in many cities for monitoring traffic flow, but also for administrating traffic violations such as the non-payment of road tolls and congestion charging. There are an estimated 8300 ANPR cameras across the UK capturing 30 million number plates each day [45] .
In a number of cities, sensor networks have been deployed across street infrastructure such as bins and lampposts to capture and track phone identifiers such as MAC addresses. In London, Renew installed such sensors on 200 bins, capturing in a single week in 2014 identifiers from over four million devices and tracking these as they moved from bin to bin [46] . The company reported that they could measure the proximity, speed and manufacturer of a device and track the stores individuals visited, how long they stayed there, and how loyal customers are to particular shops. The same technology is also used within malls and shops to track shoppers, sometimes linking with CCTV to capture basic demographic information such as age and gender [47] . Similarly, some cities have installed a public wifi mesh, which can capture the IDs of devices that access the network and then track them between wifi points.
Many buildings use smart card tracking, with unique identifiers installed either through barcodes or embedded radiofrequency identification chips. Cards are used for access control to different parts of the building and to register attendance, but can also be used as an electronic purse to pay for items within the facility [48] . Smart cards are also used to access and pay for public transport, such as the Oyster Card in London. Each reading of the card adds to the database of movement across a city.
Smartphones continuously communicate their location to telecommunications providers, either through the cell masts they connect to, or by sending of GPS coordinates, or their connections to wifi hotspots. Likewise, smartphone apps can access and transfer such information and also share them to third parties. With respect to the latter, the Wall Street Journal in 2011 [49] details that 25 out 50 iPhone apps, and 21 of 50 Android apps transmitted location data to a third party other than the app developer [50] . New vehicles are routinely fitted with GPS that enables the on-board computers to track location, movement, and speed. Active GPS tracking is commonly used in fleet management to track goods vehicles, public transport and hire cars, or to monitor cars on a payment plan to ensure that they can be traced and recovered in cases of default. Moreover, cars are increasingly being fitted with unique ID transponders that are used for the automated operation and payment of road tolls and car parking.
Selected populations-such as people on probation, prisoners on home leave, people with dementia, children-are being electronically tagged to enable tracking. Typically, this is done using a GPS-enabled bracelet that periodically transmits location and status information via a wireless telephone network to a monitoring system. In other cases, it is possible to install tracker apps onto a phone (of say children) so the phone location can be tracked, or to buy a family tracking service from telecoms providers [48] . There are also many other staging points where we might leave an occasional trace of our movement and activities, such as using ATMs, or using a credit card in a store, or checking a book out of a library. Another set of staging points can be revealed from the geotagging (using the device GPS) and time/date stamping of photos and social media posted on the Internet and recorded in their associated metadata.
As these examples demonstrate, those companies and agencies who run these technologies possess a vast quantity of highly detailed spatial behaviour data from which lots of other insights can be inferred (such as mode of travel, activity and lifestyle). Moreover, these data can be accessed by the police and security forces through warrants or more surreptitiously, and can be shared with third party partners for commercial or governance purposes. Data scientists within, and sometime outside, the institution/corporation generating the data are using analytics to extract insights and value. The consequence is that individuals are no longer lost in the crowd, but rather they are being tracked and traced at different scales of spatial and temporal resolution, and are increasingly becoming open to geo-targeted profiling and social sorting.
(ii) Inferencing and predictive privacy harms Predictive modelling using urban big data can generate inferences about an individual that are not directly encoded in a database but constitute what many would consider to be PII and which produce 'predictive privacy harms' [6, 51] . For example, tracking data that reveal a person regularly frequents gay bars, leading to the inference that the person is likely to be gay, would be considered by many as personal and sensitive data. If any inference of sexual orientation produced by a predictive model was shared, for example through advertising sent to the family home or via social media on a shared computer, then it could cause personal harm. Yet, as no data about sexuality has been directly collected, any entity making such inferences has 'no obligation under current privacy regimes to give notice to, or gather consent from its customers in the same way that direct collection protocols require' [6, p. 98] . Similarly, co-proximity and co-movement with others can be used to infer political, social, and/or religious affiliation, potentially revealing membership of particular groups [50, 52] . Likewise, the volunteered information of a few people on social media can unlock the same undisclosed information about the many through social network analysis and pattern recognition, creating what Barocas & Nissenbaum [51, p. 61] term the 'the tyranny of the minority'. It has been calculated that knowing the sexual orientation of just 20% of social media users will enable the orientation of all other users to be inferred with a high degree of accuracy [53] . Such inferences can generate inaccurate characterization that then stick to and precede an individual. This is a particular issue in predictive policing and anticipatory governance, where the profiling of both people and places can reinforce or create stigma and harm, particularly when the underlying data or models are poor.
(iii) Anonymization and re-identification
One of the key strategies for ensuring individual privacy is anonymization, either through the use of pseudonyms, aggregation or other strategies. The generation of big data and new computational techniques, however, can make the re-identification of data relatively straightforward in many cases. Pseudonyms, in particular, simply mean that a unique tag is used to identify a person in place of a name. As such, the tag is anonymous in so far that a code is used to identify an individual. However, the code is persistent and distinguishable from others and recognizable on an on-going basis, meaning it can be tracked over time and space and used to create detailed individual profiles [51] . As such, it is no different from other persistent pseudonym identifiers, such as social security numbers, and in effect constitutes PII [54] . The term 'anonymous identifier', as used by some companies (e.g. Google [55] ), is thus somewhat of an oxymoron, especially when the identifier is directly linked to an account with known personal details. Pseudonyms 'enable holders of large datasets to act on individuals, under the cover of anonymity, in precisely the ways anonymity has long promised to defend against' and they place no inherent limits on an institution's ability to track and trace the same person in subsequent encounters [51, p. 55] . Further, inference and the linking of a pseudonym to other accounts and transactions means it can potentially be re-identified. Indeed, it is clear that it is possible to reverse engineer anonymization strategies by combing and combining datasets [56, 57] unless the data are fully de-identified. De-identification requires both direct identifiers and quasi-identifiers (those highly correlated with unique identifiers) to be carefully removed [59] . [ 51, 54, 60] . For example, the app ecosystem (including app developers, app owners, app stores, operating systems, mobile carriers, devices) is conjoined to the data source ecosystem (e.g. an API of real-time bus data), which similarly consists of a range of hardware, software and organizations. Data are thus passed between synergistic and interoperable 'devices, platforms, services, applications and analytics engines' [50] and shared with third parties. Moreover, across this maze-like assemblage they can be 'leaked, intercepted, transmitted, disclosed, dis/assembled across data streams, and repurposed' in ways that are difficult to track and untangle [50] . The result is that it can be very difficult to know precisely the life of data and how they are used and transformed into new derived data [59] . Nor is it easy to understand the tangled set of roles (as data processors and controllers) and obligations between actors and where responsibilities and liabilities reside [51] . Opacity undermines the fair information practice principles at the heart of privacy regulation in a number of respects: making it difficult for individuals to seek access to verify, query, correct or delete data, or to even know who to ask; to know how data collected about them is used; to assess how fair any actions taken upon the data are; and to hold data controllers to account [5, 51, 59 ].
(v) Notice and consent is an empty exercise or is absent
Notice and consent-considered the cornerstone of data and privacy protection-are significantly weakened within smart city technologies and in data/urban science becoming an empty exercise or being entirely absent. Individuals interact with a number of smart city technologies on a daily basis, each of which is generating data about them. Given the volume and diversity of these interactions, it is simply too onerous for individuals to police their privacy across dozens of entities, to weigh up the costs and benefits of agreeing to terms and conditions without knowing how the data might be used now and in the future, and to assess the cumulative and holistic effects of their data being merged with other datasets [60] . Even if someone wanted to proactively manage their data privacy across all these systems and apps, they would be faced with long, complex legal documents that in practice are non-negotiable-one either consents or is denied the service [60, 61] . Consent thus often consists of individuals unwittingly signing away rights without realizing the extent or consequences of their actions [62] .
In other cases, notice and consent are absent, either unimplemented or difficult to achieve in practice. Between a quarter and a third of all smartphone apps lack a privacy policy and do not seek consent [63] . Notice and consent for downstream activities such as data mining, analysis and repurposing are often covered by catch-all disclaimers, along with the right to unilaterally change terms and conditions without notice, effectively disenfranchising individuals of choice, control and the accountability of service providers. In the case of some smart city technologies, there is little mechanism to seek notice and consent, but also little choice in being surveilled. For example, CCTV, ANPR and MAC address tracking all take place with no attempt at consent and often with little notification. Moreover, there is no ability to opt out [64] other than to avoid the area, which is unreasonable and unrealistic. As such, there is no sense in which a person can selectively reveal themselves; instead they must always reveal themselves. Moreover, if a person is unaware that data about them are being generated, then it is all but impossible to discover and query the purposes to which those data are being put [54, 61] .
In many cases, those data are being put to work in academic research and in urban science work for which they were not intended. Generally, these studies circumvent notice and consent issues, as well as institutional research boards ethics procedures, by anonymizing/aggregating the data. Nonetheless, the research being undertaken can have effects on those who are unwittingly participating by feeding back into services. This is especially the case in data science practiced within companies and state agencies providing a service. In other cases, studies can ignore ethical procedures altogether arguing that data in the public domain (e.g. social media data or dating site profiles) are open to carte blanche analysis [65] or that they are entitled to experiment on their own systems without user consent [66] . 
(b) Data use, sharing and repurposing
One of the key features of the data revolution is the wholesale erosion of data minimization principles; that is, the undermining of purpose specification and use limitation principles that mean that data should only be generated to perform a particular task, are only retained as long as they are needed for that task, and are only used to perform a particular task [61] . These principles are largely antithetical to the rationale of big data and the functioning of data markets, which seek to generate and hoard large volumes of data to extract additional value [67] . The solution pursued by many companies is to repackage data by de-identifying them (using pseudonyms or aggregation) or creating derived data, with only the original dataset being subjected to data minimization. The repackaged data can then be sold on and repurposed in a plethora of ways that have little to do with the original reason for data generation and without the need to give notice or consent to those that the data concerns [68] .
Such data practices are now common, enabling the rapid growth of data brokers which capture, gather together and repackage data into privately held data infrastructures for rent (for one time use or use under licensing conditions) or re-sale, along with data analysis and profiles [1, 69] . Trading data and data services is a multi-billion dollar industry consisting of a diverse ecosystem of different types of data brokers ranging from very large consolidators to a range of specialist companies focused on particular markets or services. In 2014, Angwin [70] identified 212 data brokers operating in the USA that consolidated and traded data about people, only 92 of which allowed opt-outs, and 58 companies that were in the mobile location tracking business, only 11 of which offered opt-outs. Data derived from smart city technologies and associated apps circulate within these data markets.
The data and services these companies offer are used to perform a wide variety of tasks for which the data were never intended, including to predictively profile, socially sort, behaviourally nudge, and regulate, control and govern individuals and the various systems and infrastructures with which they interact [1] . Smart city technologies, the data they generate, and the analytics applied to them thus have significant direct and indirect impact on people's everyday lives. These impacts can be both positive and negative, but in both cases raise numerous questions about privacy and privacy harms. For example, a key product of data brokers are predictive profiles of individuals as to their likely tastes and what goods and services they are likely to buy, or their likely value or worth to a business, or their credit risk and how likely they are to pay a certain price or be able to meet repayments. These profiles can be used to socially sort and redline populations, selecting out certain categories to receive a preferential status and marginalizing and excluding others. Or in the case of urban science to socially sort places to receive certain policy interventions or marketing as practised by the geodemographics industry [71] . This has led to concerns that a form of 'data determinism' is being deployed in which individuals are not simply profiled and judged on the basis of what they have done, but on a prediction of what they might do in the future [72] .
Data determinism is most clearly expressed in forms of anticipatory governance, such as that used in predictive policing, where predictive analytics are used to assess likely future behaviours or events and to direct appropriate action. A number of US police forces are now using predictive analytics to anticipate the location of future crimes and to direct police officers to increase patrols in those areas. For example, the Chicago police force produces both general area profiling to identify hotspots and guide patrols, and more specific profiling that identifies individuals within those hotspots [73] . It achieves the latter using arrest records, phone records, social media and other data to construct the social networks of those arrested to identify who in their network is most likely to commit a crime in the future, designating them 'precriminals' and visiting them to let them know that they have been flagged in their system as a potential threat [73] . In such cases, a person's data shadow does more than follow them; it precedes them.
In all these cases, few of those whose data have fed into creating predictive profiles imagined that their data were going to be repurposed to social sort or regulate or control them, or nudge them towards certain behaviours. As such, data repurposing can break what is considered compatible forms of data re-use and the reasonable expectations of data subjects [54, 61] .
Recasting smart cities and urban science
There are clearly a number of ethical issues that arise from the creation and deployment of smart city technologies and accompanying urban science and informatics. This has led to a number of critiques concerning the underlying concepts, ethos and practices of smart urbanism [4, 9, 23, 28] . One response to these critiques is to call for a fundamentally different approach to urban development and the practice of other forms of urban studies rather than urban science. Another is to argue that smart cities and urban science need to be re-imagined and re-cast. Rather than throw the baby out with the bath water, it needs to be recognized that smart city technologies do provide many benefits to city managers and citizens. Technologies such as intelligent transport systems do make traffic flow more efficiently around a city and smart phone apps do provide useful services to their users. Similarly, urban science and informatics do provide novel and useful insights into cities, their citizens and systems. This re-imaging and re-casting needs to proceed along three dimensions.
First, there needs to be a re-orientation in how the city is conceived. Rather than being cast as bounded, knowable and manageable systems that can be steered and controlled in mechanical, linear ways, cities need to be framed as fluid, open, complex, multi-level, contingent and relational systems that are full of culture, politics, competing interests and wicked problems and often unfold in unpredictable ways. Reducing this complexity into models and then using the outcomes to drive urban management produces a reductionist and limiting understanding of cities and overly technocratic forms of governance. Rather these models need to be complemented with other forms of knowledge such as phronesis and metis. In other words, city analytics and its instrumental rationality should not be allowed to simply trump reason and experience, or other sources of information and insight such as those based on 'small data' studies, in shaping and driving urban governance. Instead, they should be used contextually and in conjunction with each other.
Second, there needs to be a re-casting of the epistemology of urban science. This re-casting involves recognizing that the realist assumptions, which posit urban science can reveal essential truths about the city, are flawed. Urban science does not, and cannot, provide objective, neutral, God's eye views of the city. Instead, it produces a particular view through a specific lens. On the one hand, the data used do not exist independently of the ideas, instruments, practices, contexts, knowledge and systems used to generate and process them [74] . In other words, data are never raw, but always already cooked [75] . On the other hand, databases and data analytics are similarly not neutral, technical means of assembling and making sense of data but rather are socio-technical in nature, shaped by philosophical ideas and technical means. As such, urban science needs to openly acknowledge its contingencies, shortcomings and inherent politics and to recognize that it does not reflect the world as it actually is, but rather actively frames and produces the world [8] . This is not to say that the fundamental approach of analytics, modelling and simulation is radically altered, but rather that how these approaches work in messy practice is detailed and grand claims as to their veracity or validity is tempered. This would include detailing how ethical issues were considered and the research design altered appropriately.
Third, the ethical dimensions of smart city technologies and urban science need to be much more thoroughly mapped out and addressed. While some might argue that new ethical frameworks based on a gift or sharing basis, in which individuals swap their data for a tangible return (usually a service or knowledge, but also including monetary reward), are in operation or offer an alternative underpinning for a big data economy, smart cities and urban science, the present reality is that many smart city technologies capture data without consent or notice with respect to such a 'gifting' and are so pervasive that the gifting is compulsory with no alternatives. Moreover, the benefits of 'sharing' data are most often stacked in favour of those capturing the data, especially when they are monetized or shared with third parties and used against individual interests. In order for a sharing notion of ethical practice to be enacted, those gifting the data must have full details of what data are being generated, what additional data are being inferred from them, and to have shared control and benefit in how all data relating to them are subsequently used. This requires full notice and consent, as well full transparency with respect to the actions of data controllers and processors. Currently, such an ethical model is a long way from being enacted. Therefore, the ethical concerns raised in this paper need to be continued to be addressed from a more traditional privacy rights perspective.
Researchers need to consider the ethical implications of their work with respect to privacy harms, notice and consent, and the uses to which their research is being deployed. Beyond complying with relevant laws and institutional research board requirements, analysts have a duty of care to their fellow citizens not to expose them to harm through their analysis. Admittedly, what constitutes harm is often difficult to define and harms can occur directly or indirectly but nonetheless there is a need to consider how research might be used and to act responsibly. In addition, professional bodies should review their ethical standards in the light of big data and revise accordingly. City managers need to consider the potential pernicious effects of the rollout of smart city technologies and that notice and consent are all but impossible in many cases and take a pro-active role in brokering privacy and security arrangements on behalf of citizens through its contracting procedures and parameters. Here, all vendors would be compelled to comply with service level agreements concerning the operation of systems, what data are generated and how these can be used and shared, and be subject to privacy impact assessments.
We need to create smart cities and urban science that have a set of ethical principles and values at their heart. The challenge is to acknowledge that there are a number of very real ethical issues and concerns that need to be addressed, and to find and adopt solutions to these that also enable the benefits of smart city technologies to be realized. This is no easy task, but one that needs urgent redress and this paper has sought to map out relevant issues and to suggest a viable path forward.
