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Abstract

Thesis analyzed the presence of two cognitive entities— modes of thinking and metonymies and
metaphors– in the reasoning of three students enrolled in a first year matrix algebra course at a southwest
university via the responses given to a set of eight questions asked during one-on-one interviews. The
findings of our analysis shed light on the cognitive constructs that students employ to form their
understanding of linear algebra concepts. Furthermore, our findings provide clues about the ways in
which students move from one mode of thinking to another in the context of varying levels of exposure to
graphical, algebraic, and numerical representations.
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Chapters 1
INTRODUCTION
During the life of a student at the university level, there are many courses that, although required
by the curriculum, vital for their discipline, and elemental for the future development of further related
topics, are not given the importance and dedication that they deserve by students. Among those courses
we can find linear algebra; a course that, nowadays, with its vast range of applications in different
disciplines has become a key requirement in the curricula of mathematics, computer science, and
engineering majors alike.
The high level of abstraction that linear algebra courses have has become a serious obstacle in the
preparation of university level students who very often find themselves struggling to grasp, understand,
explain, and relate the theory learned while enrolled in their first linear algebra course, its different kinds
of representations, and its practical uses. Most often than not, students don't have enough previous
knowledge in mathematical structures-- mainly elementary set theory, algebraic manipulation, and logic-in order to construct the required new concepts and relate them to previously learned material that could
provide the foundations needed to move within its different representations (Sierpinska, 2000). This
becomes a problem when, unable to understand the origin and importance of the material being learned in
linear algebra classes, students become discouraged and distracted very easily and stop trying to follow
the growingly abstract material being presented.
This paper is part of an ongoing research funded by the National Science Foundation (NSF;
CCLI:0737485) that focuses on the teaching methods used in first year linear algebra courses at university
level, the learning processes that students display while enrolled in them, and the importance that
different visual representations have in the development of knowledge in those students.
The purpose of this paper is to discuss the different thinking modes and examples of metonymy
and metaphors exhibited by three students on their responses to a set of questions asked during one on
one interviews conducted at the end of their first matrix algebra course. Our goal is to further document
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the understanding and misconceptions that students display in light of different levels of exposure to
graphical, computational, algebraic, and abstract representations of basic topics such as linear
independence and dependence, span, spanning set, and vector spaces. This goal will be achieved by
addressing the following questions: What are the thinking modes, metonymies and metaphors displayed
by students in their responses to interview tasks on linear independence?

1.1 Learning Theories
This research will be guided by the presence of two cognitive entities— modes of thinking and
metonymy/metaphors— in the reasoning of 3 linear algebra students. Throughout the analysis, we will be
looking for ways in which these cognitive entities show in students’ responses and the underlying
foundations on which students are basing their answers.
1.1.1 Modes of Thinking.
This thesis will follow the structure and description given by Anna Sierpinska in the paper “On
some aspects of students’ thinking in linear algebra”(2000) to document the modes of thinking displayed
by the students involved in our research through the qualitative analysis of their responses in the
interviews. In her paper, Sierpinska uses the historical origins and characteristics of linear algebra
concepts and the mathematical languages used in their understanding to come up with the existent
different approaches; the author characterizes them by using examples of the interactions between the
students and tutors involved in her research study. Looking at those aspects from geometric, analytic, and
algebraic points of view, Sierpinska identifies three different thinking modes─ Synthetic-Geometric,
Analytic-Arithmetic, and Analytic-Structural─ through the analysis of their type of representations.
1.1.1.1 Synthetic-Geometric. This mode’s main characteristics are the use of geometric
representations and the lack of definitions for the concepts used in such objects. An example of how this
particular mode can be observed in linear algebra classes is given in the form of a line or a plane— the
properties of such objects can be given, but they will only describe such objects, not define them
(Sierpinska, 2000). In order to get a definition for a concept we need more information about its
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characteristics and this would likely require the use of a different thinking mode (since the representations
of the information needed would have to be algebraic or structural). Hence, the synthetic mode can be
thought of as representing the practical way of thinking that students often employ in their understanding
of mathematical concepts (Sierpinska, 2000), one in which students think visually and use geometry as
the basis for their knowledge.
In analytic modes, the main focus is on the use of both numerical and algebraic representations in
which objects are defined. In this thinking mode objects are provided indirectly; their construction is
based on definitions of the properties of their elements. An example of how analytic modes can be used in
linear algebra is the formal definition of linear independence in a set of vectors— which requires the use
and analysis of given algebraic structures and their characteristics to determine its likelihood. The
analysis of additional aspects within analytic modes divides this category further into arithmetic and
structural modes.
1.1.1.2 Analytic-Arithmetic. Analytic-Arithmetic mode considers an object defined by a formula
that is then used to carry out computations (Sierpinska, 2000). It considers the numerical and algebraic
components of geometrical objects and the conditions they satisfy.
1.1.1.3 Analytic-Structural. In this mode objects are defined by its properties and, although
algebraic structures are still considered as in the analytic-arithmetic mode, in the structural mode they are
synthesized into compact structural wholes (Sierpinska, 2000). Students thinking of vectors as being part
of vectors spaces (and hence having its characteristics) and proving linear independence of a set of
vectors through the use of its dimension arguments are examples of the implementation of this
perspective when learning linear algebra topics (Dogan-Dunlap, 2010).

In other words, students

reasoning with this thinking mode are more likely to prove their understanding by relying on theorems
and definitions and less inclined to use arithmetical procedures (such as reducing a matrix to row reduced
echelon form).
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A summary of the different thinking modes identified by Sierpinska, examples of their
representations, and the level of competency that a student may achieve when using each one of them is
presented in table 1.
Table 1.1. Thinking Modes Modified from Sierpinska (obtained from Dogan-Dunlap, 2010)
Mode of Thinking
Representations/Definition
Student Competency
Synthetic-Geometric
Graphical representations
Student is be able determine
Provide properties of objects readily. whether vectors whose graphs are
It describes an object but not define it. provided in R2 or R3 are
linearly independent or dependent.
Analytic-Arithmetic

Numerical Representations.
Defines objects.

Linear Combination.

Analytic-Structural

Objects are considered in a system.
Defines objects.

Student is able to construct
matrix from vectors, compute
its row-reduced echelon form and
relate the reduced matrix to linear
dependence and independence.
Student is able to provide/refer to
linear combination of vectors and
determine linear independence.
Use of the dimension of vector spaces
in determining the linear independence
of vectors.

Now that the characteristics of the thinking modes found by Sierpinska have been established, it
is important to state that they are in no way mutually-exclusive; meaning a student can use different
modes of thinking and move between them in order to maximize his/her understanding of the concepts
(2000). As stated by Dogan-Dunlap, "…if a student considers the characteristics of an object in the
context of a system with geometric features then he/she may be applying both the structural and
geometric modes"(2010). An example of this situation can be seen in the use of the definition of
dimension and its characteristics when determining linear independence of a set of vectors; students can
have a geometric or/and an algebraic association to the concept depending on the characteristics of
dimension that they use to make their argument (Dogan-Dunlap, 2010).
1.1.2. Metonymy and Metaphor.
Although the concepts of metonymy and metaphor have been widely used primarily in the
literature as examples of figurative speech or literary devices, their use and their relationship with
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learning processes and structures can be considered to be relatively new. These entities can have many
varying definitions but, for the purpose of the qualitative analysis of the data in this thesis, we will focus
on the discussion about metonymy and metaphor included in the papers:

“Exploring the role of

metonymy in mathematical understanding and reasoning: The concept of derivative as an example” by
Zandieh et al (2006) and “Metaphoric and metonymic signification in mathematics” by Presmeg (1998).
1.1.2.1 Metaphor. The noun metaphor is defined by Webster as "a figure of speech in which an
expression is used to refer to something that it does not literally denote in order to suggest a similarity"
(Metaphor, 2010). The use of this literary device in the learning of mathematics has been widely
researched as being part of the learning mechanisms employed by students when acquiring new
knowledge; its employment involves the comparison of two domains of experience, for example, by using
a metaphor, we could say 'domain A is domain B'; however, this analogy would refer only to some of the
elements that belong to the domains. There are two very important characteristics of the comparison
between the two entities: the ground and the tension. The ground are the similar elements of the entities
being compared, while the tension refers to their dissimilar elements (Presmeg, 1998).
An example on the use of metaphors in mathematics can be seen in the statement, 'A is an open
set'; here, the definition of openness and its physical representation of being without a boundary can
become a source of confusion for students since they may wrongfully interpret the "no boundary
characteristic of the source concept, and come to a conclusion that the particular set is not open since it
has a boundary" (Dogan-Dunlap, 2007). This example illustrates the importance of the identification of
the tension and ground elements in the comparison. An additional example of the use of metaphors in the
understanding of mathematical concepts is given by Presmeg through the responses given by high school
students asked to calculate the sum of the first 30 elements of the sequence {5, 8, 11…} (1998). In such
study, students referred to their methods by using metaphors such as "dome" and "rainbow" to refer to the
Gaussian way of having to relate the first and last elements of the sequence and adding them, then the
second and the 29th, the third and the 28th, and so on to reach their final answer.
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1.1.2.2 Metonymy. Lakoff and Johnson refer to metonymy as being present when we use "one
entity to refer to another that is related to it." While Webster's dictionary definition is "a figure by which
one word is put for another on account of some actual relation between the things signified". Some
examples commonly used to refer to this literary device are the use of the phrases 'We read Shakespeare"
when we talk about the author's work and 'Washington is talking to Moscow' when we talk about the
people from the governments from these countries communicating (Metonymy, 2010). The principal
characteristic of this figure of speech is the presence of an attribute or entity that is taken to stand for
another entity (Presmeg, 1998).
An additional type of metonymy, synechdoche, is used to represent a figure of speech in which a
part of an object is made to represent the whole or vice versa; that is an element of a class may be taken to
stand for the whole class. For example, taking a triangle as a representation of the class of all triangles or
using the symbol 'x' to represent all the natural numbers (Presmeg, 1998; Dogan-Dunlap, 2010). The
attributes attached to the object being reflected by the image would be subject to the interpretation of such
image by each individual; Presmeg states that the fact that elements of classes are based on mental
processes and they are subject to the individual's interpretation when setting up the metonymy, the
illustration may be wrongfully used to consider a class of triangles that are not closely related to the
illustration(1998). Therefore, this illustration would become an example of a metonymy proper.
1.1.2.3 The relationship between metonymy and metaphor. As explained previously, both
literacy devices are closely related to the understanding and forming of new knowledge in the process of
learning mathematical concepts. These two tools are widely used by students in mathematical
backgrounds in which a person uses one construct to stand for another (e.g. students using their own
language to understand new concepts).
The main difference between the two devices is roughly that, through the use of metaphors, the
learner would link one domain of experience with another seemingly disparate domain and would create a
meaning from such connection while using metonymies, he/she uses one element or salient attribute of a
class to stand for another element or the whole class. (Presmeg, 1998).
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Through the use of these literary devices together or separately, learners can construct
geometrical images that would favor their understanding of concepts in linear algebra topics. On the one
hand, an individual may recognize "the image as having similarities with various aspects of linear
independence not only representing them" (Dogan-Dunlap, 2010). However, after considering the image
as a metaphor, the learner may begin looking at the image mainly as a symbol that is put for the concept
itself and manipulating it without taking into consideration its underlying characteristics and properties.

1.2 Research Questions
The purpose of this thesis is to identify and analyze the responses given by the three students
from the different modular and traditional groups to the set of questions asked during the interviews. This
goal will be achieved by addressing the following questions:
•

What are the thinking modes displayed by students in their responses to interview tasks on
linear independence?

•

What are the metonymies and metaphors displayed by students in such responses?

1.3 Methodology
For the purpose of this thesis, we’ll analyze the responses of three undergraduate students,
enrolled in their first linear algebra course, to a set of eight questions asked during their one-on-one
interviews scheduled at the end of the Spring 2009 semester. Each of these students was selected at
random from a list of volunteers interviewed at the end of the semester and belonging to three different
courses. Our main goal is to analyze the different aspects of learning shown by each student through the
presence of the distinct modes of reasoning and the use of metaphors/metonymy as part of their
responses.
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1.3.1 Participants.
The students that participated in this research came from three different groups taking a first year
linear algebra course during the Spring 2009 semester. Due to the demographic location of the region
where this study took place, the majority of the students from the groups were Hispanic and a
considerable percentage had English as their second language.
Two of the groups were enrolled in what was referred as a modular matrix algebra course (nontraditional course), while the other was called non-modular course (traditional course). The modular
matrix algebra courses enforced the use of computerized mathematical modules, accessed through the
internet, that were introduced as part of the class and included the manipulation of the modules by
students as part of their homework assignments. On the other hand, the non-modular course had a
traditional approach, where the professor lectured and assigned homework, but the computerized modules
were not included or even mentioned to be a part of the course.
Since these classes were taught by different professors with different teaching techniques –and
hence, different levels of abstraction— it’s important to state that the generalization of these results to the
entire population of linear algebra students has to be made carefully, as there were important differences
even within the two modular courses.
1.3.2 Modular and Non-modular Section Characteristics.
In the modular versions of the course, topics were presented during class to students through a
formal definition, row reduced echelon operations, algebraic manipulations, and, regularly, graphical
representations of the topics being taught. Homework from the required textbook was often assigned (but
not collected) and an assignment, to be answered through the use of the computer modules, was assigned
every other week (students had an average of a week to work on the material). Sometimes, professors
would introduce new topics by using the computer modules through an overhead projector and would
explain the characteristics of the new topic and the relationship with past topics.
In the non-modular version of the course, topics were presented during the class through formal
definition, row reduced echelon operations and, depending on the questions asked by students, sometimes
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the professor would provide a graphical representation of the topic. Homework was assigned (but not
collected) and consisted on problems taken mainly from the required textbook (homework question were
given in quizzes in one of the modular groups).
The official course description for both, the modular and the non-modular sections of this class
during the spring 2009 semester is as follows:
MATRIX ALGEBRA 3323: Systems of linear equations, matrices, determinants,
eigenvalues and eigenvectors, diagonalization, vector spaces and linear transformations.
However, the topics chosen for this thesis have been limited to:
1- The definition of linear dependence or independence in a set of vectors; identification of
linear dependency in particular sets of vectors.
2- Characteristics of linearly independent/ dependent set of vectors in R² and R³.

1.4 Analysis
A qualitative approach, namely the constant comparison method (Glaser et al, 1967), will be used
to analyze student responses on the interviews. The qualitative analysis will focus on the presence of
thinking modes and metaphors/metonymy in students’ responses to questions about linear independence,
span, and spanning sets.
1.4.1 Qualitative Analytical Procedures.
The interviews of 3 students – one from each of the classes available during the Spring 2009
semester— will be transcribed and summarized. The qualitative analysis of the transcripts will be
conducted by the author of this thesis, her advisor, and an additional graduate student with strong
mathematics background and will consist in the identification and classification of the presence of the
cognitive constructs defined previously: thinking modes and metaphors/metonymy. An inter-reliability
test will be conducted for each interview to rate the consensus existent within the raters. Discussion
among the raters will be done continuously to discuss the different categories identified in each interview
and will stop when no additional categories emerge. Once all possible categories are listed, student
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responses and category descriptions will be included in each as identifiers. Afterwards, the frequency and
types of thinking modes and metaphors/metonymy identified will be recorded for each student to address
our research questions.
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Chapter 2
LITERATURE REVIEW
Decades have passed since the research into the teaching and learning of linear algebra began,
and although changes have been implemented, it is a widely common belief among researchers' that
courses are badly designed and badly taught and that more changes ought to take place. However, there
are some skeptics that insist that no matter how it is taught, linear algebra will always remain being a
difficult subject for most students (Dorier et al., 2001).
These difficulties have been observed for many years, and have lead to different reforms that aim
to improve the understanding of linear algebra students at university level. These efforts have included
curricular reform actions, the analysis of the sources of students' difficulties, and "research based and
controlled teaching experiments" (Dorier et al, 2001). Through these efforts, an improvement of the
teaching and learning of linear algebra was expected, however, there are an infinite amount of factors that
may influence these processes and that's why, nowadays, the difficulties experienced by students still
prevail.

2.1 Epistemological Aspects of Linear Algebra
There are many different causes for students' inability to understand linear algebra topics,
including the high level of abstraction of the material and the high level of comprehension that students
need in order to process and relate all the information in its different representations and to move from
one representation to the other efficiently. Dorier and Sierpinska (2001), refer to these difficulties as
conceptual, in regards to the nature of linear algebra itself, and cognitive which refers to the "kind of
thinking required for the understanding of linear algebra".
2.1.1 The Conceptual Aspects of Linear Algebra.
During the late 19th century, mathematicians started what is known as the axiomatization of
linear algebra, which took place by starting to reconstruct existing methods by using the tools of a "new
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axiomatic central theory" (Dorier et al., 2001). This reconstruction helped mathematicians to have a
greater level of generalization, unification, and simplification when looking for methods to solve
problems in mathematics. However, it also contributed to an increase in the level of abstraction of already
abstract objects in linear algebra, which require a very high level of sophisticated mental processes in
order to understand them (Dorier et al, 2001).
The necessity of having the ability to move among the various perspectives existing in Linear
algebra courses makes it difficult for students to be able to recognize the similarities between the concepts
and theorems in order to unify and generalize the material (Dorier et al, 2001). These two processes can
be seen as phases in the abstraction process, where "pre-existing elements of knowledge or competencies
of lower level… need to be integrated within a process of abstraction" in which the individual has to look
at them critically in order to identify common characteristics to generalize and unify the objects (Dorier et
al, 2001). However, this process of abstraction is hard to understand by first year university students that
can still be able to solve basic problems without requiring axioms.
Linear algebra concepts can be expressed with the use of different languages that show various
characteristics of the appropriate objects and which can be very different in their representation and level
of abstraction. One of those languages can be defined as the formal language in which linear algebra is
introduced by using definitions, theorems, and axiomatic representations. Dorier et al. (2001) state that
the apparent difficulties students have with the formal language while learning the theory of vector spaces
it's not so much related to the language itself but to their problems understanding its use within the theory
and interpreting its relationship with intuitive contexts such as geometry or systems of linear equations.
When students are faced with the formal aspect of linear algebra, they often become "concern(ed)
with the excessive use of formalism, the overwhelming number of new definitions and theorems, and the
lack of connection with what they already knew in mathematics" (Dorier et al, 2001) and focus on the
models of the abstract objects without being able to distinguish the objects from their representations.
In the paper, Modes of Description and the Problem of Representation in Linear algebra, Hillel
proposed three languages (modes of description) that are found in basic linear algebra objects and
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operations (2002). He categorized those modes of description as being abstract, algebraic, and geometric.
The abstract mode is described as the language that uses general abstract theory including vector spaces,
linear span, dimension, kernels, etc; the algebraic mode is described as the language of the R n theory
which includes matrices, rank, row space, etc. ; and the geometric mode is taken as being the language of
2 and 3 dimensional spaces, including lines, planes, geometric transformations, points, etc. In his
research, Hillel noticed that instructors would often move from one mode of description to the other by
using different representations and tools without explicitly expressing the action and without giving the
students the time to process, analyze, and validate the appropriate relationships among the topics (2002).
These shifts in language would leave students confused and lost when trying to determine the underlying
importance of the material being learned and unable to build their own knowledge based on that material.
2.1.2 The Cognitive Characteristics of Linear Algebra.
Additional components of the language of linear algebra were introduced by Duval in 1995. He
defined semiotic representations as being "productions made by the use of signs belonging to a system of
representation which has its own constraints of meaning and functioning." These semiotic representations
are important in the context of mathematical activity since, through its use, mental representations
originated in this activity can be externalized. Duval also talks about semiosis or "the comprehension or
production of a representation by a sign" (1995). Looking at the cognitive activities linked to semiosis,
Duval came up with three aspects that should take place within this process: the creation of a
representation originated within a given register (graphical, tabular, or symbolic), its processing and
transformation within the same register, and the conversion of a semiotic representation from one register
to another (1995). An example of the different semiotic representations of vectors is given by
Pavlopoulou (see Dorier 2000, p247-252) in the form of arrows as graphical registers, columns of
coordinates as table registers, and axiomatic theory of vector spaces as symbolic registers. She noticed
that some of the students' mistakes shown in her research could be linked to a confusion in distinguishing
the object itself from its representation and to their inability to transform the initial semiotic
representation to another register.
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The fact that Linear algebra "deals with several frameworks, registers of semiotic representation,
and viewpoints at the same time, and requires the learner to be able to move freely between them" was
taken into consideration by Alves-Dias (1995) to generalize the ideas introduced by Duval and
Pavlopoulou, going from the ability to move from one register to the other to the necessity of cognitive
flexibility in linear algebra.
In addition to having cognitive flexibility, students in linear algebra courses should be able to
come up with "conceptual structures out of what, at previous levels, were individual objects, actions on
these objects, and transformations of both the objects and actions" (Piaget et al, 1983) and have a
tendency to think in theoretical as opposed to practical thinking (Dorier et al, 2001)
An additional element of the cognitive requirements of linear algebra students is the need of
background knowledge in various areas in Mathematics such as set theory, logic, and proofs. Rogalski
(2000), Dogan-Dunlap (2006), and Bogomolny (2007), are some of the authors that state that some of the
problems that students face when taking linear algebra courses at the university level come from the fact
that they don't have enough knowledge from pre-requisite courses which causes a lot of trouble once
students are faced with concepts such as subspaces and spanning sets.

2.2 Principles of Teaching Linear Algebra
In 1990, a group of 16 educators from the mathematics departments of universities across the
United States gathered to form the Linear Algebra Curriculum Study Group─ LACSG. The purpose of
this group was to analyze the situation of linear algebra classes and create a list of recommendations to
improve the teaching and learning of the course throughout the nation.
The source of the recommendations generated by the LACSG were divided into three main
categories:
1) Research based knowledge─ Recommendations were based on findings from previous
research on students' learning processes and the optimal teaching methods of linear algebra. An
example of this was the recommendation for a stronger emphasis on geometry in linear algebra
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since previous research suggested a strong relationship between geometrical thinking and
students' understanding (Harel, 2000).
2) Individual teaching experience of LACSG members─ valuable in determining the feasibility of
the recommendations and the benefits that each would have (Harel, 2000).
3) Consultants from various disciplines─ whom talked about the way how linear algebra was
related to their field and the improvements in the curriculum that would be beneficial for them
(Harel, 2000).
Through the discussions held at this meeting, the LACSG came up with five major
recommendations regarding the teaching and learning of linear algebra (Harel, 1997):
1) The first course in L. Algebra should take into consideration the needs of the different client
disciplines (such as engineering, computer science, economics and statistics to name a few).
2) The first course in L. Algebra should be matrix-oriented.
3) The first course in L. Algebra should consider students' needs and interests as learners.
4) Technology should be used as part of the course.
5) Every mathematics curriculum should have at least a second course in matrix or L. Algebra as
a priority.
Following these recommendations, Harel (2000) came up with a theoretical framework that
consists of three major principles in the teaching and learning of linear algebra: the concreteness
principle, the necessity principle, and the generalizability principle.
2.2.1 Concreteness Principle.
In previous papers, Harel (2000) has expressed his concerns that students' pedagogical needs
haven't been satisfied with the existing teaching techniques used in linear algebra classes. The textbooks'
authors assume that students have a level of knowledge that may be far from the reality and that they must
be able to use when dealing with abstract concepts and representations.
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This principle states: "For students to abstract a mathematical structure from a given model of
that structure the elements of that model must be conceptual entities in the student's eyes; that is to say,
the student has mental procedures that can take these objects as inputs"(Harel, 2000).
This principle is based on the idea that students base their understanding of concepts "in a context
that is concrete to them" (Harel, 2000).
2.2.2 Necessity Principle.
The second learning/teaching principle in the theoretical framework states that: "For students to
learn, they must see a need for what they are intended to be taught. By 'need' it is meant an intellectual
need, as opposed to a social or economic need" (Harel, 2000)
This principle states that in order for the learner to understand, apply, and make modifications to
the concepts that were learned previously, there is a need for problem-solving activities where the student
can do that and change the application of the concepts by encountering conflicts. This would help
students to gradually move toward more general statements and concepts. The problems should be
realistic, with more constraints that would allow the visualization of the concepts learned in the class, and,
at the same time, students feel accomplished and involved in the process of solving the conflict.
Harel (1998) lists in three steps how the Necessity principle should be transformed in concrete
instructional terms:
1. Recognize and identify the intellectual need and its components for a particular student
population, in relation to the concept to be learned.
2. Facilitate the interaction of students with problems that correspond to their intellectual need,
and whose solution would elicit the concept to be learned.
3. Guide students with the process of identifying the origin and transformation of the concept
from their solution to the given problems.
2.2.3 Generalizability Principle.
The third principle states: "When instruction is concerned with a 'concrete' model, that is, a model
that satisfies the Concreteness Principle, the instructional activities within this model should allow and
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encourage the generalizability of concepts"(Harel, 2000). That is, after students have been able to apply
their knowledge through models, they should be able to move to more abstract concepts and
generalizations.
Harel (2000) states that by starting to follow the LACSG recommendations at high school level
mathematics through a focus on proofs, students would make the transition between the first course in
linear algebra during high school and the continuation at university easier since it would include topics
and concepts already known by them.

2.3 The Use of Geometry in the Teaching and Learning of Linear Algebra
The teaching approaches in a typical linear algebra course can vary depending on the lecturer's
preferences. There are those who go from the general to the particular scenarios where the theory of
vector spaces is introduced fully at the beginning of the course and is then followed by "the more specific
theory of Rⁿ "(Hillel, 2002). There are those who start the course by using a geometric mode and moving
conveniently from one mode of representation to the other and from one dimension to the other (e.g.
within R², R³, or Rⁿ) throughout the course (Hillel, 2002).
In the paper Variations in Linear Algebra Content Presentations (1987), Harel analyzes the
approaches of 32 textbooks used to teach linear algebra courses. He found two different approaches that
sequence the content of linear algebra in two distinct ways, one starting with computational techniques
and then move to abstract ideas and the other starting from the abstract material before moving to the
computational; he refers to them as the computation-to-abstraction approach and the abstraction-tocomputation approach respectively.
1) Computation-to-Abstraction: In this approach, topics are introduced in a way that allows
students to construct their knowledge by learning the appropriate new language and reasoning, in order to
gradually move from the basic towards the abstract material. Students start the course by learning matrix
arithmetic and linear systems. Throughout the course, the lecturer "prepares the student for understanding
the major concepts of linear algebra, vector spaces, and linear transformations" (Harel, 1987).
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2) Abstraction-to-Computation: The main purpose of this approach is to motivate computations
through the mathematical structures acquired by students when introduced to the theory of vector spaces
and linear transformations at the beginning of the course (Harel, 1987).
In general, the approaches, used by both the textbook for the course and the lecturer in charge of
it, will become important factors in determining the modes of representation that the students employ to
process and store their concept formation. Following this idea, we can find in the literature several
references to the use of geometrical representations in the teaching of linear algebra courses at the
university level and their effect on students' understanding.
An example of how the teaching of a course in linear algebra can be experimented on to draw
conclusions about its effects on students' reasoning and understanding is reported by Rogalski in The
Teaching Experimented in Lille (2000). In this particular case, the design of the teaching of the course
was "organized in such a way that course and exercises emphasize(d) the translations of the same concept
or question from one setting into another (from formal to numerical, from numerical to geometrical, etc.)
or lead the students to a change of point of view on a notion (for instance, seeing the linear equation
a11x1+a12x2+…+ a1nxn=0 as the n-tuple (a11, a12,…,a1n) in order to go from the use of linear combinations
of equations to the notion of rank of a set of n-tuples, etc.) (Rogalski, 2000). Pre-acquired knowledge in
Cartesian geometry is mentioned by Rogalski as an important part of background support for students to
understand the language and meaning of a variety of linear algebra concepts (2000). He adds that the
practice of graphical representations in Cartesian space used to illustrate linear algebra situations may be
an useful tool since it can help to provide an image of various vector concepts (Rogalski, 2000).
A similar opinion is reported by Harel (1998), who states that in their teaching experiments in
linear algebra their "goal was to develop… students' spatial visualization by having them witness its
power in analyzing and conjecturing assertions." The problems assigned to students by Harel were
designed to enhance students' reasoning skills and understanding of concepts and to improve their ability
to produce proofs (1998); these were problems that involved the computation of objects or involved the
determination of properties of such objects and were an essential component of what he called the "need
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for computation" which is part of the intellectual need that is imbedded in the necessity principle
previously mentioned in section 2.2 of this chapter (1998).
Needing an alternative teaching approach for a three-hour evening class on linear algebra,
Pecuch-Herrero (2000) came up with some strategies to implement in her class which included the
teaching of linear transformations in the middle of the course (instead of doing it near the end of it) and an
emphasis on geometry. The idea that the content of linear algebra courses is very abstract for students is
one of the reasons why Pecuch-Herrero included the geometry in the design of the course, claiming that
"a parallel treatment that relates algebraic statements to geometric statements provides a useful visual and
concrete interpretation"; for instance, "a geometric interpretation of the Gram-Schmidt orthogonalization
process in R³ not only helps students to understand the process but prevents them from getting lost in the
computations" (2000).
However, there are some authors that argue that the use of geometrical characterizations of linear
algebra concepts as part of a teaching approach leads to student confusion and misunderstandings.
Bogomolny (2007) found that "even though geometric representation helps in visualizing the concepts,
for some students geometric and algebraic representations seem completely detached" when analyzing
students' written responses and clinical interviews of students enrolled in an elementary Linear Algebra
course. In the analysis of the data, she states that "there was a common confusion of the span of the
columns of A with the solution set of Ax=0" where students would provide geometric representations of
the solution set of the homogeneous system Ax=0 instead of providing the geometric representation of the
span of the columns of the matrix as requested (Bogomolny, 2007).
In a similar context, Chartier (reported in Dorier 2000, 262-264) conducted a study in an attempt
to determine the connections between linear algebra and geometry by analyzing textbooks from different
countries and periods and questionnaires answered by teachers and students from various university
levels. She found that although the necessity of geometric intuition was very often postulated by
textbooks or teachers of linear algebra, the geometrical references or representations used by students
acted as an obstacle to their understanding of general linear algebra.
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Analyzing the role of geometrical representations on linear algebra courses, Hillel (2002) claims
that students' difficulties when using geometrical representations may be due to the fact that "students
often seem to take such illustrations literally", where students focus on the object of the metaphor instead
of focusing on the properties of the metaphor.
Dorier et al. (2001) mention that "although geometric embodiments may help the students in
understanding the more abstract concepts, it is not a good idea to start a linear algebra course with vector
geometry and build the algebraic concepts as a generalization from geometry. The relation between linear
algebra and geometry is, epistemologically, less natural than it may appear "(2001). They add that in
some cases, when geometry is not introduced in linear algebra courses in an appropriate way, it may
become an obstacle to students' understanding of linear algebra (Dorier et al, 2001).
However, even with the widespread belief of the negative effects of visual representations in
linear algebra's student understanding as claimed by Bogomolny (2007), Chartier (reported in Dorier
2000, 262-264), Hillel (2002), and Dorier et al. (2001), there are also advocates of the incorporation of
geometry in linear algebra courses at university level but only as part of "an integrated approach that
relates numerical examples, geometric interpretation, and algebraic interpretation" in order to promote
"better learning and understanding" in linear algebra courses (Pecuch-Herrero, 2000).
Davis et al. (1979) state that: "Mathematics has elements that are spatial, kinesthetic, elements
that are arithmetic or algebraic, elements that are verbal, programmatic. It has elements that are logical,
didactic and elements that are intuitive, or even counter-intuitive. It has elements that are related to the
exterior world and elements that seem to be self generated… To place undue emphasis on one element or
group of elements upsets a balance. It results in an impoverishment of the science and represents an
unfulfilled potential… We must not block off arbitrarily any mode of experience or thought…As
regards…(to) our…teaching we must restore geometry, deemphasize somewhat the theorem-proof type of
lecturing, give a proper place to computing and programmatics, (and) make full use of computer
graphics…" (1979).
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Zimmermann and Cunningham (1991) follow this idea starting by redefining mathematical
visualization as "the process of forming images (mentally, or with pencil and paper, or with the aid of
technology) and using such images effectively for mathematical discovery and understanding" and adding
that "the intuition which mathematical visualization seeks is not a vague kind of intuition, a superficial
substitute for understanding, but the kind of intuition which penetrates to the heart of an idea. It gives
depth and meaning to understanding, serves as a reliable guide to problem solving, and inspires creative
discoveries" (1991). They state that in order for students to achieve this understanding, visualization can't
be isolated from the rest of mathematics, but rather, "visual thinking and graphical representations must
be linked to other modes of mathematical thinking and other forms of representation"(Zimmermann et al,
1991).
Barwise and Etchemendy (1991) claim that "visual forms of representation can be important, not
just as heuristic and pedagogic tools, but as legitimate elements of mathematical proofs"(1991) giving
geometrical diagrams and visual tools an additional weight as pedagogical tools.
It is widely believed by advocates on the use of geometrical representations of the teaching of
linear algebra courses that students must understand how ideas can be represented symbolically,
numerically, and graphically, and be able to move back and forth among these modes in order to succeed
in the course. Hence, even with the existing discussion on their actual advantages, the use of geometrical
representations continues being an important element in the teaching and learning of linear algebra
courses at all educational levels.

2.4 Computerized Modules in Teaching and Learning Linear Algebra
After the LACSG came up with a list of recommendations in 1990 (listed previously in section
2.2), universities across the United States implemented modifications in their curriculums in an attempt to
improve the teaching and learning of linear algebra throughout the nation. Researchers and educators
alike started to develop strategies aimed at determining what worked and what didn't work in the
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classroom. It was then that a widespread use of technological implementations as part of this course
started to gain force.
With the development of new technologies in the last decades, there has been a growing variety
of innovative tools to use when teaching, presenting, and learning mathematics; nowadays, "in some of
these approaches, technology is used as a communication tool whereas in others it serves the purpose of a
pedagogical tool to enhance student understanding" (Oktac, 2004). As stated by Kinney et al., recent
advances on the use of computers, software, interactive television, and the internet as part of new methods
for instruction delivery, support "instructional models such as hybrid instruction, mediated learning,
distance learning, and interactive television"(2003). There is a vast amount of literature on this topic, with
research going from the use of technology as part of distance-learning environments (like online courses)
and online collaborative work between students in traditional classrooms (e.g. online discussions) to its
use as a tool for flexible online assessment or as a medium for students' interaction with geometrical
representations of distinct mathematical topics.
According to D'Souza et at. (2003), the integration of the use of technology into mathematics
education supports "exploration, which helps students set achievable goals, form and test hypotheses, and
make discoveries of their own", and add that "(it) also helps teachers address the issue of different
learning styles by providing different types of software to enhance different learning environments".
Sanchis (2001) provides an example on the use of online assessments in a linear algebra course
and provides a list of its advantages in which she mentions the classroom time saved by having
assessments done outside of class, the convenience of having the option of assigning online assessments
more frequently than traditional in-class assessment, and the immediate feedback obtained by students
which they can use "to guide their studies and to better prepare themselves for the regular exams" among
others. A similar point of view is given by Siew (2003), who also considers important the fact that "the
availability of a web tool that can be accessed from any point with an internet connection offers students
immense flexibility in the learning process".
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Examples of the computer systems that are currently available for use as part of mathematical
courses include: Assessment and Learning in Knowledge Spaces (ALEKS) ─ web-based assessment and
learning system designed to assess quickly and accurately students' prior knowledge in a course in order
to determine their future intellectual needs (Stillson et al, 2003), ALICE Interactive Mathematics (AIM)
─ web-based system designed to administer and grade tests with mathematical content (Siew, 2003), and
interactive web-based tools developed using The Geometer's Sketchpad (Meel et al, 2005), Mathematica
(Dogan-Dunlap, 2003; 2010), and Maple (Siew, 2003).
One of the biggest projects aimed to encourage and facilitate the use of software in the teaching
of linear algebra is the Augmenting the Teaching of Linear Algebra through the use of Software Tools
(ATLAST) project which produced a comprehensive set of computer exercises that were designed to suit
the needs of undergraduate linear algebra students (Leon et al, 1996). Recently, the exercises developed
by the ATLAST project have been taken as reference in some of the efforts made by researchers and
educators to implement more flexible and accessible interactive web-tools as part of their linear algebra
courses (Dogan-Dunlap, 2003; 2010).

2.5 Sierpinska's Modes of Thinking
This thesis will follow the structure and description given by Sierpinska in the paper “On Some
Aspects of Students’ Thinking in Linear Algebra”(2000) to document the modes of thinking displayed by
the students involved in our research through the qualitative analysis of their responses in the interviews.
In her paper, Sierpinska uses the historical origins and characteristics of linear algebra concepts and the
mathematical languages used in their understanding to come up with the existent different approaches; the
author characterizes them by using examples of the interactions between the students and tutors involved
in her research study. Looking at those aspects from geometric, analytic, and algebraic points of view,
Sierpinska identifies three different thinking modes─ Synthetic-Geometric, Analytic-Arithmetic, and
Analytic-Structural─ through the analysis of their type of representations.
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2.5.1 Synthetic-Geometric.
This mode’s main characteristics are the use of geometric representations and the lack of
definitions for the concepts used in such objects. An example of how this particular mode can be observed
in linear algebra classes is given in the form of a line or a plane— the properties of such objects can be
given, but they will only describe such objects, not define them (Sierpinska, 2000). In order to get a
definition for a concept we need more information about its characteristics and this would likely require
the use of a different thinking mode (since the representations of the information needed would have to be
algebraic or structural). Hence, the synthetic mode can be thought of as representing the practical way of
thinking that students often employ in their understanding of mathematical concepts (Sierpinska, 2000),
one in which students think visually and use geometry as the basis for their knowledge.
In analytic modes, the main focus is on the use of both numerical and algebraic representations in
which objects are defined. In this thinking mode objects are provided indirectly; their construction is
based on definitions of the properties of their elements. An example of how analytic modes can be used in
linear algebra is the formal definition of linear independence in a set of vectors— which requires the use
and analysis of given algebraic structures and their characteristics to determine its likelihood. The
analysis of additional aspects within analytic modes divides this category further into arithmetic and
structural modes.
2.5.2 Analytic-Arithmetic.
Analytic-Arithmetic mode considers an object defined by a formula that is then used to carry out
computations (Sierpinska, 2000). It considers the numerical and algebraic components of geometrical
objects and the conditions they satisfy.

The different elements of the arithmetic language of Rⁿ

correspond to this category─ n-tuples, matrices, rank, and solutions to systems of linear equations are
included here (Sierpinska, 2000). An example on the use of this mode of thinking in a linear algebra
course would be the use of the formal definition of linear independence (Sierpinska, 2000).
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2.5.3 Analytic-Structural.
In this mode objects are defined by its properties and, although algebraic structures are still
considered as in the analytic-arithmetic mode, in the structural mode they are synthesized into compact
structural wholes (Sierpinska, 2000). Students thinking of vectors as being part of vectors spaces (and
hence having its characteristics) and proving linear independence of a set of vectors through the use of its
dimension arguments are examples of the implementation of this perspective when learning linear algebra
topics (Dogan-Dunlap, 2010). In other words, students reasoning with this thinking mode are more likely
to prove their understanding by relying on theorems and definitions and less inclined to use arithmetical
procedures (such as reducing a matrix to row reduced echelon form).
A summary of the different thinking modes identified by Sierpinska, examples of their
representations, and the level of competency that a student may achieve when using each one of them is
presented in table 2.1.
Table 2.1. Thinking Modes Modified from Sierpinska (reported in Dogan-Dunlap, 2010)
Mode of Thinking
Representations/Definition
Student Competency
Synthetic-Geometric
Graphical representations
Student is able to determine
Provide properties of objects readily. whether vectors whose graphs are
It describes an object but does not
provided in R2 or R3 are
define it.
linearly independent or dependent.
Analytic-Arithmetic

Analytic-Structural

Numerical Representations.
Defines objects.

Student is able to construct
matrix from vectors, compute
its row-reduced echelon form and
relate the reduced matrix to linear
dependence and independence.

Linear Combination.

Student is able to provide/refer to
linear combination of vectors and
determine linear independence.

Objects are considered in a system.
Defines objects.

Use of the dimension of vector spaces
in determining the linear independence
of vectors.

It is very important to notice the differences among thinking modes in order to guarantee their
proper identification. Sierpinska provides the following example: "if somebody is thinking about the
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possible solutions of a system of three linear equations in three variables by visualizing the possible
relative positions of three planes in the space, he or she is in the synthetic-geometric mode…, if one
thinks about the same problem in terms of the possible results of a row reduction of a 3x4 matrix, one is
in the analytic-arithmetic mode" (2000). Similarly, she adds, if the student is focusing on descriptions and
characteristics of singular and non-singular matrices then he/she is in the analytic-structural mode
(Sierpinska, 2000).
Now that the characteristics of the thinking modes found by Sierpinska have been established, it
is important to state that they are in no way mutually-exclusive; meaning a student can use different
modes of thinking and move between them in order to maximize his/her understanding of the concepts
(2000). As stated by Dogan-Dunlap, "…if a student considers the characteristics of an object in the
context of a system with geometric features then he/she may be applying both the structural and
geometric modes"(2010). An example of this situation can be seen in the use of the definition of
dimension and its characteristics when determining linear independence of a set of vectors; students can
have a geometric or/and an algebraic association to the concept depending on the characteristics of
dimension that they use to make their argument (Dogan-Dunlap, 2010).

2.6 Metonymy and Metaphor
Although the concepts of metonymy and metaphor have been widely used primarily in the
literature as examples of figurative speech or literary devices, their use and their relationship with
learning processes and structures can be considered to be relatively new. These entities can have many
varying definitions but, for the purpose of the qualitative analysis of the data in this thesis, we will focus
on the discussion about metonymy and metaphor included in the papers:

“Exploring the role of

metonymy in mathematical understanding and reasoning: The concept of derivative as an example” by
Zandieh et al (2006) and, “Metaphoric and metonymic signification in mathematics” by Presmeg (1998).
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2.6.1 Metaphor.
The noun metaphor is defined by Webster as "a figure of speech in which an expression is used to
refer to something that it does not literally denote in order to suggest a similarity " (Metaphor, 2010). The
use of this literary device in the learning of mathematics has been widely researched as being part of the
learning mechanisms employed by students when acquiring new knowledge; its employment involves the
comparison of two domains of experience, for example, by using a metaphor, we could say 'domain A is
like domain B'; however, this analogy would refer only to some of the elements that belong to the
domains. There are two very important characteristics of the comparison between the two entities: the
ground and the tension. The ground are the similar elements of the entities being compared, while the
tension refers to their dissimilar elements (Presmeg, 1998).
An example on the use of metaphors in mathematics can be seen in the statement, 'A is an open
set'; here, the definition of openness and its physical representation of being without a boundary can
become a source of confusion for students since they may wrongfully interpret the "no boundary
characteristic of the source concept, and come to a conclusion that the particular set is not open since it
has a boundary" (Dogan-Dunlap, 2007). This example illustrates the importance of the identification of
the tension and ground elements in the comparison. An additional example of the use of metaphors in the
understanding of mathematical concepts is given by Presmeg through the responses given by high school
students asked to calculate the sum of the first 30 elements of the sequence {5, 8, 11…} (1998). In such
study, students referred to their methods by using metaphors such as "dome" and "rainbow" to refer to the
Gaussian way of having to relate the first and last elements of the sequence and adding them, then the
second and the 29th, the third and the 28th, and so on to reach their final answer.
2.6.2 Metonymy.
Lakoff and Johnson refer to metonymy as being present when we use "one entity to refer to
another that is related to it." While Webster's dictionary definition is "a figure by which one word is put
for another on account of some actual relation between the things signified"(Metonymy, 2010). Some
examples commonly used to refer to this literary device are the use of the phrases 'We read Shakespeare"
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when we talk about the author's work and 'Washington is talking to Moscow' when we talk about the
people from the governments from these countries communicating (Metonymy, 2010). The principal
characteristic of this figure of speech is the presence of an attribute or entity that is taken to stand for
another entity (Presmeg, 1998).
An additional type of metonymy, synechdoche, is used to represent a figure of speech in which a
part of an object is made to represent the whole or vice versa; that is an element of a class may be taken to
stand for the whole class. For example, taking a triangle as a representation of the class of all triangles or
using the symbol 'x' to represent all the natural numbers (Presmeg, 1998; Dogan-Dunlap, 2010). The
attributes attached to the object being reflected by the image would be subject to the interpretation of such
image by each individual; Presmeg states that the fact that elements of classes are based on mental
processes and they are subject to the individual's interpretation when setting up the metonymy, the
illustration may be wrongfully used to consider a class of triangles that are not closely related to the
illustration (1998). Therefore, this illustration would become an example of a metonymy proper.
2.6.3 The Relationship Between Metonymy and Metaphor.
As explained previously, both literacy devices are closely related to the understanding and
forming of new knowledge in the process of learning mathematical concepts. These two tools are widely
used by students in mathematical backgrounds in which a person uses one construct to stand for another.
The main difference between the two devices is roughly that, through the use of metaphors, the
learner would link one domain of experience with another seemingly disparate domain and would create a
meaning from such connection while using metonymies, he/she uses one element or salient attribute of a
class to stand for another element or the whole class. (Presmeg, 1998).
Through the use of these literary devices together or separately, learners can construct
geometrical images that would favor their understanding of concepts in linear algebra topics. On the one
hand, an individual may recognize "the image as having similarities with various aspects of linear
independence not only representing them" (Dogan-Dunlap, 2010). However, after considering the image
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as a metaphor, the learner may begin looking at the image mainly as a symbol that is put for the concept
itself and manipulating it without taking into consideration its underlying characteristics and properties.
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Chapter 3
METHODOLOGY

The purpose of this study is to analyze the responses of three undergraduate students, enrolled in
their first linear algebra course, to a set of eight questions asked during their one-on-one interviews
scheduled at the end of the Spring 2009 semester. Our main goal is to analyze the different aspects of
learning displayed by each student through the presence of the distinct modes of reasoning as described
by Sierpinska (2000) and the use of metaphors and metonymy as part of their responses as described by
Presmeg (1998). The principal idea behind this study is to determine the main characteristics that identify
students' reasoning in linear algebra courses at the university level for documentation purposes.
The investigation was implemented in a linear algebra course offered as a junior level class at a
four-year Southwestern university. The matrix algebra course constitutes the first part of linear algebra
and is offered for undergraduate students that meet the pre-requisites─ a minimum grade of C in
Calculus II, Calculus III, or Differential Equations. The number of students enrolled in the course at the
beginning of the Spring 2009 semester was 95. For this semester, there were three sections available for
the class─ two in the afternoon and one in the morning.
During this particular semester, two of the courses were considered to have a modular format
while the third one was considered to have a traditional one. In the modular courses, instructors lectured
and assigned homework (not collected) and a series of constructivist assignments to be completed through
the use of graphical tools available online─ the tools were developed by a group of instructors
familiarized with the teaching of the course and are referred to as modules in this thesis. Students were
given about one week to complete the assignments. The third section had a traditional setting in which the
instructor lectured and assigned homework from the textbook (not collected) but modules were not
mentioned or used in classroom or as part of the homework.
The purpose of the constructivist assignments implemented in the modular sections was to
provide graphical representations of the topics to be covered in the course prior to being introduced in
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class through theoretical representations by instructors. These module assignments are not part of the
scope of this thesis.
At the end of the semester, students from each of the sections volunteered to be interviewed by
the author of this thesis and/or her mentor. For the purpose of this thesis, the interviews of three of those
students are reported and analyzed. Each one of the students was selected at random from the list of
volunteers interviewed at the end of the semester and belonging to the three different sections of the
course─ the traditional and modular sections.
The results reported in this study were obtained by analyzing the qualitative data obtained from
the transcripts of the students' one-one-one interviews. The analysis was conducted by applying the
Grounded Theory introduced by Glaser and Strauss (1967) in an attempt to reveal the thinking modes and
metonymies and metaphors students were utilizing while answering the linear algebra questions included
in the interview.
A detailed description of the participants, instrumentation, procedures, and analysis of the data is
provided in this chapter.

3.1 Participants
The students that participated in this research came from three different groups taking a first year
linear algebra course during the Spring 2009 semester. Due to the demographic location of the region
where this study took place, the majority of the students from the sections were Hispanic and a
considerable percentage had English as their second language.
Two of the sections available for the course during that semester were enrolled in what was
referred to as a modular matrix algebra course (non-traditional course), while the other was called nonmodular course (traditional course). The modular matrix algebra courses enforced the use of
computerized mathematical modules, accessed through the internet, that were introduced as part of the
class and included the manipulation of the modules by students as part of their homework assignments.
On the other hand, the non-modular course had a traditional approach, where the professor lectured and
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assigned homework, but the computerized modules were not included or even mentioned to be a part of
the course.
The characteristics of the students enrolled in the class are summarized in the following tables,
which contain the demographics of each section of the Matrix Algebra course for the Spring 2009
semester:
Table 3.1. Demographics of Group A; modular section.
Section A
Question
Gender
Ethnicity
Classification
Major
Courses this
semester
Have a job?
For how long?
Hours/week?
English first
language
Fluency

- Males:25

- Females:9

- Hispanic/Hispanic American: 79.4% - White/Caucasian/American: 17.64%
- American-Asian/Asian: 2.94%
- Freshman:0
- Sophomore:35.29%
- Junior: 41.18%
- Senior: 23.53%
- Mathematics: 20.59% - Computer Science: 44.12% - Electrical Engineering: 23.53%
- Industrial Engineering: 8.82%
- Computer Engineering: 2.94%
- Mean:4.44
- Standard Deviation:0.86
- Mode:4
- No: 20.59%

- Yes: 79.41%

- For Less Than a Year: 62.96%
- Less Than 20: 51.85%

- From 1 to 3 Years: 25.93%

- Exactly 20: 18.52%

- No Answer: 11.11%

- More Than 20: 29.63%

- No: 44.12% Yes: 55.88%; 100% of the students that answered no to this question, reported
to have Spanish as their first language (15 students).
- 10: 33.33% - 9: 6.67%
- 8.5: 6.67%
- 8: 46.66%
- 5: 6.67%
- Standard Deviation:1.35
- Mean:8.60

In section A of the course, there were 35 students enrolled at the beginning of the semester, 34 of
whom answered the pre-survey administered in-class during one of the first class meetings.
Table 3.2, below, contains the demographics of section B
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Table 3.2: Demographics of Group B; modular section.
Section B
Question
Gender
Ethnicity
Classification
Major
Courses this
semester
Have a job?
For how long?
Hours/week?
English first
language
Fluency

- Males:22

- Females:6

- Hispanic/Hispanic American: 75% - White/Caucasian/American: 17.86%
- Mexican/Chicano:3.57%
- American-Asian/Asian:3.57%
- Freshman:0
Sophomore:7.14%
Junior: 50%
Senior: 42.86%
- Mathematics: 3.57% - Computer Science: 35.7% - Electrical Engineering: 35.7%
- Industrial Engineering: 7.14%
- Mechanical Engineering: 7.14%
- Philosophy: 3.57%
- Physics: 3.57%
- Multidisciplinary Studies: 3.57%
- Mean: 4.04
- Standard Deviation: 1.04
- Mode: 5
- No: 32.14%

- Yes: 67.86%

- For Less Than a Year: 26.32%
- From 1 to 3 Years: 52.63%
- For More than 3 Years: 21.05%
- Less Than 20: 5.26% - Exactly 20: 42.11% - More Than 20: 52.63%
- No: 64.29% Yes: 35.71%; 77.78% of the students that answered no to this question,
reported to have Spanish as their first language; 5.56 had Thai as their first language, and
16.66% gave no answer. .
- 10: 16.67% - 9: 55.56%
- 8: 22.22%
- 7: 5.55%
- Standard Deviation:1.35
- Mean:8.60

For this section, there were 35 students enrolled at the beginning of the semester, 28 of whom
answered the in-class pre-survey.
Finally, the non-modular section demographics are shown in table 3.3 which summarizes the
information of the 35 students that answered the pre-survey. In this section, the official number of
enrolled students at the beginning of the semester was 35.
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Table 3.3. Demographics of Group C; Non-modular section.
Section C
Question
Gender
Ethnicity
Classification
Major
Courses this
semester
Have a job?
For how long?
Hours/week?
English first
language
Fluency

- Males:26

- Females:9

- Hispanic/Hispanic American: 80%
- White/Caucasian/American: 11.43%
- Mexican/Chicano: 2.86%
- American-Asian/Asian: 5.71
- Freshman: 2.86%
Sophomore: 17.14%
Junior: 62.86%
Senior: 17.14%
- Mathematics: 17.14% - Computer Science: 22.86% - Electrical Engineering: 51.43%
- Industrial Engineering: 5.71% - Physics: 2.86%
- Mean:4.54
- Standard Deviation:1.20
- Mode:4
- No: 37.14%

- Yes: 62.86%

- For Less Than a Year: 31.82%
- Less Than 20: 50%

- From 1 to 3 Years: 50%

- Exactly 20: 27.27%

- No Answer: 18.18%

- More Than 20: 22.73%

- No: 37.14% Yes: 62.86%; 100% of the students that answered no to this question, reported
to have Spanish as their first language (13 students).
-10: 30.77% - 9: 30.77%
- 8: 23.08%
- 7: 15.38% - Standard Deviation:1.09 Mean:8.77

The students enrolled in Matrix algebra during the semester when this research was implemented,
were pursuing degrees from different disciplines that included engineering, mathematics, computer
science, physics, philosophy, and multidisciplinary studies. The percentage of students from each group
that reported to have had contact with proofs in previous science courses was varied throughout the
sections─ 35.29% of students in section A, 60.71% of section B, and 40% of section C stated that they
had experiences with proofs from other science courses they had taken in previous semesters. This is
important to state since a high percentage of students attending this class expect it to have the same
format as classes with less abstract ideas such as Pre-calculus and Calculus in which they have to learn
and understand mathematical formulas and their use─ sometimes without regards to their theoretical
framework─ and find themselves lost and confused when faced with theorems and proofs in this class.
Students enrolled in two of the sections (sections A and C) attended class for a period of an hour
and 20 minutes twice per week, while the other section attended class for 50 minutes three times per
week. Although age was not reported by students in any pre or post survey, the average age of the
university population has been reported to be 26 years old (University of Texas at El Paso─ UTEP, 2009).
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In order to protect the identities of the students enrolled in the 3 sections of the course and avoid
bias in the analysis of the pre and post surveys and interviews, students were labeled by a letter─
depending on the section they belonged to─ and a number. As an example, the code A30 refers to the
student number 30 enrolled in section A of the course. The codes went from A1 through A35 in Section
A, from B1 to B34 in section B, and from C1 to C36 in section C.
At the beginning of the semester, students enrolled in the course were asked to provide a signed
consent form in which they gave authorization to the researchers to use their information for the purpose
of this investigation.
From each of the sections a group of students volunteered to be interviewed by the author of this
thesis and/or her mentor. Interviews were videotaped for informational purposes and transcribed by the
author of this thesis. The transcripts of the interviews are available upon request.
No bias was placed on the race, gender, or socioeconomic status of students; the three interviews
analyzed in this thesis were chosen randomly from the list of the students that volunteered to be
interviewed from each of the sections.

3.2 Modular and Non-modular Section Characteristics
In the modular versions of the course, topics were presented during class to students through a
formal definition, row reduced echelon operations, algebraic manipulations, and, regularly, static
graphical representations of the topics being taught. Homework from the required textbook was often
assigned (but not collected) and assignments, to be answered through the use of the computer modules,
were given every other week (students had an average of two weeks to work on the material). Sometimes,
professors would introduce new topics by using the computer modules through an overhead projector and
would explain the characteristics of the new topic and its relationship with past topics.
In the non-modular version of the course, topics were presented during the class through formal
definition, row reduced echelon operations and, depending on the questions asked by students, sometimes
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the professor would provide a static graphical representation of the topic. Homework was assigned (but
not collected) and consisted of problems taken mainly from the required textbook.
Quizzes were given at the beginning of some classes in both versions of the course; questions
assigned as homework were taken for this purpose.
There were no major differences in the structure of the modular and non-modular sections except
for the use of the computer modules and their assignments.
The official course description for both, the modular and the non-modular sections of this class
during the spring 2009 semester was the following:
MATRIX ALGEBRA 3323: Systems of linear equations, matrices, determinants,
eigenvalues and eigenvectors, diagonalization, vector spaces and linear transformations.
However, the topics chosen for this thesis have been limited to:
1- The definition of linear dependence or independence in a set of vectors; identification of
linear dependency in particular sets of vectors.
2- Characteristics of linearly independent/ dependent set of vectors in R² and R³.
Since these classes were taught by different professors with different teaching techniques –and
hence, different levels of abstraction— it’s important to state the particular characteristics of each one of
the sections through a set of observations taken by the author of this thesis throughout the semester. The
following is a summary of those observations.
3.2.1 Section A Observations.
The author of this thesis documented the class environment during four meetings (with
unannounced visits) in the semester spring 2009. The main observations obtained from those classes are
reported here to some extent.
3.2.1.1 Classroom Observation 1. 02/04/2009:
-

The presentation of the material is done in an overhead projector.
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-

Students are given a quiz on the question "Find all values of a for which the system
x1+ax2=6 and ax1+2ax2=4 has no solutions. Show your work." Time assigned for this
activity: 20 minutes.

-

One of the students shared his answer with the class; extra points were awarded to him for the
presentation.

-

Instructor asks questions to students looking for feedback while explaining different answers
for the quiz.

-

Instructor encourages class participation by asking students feedback about previous concepts
and lectures.

-

Some of the topics covered this day are elementary row operations, row reduced echelon
form (e.g. how do you know if a matrix is in row reduced echelon form?), and Gauss-Jordan
elimination process.

-

Class participation/discussion on the following topic: Let A be an nx(m+1) matrix where A is
the augmented matrix of a system. After the discussion, the instructor re-explained the
definitions and properties that made the answers acceptable.

-

1
0

Discussion; is it possible to get  0

...
 0

a
b 
0 0 ... 0 0  ? Not possible to get a unique

... ... ... ... ...
... ... ... 0 z 
0
1

0 ... 0
0 ... 0

solution (since we don't have enough rows to get the values of the variables). Is this an
inconsistent system, with infinitely many solutions (as indicated by the row of only zeroes) or
no solutions (as indicated by the last row of all zeroes and a z at the end)?
-

An additional problem is posted by the instructor: Given that A represents a consistent system
and RREF of A has r non-zero rows where r<m, then does the system have infinitely many
solutions. If r=m then there is one unique solution or no solution at all?
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-

Instructor uses computer module to illustrate the idea that parallel planes do not intersect and,
hence, have no solution.

-

What other types of answers can you have? What's the geometrical representation? E.g.
z=f1=x+y-5; z=f2=2x+2y+1. This system would have no solution. How does it look like?

-

Question: Give a system of planes that has a different answer.
- Not possible for a unique solution
- Is it possible to have infinitely many solutions? Yes. Same planes─ equations are
multiples of one another.
Example: z=x+y-5; 2z=2x+2y-10: infinitely many solutions (same plane). At the end
you'd

1 ... 0 ...
 as the RREF.
0 ... 0 0 

get 

- Infinitely many solutions: z=x+y-5; z=x-2y → infinitely many solutions (they intersect

1 0 ... ...

0 1 ... ...

at a line) → 
-

Instructor continues discussion on the computer module named Linear Systems developed in
Geometer's Sketch pad (GSP) and explains its functionality.

-

Equivalent system of linear equations:
System A→ ERO (Elementary Row Operations)→ System B
System A≠ System B, but both have the same set of solutions.

-

Definition: Let A, B be equivalent systems of equations. Then A and B have the same
solution sets. This is explained by the instructor through the use of a module in GSP.

-

Instructor goes over the proofs of this theorem; for simplicity purposes only 3x4 systems are
considered.
3.2.1.2 Classroom Observation 2. 02/18/2009:

-

A quiz is given to students at the beginning of class (20 minutes allowed) on the question:
"a) Define 'consistent system'
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b) Given an example of a consistent system. Explain why your example is a consistent
system. "
-

Group Work. A theorem is introduced to the class; students had to work in groups to come up
with a proof. Theorem given: "Let A, B, C be compatible matrices. Then A(B+C)=AB+AC."
Distributive property of matrices. Two students provide an explanation on their reasoning to
come up with the proofs.

-

Instructor goes over the proofs provided by the students and analyzes the strengths and
weaknesses of each one of them and goes over the definitions and properties previously
introduced in class that make the proofs acceptable.

-

Abstract ideas on the concepts of multiplicative inverse and identity matrix in Rⁿ are
presented by instructor through different representations of the concepts (through the use of
algebraic expressions, matrices, and a numerical example with matrices).

-

Homework form textbook is assigned to students for the next class.
3.2.1.3 Classroom Observation 3. 04/01/2009:

-

A quiz was given to students at the beginning of the class (20 minutes were assigned for this
activity). The question was: "Let AB be a non-singular matrix. Use the fact that B is also a
nonsingular matrix to prove that A is a nonsingular matrix."

-

There is a class discussion on the quiz problem.

-

Instructor uses computer module called Vector Spaces to demonstrate linear combinations of
vectors graphically.

-

Instructor uses overhead projector as a tool to teach the class.
3.2.1.4 Classroom Observation 4. 04/06/2009:

-

A quiz was given to students at the beginning of the class (20 minutes were assigned for this
activity). The question was: "Determine whether the given set of vectors is linearly
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independent or dependent. If the set is linearly dependent, express one vector in the set as a

1   2  − 1 4 


linear combination of the others. S=  0,  1 ,  4 ,  4  "
    
0 − 3  3  0 
        
-

Two students presented their answers to the class by explaining their reasoning. One answer
was numerical (algebraic, by row reducing the matrix and looking at the resulting matrix and
its elements) while the other skipped this part by using his calculator and analyzing the results
using more abstract ideas and concepts seen in previous classes. The instructor explained why
both answers were acceptable.

-

Instructor goes over the concept of linear independence graphically by using a module (called
Vector Spaces) in the computer.

-

Students realized that all the possible linear combinations of the 4 vectors would give R³
(through the use of the computer module).

-

Instructor uses module to show that all possible linear combinations of the first 3 vectors in
the set given in the quiz would also give R³; instructor uses 2 out of the first 3 vectors to show
that R³ can't be obtained by obtaining all possible linear combinations.

-

Group discussion on: "Can you get R³ from any set of three vectors?"

-

Numerical examples are introduced on the use of the computer module for students to see,
graphically, if the sets were dependent or independent and how they would look like.

-

Examples of sets of vectors in R² are used to illustrate dependent and independent sets of
vectors through the use of computer module.

-

Instructor goes over the geometrical representation of ideas in R² and then moves to Rⁿ.
3.2.1.5 Classroom A Observations Summary. The use of calculators in this section is
allowed only as a tool during in-class activities. Instructor uses a variety of teaching
techniques during the class period in order to engage students in their own learning. Through
the use of quizzes, tests, computer modules' assignments, and in-class group work, the
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instructor tries to provide a variety of tools for students to understand the class topics. Proofs
are often introduced in class through lecturing but also by allowing group discussions among
students who have to come up with their own ideas. During class period, instructor
encourages students' involvement by allowing them to present the ideas on proofs while
working individually or in groups. Students' answers are presented during class and validated
by instructor by going over the ideas covered in class. Instructor uses geometrical
interpretations of the topics seen in class with the help of computer modules and overhead
projector. There is no emphasis placed in a particular representation of the topics, instead,
instructor moves from one representation to the next by mentioning the relationship among
them (e.g. instructor starts with a set of vectors then moves to their matrix representation and
uses computer module to show its graphical representation; at the end ideas are generalized to
abstract concepts and theorems).
3.2.2 Section B Observations
The observations obtained by the author of this thesis by attending three meetings of the course to
document the class environment in this section of the course are reported (visits were unannounced).
3.2.2.1 Classroom Observation 1. 02/06/2009
-

Notes for test 1: calculators allowed; work must be included for credit.

-

Instructor goes over the vector form of the solution. x1=-4t-s-3, x2=2t+s+1, x3=t, x4=2, x5=s,
where t and s are free variables. Solution can be written as a vector. Vector Solution:

− 4t − s − 3 − 4 − 1 − 3
 2t + s + 1   2   1   1 

      

 = t  1  + s 0  +  0 
t

      
2

  0  0 2

  0   1   0 
s
-

Instructor mentions that the answer is in 5 dimensional space.
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-

 − 4 

 − 1  − 3
 





  2 

1 1 
Vector solution: t  1  + s  0  +  0  : t , s ∈ ℜ 

   
 0 

0 2
 

 1   0 
  0 


-

Instructor assigns homework from book (not to be collected).

-

Instructor goes over the homework questions in order to guide students through the process of
answering them.

-

General questions from students are answered at the beginning of the class.

-

Instructor emphasizes the need of knowing how to solve systems of linear equations with
elementary row operations since the rest of the class is based on that topic.

 x1 + ax2 = 6
.
ax1 + 2ax2 = 4

-

Question answered in class: For what value of a is the system consistent? 

-

Instructor answers the question as follows: 

-

Instructor asks questions to students throughout the class about what the answer would be and

a
6 
1 a 6 1
→

.
2
 a 2 a 4  0 a − 2 a 6 a − 4 

what is the reason behind the answer.
-

Possibilities: If a²-2a≠0, then the system is consistent. If a²-2a=0→ a(a-2)=0→ a=2 OR a=0.
For a=0: 6a-4=6(0)-4=-4≠0; for a=2: 6(2)-4=12-4=8≠0. Therefore, for a=0 and a=2, 6a-4≠0→
system is inconsistent if and only if a=0 OR a=2.

-

Review for test during next course.

-

Problem from book (similar to one from homework). X represents 1's digit, y represents ten's
digit, and z represents 100's digit. Four equations involved: N=z*100+y*10+x; N=15(x+y+z);
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100*x+10y+z=N+396; x=1+y+z. System with four equations and four unknowns which can

 15
100
be represented as: 
 1

 1
-

15 15 − 1 0   15 x + 15 y + 15 z − N = 0
10 1 − 1 396 100x + 10 y + z − N = 396
=
−1 −1 0
1  
x − y − z =1
 
10 100 − 1 0   x + 10 y + 100 z − N = 0

Instructor states that this system can also be represented with three equations and three
unknowns (by eliminating N at the beginning).
3.2.2.2 Classroom Observation 2. 02/20/2009

-

Quiz is given at the beginning of the class (30 minutes of the class were used for this) on the
following question: "An nxn matrix is called diagonal if for every 1≤ i ≤n and 1≤ j ≤n such
that i≠j, aij=0. Prove that the sum of two diagonal nxn matrices is a diagonal matrix. Proof
(provided by instructor): Let A, B ∈ M nxn ( R ) both be diagonal matrices. Let C=A+B. Let i≠j,
Cij=aij+bij=0+0; since aij=0 and bij=0 then Cij=0. Therefore, C is a diagonal matrix.

-

Instructor provided an additional less abstract proof to students (with matrices instead of
abstract ideas) such that they could see the different representations that this answer could

a11 0
0 a
22
have. E.g. A = 
 ... ...

0
0

0
b11 0

0 b
... 0 
22
, B=
 ... ...
... ... 


... ann 
0 0
...

0
a11 + b11
 0
a22 + b22
C = A+ B = 
 ...
...

0
 0
-

0
... 0 
;
... ... 

... bnn 
...


...
0 
which is also a diagonal matrix.
...
... 

... ann + bnn 
...

0

Instructor goes over project 2 (from modules) during the class by introducing the
functionality of the module and going over the questions on the project.

-

The concept of non-commutativity of matrix multiplication is explained graphically with the
use of a project module.
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-

Instructor goes over some examples that can be applied to the module and the results that can
be obtained.

-

Instructor goes over the concepts that are related to the ideas seen in the module.

-

Students ask questions about what to do in a proof. For example: non-commutativity- show
one where test fails (one that is non-commutative then you can't say all are commutative),
commutativity- show condition is true for all elements.

-

For homework, prove that matrix multiplication of nxn matrices is non-commutative. Hint:
Look for the easier example for 2x2 matrices─ using only zeroes and ones and as many ones
as possible. Then generalize your idea for nxn.

-

Instructor shows students what they may be able to do in order to understand what is being
asked and what they need in order to generalize the idea (e.g. start with a 2x2 matrix with
numbers in it; see its behavior─ with respect to multiplication with other matrices─ then try
to generalize the idea for nxn matrices).

-

Instructor goes over the theorem: if A ∈ M mxn ( R), B ∈ M nxr ( R) then ( AB)T = BT AT . Proof:
First look at the dimensions BT = rxn, AT = nxm → BT AT = (rxn)(nxm) = rxm Now, let
A=aij 0≤ i ≤m, 0≤ j ≤n; B=bjk 0≤ j ≤n, 0≤ k ≤r. Then (aij) (bjk)= (abik), ((abik))'=abki…
3.2.2.3 Classroom Observation 3. 04/06/2009

-

Student asks questions about homework problems: A=(1,1,-1), B=(0,1,2), C=(3,0,1);
a(x-xo)+b(y-yo)+c(z-zo)=0, ax+b(y-1)+c(z-2)=0. At point A: a(1)+b(0)+c(-3)=0→ a-3c=0; at
point C: a(3)+b(-1)+c(-1)=0→ 3a-b-c=0.

-

Instructor goes over the matrix representation of the concepts above:

a = 3t  a   3 
   
1 0 − 3 0 1 0 − 3 0 
3 − 1 − 1 0 → 0 1 − 8 0 = b = 8t →  b  =  8  t . Now choosing t=1, would

 
 c=t
 c  1
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 a   3
   
yield:  b  =  8  . Hence, 3x+8(y-1)+(z-2)=0 is the equation of the plane containing the
 c  1
   
points A, B, and C.
-

Instructor introduces the topic of determinants. He states that this is the most important
numerical aspect of nxn matrices.

-

Question. Given an nxn matrix A, we define its determinant det(A) (or |A|) as a number
obtained

in

the

following

manner

for

n=1,2,3.

For

n=1:

det[a11]=a11;

 a11 a12 
 = a11a22 − a12 a21
a21 a22 

n=2: det 

-

 a11 a12
n=3: det a21 a22

 a31 a32

a13 
a23 
a33 

a22
a32

= a11 * det 

a 
a 
a23 
a
a
− a12 * det  21 23  + a13 * det  21 22  .

a33 
a31 a32 
a31 a33 

In order to calculate the determinant of 3x3 matrices, instructor mentions the use of a
recursive definition in which the definition of the determinant of 2x2 matrices is used.

-

1 1 1 
Numerical example provided by instructor: det  2 1 0 = 1(1) − 1( 2) + 1(0) = −1 .


0 0 1 

-

Instructor mentions the fact that calculators do give you the determinant of the matrix.

-

Topic introduced by instructor. Orthogonal unit vectors in a plane; instructor provides a

1
0
0
 
 
 
graphical representation of the vectors represented by i =  0 , j =  1 , k =  0  .
0
0
1
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-

 u1 
 v1 
r   r  
Definition: Given two vectors in R³, u =  u2 , v =  v2  , their cross-product is defined as:
u 
v 
 3
 3
r r
i
j
r r
u xv = det u1 u 2
v1

u
r r
uxv = det 2
v2
-

v2

r
k
u3 . Remember that i, j, and k are vectors!!
v3

u u r
u u r
u3 r
* i − det 1 3 * j + det 1 2 * k
v1 v2
v1 v3
v3

Instructor states that the cross product of two vectors is a linear combination of the three
basic vectors i, j, and k with scalars given by the determinants.

-

Instructor states that calculators are useful to obtain the cross product of the vectors u and v.

-

Instructor introduces the topic of equations of a plane and its relationship with the normal
vector.

-

Instructor provides two numerical examples of the cross product of two vectors; using the

1 
0 
r
r r r
r r


vectors i = 0 , j = 1 and calculating the cross products i xj = k and j xi = − k . One of
 
 
0
0
the students mentions the fact that these cross products are not equal and hence this operation
is not commutative.
-

Instructor goes over the properties of the cross product and re-assigns homework from
textbook.
3.2.2.4 Classroom B Observations Summary. The use of calculators in this section is
allowed in class and tests. Instructor introduces abstract ideas and then, for a better
understanding of students, illustrates them through the use of examples in which those ideas
are put into practice. Students are free to ask questions about homework and textbook
problems in general and instructor spends a large amount of time in class answering those
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questions. Even though students are encouraged to provide their own ideas and share their
thoughts, the level of participation in this particular section is low with only a few students
interacting during class. The instructor uses static geometrical interpretations of the topics
introduced in class by drawing them on the blackboard; however, the use of these visual
examples is sporadic with instructor providing more oral interpretations of them instead. The
abstraction level of the class is high, however, instructor tries to alleviate it by providing
interpretations of the same topic through the use of different ideas (e.g. matrices, systems of
linear equations, numerical examples).
3.2.3 Section C Observations
The observations obtained by the author of this thesis by attending three meetings of the course
(unannounced visits) to document the class environment in this section of the course are reported.
3.2.3.1 Classroom Observation 1. 02/05/2009
-

Instructor goes over a homework problem as requested by students (these problems were due
the next class).

-


x2 + x3 − x4 = 3
− 13 
 0 1 1 − 1 3
1 0 0 6





 x1 + 2 x2 − x3 + x4 = 1 →  1 2 − 1 1 1 → 0 1 0 − 2 17 / 3  where x4
− x + x + 7 x − x = 0  − 1 1 7 − 1 0 
0 0 1 1 − 8 / 3
2
3
4


 1
is a free variable.

-

Instructor posted the following question: is it a consistent or inconsistent system based on this
method? Students expressed their opinions about this question.

-

Instructor continues with the explanation of the solution of this problem: Assign a parameter
to the free variable by using the information of the matrix:
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− 13   x1 + 6 x4 = −13
1 0 0 6
0 1 0 − 2 17 / 3  =  x2 − 2 x4 = 17 / 3 . Now with x4 as the free variable, substitute

 
0 0 1 1 − 8 / 3  x3 + x4 = −8 / 3
 x1 + 6 x 4 = −13  x1 + 6t = −13


x4=t in the equations:  x 2 − 2 x 4 = 17 / 3 =  x 2 − 2t = 17 / 3 and x 4 = t , t ∈ R
 x3 + x 4 = −8 / 3  x3 + t = −8 / 3


-

Instructor then talks about the geometrical representation (planes, lines, etc) but does not
show it on the blackboard or computer. Instructor just mentions verbally how it would be
seen in three dimensions.

-

Instructor goes over the vector form of a solution to a problem. He goes over the last example

 − 6t − 13   − 6   − 13 

   

 2t + 17 / 3   2   17 / 3 
=t
+
and states the solution as being: 
.
− t − 8 / 3   − 1   − 8 / 3

   


  1   0 
t

   

-

Instructor states verbally that a geometrical interpretation of this is not possible since the
answer is in four dimensions.

-

Instructor states that students are required to provide answers in vector form for quizzes and
tests.

-

Student asks question on homework problem. Instructor goes over it. Question: "For what
value of a is the system consistent: x1+ax2=6 and ax1+2ax2=4"

-

Instructor goes over problems assigned for homework and guides students on how to solve
them (by providing hints).

-

Example solved in class by instructor: N is a three digit number; it equals 15 times the sum of
its digits. If digits are reversed, the resulting number exceeds N by 396. One's digit is one
larger than the sum of the other 2. Give a linear system of 3 equations and state what N is.
Four equations involved: N=z*100+y*10+x; N=15(x+y+z); 100*x+10y+z=N+396; x=1+y+z.
System with four equations and four unknowns which can be represented as:

48

1x + 10 y + 100 z = N

 1x + 10 y + 100 z = 15 x + 15 y + 15 z

15( x + y + z ) = N


= 100 x + 10 y + z = x + 10 y + 100 z + 396 OR

100 x + 10 y + 1z = 1x + 10 y + 100 z + 396 
x = y + z +1


x = y + z +1
 x + 10 y + 100 z = N

15( x + y + z ) = N


100 x + 10 y + 1z = N + 396

x = y + z +1
3.2.3.2 Classroom Observation 2. 02/26/2009
-

Instructor

lectures

on

the

distributive

law

theorem

for

matrices.

Let

A ∈ M mxn ( R); B, C ∈ M nxr ( R ) then A(B+C)=AB+AC. Instructor proves the theorem on
blackboard for the group.
-

Instructor goes over a homework problem. Question: Suppose A²=AB, A²-AB=0, A(A-B)=0.
Then A=0 or A-B=0, but since A cannot be equal to 0, then A=B, which is not true, since you
can actually multiply two non-zero matrices and get the zero matrix as a result. Counter-

1 1  1 1  0 0
.
=

1 1 − 1 − 1 0 0

example: 
-

Instructor advices students to try to generalize the ideas of the example to get a conclusion for
nxn matrices if possible.

-

An example of two nxn non-zero matrices whose product is the zero matrix (n>1) is given by
the instructor with the help of students who provide ideas on how to come up with the proof
after

working

1 −1
0 0

... ...

0 0
-

on

an

example

for

2x2

matrices.

The

matrices

given

are:

0   1 0 ... ... 0 
0   1 0 ... ... 0 
= 0 (the zero matrix).
... ... ... ... ... ... ... ...
 

0 0 0  nxn  0 0 0 0 0  nxn
0
0

...
...

Instructor multiplies matrices in reversed order to show that multiplication of matrices is noncommutative, AB≠BA.
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-

Instructor pinpoints to students that there is an easier pair of matrices that when multiplied

1
0
give the 0 matrix as a result: 
...

0

0 ... 0   0
0 ... 0   1
... ... ... ... ...
 
0 0 0 0  nxn  0
0
0

0 ... ... 0 
0 ... ... 0 
=0
... ... ... ...

0 0 0 0  nxn

-

Instructor does a small review for test 2.

-

Instructor states that a vector is an nx1 matrix; vectors are matrices.

-

Instructor explains the definitions of vector multiplication, and norm, length, and magnitude
of vectors.

-

Instructor talks about three elements of vectors: orientation, direction, and length, and
explains them by drawing static version of a two dimensional plane.
3.2.3.3 Classroom Observation 3. 04/09/2009:

-

Instructor goes over the following problem at the beginning of the class: Given points
A1=(1,2), B1=(0,4), A2=(0,1), B2=(-1,1). Find a point of intersection of lines A1B1 and A2 B2 .

-

 x=t
A1B1 : point (0,4); vector (1,-2)T → 
 y = −2t + 4
Process:
. Intersection point: (3/2,1).
 x = −s
T
A2 B2 : point (0,1); vector (-1,0) → 
 y =1

-

Student asks how this result was obtained; instructor goes over the procedure and formulas

 u1   x = u1t + xo
in 3D, add z = u3t + zo .
u2   y = u2t + yo

again: pt : ( xo , yo ), vector :  ; 
-

Instructor goes over the general equation a(x-xo)+b(y-yo)+c(z-zo)=0 with a point: (xo,yo,zo)

a
 
and a normal vector n =  b  .
c
 
-

Instructor mentions how problems can be solved and what type of problems they can
encounter involving these topics (e.g. intersection of a plane and a line).
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-

Instructor goes over an additional problem a student requested.

-

Instructor encourages students to use calculators during class and tests to come up with the
row reduced echelon forms of matrices.

-

Instructor illustrates statically an example of finding an angle between two planes
geometrically (first, by using hands and the desk and then by drawing a plane on the
blackboard) to show students how the intersection of a line and a plane would look like.

-

Instructor goes over how to calculate a cross product and its properties.

-

Instructor introduces the Parallelogram method to add vectors and provides a geometrical
explanation.

-

Instructor goes over a procedure for students to follow in order to check for linear
independence or dependence in a set of vectors.
1. Recall the definition of linear independence:

r r
r
v1 , v2 ,..., vk are linearly independent vectors ⇔
r
r
r r
α1v1 + α2v2 + ... + αk vk = 0 ⇒ α1 = α 2 = ... = α k
2. Use a matrix to check for independence by stacking the vectors as columns of a matrix.

r r
r
A = [v1, v2 ,..., vk ]
3. Reduce matrix A (instructor recommends, again, to use a calculator to do this).
4. Look for free variables (columns that are not represented by a leading 1). If there is any

r r

r

r r

r

free variable, the set {v1 , v2 ,..., vk } is linearly dependent. Otherwise, {v1 , v2 ,..., vk } is a
linearly independent set of vectors.
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-

 1   2   4 
     
 0   1   1 
Instructor provides an example on this procedure. Take vectors  ,  ,   which form
 2   1   5 
 1   0   2 
1
0
the matrix 
2

1

2
1
1
0

4 1
1 0
⇒
5 0
 
2 0

0
1
0
0

2
1
. In this example, there is no leading one in the third
0

0

column, and the number 2 in position (1,3) of the matrix is considered to be the free variable.
Therefore, this set of vectors is considered to be linearly dependent.
-

Instructor goes back to explain why this set of vectors is dependent and what it means.

-

Instructor solves the same problem in a different way:

 1   2   4   0  1
        
0
 0  1  1  0
x  + y  + z  =   ⇒ 
2
2
1
5
0
        
 1  0  2  0
        1

2
1
1
0

4
1
5
2

0 1
0 0
⇒
0 0
 
0 0

0
1
0
0

2
1  x + 2 z = 0
⇒
0  y + z = 0

0

 x = −2t
 x = −2 z


⇒  y = − z ⇒ Let z = t :  y = −t . Therefore, this is a dependent set of vectors. For
 z =t
 z=z




1 2 4 0
x = −2
0 1 1 0

example, when t = 1 ⇒  y = −1 ⇒ −2  −   +   =   . Therefore, the definition of
2 1 5 0
 z =1
       

1 0 2 0
linear independence is not met.
-

Instructor assigns homework from textbook and the linear independence computer module
assignment.

52

3.2.3.4 Classroom C Observations Summary. The environment in this section is very similar
to that of section B but without the use of the computer modules. Students can also use
calculators during class and tests and are encouraged to do so in order to minimize the
amount of time used for calculations and to get a geometrical interpretation of ideas
introduced in class time. Students are encouraged to provide their own ideas and share their
thoughts; the level of participation in this particular section is high with many students
interacting during class. Instructor spends a large amount of time answering students'
questions on homework and textbook exercises and the rest of the time is used to introduce
new concepts. When new topics are first explained in class, instructor starts by providing
theorems and their proofs and then, in order to provide a different perspective of how things
work, instructor illustrates statically concepts through the use of examples and geometrical
representations. However, the visual aspects of the class are reduced to drawings on the board
and oral interpretations of how examples would look like in two or three dimensions.
3.2.4 Comparison of Sections
Differences among sections B and C are minimal. Instructor includes the use of computer
modules on the modular section and assignments on those modules are given to students to work on their
own time; however, the use of computer modules and its graphical representations is not a recurrence
during class time on a regular basis and instructor basically reduces its mention to show students how to
use the modules to answer the assignment questions. The greatest difference among those two sections is
the level of students' participation in class; participation level in section C exceeds that of section B, with
more students involved in class by asking questions and sharing thoughts and ideas. With respect to
section A, where students have a greater variety of activities and involvement, sections B and C can be
said to belong to a traditional classroom environment where instructor lectures and assigns homework
with the only difference being the addition of the computer modules and its assignments in section B.
The use of visual representations and computer modules during class time in section A is more evident
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since instructor often used the modules to connect ideas between geometrical and algebraic
representations of the topics presented in class.

3.3 Procedure
A pre-survey was administered by instructors of the sections at the beginning of the semester
together with a consent form that was to be signed by those students that would allow researchers to use
their background information and opinions for informational purposes. (the pre-survey administered,
consent form, and a summary of the qualitative and quantitative data obtained from the analysis of
students responses to the pre-survey are included as an appendix).
During the months of April and May, students were asked by their instructors in the three sections
to volunteer to be interviewed by a research assistant and one of the instructors (the author of this thesis
and her mentor), as part of the research on the documentation of students' reasoning while learning linear
algebra concepts at the university level. In some of the sections, students were offered a few extra points
for their participation─ with this, a high percentage of the students that wouldn't participate otherwise
were motivated to be part of the interview process.
After volunteers were assigned a time and hour spot, they were interviewed by one of the
instructors at his/her office with the help of the research assistant. Interviews were videotaped with two
video-cameras positioned at different angles and distances in an attempt to collect as much information as
possible about students' level of anxiousness and gestures and their written responses while answering to
a set of eight questions previously developed by the instructor in charge of the interviews.
Throughout the interviews, the interviewer would ask additional questions whenever necessary in
an attempt to further understand the students' thought and reasoning processes. Interviews took place in a
quiet room with only the participating matrix algebra student, the interviewer, and the author of this thesis
present. Each interview lasted between 60 and 120 minutes.
Interviews began about a week after the coverage of the following concepts: linear independence,
span and spanning set. Once a transcription was obtained from the videos of the randomly selected
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interviews, an analysis of their answers took place. The analysis of the data accumulated in this semester
was started once the semester was over and was stored to be analyzed by the author of this thesis, her
mentor, and an additional graduate student enrolled in the Master's of Arts degree in teaching
mathematics in subsequent semesters. The identification and classification of thinking modes as described
by Sierpinska (2000) and metaphors and metonymies as described by Presmeg (1998) were done
independently by the three researchers. The details of the categorization used will be discussed in
subsequent sections.
There was a measure of reliability used in order to determine the percentage of agreement that the
raters had among categories and cognitive structures. Two raters analyzed student A21's interview, three
analyzed B15, and two analyzed C6's interview. After comparing the information obtained from the
different raters, there was a 95.6% of agreement among the opinions for student A21 obtained for the
thinking modes for this student. This was calculated by comparing the number of categories created by
the two raters, their appropriate descriptions, and the number of matches among categories. The final
result is determined by obtaining the percentage of categories created by the second rater that match those
of the author of this thesis. With respect to student B15, the percentage of agreement between the author
of this thesis and the additional two raters was 85.71% with one of them and 94.44% with the additional
rater. Finally, for student C6, the percentage of agreement was 88.6%.
Looking at the cognitive constructs (metaphors and metonymies), for student A21 there was a
68.4% of agreement between the raters, for student B15 (which had two raters) the agreement was on
59.5% of the time for the first rater and 62.2% for the second rater. Finally for C6, the percentage of
agreement was 65%. The percentage of agreement with respect to cognitive constructs seems to be quite
low, however, taking into consideration that the analysis of these aspects of student reasoning is
subjective and varies from rater to rater, these percentages are significant enough for our purpose.
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3.4 Instruments
Instructors in charge of the modular sections of the course, had a list of assignments available to
choose from to implement with their students. A summary of the data collected from each of the groups in
shown in table 3.4 below.
Table 3.4. Data Collected by section.
Section A

Section B

Section C

Pre-survey

Pre-survey

Pre-survey

Quiz 1

HW1-System Module

Test 1

Quiz 2

Test 1

Test 2

Quiz 3

HW2- Matrix Product

Test 3

HW1-System Module

HW3- Vectors

HW Linear Independence

HW2- Matrix Product

Test 2

Post-Survey

Test 1

Test 3

3 Class Observations

HW3- Vectors

HW Linear Independence

HW4- Linear Independence

Post-Survey

Test 2

3 Class Observations

HW Linear Independence
Post-Survey
4 Class Observations

It is important to notice that a homework on linear independence (HW Linear Independence) was
assigned in the three sections. This homework required students to experiment with algebraic and
numerical representations of vectors and matrices and to conjecture on the necessary and sufficient
conditions for linear independence on sets containing different numbers of vectors in R³. The use of the
online modules was not required as part of this assignment.
For the purpose of this thesis, the items from the collected data that will be taken into account
from table 3.4 above will be the pre- and post-surveys, homework 3 (from sections A and B), and the
analysis that will focus on the presence of students' thinking modes and metonymies and metaphors as
they appeared on the one-on-one interviews.
There were 16 students that volunteered to be interviewed at the end of the semester. The list of
students was divided according to the section of the course that each student was attending and a student
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was chosen at random from each section. The interviews that were analyzed and included in the thesis
correspond to student A21, student B15, and student C6. The number of questions each student answered
varied according to the amount of time students had available for the interview and the length of students'
responses. In general, interviews took between 60 and 120 minutes to complete and an average of seven
questions were answered by each student. The actual transcripts of the interviews for these students are
available upon request.
The questions available for the interview were the following with minor modifications applied for
each interview (the actual page used during the interview is attached as an appendix):
1. Provide a definition of linear independence.
2. Provide an example of a linearly dependent set of vectors.
3. Given the set {u1, u2, u3, u4} where vectors u1, u2, u3 are on the same plane and u4 is not,
determine if the set is linearly dependent.
4. Given a linearly independent set {u1,u2,u3,u4} in Rⁿ. Prove/Disprove that the set
{u1,u2+5u1, u3, u4} is linearly independent (i.e. if it is LI, prove it is, if it is not linearly
independent, explain why it is not linearly independent).
5. Given an nxm matrix A where ai2=ai4+ai5, for all 0≤i≤n. Determine if the set {A1, A2,
A3,…, Am} (here Aj is the jth column of A) is linearly independent.
6. Given a singular 3x3 matrix A, determine if the vectors of the set {A1, A2, A3}, (where Aj is
the jth column of A) are all on the same plane. Explain your answer.
7. Given that the vector equation has infinitely many solutions, determine if vectors … are on
the same plane. Explain your answer.
8. Given the vector equation a1u1+a2u2+a3u3=0 with a solution a1=1, a2=-2 and a3=0,
determine linear independence of the set of u1, u2, u3.
9. Given that dim(Span(u,v,w))=1, determine the linear independence of the set.
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3.5 Online Modules Available
The instructors of the modular sections of Matrix Algebra in spring 2009 had a list of web-tools
available to implement in their sections. For this particular semester, students were asked to complete the
following assignments (where each assignment provided guided questions) :
1. Linear Systems Module (Equivalent Systems and Solution Sets Activity): Tool developed
using Geometer's Sketch Pad (GSP) program. Provides a graphical representation of linear
functions and solution sets in R².
2. Matrix Operations module (Matrix Product Activity): Tool developed using Geometer's
Sketch Pad (GSP) program. Provides a graphical representation of matrices in R².
3. Vector Spaces module (Linear Combination Activity and Linear Independence Investigation):
This tool was developed using Mathematica and provides a graphical representation of
vectors spaces in R³.
4. Linear Transformations Modules: The tools included in this section were developed using
GSP and Mathematica programs and their main goal was to provide a graphical
representation of vector spaces and linear transformations in R² and R³.
Each of these assignments asked students to access the online modules in order to respond the
appropriate questions. The actual assignments used by modular section instructors are attached as an
appendix.
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Chapter 4
RESULTS
A qualitative approach, namely the constant comparison method (Glaser, 1992) and similar ideas
found on Grounded Theory as introduced by Glaser and Strauss (1967), was used to analyze student
responses to interview questions. The qualitative analysis will focus on the presence of thinking modes
and metaphors and metonymy cognitive constructs identified in students’ responses to questions about
linear independence, span, and spanning sets.

4.1 Qualitative Analysis
Interviews began with a set of pre-determined questions on basic vector space concepts such as
linear independence, span and spanning set. The questions developed for this purpose were based on the
learning difficulties reported in the literature by Dogan (2001; 2010), Trejo (2007), and Meza (2007).
The interviews of three students —one from each of the sections of the Matrix Algebra course
available during the Spring 2009 semester— were transcribed and summarized. The qualitative analysis
of the transcripts was conducted by the author of this thesis, her advisor, and an additional graduate
student with strong mathematics background and consisted on the identification and classification of the
cognitive constructs —thinking modes and metaphors and metonymy— present in the answers to one-onone interview questions as previously defined.
The results reported in this study were obtained by analyzing the transcripts of the students' oneone-one interviews. The analysis was conducted by applying the Grounded Theory introduced by Glaser
and Strauss (1967) in an attempt to reveal the thinking modes and metonymies and metaphors students
were utilizing while answering the linear algebra questions included in the interview. In following
Grounded Theory's ideas, raters identify key ideas provided by students with a series of codes, which are
extracted directly from the given responses. After that, codes are grouped into similar concepts in order to

59

make them more manageable and easier to work with. Once codes are obtained, groups of similar
concepts are used to generate categories for further analysis (Glaser et al, 1967).
In this case, the analysis was performed by examining the responses provided by students during
their interviews. Responses were first examined looking for similarities and differences throughout each
individual interview in order to determine the terminology used by each student. Once responses were
grouped by similarity on terminology, categories for each student were developed individually. After a
first draft of the categories for each student was obtained, the meaning of the responses was redone a few
more times by re-analyzing the interview transcripts and further examining students' responses.
Once all possible categories were obtained, a table of category descriptions and examples of the
appropriate students' responses was created. Afterwards, the frequency and types of thinking modes and
metaphors and metonymies identified for each student were recorded separately to address the research
questions.

4.2 Classification of Responses
Once the categories for each student were established, representative quotations from student
responses were taken and reported into the category that best represented that statement. The interview
transcript with the categorized responses can be obtained from the author of this thesis. Once all
responses were categorized, credibility was established by having two additional researchers
independently go over the same process of analyzing the interview responses and generating their own
rubric of categories and metonymies and metaphors for each student instead of using the one created by
the author of this thesis. Additional researchers categorized the data by applying a process similar to the
one described above.
The following subsections include the summarized data obtained from the interview analysis
performed.
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4.2.1 Modes of Thinking.
Following the description of modes of thinking as identified by Sierpinska (2000) and explained
in section 2.5 of this thesis─ titled: Sierpinska's Modes of Thinking─ the analysis of the interview
transcripts for students A21, B15, and C6 is reported in the following subsections.
4.2.1.1 Student A21. The categories obtained from the responses to the one-on-one interview
questions for student A21 are reported in table 4.1 below, which includes the code, name of the category,
a brief description, and a representative example of its use in the form of a phrase as expressed by the
student.
Table 4.1. Categories for responses corresponding to student A21.
STUDENT A21
Code

ELC

NEX#D

Category

Explicit Linear Combination

Numerical example in #D

LCNJ

Linear Combination Not Justified

ADD

Addition of Vectors

MOV

Scalar Multiplication of Vectors

DEFLI

ZV

LCEX

US

Description
Student mentions the use of linear
combinations and gives a formula for
it: a1u1+a2u2+…+anun with u1, u2,
…,un ∈ Rⁿ, a1, a2,…, an ∈ R
Student provides a numerical
example of the concept in 2, 3, or 4
dimensions
Student mentions a linear
combination as being part of his/her
argument but doesn't elaborate on it
or provides details.
Student states as part of his/her
reasoning that vectors add up to one
another.
Student mentions scalar
multiplication of vectors OR provides
a scalar multiple of one of the given
vectors as part of his/her reasoning

Definition of L. Independence

Student uses or states the definition
of linear independence
a1u1+a2u2+…+anun =0 iff
a1=a2=…=an=0

Zero Vector

Student states that the zero vector is
the solution to the vector equation.

Linear Combination
(column or vector use)

Unique Solution

Student mentions a linear
combination among the vectors in the
given set (or columns in the matrix).

Student mentions that there's a unique
solution to the vector equation
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Example
Student writes down
a1u1+a2u2+…+anun with u1,u2,…un as
vectors and a1,a2,…,an as variables as
being a linear combination of the
vectors
"…we have a vector, I always thing of
(1;1), since it's very simple"

"I'm thinking linear combination"

"somehow these are gonna be a direct
result of some combination of these"
"…so I multiply, I need to multiply the
top one by… I'll multiply it by 1/2 so I
can get a 1…"
"…the vector equation is this (student
points at the equation
a1u1+a2u2+…+anun=0)… a1 is
supposed to equal 0, a2 and then we
just keep on going to where an has to
be equal 0.
"so we have a set of vectors for a1
times a2 plus all these (student points at
the statement he just wrote) it's
supposed to equal the zero vector and
say that…"
"…and this means that this is
dependent on this (student states that
the last column of the matrix is
dependent on the first 2 columns of the
matrix)
"…so it's linear independent if the only
solution to the vector equation which is
this…"

TEQ

COEFM

Trivial; Vector Equation

Coefficient Matrix

HOM

Homogeneous System

ERO

Elementary Row Operations

REF

Reduced Echelon Form

RMI

Reduced Matrix is Identity

#EQ

Number of Equations

#U

Number of Unknowns

EU

Equations Vs. Unknowns

DC

Dependent Columns

DVAR

Dependent Variable

RMZ

COLD

MS

TDEF

Student mentions as part of his/her
reasoning that the only solution to the
vector equation is the trivial solution
Student mentions the coefficient
matrix as part of the process of
determining linear independence or
dependence
Student mentions the need to use an
homogeneous system as part of
his/her reasoning.
Student mentions OR performs
elementary row operations to
determine LI/LD
Student mentions a reduced matrix as
part of his/her answer; the matrix is
taken as being in row reduced
echelon form
Student looks at RREF of matrix and
finds the identity matrix to determine
linear independence; if reduced
matrix is not identity then LD
Student looks at the number of
equations involved in the set to
determine linear independence or
dependence.
Student looks at the number of
unknowns involved in the set to
determine linear independence or
dependence.
The number of equations and
unknowns are compared to determine
linear independence or linear
dependence.
Student mentions that one (or more)
of the columns in the corresponding
matrix are dependent as part of
his/her reasoning.
Student mentions the use of
dependent variables that 'depend' on
independent variables as part of
his/her reasoning.

"…and then that says that the only
solution to the vector equation is the
trivial solution…"
"…we'll form a…the coefficient matrix
so… I have 1, 1, 2, 3, 4, 5, and which
we are really doing…"
"… we actually have an homogeneous
system so we really are not interested
in adding…"
"So when we carry it out, I can usually
see that this is zero, and I do this and
1,1, this is just 1…'
"this is just 1 (student is performing
elementary row operations on the
matrix [1,2,3;1,3,5]… so now I wanna
get this to be 0…"
"we probably aren't gonna be able to
get the identity…"

"...because we have two equations and,
uh, we're trying to find 3 unknowns…"

"… I only gave you 3 vectors and
there's 3 unknowns…"

"…my idea is that we have 1, 2, 3, 4, 5
unknowns 2 equations…"
"(student states that the last column of
the matrix is dependent on the first 2
columns of the matrix)"
"… they're linear…they're independent,
I mean independent…variables? I
would say that would be the vector…"

Reduced Matrix; Zero Variables

Student looks at RREF of matrix and
states the solution by letting rows be
equal to 0. if x1=0, x2=0, …, xn=0
(LI). If xi≠0 for some 1≤i≤n (LD).

"So that -x3, -x4, -x5 so then I write this
one…since this… I know this one's
gonna be by itself… I just take this as x3 minus 3x4-7x5… (student writes
x1=-x3-x4-x5 and x2=-x3-3x4-7x5…)"

Collectively Dependent

Student says some of the vectors in
the set are independent while some
others depend on them; but
collectively, the set is LD.

"…I think collectively it's just a
dependent set…"

Many Solutions

Student states that having infinitely
many solutions in a system (matrix)
makes the set linearly dependent.

Trivial Using Definition

Student mentions that the only
solution is the trivial solution by
using the definition of linear
independence
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"… I think infinitely many solutions,
and, so I know that…when we… when
we're trying to see if it's independent or
dependent…"
"…so that actually does not satisfy the
definition of linear independence
because we need non-triv… we need,
the trivial solution, and we didn't get
this…"

Student looks at the number of
vectors in the set as part of his/her
reasoning.
Student takes into consideration if the
vectors lie on the same plane.

#V

Number of Vectors

PL

Vectors Lie on a Plane

O

Origin

Student states that vectors go through
the origin.

Visual Example

Student uses an object to explain
his/her reasoning. E.g. desk=plane.

Graphical Example in #D

Student provides a graphical example
of the concept in 2D or 3D

Dimension of the Set

Student looks at the dimension of the
given set as part of his/her reasoning.

Plane in R³

Student looks at the vectors to see if
they belong to a plane in R³ as part of
his/her reasoning.

VIS

GEX#D

D

PLR3

AEX

Algebraic Example

ISU

Isolate Unknowns

ZR

Zero Row

TRA

Transpose

TNJ

Trivial Not Justified

NZ

Non-Zero vector

Student states an arithmetic example
as part of his/her answer OR states
the need for one to provide further
details of his/her reasoning
Student mentions the ability of
isolating unknowns in a matrix (or
vector) as part of his/her reasoning.
Whenever original or reduced
matrices have rows with only zeroes,
the set is LD.
Student mentions the multiplication
of the matrix by its transpose as part
of his/her reasoning.
Trivial solution is mentioned as part
of the answer without providing a
justification (without stating for what
it is a solution).
Student uses the fact that vectors are
non-zero vectors to justify LI/LD

"… I only gave you 3 vectors and
there's 3 unknowns…"
"…no, no I'm not sure, sure… but I
know they are on the same plane…"
"… and suppose this is the origin 'cause
vectors go through the origin, I wanna
say we have something like this…"
"…combination of these two (student
explains the linear combination idea
with the pencils on the table by moving
two of the pencils/vectors on the
table/plane to the same point such that
they become a new vector)…"
"…student takes 3 pens and puts them
on the table, all being joint just on the
top and another one sticking up from
the table…"
"…so I'm guessing 3 vectors so this
would be R³…"
"…so, R³ is space, but I've got a plane,
so let me think this is a plane in R³ and
then this one is just out and then if I
was to look at the entire collection…"
"…I wanna think, I wanna… I would
think of an example…"
"… we're not gonna be able to isolate
at least one unknown…"
"… I could have another possibility,
which just this whatever… and 0… and
double zero. (student writes matrix
[1,0,0,?;0,1,0,?;0,0,0,0])…"
"… and the trans you had vi transpose
times vi, I'm thinking of that
equation…"
"…I1: okay… so you are saying, when
you see that, you say infinitely many
solutions and find…
SA21: Non trivial…"
"…So, I'm thinking these are…these
are non-zero vectors I imagine… well I
to do…"

Looking back at the ideas illustrated in Sierpinska's work as stated in section 2.5, the categories
reported above in table 4.1 can be separated to illustrate examples of the three different thinking modes
recognized as being part of the reasoning of linear algebra students as described in Sierpinska's research
and to document the elements of the reasoning being used by student A21 as part of his/her answers to
interview questions. Recall that the thinking modes identified by Sierpinska are Synthetic-Geometric,
Analytic-Arithmetic, and Analytic-Structural.
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From the information stated in table 2.1, we can say that those categories that deal with graphical
representations of the objects being analyzed without giving their exact descriptions should be classified
as being part of the Synthetic Geometric thinking mode; likewise, the categories that deal with numerical
and algebraic representations of objects and require the manipulation of data (through elementary row
operations, row-reduction, addition and subtraction of vectors and scalar multiplication, among others) to
draw conclusions from its results should fall under the Analytic-Arithmetic thinking mode; finally, those
categories in which the student defines the object being analyzed through the use of theorems, definitions,
and underlying characteristics inherent to it instead of focusing on arithmetical procedures, should be
classified as being part of the Analytic-Structural thinking mode. It is important to emphasize the fact that
although there are ideas that can easily be identified as belonging to a particular mode of thinking, they
are not mutually exclusive; hence, the student may be using a combination of modes of thinking while
providing his/her argument. Therefore, there are some categories that may fall into two or even the three
modes of thinking.
With this in mind and going back to the information contained in table 4.1 ─ categories for
student A21 ideas─ it can be shown that there are 7 categories belonging to the Synthetic-Geometric
mode of thinking─ VIS, GEX#D, PL, O, COLD, D, and PLR3─ which correspond to those aspects of the
student' response that involved the use of geometrical representations as support for his/her reasoning.
There are 21 categories associated to the Analytic-Arithmetic thinking mode, which are those in which
the student used numerical or algebraic representations and manipulations as part of his/her reasoning─
NEX#D, ELC, LCEX, COEFM, ADD, MOV, ERO, REF, RMI, RMZ, TEQ, NZ, HOM , AEX, ZR, DC,
ISU, ZV, DVAR, LCNJ and COLD. Finally, there are 10 categories associated with the AnalyticStructural thinking mode─ DEFLI, #EQ, #U, EU, TDEF, US, MS, #V, D, and TRA. The category
labeled TNJ is not included in any of the thinking modes since student did not provide any supporting
elements to justify their use as part of his/her reasoning.
There were two categories that fell into multiple modes of thinking: COLD and D. COLD was
considered to be part of the Synthetic-Geometric and Analytic-Arithmetic modes─ since the student was
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using it at times in geometric collection sense and at times in a more numerical sense. Likewise, D was
part of the Synthetic-Geometric and Analytic-Structural modes─ since student A21 was using geometric
figures in describing dimension and/or more abstract ideas to justify his reasoning.
In total, there were 37 categories created for the student and, after the list was finished, the
transcript of the interview was analyzed using this rubric to determine the frequency in which each one of
the categories was used throughout the interview. Table 4.2 contains the frequency of each one of those
categories.
Table 4.2. Frequency of used categories for student A21.
STUDENT A21
Category

Description

Frequency

Totals

Q1 & Q2

Q3

Q4

Q7

1

ELC

Explicit Linear Combination

7

2

3

0

12

2

NEX#D

Numerical example in #D (# can be a 2 or a 4)

8

0

5

0

13

3

LCNJ

Linear Combination Not Justified

5

1

2

0

8

4

ADD

Addition of Vectors

14

27

13

5

59

5

MOV

Scalar Multiplication of Vectors

22

10

8

0

40

6

DEFLI

Definition of L. Independence

5

4

6

0

15

7

ZV

Zero Vector

3

4

14

0

21

8

LCEX

Linear Combination (column or vector use)

13

41

9

5

68

9

US

Unique Solution

1

2

1

0

4

10

TEQ

Trivial; Vector Equation

1

3

1

0

5

11

COEFM

Coefficient Matrix

3

2

2

0

7

12

HOM

Homogeneous System

1

0

0

0

1

13

ERO

Elementary Row Operations

11

5

6

0

22

14

REF

Reduced Echelon Form

10

5

6

0

21

15

RMI

Reduced Matrix is Identity

6

6

3

0

15

16

#EQ

Number of Equations

1

9

3

0

13

17

#U

Number of Unknowns

5

7

2

1

15

18

EU

Equations Vs. Unknowns

2

2

2

0

6

19

DC

Dependent Columns

1

0

0

0

1

20

DVAR

Dependent Variable

9

0

0

0

9

21

RMZ

Reduced Matrix; Zero Variables

6

2

1

0

9

22

COLD

Collectively Dependent

7

8

0

1

16

65

23

MS

Many Solutions

4

0

0

7

11

24

TDEF

Trivial Using Definition

1

0

0

0

1

25

#V

Number of Vectors

3

10

5

2

20

26

PL

Vectors Lie on a Plane

0

45

0

7

52

27

O

Origin

0

1

0

0

1

28

VIS

Visual Example

0

14

0

10

24

29

GEX#D

Graphical Example in #D

0

13

0

7

20

30

D

Dimension of the Set

0

10

7

12

29

31

PLR3

Plane in R3

0

1

0

2

3

32

AEX

Algebraic Example

0

3

5

0

8

33

ISU

Isolate Unknowns

0

8

1

0

9

34

ZR

Zero Row

0

2

0

0

2

35

TRA

Transpose

0

0

1

0

1

36

TNJ

Trivial Not Justified

2

1

0

1

4

37

NZ

Non-zero vector

0

0

5

0

5

Looking at the information obtained in table 4.2, we can see that the most frequent categories
used by student A21 are: LCEX (68), ADD (59), PL(52), MOV(40), D(29), VIS(24), ERO(22), REF(21),
ZV(21), #V(20), GEX#D(20), COLD(16), #U(15), DEFLI(15), RMI(15), #EQ(13), NEX#D(13),
ELC(12), MS(11), DVAR(9), RMZ(9), ISU(8), LCNJ(8), AND AEX(8).
With this information, we can determine the relationship between the most frequent categories
used by student A21 and the modes of thinking previously mentioned in this section:
• Synthetic-Geometric─ VIS, GEX#D, COLD, D, and PL (5 categories with a combined
frequency of 121).
• Analytic-Arithmetic─ LCEX, NEX#D, ELC, ADD, MOV, ERO, REF, RMI, ZV, COLD,
DVAR, RMZ, ISU, LCNJ, and AEX (15 categories with a combined frequency of 321).
• Analytic-Structural─ DEFLI, #EQ, #U, MS, #V, and D (6 categories with a combined
frequency of 89).
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Student A21 appears to use dominantly the Analytic-Arithmetic mode in his reasoning. However,
the frequency indicates that he in fact attempted to implement all three modes interchangeably throughout
the interview.
4.2.1.2 Student B15. The categories obtained from the responses to the one-on-one interview
questions for student B15 are reported in table 4.3 below, which includes the code, name of the category,
a brief description, and a representative example of its use in the form of a phrase given by the student.
Table 4.3. Categories for responses corresponding to student B15.
STUDENT B15
Code

Category

#CO

Number of Components

ADD

Addition of vectors

LCEX

GEX#D

Linear Combination Example

Graphical example in #D

#V

Number of Vectors

D

Dimension of the Set

LCG

VSp

PL

Linear Combination Graphically

Number of vectors Vs. Space

Vectors Lie on A Plane

Description
Student states that the vector has
certain number of components
depending on which dimension
they belong to (e.g. vectors in R2
have 2 components).
Student states as part of his/her
reasoning that vectors add up to
one another.
Student mentions a linear
combination among the vectors
in the given set (or columns in
the matrix).
Student provides a graphical
example in 2 or 3 dimensions in
order to clarify his response to
the given question
Student takes into consideration
the number of vectors that
belong to the given set in order
to provide his answer
Student looks at the dimension
of the given set as part of his/her
reasoning.

Student provides a graphical
example of a linear combination
as part of his/her reasoning

Student uses the number of
vectors in the set and the space
they belong to in order to
determine LI/LD
Student includes an argument
that takes into consideration if
vectors lie on a plane in order to
determine LI/LD
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Example
"each vector has certain number of
components, but let's just say for space and
R2 so a plane there's two components…"
"if they depend on each other then they
should be able to add up to one another, in
other words…"
"you can tell just by going up and going this
way… you'll never get that vector or this
one going either right or left you can never
get v1…"
"But if you add a different vector right here,
v3 (student draws an additional vector in
the x-y axis and calls it v3; it is located in
the second quadrant of the axis) you can tell
that by, you know, making this negative
and making this one negative, you can
reach that vector..."
"…in this case there's three vectors and the
space is a plane…"
"That's an example of R2 or in space R2 but
it'd work for…"
"But if you add a different vector right here,
v3 (student draws an additional vector in
the xy axis and calls it v3; it is located in
the second quadrant of the axis) you can tell
that by, you know, making this negative
and making this one negative, you can
reach that vector..."
"…Since there's 3 vectors and 2 spaces that
exceeds the space which means that they do
become linearly dependent…"
"…if it lies on a plane, then your plane
becomes space R², and if there's 3
components in R² then of course it exceeds
the space…"

ERO

Elementary Row Operations

REF

Reduced Echelon Form

SPN

Span

PLR3

RMI

Plane in R3

Reduced Matrix is Identity

Student performs elementary
row operations to matrices in
order to determine LI/LD
Student mentions or performs
operations to matrix in order to
obtain its row reduced echelon
form for analysis
Student takes into consideration
the span of the set in order to
determine LI/LD
Student states that if vectors lie
on a plane in R3, the set is LD;
otherwise, the set is LI
Student looks at RREF of matrix
and finds the identity matrix to
determine linear independence; if
reduced matrix is not identity
then LD

Definition of Linear Independence

Student uses or states the
definition of linear independence
a1u1+a2u2+…+anun=0 iff
a1=a2=…=an=0

Reduced Matrix; Zero variables

Student looks at RREF of matrix
and states the solution by letting
rows be equal to 0. if x1=0,
x2=0, …, xn=0 (LI). If xi≠0 for
some 1≤i≤n (LD).

LCNJ

Linear Combination not justified

Student's statement includes a
reference to linear combination
but provides no additional details
to support its mention.

VAR

Variable

Student introduces a variable t in
the reduced matrix as part of
his/her reasoning.

Vector t

Student obtains a vector t from
the equations he got when he
introduced the t variable in the
matrix.

Explicit Linear Combination

Student mentions the use of
linear combinations and gives a
formula for it:
a1u1+a2u2+…+anun with u1,
u2, …,un ∈ Rⁿ, a1, a2,…, an ∈ R

DEFLI

RMZ

VT

ELC
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"…so…put these in a… (student starts
writing the matrix
[v1,u1,p1;v2,u2,p2;v3,u3,p3]) and you
reduce this and the coefficient here is…"
"…and you reduce it, you check to see if it's
linearly independent. If it is it would reduce
to this format…"
"…if not, then that means that is spans the
space of R³ which means that they're
linearly independent…right? Yes…"
"… yeah, where this is a plane, but this
plane is in R³, so it's…uh…slanted,
right?..."
"…you check to see if it's linearly
independent. If it is it would reduce in this
format… (student writes statement
[1,0,0;0,1,0;0,0,1]) which tells you that… "
"okay…uh uhm… see… it's called that p
(student writes the statement
α[v1;v2;v3]+β[u1;u2;u3]+γ[p1;p2;p3]=0)…
so you start off by this and in order for it to
be linearly independent these coefficients
(student points at the values for α, β, and γ
in the previous statement) must be zero in
order to obtain the zero vector..."
SB15:"...it would reduce in this format…
(student writes statement
[1,0,0;0,1,0;0,0,1]) which tells you
that…alpha equals 0, in this case because
it's understood that over here they're all
zeroes (student goes back to the matrix
[v1,u1,p1;v2,u2,p2;v3,u3,p3] and adds a
fourth column [0;0;0])
I1:Okay...
SB15: Beta equals zero in this case and this
one (student refers to γ) becomes equal 0..."
"
"…so, the way I thin of this is just about it
being a linear combination and the way…
well, at least the way that I thought of it is
now which one is it…"
"… here you'd get a variable t…or…
yeah… you get a value t and this would be
a … it's gonna be… not x, a… this would
be 2t, this would be t, and this would be of
course 0 but uh… I don't know, it gets
harder to see it that way…"
SB15: "… this is the vector t…uh…zero,
sorry…forgot the zero…(student rewrites
the last statement as t[2;1;0], t ∈ R)
I1:Okay…
SB15:And this is the vector t because t or
gamma became t… (student writes γ=t)…"
"…but if you can multiply these by some
value that exists and still get zero then one
of them is dependent upon the others…"

Scalar Multiplication of Vectors

Student mentions scalar
multiplication of vectors OR
provides an example in one of
the given vectors as part of
his/her reasoning

US

Unique Solution

Student mentions that there's a
unique solution to the vector
equation

DPL

Diagonal Plane

Student mentions the existence
of a diagonal plane as part of
his/her reasoning.

Flat Land

Student mentions the existence
of flatland (may be referring to
the movie Flatland or something
related to it).

Zero row

Student looks at the reduced or
original matrix for a row of
zeroes as part of his/her
reasoning.

"…a row of zeroes and then some numbers
over here (student points at the last column
in the matrix)…"

Vectors lie on a line

Student states that if vectors lie
on a line then the set is LD;
otherwise, the set is LI.

"…these would lie on a …these two would
lie on a line (student is referring to vectors
one and two from the matrix) these are the
same {line}…"

MOV

FL

ZR

LN

CMP

#COCL

Components of Vectors

# of components; # of Columns

CONJ

Components; Not Justified

EU

Equations Vs. Unknowns

ADCO

Addition of Components

TPL

#COPL

MS

Variable t moves in a plane

# of components; # of planes

Many Solutions

Student looks at the components
of the vectors and relates them to
the Cartesian coordinate System
(uses it for vectors in R² and R³)
Student compares the number of
components with the number of
columns as part of his/her
reasoning.
Student mentions the
components as part of his answer
but doesn't add any details about
them.
The number of equations and
unknowns are compared to
determine linear independence or
linear dependence.
Student states or performs
addition of vectors by using OR
mentioning their components
Student states that variable t can
be anything but its value is
always in the plane.
Student compares the number of
components with the number of
planes as part of his/her
reasoning.
Student states that having
infinitely many solutions in a
system (matrix) makes the set
linearly dependent.
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"…you wanna see if, when you multiply
them by some, by some value these vectors
how can you attain the zero vector,,,"
"…I'm saying that alpha times 1 is equal to
0, beta times 1 is equal to 0 which, in this
case, would imply yes it makes sense, it's
the only way I can get my zero solution…'
"…SB15: Was I think…I just thing of a
diagonal plane to tell you the truth.
I1:OK…yeah…
SB15:that for me is a diagonal plane…"
SB15:"…I guess the way I would think of it
is let's just call this flatland right here, and
it's from… I read a… I read something
where it said, imagine we're trying to pass a
3 dimensional shape into space, what would
it look like?…So, I'm trying to pass this
pencil through here. the first thing, let's say,
it's a perfect tip, it would be a little dot..."

…so this has component z, this is
component y, this has component x and two
vectors do not depend on the other…"
"…because that means that the number of
components doesn't necessarily have to
match the number of columns…"
"…that's the second column…that's actually
a component…I'm sorry… So, whatever I is
let's just take I to be the first one…"
"…you know if you have the same number
of equations as your unknowns is perfectly
reducible…"
"…oh, well I mean when you add
components you're adding this, this, this…"
"…I'm thinking of a plane where it can
go…it's…I'm thinking on the plane working
t either goes up or goes down but it's still on
that plane…'
"…well, in my case, three components on
two planes so…you have u1, u2, u3 and
there's only two components…"
"…well the question itself
says…uh…infinitely many
solutions…okay…because here there's
three vectors on a single plane…"

#VCO

MOM

# of vectors, # of components

Multiplication of Matrices

INV

Invertibility of Matrix

SING

Singular Matrix

Student compares the number of
vectors with the number of
components as part of his/her
reasoning.
Student states as part of his/her
answer a multiplication of either
two matrices or a scalar times a
matrix.
Student mentions invertibility as
part of his/her reasoning to
determine LI/LD
Student mentions singularity as
part of his/her reasoning.

"…if there's three vectors, there has to be
only two components…"
"…but, the way I understand it is… you
have uh… some matrix multiply it by he
says… and he writes it something like…
Aξ=0…"
"…so non-singular means invertible…"
"…yeah, and if it's zero, then it's nonsingular…."

Going back to Sierpinska's description of thinking modes, it can be shown that there are 12
categories used by student B15 which are associated to the Synthetic-Geometric mode of thinking─ #CO,
GEX#D, LCG, PL, PLR3, DPL, FL, LN, CMP, TPL, D, and #COPL─ and that correspond to those
aspects of the student' response that involved the use of geometrical representations as part of his/her
reasoning. There are 15 categories associated to the Analytic-Arithmetic thinking mode, which are those
in which the student used numerical or algebraic representations and manipulations as part of his/her
reasoning─ ADD, LCEX, ERO, REF, RMI, RMZ, VAR, VT, ELC, MOV, US, ZR, ADCO, LCNJ, and
MOM. Finally, there are 11 categories associated with the Analytic-Structural thinking mode─ #V, D,
VSP, SPN, DEFLI, #COCL, EU, MS, #VCO, INV, and SING. For this student, the category CONJ is not
included in any of the thinking modes since student did not provide any supporting elements to justify its
use as part of his/her reasoning.
Category D was the only one falling into more than one thinking mode─ Synthetic-Geometric
and Analytic-Structural. This student was using dimension arguments in both graphical and abstract form
as part of his reasoning.
Thirty-eight categories were created for student B15 and the frequency of those categories was
recorded in the following table─ Table 4.4.
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Table 4.4. Frequency of categories used by student B15.
STUDENT B15
Category

Description

Frequency
Q1 & Q2

Q3

Q4

4

1

Q5

Q7

Totals
Q8

Q9

Q6

1

#CO

Number of Components

6

2

ADD

Addition of vectors

14

3

2

3

LCEX

Linear Combination Example

20

2

5

4

GEX#D

Graphical example in #D

15

5

#V

Number of Vectors

11

6

D

Dimension of the Set

13

2

7

LCG

Linear Combination Graphically

6

1

8

VSp

Number of vectors Vs. Space

9

4

9

PL

Vectors Lie on A Plane

9

6

10

ERO

Elementary Row Operations

12

2

11

REF

Reduced Echelon Form

15

3

12

SPN

Span

2

1

3

13

PLR3

Plane in R3

4

2

6

14

RMI

Reduced Matrix is Identity

6

15

DEFLI

Definition of Linear Independence

2

16

RMZ

Reduced Matrix; Zero variables

12

17

LCNJ

Linear Combination not justified

6

18

VAR

Variable

6

19

VT

Vector t

3

20

ELC

Explicit Linear Combination

3

21

MOV

Scalar Multiplication of Vectors

20

22

US

Unique Solution

1

1

23

DPL

Diagonal Plane

2

2

24

FL

Flat Land

1

1

25

ZR

Zero row

3

26

LN

Vectors lie on a line

2

27

CMP

Components of Vectors

1

28

#COCL

# of components; # of Columns

29

CONJ

Components; Not Justified

1

30

EU

Equations Vs. Unknowns

1

31

ADCO

Addition of Components

32

TPL

Variable t moves in a plane

4

6

17
19
1

28

2

21

4

2

17
1

16

1

8
13
2

1

18

1

3

18

2

3

23

1

5
1

3

1

12

4

7

3

15

2

1

5

13
11
3

2
1

5

3

1

2

2

1

6
1

4

6

2

27

1

4
13
0

3

1

1

1
3
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4

3

33

#COPL

# of components; # of planes

1

1

34

MS

Many Solutions

6

6

35

#VCO

# of vectors, # of components

1

1

36

MOM

Multiplication of Matrices

1

1

37

INV

Invertibility of Matrices

4

4

38

SING

Singular Matrix

2

2

Looking at the information obtained in table 4.4, we can see that the most frequent categories
used by student B15 are: LCEX(28), MOV(27), REF(23), GEX#D(21), ADD(19), PL(18), ERO(18),
#CO(17), #V(17), D(16), RMZ(15), VSP(13), LCNJ(13), CMP(13), RMI(12), VAR(11), and LCG(8).
With this information, we can determine the relationship between the most frequent categories
used by student B15 and the modes of thinking previously mentioned in this section:
• Synthetic-Geometric─ #CO, GEX#D, LCG, PL, D, and CMP (6 categories with a combined
frequency of 85).
• Analytic-Arithmetic─ ADD, LCEX, ERO, REF, RMI, RMZ, VAR, LCNJ, and MOV (9
categories with a combined frequency of 166).
• Analytic-Structural─ #V, D, and VSP (3 categories with a combined frequency of 38)
Student B15 appears to be integrating both geometric and arithmetic modes equally throughout
his interview. The less frequent mode the student made use of in his responses is the Analytic-Structural
mode.
4.2.1.3 Student C6. The categories obtained from the responses to the one-on-one interview
questions for student C6 are reported in table 4.5 below, which includes the code, name of the category, a
brief description, and an example of its use in a phrase as used by the student.

Table 4.5. Categories for responses corresponding to student C6.
STUDENT C6
Code

Category

LCNJ

Linear Combination Not
Justified

D

Dimension of the Set

Description
Student mentions a linear combination as
being part of his/her argument but doesn't
elaborate on it or provides details.
Student looks at the dimension of the given
set as part of his/her reasoning.
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Example
"…a set of vectors that cannot be
expressed by a linear combination of the
other 2…"
"…if I'm in three dimensions and I have
three vectors…"

"…to check if my three equations…my
three vectors right here are linearly
independent…"
"...… if I wanted to make uh, make easier
example 1, 1, 1…(student writes the matrix
[1,3,2;1,1,2;1,0,2]) so this vector is a scalar
multiple of 2 of this one ..."
"…to check if they're linearly independent
what, what I have is I have α this one is v1,
v2 and v3… αv1+αv2+αv3 is equal to
zero…"
"...the α is basically like a constant or a
correcting factor to see if I can take any of
these α's multiply them by my vectors and
add them together to get 0…"
"...(student goes back to the vectors and
labels them as v1, v2, and v3 for the first,
second and third vector respectively and
writes the equation α1v1+α2v2+α3v3=0)…"
"…αv1+αv2+αv3 is equal to zero… and if
I have α1,2,3… α1, α2 and α3 all equal to
0… and those are the only options that I
have…"
"SC6: And if I have α1, 2, 3… α1, α2, and
α3 all equal to 0 (student writes
α1=α2=α3=0)
I: Okay…
SC6: and those are the only options that I
have…"
"…to see if I can take any of these α's
multiply them by my vectors and add them
together to get 0…"
"...and if you have linear independence the
only solution that you can have is the, is
the trivial solution where you multiply
everything by zero to get zero…"
"…so, if I've got that…to check if my three
equations…my three vectors right here are
LI…"

Number of Vectors

Student looks at the number of vectors in
the set as part of his/her reasoning.

NEX#D

Numerical Example in
2D or 3D

Student provides a numerical example of
the concept in 2D or 3D as part of his/her
explanation.

LCEX

Linear Combination
Example

Student mentions a linear combination
among the vectors in the given set (or
columns in the matrix).

ADD

Addition of Vectors

Student states as part of his/her reasoning
that vectors add up to one another.

ELC

Explicit Linear
Combination

DEFLI

Definition of L.
Independence

US

Unique Solution

Student mentions that there's a unique
solution to the vector equation

MOV

Scalar Multiplication of
Vectors

Student mentions scalar multiplication of
vectors OR provides an example as part of
his/her reasoning

TNJ

Trivial; Not Justified

Trivial solution is mentioned as part of the
answer without providing a justification
(without stating for what it is a solution).

#EQ

Number of Equations

REF

Reduced Echelon Form

ERO

Elementary Row
Operations

Student mentions OR performs elementary
row operations to determine LI/LD

"…so you reduce its…you do row row
reduction on it to get it into whichever
form…"

RMI

Reduced Matrix is
Identity

Student looks at RREF of matrix and finds
the identity matrix to determine linear
independence; if reduced matrix is not
identity then LD

"…okay…this, this matrix reduces to the
identity matrix which means that there is
no…'

Trivial; Vector Equation

Student states that if the only solution to
the vector equation is the trivial solution
then the set is LI; otherwise, LD.

Free Variable

Student mentions the existence of a free
variable as part of his/her reasoning.

#V

TEQ

FV

Student mentions the use of linear
combinations and gives a formula for it:
a1u1+a2u2+…+anun with u1, u2,
…,un ∈ Rⁿ, a1, a2,…, an ∈ R
Student uses or states the definition of
linear independence
a1u1+a2u2+…+anun=0 iff
a1=a2=…=an=0

Student looks at the number of equations
involved in the set to determine linear
independence or dependence.
Student mentions a reduced matrix as part
of his/her answer; the matrix is taken as
being in row reduced echelon form
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"…okay…so if I reduce that matrix…"

"I: Okay…mmh… now, let me just repeat
what I heard so far. You said linear
independence means having the trivial
solution for this vector equation?
SC6: Uh uhm…"
"…a linearly dependent solution would
have, this is an example…have a free
variable and when you have a free variable
in there then I can take the second
matrix…"

SLE

RMZ

EQZ

LEAD1

System of Linear
Equations

Reduced Matrix; Zero
Variables

Student looks at RREF of matrix and states
the solution by letting rows be equal to 0. if
x1=0, x2=0, …, xn=0 (LI). If xi≠0 for some
1≤i≤n (LD).

Equations Equal Zero

Student obtains equations from original or
reduced matrix and equals them to zero;
then gets the solutions for each equation
from its variables.

Leading Ones

VSp

Number of vectors Vs.
Space

ZC

Zero column

VAR
PL

LCG

GEX#D

Student mentions systems of linear
equations OR gives actual examples of a
system of linear equations as part of his/her
reasoning.

Variable
Vectors Lie on a Plane

Student looks at the reduced form of a
matrix and tries to find the "leading ones";
if each row/column as a leading one, then
the set is LI; otherwise is LD
Student uses the number of vectors in the
set and the space they belong to in order to
determine LI/LD
Student states the zero column as part of
his/her argument to determine LI/LD
Student introduces a variable t in the
reduced matrix as part of his/her reasoning.
Student takes into consideration if the
vectors lie on the same plane.

Linear Combination
Graphically

Student provides a graphical example of a
linear combination as part of his/her
reasoning

Graphical Example in
#D

Student provides a graphical example of the
concept in 2 or 3 dimensions.

EU

Equations Vs.
Unknowns

#U

Number of Unknowns

MS

Many Solutions

#CR

# of columns VS # of
rows

ZEZ

Zero equals Zero

The number of equations and unknowns are
compared to determine linear independence
or linear dependence.
Student looks at the number of unknowns
involved in the set to determine linear
independence or dependence.
Student states that having infinitely many
solutions in a system (matrix) makes the set
linearly dependent.
the number of columns and rows are
compared in the matrix Amxn. If m>n then
the set is LI; if m<n the set is LD
Student states that there exist values α1, α2,
…, αn≠0 that would give you 0=0 with
α1v1+α2v2+…+αnvn=0
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"…if you have this system of equations
basically out again v1+v2=0 and then v2=0
so v1=-v2…"
"...SC6: so when you reduce that… when
you reduce that, that gives you the matrix
[1,0,2;0,1,0;0,0,0]
I: Okay… so what is this saying?
SC6: this is saying, if you take this back
into a system of linear equations, so
basically I'm saying v1+0v2+2v3=0..."
"...SC6: when you're going from here to
here, something is not correct going from
here to here (student refers to going from
the rref matrix [1, 0,2; 0,1,0; 0,0,0] to
v1+0v2+2v3=0; v2=0)….'
"…this term has no the leading…doesn't
have a leading 1…'
"…I've got… I got 2 vectors in 3
dimensions…"
"…what I want is one where like I've got a
column of zeroes or a col…just, uh…"
"…then I can set v3 equal to t, 'cause I can
do anything I want with this one…"
…that all three vectors are on the same
plane…"
"SC6: …and make it a little bit smaller
{so}when I added them together plus v1
right here cause you can move the vector
wherever you want it (student then adds
vectors v1 and v2 multiplied by some
negative numbers and this would result in
vector v3)…
I: Oh, I see…
SC6: and create a resulting vector v3..."
"...it would be kind of difficult to draw in
two dimensions but basically my three
vectors are skewed with each other so I
can't take those three vectors and
multiplying them by a scalar constant I
can't take them and express them in terms
of another..."
"…because I have more…I have more
unknowns than I have equations…"
"…this Is basically saying that I have three
equations with 4 unknowns…"
"…you have infinitely many solutions
because you can change…"
"…I have more unknowns than equations
because I have more columns than I do
rows…"
"…and that's my trivial case where I got
zero=zero…"

AUGM
SKL
IP

Augmented Matrix
Skewed Lines
Intersection point

Student mentions that he needs to put the
vectors in a matrix and have it 'augmented'
as part of his reasoning.
Student states as part of his/her reasoning
that he/she would get skewed lines.
Student uses intersection point as part of
his/her reasoning.
Student mentions the existence of parallel
lines as part of his/her reasoning.

PARL

Parallel lines

DIFS

Different Slopes

Student takes into consideration the slopes
of the lines as part of his/her reasoning.

INV

Invertibility of Matrix

Student mentions invertibility as part of
his/her reasoning to determine LI/LD

VIS

Visual Example

Student uses an object to explain his/her
reasoning. E.g. desk=plane.

AEX

Algebraic Example

INC

Inconsistent System

ZR

Zero Row

CONJ
ZV

CMP

Components; Not
Justified
Zero Vector

Components of Vectors

Student provides an algebraic example of a
concept as part of his/her reasoning.
Student mentions inconsistency as part of
his/her reasoning.
Whenever original or reduced matrices
have rows with only zeroes, the set is LD.
Student mentions the components as part of
his answer but doesn't add any details about
them.
Student takes into consideration if the zero
vector is part of the given set.
Student looks at the components of the
vectors and relates them to the Cartesian
coordinate System (uses it for vectors in R²
and R³)

LR3

Line in 3D

Student looks at the vectors in the set to see
if they belong to a line in R³ as part of
his/her reasoning.

PLR3

Plane in R³

Student looks at the vectors to see if they
belong to a plane in R³ as part of his/her
reasoning.

DV

NORM
COO

ADCO

Different Vectors

Norm
Coordinates System

Addition of Components

Student looks at the vectors from the set to
determine if they are in fact different or just
scalar multiples of each other as part of
his/her reasoning
Student mentions the norm as part of
his/her reasoning.
Student takes into consideration the
coordinates system as part of his/her
reasoning.
Student states or performs addition of
vectors by using OR mentioning their
components
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"…I always skipped the step of
augmenting it by a row of zeroes because
they end up staying zeroes at the end…"
"…and I would have to have lines that are
skewed…'
"…these lines are never going to
intersect…"
…the only time you won't have an
intersection is if the lines are parallel…"
"…if they have different slopes in two
dimensions there will always be at least
one…"
"…so singular is non-invertible, it doesn't,
it can't, it doesn't give you a unique
solution…"
"…two vectors and this one vector (student
takes three pencils to represent the vectors;
the three stay on top of the desk, he creates
a T with the vectors, two are facing each
other whil the other one is pointing
downwards)…'
"…I can represent this equation in one line
instead of a lot of them…"
"…and I'm going to end up with an
inconsistent system…"
"…which has, is not in a row of zeroes;
like it has a different number in here…"
"…if I take the components of this vector,
multiply by a negative one…"
"…that would give you the solution 0=0,
still multiplying by non-zero vectors…"
"...The z value and z coordinate or
component on these two is zero, no matter
what I multiply zero by, it's zero…
"…I mean if I were to try and combine
these three then I could only, I could create
any line in three dimensions by combining
these three linearly independent vectors…"
"…but if I have a plane just, only in three
dimensions, if I have a plane or if I cannot
create a plane that holds all three of my
vectors…"
"…so, if you don't have the same vector,
like you don't do the same operation on
two columns…"
"…that, u1 and u2 have the same
components, their norm is not the same…"
"…like the normal coordinates system, we
just take this one as x=1, y is equal to this,
z is equal to this…"
"…you're gonna have to break these into
its components and add them, add them to
get to the same point…"

Going back to Sierpinska's description of thinking modes, it can be shown that there are 15
categories used by student C6 which are associated to the Synthetic-Geometric mode of thinking─ PL,
LCG, GEX#D, SKL, IP, PARL, DIFS, CMP, LR3, PLR3, D, VSP, VIS, NORM, and COO─ and that
correspond to those aspects of the student' response that involved the use of geometrical representations
as part of his/her reasoning. There are 24 categories associated to the Analytic-Arithmetic thinking mode,
which are those in which the student used numerical or algebraic representations and manipulations as
part of his/her reasoning─ NEX#D, LCEX, ADD, ELC, MOV, REF, ERO, RMI, TEQ, FV, SLE, RMZ,
EQZ, LEAD1, ZC, VAR, ZEZ, AUGM, AEX, INC, ZR, DV, LCNJ, and ADCO. Finally, there are 13
categories associated with the Analytic-Structural thinking mode─ D, #V, DEFLI, US, #EQ, VSP, EU,
#U, MS, #CR, INV, ZV, and NORM. For this student, categories TNJ and CONJ are not categorized into
any of the thinking modes since the student did not provide any supporting elements to justify their use as
part of his/her reasoning. There were two categories─ VSP, and NORM─ that fell into the Synthetic
Geometric and Analytic-Structural modes of thinking since student C6 was using them in geometric and
abstract settings respectively. There was one category, D, that fell into the three modes of thinking, since
student was mentioning the dimensions of the set of vectors or using the dimensions of a plane or the
space to introduce the arguments for his/her reasoning in terms of geometrical, abstract, and numerical or
algebraic ideas.
There were 51 categories created for student C6 and their frequency was determined by using
them as rubric for further analysis of the interview transcript. The frequency of each one of the categories
is reported in Table 4.6 below.

Table 4.6. Frequency of used categories for student C6.
STUDENT C6
Category

Description

Frequency
Q1&Q2

Q3

Q4

1

LCNJ

Combination Not Justified

2

6

2

D

Dimension of the Set

15

6

8

3

#V

Number of Vectors

18

11

6

76

Q5

1

Totals

Q6

Q7

Q8

2

1

2

3

1

4

1

1

Q9
3

16

3

37

5

46

4

NEX#D

Numerical Example in 2D or 3D

12

1

5

LCEX

Linear Combination Example

29

9

12

6

6

ADD

Addition of Vectors

32

12

12

2

7

ELC

Explicit Linear Combination

12

1

1

1

8

DEFLI

Definition of L. Independence

1

9

US

Unique Solution

8

10

MOV

Scalar Multiplication of Vectors

30

11

TNJ

Trivial; Not Justified

4

4

12

#EQ

Number of Equations

4

4

13

REF

Reduced Echelon Form

28

12

2

42

14

ERO

Elementary Row Operations

26

10

2

38

15

RMI

Reduced Matrix is Identity

4

9

16

TEQ

Trivial; Vector Equation

1

17

FV

Free Variable

15

18

SLE

System of Linear Equations

10

10

19

RMZ

Reduced Matrix; Zero Variables

6

6

20

EQZ

Equations Equal Zero

3

3

21

LEAD1

Leading Ones

5

22

VSp

Number of vectors Vs. Space

5

23

ZC

Zero column

3

3

24

VAR

Variable

5

5

25

PL

Vectors Lie on a Plane

9

23

26

LCG

Linear Combination Graphically

1

3

27

GEX#D

Graphical Example in #D

9

7

28

EU

Equations Vs. Unknowns

5

29

#U

Number of Unknowns

2

30

MS

Many Solutions

3

31

#CR

# of columns VS # of rows

2

32

ZEZ

Zero equals Zero

2

33

AUGM

Augmented Matrix

4

34

SKL

Skewed Lines

1

35

IP

Intersection point

12

36

PARL

Parallel lines

4

4

37

DIFS

Different Slopes

2

2

38

INV

Invertibility of Matrix

39

VIS

Visual Example

2

2

13
1

2

61

1

6

65

1

16

1

5

1

8
12

14

4

7

67

13
1

1

2
9

25

1

6

1

6

5

1

38
4

1

17

1

6
1

1

1

3
3

8
2

2

4
4

1

2
1

13

1
10
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1
1

1

12

40

AEX

Algebraic Example

2

41

INC

Inconsistent System

2

42

ZR

Zero Row

1

43

CONJ

Components; Not Justified

4

44

ZV

Zero Vector

1

45

CMP

Components of Vectors

46

LR3

Line in 3D

1

1

47

PLR3

Plane in R³

1

1

48

DV

Different Vectors

49

NORM

Norm

50

COO

Coordinates System

3

3

51

ADCO

Addition of Components

2

2

1

2

4
2

3

4

4
2

2

1

8
2

1

1

5

7

5
1

1

Looking at the information obtained in table 4.6, we can see that the most frequent categories
used by student C6 are: MOV(67), ADD(65), LCEX(61), #V(46), REF(42), ERO(38), PL(38), D(37),
FV(25), GEX#D(17), LCNJ(16), ELC(16), NEX#D(13), RMI(13), IP(13), VIS(12), SLE(10), US(8),
MS(8), and CONJ(8).
With this information, we can determine the relationship between the most frequent categories
used by student C6 and the modes of thinking previously mentioned:
• Synthetic-Geometric─ PL, VIS, GEX#D, D, and IP (5 categories with a combined frequency
of 93).
• Analytic-Arithmetic─ NEX#D, LCEX, ADD, ELC, MOV, REF, ERO, RMI, FV, LCNJ, D,
and SLE (12 categories with a combined frequency of 376).
• Analytic-Structural─ D, #V, US, and MS (4 categories with a combined frequency of 76).
Although it seems like student C6 appears to be functioning the analytic-arithmetic mode most of
the time, there were many instances during the interview in which he/she was focusing his/her arguments
mainly on synthetic-geometric and analytic-structural arguments.
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4.2.2 Metonymy and Metaphor.
The analysis of the interviews for students A21, B15, and C6 on the identification of metonymies
and metaphors as reported by Presmeg (1998) and explained in section 2.6 of this thesis─ titled
Metonymy and Metaphor─ is reported in the following subsections.
4.2.2.1 Student A21. For this student, the transcript analysis done by the author of this thesis
yielded a total of 30 metonymies and 1 metaphor. All metonymies used by this student are reported in
table 4.7 below.
Table 4.7. Metonymies and Metaphors displayed by student A21(in order of appearance).
Sample Response
Metonymy

used in place of

Q1:Define the linear independence of a set of vectors; Q2. Given an example of a linearly dependent set of vectors.

1

"this is the key component"
(student writes a linear
combination as being
a1u1+a2u2+…+anun with
vectors {u1, u2, …,un})

a1u1+a2u2+…+anun

linear independence

2

See 1.

Linear combination

a1u1+a2u2+…+anun

a1u1+a2u2+…+anun=0

linear independence

Trivial solution

linear independence

identity matrix

linear independence

x3=x3

linearly dependent set

x1=-2x3,x2=-x3, x3=x3

infinitely many solutions

infinitely many solutions

non-trivial

Non-trivial

linearly dependent set

3

4

5

6

7

8

9

"I think in the same pack,
except this should be equal to
0"; (student writes
a1u1+a2u2+…+anun=0)
"so it's linear independent if the
only solution to the vector
equation, which is this
(a1u1+a2u2+…+anun=0) ...is the
trivial solution
"we have identity here… but
this is not… and this means that
this is dependent on this"
"x1=-2x3, x2=x3, x3=x3, so
then, from here I can just see
that we have a dependent…
linearly dependent set…"
"I just know that when I see
that, it throws a flag this is a
dep… indep… well, I think
infinitely many solutions…."
"SA21: the set is a…
I1: okay… so you are saying,
when you see that, you say
infinitely many solutions and
find…
SA21:non-trivial"…
I1:Nontrivial… okay, implying
the set is linearly…?
SA21:Dependent…"
See 8.
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10

11

12

13

14

15

16

"I only gave you 3 vectors and
there's 3 unknowns"
"SA21:well, I already know, it's
gonna be a dependent 'cause…
I1:Why is that?
SA21:my idea is that we have
1, 2, 3, 4, 5 unknowns 2
equations; I already know that,
somehow these are gonna be a
direct result of some
combination of these…"
See 11.
"I1: and then… uh uhm… but
then you stopped, you didn’t'
write it, you directly said this is
linearly dependent…
SA21:Yes…
I1:And the reasoning for that
was?
SA21:Was… I got a… I have
a… how I'm gonna say this…
so I have a… I can't express
any of the… these
other vectors as identity..."
"SA21:…but I want…let's
for…I want identity… that's the
key…and I know I
didn't…even though is a 2 by 2
so we want something like
this… (student writes the 2x2
matrix [1,0;0,1])
I1:Okay… I see…
SA21: That to me that says
that's linear independent…"
"SA21:So I have x3 would …
can take any value… as well
as… 4… and x5, so I… so from
here it's already telling me that
I have infinitely many
nontrivial solutions… (student
writes 3 additional equations
where x3=x3, x4=x4, and
x5=x5)."
I1:Okay… so infinitely
nontrivial solutions?
SA21:Yeah…yeah, because we
need the trivial solution to have
linear independence"

# vectors

# of unknowns

#unknowns is greater than the # of equations

#unknowns is greater than the # of equations

Vectors cannot be expressed as identity

Linear dependence

combinations of vectors

linear dependence

RREF=identity matrix

linear independence

x3=x3, x4=x4, x5=x5

infinitely many nontrivial
solutions

Trivial solution

linear independence

Q3. Given the set {u1, u2, u3, u4} where the vectors u1, u2, u3 are on the same plane and u4 is not. Determine if the set {u1,
u2, u3, u4} is linearly independent. Explain your answer.
"So I'm guessing 3 vectors so
3 vectors
R³
17
this would be R³."
"…always de… try to do
Non-trivial solutions
Dependence
18 dependent because all I need is
a non-trivial solution."
"SA21:then it would be… if it
R³
3 equations
19 was in R³, then it would be 3
equations…"
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"SA21: I'm thinking like,
well… these are on the same
plane, and they should be
combinations of one another…"
I1:Why are you saying that?
What makes them have that
linear combination resulting in
one of them?
SA21: 'cause they are on the
should be combinations of one
same plane
20
same plane…'cause when i
another
think same plane i... they look
like this...
I1:Oh, okay...
SA21:And, i want to say that
somehow i can be able to
express, express them as each
other, but I'm not so sure
without actual numbers..."
"…that can happen when I run
Gauss-Jordan, I can get a 1 here
(student points at the position
[1,0,0,0;0,0,0,0;0,0,0,0]
Dependent
21 1,1 in the matrix…and then the
rest be zeroes…so that would
say that it's an independent, I
mean dependent."
"…Now, I can also get a 1 here
a 1 here (student points at the
positions 1,1 and 2,2 in the
[1,0,0,0;0,1,0,0;?,?,?,?]
Dependent
22
matrix) and then these two
rows are non-zero rows and it's
still dependent…"
"… and then the same
argument, we can get a one
here, one here, one here
[1,0,0;0,1,0;0,0,1;0,0,0]
Dependent
23 (student points at the positions
1,1 2,2 and 3,3 in the matrix)
and then this is zero row, still
dependent…"
"…and I think the moment that,
the moment you can write one
write one vector as another
Dependent
24
vector as another, bang!
Dependent…"
Q4. Given a linearly independent set {u1, u2, u3, u4} in Rⁿ. Determine the linear independence of the set {u1, u2 +5u1, u3,
u4}.
"…So this independent set of…
then, then the only solution to
Only solution to vector equation is the trivial solution independent set
25
the vector equation for this is
the trivial solution."
"…okay, you said it's
independent… so linearly
independent… meaning that
a1u1+a2u2+a3u3+a4u4=0 and a1=a2=a3=a4=0
Linearly independent
26 a1=0, a2=0, a3=0, a4=0 so all
that is given… (student writes
a1u1+a2u2+a3u3+a4u4=0 and
a1=0, a2=0, a3=0, a4=0…"
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27

"… SA21:R4?
I1:Uh uhm…
SA21:And, if they are in R4…
these automatically gave me,
this gave me this...
I1:Okay...
SA21: This gave me the
identity… "

identity matrix [1,0,0,0;0,1,0,0;0,0,1,0;0,0,0,1]

independent vectors in R4

"…if…well done, this right
here (student points at the
statements a1=0, a2=0, a3=0,
a1=0, a2=0, a3=0, a4=0
[1,0,0,0;0,1,0,0;0,0,1,0;0,0,0,1]
28
a4=0 and the matrix
[1,0,0,0;0,1,0,0;0,0,1,0;0,0,0,1])
these are all the same…"
Q7. Given that the vector equation xu+yv+zw=0 has infinitely many solutions. Determine if the vectors u, v, w are on the
same plane. Explain your answer.
"…it has infinitely many
solutions then that means
that…so if we were to have the
term matrix we should have
Infinitely many solutions
[1,0,0;0,1,0;0,0,0]
29
something like this (student
writes the matrix
[1,0,0;0,1,0;0,0,0]) and
something... somehow..."
"… just because if they were, if
they were… assume we have
three vectors and they're
belong to space (student refers
3 independent vectors
30
independent then we should
to space as being R³)
have… we should be in
space…"

A high percentage of the metonymies employed by this student dealt with his/her reasoning of
linear independence. Looking at the information from table 4.7, it can be seen that there is a tendency to
use the identity form of a given matrix to stand for the concept of linear independence. Throughout the
interview, student A21 uses this characteristic of linearly independent sets of vectors to stand as the whole
concept, often without giving further supporting arguments. The excerpt below (taken from the original
transcription of the interview) indicates the students' use of the identity form of a matrix when
considering linear independence of a set of vectors.
SA21: What I would…what I would want is… suppose… it wouldn’t work for this large matrix, but I
want… let’s for… I want identity…that’s the key. For a 3 by 3, so I want something like this (student

1 0 0
writes the 3x3 matrix 0 1 0 )… and I know I didn’t… even though is a 2 by 2 so we want something


0 0 1
1 0
like this…(student writes the 2x2 matrix 
)
0 1
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I: Okay… I see…
SA21: That to me that says that’s linear independent…
Even when additional ideas are introduced as part of his/her reasoning, student A21 keeps
referring back to the identity matrix and its relationship with linear independence, as the following
segment indicates:
SA21: Isolating the unknowns of the vector, ‘cause I know what we were trying to do is form a matrix and
solve for these unknowns… and I think they should tell us…
I: So when you say the unknown did you mean the last one in the context of isolating this, so you can…?
SA21: Unknown.. the variable on this one, like this one unknown since these are all unknowns, I know I
won’t be able to isolate at least one because I don’t have enough equations to, I would need a 4 by 4.
I: So, if you were able to, then what would that be, the last one?
SA21: if I was able to isolate it?
I: Uh uhm…how would it look like? If you were able to?
SA21: With these 3 vectors?
I: No, let’s say these vectors are from other spaces, not R³. And that allows you to be able to isolate this,
how would it look like? Say that these are from R4.
SA21: Then I know I would have another… another… another equation and then I would get identity, I
would, if I was to get it independent, I would have to get something that has… it has to give me the

1
0
identity… (student writes matrix 
0

0

0
1
0
0

0
0
1
0

0
0
).
0

1

An additional metonymic structure identifiable in table 4.7 is the use of a trivial solution
argument that is linked to the existence of linear independence in a set of vectors:
SA21: So… I would say that would be the… I think that’s… linear independence, so we have a set of
vectors
for
a1
times
a2 plus
all
these
(student
points
at
the
statement
a1u1 + a2u2 + ... + an un = 0 : a1 , a2 ,..., an ∈ R ) it’s supposed to equal the zero vector and say that… I
just…
I1: yeah, yeah… you can just write…don’t worry about it the order…

83

SA21: Yeah, so it’s linear independent if the only solution to the vector equation which is this (student
points at the equation a1u1 + a2u2 + ... + anun = 0 ) is the trivial solution.
I1: Ooh, I see.
SA21: And then I think, what really is important is that… so that means that… a1 is supposed to equal 0,
a2 and then we just keep on going to where an has to be equal 0.

Moreover, there is an instance during the interview in which student A21 links these two
characteristics of linearly independent sets of vectors as part of an additional metonymic statement:
SA21: And this one gives me, actually I can have since this is whole this is the zero vector, since we’re
depending, we’re trying to find dependence, I have, I know I have different scenarios that I, that can
happen when I run Gauss-Jordan, I can get a1 here (student points at the position 1,1 in the

 u1 v1
u v
2
2
matrix 
u3 v3

u4 v4

w1
w2
w3
w4

z1 
z2 
) and then the rest be zeroes (student points at the rest of the matrix positions)
z3 

z4 

so that would say that it’s an independent, I mean dependent. Now, I can also get a 1 here a 1 here
(student points at the positions 1,1 and 2,2 in the matrix) and then these two rows are non-zero

1
0
row(points to the last two rows of the matrix 
?

?

0
1
?
?

0
0
?
?

0
0
) and it’s still dependent and then the same
?

?

argument, we can get a one here, one here, one here (student points at the positions 1,1 2,2 and 3,3 in the

1
0
matrix) and then this is zero row, (student refers to zero row at the bottom of matrix: 
0

0

0
1
0
0

0
0
1
0

0
0
) still
0

0

dependent, but then I can get identity and then that says that the only solution to the vector equation is the
trivial solution

In the statement above, it is evident that student A21 is trying to link the different characteristics
he/she associates with linear independent sets of vectors in an obvious attempt to develop a chain of ideas
together with a concrete meaning of each one with respect to its relevance and relationship with the
property of linear independence in a set of vectors.

84

An additional cognitive structure in the form of a metaphor, is used by student A21 and
represented by the use of the literal meaning of the word independence as part of his/her reasoning as
stated in the following interview excerpt:
SA21: so we have all those… we have a collection of them it's just possible that this, this could be just like
this ... this, actually, actually I think these two are the ones that are dependent or pretty much giving us
the, they are the independent ones that are giving us these other dependent ones. (student takes away two
of the pencils from the plane that is represented as the desk and states that the other two are the
independent vectors with which you can get the other two…)
Here

student

A21

appears

to

be

using

the

metaphoric

(daily

meaning)

of

“dependence/independence” to reason for the linear dependence of the set of vectors. This is apparent in
his comparison of pairs of vectors in the set and in his language “the ones that are dependent” and “they
are the independent ones.”
4.2.2.2 Student B15. For this student, the transcript analysis done by the author of this thesis
yielded a total of 79 metonymies and 4 metaphors throughout the interview. The metonymies used by
student are reported in the table 4.8 below.
Table 4.8. Metonymies and Metaphors displayed by student B15 (in order of appearance).
Phrase

1

2

3

4

Metonymy

in place of

Q1:Define the linear independence of a set of vectors; Q2. Given an example of a linearly dependent set of vectors.
"...I guess we'll take the smallest case
possible so each vector has certain
number of components but let's just say
R²
Plane
for space and R² so a plane there's two
components so we'll get that the space's
over here..."
"...So, the ques… the easiest possible is, if
they depend on each other then they
dependent vectors
add up to one another
should be able to add up to one another in
other words…"
"...one of them is you can tell by this
that… if the number of vectors exceeds
number of vectors exceeds the space
linearly dependent vectors
the space then they do become linearly
dependent…"
"...So, since there's 3 vectors and 2 spaces
that exceeds the space which means that
three vectors and two spaces
linearly dependent vectors
they do become linearly dependent…"
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5

6

7

8

9

10
11

12

13

14

15

16

"...for this one 'cause v3 still has two
components 'cause it's in the same space
but since there's 3 vectors in 2 space it
becomes linearly dependent…"
"...So, these components really do not
depend on each other because I would
never get, you know, these 2 vectors
(student points at the vectors located in
the x and y axis) would never get your z
vector at all…"
"...this vector is a combination of the other
vectors because it would go a little bit in
the x, a little bit in the y, and a little bit in
the z. So this vector is made up of a
combination of the other vectors…"
"...for here I just think linear combination
like it's made up of different vectors…"
"...and if there's 3 components in R² then
of course it exceeds the space which
means they are linear combination of the
other…"
"...If not, then, that means that it spans the
space of R³ which means that they're
linearly independent… right? Yes…"
"...Linearly dependent if they lie on a
plane… in R³…"
"...I would actually do the numerical
method and reduce it to just make sure
and if it reduces to the identity matrix,
then you know that they are linearly
independent…"
"SB15: 4 vectors in R³?
I1: Uh uhm…
SB15: Then it's dependent no matter
what…
I1: Why is that?
SB15: because the number of vectors
exceeds the space…"
"...Okay… Uh uhm… see… it's called
that p (student writes the statement
α[v1;v2;v3]+β[u1;u2;u3]+γ[p1;p2;p3]= 0) ...
so you start off by this and in order for it
to be linearly independent these
coefficients (student points at the values
for α, β, and γ in the previous statement)
must be zero in order to obtain the zero
vector…"
"...you check to see if it's linearly
independent. If it is it would reduce in this
format… (student writes statement
[1,0,0;0,1,0;0,0,1])…"
"...And for this not to equal zero, means
that for this… okay, the way it's defined is
if these coefficients are zero, but not to be
zero then becomes dependent…"

three vectors in 2 space

linearly dependent vectors

components do not depend on each
other

two vectors would never get your
third vector

linear combination of vectors

vector goes a little bit in the x, a
little bit in the y and a little bit in
the z

linear combination

it's made up of different vectors

3 components in R²

vectors are linear combinations of
the other

set spans R³

vectors are linearly independent

3 vectors lie on a plane in R³

linearly dependent

Reduced matrix is identity

linearly independent vectors

number of vectors exceeds the space

linearly dependent set of vectors

α, β, γ equal to zero

linearly independent

linearly independent set

reduces to [1,0,0;0,1,0;0,0,1]
(identity matrix)

α, β, γ do not equal to zero

linearly dependent
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17

18

19

20

21

22

23

24
25
26

27

28

"I1: Oh, okay… okay… okay, so you're
saying once you get that, out of these 3
vectors you would say those 3 vectors are
linearly…?
SB15: Dependent…
I1: Dependent…
SB15: Because it didn't reduce to this…
(student points at the statements α+2t=0,
β+t=0)..."
"...I1: Reduce it and then if you get this
solution (interviewer points at statements
α=0, β=0, γ=0) you would say the set of
vectors…?
SB15: independent…"
"And if you get this solution (interviewer
points at statements α+2t=0, β+t=0) you
would say the set of vectors…?
SB15: Dependent…"
"...if the only way to attain the zero vector
is by these being zero (α, β, and γ) then
they are linearly independent…"
"...if you can multiply these by some
value that exists and still get zero then one
of them is dependent upon the others.,,"
"SB15: Replacing… so, I'm taking this
one and this one is a linear combination of
these 2. (student refers to taking the third
vector and it would be a linear
combination of the first 2)…
I1: Okay… okay…
SB15: 'cause I'm going back to that and
we see that this is alpha, beta, and gamma
(student writes α, β, and γ at the top of the
first, second, and third column in the
matrix respectively)… there's gonna be
some value of gamma here, and it's not
going to be zero… "
"SB15: But… if I have this set, I'm saying
alpha may be zero but gamma is not zero,
so, I can't zero it out there's still
something. (student is once again looking
at the matrix [1,0,3;0,1,4]=[0;0])
I1: Okay…
SB15: so that means that this one has to
be a linear combination of these other
two…"
"...because these columns represent
vectors (the columns from the matrix)… "
"…so did these columns (the vectors from
α[v1;v2;v3]+β[u1;u2;u3]+γ[p1;p2;p3]=0)…"
"...I think that if a set of 3 vectors is
linearly dependent I wanna say it's on a
plane…'
"...if one vector depends on two others,
then even if you are in third space I wanna
say it's because it's on a plane…"
"...but whenever I see this (student refers
to the matrix [1,0,2;0,1,1;0,0,0]) I think of
a same diagonal plane…"

matrix didn't reduce to: α+2t=0,
β+t=0

vectors are linearly dependent

α=0, β=0, γ=0

set of vectors is independent

α+2t=0, β+t=0

set of vectors is dependent

the only way to attain the zero vector
is by α, β, and γ being equal to zero

linearly independent vectors

multiply the vectors by some value
and get the zero vector

one of the vectors is dependent
upon the others

γ is not equal to 0

third vector is a linear combination
of the first 2 vectors in the set

γ is not equal to 0

third vector is a linear combination
of the first 2 vectors in the set

columns from the matrix

Vectors

columns from the equation
α[v1;v2;v3]+β[u1;u2;u3]+γ[p1;p2;p3]=0

represent vectors

set of 3 vectors is linearly dependent

vectors are on a plane

One vector depends on two others

set of vectors is on a plane

matrix [1,0,2;0,1,1;0,0,0]

diagonal plane
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29

30

31

32

33

34

"...I1: Ah, okay… okay… And then, how
do you know that these are linearly
dependent?
SB15: Because, well, when you reduce it
numerically then I think of the plane
scenario so even if… even though you’re
in R³, I think that they’re on the plane…"
"I1: And then say what… depending on
what you get, can you tell me based on…
let’s say you reduced this and you got
whatever it is… uh… what are the things
that you would like to see to be able to say
the set is linearly independent?
SB15: What would I like to see? I’d like
to see the identity matrix
I1: Okay…
SB15: And that would tell me that this…
these vectors span R4 and I mean… they
span the entire space and one does not
depend on another, which means that out
of any of these vectors I can never get the
fourth one…"
See 30
"...I1: Okay, got you… got you. Uhm…
what if… what are the things that you
would like to see to be able to say this is
linearly dependent?
SB15: Dependent?
I1: Uh uhm…
SB15: A row of zeroes and then some
numbers over here (student points at the
last column in the matrix)…"
"SB15: Okay… I would say it's dependent
I1: because?
SB15: Because I can multiply this one
(student refers to vector [1;2;3]) by 2 to
get that vector (student refers to vector
[2;4;6])…"
"...I1: OK… Earlier you said this spans…
This one spans that space the R³ what do
you mean by span?
SB15: OK if I have… alright… In this
room if I have like let's say a vector
coming up on that wall, a vector coming
u… to the bottom of this wall, and that
wall. Any point that I touch going back to
that corner can be made a vector. Now,
can I get this vector by having
combinations of these? Yes… and I would
uh… I just need fractions of those vectors
to come up with any point over here..."

3 vectors in R³ that are on the same
plane

linearly dependent vectors

Reduced matrix is identity

vectors span R4

vectors span the entire set

one does not depend on another

reduced matrix has a row of zeroes
and some number in the last column

linearly dependent set of vectors

can multiply a vector by a scalar to
get another vector

linearly dependent set of vectors

Room

3 dimensional plane

35

See 34

Walls

Directions

36

See 34

Corner

37

See 34

span

Origin
Obtain a vector in R³ by having
vector combinations in the set
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Q3. Given the set {u1, u2, u3, u4} where the vectors u1, u2, u3 are on the same plane and u4 is not. Determine if the set
{u1, u2, u3, u4} is linearly independent. Explain your answer.
"...Since these have no z component
‘cause they’re on… on the plane, then
this vector can’t depend on these ‘cause
vectors lie on a plane
vectors don't have a z component
38 these don’t have a z component… (the
vector represented by the pencil can’t
depend on the ones that are on the plane
since they don’t have a z component)..."
"...but since there’s 3 out here, one of
them has to depend on the other because
one of them has to depend on the
3 vectors lying on the same plane
39
it’s a plane which is 2 space and there’s 3.
others
3 in 2 space is dependent…"
See 39
3 vectors in 2 space
linearly dependent
40
41

"...they are independent because they
don’t depend on the other…"

vectors do not depend on each other

independent vectors

42

"...when you add a third vector in the
same plane it makes it dependent …"

add a third vector in the same plane
(after having two vectors on the
plane)

linearly dependent set

"...component to me is uh…
Component
Dimension
dimension…"
"...so if you have two components I think
two components
Plane
44
of a plane…"
"I1: Oh, I see, so you were thinking more
of a dimension, so when we said three
3 dimensions
45 components you were thinking dimension 3 components
3…
SB15: Yes…"
"I1: Okay… so if you said 4 components
4 components
4 dimensions
46 you were thinking…?
SB15: 4 dimensions…"
Q4. Given a linearly independent set {u1, u2, u3, u4} in Rⁿ. Determine the linear independence of the set {u1, u2+5u1, u3,
u4}.
"SB15: I saw u1, u3, and u4 okay. Those
are linearly independent no matter what
okay. But I saw u2 +5u1 I saw, okay…
this vector ui is made up of u2 and u1 so
u2+5u1
vector is made up of u2 and u1
47
by the definition of vector being a linear
combination of others then… see I saw
this as the new vector now…" made up of
a metaphor?
ui=u2+5u1
ui is a linear combination of others
48 See 47
"… I saw this as ui, so I said since ui is a
linear combination you {want } any two,
ui is a linear combination of vectors
set of vectors has to be dependent
49
it has to be de… it has to be
dependent…"
"...We have something that when it
reduced matrix is identity
set becomes linearly independent
50 reduces it becomes linearly independent.
Because it’s the identity matrix…"
"SB15: I would say that’s linearly
dependent.
I1: Because?
3 vectors and one of them is a linear
linearly dependent set
51
SB15: Because here you have three
combination of the other two
vectors and this one is a combination of
the other two that you already have…"
Q5. Given an nxm matrix a where ai2+ai4+3ai5 . Determine if the set {A1, A2, A3,…, Am} (Here Aj is the jth column of
A) is linearly independent. Explain your answer.
"...since saying that if the second column
second column is made up of columns
set is dependent
52 made up of columns 4 and 5, dependent. I
4 and 5
wanna say it's dependent because…"
43
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53
54

55

56

57

"...the columns I look at as vectors …"
"...I look it as vectors now 'cause he was
saying look at look… at vectors as skinny
matrix…"
"SB15: Before I used to look at them as
equations
I1: Oh, I see…
SB15: Now look at it as vectors…"
"SB15: Okay…So because the second
and fourth columns made up… the
second column is made up of the fourth
and fifth columns then it has to be
dependent because it goes here… I mean
there is no {inaudible…} here it's u1 and
u4 let's just say in the spot of u2. so it has
to be dependent because this column is a
linear combination of the others ..." made
up of metaphor?
See 56

columns of the matrix

Vectors

Vectors

skinny matrix

Equations

Vectors

second column is made up of columns
4 and 5

set is dependent

a column is a linear combination of
the others

set is dependent

"SB15: In this case I'm saying it is
linearly dependent, this…
Matrix
Set
58 I1: This… the matrix?
SB15: yeah, because of this one. (student
points at A2)…"
"SB15: Yeah, well… that's… ouh… that's
what I meant. Like the vectors, because
this since you're asking me about
dependence and independence, all I look
at is (student writes the equation:
αA1+βA2+γA3+…=0)… plus whatever…
I1: Okay…
Set
αA1+βA2+γA3+…=0
59
SB15: So I look at them in terms of this.
So when you say the set, I'll think of this
(student refers to the equation he just
wrote). So when I say it, the it is
dependent and I'm saying this set is
dependent because of this one being made
up of only A4 only A5 in this spot..."
See 59
a vector is made up using A4 and A5
set is dependent
60
"I1: …The set is linearly dependent,
because A2 column is written using A4
and A5, or… yeah.
SB15: It means that β would have to
actually be a number…
set is linearly dependent because A2
α=0, β≠0, γ=0, whatever is zero,
column can be written using A4 and
61 I1: Okay…
but β has to be some number
SB15: so α is 0, β is something, γ is zero,
A5
whatever is zero.
I1: Oh, everything else is zero but β has
to be some…
SB15: Number, or some value…"
Q7. Given that the vector equation xu+yv+zw=0 has infinitely many solutions. Determine if the vectors u, v, w are on
the same plane. Explain your answer.
"...because for sure I know infinitely
many solutions this one give it to you
[x,x1,x2;y,y1,y2]
infinitely many solutions
62
right here… (student points at the matrix
[x,x1,x2;y,y1,y2])
"...There's three vectors meaning
three vectors
infinitely many solutions
63 infinitely many solutions…" (in R² given
from the question)

90

64

65

66

67

68

69

"...if there are a row of zeroes it'll be a
row of zeroes
a plane in three dimensional space
plane in three dimensional space…'
Q8. Given the vector equation a1u1+a2u2+a3u3=0 with the solution a1=1, a2=-2, and a3=0. determine the linear
independence of the set {u1, u2, u3}.
"I1: could it be that number? These two
could have been one and two?
(interviewer points at the first two
first two components of the last
components of the last column in the
column in the matrix are not supposed Linearly Independent
matrix, namely to 1 and -2)
to be 1 and -2
SB15: Uh… it is but that's not for… it's
not, for it to be independent it's not
supposed to be that way…"
"...for it to be linearly independent α, β, γ
α, β, γ or a1, a2, and a3 have to be zero set is linearly independent
or a1, a2, and a3 have to be zero…"
"...SB15: in this case, since they are not,
then because of these two (α=1 and β=-2)
you can't have that…
α=1 and β=-2
you can't have linear independence
I1: Oh… you can't have independence? Is
that what you're saying?
SB15: yeah, because they're not zero…"
"SB15: Yeah… (student writes the matrix
[1,0,0,1;0,1,0,-2;0,0,1,0])… alright this
would be…1, -2… well that would make
[1,0,0,1;0,1,0,-2;0,0,1,0]
α=1, β= -2, and γ=0
α 1, that would make α.. β -2 and that'll
make γ 0…"
"...I saw dependence because they have to α, β, and γ have to equal 0 (but they
linear dependence
equal zero…"
don't)
Q9. Given that dim(Span{u,v,w})=1. Determine the linear independence of the set {u,v,w}.

1 dimension
Line
70 "...one dimension is a line…"
Q6. Given a singular 3x3 matrix A, determine if the vectors of the set {A1, A2, A3}, where Aj is the jth column of A, are
on the same plane. Explain your answer.
SB15: "… something like… (student
writes the statement Aξ=0)…
I1: ah… okay…
SB15: something weird…
ξ≠0
singular matrix
71 I1: Uh uhm… uh uhm…
SB15: And if this is not equal to 0, then
it's singular… (student refers to ξ when
he talks about 'this')..."
72
73
74

75

76

"...and if it's zero, then it's nonsingular…"
"...non-singular means that it's
invertible…"
"...if it's invertible it can reduce to the
identity matrix…"
...and reducing to the identity matrix
gives us linear, uh… linear
independence…"
"SB15: that's the way that I think of it…
so since you're telling me singular, it tells
me it's not invertible, it's not invertible
tells me that it doesn't go to the in… to
the identity matrix… {if I'll} never
reduce to the identity matrix we have this,
situation…
I1: Oh… so that means then…?
SB15: it's dependent…"

ξ=0

non-singular matrix

non-singular matrix

invertible matrix

invertible matrix

reduces to identity matrix

Reducing to identity matrix

linear independence

Singular

not invertible matrix
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77

See 76

not invertible matrix

doesn't reduce to identity matrix

78

See 76
"...and then it's dependent they lie on the
same plane…"

matrix doesn't reduce to identity

linear dependence

linearly dependent

vectors lie on the same plane
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The most frequent metonymies employed by this student also dealt with his/her reasoning on
linear independence. Looking at the information from table 4.8, it can be seen that there is a tendency to
use the argument " α, β, γ equal to zero" to stand for the concept of linear independence. Throughout the
interview, student B15 uses this characteristic of linearly independent sets of vectors to stand as the whole
concept. The following passage (taken from the original transcription of the interview) indicates the
students' use of this cognitive structure as part of his/her argument:

 v1 
u1 
 p1




"...Okay… Uh uhm… see… it's called that p (student writes the statement α v2 + β u2 + γ  p 2 = 0 )
 
 
 
v3 
u3 
 p3
so you start off by this and in order for it to be linearly independent these coefficients (student points at
the values for α, β, and γ in the previous statement) must be zero in order to obtain the zero vector…"
An additional metonymic structure identifiable in table 4.8 is the use of the argument "number of
vectors exceeds the space" that would imply the existence of linear dependence in a set of vectors. The
use of this metonymy as part of the reasoning shown by student B15 can be seen in the following extract:
SB15: 4 vectors in R³?
I1: Uh uhm…
SB15: Then it's dependent no matter what…
I1: Why is that?
SB15: because the number of vectors exceeds the space…"
In this particular portion of the interview, student B15 shows a link between these two
characteristics associated with linear dependence in a set of vectors and provides an additional argument
in which he uses a third metonymy taking the identity form of a matrix to stand for linear independence:
SB15: Then it's dependent no matter what…
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I1: Why is that?
SB15: because the number of vectors exceeds the space.
I1: Ah, okay, so regardless you're saying…
SB15: Yes…
I1: It's gonna be dependent… Uhm… and you said for the 3 you would run… can you ex… can you say it
again…?
SB15: A numerical method…?
I1: Yeah, a numerical method. Can you show me how you would do that?
SB15:

Okay…

Uh

uhm…

see…

it's

called

that

p

(student

writes

the

statement

 v1 
u1   p1


α v2  + β u2  + γ  p2 = 0 ) ... so you start off by this and in order for it to be linearly independent
v3 
u3   p3
these coefficients (α, β, and γ) must be zero in order to obtain the zero vector…
I1: Okay…

v1 u1
SB15: So… put these in a… (student starts writing the matrix v2 u2

v3 u3

p1 
p2  ) and you reduce this and the
p3 

coefficient here is alpha, beta, and gamma… (student writes α on top of the first column of the matrix; β
on top of the second column; and γ on top of the third column)… and you reduce it, you check to see if it's

1 0 0
linearly independent. If it is it would reduce in this format… (student writes statement 0 1 0 ) which


0 0 1
tells you that… I'm sorry… alpha equals 0, in this case because it's understood that over here they're all
zeroes (student goes back to the matrix [v1, u1, p1; v1, u2, p2; v3; u3; p3] and adds a fourth column

 v1 u1
[0;0;0], v2 u2

v3 u3

p1 0
p2 0 )
p3 0

I1: Okay…
SB15: Beta equals zero in this case and this one (student refers to γ) becomes equal 0 (student writes the
statements α=0, β=0 and γ=0).
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4.2.2.3 Student C6. For this student, the transcript analysis done by the author of this thesis
yielded a total of 83 metonymies. The metonymies and metaphors identified for student C6 are reported
in table 4.9.
Table 4.9. Metonymies and Metaphors displayed by student C6 (in order of appearance).
Phrase
Metonymy

In place of

Q1: Define the linear independence of a set of vectors; Q2. Given an example of a linearly dependent set of vectors.

1

"…the definition of linear independence
is a system… a set of vectors that cannot
be expressed by a linear combination…"

set of vectors that can't be expressed as
a linear combination of the other 2

2

"SC6:…to check if they're linearly
independent what, what I have is I have
α this one is v1, v2, and v3…
αv1+αv2+αv3 is equal to zero… (student
goes back to the vectors and labels then
as v1, v2, and v3 for the first, second and
third vector respectively and writes the
equation α1v1+α2v2+α3v3=0)
I: OK...
SC6:And if I have α1, 2, 3... α1, α2, and
α3 all equal to 0 (student writes
α1=α2=α3=0)…"

α1v1+α2v2+α3v3=0 and α1=α2=α3=0

3

4

5

6

7

8

9

"…and if you have linear independence
the only solution that you can have is
the, is the trivial solution, where you
multiply everything by zero to get
zero…"
"…to check if my three equations…my
three vectors right here are linearly
independent…"
I: Okay…mmh…now, let me just repeat
what I heard so far. You said linear
independence means having the trivial
solution for this vector equation?
SC6: uh uhm…"
"…a linearly dependent solution would
have, this is an example… have a free
variable…"
"when you have a free variable in there I
can take the second matrix…second
vector and express it in terms of any of
the other two vectors…"
"…I can take the second matrix…
second vector and express it in terms of
any of the other two vectors, which is
linear dependence…"
"…if this matrix for example reduced to
this one (student points at a matrix that
doesn't reduce to identity), this is a
linearly dependent system…"

Linear independence

Linear independence

only solution is trivial solution

Linear independence

Equations/matrix

Vectors

Trivial solution for vector equation

Linear Independence

free variable

Linear dependence

free variable

linear combination (take the
second vector and express it in
terms of any of the other two
vectors)

second vector is a linear combination
of the other two vectors

linear dependence

reduced matrix is not identity

linear dependent system
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10

11

12

13

14

15

16

17

18

19

"…if I'm just defining when you're
{dependency or dependence}, uh… this
term has no the leading…doesn't have a
leading 1 which makes it a free
variable…"
"…when I have the free variable I can
express all of my other vectors in terms
of, of a separate one; a linear
combination of my other 2…"
"SC6:…I can express all of my other
vectors in terms of, of a separate one; a
linear combination of my other 2…
I1:okay…
SC6:…which is linear dependence.
"I: so, when you have this, not leading
one you're saying…(interviewer points at
the row [0,0,0])
SC6:when I have a free variable…
I: that refers to free variable…
SC6: right…"
"…SC6:and v3 is equal to itself so I'm
gonna set v3=t
I: so, did you say, this indicates free
variable?
SC6: this indicates the free variable
because the leading one and this column
right here it does not have zeroes on each
side of it whereas this, this value right
here, this leading one has zeroes on top
and on bottom and this one has zeroes in
that column from..."
"…so, when you have more than 1, if
you have more than 1 digit in a column
that is, that is not zero, then it's a free
variable…'
"…so that means that I've got a linear…I
have linear dependence and when I have
linear dependence in this, in this case,
because I'm in 3 dimensions I have 3
vectors that are all coplanar…"
"SC6:…because I'm in 3 dimensions I
have 3 vectors that are all coplanar...
"I: Meaning…?
SC6: that one plane, uhm… that all three
vectors are on the same plane."
"…when I got linear independence like
these three vectors, those three vectors
are not co-planar…"
"...because they're all independent of
each other they can only be expressed by
themselves…"

term has no leading 1

free variable

free variable

vectors can be expressed in terms
of other vectors

linear combination

linear dependence

no leading 1

free variable

v3=t

free variable

More than 1 digit in a column (that are
not zero)

free variable

3 vectors in 3 dimensions that are
coplanar

Linear dependence

3 coplanar vectors

3 vectors that are on the same
plane

3 linearly independent vectors

the 3 vectors are not co-planar

Vectors can only be expressed by
themselves

Linear independent vectors
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20

21

22

23

24

25

26

27
28

29

30

"SC6:…so, my linear independence
would basically tell me that I have to
multiply this, this vector (student refers
to vector [1;2]) by a scalar to get this one
(student points at vector [3;4])…
I: okay…
SC6: but the problem is the components
between the two are not the same,
multiplying it by a scalar would only... I
can only make it longer or shorter, but I
can't change the orientation.
I: ah, okay...
SC6:So, multiplying this one (student
points at vector [1;2]) by just a scalar
multiple, I can never get the second
vector (vector [3;4])..."
…by adding another…if you have more
vectors than you have dimensions, there
will always be linear… linear
dependence when is…"
"…the easiest way to say it is I have
more unknowns than equations because I
have more columns than I do rows…"
"...if you have more…ha…more
unknowns than equations, then you
would never have a unique solution…"
"I: okay…uhm…is it possible to have no
solution out of it?
SC6:yes…
I: yes?
SC6:if you've got, like in this… in this
case, well…okay…the only…the
basi…no solution would be my trivial
case, when I multiply every single value
by 0 and that just fives you the trivial
case..."
"…and that's my trivial case where I got
zero=zero…"
"SC6:…if I wanted no solution, uhm…I
probably have to go to three
dimensions…
I: okay…
SC6:in order to get it. And I would have
to have lines that are skewed…"
"…the only time you won't have an
intersection is if the lines are parallel…"
"…if they have different slopes in two
dimensions there will always be at least
one point of intersection…'
"SC6:…these lines are never going to
intersect…
I: Oh, I see…
SC6:And if you tried to… tried to take
these…these two equations set them
equal to each other, you'll get no
solution…"
"…and if they're parallel and on top of
each other, they have infinitely many
solutions…"

multiplying a vector by a scalar would
never result in the second vector

Linear independence

number of vectors is greater than
number of dimensions

linear dependence

more unknowns than equations

more columns than rows

more unknowns than equations

would never have a unique
solution

no solution

trivial case

trivial case

0=0

no solution

lines that are skewed

no solution in 2D

Lines that are parallel

different slopes in 2 dimensions

there will always be at least one
point of intersection

lines that never intersect

no solution

parallel and on top of each other

infinitely many solutions
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31

32

33

34

35

36

37

38

39

40

41
42
43

"yes, they can be parallel and have no
solution, it just means the y intercept is
going to be different for the two, uh…the
two lines…"
…"what happens when I'm looking for
the point of intersection is I'm looking
for when the x and y conditions are equal
to each other and the y's are both equal at
that point…"
"…then my row…then my zero vector
what it's gonna be equal to so I've got
three vectors, four vectors in three
dimensions, ok… uh… when I take these
I'll always be able to find at least one
plane that would contain three, three of
these vectors…"
"…and that's, that's linear dependence,
when I can take two vectors, or I can
take all of my sets of vectors and by just
one combination I can express one in
terms of another…"
"…I mean, all I have to do is get… find
one, one vector that I can express in
terms of another and that'll tell me it's
linear dep… linearly dependent…'
"…because I can take any of my… any
of these vectors…and with a linear
combination of multiplying by my αs,
any αs besides zero I can still get the
zero vector by multiplying by a constant,
adding them together…"
"…if I wanted to do a no solution, then I
would take the same…basically, this is
only in 3 dimensions. Then I would take
the same equations and set them equal to
something else…"
SC6:…then I would take the same
equations and set them equal to
something else…
I1:okay...
SC6:…so, these two lines would be, as
an example they would be parallel but
they should never intersect…"
"SC6:…and when I… when I create my
system of equations, (student writes
equations 2x+5y=3 and 2x+5y=5 and a
matrix [2,5,3;2,5,6]…"
"…this tells me that zero is equal to
1…(student comes up with the matrix
[1,5/2,3;0,0,1]) which is… it can't
happen…so this tells me that I have no
solution with…based on these…these
equations…there's no point at which
they intersect..."
See 40
See 40
"…this system I could tell is going to be
linearly dependent because I've got more
vectors than I have dimensions…"

no solution

y intercept is different for the two
lines

point of intersection

x and y conditions are equal to
each other

four vectors in 3 dimensions

there would always exist a plane
that contains three of those vectors

take 2 vectors OR all and express them
as combinations of one another

Linear dependence

one vector that I can express in terms
of another

linear dependence

There exists a α different to zero with
which you can get the 0 vector

linear dependence

no solution

in 3 dimensions, take same
equations that are equal to
different values (lines not
intersecting)

no solution

parallel (they never intersect)

2x+5y=3
2x+5y=6 (system of linear equations)

[2,5,3;2,5,6]
RREF=>[1,5/2,3;0,0,1]
(matrix)

[1,5/2,3;0,0,1]/equations

0=1/lines

0=1

no solution

no solution

no point of intersection

More vectors than dimensions

linear dependence
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"…I have to augment it by what I
actually wanted to be equal to…(student
[0;0]
zero row
44 writes the matrix [2,5,3,0;2,5,6,0] and
refers to the last column of the matrix
[0;0] as a row of zeroes)…"
"SC6: … I can't take a combination of
this vector and this vector…I can't…I'm
sorry, I can't take a combination of this
can't take a linear combination of one
vector to express another/No linear
linear independence
45 one (vector [0;1;0;0]), and express this
vector (vector [1;1;0;0])…
combination
I: okay…
SC6: so, this is linearly independent…"
Q3. Given the set {u1, u2, u3, u4} where the vectors u1, u2, u3 are on the same plane and u4 is not. Determine if the set
{u1, u2, u3, u4} is linearly independent. Explain your answer.
"…this one is, the exact opposite of this
one, so if I take the components of this
vector, multiply by a negative one, I will
linear combination
linear dependence
46
obtain this vector, which is linear
dependence…"

47

48

49

50

51

52

"…they should be linearly independent
because I can't take like these two
vectors (student refers to the vectors
lying on the plane), I can't take any of
these(student refers to the four vectors in
the system) and create one of the other
ones…"
"…this one I can say where I've got
these three vectors on the same plane,
I… they will always be linearly
dependent…"
"…that should be linearly independent
because I can't take these two vectors
and multiply them by a constant to get a
z value right here. The z value and z
coordinate or component on these 2 is
zero, no matter what I multiply zero by,
it's zero…"
"…so, these two vectors (the vectors
lying on the plane) added together can
only create another vector on the same
plane…"
"…well, no, I can't, I can't because these
two… are scalar multiples of each other,
they're linearly dependent…"
"I: ok… how about this? (interviewer
creates a system with two vectors lying
on the desk-plane having an angle of less
than 90 degrees between them and a
third vector pointing upward but not
sharing a point of intersection with the
first two vectors)
SC6: And these two are like that?
I: uh uhm…
SC6: I can… they're linearly
independent, I can create any vector…
I: ok…
SC6: by combining those three…"

No linear combination possible

linear independence

3 vectors on the same plane

linearly dependent

can't take 2 vectors and multiply them
by a constant to get a z value
(component)

linear independence

co-planar vectors

can only create vectors that lie on
the same plane

two vectors are scalar multiples of
each other

linearly dependent

3 linearly independent vectors
(geometrically)

can create any vector by
combining them
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Q4. Given a linearly independent set {u1, u2, u3, u4} in Rⁿ. Determine the linear independence of the set {u1, u2+5u1, u3,
u4}.
"SC6: I believe they're linearly
independent because uh, I couldn't… if I
have Rⁿ, my s… my vectors will always
reduce basically to this vector and then
this, because I don't know the
dimensions, everything below that is just
RREF of matrix is;
going to be zeroes… (student writes the
linearly independent set of vectors in
[1,0,0,0;0,1,0,0;0,0,1,0;0,0,0,1;
53
matrix [1,0,0,0;0,1,0,0;0,0,1,0;0,0,0,1;
Rⁿ
and a big zero below those rows]
and a big zero below those rows] )
I: okay...
SC6: so, if I've got that, and all of my
vectors, if they're linearly independent,
they will reduce to this matrix,
basically…"
"SC6: just uh… well, ok… this, this
matrix right here, when you have linear
independence, what is basically saying is
can only express a vector in terms of
Linear independence
54 I can, I can only express this vector in
itself
terms of itself and the easiest way to do
it, is just as a… you only have one entry
in a row and a column of 1…"
"SC6: well, because the way that I
understood linear independence is I can
reduce any linearly independent
reduce any linearly independent system
linear independence
system to the identity matrix with
55
to… to this right here (student points at
a big zero at the bottom
the identity matrix with a big zero at the
bottom)…"
"...as the example that I could put here, I
could put u2+5u1 and then u2+5u1, that
Linear combination: u2+5u1
linearly dependent system
56
would create a linearly dependent
system…"
"SC6: … if I did that, because it should,
I mean, it should basically be the same.
Because this, this reduced matrix is the
reduced matrix is identity
linearly independent vectors
57 same as these linearly independent
mat… uh..
I: vectors?
SC6: vectors… "
"SC6: okay, if I've got 5 vectors…
I: and we still have the same given,
which means these are linearly
independent… (interviewer points at the
5 vectors in Rⁿ, n≤4
linear dependence
58 vectors u1, u2, u3, u4 which are linearly
independent)
SC6: ok, uhm… based on Rⁿ, if n is 4 or
less, then it's guaranteed linear
dependence..."
"I: ok, good! What if n is greater then?
SC6: it does, uh… if n is equal to five or
5 vectors in Rⁿ, n≥5
linear independence
59 greater, uhm… I believe it would still
guarantee, it'd still give you linear
independence…"
"I:…I'll have two columns almost
identical?
two identical columns
linearly dependent set of vectors
60 SC6: if you have, well… ok, if you have
two identical columns, the system or the
set of vectors is linearly dependent…"
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61

"SC6: ...it's linearly independent you
can't have the same vector, the same
vector twice, because then it's linearly
dependent… "

have the same vector twice in the set

linearly dependent set of vectors

Q5. Given an nxm matrix a where ai2+ai4+3ai5 . Determine if the set {A1, A2, A3,…, Am} (Here Aj is the jth column of
A) is linearly independent. Explain your answer.
"SC6: but, this one, this one is easy
because I'm expressing this vector i in
expressing 2nd vector in terms of 4th
linear dependence
62 terms of this… I'm expressing the second
and 5th
vector in terms of the fourth and fifth
one, which is linear dependence…"

63

"SC6: ... And, that would tell me that if I
can express one of them as a linear
combination of the others, then it's
dependent, system is dependent and
then…"

express a vector as a linear
combination of the others

dependent system

Q6. Given a singular 3x3 matrix A, determine if the vectors of the set {A1, A2, A3}, where Aj is the jth column of A, are
on the same plane. Explain your answer.
"SC6: … singular three by three matrix,
ok, so singular is non-invertible, it
doesn't, it can't, it doesn't give you a
Singular
non-invertible
64 unique solution, ok… so, if I've got a
singular matrix… ok, I have to
remember this one, because I, I get
confused between singular and ..."
singular
doesn't give you a unique solution
65 See 64.
"SC6:...Ok, so if I've got a1, a2, and a3
and it is singular, that means that I can, I
singular
can't get a unique solution
66 will, uh, I can't get a unique solution, I'll
always have a free variable… I have
infinitely many solution…"
Singular
always have a free variable
67 See 66
68
69

70

71
72

73

See 66
"SC6: …which gives me that this is…
that these three vectors with three
varia… with a free variable are linearly
dependent… "
"SC6: right, once… after I put it in and
reduce it, I will have a free variable for
the matrix which then tells me that I
have linear dependence and if they're
linearly dependent they're three vectors
that are on the same plane…"
See 70
"SC6: uhm, what I can do is I can… to
be linearly dependent, all I have to do is
I have to express one vector in terms of
the other two… "
I: so, here, which one is implying free
variable?
SC6: the…
I: the last one?
SC6: the last one… (student points at the
last column in the matrix
[1,0,0;0,1,1;0,0,1])
I: ok…
SC6: 'cause it has no leading one, it's not
in… it has a one right here…

Singular

infinitely many solutions

3 vectors with a free variable

linearly dependent

free variable for the matrix

linear dependence

three linearly dependent vectors

vectors are on the same plane

express one vector in terms of the
other two

linearly dependent

no leading 1

free variable

100

74

75

76

"I: …this independent variable
(interviewer points at the last column
[0;1;1] in the matrix stated above)…
SC6: dependent… this… yeah… this
free variable right here…
I: free variable, will lead to writing these
two, or this (the third column in the
matrix) as a linear combination of these
two (the first two columns in the
matrix)…
SC6: uh uhm…
I: …is that what you're saying?
SC6: yes…"
"SC6: because they're linearly dependent
and it's a… system, it's three vectors in
three dimensions, and if they're linearly
dependent, the set of vectors in three
dimensions they have to be on the same
plane…"
"SC6: because you can only have… if
you have three vectors and they're
dependent that means I have to be able to
express them in terms of another and if
they're not on the same plane, then
they're linearly independent…"

free variable

Linear combination of the first two
columns in the matrix

linearly dependent system of 3 vectors
in three dimensions

vectors have to be on the same
plane

three dependent vectors in R³

should be able to express them in
terms of another vector

three vectors that are not on the same
linearly independent vectors
plane
Q7. Given that the vector equation xu+yv+zw=0 has infinitely many solutions. Determine if the vectors u, v, w are on the
same plane. Explain your answer.
"SC6:...give me the solu.. the triv… the
solution zero equal to zero and once
they're in three dimensi… they're in…
there… it didn't tell me what dimensions
3 vectors on the same plane
linearly dependent vectors
78
they're in… but if they're on, basically, if
they're on the same plane and I've got
three vectors on the same plane, they're
linearly dependent…"
Q8. Given the vector equation a1u1+a2u2+a3u3=0 with the solution a1=1, a2=-2, and a3=0. determine the linear
independence of the set {u1, u2, u3}.
"SC6: linear dependency is when I can
take one vector and express it as a linear
take one vector and express it as a
Linear dependence
79
combination of the, of all of the other
linear combination of the others
vectors…"
Q9. Given that dim(Span{u,v,w})=1. Determine the linear independence of the set {u,v,w}.
"SC6: …you've got three vectors that are
linearly independent then you should be
can express all of R³ in terms of
3 linearly independent vectors
80
able to, to express all of R³ in terms of
those vectors
those vectors
"SC6: based to three… those three
vectors because they're linearly
independent I can express any…
can express any point, plane or
3 linearly independent vectors
81
I: any?
line
SC6:…any point, plane… point, plane or
line…"
77

See 76

The most frequent metonymy employed by student C6 deals with his/her reasoning on linear
independence. It can be seen, looking at the information in table 4.9, that there is a tendency to use an
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argument involving the use of a linear combination (either by mentioning the existence of a linear
combination of the given vectors or by giving an actual combination of the vectors of the set or the
columns of a matrix) to stand for the concept of linear independence. In the case of this student, there are
17 different instances throughout the interview in which he/she recurs to this type of argument in order to
explain his/her reasoning when dealing with linear independence in a set of vectors.
The passage below is an illustration on the use of this cognitive structure as part of student C6's
argument:
SC6: but if I get a plane with three vectors, no matter what, I can always express them in terms, like I can
express this one by adding, multiplying these two and adding them together…
I: okay…
SC6: and that's, that’s linear dependence, when I can take two vectors, or I can take all of my sets of
vectors and by just one combination I can express one in terms of another, that's linear dependence.

An additional use of this metonymic structure can be appreciated in this passage:
SC6: in three dimensions… in three dimensions… yes…
I: yes?
SC6: because you can only have… if you have three vectors and they're dependent that means I have to
be able to express them in terms of another and if they're not on the same plane, then they're linearly
independent…

Student C6 also mentions a metonymic structure in which he/she links "three vectors on a plane"
as having a direct relationship to linearly dependent sets of vectors, as illustrated by the following
fragment of the interview:
SC6: this one I can say where I've got three vectors on the same plane, I… they will always be linearly
dependent.
I: So, the whole set?
SC6: whole set is dependent…
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4.3 Technology Exposure
Now that the modes of thinking and metonymies and metaphors of these three students have been
reported, it is important to establish the level of exposure to graphical and visual representations that they
had in their respective class sections and the kind of interaction that they had with the computer modules
in order to determine their influence on the creation of the cognitive structures used as part of the
reasoning employed by each of the students.
For illustrative purposes, the answers provided by students belonging to sections A and B of the
matrix algebra course to homework 3─ the assignment and complete students' answers to this assignment
can be found in appendix section ─ are included in this section. As stated in the Methodology chapter─
Chapter III─ sections A and B were referred to as being the modular sections of the matrix algebra course
during the semester this research was implemented; section C was a traditional course in which computer
modules were not used as part of the class or assignments. The interaction of student C6 with
technological devices was reduced to the use of a graphic calculator (TI-89) during class and homework
assignments (but not for examination purposes) and the static geometric representations his/her instructor
displayed during lectures (note that the instructor for group C appeared to have introduced static
geometric representations in his explanation of concepts; see section 3.2.3 on Classroom Observations).
Homework 3 was an assignment on the use of the Vector Spaces module available at
http://www.math.utep.edu:8080/jsp/index.html. There are three different sections available in this
particular module; for the purpose of this homework, students were just required to use the sections
"Vectors" and "Construction of Single Linear Combination". The following snapshot of the website
illustrates the two sections used from this module and the initial figure students could observe:
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Figure 4.1. Initial Snapshot of Vector Spaces computer module.

Some of the answers provided by students A21 and B15 to this module assignment are reported in
following subsections.
4.3.1 Student A21.
The first question given on the assignment asks students to enter vectors a1 and a2 as the 'k' and 'l'
vectors and a1+a2 as the 'i' vector on the "Vectors" section of the module. Those vectors are built-in
vectors that are already programmed in the module (no information about the actual numerical values
belonging to those vectors is provided in the module).

Figure 4.2. Output obtained from Vector Spaces Module for question 1.

104

The purpose of this particular question is for students to identify the functionality of the
parallelogram method for the geometric interpretation of the addition of vectors. The lighter blue vector
(vector l) and an exact parallel copy of it are joined to the dark blue vector (vector k) such that students
can identify that the vector i, entered by them, is the exact combination of 1*k+1*l (the '1' values
correspond to the values 'd' and 'e' that students are asked to enter in the "Construction of Single Linear
Combination" section of the module).
Questions 1 thru 5 ask students to enter different values for 'd' and 'e' and the corresponding
vector as 'i' (e.g. if students enter -1 and -1 for 'd' and 'e' and a1 for 'k' and a2 for 'l', then they should enter
the combination -1*a1-1*a2 as the 'i' vector).
Student A21 provides very detailed explanation of the results he/she obtains in each of the
questions and makes an effort to link the information shown in the graphs with his/her own ideas in an
attempt to make sense of what is going on. On the other hand, B15's descriptions are very concise and
brief and refer mainly to the visual aspects of the figures obtained. However, both students seem to get the
idea inherent in the module─ geometric representation of the linear combination of vectors. Student A21
shows his understanding with phrases like: "the light blue segment is there to show that if we were to
combine it with dark blue vector, that is, the linear combination, we should get the brown vector" in
question 1, "the light blue line segment that connects the dark blue vector and the brown vector may
instead represent the difference between brown vector and the dark blue vector" in question 2─ here he
attempts to link the module results with the subtraction of vectors─, "the brown vector has also increased
in length than from question 2, which still makes sense because it is what we would expect in the linear
combination of the two vectors" in question 3. In question 4, in which students were expected to see the
linear combination a1-a2, students get the following output:
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Figure 4.3. Output obtained from Vector Spaces module for question 4.

Here the brown vector would represent the linear combination of vectors, 1*a1-1*a2; in this
particular case, the brown vector would only be represented by its component on the z-axis as shown in
figure 4.3 As part of the response for student A21 to this question, he/she states that "since the linear
combination of the two vectors should be zero, it is expected that the brown vector be zero." In that same
question, A21 includes the following phrase: "another significant change is the light blue line segment
that connects the dark blue vector and the brown vector." In here he/she refers to the light blue vector
constructed by the module that is parallel to the original light blue vector (the one coming out of the
origin─ red dot) and which allows the construction of the parallelogram as being this "segment" that
allows the connections between vectors.
In question number 5, students are asked to enter vectors a1 and a2 as 'k' and 'l' respectively and
'-1' for both 'd' and 'e' while i=-a1-a2. Figure 4.4 shows the output expected for this question.
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Figure 4.4. Snapshot of the output obtained in Vector Spaces module for question 5.

The observations reported by student A21 state: "it appears that we have now included the
negative portion of the coordinate system. The dark blue and the light blue vectors still have the same
length… as in question 4, except the dark blue vector extends past the origin and appear to go in length
from -2 to 2 parallel to the y-axis."
In question 7, students are given the vector w that results from the linear combination of
d*a1+e*a2; in this particular question, students are asked to come up with the values of 'd' and 'e' that

 4
0
 1 
1






would result in vectors w1 = 8 , w2 = 0 , w3 = 2 , and w4 = 1 . For this question, student A21
 
 
 

2
1
1/ 2
1
comes up with values d=2 and e=2 for w1 , d=1 and e=-1 for w2 , d=1/2 and e=1/2 for w3 , and no answer
for w4 . Although he/she doesn't specify how those answers were obtained.
Finally, question 9 asks students to explain what geometric figure would be obtained from the
collection of all the vectors of the form d*a1+e*a2 for all the real values of d and e. The answer for A21 to
this question is: "when we have vector da1+ea2 (the brown vector), we notice that the dark blue vector and
the light blue line segment that connects the dark blue vector to the brown vector forms a triangle. So, if
we consider the all the possibilities of vector da1+ea2, then we will have a collection triangles. This seems
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to be the only possibility because the brown vector simply represents a line, so we would just have a
collection of lines, and that does not seem to be the appropriate geometric figure we would consider.
Thus, a collection of triangles seems more reasonable."
In this particular question, the goal was for students to discover that the collection of all linear
combinations of vectors a1 and a2 would form a plane, which would come from the collection of all the
"triangles" obtained from the combinations.
4.3.2 Student B15.
For the first question given on the assignment (k=a1, l=a2, i=a1+a2, d=1, e=1), student B15 gave
the following answer: "the light blue vectors are parallel and the brown vector is the addition of dark blue
and light blue."
As stated previously, student B15's descriptions are very concise and brief and refer mainly to the
visual aspects of the figures obtained and the changes in location of the three colored vectors. In some
instances, student B15 seems to be too focused on the looks of the module instead of the ideas embedded
in it. This can be inferred from his answer to question 4─"The light blue vectors are parallel. The dark
blue vector is a transverse to the light blue vector. The brown vector is perpendicular to the light blue
vector"─ and 5─ "the brown vector is the addition of the light blue vector plus half of the dark blue
vector. The light blue vectors are parallel, but the second light blue vector protrudes from the middle of
the dark blue vector" (refer to snapshot of the output for this question previously included as figure 4.4).
In question 7 students were given the vectors that would result from the linear combination
d*a1+e*a2 and asked to determine (if possible) the values for 'd' and 'e' that would make the combination
possible. Student B15 did not provide an answer for this question stating that the directions were not
clear.
Finally, for question 9 "What geometric figure would you observe if one considers the collection
of all the vectors of the form d*a1+e*a2 for all the real values of d and e?" the answer provided by student
B15 was: "…it would be half of a square pyramid, or similar to that if one were to stack them." This
seems to indicate that student B15's reasoning was more focused on the visual part of the module
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assignment and connections between these graphical images and logical arguments about the questions'
objective were not made.
The results obtained in the research reported in this thesis will be discussed (in the following
chapter─ Discussion and Conclusions) by looking at each students' reported modes of thinking and use of
metonymies and metaphors in light of their exposure to technology in the form of computer modules and
homework assignments.
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Chapter 5
DISCUSSION AND CONCLUSIONS
Data collected from students' responses to their respective one-on-one interview questions
indicates that there are important and distinct thinking modes that are present in their reasoning and that
allows them to form an understanding, although sometimes incomplete or inaccurate, of the concepts
introduced in their first year linear algebra course. The tendency to focus on the use of numerical and
algebraic ideas in an attempt to demonstrate their understanding of linear independence in sets of vectors,
and characteristics of span and spanning sets might be the result of the ease of manipulation that these
representations offer to students and their inability to understand and relate the different representations of
the concepts introduced in class. The data collected from one-on-one interview transcripts shows that
some of the students were able to create connections, some times on their own, to graphical
representations of numerical and algebraic ideas introduced in class and that previous knowledge acquired
in classes attended prior to their first linear algebra course─ often with applications of the topics
introduced in matrix algebra classes─ may play an important role on students' reasoning and their ability
to move from one representation to another with some degree of understanding.
This chapter adds information to the research on the reasoning of first year linear algebra students
and provides documentation about the possible explanations for students' preference to use a particular
thinking mode and metonymies and metaphors as part of their understanding. The results of this research
will be examined and the chapter will close with a discussion of some of the limitations of this study as
well as future implications.

5.1 Discussion
In this section of the thesis, a comparison on the use of the different thinking modes ─
categorized by Sierpinska (2000) ─ and the metonymies and metaphors ─ as defined by Presmeg (1998)─
as expressed, in their respective one-on-one interviews, by students A21, B15, and C6 and reported in
chapter 4─ titled Results chapter─ of this thesis will be discussed in light of their exposure to computer
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modules, static graphical representations introduced by the instructor in their corresponding sections, and
previously acquired knowledge from a variety of courses dealing with similar concepts.
5.1.1 Student A21.
Going back to the data collected in chapter 4 on the classification of the categorized ideas used by
students in their corresponding one-on-one interviews, it can be said that student A21 utilized 37 types of
arguments which were divided into their corresponding thinking modes according to the background
information given by the student. There were 7 categories described as belonging to the SyntheticGeometric mode of thinking, 21 categories belonging to the Analytic-Arithmetic thinking mode, and 10
categories associated to the Analytic-Structural thinking mode, while two categories fell into multiple
modes of thinking.
Going back to the summary done on the information contained in table 4.2 and taking into
consideration those categories that had the highest frequency (mentioned by student 8 times or more
during the interview) we find that the synthetic-geometric thinking mode had a frequency of 121, the
analytic-arithmetic mode had a frequency of 321, and the analytic- structural mode had a frequency of 89.
There were a total of 570 arguments used by this student during his interview. From this information, we
can obtain an idea─ from a percentage-wise point of view─ of the use of each thinking mode as observed
in student A21. The synthetic-geometric mode was present 21.23% of the time, the analytic-arithmetic
mode 56.32% of the time, and the analytic-structural mode 15.61% of the time.
Taking this information into consideration, Student A21 appears to use dominantly the AnalyticArithmetic mode in his reasoning. However, the frequencies corresponding to the Synthetic-Geometric
and the Analytic-Structural thinking modes indicate that this particular student attempted to implement all
three modes interchangeably throughout the interview.
There were some occasions when student A21 was using the three modes of thinking by linking
ideas in each one of them as part of his/her reasoning as the following excerpt indicates:
I1: Uh, let's see, the question says given that the vector equation has infinitely many solutions determine
the vectors u, v, w are on the same plane. So it says u, v, w are the vectors.
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SA21: Okay, so x, y, z are the unknowns, okay… it has infinitely many solutions then that means that so
I'm guessing that somehow these are, these are the unknowns they're ex… one of them is at least the ze…
so if we were to have the term matrix we should have something like this… (student writes the matrix

1 0 0
0 1 0 ) and something… somehow…


0 0 0
I1: Okay, okay…
SA21: That's what I'm thinking, so…if they are on the same plane, this is in R³?
I1: Oh, it's asking whether they are on the same plane…
SA21: so they are… I'm guessing this is R³…
This is part of the student's answer for question 7 (Given that the vector equation xu+yv+zw=0
has infinitely many solutions. Determine if the vectors u, v, w are on the same plane. Explain your
answer). Here, immediately after being introduced to the question, student A21 links x, y, and z with
"unknowns" that are multiplying the given vectors u, v, and w. Then he/she goes to the next information
given and after trying to determine what to do next, he/she states that

since the vector equation

1 0 0
(xu+yv+zw=0) has infinitely many solutions, then he/she should get a matrix of the form 0 1 0 .


0 0 0
Here the students' mode of thinking is mainly Analytic-Structural─ by using an argument involving
infinitely many solutions for the vector equation─ although it can be said to be combined with Analytic
Arithmetic; this is true because he/she is focusing on the vector equation xu+yv+zw=0 and is trying to do
something to it in order to justify his/her next step. Then, student A21 moves to the matrix form

1 0 0
0 1 0 and although he/she doesn't actually carry out Gauss-Jordan elimination to get the Row

0 0 0
Reduced Echelon form of the matrix, he/she seems to imply that this process would yield the given
matrix. Now, after giving that argument he/she moves on to a dimensional one in which he/she takes into
consideration the fact that the vectors would be in R³ (although it is not specified by the information given
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in the question) thus moving to an Analytic-Structural mode since he/she is linking the arguments of

1 0 0
infinitely many solutions, the matrix 0 1 0 , and the dimension where u, v, and w are located in


0 0 0
order to justify the idea that the vectors are in fact on the same plane. Here, the student is using a
metonymic structure in which he/she is taking the argument of infinitely many solutions in place of the

1 0 0
matrix 0 1 0 ; this is just one of the instances in which student A21 tries to move from an abstract


0 0 0
set of ideas (infinitely many solutions) to a more arithmetic setting in which he/she can manipulate the
information in the form of a matrix. Throughout the interview, there is an intrinsic need for numerical and
algebraic representations shown by this student and an effort to move to these instances where he/she
seems to have more practice and familiarity with the concepts.
There are passages in which this student seems to get confused about the meaning of this
particular question, since he/she seems to think that the information from the question is already telling
that the vectors are on the same plane when in fact that is definitely what should be determined from the
given information.
Looking at the information obtained from student A21's use of metonymies and metaphors as part
of his/her reasoning, it can be said that a high percentage of the metonymies employed by this student
dealt with his/her reasoning of linear independence (as expected since interview questions were
addressing this particular topic). There are 18 different metonymies that are taken by the student to
represent linear independence or dependence in a set of vectors, which focus mainly on the numerical and
algebraic aspects of matrices─ identity matrix and zero rows─, the vector equation─ trivial and nontrivial solution to a1u1+a2u2+…+anun=0 iff a1=a2=…=an=0─ , and explicit linear combinations of
vectors.
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It is evident that student A21 is trying to link the different characteristics of linear independence
he/she associates with linear independent or dependent sets of vectors in an obvious attempt to develop a
chain of ideas together with a concrete meaning of each one with respect to its relevance and relationship
with the property of linear independence in a set of vectors.
The level of exposure to technology that student A21 had during his/her enrollment in the
corresponding section of the matrix algebra course can be easily determined by his/her own description of
his/her interaction as expressed during the interview and the answers given to homework number 3 as
reported previously in section 4.3─ Technology Exposure. The following excerpt taken from the student's
interview can help to infer his/her level of comfort and willingness to use the modules as required for
assignment purposes:
I1: … what do you think about the modules?
SA21: I like, uh... I think they are interesting, but the only thing is some of the... like, I didn't understand
some of the instructions, like it takes a while you really have to, to really understand like. I didn't
understand the, like when you did the collection like you said oh, put, I think it was a, a b to put 2 and
then c, i and then I would do it and I would say hey what I was looking at... I would have... that's the only
thing, well, what am I looking at? And now that you really are expressing I go well this is the plane, I go
oh, okay and it clicked and I'm like duh... you know like idiot, you know...
I1: Oh, I see...
SA21: You know, but I like it... and it gives... I'm a visual learner, I have to... I have to see stuff and it
really does help...
I1: Yeah, it does?
SA21: I think so... and then it, well I like that, that you giv... the examp... I like that you [Instructor of the
course] give us examples, you say find this show that that's why but my favorite part is when you say just
do whatever, like you find something, it allows me to play and I don't know other students, they probably
don't want to, they feel time restricted but I find it is interesting 'cause you... to see what, how you can just
mess around things...
I1: So, you're liking the fact that I give room for experimenting or playing with it, creativity on playing
with that. And also you said, even though at the time of module you may not be aware of what you're
looking at but one, once I start talking about it in class...
SA21: yeah, in class...
I1: you do recall what you did before...
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SA21: yeah, like fresh... and even the first one, like I was like what is, what is this? Like, and then you
said I think you were supposed to more like the r this way and like, well ok, you know I said but what's the
point? And it was wri... the day before we were going to turn it in I said oh, it's so interesting that that
point stays there and this thing was just moving so was like, it's the point of intersection that's where they
have in common, and I think that's when you highlighted... and I... I was thinking that, but you really like
okay there it is, like you know...
This seems to indicate that there is a high level of interaction of student A21 with the available
computer modules and that part of the reasoning used during his/her interview questions may actually
originate from that interaction. As a matter of fact, there are instances during the interview in which this
student tries to make sense of the given problem by comparing his/her arguments to ideas inherent to
those in the modules. The following excerpt from student's answer to question three ─ Given the set {u1,
u2, u3, u4}where the vectors u1, u2, u3 are on the same plane and u4 is not. Determine if the set {u1, u2,
u3, u4}is linearly independent ─ is a clear indication of that:
SA21: I have u1, u2, u3, and u4 we said that these are on the same plane.
I1: Okay…
SA21: So… this one is not… this one, should I just write that in here… let’s see. I’m thinking from the
module it’s gonna look like, if we were to have it, if we had like these dots it’s gonna be a couple of
them… and suppose this is the origin ‘cause vectors go through the origin. I wanna say we have
something like this…
I1: And those are… which ones?
SA21: These are u1, u2, u3 because they are on the same plane
I1: Okay…
SA21: And since they are on the same plane, it’s just one thing like this… now I’m thinking this u4 is not
on the same plane, so… if I was to…
I1: You’re right…
SA21: if I was to have… so I have these that are… suppose this table is the plane, I have something like
this… (student takes three pens and puts them on the table, all joined just on the top and another one
sticking up from the table and joint to the others on one side. Each pen/pencil represents a vector from the
given set).
I1: Okay… okay
SA21: So… and it says determine if the set is a linearly independent set. I wonder, since these 3 are on the
same plane, I… I envision that maybe we can somehow make this one come to this one (student points at
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two of the pens on the table) and somehow I can multiply this one to make this one (student points at two
different pens)… I mean, add a scalar and add it to this one with another scalar somehow…
I1: Get that one?
SA21: Get this one…And I’m thinking if I can do that, well that means that well this would be dependent.

A snapshot of this particular module─ in which linear combination of vectors are represented in
the form of "dots" that form a plane is shown in figure 5.1:

Figure 5.1. Snapshot from Vector Spaces modules using Collection of Linear Combinations section

References to the output obtained in the Vector Spaces module continued to appear in student
A21's arguments for question 3:
I1: Yeah, u3, u4 and u1, u3 are on the same plane, and u4 is not. Can we determine what kind of set we
have in terms of linearly independence or dependence of the set?
SA21: Let’s see… what, what I think is jumping at me is, this one is up here, just because we can express
these as a combination does not mean that we can get this one…(student is talking about the vector u4
that is sticking out of the table/plane) ‘cause this is in a different location, so maybe it is, and I would say
linearly independent because we cannot…
I1: Did you say independent or dependent?
SA21: I wanna say independent.
I1: Ok, because…?
SA21: Because I can’t, I can’t, I don’t think I can form, uh… I can do some like state a scalar, like
multiply this one times a scalar add it to this one to get it to go up like this…just ‘cause these are on the
same plane I want to think that they are gonna stay… when we look at the collection they’re all just…
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since they are on a plane, they are just gonna form like this, or somehow, other spots on these dots… but I
don’t think they’ll jump up to the next… like another dimension?… (student is moving the pencils/vectors
on the table/plane to imply that linear combinations will stay on the same plane).
In this particular excerpt he/she is linking the idea of linear combinations to the 'dots' shown in
figure 5.1:
SA21: So I would say… so, so these are those, those… like the linear combin… like the dots and so, this is
let’s say another dot, so when I add them, this one is gonna give me…
I1: Oh, I see…
SA21: Like some other comb… combination of these two (student explains the linear combination idea
with the pencils on the table by moving two of the pencils/vectors on the table/plane to the same point
such that they become a new vector).
However, even though the student seems to be getting a visual understanding of the linear
combination idea through its comparison with the graphical representations as shown in the Vector spaces
module, there are times when the graphical representations provided by the module and the instructor
during class are not enough and he/she expresses a need for a numerical or algebraic example for further
understanding:
SA21: And, I want to say that somehow I can be able to express, express them as each other, but I’m not
so sure without actual numbers.
I1: Oh, okay… so, you… are you feeling like you need the numbers to be able to…
SA21: Yeah, I need, I would need some kind of numbers.
I1: To be able to… know what exactly is going on here?
SA21: Yeah…
I1: Are you sure about linear dependence when they look like this or you’re not sure and you’re trying
to…?
SA21: I’m like 50-50. I don’t know…

The interaction of student A21 with the Vector Spaces module as suggested by homework 3
reported in section 4.3 indicates that this student did spend quite some time learning the functionality of
the module and examining the outputs obtained from it in an obvious attempt to relate the information to
the concepts seen in class.
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From the observations section included in this thesis─ section 3.2 Modular and Non-modular
section characteristics─ which reported the structure of the sections attended by the students during the
semester this research took place, it can be said that the instructor did emphasize the relationship between
the graphical representations observed in the modules and their corresponding theoretical structures
covered in class.
Having looked at this students' reasoning in light of his/her interaction to computer modules, it
can be said that although he/she seems to have a tendency to use all three thinking modes ─ AnalyticArithmetic, Analytic-Structural, and Synthetic-Geometric─ there is definitely a higher degree of
dependency on the numerical and algebraic aspects of matrices and vector equations involved in this
student's reasoning. Furthermore, although the connections between arithmetic and geometric
representations are being made by the student to some extent, there is still confusion on his part in trying
to understand graphical outputs beyond the images generated by the available computer modules.
5.1.2 Student B15.
Looking back at the information on modes of thinking for this student, as reported in section
4.2.1, it can be said that student B15 utilized 38 types of arguments which were divided into their
corresponding thinking modes according to the specific use given by the student. There were 12
categories described as belonging to the Synthetic-Geometric mode of thinking, 15 categories belonging
to the Analytic-Arithmetic thinking mode, and 11 categories associated to the Analytic-Structural
thinking mode, while the category for dimensions fell into two thinking modes─ Synthetic-Geometric and
Analytic-Structural.
Taking into consideration only those categories that registered the highest frequency as taken
from table 4.4, we find that the synthetic-geometric thinking mode had a frequency of 85, the analyticarithmetic mode had a frequency of 166, and the analytic-structural mode had a frequency of 38. There
were a total of 351 arguments used by this student during his interview. Therefore, we can figure the
percentage of use of each thinking mode as observed in student B15. The Synthetic-Geometric mode was
present 24.22% of the time, the Analytic-Arithmetic mode 47.29% of the time, and the Analytic-
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Structural mode 10.83% of the time. Hence, student B15 shows a dominance on the use of the AnalyticArithmetic mode in his reasoning. However, the use of the Synthetic-Geometric thinking mode as
reflected by its percentage of use and some of the metaphors expressed by this student─ vectors
represented by pens and pencils, origin of a three dimensional space represented by the corner of a room,
a plane represented by the desk, and 'flatland' ideas─, indicate that he/she in fact tried to make the
necessary connections between the different representations in order to obtain a better understanding.
An important example on the graphical representations in the form of metaphors used by this
student can be seen in the following interview excerpt:
I1: In… it’s okay, if you’re not thinking in terms of R4, then you’re not, there’s nothing…Ok, uh… so
when you have a set like this (interviewer gives student the set of vectors
{[1;2;3;4],[0;1;1;1],[2;3;1;0],[0;1;1;1]}) you’re saying for you to be able to determine you go to…
SB15: Well, okay… I lied… there’s something that I do think of. But it’s different, uh…
I1: What do you think?
SB15: Uh… ok… it’s gonna sound weird…
I1: No, no… nothing is weird. Remember I’m here to learn those perspectives…
SB15: Okay… imagine, okay… like right now we are in R³, right? You see me, I see you, and everything.
But… imag... okay, wait… uh… I guess the way I would think of it is let’s just call this flatland right here,
and it’s from… I read a… I read something where it said, okay, imagine we’re trying to pass a 3
dimensional shape into space, what would it look like?
I1: Ooh…
SB15: So, I’m trying to pass this pencil through here. The first thing, let’s say, it’s a perfect tip, it would
be a little dot…
I1: Okay…
SB15: Then, as I go it would start getting hexagonal, so you’re just getting the slices of this. So you’re
getting 2 dimensional objects out of something 3 dimensional. Now, in R4, I think of like… let’s say, I
don’t know bubble gum or something, or like a sphere but in that sphere on the inside it’s like a very thin
sphere… where it’s hollow on the inside and on the outside I mean there’s space. But in that little thin
layer is 3 dimensional space. The fourth dimension is either is like on the outside doing the same… that’s
about it.
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There is an instance during the interview in which the student provides several graphical
representations of the appropriate numerical and algebraic expressions including the graphical
representation behind the concept of span of an independent set of vectors:
I1: Okay, one last one. Related to this, uhm… okay…that won't do it… {maybe if I change that}… I'm not

1  2 1 


thinking well today… how about this one [interviewer gives set  2,  4, 1  to student]
    
3 6 1 
      
SB15: Okay… I would say it's dependent
I1: because?

1 
SB15: Because I can multiply this one [student refers to vector 2 ] by 2 to get that vector [ student
 
3
 2
refers to vector 4 ]
 
6
I1: Oh, I see…Uhm… it's not easy to come up with…how about this one? (interviewer gives student the

1 2 3


set 2, 4, 6  )
   
3 6 9
     
SB15: That'd be a line, wouldn't it? Wouldn't it be a line?
I1: How did you figure it out?
SB15: because you multiply…okay, so… say it's over here… and then you're multiplying this by 2 to get
this one over here, and then you're multiplying this one by 3 to get this one over here, so… it's a line…
(student draws a vector in an xyz-axis; then by making it twice and three times longer he draws the
second and third vectors which also belong to the same line)
I1: Ah, okay…okay…
SB15: Right?
I1: Well, if you say so… yeah, it looks like it so… is this set linearly independent or dependent?
SB15: no… dependent…
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1  2 1 


I1: Dependent… what is this one? [interviewer is referring to the previous set of vectors  2,  4, 1  ]
    
3 6 1 
      
SB15: dependent…
I1: Is it a line or what is it…? What do you think…?
SB15: these would lie on a… these two would lie on a line [student is referring to vectors one and two
from the set] these are the same line, one is twice as big as the other. And then this one is just… it's a
different vector.
I1: OK… Meaning…? what would it make?
SB15: it would make…
I1: OK… Earlier you said this spans… This one spans that space the R³ what do you mean by span?
SB15: OK if I have… alright… In this room if I have like let's say a vector coming up on that wall, a
vector coming u… to the bottom of this wall, and that wall. Any point that I touch going back to that
corner can be made a vector. Now, can I get this vector by having combinations of these? Yes… and I
would uh… I just need fractions of those vectors to come up with any point over here.
I1: Okay…
SB15: does that make sense?
I1: Is that what you mean by span?
SB15: yes…
I1: Okay, so…
SB15: But… but I mean this is the space much is to plot 3 dimensional space so I can have a point…
I1: Anywhere in the space?
SB15: Yeah…I could have…office you just have to make everything … so I’m going negative…
I1: Oh… I see…I see.. has your teacher discuss this in class?
SB15: Discuss the spans?
I1: Yeah, all these ideas, like the planes, the things that you have shared so far with me… even the idea of
3 space and the point there being able to be like that…
SB15: Maybe not that… I mean, he discusses…
I1: Remember this is… this is not gonna go out…
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SB15: I see…
I1: I’m just wondering where you picked those up. These perspective…
SB15: The span… when he/she said span like it’ll… it’ll mean… it spans all R³, I… he/she didn’t like
formally say, ok… you know… he/she just… (s)he’s more of like a… a book theory., (s)he loves proofs
things like that. But, I don’t know, I physically wanted to see something which is, I mean… what’s what I
like a little bit of the program that we’re using but I, like, if I had like a 3D physical model I mean I’d
understand you know, physics or math a lot better.

These examples indicate the student's ability to move from one mode of thinking to the other and
his/her inherent quest for understanding.
Taking into consideration the information obtained for student B15 as reported on table 4.8─
Metonymies and Metaphors displayed by student B15─ , it can be said that, just like with student A21, a
high percentage of the metonymies employed by this student were used to represent linear independence.
For this particular student, there were 36 different metonymies that were taken by the student to
represent linear independence or dependence in a set of vectors. These cognitive structures focused
mainly on visual representations of the vectors in a given set─ e.g. three vectors lying on the same plane
would be linked to a linearly dependent set of vectors which was used on nine occasions─, algebraic

 v1 
 u1 
 p1 




expressions like the vector equation ─ α v2 + β u2 + γ  p2  = 0 ─ and their corresponding solutions
 
 
 
v3 
u3 
 p3 
(which was also identified nine times), and the relationship between linear combinations of vectors
(explicit or implicit) and their corresponding condition of linear dependence or independence for the set
(this one was used eight times throughout the interview questions).
An example on the use of the vector equation and its matrix representation can be evaluated in
this passage of the interview:
SB15:

Okay…

Uh

uhm…

see…

it's

called

that

p

[student

writes

the

 v1 
 u1 
 p1 




statement α v2 + β u2 + γ  p2  = 0 ] ... so you start off by this and in order for it to be linearly
 
 
 
v3 
u3 
 p3 
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independent these coefficients (student points at the values for α, β, and γ in the previous statement) must
be zero in order to obtain the zero vector…
I1: Okay…

 v1
SB15: So… put these in a… [student starts writing the matrix v2

v3

u1
u2
u3

p1 
p2  ] and you reduce this and the
p3 

coefficient here is alpha, beta, and gamma… [student writes α on top of the first column of the matrix; β
on top of the second column; and γ on top of the third column]… and you reduce it, you check to see if it's

1 0 0
linearly independent. If it is it would reduce in this format… [student writes statement 0 1 0 ] which


0 0 1
tells you that… I'm sorry… alpha equals 0, in this case because it's understood that over here they're all

 v1
zeroes [student goes back to the matrix v2

v3

u1
u2
u3

p1 
p2  and adds a fourth column
p3 

 v1 u1

v2 u2
v3 u3

p1 0

p2 0 ]
p3 0

I1: Okay…
SB15: Beta equals zero in this case and this one (student refers to γ) becomes equal 0.
[student writes the statements α=0, β=0 and γ=0]
I1: So how did you… how do you think that having this solution implies these vectors are linearly
independent? [interviewer points at the statement α=0, β=0 and γ=0 and the identity matrix in relationship

 v1 
 u1 
 p1 
with the statement α v2  + β u 2  + γ  p2  = 0 ].
 
 
 
v3 
u3 
 p3 

It is evident that student B15 is trying to link the different representations of the elements and the
characteristics associated to linearly dependent and independent sets of vectors in an attempt to develop a
concrete meaning of each one with respect to its relevance.
The level of exposure to technology that student B15 had throughout the semester according to
his/her corresponding section's characteristics can be determined by looking at his/her own description as
expressed during the interview.

123

The following passage taken from the transcription of the interview for this student helps in
determining his/her level of comfort and willingness to use the modules as required for assignment
purposes and the possible effects (or lack thereof) that it could have had in his/her reasoning:
I1: How about the modules…?
SB15: Are you tal… uhm…?
I1: The homeworks that you guys have been having?
SB15: on the homeworks that we have, like we had one specially on linear ind… linear dependence in fact
and he/she drew a set of… he/she drew a set of pictures and… so it gives you a chance to spatially see,
ok… can I actually you know, this vector can I make it become this vector. Or say this has… this vector
has no component in the… in the y how am I ever gonna get the y. So it’ll allow you to see…
I1: Oh, I see…
SB15: Something like that…
I1: Is possible that all these ideas the experimentation you did with those modules may help, or…?
SB15: The.. okay, the one on… the online vectors?
I1: Uh uhm…
SB15: No
I1: No?
SB15: Because, I mean that one was a little more confusing to operate to be honest with you and it was
very small like the…
I1: Ooh…
SB15: The modules were very small and…
I1: You weren’t able to expand them?
SB15: I didn’t know how, and the thing is like it became like really small and the axes were like in very
different… well positioned differently, so…it made… more difficult to what I was used to seeing
I1: Okay…
SB15: I was used to seeing these axes just right there, this axis is right here and the thing that I was
telling you that I wish I had was I mean, even a computer model. I wish I could actually like zoom in and
turn it around to see. You know what I mean? Like play with it. Like… like a CAD model…
I1: So, on those modules you weren’t able to zoom in and turn, turn them around?
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SB15: I couldn’t, I mean…
I1: You couldn’t?
SB15: I couldn’t even use the thing… because it was weird typing them in. and then I kept getting errors.

From the information given by student B15 as illustrated by the passage above, it can be said that
the level of exposure that this student had with the available computer modules was very limited and they
were not used to their full extent by the student. Although there is a segment where the student states that
the modules were fine to use but it was not possible to zoom in or move the graphs to visualize the
graphical representations better, it is important to say that there were instructions on the main page for the
module Vector Spaces provided in order to zoom in and rotate the objects created by the module (zoom
in─ shift + left click; rotation─ left click + move) which seem to have been ignored by the student . This
clearly indicates the student's lack of manipulation and practice on the module.
Additional information from section 4.3─ Technology exposure─ suggests that in fact the
interaction of this student with computer modules existed but was limited due to his/her inability to learn
the functionality of the computer modules available and their capabilities. This student also stated the fact
that the questions included in homework assignments were confusing and hard to understand and their
motive was not as implicit as it should have been (student had a hard time figuring out the relationship
between the different stages of the assignments and their purpose in constructing new knowledge).
From the comments expressed by the student during interview time it is evident that this student
had previous experiences with applied matrix algebra concepts during other courses (mainly engineering
and physics courses). This experience with the manipulation of vectors, their graphical representations,
and their application in his/her main discipline may have been a very useful background in his/her
understanding of this course's material and an important aspect of the new concept formation for this
matrix algebra course. The type of background information on matrix algebra concepts that this student
had in other courses can be inferred in this particular segment of the interview:
I1: Dependent… okay, uh… before we go to the next one, uh… if your teacher did not mention at all the
geometry perspective, some of the things that he/she mentioned in class, or any of the modules regardless
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of how much helpful they were, do you think you would have the perspectives you have, all these
geometrical perspectives that you are using?
SB15: with the… space?
I1: Uh uhm…
SB15: uh…
I1: Say that he/she just strictly did…
SB15: math..?
I1: …theory and definitions and numerical examples but no module mentioned or he/she didn’t mention
any of these
SB15: Alright…
I1: descrip… Geometry descriptions…
SB15: … my… my sense of vectors comes from a different class where I was like… that’s what a vector…
I mean, I guess I really wasn’t… when I took physics, I mean we did two spaces and we added this to this
I was like okay… but it bec…
I1: So what…? Uh uhm… yeah? Is that what you said?
SB15: pretty much I was like okay… but when we were… when we were doing statics and mechanics
materials, the first section was vectors, and I remember doing the homework and it took me hours to do
it… hours and it would take… it was long…
I1: It was on vectors?
SB15: But there were… and in fact the very first week for lab I showed up to the wrong class because it
was held at the same time and there were two different professors teaching it and I showed up to the
wrong class… and his name is Dr. ─. He… he was… he was talking about vectors and… he got me to
understand vectors.
I1: What was he doing?
SB15: That’s… well…
I1: Was he doing it geometrically or…? What was he doing? Describing them?
SB15: He was just speaking about it… what he... what he did finally was, he uh… he sat… he sat with us
and he was saying, look, he drew up the axis and, and you know okay we have a point here, point here,
component here and… finally, I don’t know, I guess I had some epiphany of vectors which was you know,
everything that anyone could ever told me was… okay… there you go… but now have… being linearly
independent did… or being linearly dependent, didn’t make sense until they said okay… is one a linear
combination of the other that’s what it means… okay… now it makes sense…
I1: Ooh, I see… so…
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SB15: that makes sense?
I1: …so your… your original understanding is coming from some classes and this particular session
where the instructor sat down and talked about components and vectors and what it meant? Yeah?
SB15: yeah…
I1: So you were able to take that and tie it to this class… if say that uh… your teacher in this particular
class did not even mention perspectives, do you think you could take that again and start thinking
geometrically?
SB15: Uh… yeah. Well, just based on what he/she… based on my… before experience with vectors?
I1: Uh uhm…
SB15: Yes…
I1: Yes you would… okay…
SB15: yeah… but I mean he/she likes us to use the modules but since I didn’t know how to use the
modules on the vectors, I mean I had a point to go by…

From this information, it can be said that although this course represented the student's first
formal linear algebra course where the theory of the vector spaces was introduced, the knowledge
acquired in applied courses involving its practical uses played a significant role in this student's reasoning
and concept formation.
Having looked at the student's elements of reasoning and their possible origin from different
perspectives, it can be said that although he/she does utilize the three thinking modes as categorized by
Sierpinska (2000), student B15 does have a tendency to use numerical and algebraic aspects of matrices
and vector equation in a higher degree. However, the student's linkage between the different
representations of vectors and linear combinations and the structural meaning of linear independence,
span, and singularity do seem to be understood in a deep nature by making necessary connections among
the concepts and their representations.
There are important aspects of the student's own capacity to understand and relate the different
concepts introduced in class by the instructor and making constructivist connections with previously
learned material. At the end it can be said that the perspectives present in this particular student were due
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to various important factors such as the familiarity with some of the most essential topics of the matrix
algebra course, a previously acquired understanding of the visual aspects of vectors and their
combinations in two and three dimensional spaces, and a sense of ownership developed during class in
which student tried to learn, on his/her own, more aspects inherent to the topics at hand.
Although in this particular student it seems like modules did not play an important role of the
student's visualization process, it is important to remark that his/her previous interaction with graphical
representations of the material did act as a determining factor in his/her ability to move from one kind of
representation to the other with certain ease.
5.1.3 Student C6.
Going back to the data collected in chapter 4 on the classification of the categorized ideas it can
be said that student C6 used 51 types of arguments which were divided into their corresponding thinking
modes. There were 15 categories whose description was similar to the Synthetic-Geometric mode of
thinking, 24 categories were associated to the Analytic-Arithmetic thinking mode, and 13 categories were
associated to the Analytic-Structural thinking mode; There were two categories─ VSP and NORM─ that
fell into the synthetic Geometric and Analytic-Structural modes of thinking and one category─ D─ that
fell into the three thinking modes─ in this particular case, student C6 was using dimension arguments
with geometrical, numerical, and algebraic terminology that related to the characteristics of the three
different thinking modes.
Looking at the information contained in table 4.6─ Frequency of used categories for student C6─
and taking into consideration the categories that had the highest frequency (categories mentioned by the
student eight times or more during the interview) it was determined that the Synthetic-Geometric thinking
mode had a frequency of 93, the Analytic-Arithmetic mode had a frequency of 376, and the AnalyticStructural mode had a frequency of 76. There were a total of 661 arguments used by this student during
this interview. From this information, we can obtain an idea─ from a percentage-wise point of view─ on
the use of each thinking mode as observed in student C6. The synthetic-geometric mode was present
14.07% of the time, the analytic-arithmetic mode 56.88% of the time, and the analytic-structural mode
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11.5% of the time. From this information, student C6 appears to use dominantly the Analytic-Arithmetic
mode in his reasoning. However, there were instances during the interview where this student seemed to
focus his/her understanding solely on analytic-structural elements.
There were 40 different structures that were taken by the student to represent linear
independence or dependence in a set of vectors, which focus mainly on the numerical and algebraic
aspects of matrices─ identity matrix and zero rows used five times─, the vector equation─ trivial and
non-trivial solution to a1u1 + a2u2 + ... + anun = 0 used twice─, implicit or explicit linear combinations of
vectors─ used 19 times. There were also instances were the student took graphical aspects of the sets of
vectors in order to determine their linear independence or dependence; student C6 used five times an
argument identifying the number of vectors from the set that were lying on the same plane (e.g. three
vectors lying on the same plane would produce a linearly dependent set of vectors).
The level of exposure to technology that student C6 had during his/her enrollment in the
corresponding section of the matrix algebra course reduces to the ideas introduced by the instructor
during class. However, looking at the information provided by the student during the interview, it can be
determined that there was a constructivist approach in which the student went beyond the ideas covered in
class by the instructor and made his/her own interpretations of graphical and structural ideas by
developing new ideas and coming up with their corresponding graphical representations in three
dimensional space. The following excerpt is an indication of this particular learning tendency as
expressed by the student:
SC6: Right, uh… with these two, because these three vectors, this one, this one, (student points at the two
vectors lying on the plane) and this one (student points at one of the vectors pointing up) are not coplanar, and these two have no z component (student points at the vectors lying on the plane), then I can
take the z component in this one (the other vector pointing upward) which is the same as the z component
on this one (the first vector pointing upward) and the x components in the three of them, and the y
components of three of them…
I: I see…
SC6: … and multiply them to get, to get that vector…
I: I see… Have you seen, uh, this perspective in class, where did you see it?
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SC6: uhm…
I: …did Dr. ─ cover anything like this in linear independence?
SC6: [he/she] did, but, uh, he/she did it in two dimensions and then I just expanded it to three dimensions.
I: oh, I see… so, he/she did describe what you…?
SC6: in two dimensions, yeah…
I: …in two dimensions?
SC6: in two dimensions because [he/she] said no matter what, two vectors that I have in two dimensions,
they can only create another vector that's on the same plane.
I: oh, ok…
SC6: if they're on the same plane, they can only create another vector on the same plane.
I: oh, ok… ok… but you took it and expand it into…
SC6: …expand it into three dimensions.
I: So, what would the three make?
SC6: These…?
I: What would they create? [interviewer places three pencils to represent three vectors, two lying on the
plane with a 90 degree angle between them and another one sticking up from the plane]
SC6: that, those three are linearly independent…
I: so, what would they create?
SC6: uh…
I: you said, they can only create a plane, you said, right? For the two…
SC6: these two can only create another vector on the same plane…

Having looked at this student's elements of reasoning, it can be said that although he/she seems to
have a tendency to use all three thinking modes ─ Analytic-Arithmetic, Analytic-Structural, and
Synthetic-Geometric─ there is definitely a dependency on the numerical and algebraic aspects of matrices
and vector equations in a higher percent. However, the student's ability to link the different
representations and linear combinations of vectors in a set and some other abstract concepts─ span and
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singularity─ while determining linear independence or dependence of a set of vectors show that there is a
deep understanding of the material learned in class that goes beyond the numerical and algebraic stage
associated with the Analytic-Arithmetic thinking mode. There are important aspects of the student's own
capacity to understand and relate the different concepts introduced in class by the instructor and making
constructivist connections with previously learned material.
In the case of this student, there is a passage included during the interview in which he/she stated
to have knowledge previously acquired in applied courses related to his/her major that had similar
structure to the topics learned in matrix algebra:
SC6: I could get to that point like a vector from the origin to there, I can express it as a combination of
those three…
I: those three… and do you… you're thinking it in the case of, these two are having x and y coordinate
and this gives the z coordinate?
SC6: that gives the z coordinate…
I: …to it, and then you use them…
SC6: yeah…
I: is that how Dr. --- explained it, in terms…
SC6: no, he/she didn't…
I: …of coordinates?
SC6: …[he/she] didn't explain it in terms of coordinates. [He/she] just said you can do it and that it's in
different linear algebra classes and [he/she] is not going to go very in depth…
I: in depth… but how did you pick up the component thing?
SC6: because if you wanna get there, you have to… you are going to just take them, and whenever you,
you deal with vectors you always have to break them into components. You can't add them when they're in
terms of their length and their angle you have to break them into components in order to get to where you
wanna go…
I: ok…
SC6: so, so I… if they're in polar form you have to convert them… adding or subtracting, you have to
convert to rectangular form and then once you're finish you can go back to polar form… and then with
multiplication and division, it's easier in polar… in polar form but you can still do it in rectangular
form…
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I: where did you learn about the polar form?
SC6: uh… my electrical engineering class…
I: so, you… you've seen some of these in electrical engineering?
SC6: uh uhm… with vectors…
I: with vectors?
SC6: …in my circuits class, we're going from pha… like phasor diagrams of, of sort current… sort
sources that vary with time you take out the part that varies with time and deal with the vectors and then
change back…
I: so, you go to vectors representing these components…
SC6: yeah, you work with like a phasor, the phasor domain of the circuit, you figure out anything that you
need with the circuit and then you go back…because with… if you didn't, the differential equations would
involve sine and cosine and possibly second order differential equations sine and cosine which are pretty
difficult to solve
I: oh, I see…
SC6: …analytically…
I: can you give me, this is not related but I'm just curious, can you give me an example of electrical
circuits where you have vectors representing things?
SC6: when you have a uh… easy and alternating current or alternating voltage source, you can take that
and what you do is you take the a… the amplitude of your, of your voltage or current source and then you
take the angle that it's out of phase if it's a cos… that, if it's… oh, you can only do this for cosine,
converting it to a phasor… so if it's a sine, you subtract 90 degrees to make it into a cosine…
I: ok…
SC6: so you take the amplitude and you multiply it by the angle that it is out of phase with, and that would
give you your phasor
I: which is a vector representing it…
SC6: which is a vector…
This says that although this course represented the student's first formal linear algebra course
where the theory of the vector spaces was introduced, the knowledge acquired in applied courses
involving its practical uses played a significant role in this student's reasoning and concept formation.
It can be concluded that the perspectives present in this particular student were the result of a
mixture of elements such as prior knowledge of essential topics of the matrix algebra course, a previously
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acquired understanding of the visual aspects of vectors and their combinations in two and three
dimensional spaces, and a learning environment in which the student developed knowledge on his/her
own.
5.1.4 Comparison.
In light of the main characteristics of the three class sections as previously reported in the class
observations included in section 3.2 of this thesis ─Modular and Non-modular Section Characteristics─ it
can be said that the level of exposure of students enrolled in sections B and C to geometrical
representations of the concepts covered by the instructor was lower with respect to section A, where
students' interaction with computer modules during their class was evident, with instructor using the
modules to connect the different representations of the topics being covered.
There are some aspects on the reasoning of these three students that appear to have many
similarities: the three of them were working mainly with Analytic-Arithmetic arguments involved in their
reasoning; there was a high frequency on the use of metonymic structures dealing with the different
characteristics of linearly independent sets of vectors; and, at times, there was an inherent need expressed
by each student to move to numerical and algebraic representations in order to provide further arguments.
It is evident that students tried to link the different characteristics associated to linear independence in sets
of vectors in an obvious attempt to relate ideas together with a concrete meaning of each one with respect
to its relevance and relationship with the property of linear independence.
There were definitely marked differences in each student's ability to construct new understanding
from the information provided during lectures in their respective sections; however the most important
factor involved in the differences of the reasoning of these three students seems to be the familiarity that
students B15 and C6 had with matrix algebra concepts obtained from previously attended engineering and
physics classes in which similar concepts were introduced.
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5.2 Factors Affecting Results
There are some factors that may have influenced the results reported in this thesis. With respect to
the influence of the computer modules used by students on their reasoning and creation of cognitive
constructs it can be said that the modules' functionality depends on a certain degree of familiarity with the
proper syntax─ particularly in Mathematica─ and a concrete idea of what each of the images is
representing. Going back to student B15's comments about the technology use in this particular section
(section B), it is evident that this student was not able to understand the options available for use in the
Vector Space module, in which students had the chance of looking at the graphical representations of
concepts such as vectors, linear combinations, linear dependence and independence, span, and spanning
set. As a result, this may have caused incorrect output (errors given by the system) and an inability to
zoom (in and out) and /or rotate the graphical representations which definitely did lessen the benefits that
students could obtain from the use of the modules. This can be improved with the development of better
instruction manuals for the different elements of the available computer modules.
An additional factor to consider is the structure of homework assignments. The wording of some
of the questions included at the end of each assignment (the questions that include more number of
vectors and hence more information) may have caused confusion on the use of computer modules. Hence,
the development of easy to follow constructivist assignments that guide students through the appropriate
topics for a higher level of understanding of the material covered in class may lead to more favorable
results.

5.3 Research Limitations
There were some important limitations to this study that should be stated. The first and most
important one may be the fact that this research only followed the participants during one semester which
represented─ for a very high percentage of the students─ their first linear algebra course. The results
obtained from the analysis of these three students may have been different had they been enrolled in a
second year linear algebra course.
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With respect to the inter-rater agreement that was obtained in the categorization of students'
responses, it can be said that the high rate obtained among the raters for thinking modes' categorization
indicates that subjectivity should not be a concern in this particular part of the study. However, the interrater agreement rate obtained in the identification of metonymies and metaphors was lower which says
that in this particular case, subjectivity should be taken into consideration when analyzing the results.
Finally, the research is based on the responses given by three participants enrolled in their first
year linear algebra course. The students included in this research volunteered to be interviewed by the
author of this thesis and her advisor and were selected at random from the group of volunteers. There may
be a certain degree of bias involved since only a limited number of the students enrolled in each section of
the course volunteered for the interviews.

5.4 Implications
This research has future implications for research at the university level. A similar study can be
implemented with a better designed process in which students are exposed to the same technological and
educational elements on similar settings. If a similar research was to be conducted again, it could be
enhanced by allowing students to have outside help (tutors) in order to understand the functionality of the
computer modules available online and the relationship that exists between the topics covered in class and
the graphical representations available within the modules .
In this particular case, the cognitive constructs of three students were analyzed to provide insight
of the elements of reasoning involved in the learning of first-year linear algebra concepts at universitylevel. Although it was not the focus of the thesis, it was determined that many of those aspects depended
on the students' previously acquired knowledge, their background information, their previous interaction
with abstract mathematical ideas, and their inherent ability to understand and construct knowledge. The
analysis of students with similar backgrounds can help to understand better if the use of computer
modules as part of class and homework assignment provides significant improvement on students'
reasoning and understanding of linear algebra concepts.
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5.5 Final Remarks
The results and analysis reported in this thesis are part of an attempt to document the cognitive
structures developed and employed by students in their first year linear algebra course in their effort to
make sense of the abstract topics covered in class. This research does not reflect the concept formation of
all students enrolled in linear algebra courses at university level, but serves the purpose of documenting
the typical cognitive constructs developed by students at this level of education.
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Appendix A
Pre-Survey Administered at the Beginning of the Semester
Survey
Math3323—Matrix Algebra
Instructor: _______________________
Class: _________________________

Spring 2009
Date: ______________

The National Science Foundation (NSF) agency has granted funds to the Department of
Mathematics of the University of Texas at El Paso (UTEP) to conduct research to identify the kind of
problems and difficulties students face in learning Matrix Algebra concepts and to develop instructional
tools to address these issues.
This study will help researchers to better understand the effect of technological learning devices
on the learning of difficult math concepts. Our project is also interested in the effect of interventions on
the learning of matrix algebra concepts among groups with various backgrounds. For this purpose, we ask
your input- via this survey- to better represent the demographics of students who are taking a matrix
algebra course at UTEP.
Please respond to the survey questions to the best of your knowledge.
_____________________________________________________________________________________
1. Please circle your answer:
Gender:
Male
Female
2. Please circle your answer:
Ethnicity:
American
Asian
Other:________________
3. Please circle your answer:
Classification: Freshman

African-American
Native- American

Sophomore

Hispanic

Junior

Senior

4. Your Major: ________________________
5. Please provide your overall GPA at the start of the semester: __________
6. To the best of your knowledge, please list the College Mathematics courses you have taken
before attending this class and the grade you earned in each course. ____________________
___________________________________________________________________________
___________________________________________________________________________
___________________________________________________________________________
7. How many courses were you enrolled in at the start of the semester? ____________________
8. Did you drop any courses this semester? (Circle your answer) Yes No
If yes, how many courses did you drop? _______________________________________
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9. Have you had a job this semester? (Circle your answer) Yes

No

If yes, how long have you been working/worked on the job? _________________
How many hours per week are (or were) you working (on average)? Circle one.
Less than 20 hrs.
20 Hours
More than 20 hrs.
10. Is English your first language? (Circle your answer) Yes
No
If not, what is your first language? ________________________
11. If English is not your first language, what level of fluency in English would you say you have
in a rating 1-10 (10 being the highest)? ____________
12. Do you agree that language played a significant role on your learning and understanding of
the topics of this course? (Circle your answer) Yes No.
If yes, please explain how: __________________________________________________
___________________________________________________________________________
___________________________________________________________________________
13. In a rating of 1-10 (10 being the highest level of difficulty) what level of difficulty did this
class present to you? _______________________________________________________
14. Before this course, had you taken any classes that involved proving theorems? (Circle your
answer) Yes No
If yes, please provide a list of the classes you attended. ___________________________
___________________________________________________________________________
___________________________________________________________________________
15. Assign a rating from 1-10 (10 being the highest difficulty) to each of the topics below
according to the difficulty you experienced while learning, studying, and/or practicing it.
Note: If a topic in the list hasn’t been covered in your class yet, please indicate it by writing
“NC.”
Linear systems ______
Matrices ______
Subspaces ______
Linear Independence ______ Span & Spanning sets ______
Linear transformations ______ Eigenvalues & eigenvectors ______
Inner product spaces ______
Others: ________________________________
16. Was there a time, while taking the matrix algebra course, you wished a topic (s) was covered
differently to help you understand better? (Circle your answer) Yes No.
If yes, please explain._________________________________________________________
___________________________________________________________________________
17. Do you agree that you needed some additional explanations of the topics from a different
perspective while learning them –through visualization, through real life applications, etc.
(Please circle your answer). Yes
No
If yes, please explain ______________________________________________________
___________________________________________________________________________
___________________________________________________________________________
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18. How would you recommend the topics that were difficult for you to learn to be covered?
___________________________________________________________________________
___________________________________________________________________________
19. Any suggestions on how to improve the teaching and learning of matrix algebra topics?
___________________________________________________________________________
___________________________________________________________________________
20. Would you like to add anything else regarding the matrix algebra course? _______________
___________________________________________________________________________
___________________________________________________________________________
Thank you for your collaboration on responding to this survey!
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Appendix B
Informed Consent Form
Interactive Online Modules and Take-Home Assignments for
Inquiry-Learning to Provide First-Hand Experience in Matrix Algebra Course

You are invited to be part of research activities conducted at The University of Texas at El Paso.
The purpose of this work is to identify what role the online interactive modules and inquiry
assignments play in improving student achievement. The evaluation of the impact of the activities
will be done through the assessments of student performance, their responses on pre- and postsurveys as well as in clinical interviews. Furthermore, we will document student conceptualizations
of basic abstract concepts through student responses on take-home assignments and class tests.
Your permission will make possible for the researcher to document the effectiveness of the proposed
activities in addressing obstacles in learning basic matrix algebra concepts.
You must be 18 years of age or older to participate. Your participation is completely voluntary and you
may end your participation at any time with no consequences. There are no known risks involved in your
participation in this study. You are given the opportunity to ask questions concerning the procedure, and
any questions will be answered to your satisfaction.
Every effort will be made to keep your data confidential. No name will be released to anyone and in any
published results; to keep the identity of the participating students confidential, a random numerical/letter
code will be assigned to each of the respondents. Each participant will be referred to by this
numerical/letter code only in presentations and publications of qualitative or descriptive data. Neither the
faculty of UTEP nor the subjects’ supervisors or colleagues will be provided with the names referring to
the codes.
This project, (IRB protocol number: 84840-1), has been reviewed by The University of Texas at El Paso
Institutional Review Board. Any questions regarding the conduct of this research or your rights as a
research participant may be directed to Lola Norton, IRB Administrator, at (915) 747-8841 or
irb.orsp@utep.edu at UTEP.
If you agree to participate, you are invited to sign this consent form and receive a copy of it after
thoroughly reading it and asking the researcher any questions until you understand the proposed research
activities.
_____________________________________________
Student’s name and signature

Date___________

____________________________________________
Lola Norton, IRB Administrator

Date___________

Date
Researcher’ name and signature

144

Appendix C
Quantitative Data Obtained from Groups' Pre-Surveys
SPRING 2009 TOTALS
Group A
Question
1.Gender

M:25

F:9

2.Ethnicity

H/HA:27

W/C/A:6

M/CH:0

A-AS:1

F:0

SO:12

J:14

SE:8

4.Major

MA:7

CS:15

EE:8

IE:3

ME:0

PH:0

CE:1

MuS:0

PHYS:0

5.GPA

NA:1
MATH
1508:14
NA:6

0:2
MATH
1411:29
0:6

1:11
MATH
1312:28
1:7

2:8
MATH
2313:18
2:4

3:12
MATH
2326:11
3:11

SD:0.49
MATH
2300:12
SD:0.64

Avg:3.29
MATH
2325:1
Avg:3.25

MATH
0311:1

STAT
3330:1

Avg:4.44

SD:0.86

MODE:4

NA:2

?:1

SD:1.35

Avg:8.6
0

3.Classification

6.Math courses
MATH GPA
7.Courses this
semester
8.Have a job?
for how long?
how many hrs
per week
9.English first
language
10.Fluency
11.Proofs /
Previous Class
12. Pros/cons of
technology
13. Performance
in math
14. Issues /
suggestions

34 students answered this pre-survey

0:7

1:27

0:17

1:7

2:0

0:14

1:5

2:8

0:15

1:19

SP:15

NA:0

?:0

Thai:0

NA:19

10:5

9:1

8.5:1

8:7

5:1

0:22

1:12
Actual responses of students reported in file Totals-QualitativeQs-S09Pre_survey.xls

VC:8

C:22

NC:4

NA:0

Actual responses of students reported in file Totals-QualitativeQs-S09Pre_survey.xls
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MATH
3300:2

Group B
Question
1.Gender
2.Ethnicity

M:22
H/HA:21

F:6
W/C/A:5

M/CH:1

A-AS:1

F:0

SO:2

J:14

SE:12

4.Major

MA:1

CS:10

EE:10

IE:2

ME:2

PH:1

CE:0

MuS:1

5.GPA

NA:0
MATH
1508:9
NA:10

0:15
MATH
1411:22
0:5

1:5
MATH
1312:23
1:5

2:4
MATH
2313:22
2:3

3:4
MATH
2326:11
3:5

SD:0.57
MATH
2300:3
SD:0.73

Avg:2.70
MATH
0311:2
Avg:2.98

STAT
3330:2

Avg:4.04

SD:1.04

MODE:5

0:9
0:5

1:19
1:10

2:4

0:1

1:8

2:10

0:18

1:10

SP:14

NA:2

?:1

Thai:1

NA:10

10:3

9:10

8:4

7:1

5:0

SD:0.79

Avg:8.83

0:11

1:17

3.Classification

6.Math courses
MATH GPA
7.Courses this
semester
8.Have a job?
for how long?
how many hrs per
week
9.English first
language
10.Fluency
11.Proofs /
Previous Class
12. Pros/cons of
technology
13. Performance in
math
14. Issues /
suggestions

28 students answered this pre-survey

Actual responses of students reported in file Totals-QualitativeQs-S09Pre_survey.xls
VC:6

C:16

NC:6

NA:0

Actual responses of students reported in file Totals-QualitativeQs-S09Pre_survey.xls
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PHY
S:1

Group C
Question
1.Gender

M:26

F:9

2.Ethnicity

H/HA:28

W/C/A:4

M/CH:1

A-AS:2

F:1

SO:6

J:22

SE:6

4.Major

MA:6

CS:8

EE18

IE:2

ME:0

PH:0

CE:0

MuS:0

PHYS:1

5.GPA

NA:2
MATH
1508:9
NA:8

0:3
MATH
1411:30
0:2

1:7
MATH
1312:32
1:8

2:7
MATH
2313:27
2:8

3:16
MATH
2326:17
3:9

SD:0.51
MATH
2300:10
SD:0.52

Avg:3.33
MATH
3325:1
Avg:3.35

MATH
0311:2

MATH
1320:1

Avg:4.54

SD:1.20

MODE:4

0:13

1:22

0:7

1:11

2:0

NA:4

?:0

0:11

1:6

2:5

0:13

1:22

SP:13

NA:22

10:4

9:4

8:3

7:2

5:0

SD:1.09

Avg:8.77

0:21

1:14

3.Classification

6.Math courses
MATH GPA
7.Courses this
semester
8.Have a job?
for how long?
how many hrs per
week
9.English first
language
10.Fluency
11.Proofs /
Previous Class
12. Pros/cons of
technology
13. Performance in
math
14. Issues /
Suggestions

35 students answered this pre-survey

Actual responses of students reported in file Totals-QualitativeQs-S09Pre_survey.xls
VC:7

C:20

NC:6

NA:2

Actual responses of students reported in file Totals-QualitativeQs-S09Pre_survey.xls
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C
O
D
E
S
F
O
R
S
P
R
I
N
G
2
0
0
9
P
R
E
S
U
R
V
E
Y

Q
1

Gender

M:
Male

Q
2

Ethnicity

H:
Hispanic

Q
3

Classif.

F:
Freshman

F:
Female
HA:
Hispanic
American
SO:
Sophomore

Q
4

Major

MA:
Math

PH:
Philosophy

Q
5

GPA

0:<=2.5

Math GPA
Q
6

Math
Courses
Have a Job?

Q
8

Q
9
Q
1
0
Q
1
1
Q
1
2
Q
1
3
Q
1
4

How Long
Hrs per
Week
English As
First
Language
Fluency
Proofs In
Previous
Class
Pros/Cons of
Technology
Performance
in Math
Issues

M:
Mexican

W:
White

C:
Caucasian

A:
American

AS:
Asian

A-AS:
AmericanAsian

CH:
Chicano

J:
Junior
EE:
Electrical
Engineering

SE:
Senior
IE:
Industrial
Engineering

ME:
Mechanical
Engineering

PHYS:
Physics

CE:
Computer
Engineering

CS:
Computer
Science

MuS:
Multidisciplinar
y Studies

1:(2.5,3]

2:(3.0,3.5]

3:(3.5,4.0]

0:<=2.5
MATH
1508

1:(2.5,3]
MATH
1411

2:(3.0,3.5]
MATH
1312

3:(3.5,4.0]
MATH
2313

MATH
2326

MATH
2300

MATH
3325

MATH
0311

Precalc

Calculus I

Calculus II

Calculus III

Differential
Equations

Discrete
Math

MATH
2325
Intro to
Higher
Math

Principles
of Math

Intermediate
Algebra

0:NO
0:Less
than a
year
0:Less
than 20

1:YES
1:1 to 3 years

2:More than
3 years

1:=20

2:>More than
20

0:NO

1:YES

SP: Spanish

Actual Numbers Stated by Students Are Reported in this Question

0:NO

1:YES

Actual Comments Stated by Students Are Reported in this Question
VC=Very
Confident

C=Confident

NC: NotConfident

Actual Comments Stated by Students Are Reported in this Question
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MATH
1320
Math for
Social
Science

STAT
3330

MATH
3300

Prob
ability

History
of Math

Appendix D
Qualitative Data Obtained for Question 12 Pre-Surveys
GROUP A
PROS:

CONS:
2

just gives answers not procedures

1

useful to check answers
helps to perform long operations

3
1

dependency

2
1

helps to understand better the material

6

easy to access
helps to understand difficult concepts

1
2

may not understand concepts
may be used as a method to teach instead of a
tool
too often used as shortcut

provides a different approach
provides students with applications of
concepts
provides a visual representation

1
4
3

helps in comparing results
good idea

1
1

check your work
help you to keep you on the right track

1
1

speed up process
Easier

3
1

helps when you're stuck
Useful

1
1

should be used as a tool
more enhanced

3
1

Fun
simplifies work

1
1

NA:

2

it would help
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1
1

GROUP B
PROS:

CONS:

check correctedness

1

input may not be correct

1

works as a reference

1

may fail

1

helps to get right answer
receive/send HW very quick

2
1

1
2

good practice

1

effective if used properly

1

no reliability
Affordability
prevents students from learning
basics
over-dependency

Interesting
helps to understand better

1
1

2
1

gives a big picture of main ideas

1

need to learn how to use it
may be intimidating at the start
not able to work if there's no
electricity

online books
more advanced calculators

1
1

cuts time
exploit resources that other areas are
using
faster work

2

ability to prove problems
helps with visualization of theory

1
2

Helpful
can be accessed any time

3
1

more learning
less calculations

2
1

2
3

good for long solutions

1

should be used as a tool

1
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2
1

1

GROUP C
PROS:
Faster

6

faster learning
visual representation

1
6

CONS:
should be used after theory is
introduced
makes you forget procedures
they're on the internet

easier computations
simplifies processes

1
3

Dependency
Less focus on process more on solution

10
1

easy to use
can be used to solve problems

2
1

can't be used on tests
don't reason problems

1
3

makes difficult problems solvable
provides an accurate picture

1
1

Distracting
requires training

1
2

more precision
get used to technology

2
1

not helpful
Addiction

1
1

Convenient
Helpful

1
5

should not be used too often
overlook details

1
1

Efficient
increase of development of student

2
1

Tedious
Unnecessary

1
1

can improve teaching methods in class
should be used to aid in learning
concepts
use it to prove manual results

1

to use as tool in big problems
provides good information

1
1

NA:

2

1
1
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1
3
1

Appendix E
Qualitative Data Obtained for Question 13; Pre-Surveys
GROUP A
VERY CONFIDENT

CONFIDENT

NOT-CONFIDENT

very good

2

do ok

1

I've done poorly

1

great

1

Confident

1

not as good as it should be

1

pretty confident/ easy learning student
I have a passion for math

1
1

overall well
Good

3
11

get discouraged/overwhelmed easily
disappointed but will work harder

1
1

Average
Comfortable

4
1

Fine
like math

1
2

Decent

1

TOTALS:

25

TOTALS:

4

TOTALS:

5

GROUP B
VERY CONFIDENT

CONFIDENT

NOT-CONFIDENT

I love math

1

Alright

1

have difficulties with abstract concepts

1

very good
very well

1
1

Comfortable
Well

1
5

difficult for me; with practice I get it
have a hard time understanding

1
1

nervous but OK and prepared
Good

1
5

below average; have a hard time understanding
hard to understand certain instructors

1
1

Confident
Average

2
3

thoughtful; can't concentrate
Poor

1
1

Fine

1

TOTALS:

19

TOTALS:

7

TOTALS:

3

GROUP C
VERY CONFIDENT
natural to me; enjoy hard
problems
above average

1

well; learn fast

1

1

Well

pretty well
above average

1
1

OK
Alright

strong
above satisfactory

1
1

TOTALS:

CONFIDENT

6

NOT-CONFIDENT
lost interest on it; used to be better

1

5

had some troubles

1

1
1

understand but get confused on tests
could be much better

1
1

well; enjoy math
about average

1
1

Bad

Good
repetition enhance my performance

8
1

Sufficient
Satisfactory

1
1

understand/like math

1

TOTALS:

22
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TOTALS:

4

Appendix F
Qualitative Data Obtained for Question 14; Pre-Surveys
GROUP A
Suggestions
Classes should be student- centered

1

no teams
Are you and audio, visual, hands-on
learner?
NA:

1

21

No:

10

1

GROUP B
Suggestions
hope to learn a lot in this class

1

24 hr study sessions available/online help
I'd like to get how to break prob. Into smaller pieces
how many members of your family have attended
universities?
NA:

1
1

15

No:

9

1

GROUP C
Suggestions
Math instructors are very smart/know a lot; but some don't know how to transfer knowledge to
students
Mistakes on math are due to not fully understanding the question/what is asked

1

Math courses shouldn't be taught strictly online; students need instructors
The calculus I structure is horrible at UTEP

1
1
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1

NA:

18

No:

13

Appendix G
Interview Questions
INTERVIEW QUESTIONS
NSF/CCLI PROJECT
SPRING 2009

1. Define the linear independence of a set of vectors.
2. Given an example of a linearly dependent set of vectors.
3. Given the set {u1, u2, u3, u4}where the vectors u1, u2, u3 are on the same plane and u4 is
not. Determine if the set {u1, u2, u3, u4}is linearly independent. Explain your answer.
4. Given a linearly independent set {u1, u2, u3, u4} in Rⁿ. Determine the linear independence
of the set {u1, u2 +5u1, u3, u4}.
5. Given an nxm matrix a where ai2+ai4+3ai5 ∀1 ≤ i ≤ n . Determine if the set {A1, A2,
A3,…, Am} (Here Aj is the jth column of A) is linearly independent. Explain your
answer.
6. Given a singular 3x3 matrix a. determine if the vectors of the set {A1, A2, A3}, where Aj
is the jth column of A, are on the same plane. Explain your answer.
7. Given that the vector equation xu+yv+zw=0 has infinitely many solutions. Determine if
the vectors u, v, w are on the same plane. Explain your answer.
8. Given the vector equation a1u1+a2u2+a3u3=0 with the solution a1=1, a2=-2, and a3=0.
determine the linear independence of the set {u1, u2, u3}.
9. Given that dim(Span{u,v,w})=1. Determine the linear independence of the set {u,v,w}.
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Appendix H
Homework 1 System Module: Assignment and Snapshot
Homework I
Math3323
Spring 2009
Name:
For this homework use the “System” module (project) at http://www.math.utep.edu:8080/jsp/
Introduction to Module Component
In the context of two linear equations with two unknowns, this module is designed to illustrate the
geometric representations of linear equations. To illustrate, the option ``Hide Points" should be chosen

2 x − y = −2
with the graphs is considered. The graphs of the linear
− 4 x − y = −8

first. Next the system of equations 

equations in the system are two blue lines (in the initial stage one blue line coincides with a red line;
sliding k makes the two blue lines visible). The first equation is multiplied by a constant k (initially k=0),
and then added to the second equation. The resulting equation's graph is a red line. The objective is to
choose a value for k so that the resulting red line becomes horizontal or vertical. Then you can read its yor x- intercepts. For those values of k the resulting equation can be put in a form having one of the
coefficients equal 0.
The option ``Show Points" should be chosen and two pairs of points defining two equations of a
system and their corresponding blue lines are displayed. New systems of equations can be created
dragging the two red points on each blue line. The ``Reset" button returns the system to the initial
settings. The ``Show/Hide Grid" allow to read the values of k and the solution of the system more
accurately.
Assignment Component
1. Consider the initial system (press ``Reset" and ``Hide Points"). Choose appropriate k so that the red
line is either vertical or horizontal. Read and record the values of the corresponding x-and y- intercepts of
the red lines for the values of k. At the same time watch the resulting algebraic equations on the left of the
screen. Describe your observation of the connection between the changing equations, positions of the red
line and the value of k in a few sentences using mathematical language.
2. Next, select the ``Show Points" option and obtain new systems. Repeat your experiment varying the
values of k. State the operation (s) applied to equations in the system and comment about the geometric
meaning of the operation (s) performed.
3. Consider the initial system (press ``Reset" and ``Hide Points"). Upon changing the scalar k one of the
blue lines seems to be impossible to cover with the red one. Explain why. Change the setting by dragging
the defining points of the lines and decide if this is the case in all situations.
4. Does the method of solving the system of equations by finding appropriate k as in the initial system
apply to all systems? Explain your answer.
5. Choose a new system where the blue lines are parallel. Then change the value of k. The red line stays
parallel to both of the blue lines. Explain why.
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Appendix I
Homework 2 Matrix Product Module: Assignment and Snapshot
Homework 2
Matrix Product
Math3323
Spring 2009
Name:
For this homework use “Matrix Product” module at http://www.math.utep.edu:8080/jsp/index.html (you
may need to copy and paste if you can not access the site just by clicking the link).
Module Description
This module is designed to provide matrices and the resultant matrices from matrix
multiplications from a geometric perspective. Matrices are formed by dragging the points P , Q and R, S,
respectively. The resulting matrices from multiplying the two matrices are displayed in gray and brown
colors.
The ``Reset" button changes both matrices to the identity matrix;
Assignment Component
First we think about "flat" (singular) matrices.
1. Make the blue parallelogram "flat", i.e., have no interior, by putting points Q and P on the same line (or
as close as you can manage). What happens to the gray and brown product matrices? Try changing the
purple parallelogram? How does this change your observation about the gray and brown product
matrices? Explain your answers.
2. Reset the diagram, and repeat step 1 above with the purple parallelogram: Make it "flat", i.e., have no
interior, by putting points R and S on the same line (or as close as you can manage). Once again, observe
what happens to the gray and brown product matrices. State your observations.
3. Find other ways to get the brown and/or gray product matrices to be flat. Explain the ways you made
the brown and/or gray product matrices flat.
Now we look at the effect of picking some particular matrices for the blue and purple
parallelograms.
4. Make the blue parallelogram coincide with the yellow square by putting P in the lower right corner of
the yellow square, and Q in the upper left corner of the square. What happens to the gray and brown
product matrices? Try moving around the purple parallelogram (by moving points R and S). How does
this change your observation about the gray and brown product matrices? Explain your answers.
5. Now flip the blue parallelogram by putting point P in the upper left corner of the yellow square, and
point Q in the lower right corner of the yellow square. (Note that we have "flipped" or reflected the blue
parallelogram.) What happens to the gray and brown product matrices? Try moving around the purple
parallelogram (by moving points R and S). How does this change your observation about the gray and
brown product matrices? Explain your answer.
6. Now put point P at about coordinates (0.86, 0.5) and point Q at about coordinates (-0.5, 0.86). [Note:
the coordinates of P are in the left column of the blue matrix, and the coordinates of Q are in the right
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column of the blue matrix.] Note that we seem to have rotated the blue parallelogram from its position on
top of the yellow square. Keeping the blue parallelogram where it is, move the purple parallelogram
around (by moving points S and R). Can you describe the location and shape of the gray matrix as you
move the purple parallelogram? (Note that the brown matrix would be harder to describe in this case)
Explain your answer.
Snapshot
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Appendix J
Homework 3 Vector spaces Module: Assignment and Snapshot
Homework 3
Linear Combination Activity
Math3323
Spring 2009
Name:
For this homework, use the “Vectors” module at http://www.math.utep.edu:8080/jsp/index.html
Module Description
Module provides vectors and vector operations from a geometrical perspective. Module is divided
into three sections, each providing different tools. For this homework, the “Vectors” and “Construction
of Single Linear Combination” sections of the module are used. Under the “Vectors” section, vectors
are associated with the names i, j, k, l. Any vector can be entered including the stored vectors labeled a0a14. Each vector is represented by a tick line segment with a color code. The module runs by
Mathematica software. In Mathematica, vectors are entered using curly set notation. For instance,
Mathematica recognizes {1,2,3} as a vector.
Under the “Construction of Single Linear Combination” section, you can assign values
for the symbols d and e. These values produce thin lines which are parallel copies (with the same colors
as the vectors represented) of scalar multiples of pair of vectors k, l. For instance, when the values d=2
and e=3 are entered, the program produces thin lines with the same color as the vectors k and l, providing
the length of the lines as twice the first vector and three times the second vector respectively. This section
also has window to enter new vectors under the name w.
Assignment Component
Before each question, make sure to reset each vector to the zero vector namely a0 and
each value to 0.
Part I
1. Enter the vectors a1 and a2 for k and l respectively. Then, enter the value 1 for both d and e. Now, enter
the vector, a1 + a2, for vector i. Make sure the j vector has the zero vector, a0, assigned. Click "Graph."
What do you observe?
2. Enter the vectors a1 and a2 for k and l respectively. Then, enter the value 1 for d and the value 2 for e.
Now, enter a1 + 2a2 for i. Make sure the j vector has the zero vector, a0, assigned. Click “Graph.” What
do you observe?
3. Enter the vectors a1 and a2 for k and l respectively. Then, enter the value 2 for both d and e. Now, enter
the vector, 2a1 + 2a2, for i. Make sure the j vector has the zero vector, a0, assigned. Click “Graph.” What
do you observe?
4. Enter the vectors a1 and a2 for k and l respectively. Then, enter the value 1 for d and the value -1 for e.
Now, enter the vector, a1-a2, for i. Make sure the j vector has the zero vector, a0, assigned. Click
“Graph.” What do you observe?
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5. Enter the vectors a1 and a2 for k and l respectively. Then, enter the value -1 for both d and e. Now,
enter the vector, -a1-a2, for i. Make sure the j vector has the zero vector, a0, assigned. Click “Graph.”
What do you observe?
6. Enter your own set of values for d and e, and next enter da1+ea2 (for each value of d and e) vector for
i. State your observation for each set of values of d and e. Remember to enter vectors a1 and a2 for k and l
respectively making sure j vector has the zero, a0, vector assigned.
Part II
Reset all values to 0 and vectors to a0.
7. Enter the vector a1 for k and the vector a2 for l. Enter each vector below for w and search the values (if
exist) of d and e (testing out different values for d and e by entering them into the module) that give w=d
a1+e a2. Record the values of d and e for each vector that satisfy w=d a1+e a2.
a.) w={4,8,2}, b.) w={0,0,1}, c.) w={1,2,1/2}, d) w={1,1,1}.
Part III
8. Based on what you obtained and observed on parts I and II, describe the characteristics of the vectors
da1+ea2 for all real number values of d and e. Explain and Justify.
9. What geometric figure would you observe if one considers the collection of all the vectors of the form,
d a1+e a2 for all real number values of d and e? Explain.

Snapshot
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Appendix K
Student A21; responses to Homework 3: Vector Spaces Module Assignment

03/09/09
1. after entering the assigned values, three colored line segments emerged from the origin, or the
red dot. As an observation, the dark blue vector k is the uppermost vector. Then, the light blue
vector l is the bottommost vector. Finally, the brown vector I is between the dark blue and the
light blue vectors. The brown vector is longer than either of the two blue vectors, which makes
sense because we are combining the two vectors. Also, the dark blue and the light blue vectors
have the same length. Also, there is a light blue line segment that connects the dark blue vector
to the brown vector, this could be the same light blue vector I just moved to the dark blue vector,
because it appears to have the same length as the light blue vector. I believe that the light blue
line segment represents the linear combination between the dark blue vector and the light blue
vector because the brown vector is the result of adding the two vectors together. Basically, the
light blue segment is there to show that if we were to combine it with dark blue vector, that is,
the linear combination, we should get the brown vector.
2. after entering the assigned values, we still have the three vectors on the screen as question 1,
but some differences have occurred. The main difference from the previous question is that the
resulting brown vector has increased in length. The reason the brown vector has increased in
length is because of the scalar multiplication of vector l, and adding it to the vector k, which
should increase the length of the vector; it makes logical sense. Similarly, the light blue line
segment that connects the dark blue vector to the brown vector has also increased in length. As
an observation, the light blue line segment that connects the dark blue vector and the brown
vector may instead represent the difference between brown vector and the dark blue vector. This
is so, because my original assumption would not hold since the length of the dark blue and the
light blue vectors have the same length as in question 1, so the light blue segment would have the
length of vector l, but it does not. Thus, the line segment should represent the difference.
3. after entering the assigned values, more changes have occurred to the vectors on the screen.
The dark blue vector has greatly increased in length than from question 2, but the length of the
light blue vector remained at the same length as in question 2. this seems unusual because if they
were both multiplied by scalars, shouldn't their lengths be the same as in question 1? Maybe
since we did not change the vector l, no change in its length occurred. Also, the brown vector has
also increased in length than from question 2, which still makes sense because it is what we
would expect in the linear combination of the two vectors. However, the light blue line segment
that connects the dark blue vector with the brown vector has decreased in length since question
2. this seems odd to me because if the light blue line segment represents the difference between
the brown vector and the dark blue vector, it does not make sense that line segment should
decrease in length. This is so, because if the line blue line segment actually represents the length
of the vector l, then it should be the same as the light blue vector, but it is not. Essentially, this
seems to contradict my origin assumption of the light blue line segment, so what does the line
represent?
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4. After entering the assigned values, more changes have occurred than from question 3, some
drastically. The dark blue vector has diminished in size and appears to have the same length as
the light blue vector. The most significant change is the brown vector, it appears to be parallel to
the z-axis and has it length from z=0 to z=1. Since the linear combination of the two vectors
should be zero, it is expected that the brown vector be zero. Another significant change is the
light blue line segment that connects the dark blue vector and the brown vector. It appears to be
parallel to the light blue vector and actually has the same length as the vector. This observation
does seem to demonstrate that the difference from the brown vector and the dark blue vector to
be the light blue vector because it has the same length as the light blue vector, but does this result
for all cases?
5. After entering the assigned values, the most drastic changes have occurred in comparison to
the rest of the questions. At a glance, it appears that we have now included the negative portion
of the coordinate system. The dark blue and the light blue vectors still have the same length (in
the positive coordinate system) as in question 4 except the dark blue vector extends past the
origin and appears to go in length from -2 to 2 parallel to the y-axis. However, the brown vector
has now moved from being zero, it is now positioned from the origin and extends to the negative
portion of the coordinate system. Also, the light blue line segment that connects the brown vector
and the dark blue vector moved to the negative portion of the coordinate system and appears to
have the same length as the light blue vector, so maybe my new assumption of line my work for
some cases.
6. My experiment: k=a1, l=a2, i=2a1-a2, j=0, d=2, and e=-1. After assigning my own values, the
greatest changes have occurred in my perspective. The dark blue vector's length surpasses the
length of the brown vector. Essentially, the length of the dark blue vector is longer than the
brown vector. This does make sense because the scalar of vector k is larger than vector l, and
when we add the vectors together, we would expect the brown vector to be shorter in length than
vector k. Also, the light blue line segment that connects the dark blue vector to the brown vector
appears longer in length than the light blue vector. My observation for the values of d and e are
that they can significantly change the vectors and the linear combination of the two vectors. By
changing just one of the values of either d or e can completely change everything from the
previous state of the vectors.
7.

a) d=2 and e=2. This is similar to question 2.
b) d=1 and e=-1. This is similar to question 4.
c) d=1/2 and e=1/2.
d) does not exist.

8. Based on the experiment, the values of scalars d and e have a significant impact on the vector
da1+ea2. Notably, when d and e are both positive, and when we add them together, we expect to
have the vector da1+ea2 in the positive x, y, z-coordinate system as in question 1, 2, and 3.
conversely, if d and e are both negative, and when we add them together, we expect to have the
vector da1+ea2 in the negative xyz-coordinate system as in question 5. also, if d and e are
positive but vector d>e, then vector da1 is longer in length than vector ea2. Similarly, if d and e
are both positive and d=e, then vector da1 has increased in length while vector ea2 is shorted in
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length than da1, as in question 3. also, if d is positive and e is negative, where e=(-1)d, then
vector da1+ea2 becomes zero as in question 4.
9. when we have vector da1+ea2 (the brown vector), we notice that the dark blue vector and the
light blue line segment that connects the dark blue vector to the brown vector forms a triangle.
So if we consider the all the possibilities of vector da1+ea2, then we will have a collection
triangles. This seems to be the only possibility because the brown vector simply represents a line
so we would just have a collection of lines, and that does not seem to be the appropriate
geometric figure we would consider. Thus, a collection of triangles seems more reasonable.
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Appendix L
Student B15; responses to Homework 3: Vector Spaces Module Assignment

03/04/2009
1) the light blue vectors are parallel and the brown vector is the addition of dark blue and light
blue.
2) the light blue vectors are still parallel, but the top light blue is longer. The addition of the dark
blue and light blue vectors still add up to the brown vector.
3) The same thing as #2 is observed, only dark blue is longer.
4) the light blue vectors are parallel. The dark blue vector is a transverse to the light blue vectors.
The brown vector is perpendicular to the light blue vectors
5) this is harder to describe. The brown vector is the addition of the light blue vector plus half of
the dark blue vector. The light blue vectors are parallel, but the second light blue vector
protrudes from the middle of the dark blue vector.
6) my values for 'd' and 'e' are '2' and '4', respectively. The light blue vectors are once again
parallel. The light blue top vector is 4 times the size of the bottom light blue vector. The brown
vector is the addition of the dark blue vector and the light blue vector.
7) *(directions are unclear)
8) plugging in values of 'd' and 'e' is like scalar multiplication. Based on the instructions, the
vectors were elongated by either 'd' or 'e'.
9) It would be like figure 1, so it would be half of a square pyramid, or similar to that if one were
to stack them.
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Appendix M
Post-Survey Administered at the End of the Semester (Modular)
Math3323—Matrix Algebra
Instructor: _______________________
Class: _________________________

Fall 2009
Date: ______________
Name:

The National Science Foundation (NSF) agency has granted funds to the Department of Mathematics of
the University of Texas at El Paso (UTEP) to conduct research to identify the kind of problems and
difficulties students face in learning Matrix Algebra concepts and to develop instructional tools to address
these issues.
This study will help researchers to better understand the effect of technological learning devices on the
learning of difficult math concepts. Our project is also interested in the effect of interventions on the
learning of matrix algebra concepts among groups with various backgrounds. For this purpose, we ask
your input- via this survey- to better represent the demographics of students who are taking a matrix
algebra course at UTEP.
Please respond to the survey questions to the best of your knowledge.
_____________________________________________________________________________________
1. Circle your answer:
Gender:
2. Circle your answer:
Ethnicity:

Male

Female

American
Asian

African-American
Native- American

Hispanic
Other:________________

Sophomore

Junior

3. Circle your answer:
Classification: Freshman

Senior

4. Major: ________________________
5. Please provide your overall GPA at the start of the semester: __________
6. To the best of your knowledge, please list the College Mathematics courses you have taken
before attending this class and the corresponding grades you earned. ____________________
______________________________________________________________________________
______________________________________________________________________________
_____________________________________________________________________

7. How many courses are you enrolled in for the current semester? ____________________
8. Do/Did you have a job this semester? (Circle your answer) Yes
No
If yes, how long have you been working on this job? _________________
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How many hours per week are you (going to work) working (on average)? Circle one.
Less than 20 hrs.
20 Hours
More than 20 hrs.
9. Is English your first language? (Circle your answer) Yes
No
If not, what is it? ________________________
10. If English is not your first language, what level of fluency in English would you say you have in a
rating 1-10 (10 being the highest)? ____________
11. Please state your opinion on the advantages or/and disadvantages of using technology (computer
models, calculators, graphing devices) in teaching/ learning of mathematics concepts.
______________________________________________________________________________
______________________________________________________________________________
_____________________________________________________________________
12. How do you feel about your performance in mathematics courses? Please explain.
___________________________________________________________________________
___________________________________________________________________________
___________ _______________________________________________________________
13. Do you agree that language played a significant role on your learning and understanding of the
topics of this course? (Circle your answer) Yes No.
If yes, please explain how: _____________________________________________________
___________________________________________________________________________
__________________________________________________________________________
14. In a rating of 1-10 (10 being the highest level of difficulty) what level of difficulty did this class
present to you? _______________________________________________________
15. Before this course, had you taken any classes that involved proving theorems? (Circle your
answer) Yes No
If yes, please provide a list of the classes you attended. ______________________________
___________________________________________________________________________
___________________________________________________________________________

16. Assign a rating from 1-10 (10 being the highest difficulty) to each of the topics below according
to the difficulty you experienced while learning, studying, and/or practicing it. Note: If a topic in
the list hasn’t been covered in your class yet, please indicate it by writing “NC.”
Linear systems ______
Matrices ______
Subspaces ______
Linear Independence ______ Span & Spanning sets ______
Linear transformations ______ Eigenvalues & eigenvectors ______
Inner product spaces ______
Others (please list and rate them): ________________________________
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17. Assign a rating from 1-10 (10 being the most helpful) to each of the module assignment listed
below according to their (modules and assignments) help and support in your learning and
understanding of matrix algebra concepts. If you do not recall any of the modules and the
assignments listed, or if any of them were not assigned in your class, please indicate by writing
“DR” next to them.
Linear systems module and assignment ______
Matrix Operations module and assignment______
Linear Combinations module and assignment_______
Linear independence module and assignment_______
Linear transformations module and assignment______
Eigenvalues and eigenvectors module and assignment_______
Others (please list and rate them): ________________________________
18. Was there a time, while taking the matrix algebra course, you wished a topic (s) was covered
differently to help you understand better? (Circle your answer) Yes No.
If yes,
explain.____________________________________________________________
___________________________________________________________________________
19. Do you agree that you needed some additional explanations of the topics from a different
perspective while learning them –through visualization, through real life applications, etc. (Please
circle your answer). Yes No
If yes, please explain _________________________________________________________
___________________________________________________________________________
___________________________________________________________________________
20. How would you recommend the matrix topics (that were difficult for you to understand) to be
covered? ___________________________________________________________________
___________________________________________________________________________
21. Any suggestions on how to improve the teaching and learning of matrix algebra topics?
______________________________________________________________________________
________________________________________________________________________
22. Please state your opinion on the advantages or/and disadvantages of the modules and module
assignments (used in this class) in the teaching/ learning of matrix algebra concepts.
______________________________________________________________________________
______________________________________________________________________________
_____________________________________________________________________
23. Would you like to add anything else (that was not addressed through the questions listed above)
regarding the matrix algebra course?________________________________________
______________________________________________________________________________
______________________________________________________________________________
_____________________________________________________________________
Thank you for your collaboration on responding to this survey!
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Appendix N
Post-Survey Administered at the End of the Semester (Non-Modular)
Post-Survey (Non-Modular Group)
Math3323—Matrix Algebra
Instructor: _______________________
Class: _________________________

Spring 2009

Date: ______________
Name:

The National Science Foundation (NSF) agency has granted funds to the Department of
Mathematics of the University of Texas at El Paso (UTEP) to conduct research to identify the
kind of problems and difficulties students face in learning Matrix Algebra concepts and to
develop instructional tools to address these issues.
This study will help researchers to better understand the effect of technological learning devices
on the learning of difficult math concepts. Our project is also interested in the effect of
interventions on the learning of matrix algebra concepts among groups with various
backgrounds. For this purpose, we ask your input- via this survey- to better represent the
demographics of students who are taking a matrix algebra course at UTEP.
Please respond to the survey questions to the best of your knowledge.

__________________________________________________________________
1. Circle your answer:
Gender:
2. Circle your answer:
Ethnicity:

Male

Female

American
Asian

African-American
Native- American

Hispanic
Other:________________

Sophomore

Junior

3. Circle your answer:
Classification: Freshman

Senior

4. Major: ________________________
5. Please provide your overall GPA at the start of the semester: __________
6. To the best of your knowledge, please list the College Mathematics courses you have taken
before attending this class and the corresponding grades you earned. ____________________
______________________________________________________________________________
______________________________________________________________________________
_____________________________________________________________________
7. How many courses are you enrolled in for the current semester? ____________________
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8. Do/Did you have a job this semester? (Circle your answer) Yes
No
If yes, how long have you been working (or worked) on this job? _________________
How many hours per week are (were) you working (on average)? Circle one.
Less than 20 hrs.
20 Hours
More than 20 hrs.
9. Is English your first language? (Circle your answer) Yes
If not, what is it? ________________________

No

10. If English is not your first language, what level of fluency in English would you say you have in a
rating 1-10 (10 being the highest)? ____________
11. Please state your opinion on the advantages or/and disadvantages of using technology (computer
models, calculators, graphing devices) in teaching/ learning of mathematics concepts.
______________________________________________________________________________
______________________________________________________________________________
_____________________________________________________________________
12. How do you feel about your performance in mathematics courses? Please explain.
______________________________________________________________________________
______________________________________________________________________________
_____________________________________________________________________
13. Do you agree that language played a significant role on your learning and understanding of the
topics of this course? (Circle your answer) Yes No.
If yes, please explain how: ________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
14. In a rating of 1-10 (10 being the highest level of difficulty) what level of difficulty did this class
present to you? _______________________________________________________
15. Before this course, had you taken any classes that involved proving theorems? (Circle your
answer) Yes No
If yes, please provide a list of the classes you attended. __________________________________
______________________________________________________________________________
______________________________________________________________________________
16. Assign a rating from 1-10 (10 being the highest difficulty) to each of the topics below according
to the difficulty you experienced while learning, studying, and/or practicing it. Note: If a topic in
the list hasn’t been covered in your class yet, please indicate it by writing “NC.”
Linear systems ______
Matrices ______
Subspaces ______
Linear Independence ______ Span & Spanning sets ______
Linear transformations ______ Eigenvalues & eigenvectors ______
Inner product spaces ______
Others (please list and rate them): ________________________________
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17. Was there a time, while taking the matrix algebra course, you wished a topic (s) was covered
differently to help you understand better? (Circle your answer) Yes
No. If yes, please
explain________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
18. Do you agree that you needed some additional explanations of the topics from a different
perspective while learning them –through visualization, through real life applications, etc. (Please
circle your answer). Yes No
If yes, please explain _____________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
19. How would you recommend the matrix topics (that were difficult for you to understand) to be
covered? ______________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
20. Any suggestions on how to improve the teaching and learning of matrix algebra topics?
______________________________________________________________________________
______________________________________________________________________________
21. Would you like to add anything else (that was not addressed through the questions listed above)
regarding the matrix algebra course? ________________________________________________
______________________________________________________________________________
Thank you for your collaboration on responding to this survey!
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Appendix O
Quantitative Data Obtained from Group A's Post-Survey (Modular)
Group A
Question
1.Gender

M:19

2.Ethnicity

H:20

W/A:7

AS:1

3.Classification

F:0

SO:12

J:9

SE:7

EE:6

IE:4

4.Major

MA:3

5.GPA
6.Math courses

NA:1

Approximate Math GPA
7.Courses this semester
8.Have a job?

F:9

CS:14
0:3

PHYS:1

NA:5

MATH
1411:
25
0:4

2:7
3:10
SD:0.72
MATH
MATH
MATH
MATH
1312:
2313:
2326:
2300:
27
15
10
12
1:5
2:4
3:10
SD:0.65

SD:1.17

Avg:4.40

MODE:4

MATH
1508:
16

1:7

0:6

1:22

for how long?

0:12

1:8

2:1

NA:7

how many hrs per week

0:13

1:4

2:5

NA:6

9.English first language

0:17

1:11

SP:14

NA:1

Polish:1

10.Fluency

NA:11

10:6

9:2

8:7

7:1

11. Pros/cons of technology

Avg:3.19
MATH
MATH
3323:
2325:
1
1
Avg:3.32

Tamil:1
5:1

SD:1.37

Avg:8.59

Actual responses of students reported in file TotalsGroupA-ModularS09post-survey.xls

12. Performance in math

Actual responses of students reported in file TotalsGroupA-ModularS09post-survey.xls

13.Language played a significant role

0:14

14. Class difficulty (rating 1-10)
15.Proofs/Previous Class

0:2

1:14
1:26

0:14

SD:1.79

Avg:7.61

1:14

16.Level of difficulty:
Linear systems
Linear independence
Linear transformations
Inner product spaces
Matrices
Span & spanning sets
Eigenvalues & eigenvect
Subspaces
Others:
17.Rating to module assignments
Linear systems
Matrix Operations
Linear Combinations

unsure: 1

SD:2.44

Avg:3.63

NA:0
NA:0

SD:1.85
SD:2.4

Avg:5.07
Avg:6.5

NA/NC:13
NA:0

SD:2.82
SD:2.01

Avg:6.93
Avg:3.21

NA:0
NA/NC:18

SD:2.28
SD:2.36

Avg:6.57
Avg:5

NA:0

SD:2.29
Avg:6.71
Visualization
Proofs:10

NA:26
NA/DR:3
NA/DR:3

SD:2.87
SD:2.68

Avg:6.68
Avg:6.88

NA/unsure:4
NA:2

SD:2.24
SD:2.35

Avg:7.29
Avg:6.31

SD:2.37
NC:1

Avg:6.46

Linear independence
Linear transformations NA:2
Eigenvalues & eigenvectors NA/DR:26
Others: NA:28
18, 19, 20, 21, 22, 23

Actual responses of students reported in file TotalsGroupA-ModularS09post-survey.xls
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Appendix P
Quantitative Data Obtained from Group B's Post-Survey (Modular)
Class B
Question
1.Gender

M:20

F:5

2.Ethnicity

H:22

A:2

AS:1

3.Classification

F:0

SO:1

J:13

4.Major

MA:1

CS:9

EE:7

IE:4

ME:2

PHYS:1

PHIL:1

5.GPA

NA:1
MATH
1508:
10

0:12
MATH
1411:
23

1:5
MATH
1312:
23

2:3
MATH
2313:
20

3:4
MATH
2326:
14

SD:0.62
MATH
2300:
7

Avg:2.77
MATH
3323:
4

NA:12

0:5

1:4

2:0

3:4

SD:0.87

Avg:2.82

7.Courses this semester

SD:1.96

Avg:4.24

MODE:5

8.Have a job?

0:10
0:5

1:15
1:8

2:1

NA:11

0:5

1:4

2:5

NA:11

9.English first language

0:19

1:6

SP:15

NA:2

English:1

Thai:1

10.Fluency

NA:6

10:3

9:9

8:5

7:2

SD:0.89

6.Math courses
Approximate Math GPA

for how long?
how many hrs per week

SE:11

Avg:8.68

11. Pros/cons of technology
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12. Performance in math

Actual responses of students reported in file TotalsGroupB-ModularS09post-survey.xls

13.Language played a significant role

0:14

1:10

0&1:1

14. Class difficulty (rating 1-10)

0:3

1:22

SD:1.77

15.Proofs/Previous Class

0:17

1:8

Linear systems

NA:0

SD:2.34

Avg:3.84

Linear independence
Linear transformations

NA:0
NC:0

SD:2.65
SD:2.36

Avg:4.76
Avg;5.46

NA/NC:5
NA:0

SD:2.22
SD:2.80

Avg:6.25
Avg;4.4

NA:0
NA:0

SD:2.34
SD:2.72

Avg:6.16
Avg:5.96

NA/NC/?:3

SD:2.52

Avg:6.09

NA:24

Proofs:8

Linear systems
Matrix Operations

DR:2
DR:2

SD:2.31
SD:2.08

Avg:6.83
Avg:7.39

Linear Combinations
Linear independence

NA:4
DR:3

SD:2.04
SD:2.25

Avg:7.57
Avg:7.23

NA/DR:5
DR:6

SD:2.28
SD:2.38

Avg:6.85
Avg:7.32

Avg:7.68

16.Level of difficulty:

Inner product spaces
Matrices
Span & spanning sets
Eigenvalues & eigenvect
Subspaces
Others:
17.Rating to module assignments

Linear transformations
Eigenvalues & eigenvectors
Others:
18, 19, 20, 21, 22, 23

NA:25
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Appendix Q
Quantitative Data Obtained from Group C's Post-Surveys (Non-Modular Group)
Group C
Question
1.Gender

M:19

F:7

2.Ethnicity

H:21

A:3

AS:1

NA:1

3.Classification

F:0

SO:3

J:18

SE:5

4.Major

MA:4

CS:4

EE:15

IE:2

PHYS:1

5.GPA

NA:2
MATH
1508:
9
NA:10

0:2
MATH
1411:
22
0:0

1:5
MATH
1312:
25
1:5

2:6
MATH
2313:
21
2:3

3:11
MATH
2326:
17
3:8

SD:0.51
MATH
2300:
5
SD:0.47

Avg:3.34
MATH
MATH
3325:
0311:
4
2
Avg:3.51

7.Courses this semester

SD:1.24

Avg:4.23

MODE:4

8.Have a job?

NA:17

SD:1.25

Avg:8.8

6.Math courses
Approximate Math GPA

0:11

1:15

for how long?

0:4

1:10

2:1

NA:11

how many hrs per week

0:5

1:2

2:8

NA:11

9.English first language

0:9

1:17

SP:9

10.Fluency

10:3

9:2

8:3

11. Pros/cons of technology

6:1
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12. Performance in math
13.Language played a significant role

0:13
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1:12
NA:1

14. Class difficulty (rating 1-10)

0:3

1:23

15.Proofs/Previous Class

0:14

1:12

SD:1.46

Avg:7.27

16.Level of difficulty:
NA:2

SD:2.86

Avg:3.27

Linear independence
Linear transformations

Linear systems

NA:2
NA/NC:5

SD:2.52
SD:2.34

Avg;5.63
Avg:5.76

Inner product spaces
Matrices

NA/NC:3
NA:2

SD:2.35
SD:2.39

Avg:5.77
Avg:3.29

NA:2
NA:2

SD:2.04
SD:1.89

Avg:6
Avg:5.54

NA:4
NA:26

SD:1.78

Avg:6.14

Span & spanning sets
Eigenvalues & eigenvect
Subspaces
Others:
18, 19, 20, 21
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