Abstract-A new technique based on the multilayer perceptron (MLP) neural network is proposed for blocking-artifact removal in block-coded images. The new method is based on the concept of learning-by-examples. The compressed image and its original uncompressed version are used to train the neural networks. In the developed scheme, inter-block slopes of the compressed image are used as input, the difference between the original uncompressed and the compressed image is used as desired output for training the networks. Blocking-artifact removal is realized by adding the neural network's outputs to the compressed image. The new technique has been applied to process JPEG compressed images. Experimental results show significant improvements in both visual quality and peak signal-to-noise ratio. It is also shown the present method is comparable to other state of the art techniques for quality enhancement in block-coded images.
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I. INTRODUCTION

M
ANY WELL-KNOWN image-compression techniques such as JPEG [1] are block based. In these techniques, an image is partitioned into small blocks (typically ) and each block is coded independently. However, at low bit rates, the reconstructed images generally suffer from visually annoying artifacts due to very coarse quantization. One major such artifact is the blocking effect, which appears as artificial boundaries between adjacent blocks.
Although emerging image-compression techniques such as wavelet transform [2] do not suffer from blocking artifacts, no international standard based on this new technique exists at this stage, and software implementation is not yet widely available to ordinary image users. On the other hand, JPEG has been international standard for many years, and its implementation software is available in a variety of application environments. To date, JPEG is a widely used image-compression tool, and we believe it will continue to be so in the foreseeable future. Based on this rationale, we continue the effort to investigate new methods to improve the quality of block-based image-compression methods (JPEG is a special case).
There are many techniques developed to reduce the blocking effect. Some use image filtering techniques [3] - [5] , some formulate the blocking-effect removal as an image restoration Publisher Item Identifier S 1051-8215(00)10633-0. problem [6] , and yet others use the theory of projections onto convex set (POCS) to process block-coded images [7] . In this paper, we investigate a new technique for artifact removal in block based image coding. The technique is based on the concept of learning by examples and implemented using multilayer perceptron (MLP) neural networks [8] . Unlike previous methods, we make explicit use of the original (uncompressed) image and use it to train the networks. Once trained, these networks are used to remove blocking effects without unnecessary blurring the images. Simulation results show that the new method improves PSNR and visual quality of JPEG compressed images and its performance is comparable to that of other known blocking removal methods.
The rest of the paper is organized as follows. In Section II, the problem of blocking artifact is first described, then a technique for blocking-effect removal using MLP networks is introduced. Section III presents simulation results on JPEG-compressed images, and concluding remarks are given in Section IV.
II. BLOCKING-ARTIFACT REMOVAL BASED ON ADAPTIVE LEARNING
A. Problem Statement
In most natural image signals, the intensity values of neighboring pixels tend to change slowly. Although step edges exist in natural images, they are by and large rare, and the chances that natural step edges coincide with the block borders are very small. In block-based image-coding schemes, individual blocks are quantized independently, this can result in abrupt changes in pixel intensities in the block borders, hence causing blocking artifacts. Fig. 1 shows a typical situation that may cause blocking 1051-8215/00$10.00 © 2000 IEEE effects. Bear in mind that our motivation is to construct an adaptive learning system to remove these abrupt changes; it is therefore necessary to represent the existence of such an artifact numerically. Given the nature of the problem, precise measurement of the artifact is almost impossible to define. On the other hand, there is also no need for a numerically precise measurement because the way in which the human visual system responds to visual signals is imprecise. For example, two images having different pixel distributions can have no difference in visual appearance (this is the fundamental fact that makes image compression possible). We therefore set out to find numerical artifact indicators (NAIs) that will give good indication of the existence and the strength of the artifacts.
Only measuring the changes between border pixels may not give us sufficient information to indicate the existence of blocking effects because it may be caused by fast-moving signals. One way of measuring the existence of blocking effects is to measure the changes in pixel intensities in a neighborhood of the border area.
The objective is to restore the pixels in the border areas that cause the blocking noise. This noise can be directly measured by calculating the difference between the original signal and the quantized signal in these areas. Our idea is to find a function of the NAIs that measures the coding errors in the border areas. The explicit form of the relationship between the NAIs and the coding error is not known, but we have data available; this gives rise to a classical application scenario where neural network are well suited.
B. MLP for Blocking-Artifact Removal
Inspired by the success that the MLP neural networks have had in a variety of applications in the fields of signal processing and pattern recognition, we develop in this work a new technique based on the MLP neural networks for blocking-effect removal in block encoded images. The idea is to extract relevant information from the compressed image as input to the neural network. The network will try to learn to reconstruct the original image. The schematic of the framework is illustrated in Fig. 2 .
In the encoder, the image is compressed and decompressed by the standard image-compression algorithms such as JPEG. From the decompressed image, features indicating the existence of blocking effects, the NAIs, are extracted and fed to the MLP network as its input. The MLP will try to produce an output approximating the difference between the original image and the decompressed image. To train the MLP network, an appropriate supervised learning algorithm, such as the backpropagation algorithm, will be used and the difference between the original and the decompressed image will be used as the desired output (teacher). After the training is complete, the weights of the MLP network along with the compressed image data will be stored or transmitted.
In the decoder, the compressed data is first decompressed, the same set of blocking-effect features are extracted and fed to the MLP network, the output of the MLP network is added to the decompressed image to form the final decoded image.
In the basic system, each time an image is compressed, an associated post processing system (MLP network) needs to be trained. We shall show empirically that the networks can be trained "off line," i.e., networks trained on one image will work well on other images at a similar bit rate.
C. Implementation
Because blocking effects are caused by the abrupt changes in block intensities between the neighboring blocks, the inter- block slope, i.e., the difference in pixel intensity between the adjacent blocks contains useful information which will indicate the existence of blocking effects. In this scheme, we use this information as the NAIs and input to the MLP network. The desired output for the network is set to be the difference between the original (uncompressed) and the compressed image. It is appropriate at this point to stress that use of the pixel intensity of the compressed image as input and the original (uncompressed) image pixel intensity as desired output, which may be the most obvious choice, does not work well. The primary reason is that the absolute intensity values contain no information about the blocking effects.
Let be an original image, the reconstructed image of after compression, . Assuming the image is coded using square block size of . A three-layer MLP neural network with three input and two output units is constructed to process the border pixels. The number of hidden units are decided through experiment. In extensive simulations we have performed, it was found that no more than four hidden units are required.
To process the horizontal block border pixels, the 3-D input vectors to the network, are formed as The corresponding desired output vectors, are formed as (2) Using the pair of training samples in (1) and (2) to train the network until it converges. Once the network is trained, its weights are saved. The border pixels of are modified as follows to form a new image :
where are the neural network's outputs. The vertical block borders are processed in a similar manner. Please note that a single network is used to process both horizontal and vertical borders.
III. EXPERIMENTAL RESULTS
We have performed extensive simulations using the new technique to process JPEG compressed images, some of the results are presented here. In the results presented, the images are compressed by the independent JPEG group's software by setting the quality factor to various values with coding optimization. Peak signal-to-noise ratio (PSNR) of the whole image calculated (4) is used to measure the performance
In all cases, the size of the MLP network used have three inpust, four hidden, and two output units. A single MLP network was used to process both horizontal and vertical border pixels. In the training stage, the inputs and desired outputs were formed according to (1) and (2) (the inputs and outputs for the vertical borders are formed in a similar manner). The networks were trained using the backpropagation algorithm [8] , the training rate used was fixed to 0.05 (the momentum term was not used).
It was found that the networks converged quite fast, in the results presented, all networks were trained for ten epoches.
Five well-known images are used in the experiment; the bit rate and PSNR of these images when compressed using JPEG software at a quality factor of 15 are listed in Table I . For each image, one network was trained and tested on itself and other four images. Results are listed in Table II -VI. It is seen for the same quality level that the networks generalized quite well from one image to the other. Visual qualities of the images have also improved accordingly. An example is shown in Fig. 3 .
We have also experimented the network's generalization capability at different bit rates. In Table VI , we show the PNSR performance of Lena image at three different quality levels. It is seen that a network trained on a low-quality image would not work on images of higher quality, while on the other hand, a network trained on a high-quality image did work on low-quality images. The improvement is dependent on the similarity of the image quality.
These results are comparable to those published in the literature [5] - [7] . For example, at a bit rate of 0.3 bpp, the adaptive post-processor of [5] achieve a PSNR improvement of 0.5 dB (from 32.8 to 33.3 dB) on the Lena image, which was shown to be better than the methods of [3] and [4] . Generally speaking, the lower the bit rate (the poorer the compressed image quality), the larger the improvement. Notice in [5] and our current implementation, coding optimization is used, which can reduce the bit rate significantly at the same level of quality as compared to compression without optimization. At a bit rate of 0.27 bpp, our PSNR improvement ranges from 0.54 to 0.59 dB.
IV. CONCLUDING REMARKS
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