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THE FREDHOLM ALTERNATIVE FOR THE p-LAPLACIAN IN
EXTERIOR DOMAINS
PAVEL DRA´BEK, KY HO AND ABHISHEK SARKAR
Abstract. We investigate the Fredholm alternative for the p-Laplacian in an ex-
terior domain which is the complement of the closed unit ball in RN (N ≥ 2). By
employing techniques of Calculus of Variations we obtain the multiplicity of solutions.
The striking difference between our case and the entire space case is also discussed.
1. Introduction
The Fredholm alternative for the p-Laplacian has been studied on both bounded
domains in RN and the entire space RN . In this paper we investigate the existence and
multiplicity of solutions of the following problem{
−∆pu = λK(x)|u|p−2u+ h in Bc1,
u = 0 on ∂B1,
(1.1)
where ∆pu := div (|∇u|p−2∇u) is the p-Laplacian with p > 1, Bc1 is the complement of
the closed unit ball B1 in R
N , λ > 0 is a parameter, the weight K and the function h
will be specified later.
In a bounded domain Ω of RN , similar problems (with K(x) ≡ 1) have been studied
in numerous papers. For the references we refer the reader to survey papers by Taka´cˇ
[17, 18] and the references therein.
In the case of the entire space RN , Alziary et al. [1] studied the solvability of the
equation
−∆pu = λm(x)|u|
p−2u+ f in RN , u ∈ D1,p(RN ), (1.2)
where 1 < p < N and the Sobolev space D1,p(RN) is defined to be the completion of
C1c (R
N) with respect to the norm
‖u‖D1,p(RN ) =
(ˆ
RN
|∇u|p dx
)1/p
.
They studied problem (1.2) with a radially symmetric and measurable weight m(x) =
m(|x|) satisfying
0 < m(r) ≤
C
(1 + r)p+µ
a.e. in [0,∞), (1.3)
with some constants µ > 0 and C > 0. Let λ˜1 > 0 be the first eigenvalue and ϕ˜1 be the
corresponding positive eigenfunction of −∆p in R
N relative to the weight m(|x|); for the
existence of the first eigenpair see, for example [14,15] and the references therein. For
a given f ∗ ∈ [D1,p(RN)]∗ (the dual space of D1,p(RN)), satisfying 〈f ∗, ϕ˜1〉 = 0 (where
〈·, ·〉 denotes the duality pairing between D1,p(RN) and [D1,p(RN)]∗), the authors of [1]
obtained the existence of at least one solution of (1.2) for 2 ≤ p < N with λ = λ˜1 and
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f = f ∗, and for 1 < p < 2 ≤ N with λ ∈ (λ˜1 − ǫ, λ˜1 + ǫ), ǫ > 0 small, and f in a
neighbourhood of f ∗.
To obtain the existence of solutions, the authors of [1] used variational arguments
but treated the two cases 1 < p < 2 ≤ N and 2 ≤ p < N in a different way. As a
by-product, for the resonant case λ = λ˜1, they proved “a saddle point geometry” of the
energy functional associated with (1.2) when 1 < p < 2 ≤ N . On the other hand, they
used an improved Poincare´ inequality when p ≤ 2 < N and showed that the energy
functional has a “global minimizer geometry”.
In the case of an exterior domain, Anoop et al. [3] discussed the existence of solution
of problem (1.1) with a weaker assumption on weight than in [1] (see Definition 2.1
in the next section). By using the Fredholm alternative for the p-Laplacian due to
Fucˇ´ık et al. [11, Chapter II, Theorem 3.2], they obtained the existence of solutions for
problem (1.1) when λ ∈ (0, λ1+δ)\{λ1} for some δ > 0, where λ1 is the first eigenvalue
of −∆p in Bc1 relative to the weight K (see [3, Proposition 3.1]).
The goal of this paper is to obtain multiple solutions of (1.1) for the resonant case
λ = λ1 with a weaker assumption on the weight than in [1]. This work can be seen as
a complement to the Fredholm alternative for the p-Laplacian in an exterior domain
for the resonant case. It is worth mentioning that to deal with the resonant case,
we apply the second order Taylor formula for the energy functional associated with
(1.1) at the first eigenfunction ϕ1 of −∆p in B
c
1. To apply Taylor formula, we need to
employ weighted spaces in terms of ϕ1 with the weights singular or degenerate, on the
set {∇ϕ1 = 0}. Surprisingly, the case of an exterior domain differs substantially from
the case of the entire space RN . The important point to note here is the fact that,
if K is radially symmetric and satisfies certain decay condition, the set {∇ϕ1 = 0}
is a removable set (i.e., the set of zero capacity) in the case of the entire space RN ,
whereas this is not true in the case of an exterior domain (see, e.g., Remarks 2.14, 3.3
and 4.5). For this reason, to obtain a saddle point geometry of the energy functional
in the resonant case when 1 < p < 2, we need to introduce a new condition for the
source term h, which is of independent interest.
The rest of the paper is organized as follows. In Section 2, we review properties of
the first eigenpair of −∆p in Bc1 obtained in [2, 3] and then we prove more properties
of the first eigenfunction. In this section we also introduce suitable weighted function
spaces. In Section 3, by employing weighted spaces introduced in the previous section
we obtain an improved Poincare´ inequality (Proposition 3.4) for our solution space
when 2 < p < N . In Section 4, we establish a saddle point geometry of the energy
functional (Proposition 4.7) in the resonant case when 1 < p < 2. Section 5 is devoted
to the investigation of the existence and multiplicity of solutions for (1.1). In this
section we complete the Fredholm alternative for the p-Laplacian in an exterior domain.
More precisely, when λ = λ1 and the source term h is in a neighbourhood of given h
∗
satisfying 〈h∗, ϕ1〉 = 0 we obtain a solution for problem (1.1) by using the saddle
point geometry of the energy functional and the improved Poincare´ inequality when
1 < p < 2 and 2 < p < N , respectively. If in addition the source term h satisfies
〈h, ϕ1〉 6= 0, we obtain a second solution for problem (1.1) that is a Mountain Pass
type solution. For p = 2 we recover the classical Fredholm alternative for the Laplace
equations in an exterior domain. It is worth mentioning that the conditions on the
weight K and the dimension N are relaxed in the linear case. Our main results are
stated in Theorems 5.2 and 5.3. Finally, we provide proofs of several auxiliary results
in Appendices A–E.
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2. Abstract framework and preliminary results
2.1. The solution space. We study problem (1.1) with an admissible weight K de-
fined as follows.
Definition 2.1. We say that K is admissible if K ∈ L1loc(B
c
1), meas{x ∈ B
c
1 : K(x) >
0} > 0 and there exists a positive function w such that
(i) w ∈
{
L1((1,∞); rp−1), p 6= N,
L1((1,∞); [r log r]N−1), p = N ;
(ii) |K(x)| ≤ w(|x|) for a.e. x ∈ Bc1.
We look for solutions of (1.1) in D1,p0 (B
c
1), the completion of C
1
c (B
c
1) (C
1 functions
with compact support) with respect to the norm
‖u‖ =
(ˆ
Bc
1
|∇u|p dx
)1/p
.
This space is a well defined uniformly convex Banach space with the following proper-
ties.
Lemma 2.2 ( [2]). The following embeddings hold:
(i) D1,p0 (B
c
1) →֒ L
p
loc(B
c
1),
(ii) D1,p0 (B
c
1) →֒ W
1,p
loc (B
c
1),
(iii) D1,p0 (B
c
1) →֒→֒ L
p(Bc1;w(|x|)).
Throughout this paper, we denote
X :=
(
D1,p0 (B
c
1), ‖ · ‖
)
,
and by X∗ the dual space of X . The following definition of (weak) solution makes
sense, thanks to the embedding, X →֒ Lp(Bc1;w(|x|)).
Definition 2.3. Let K be an admissible weight and let h ∈ X∗. By a (weak) solution
of problem (1.1), we mean a function u ∈ X satisfying
ˆ
Bc
1
|∇u|p−2∇u · ∇v dx = λ
ˆ
Bc
1
K(x)|u|p−2uv dx+ 〈h, v〉, ∀v ∈ X,
where 〈., .〉 denotes the duality pairing between X and X∗.
When h ≡ 0, λ is called an eigenvalue of −∆p in Bc1 related to the weight K (an
eigenvalue, for short) if problem (1.1) has a nontrivial solution u, and such a solution
u is called an eigenfunction corresponding to the eigenvalue λ.
In what follows, for 1 < α < β set
Bα := {x ∈ R
N : |x| ≤ α}, Bcα := R
N \Bα,
Aβα := {x ∈ R
N : α < |x| < β}, Sα := {x ∈ R
N : |x| = α},
and by |S| denote the Lebesgue measure of S ⊂ RN . For a normed linear space E, the
symbol BE(u, ρ) stands for the open ball centered at u with radius ρ in E.
4 P. DRA´BEK, K. HO & A. SARKAR
2.2. Properties of the first eigenpair (λ1, ϕ1). It was shown in [2, 3] that, for an
admissible weight K we have
λ1 := inf
{ˆ
Bc
1
|∇u|p dx : u ∈ X,
ˆ
Bc
1
K(x)|u|p dx = 1
}
> 0.
It is a simple eigenvalue of{
−∆pu = λK(x)|u|p−2u in Bc1,
u = 0 on ∂B1.
(2.1)
Furthermore, the infimum above is achieved at an eigenfunction ϕ1, which is positive
a.e. in Bc1. If we assume, in addition, K ∈ L
s(AR1 )∩L
∞
loc(B
c
1) for some s >
N
p
and R > 1
when 1 < p ≤ N or K ∈ L∞loc(B
c
1) when p > N then λ1 is an isolated eigenvalue and
ϕ1 ∈ C1(Bc1) and ϕ1 > 0 in B
c
1. If K ∈ L
∞(AR1 ) for all R > 1 then ϕ1 ∈ C
1,α(AR1 ) for
all R > 1, where α = α(R) ∈ (0, 1). Thus, applying the strong maximum principle by
Va´zquez [19, Theorem 5] to
−∆pϕ1 + λ1‖K‖L∞(AR
1
)ϕ
p−1
1 ≥ −∆pϕ1 + λ1K
−(x)ϕp−11 = λ1K
+(x)ϕp−11 ≥ 0 in A
R
1 ,
where K+ = max{K, 0}, K− = K+ −K, we have
∂ϕ1
∂ν
(x) < 0, ∀x ∈ ∂B1,
where ν is the unit outward normal vector to ∂B1 at x. From these facts, ifK ∈ L
∞(AR1 )
for all R > 1, we deduce that
A := {x ∈ Bc1 : ∇ϕ1(x) = 0},
is a closed set in RN and
dist(A, ∂B1) > 0.
Clearly, if the admissible weight K is positive a.e. in Bc1 then int(A) = ∅. Moreover,
|A| = 0 if we assume a stronger assumption on K as shown in the following lemma.
Lemma 2.4. Assume that the weight K satisfies
(A) K is an admissible weight such that K > 0 a.e. in Bc1, K ∈ L
s(AR1 ) ∩ L
∞
loc(B
c
1)
for some s > N
p
and R > 1 when 1 < p ≤ N or K ∈ L∞loc(B
c
1) when p > N .
Then
|A| = 0.
Proof. Note that, ϕ1 ∈ C1(Bc1) and ϕ1(x) > 0 for all x ∈ B
c
1. Set f := λ1Kϕ
p−1
1 . Then
for each n ∈ N \ {1}, ϕ1 satisfiesˆ
An
1+1/n
|∇ϕ1|
p−2∇ϕ1 · ∇v dx =
ˆ
An
1+1/n
fv dx, ∀v ∈ C∞c (A
n
1+1/n).
Since f > 0 a.e. in An1+1/n and f ∈ L
∞(An1+1/n), we deduce |{x ∈ A
n
1+1/n : ∇ϕ1(x) =
0}| = 0 in view of [13, Theorem 1.1]. Consequently, we obtain the desired conclusion.

Next, we provide a result regarding the behavior of ϕ1 and ∇ϕ1 at infinity which
is similar to [1, Proposition 9.1] but need a weaker assumption on weights. The next
result is an improvement of corresponding results obtained in [2, 5].
Proposition 2.5. Let 1 < p < N and assume that the weight K satisfies
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(H) K(x) = K(|x|) > 0 for a.e. x ∈ Bc1, K ∈ L
∞(Bc1) and K ∈ L
1((1,∞); rδ) for
some δ ∈ (p− 1, N − 1).
Then ϕ1 is radially symmetric, i.e., ϕ1(x) = ϕ1(|x|) and there exists a constant C > 0
such that
lim
r→∞
(
r
N−p
p−1 ϕ1(r)
)
= C, (2.2)
lim
r→∞
(
r
N−1
p−1 ϕ′1(r)
)
= −
N − p
p− 1
C. (2.3)
The proof is similar to that of [1, Proposition 9.1] with a little modification. For
reader’s convenience we sketch the proof in the Appendix A.
Remark 2.6. We note that, when 1 < p < N , (H) implies (A). The important point
to note here is that for our case the assumption (1.3) on the weight in [1] reads
0 < K(x) = K(|x|) ≤
C
|x|p+µ
, for a.e. x ∈ Bc1, (2.4)
with some constants µ > 0 and C > 0. Clearly, a measurable weight K satisfying (2.4)
also satisfies (H) with δ = p− 1 + µ0 for some µ0 ∈ (0,min{µ,N − p}). However, the
reverse is not true. The following example demonstrates this fact rather strikingly.
Example 2.7. Let 1 < p < N and ζ > 1, ι > 0. Consider
K1(r) :=

1
rp(1+log r)
, r ∈
∞⋃
n=1
[n, n+ 1
nζ
],
1
rp+ι
, r ∈ [1,∞) \ (
∞⋃
n=1
[n, n + 1
nζ
]),
and
K2(r) :=

1
rp
, r ∈
∞⋃
n=1
[n, n + 1
nζ
],
1
rp+ι
, r ∈ [1,∞) \ (
∞⋃
n=1
[n, n + 1
nζ
]).
Then, K(x) := K1(|x|) and K˜(x) := K2(|x|) satisfy (H) with δ = p − 1 + ι0 for
0 < ι0 < min{1, ι, N − p} but K and K˜ do not satisfy (2.4).
In the rest of the paper, we always assume the weight K to be admissible and denote
by (λ1, ϕ1) the first eigenpair of problem (2.1). Define,
X⊥ :=
{
u ∈ X :
ˆ
Bc
1
K(x)ϕp−11 u dx = 0
}
.
Note that, X⊥ is a weakly closed subspace of X, thanks to the compactness of the
embedding X →֒ Lp(Bc1;w).
2.3. Weighted spaces in terms of ϕ1. We introduce the following weighted spaces
in terms of ϕ1. These spaces will be implemented to obtain an improved Poincare´
inequality on X when 2 < p < N in the next section.
For p > 2 and (A) being satisfied, define Dϕ1 to be the completion of X with respect
to the norm
‖u‖Dϕ1 :=
(ˆ
Bc
1
|∇ϕ1|
p−2|∇u|2 dx
)1/2
.
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We also define Hϕ1 as the space of all measurable functions u : R
N → R such that
‖u‖Hϕ1 :=
(ˆ
Bc
1
K(x)ϕp−21 u
2 dx
)1/2
<∞.
Clearly, the spaces Dϕ1 and Hϕ1 are Hilbert spaces. Hereafter, (A) is always assumed
whenever we mention the space Dϕ1 . The embeddings in the next two lemmas are
crucial. The next lemma can be obtained similarly in the entire space case (see [1,
Lemma 4.3]).
Lemma 2.8. Assume that p > 2. Then X →֒ Dϕ1.
The following compact embedding result is proved in the Appendix B.
Lemma 2.9. Assume that p > 2. Then
Dϕ1 →֒ Hϕ1 and Dϕ1 →֒ L
2(Bc1; |∇ϕ1|
pϕ−21 ).
If in addition, p < N , (H) and lim
ρ→∞
ess sup
r≥ρ
rpK(r) = 0 hold, then the embedding
Dϕ1 →֒ Hϕ1 is compact.
Remark 2.10. We note that if a measurable weight K satisfies (2.4), then it also
satisfies the assumption of Lemma 2.9. The weight K introduced in Example 2.7 does
not satisfy (2.4) but fulfills the assumptions of Lemma 2.9. On the other hand, the
weight K˜ introduced in Example 2.7 satisfies lim
ρ→∞
ess sup
r≥ρ
rpK˜(r) = 1, and hence does
not satisfy the assumptions of Lemma 2.9.
We now discuss differentiability of functions in Dϕ1 . For an open set Ω in R
N , denote
by W 1(Ω) the set of all u ∈ L1loc(Ω) such that weak derivatives
∂u
∂xi
(i = 1, · · · , N) in Ω
exist. Clearly, X ⊂W 1(Bc1). The inclusion Dϕ1 ⊂W
1(Bc1) in the case p > 2 is not clear
since the weight |∇ϕ1|p−2 is degenerate on the set {∇ϕ1 = 0}. In the case of problem
(1.2) in the entire space RN , the weighted space Dϕ˜1 (the completion of D
1,p(RN) with
respect to the norm ‖u‖Dϕ˜1 :=
(´
RN
|∇ϕ˜1|
p−2|∇u|2 dx
)1/2
) is not contained in W 1(RN)
in general. This fact can be illustrated in the following example.
Example 2.11. Let 2 < p < N, µ > 0, and γ > (p−1)(N+2)
p−2
− 1. Let ϕ˜1 be the
corresponding positive eigenfunction of −∆p in RN relative to the weight
m(x) :=
{
|x|γ, |x| ≤ 2,
1
1+|x|p+µ
, |x| > 2.
Let φ ∈ C∞(RN) such that 0 ≤ φ ≤ 1, φ = 1 in B1, and supp(φ) ⊂ B2. Let φn ∈
C∞(RN) such that 0 ≤ φn ≤ 1, φn = φ in |x| ≥
2
n
, φn = 0 in |x| ≤
1
n
, and |∇φn| ≤ 2n
(n = 1, 2, · · · ). Let − (N−2)(p−1)+(γ+1)(p−2)
2(p−1)
< θ ≤ −N and define u(x) := |x|θφ(x),
un(x) := |x|θφn(x) (n = 1, 2, · · · ). Then u 6∈ L1loc(R
N), {un} ⊂ C1c (R
N) and lim
n→∞
‖un −
u‖Dϕ˜1 = 0. In other words, we have u ∈ Dϕ˜1 \W
1(RN).
In the case of an exterior domain, we still do not know whether the inclusion Dϕ1 ⊂
W 1(Bc1) is valid when 2 < p < N and (H) hold. However, that inclusion is guaranteed
if we strengthen the assumption on K as in the following lemma.
Lemma 2.12. Assume that 2 < p < N and that (H) holds. Assume in addition that
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(W) K−1 ∈ L1loc(1,∞) and for each t > 1, f(r) :=
∣∣´ r
t
K(s)ds
∣∣ 2−pp−1 ∈ L1loc(1,∞).
Then, Dϕ1 ⊂W
1(Bc1).
The proof is provided in the Appendix C.
Example 2.13. Clearly if the weight K satisfies that ess inf
x∈An
1+1/n
K(x) > 0 for all n > 2
then (W) is satisfied. If we take
K3(r) :=
{
(2− r)η, r ∈ [1, 2),
K1(r), r ∈ [2,∞),
where K1 is defined in Example 2.7 with 2 < p < N and 0 < η < min{1,
1
p−2
}, then
the weight K(x) := K3(|x|) satisfies (H) and (W) with lim
ρ→∞
ess sup
r≥ρ
rpK(r) = 0. On
the other hand, K does not satisfy (2.4) and we have ess inf
r∈[1+1/n,n]
K(r) = 0 for all n > 2.
In the following remark we discuss the principal differences between the exterior
domain case and the entire space case.
Remark 2.14. Let 2 < p < N and let Dϕ1 (resp. Dϕ˜1) be the weighted Sobolev
space corresponding to problem (1.1) (resp. (1.2)) with the radially symmetric and
measurable weight K (resp. m) satisfying (H) (resp. (1.3)). The weight |∇ϕ1|p−2 of
the space Dϕ1 is degenerate on a sphere Sr0 (1 < r0 <∞) whereas the weight |∇ϕ˜1|
p−2
of the space Dϕ˜1 is degenerate at the origin (see the proofs of Proposition 2.5 and [1,
Proposition 9.1]). Although it is possible that Dϕ˜1 6⊂ W
1(RN) (see Example 2.11),
we indeed have Dϕ˜1 ⊂ W
1(RN \ {0}) and arguments on RN \ {0} are basically the
same as on RN . However, the situation of an exterior domain is very different. We
also have Dϕ1 ⊂W
1(Bc1 \Sr0) thanks to the embedding Dϕ1 →֒ L
2(Bc1; |∇ϕ1|
pϕ−21 ) and
the properties of ϕ1 but we do not know whether Dϕ1 ⊂ W
1(Bc1). Unlike the entire
space case, arguments on Bc1 \ Sr0 are very different from those on B
c
1 since Sr0 is a
nonremovable set. So the assumption (W) is necessary to assure that Dϕ1 is indeed a
weighted Sobolev space when 2 < p < N. Therefore, the difference between the types
of the sets where ∇ϕ1 and ∇ϕ˜1 degenerate, makes the case of an exterior domain more
delicate than the case of the entire space (see the proof in the Appendix B and [1, Proof
of Proposition 3.6]).
The following operator A : RN → MN×N(R) (where MN×N(R) denotes the set of
N×N matrices over R), will provide much advantage for us when we apply the second
order Taylor formula for energy functional. For 1 < p <∞, we define
A(a) := |a|p−2
(
I+ (p− 2)
a⊗ a
|a|2
)
for a ∈ RN \ {0},
where I is the N ×N identity matrix, a⊗ b := (aibj)N×N with a = (a1, · · · , aN),b =
(b1, · · · , bN) ∈ RN . We define A(0) := 0 ∈ MN×N(R). The following basic properties
of the operator A were shown in [1, Subsection 2.4]. Let 1 < p < ∞, then for all
a,v ∈ RN \ {0}, we have
min{1, p− 1} ≤
〈A(a)v,v〉RN
|a|p−2|v|2
≤ max{1, p− 1}. (2.5)
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Moreover, for 2 ≤ p <∞ there exists Cp > 0 such that for all a,b,v ∈ RN , we have
Cp
(
max
0≤s≤1
|a+ sb|
)p−2
|v|2 ≤
ˆ 1
0
〈A(a+ sb)v,v〉RN (1− s) ds
≤
p− 1
2
(
max
0≤s≤1
|a+ sb|
)p−2
|v|2.
On the other hand, for 1 < p < 2 there exists Cp > 0 such that for all a,b,v ∈ RN
with |a|+ |b| > 0 we have
p− 1
2
(
max
0≤s≤1
|a+ sb|
)p−2
|v|2 ≤
ˆ 1
0
〈A(a+ sb)v,v〉RN (1− s) ds
≤ Cp
(
max
0≤s≤1
|a+ sb|
)p−2
|v|2. (2.6)
By (2.5), when p > 2, we have
‖v‖2Dϕ1 ≤
ˆ
Bc
1
〈A(∇ϕ1)∇v,∇v〉RN dx ≤ (p− 1)‖v‖
2
Dϕ1
, ∀v ∈ Dϕ1 . (2.7)
3. An Improved Poincare´ inequality when 2 < p < N
In this section, we obtain an improved Poincare´ inequality on X when 2 < p < N,
by applying the second order Taylor formula for energy functional at ϕ1.
For functions φ, v, w : Bc1 → R, we define
Qφ(v, w) :=
ˆ
Bc
1
〈[ˆ 1
0
A(∇ϕ1 + s∇φ)(1− s) ds
]
∇v,∇w
〉
RN
dx
− λ1(p− 1)
ˆ
Bc
1
K(x)
[ˆ 1
0
|ϕ1 + sφ|
p−2(1− s) ds
]
vw dx,
and thus
Q0(v, v) =
1
2
ˆ
Bc
1
〈A(∇ϕ1)∇v,∇v〉RN dx−
1
2
λ1(p− 1)
ˆ
Bc
1
K(x)ϕp−21 v
2 dx,
whenever the integrals are well-defined. Note that when p ≥ 2, by invoking the
Lebesgue dominated convergence theorem, we can show that, the functional
Φ(u) :=
1
p
ˆ
Bc
1
|∇u|p dx−
λ1
p
ˆ
Bc
1
K(x)|u|p dx,
belongs to C2(X,R) via standard arguments. Applying the second order Taylor formula
for Φ at ϕ1, we have
Φ(ϕ1 + φ) = Φ(ϕ1) + 〈DΦ(ϕ1), φ〉+
ˆ 1
0
(1− s)〈D2Φ(ϕ1 + sφ)φ, φ〉 ds, ∀φ ∈ X.
Thus, Φ(ϕ1 + φ) = Qφ(φ, φ) and hence, Qφ(φ, φ) ≥ 0 for all φ ∈ X due to variational
characterization of the first eigenvalue λ1. Clearly, Q0(ϕ1, ϕ1) = 0. When p > 2,
Q0(·, ·) is well-defined on Dϕ1 in view of (2.7) and the embedding Dϕ1 →֒ Hϕ1 . Arguing
as in [16, the inequality (4.4)], we get Q0(φ, φ) ≥ 0 for all φ ∈ Dϕ1 . So, we obtain
Lemma 3.1. Assume that p > 2. Then, Q0(ϕ1, ϕ1) = 0 and 0 ≤ Q0(φ, φ) <∞ for all
φ ∈ Dϕ1 .
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By Lemma 3.1 we have another formula for the first eigenvalue
λ1 = inf
{´
Bc
1
〈A(∇ϕ1)∇u,∇u〉RN dx
(p− 1)
´
Bc
1
K(x)ϕp−21 u
2 dx
: u ∈ Dϕ1 \ {0}
}
, (3.1)
and ϕ1 is a minimizer for λ1 in (3.1). Clearly, u is a minimizer for λ1 in (3.1) if and only
if u ∈ Dϕ1 \ {0} and Q0(u, u) = 0. This is equivalent to u ∈ Dϕ1 \ {0} and Q0(u, v) = 0
for all v ∈ Dϕ1 since Q0(·, ·) is a nonnegative symmetric bilinear form on Dϕ1 . Hence,
if Dϕ1 ⊂ W
1(Bc1) then u ∈ Dϕ1 \ {0} satisfies Q0(u, u) = 0 if and only if u ∈ Dϕ1 is
nontrivial weak solution in Dϕ1 to problem
−∇ · (A(∇ϕ1)∇u) = λ1(p− 1)Kϕ
p−2
1 u in B
c
1. (3.2)
In other words, u is an eigenfunction associated with the first eigenvalue λ1 of (3.2). The
following result shows that λ1 is in fact a simple eigenvalue of (3.2) when 2 < p < N.
Proposition 3.2. Let 2 < p < N , (H) and (W) hold. Then a function u ∈ Dϕ1
satisfies Q0(u, u) = 0 if and only if u = kϕ1 for some constant k ∈ R.
Remark 3.3. The simplicity of the first eigenvalue λ1 of degenerated linear prob-
lem (3.2) is a by-product of our work which is of independent interest. The analogue
for the entire space case is dealt with in [1, Proposition 5.2 and its proof]. Our case,
which is more delicate due to the arguments presented in Remark 2.14, is proved in
detail in the Appendix D.
We close this section with the following improved Poincare´ inequality on X when
2 < p < N . The proof is almost similar to that of a bounded domain case [10, Theorem
1.1] and the entire space case [1, Lemma 3.7]. It has not escaped our notice that no
restriction either on K or N is required for the linear case p = 2, which we include for
completeness.
Proposition 3.4. (i) Let p = 2. Then there exists C = C(K) > 0 such thatˆ
Bc
1
|τ∇ϕ1 +∇u
⊥|2 dx− λ1
ˆ
Bc
1
K(x)|τϕ1 + u
⊥|2 dx ≥ C
ˆ
Bc
1
|∇u⊥|2 dx, (3.3)
holds for all τ ∈ R and u⊥ ∈ X⊥.
(ii) Let 2 < p < N , (H), (W) and lim
ρ→∞
ess sup
r≥ρ
rpK(r) = 0 hold. Then there exists
C = C(p,K) > 0 such thatˆ
Bc
1
|τ∇ϕ1 +∇u
⊥|p dx− λ1
ˆ
Bc
1
K(x)|τϕ1 + u
⊥|p dx
≥ C
(
|τ |p−2
ˆ
Bc
1
|∇ϕ1|
p−2|∇u⊥|2 dx+
ˆ
Bc
1
|∇u⊥|p dx
)
, (3.4)
holds for all τ ∈ R and u⊥ ∈ X⊥.
Proof. To prove part (i), i.e., the linear case p = 2, we use the variational characteri-
zation of the second eigenvalue
λ2 := inf
{ˆ
Bc
1
|∇u|2 dx : u ∈ X⊥,
ˆ
Bc
1
K(x)|u|2 dx = 1
}
> λ1,
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to obtain (3.3) with C = λ2−λ1
λ2
. In order to prove part (ii), we can use the embeddings
of Dϕ1 and the properties of Qφ(·, ·), whenever the assumptions are satisfied. Since the
proof is almost identical to that of [1, Lemma 3.7], we omit it.

4. A saddle point geometry when 1 < p < 2
Let us consider the energy functional associated with problem (1.1) with λ = λ1
(resonant case),
Jh(u) =
1
p
ˆ
Bc
1
|∇u|p dx−
λ1
p
ˆ
Bc
1
K(x)|u|p dx− 〈h, u〉.
The following notion introduced in [7] will play an important role.
Definition 4.1. We say that Jh : X → R has a saddle point geometry, if there exist
u, v ∈ X , such thatˆ
Bc
1
K(x)ϕp−11 u dx < 0 <
ˆ
Bc
1
K(x)ϕp−11 v dx and
max{Jh(u), Jh(v)} < inf
w∈X⊥
Jh(w).
In a ball or in the entire space case, a saddle point geometry for the energy functional
occurs, when the source term h satisfies h 6≡ 0 and 〈h, ϕ1〉 = 0. The authors in [1, 7]
used the second order Taylor formula for the energy functional at ϕ1, to prove this
fact. Likewise we expect, there is a φ satisfying the condition
(Ph) φ ∈ C1c (B
c
1), φ is constant on a neighbourhood of A = {x ∈ B
c
1 : ∇ϕ1(x) = 0}
and satisfies 〈h, φ〉 6= 0.
However, unlike a ball or the entire space case, in the exterior domain case there exists
h ∈ X∗ \ {0}, such that 〈h, ϕ1〉 = 0 and there is no φ satisfying (Ph), even if K is of a
special form. This interesting fact is stated in the following result.
Proposition 4.2. Let 1 < p < N and (H) be satisfied. Then there is an h ∈ X∗ \ {0}
such that 〈h, ϕ1〉 = 0 and h ≡ 0 on the set
Y := {φ ∈ C1c (B
c
1) : φ is constant on some neighbourhood of A}.
Note that for K satisfying (H), we have A = Sr0 for some r0 > 1. In order to prove
Proposition 4.2, we first use the positivity of the capacity of Γ := Sr0 ∩BRN (x0, r), for
some x0 ∈ Sr0 and 0 < r < 2r0 to show that
Lemma 4.3. Under the assumption of Proposition 4.2, the set Y is not dense in X.
Proof. Assume to the contrary that Y is dense in X . Let u ∈ C1c (B
c
1) be nonconstant
on Sr0 , i.e., M := max
x∈Sr0
u(x) > m := min
x∈Sr0
u(x). The density of Y implies that, there
exists a sequence {un} ⊂ Y , such that un → u in X as n → ∞. Since un ∈ Y , there
exists cn ∈ R, satisfying un ≡ cn in a neighbourhood Nn of Sr0. We claim that cn →M
as n→∞. If this is not the case then there is a subsequence of {cn} (still denoted by
{cn}) and some ǫ > 0 such that
|cn −M | > ǫ, ∀n ∈ N.
This yields, up to a subsequence, cn−M > ǫ for all n ∈ N or M − cn > ǫ for all n ∈ N.
Suppose that cn−M > ǫ for all n ∈ N. Now by the definition ofM and the continuity
of u, there is a δ ∈ (0, r0 − 1) such that u(x) < M +
ǫ
2
for all x ∈ Ar0+δr0−δ. For each n,
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set wn :=
3
ǫ
|un−u| and also set Wn := Nn ∩A
r0+δ
r0−δ
. Then wn ≥ 0, wn ∈ L
Np
N−p (RN) and
|∇wn| ∈ Lp(RN ). Moreover, for all x ∈ Wn, we have
wn(x) >
3
ǫ
(
cn −M −
ǫ
2
)
>
3
2
.
So by the definition of p-capacity (see [9, Definition 4.7.1]) and the fact that wn → 0
in X as n→∞, we obtain
Capp(Sr0) ≤
ˆ
RN
|∇wn|
p dx = ‖wn‖
p → 0 as n→∞.
But Capp(Sr0) = 0 contradicts [9, Application B of Subsection 3.3.4 and Theorem 4 of
Section 4.7].
We now consider the other case, M − cn > ǫ for all n ∈ N. Let xM ∈ Sr0 be such
that u(xM) = M. By the continuity of u again, there is a δ ∈ (0, r0 − 1) such that
u(x) > M − ǫ
2
for all x ∈ BRN (xM , δ). Set Γ := BRN (xM ,
δ
2
) ∩ Sr0 and for each n, set
wn :=
3
ǫ
|u− un| and Wn := Nn ∩ BRN (xM , δ). Then for all x ∈ Wn, we have
wn(x) >
3
ǫ
(
M −
ǫ
2
− cn
)
>
3
2
.
Arguing as in the previous case we obtain Capp(Γ) = 0, which contradicts [9, Applica-
tion B of Subsection 3.3.4 and Theorem 4 of Section 4.7].
From the arguments above we obtain that cn → M as n → ∞. Then there exist
n0 ∈ N and ǫ′ > 0 such that
cn > m+ ǫ
′, ∀n ≥ n0.
Let xm ∈ Sr0 be such that u(xm) = m. By the continuity of u there is a δ
′ ∈ (0, r0− 1)
such that u(x) < m + ǫ
′
2
for all x ∈ BRN (xm, δ
′). Set Γ′ := BRN (xm,
δ′
2
) ∩ Sr0 and for
each n, set w′n :=
3
ǫ′
|un − u| and W
′
n := Nn ∩ BRN (xm, δ
′). Then for all n ≥ n0 and all
x ∈ W ′n we have
w′n(x) >
3
ǫ′
(cn −m−
ǫ′
2
) >
3
2
.
Proceeding as before, we get Capp(Γ
′) = 0, which is again a contradiction. The proof
of Lemma 4.3 is complete.

The next result shows that ϕ1 belongs to the closure of Y in X .
Lemma 4.4. Under the assumption of Proposition 4.2, we have ϕ1 ∈ Y .
The proof of this lemma can be found in the Appendix E.
Invoking Lemma 4.3, Lemma 4.4 and the Hahn-Banach Theorem we prove Proposi-
tion 4.2.
Proof of Proposition 4.2. By Lemma 4.3, there exists a φ0 ∈ X \ Y . Note that Y is a
closed linear subspace of X . Define
g : W := span{φ0} ⊕ Y → R,
g(tφ0 + v) = t, ∀(t, v) ∈ R× Y .
It is easy to see that g is linear and there is a positive constant C, such that
g(tφ0 + v) ≤ C‖tφ0 + v‖, ∀(t, v) ∈ R× Y . (4.1)
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To prove this claim we first show that
inf
v∈Y
‖φ0 + v‖ > 0. (4.2)
Indeed if (4.2) is not true then there is a sequence {vn} ⊂ Y such that φ0 + vn → 0
in X as n → ∞. This leads to φ0 ∈ Y , a contradiction. So we obtain (4.2). We now
return to prove (4.1). Let C = (infv∈Y ‖φ0 + v‖)
−1 . The case t ≤ 0 is trivial. For t > 0,
(4.1) is equivalent to
g(φ0 +
1
t
v) ≤ C‖φ0 +
1
t
v‖, ∀v ∈ Y ,
i.e.,
1 ≤ C‖φ0 +
1
t
v‖, ∀v ∈ Y .
That holds true by the choice of C and hence, (4.1) is proved. Next, invoking the
Hahn-Banach Theorem we can extend g to a linear functional h : X → R such that
h|W = g and |h(u)| ≤ C‖u‖ for all u ∈ X . Thus we can find an h ∈ X∗ such that
h(φ0) = 1 and h|Y = 0 and this completes the proof of Proposition 4.2 in view of
Lemma 4.4. 
Remark 4.5. Proposition 4.2 illustrates another significant difference between the
problem in the entire space RN studied in [1] and the problem in Bc1. Indeed, in the
entire space case, A = {0} and for all h ∈ X∗ \ {0} we can find φ ∈ C1c (R
N) such that
〈h, φ〉 = 1 and 0 6∈ supp(φ) (see [1, Proof of Lemma 3.9]).
To find an optimal condition on h ∈ X∗ \ {0} such that there is a φ satisfying (Ph),
we introduce the condition:
h ∈ X∗Y , where X
∗
Y := {h ∈ X
∗ : h 6≡ 0 on Y }.
This condition is reasonable due to the following result.
Lemma 4.6. Assume that the admissible weight K satisfies K > 0 a.e. in Bc1 and
K ∈ L∞(AR1 ) for all R > 1. Then X
∗
Y contains the set
Z :=
{
h ∈ X∗ \ {0} : ∃g ∈ Cc(B
c
1) such that 〈h, u〉 =
ˆ
Bc
1
gu dx, ∀u ∈ X
}
,
and X∗Y is open and dense in X
∗.
We emphasize that, the embedding X →֒ Lploc(B
c
1) implies that u 7→
´
Bc
1
gu dx is a
linear bounded functional on X for each g ∈ Cc(B
c
1). The assumption K ∈ L
∞(AR1 ) for
all R > 1 guarantees that dist(A, ∂B1) > 0 and hence, Y 6= ∅.
Proof of Lemma 4.6. Suppose that h ∈ X∗ \ {0} and 〈h, u〉 =
´
Bc
1
gu dx for all u ∈ X
for some g ∈ Cc(Bc1). Since h 6= 0 then so is g and hence, g(x0) 6= 0 for some
x0 ∈ Bc1. By the continuity of g, there is r0 ∈ (0, |x0| − 1) such that g(x)g(x0) > 0
for all x ∈ BRN (x0, r0). By Lemma 2.4, we have int(A) = ∅. Thus, there exists x1 ∈
BRN (x0, r0) \ A. Since K ∈ L
∞(AR1 ) for all R > 1, A is closed and dist(A, ∂B1) > 0.
Therefore, there exists r1 ∈ (0, r0 − |x1 − x0|) such that BRN (x1, r1) ∩ A = ∅. Then
let φ ∈ C∞(RN) be such that 0 ≤ φ sgn(g(x0)) ≤ 1, φ ≡ sgn(g(x0)) in BRN (x1, r1/2)
and φ ≡ 0 in RN \ BRN (x1, r1). Thus, φ ∈ Y and 〈h, φ〉 > 0 and hence h ∈ X
∗
Y , i.e.,
Z ⊂ X∗Y .
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Since Z ⊂ X∗Y , to prove X
∗
Y = X
∗ it suffices to show that Z = X∗. Before we
proceed further, we first observe that by a similar argument to that of [4, Proof of
Proposition 8.14], we obtain that for a given h ∈ X∗, there exist g1, · · · , gN ∈ Lp
′
(Bc1)
with 1
p
+ 1
p′
= 1, such that
〈h, u〉 =
N∑
i=1
ˆ
Bc
1
gi
∂u
∂xi
dx. (4.3)
Next, let h ∈ X∗ be of the form (4.3). For any given ǫ > 0, by the density of C∞c (B
c
1)
in the Lp
′
(Bc1) for each i ∈ {1, · · · , N} we find g˜i ∈ C
∞
c (B
c
1) such that
‖g˜i − gi‖p′ ≤
ǫ
N
,
where ‖·‖q denotes the usual Lebesgue norm on Lq(Bc1) (1 < q <∞). Then for h˜ ∈ X
∗,
given by
〈h˜, u〉 =
N∑
i=1
ˆ
Bc
1
g˜i
∂u
∂xi
dx,
we have
|〈h˜− h, u〉| =
∣∣∣∣∣
N∑
i=1
ˆ
Bc
1
(g˜i − gi)
∂u
∂xi
dx
∣∣∣∣∣ ≤
N∑
i=1
‖g˜i − gi‖p′‖
∂u
∂xi
‖p ≤ ǫ‖u‖, ∀u ∈ X.
Thus, ‖h˜− h‖X∗ ≤ ǫ and note that 〈h˜, u〉 =
´
Bc
1
(
−
∑N
i=1
∂g˜i
∂xi
)
u dx =
´
Bc
1
g˜u dx, where
g˜ := −
∑N
i=1
∂g˜i
∂xi
∈ Cc(Bc1). This implies the density of Z in X
∗. Finally, we show that
X∗Y is open in X
∗. If this is not the case then there is an h ∈ X∗Y and a sequence
{hn} ⊂ X∗ with hn ≡ 0 on Y such that ‖hn − h‖X∗ <
1
n
. Let φ ∈ Y be such that
〈h, φ〉 6= 0. Then, we have
|〈h, φ〉| = |〈hn − h, φ〉| ≤
1
n
‖φ‖ → 0 as n→∞,
a contradiction. So the proof is complete. 
The following proposition together with the fact that Jh is bounded from below on
X⊥ (this will be shown in the next section) provide a saddle point geometry of the
energy functional associated with problem (1.1) in the resonant case.
Proposition 4.7. Assume that 1 < p < 2 and that K ∈ L∞(AR1 ) for all R > 1. Let
h ∈ X∗Y with 〈h, ϕ1〉 = 0. Then for any M > 0, there exist τ0 > 0, such that for each
τ > τ0 we can find v
τ
± ∈ X
⊥ such that
max{Jh(τϕ1 + v
τ
+), Jh(−τϕ1 + v
τ
−)} < −M.
Proof. Let M > 0 be given. Let φ ∈ Y such that 〈h, φ〉 = 1. Set
u± := ±tϕ1 + t
2−p
2 φ with t > 0.
Since φ ∈ Y , φ is constant on a neighbourhood of {x ∈ Bc1 : ∇ϕ1(x) = 0} and has
a compact support in Bc1. So by using the Lebesgue dominated convergence theorem,
we can show that f(t) := 1
p
´
Bc
1
|∇ϕ1 + t∇φ|p dx−
λ1
p
´
Bc
1
K(x)|ϕ1 + tφ|p dx belongs to
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C2[−t0, t0] for some 0 < t0 ≪ 1. For each ξ ∈ [−t0, t0], applying the second order
Taylor formula for function s 7→ f(ξs) and utilizing the properties of (λ1, ϕ1) we get
f(ξ) =
ˆ 1
0
ξ2f ′′(ξs)(1− s)ds.
Thus, for sufficiently large t, we have
Jh(u±) = t
pf
(
±t−
p
2
)
− t
2−p
2 = Q
±t−
p
2 φ
(φ, φ)− t
2−p
2 , (4.4)
where
Q
±t−
p
2 φ
(φ, φ) =
ˆ
Bc
1
〈[ˆ 1
0
A
(
∇ϕ1 + s(±t
− p
2∇φ)
)
(1− s) ds
]
∇φ,∇φ
〉
RN
dx
− λ1(p− 1)
ˆ
Bc
1
K(x)
[ˆ 1
0
|ϕ1 + s(±t
− p
2φ)|p−2(1− s) ds
]
φ2 dx.
Using (2.6), we haveˆ 1
0
〈
A
(
∇ϕ1 + s(±t
− p
2∇φ)
)
∇φ,∇φ
〉
RN
(1− s) ds
≤ Cp
(
max
0≤s≤1
|∇ϕ1 + s(±t
− p
2∇φ)|
)p−2
|∇φ|2 ≤ Cp|∇ϕ1|
p−2|∇φ|2.
On the other hand, for x ∈ supp(φ), s ∈ [0, 1] and t > 0 large, we have
|ϕ1 + s(±t
− p
2φ)| ≥ inf
supp(φ)
ϕ1 − t
− p
2‖φ‖∞ >
1
2
inf
supp(φ)
ϕ1 > 0.
The last two estimates imply that, there exist tφ > 0 and M˜ > 0, such that
Q
±t−
p
2 φ
(φ, φ) < M˜, ∀t > tφ.
Combining this with (4.4), we get
Jh(±tϕ1 + t
2−p
2 φ) < −M,
for all t > t1 := max
{
tφ, (M + M˜)
2
2−p
}
. Decompose φ = τφϕ1 + φ
⊥ with τφ ∈ R, φ⊥ ∈
X⊥ and consider g±(t) := ±t+ t
2−p
2 τφ. Clearly, g± are continuous in (0,∞); moreover,
for t > t2 :=
(
(2−p)|τφ|
2
) 2
p
, we see that g+ is strictly increasing while g− is strictly
decreasing. Let t3 > max{t1, t2} such that g−(t3) < 0. Set τ0 := max{g+(t3),−g−(t3)}.
Thus, for any τ > τ0 let t± > t3 be such that ±τ = g±(t±) and v
τ
± = t
2−p
2
± φ
⊥ ∈ X⊥.
Then, we have
Jh(±τϕ1 + v
τ
±) = Jh(±t±ϕ1 + t
2−p
2
± φ) < −M,
and this finishes the proof. 
5. Existence and multiplicity results
5.1. Statements of the existence results. In this section we investigate the exis-
tence and multiplicity of solutions of problem (1.1). In the non-resonant case, Anoop
et al. [3] obtained the following existence result thanks to the isolatedness of λ1 and the
Fredholm alternative for the p-Laplacian due to Fucˇ´ık et al. [11, Chapter II, Theorem
3.2] (see also [15, Theorem 4.4]). Recall that K is always assumed to be admissible.
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Theorem 5.1 (cf. [3, Proposition 3.1]). Let p > 1. Then for every λ ∈ (0, λ1) and
h ∈ X∗, problem (1.1) admits a solution in X. If in addition K ∈ Ls(AR1 ) ∩ L
∞
loc(B
c
1)
for some s > N
p
and R > 1 when 1 < p ≤ N or K ∈ L∞loc(B
c
1) when p > N then λ1 is
isolated and there exists δ > 0 such that for every λ ∈ (λ1, λ1+ δ) and h ∈ X
∗, problem
(1.1) also admits a solution in X.
In the resonant case for the linear problem, i.e., λ = λ1 and p = 2, it is easy to see
that a necessary condition for solvability of problem (1.1) is 〈h, ϕ1〉 = 0. As we will see
later, it is also a sufficient condition in this case (see Theorem 5.3 (i) below). We will
also see that this condition is not necessary but sufficient for existence of a solution for
any p > 1, p 6= 2. More precisely, we obtain existence and multiplicity of solutions to
problem (1.1), for the resonant case with h in a neighbourhood of some h∗ ∈ X∗ \ {0}
satisfying 〈h∗, ϕ1〉 = 0, by modifying variational arguments used in [1, 8]. As seen in
Proposition 4.7 and Proposition 3.4, for λ = λ1 and h = h
∗ the energy functional
corresponding to problem (1.1) is unbounded from below in case 1 < p < 2, whereas
it is bounded from below in case 2 < p < N. Because of this we will deal with the
singular case 1 < p < 2 and the degenerate case 2 < p < N separately. We first state
our main result for the singular case 1 < p < 2.
Theorem 5.2. Let 1 < p < 2 and let K ∈ L∞(AR1 ) for all R > 1. Let h
∗ ∈ X∗Y be such
that 〈h∗, ϕ1〉 = 0. Then there exist ρ > 0 such that for every h ∈ BX∗(h∗, ρ), problem
(1.1) with λ = λ1 has a solution. If in addition 〈h, ϕ1〉 6= 0, then problem (1.1) with
λ = λ1, has two distinct solutions.
For the degenerate or linear case p ≥ 2, we have the following result.
Theorem 5.3. (i) Let p = 2 and h ∈ X∗. Then problem (1.1) with λ = λ1 has
a solution if and only if 〈h, ϕ1〉 = 0. When 〈h, ϕ1〉 = 0, there exists a unique
function u⊥ ∈ X⊥, such that u ∈ X is a solution of problem (1.1) with λ = λ1
if and only if u = τϕ1 + u
⊥ for some τ ∈ R.
(ii) Let 2 < p < N. Let (H) and (W) be satisfied with lim
ρ→∞
ess sup
r≥ρ
rpK(r) = 0.
Suppose h∗ ∈ D∗ϕ1 \ {0} be such that 〈h
∗, ϕ1〉 = 0. Then there exist ρ > 0 such
that problem (1.1) with λ = λ1, h ∈ BX∗(h∗, ρ) has a solution. If in addition
such an h satisfies 〈h, ϕ1〉 6= 0, then problem (1.1) with λ = λ1, has two distinct
solutions.
Remark 5.4. (i) Recall that problem (1.1) with λ = λ1 and h = 0 is the eigenvalue
problem (2.1) with λ = λ1 and hence, all its solutions are of the form u = κϕ1 (κ ∈ R).
(ii) Clearly, u 7→
´
Bc
1
Kϕp−11 u dx is a linear bounded functional on X thanks to the
estimate∣∣∣∣∣
ˆ
Bc
1
Kϕp−11 u dx
∣∣∣∣∣ ≤
(ˆ
Bc
1
wϕp1 dx
) p−1
p
(ˆ
Bc
1
w|u|p dx
) 1
p
≤ Cpemb‖ϕ1‖
p−1‖u‖,
where Cemb is an embedding constant for X →֒ Lp(Bc1;w), i.e., ‖u‖Lp(Bc1;w) ≤ Cemb‖u‖
for all u ∈ X. We identify this functional with Kϕp−11 and thus, h = h
∗ + ξKϕp−11 ∈
BX∗(h
∗, ρ) for |ξ| < ρ
Cp
emb
‖ϕ1‖p−1
.
5.2. Auxiliary lemmas. Since we only deal with the resonant case, hereafter we
always assume that λ = λ1 in our arguments. For each h ∈ X
∗ we denote the energy
16 P. DRA´BEK, K. HO & A. SARKAR
functional of problem (1.1) by
Jh(u) :=
1
p
ˆ
Bc
1
|∇u|p dx−
λ1
p
ˆ
Bc
1
K(x)|u|p dx− 〈h, u〉.
This functional is well-defined and belongs to C1(X,R) with
〈J ′h(u), v〉 =
ˆ
Bc
1
|∇u|p−2∇u · ∇v dx− λ1
ˆ
Bc
1
K(x)|u|p−2uv dx− 〈h, v〉, ∀v ∈ X.
Clearly, a critical point of Jh is a (weak) solution of (1.1) with λ = λ1. We first note
that if 〈h, ϕ1〉 6= 0 then Jh satisfies the Palais-Smale condition (the (PS) condition, for
short) as shown in the following lemma.
Lemma 5.5. Assume that 〈h, ϕ1〉 6= 0 then Jh satisfies the (PS) condition for all
1 < p <∞.
Proof. The proof is standard. For the reader’s convenience we stress it here in our
functional setting. Let c be an arbitrary real number. Let {un} be a (PS)c sequence
in X for Jh, i.e., Jh(un) → c and J ′h(un) → 0 as n → ∞. We first claim that {un} is
bounded in X . If this is not the case we may assume that ‖un‖ → ∞ as n→∞. Then
as n→∞, we have
−pJh(un) + 〈J
′
h(un), un〉 = o(‖un‖),
i.e.,
(p− 1)〈h, un〉 = o(‖un‖). (5.1)
Set vn :=
un
‖un‖
, then up to a subsequence{
vn ⇀ v in X,
vn → v in Lp(Bc1;w).
(5.2)
Combining this and (5.1) we get
〈h, v〉 = 0. (5.3)
Notice that, as n→∞, we obtain
1
p
ˆ
Bc
1
|∇vn|
p dx−
λ1
p
ˆ
Bc
1
K(x)|vn|
p dx−
1
‖un‖p−1
〈h, vn〉 =
o(‖un‖)
‖un‖p
. (5.4)
From this and (5.2), we deduce
1
p
ˆ
Bc
1
|∇v|p dx−
λ1
p
ˆ
Bc
1
K(x)|v|p dx ≤ 0.
Thus, v = κϕ1 for some κ ∈ R. Letting n→∞ in (5.4) and also noticing, ‖vn‖ = 1 for
all n we get
1 = λ1
ˆ
Bc
1
K(x)|v|p dx.
Therefore, κ 6= 0 and then (5.3) gives 〈h, ϕ1〉 = 0, a contradiction. So {un} is bounded
in X . Up to a subsequence we have{
un ⇀ u in X,
un → u in Lp(Bc1;w).
From this, we obtainˆ
Bc
1
|∇un|
p−2∇un · ∇(un − u) dx
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= 〈J ′h(un), un − u〉+ λ1
ˆ
Bc
1
K(x)|un|
p−2un(un − u) dx+ 〈h, un − u〉 → 0,
as n→∞. Sinceˆ
Bc
1
|∇un|
p dx ≤ p
ˆ
Bc
1
|∇un|
p−2∇un · ∇(un − u) dx+
ˆ
Bc
1
|∇u|p dx,
we obtain from the last limit and the weak lower semicontinuity of ‖ · ‖ on X , that
‖u‖ ≤ lim inf
n→∞
‖un‖ ≤ lim sup
n→∞
‖un‖ ≤ ‖u‖.
Thus, lim
n→∞
‖un‖ = ‖u‖. Combining this with the weak convergence of {un} in X ,
noticing that X is a uniformly convex Banach space, we deduce un → u in X as
n→∞. 
For each (τ, h) ∈ R×X∗, define
j(τ ; h) := inf
u⊥∈X⊥
Jh(τϕ1 + u
⊥).
To show this infimum is attained at some u⊥τ,h ∈ X
⊥, we need the following lemma.
Lemma 5.6. Let 1 < p <∞. Then for each T > 0, there exist αT , βT > 0 such thatˆ
Bc
1
|τ∇ϕ1 +∇u
⊥|p dx− λ1
ˆ
Bc
1
K(x)|τϕ1 + u
⊥|p dx ≥ αT
ˆ
Bc
1
|∇u⊥|p dx− βT
for all |τ | ≤ T and all u⊥ ∈ X⊥.
Proof. Suppose by contradiction that for each n ∈ N, there are τn ∈ [−T, T ] and
u⊥n ∈ X
⊥ such thatˆ
Bc
1
|τn∇ϕ1 +∇u
⊥
n |
p dx− λ1
ˆ
Bc
1
K(x)|τnϕ1 + u
⊥
n |
p dx <
1
n
ˆ
Bc
1
|∇u⊥n |
p dx− n. (5.5)
This yields, ‖u⊥n ‖ > n
2
p for all n ∈ N and hence, ‖u⊥n ‖ → ∞ as n → ∞. Moreover,
(5.5) impliesˆ
Bc
1
∣∣∣∣ τn‖u⊥n ‖∇ϕ1 +∇u˜⊥n
∣∣∣∣p dx− λ1 ˆ
Bc
1
K(x)
∣∣∣∣ τn‖u⊥n ‖ϕ1 + u˜⊥n
∣∣∣∣p dx < 1n, (5.6)
where u˜⊥n :=
u⊥n
‖u⊥n ‖
(n = 1, 2, · · · ). Up to a subsequence, u˜⊥n ⇀ u˜
⊥ ∈ X⊥ in X as n→∞
and hence, τn
‖u⊥n ‖
ϕ1 + u˜
⊥
n ⇀ u˜
⊥ in X and τn
‖u⊥n ‖
ϕ1 + u˜
⊥
n → u˜
⊥ in Lp(Bc1;w) as n → ∞.
From this, by passing to the limit as n → ∞ in (5.6) and recalling the weak lower
semicontinuity of norm, we getˆ
Bc
1
∣∣∇u˜⊥∣∣p dx− λ1 ˆ
Bc
1
K(x)
∣∣u˜⊥∣∣p dx ≤ 0.
Thus u˜⊥ = κϕ1 for some κ ∈ R and hence, u˜⊥ = 0 since u˜⊥ ∈ X⊥. Meanwhile, we haveˆ
Bc
1
∣∣∣∣ τn‖u⊥n ‖∇ϕ1 +∇u˜⊥n
∣∣∣∣p dx ≥ 12p−1
ˆ
Bc
1
∣∣∇u˜⊥n ∣∣p dx− |τn|p‖u⊥n ‖p
ˆ
Bc
1
|∇ϕ1|
p dx
=
1
2p−1
−
|τn|p
‖u⊥n ‖
p
λ1.
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Combining this with the facts that τn
‖u⊥n ‖
→ 0 in R, τn
‖u⊥n ‖
ϕ1 + u˜
⊥
n → u˜
⊥ in Lp(Bc1;w) as
n→∞, and using (5.6), we obtain
´
Bc
1
K(x)
∣∣u˜⊥∣∣p dx > 0, a contradiction. So we have
just proved Lemma 5.6. 
Remark 5.7. We point out that we can prove Lemma 5.6 also using the fact that for
0 < γ ≤ ∞, we have
Λγ := inf
{ˆ
Bc
1
|∇u|p dx : u ∈ C′γ \ {0},
ˆ
Bc
1
K(x)|u|p dx = 1
}
> λ1,
where C′γ := {u = τϕ1 + u
⊥ : τ ∈ R, u⊥ ∈ X⊥, ‖u⊥‖ ≥ γ|τ |} when γ ∈ (0,∞) and
C′∞ := X
⊥ (see [1, Lemma 6.2 and Subsection 8.2]). However, here we provided a direct
proof without using the argument on cones as in [1].
By Lemma 5.6, it is easy to see that for each (τ, h) ∈ R×X∗, the functional u⊥ 7→
Jh(τϕ1+u
⊥) is coercive on X⊥. Moreover, this functional is weak lower semicontinuous
on X⊥, so it achieves a global minimum on X⊥ at some u⊥τ,h ∈ X
⊥, that is
Jh(τϕ1 + u
⊥
τ,h) = inf
u⊥∈X⊥
Jh(τϕ1 + u
⊥) = j(τ ; h). (5.7)
When h = h∗ with a fixed h∗ ∈ X∗ satisfying 〈h∗, ϕ1〉 = 0, we write u⊥τ instead of u
⊥
τ,h∗.
If 1 < p < 2 and K ∈ L∞(AR1 ) for all R > 1, then by Proposition 4.7, we get
lim
|τ |→∞
j(τ ; h∗) = −∞. (5.8)
In the next lemma, we stress a behavior of u⊥τ,h and j(τ ; h
∗) as |τ | → ∞.
Lemma 5.8. Let 1 < p < 2 and let K ∈ L∞(AR1 ) for all R > 1. Then for every
h ∈ X∗, we have
lim sup
|τ |→∞
‖
u⊥τ,h
τ
‖ <∞ and lim
|τ |→∞
j(τ ; h∗)
τ
= 0.
Proof. We first show that
lim sup
|τ |→∞
‖
u⊥τ
τ
‖ <∞. (5.9)
If (5.9) does not hold true, then we can find a sequence {τn} such that |τn| → ∞
and ‖
u⊥τn
τn
‖ → ∞ as n → ∞, i.e., |τn|
‖u⊥τn‖
→ 0 as n → ∞. Set vn :=
u⊥τn
‖u⊥τn‖
then up to a
subsequence, we have 
vn ⇀ v0 in X,
vn → v0 in L
p(Bc1;w),
v0 ∈ X⊥.
From this and (5.8), we deduce
1
p
ˆ
Bc
1
|∇v0|
p dx−
λ1
p
ˆ
Bc
1
K(x)|v0|
p dx ≤ lim inf
n→∞
{
1
p
ˆ
Bc
1
∣∣∣∣ τn‖u⊥τn‖∇ϕ1 +∇vn
∣∣∣∣p dx
−
λ1
p
ˆ
Bc
1
K(x)
∣∣∣∣ τn‖u⊥τn‖ϕ1 + vn
∣∣∣∣p dx− 1‖u⊥τn‖p−1 〈h∗, vn〉
}
≤ 0. (5.10)
Thus, v0 = κϕ1 for some κ ∈ R and hence v0 = 0 since v0 ∈ X⊥. Meanwhile, arguing
as in the proof of Lemma 5.6, we obtain from (5.10) that
´
Bc
1
K(x)|v0|p dx > 0, which
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is absurd. Thus (5.9) holds true. Next suppose that for some h ∈ X∗, there exists a
sequence {τ ′n} such that |τ
′
n| → ∞ and ‖
u⊥
τ ′n,h
τ ′n
‖ → ∞ as n→∞. Since
Jh(τ
′
nϕ1 + u
⊥
τ ′n,h
) ≤ Jh(τ
′
nϕ1 + u
⊥
τ ′n
) = j(τ ′n; h
∗)− 〈h− h∗, τ ′nϕ1 + u
⊥
τ ′n
〉,
we deduce
1
p
ˆ
Bc
1
∣∣∣∣∣ τ ′n‖u⊥τ ′n,h‖∇ϕ1 +∇v˜n
∣∣∣∣∣
p
dx−
λ1
p
ˆ
Bc
1
K(x)
∣∣∣∣∣ τ ′n‖u⊥τ ′n,h‖ϕ1 + v˜n
∣∣∣∣∣
p
dx
−
1
‖u⊥τ ′n,h‖
p−1
〈
h,
τ ′n
‖u⊥τ ′n,h‖
ϕ1 + v˜n
〉
+
1
‖u⊥τ ′n,h‖
p−1
〈
h− h∗,
τ ′n
‖u⊥τ ′n,h‖
ϕ1 +
τ ′n
‖u⊥τ ′n,h‖
u⊥τ ′n
τ ′n
〉
≤
j(τ ′n; h
∗)
‖u⊥τ ′n,h‖
p
, where v˜n :=
u⊥τ ′n,h
‖u⊥τ ′n,h‖
. (5.11)
Up to a subsequence, we have
v˜n ⇀ v˜0 in X,
v˜n → v˜0 in Lp(Bc1;w),
v˜0 ∈ X⊥.
(5.12)
Letting n→∞ in (5.11), and using (5.8), (5.9), (5.12) and |τ
′
n|
‖u⊥
τ ′n,h
‖
→ 0 as n→∞, we
obtain
1
p
ˆ
Bc
1
|∇v˜0|
p dx−
λ1
p
ˆ
Bc
1
K(x)|v˜0|
p dx ≤ 0.
Thus, v˜0 = κ
′ϕ1 for some κ
′ ∈ R, and hence v˜0 = 0 since v˜0 ∈ X⊥. Arguing again
as in the proof of Lemma 5.6, we obtain from (5.11) that
´
Bc
1
K(x)|v˜0|p dx > 0, a
contradiction. So we get
lim sup
|τ |→∞
‖
u⊥τ,h
τ
‖ <∞. (5.13)
Next, we show that
∃ lim
|τ |→∞
〈
h,
u⊥τ,h
|τ |
〉
= 0. (5.14)
Suppose by contradiction that there exists a sequence {τ˜n} such that |τ˜n| → ∞ as
n→∞ and lim inf
n→∞
|〈h,
u⊥τ˜n,h
τ˜n
〉| > 0. Using (5.13), we deduce (up to a subsequence)
u⊥τ˜n,h
τ˜n
⇀ u0 in X,
u⊥τ˜n,h
τ˜n
→ u0 in L
p(Bc1;w), u0 ∈ X
⊥, (5.15)
and
0 < lim inf
n→∞
∣∣∣∣∣
〈
h,
u⊥τ˜n,h
τ˜n
〉∣∣∣∣∣ = |〈h, u0〉|. (5.16)
Since
Jh(τ˜nϕ1 + u
⊥
τ˜n,h) + 〈h− h
∗, τ˜nϕ1 + u
⊥
τ˜n〉 ≤ j(τ˜n; h
∗),
we deduce
1
p
ˆ
Bc
1
∣∣∣∣∣∇ϕ1 +∇
(
u⊥τ˜n,h
τ˜n
)∣∣∣∣∣
p
dx−
λ1
p
ˆ
Bc
1
K(x)
∣∣∣∣∣ϕ1 + u⊥τ˜n,hτ˜n
∣∣∣∣∣
p
dx−
τ˜n
|τ˜n|p
〈
h, ϕ1 +
u⊥τ˜n,h
τ˜n
〉
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+
τ˜n
|τ˜n|p
〈
h− h∗, ϕ1 +
u⊥τ˜n
τ˜n
〉
≤
j(τ˜n; h
∗)
|τ˜n|p
. (5.17)
Now, taking the limit n→∞ in (5.17) and invoking (5.8), (5.13) and (5.15), we get
1
p
ˆ
Bc
1
|∇ϕ1 +∇u0|
p dx−
λ1
p
ˆ
Bc
1
K(x)|ϕ1 + u0|
p dx ≤ 0,
and hence, ϕ1 + u0 = κ˜ϕ1 for some κ˜ ∈ R. Thus, u0 = 0 due to the fact that u0 ∈ X
⊥.
This contradicts to (5.16) and hence, we obtain (5.14). Finally, the second conclusion
of lemma follows from (5.14) and the following estimate
−
〈
h∗,
u⊥τ
|τ |
〉
≤
1
|τ |
{
1
p
ˆ
Bc
1
|τ∇ϕ1 +∇u
⊥
τ |
p dx−
λ1
p
ˆ
Bc
1
K(x)|τϕ1 + u
⊥
τ |
p dx
− 〈h∗, τϕ1 + u
⊥
τ 〉
}
=
j(τ ; h∗)
|τ |
≤ 0, for |τ | large.

Remark 5.9. Let 1 < p < 2. From the arguments in the proof of Lemma 5.8, it is
easy to see that for each h ∈ X∗ there are two sequences {τn} and {τ ′n} in R, such that
τn →∞ and τ ′n → −∞ as n→∞ and
u⊥τn,h
τn
⇀ 0,
u⊥τ ′n,h
τ ′n
⇀ 0 in X as n→∞.
The next lemma provides the continuity of j(·; ·) on R×X∗.
Lemma 5.10. Let 1 < p <∞. Then, j(·; ·) : R×X∗ → R is a continuous mapping.
Proof. First, we claim that for |τ | ≤ T0 and ‖h‖X∗ ≤M0 we have
‖u⊥τ,h‖ ≤
[
pβT0
(p− 1)αT0
+ α
− p
p−1
T0
M
p
p−1
0
] 1
p
, (5.18)
where αT0 , βT0 depend only on T0 as in Lemma 5.6. Indeed, by Lemma 5.6 and Young
inequality, for all |τ | ≤ T0 we have
αT0‖u
⊥
τ,h‖
p − βT0 ≤
1
p
ˆ
Bc
1
|∇(τϕ1 + u
⊥
τ,h)|
p dx−
λ1
p
ˆ
Bc
1
K(x)|τϕ1 + u
⊥
τ,h|
p dx
= Jh(τϕ1 + u
⊥
τ,h) + 〈h, τϕ1 + u
⊥
τ,h〉
≤ Jh(τϕ1) + τ〈h, ϕ1〉+ 〈h, u
⊥
τ,h〉 = 〈h, u
⊥
τ,h〉
≤ ‖h‖X∗‖u
⊥
τ,h‖ ≤
αT0
p
‖u⊥τ,h‖
p +
p− 1
p
α
− 1
p−1
T0
‖h‖
p
p−1
X∗ .
Thus, we obtain (5.18). Now, let (τn, hn) → (τ0, h0) in R × X∗ as n → ∞. Let
{u⊥n } ⊂ X
⊥ be such that, j(τn; hn) = Jhn(τnϕ1 + u
⊥
n ) for all n. By (5.18), {u
⊥
n } is a
bounded sequence in X. So, up to a subsequence, u⊥n ⇀ w
⊥ in X and hence, w⊥ ∈ X⊥,
τnϕ1 + u
⊥
n ⇀ τ0ϕ1 + w
⊥ in X and τnϕ1 + u
⊥
n → τ0ϕ1 + w
⊥ in Lp(Bc1;w) as n → ∞.
Thus
lim inf
n→∞
j(τn; hn) = lim inf
n→∞
Jhn(τnϕ1 + u
⊥
n )
= lim inf
n→∞
[
1
p
ˆ
Bc
1
|τn∇ϕ1 +∇u
⊥
n |
p dx−
λ1
p
ˆ
Bc
1
K(x)|τnϕ1 + u
⊥
n |
p dx
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− 〈hn, τnϕ1 + u
⊥
n 〉
]
≥
1
p
ˆ
Bc
1
|τ0∇ϕ1 +∇w
⊥|p dx−
λ1
p
ˆ
Bc
1
K(x)|τ0ϕ1 + w
⊥|p dx
− 〈h0, τ0ϕ1 + w
⊥〉
= Jh0(τ0ϕ1 + w
⊥) ≥ j(τ0; h0).
On the other hand, if u⊥0 is a global minimizer for the functional u
⊥ 7→ Jh0(τ0ϕ1 + u
⊥)
on X⊥, then
lim sup
n→∞
j(τn; hn) = lim sup
n→∞
Jhn(τnϕ1 + u
⊥
n )
≤ lim
n→∞
Jhn(τnϕ1 + u
⊥
0 ) = Jh0(τ0ϕ1 + u
⊥
0 ) = j(τ0; h0).
Thus, we obtain
Jh0(τ0ϕ1 + w
⊥) = j(τ0; h0) = lim
n→∞
j(τn; hn),
and this proves Lemma 5.10. 
As shown in [1, Remark 8.2], w⊥ above is indeed a global minimizer for u⊥ 7→
Jh0(τ0ϕ1 + u
⊥) and u⊥n → w
⊥ in X as n→∞. Proof of the next lemma can be found
in [1]. Indeed, a careful inspection of the proof of Lemma 8.3 in [1] shows that it
remains valid even when D1,p(RN) is replaced by X .
Lemma 5.11. Let 1 < p < ∞ and let h ∈ X∗ be given. Assume that j(·; h) : R → R
attains a local maximum m0 at some τ0 ∈ R. Then there exists u⊥0 ∈ X
⊥ such that u⊥0
is a global minimizer for the functional u⊥ 7→ Jh(τ0ϕ1 + u⊥) on X⊥, u0 = τ0ϕ1 + u⊥0 is
a critical point for Jh and Jh(u0) = m0.
Finally, we need the following auxiliary result.
Lemma 5.12. Let 1 < p < ∞ and h ∈ X∗. For M > 0, C > 0 given, there exists
R > C such that for all τ ∈ [−M,M ] and all u⊥ ∈ X⊥, ‖u⊥‖ = R, we have
Jh(τϕ1 + u
⊥) ≥ 0.
Proof. If the conclusion is not true, then for each n ∈ N there exist τn ∈ [−M,M ], and
u⊥n ∈ X
⊥ with ‖u⊥n ‖ = max{n, C + 1}, such that
Jh(τnϕ1 + u
⊥
n ) =
1
p
ˆ
Bc
1
|τn∇ϕ1 +∇u
⊥
n |
p dx−
λ1
p
ˆ
Bc
1
K(x)|τnϕ1 + u
⊥
n |
p dx
− 〈h, τnϕ1 + u
⊥
n 〉 < 0.
Thus,
1
p
ˆ
Bc
1
∣∣∣∣ τn‖u⊥n ‖∇ϕ1 +∇wn
∣∣∣∣p dx− λ1p
ˆ
Bc
1
K(x)
∣∣∣∣ τn‖u⊥n ‖ϕ1 + wn
∣∣∣∣p dx
−
1
‖u⊥n ‖
p−1
〈
h,
τn
‖u⊥n ‖
ϕ1 + wn
〉
< 0, (5.19)
where wn :=
u⊥n
‖u⊥n ‖
for all n ∈ N. We may assume
wn ⇀ w0 in X,
wn → w0 in Lp(Bc1;w),
w0 ∈ X⊥.
(5.20)
22 P. DRA´BEK, K. HO & A. SARKAR
Letting n→∞ in (5.19) and invoking (5.20), we obtain
1
p
ˆ
Bc
1
|∇w0|
p dx−
λ1
p
ˆ
Bc
1
K(x)|w0|
p dx ≤ 0,
and hence w0 = 0. But combining (5.19) with the facts that
τn
‖u⊥n ‖
→ 0 as n →∞ and
‖wn‖ = 1 for all n, we argue as in the proof of Lemma 5.6 to concludeˆ
Bc
1
K(x)|w0|
p dx > 0,
a contradiction. The proof is complete. 
5.3. Proofs of Theorems 5.2 and 5.3.
Proof of Theorem 5.2. For each τ ∈ R and h ∈ X∗, define u⊥τ , u
⊥
τ,h as in (5.7). Using
(5.8), we can find M1 > 0 > M2, such that
max{j(M1; h
∗), j(M2; h
∗)} < 3j(0; h∗) < j(0; h∗). (5.21)
Here we note that j(0; h∗) < 0. Applying (5.18) for T0 = 0 and M0 = ‖h∗‖X∗ + 1 we
have
‖u⊥0,h‖ ≤ Ch∗, ∀h ∈ BX∗(h
∗, 1), (5.22)
with Ch∗ > 0 depending only on h
∗. Let
0 < ρ˜ < min
{
1,−
j(0; h∗)
Ch∗
,−
j(0; h∗)
‖M1ϕ1 + u⊥M1‖
,−
j(0; h∗)
‖M2ϕ1 + u⊥M2‖
}
. (5.23)
Recall that j is continuous on R × X∗ in view of Lemma 5.10. Thus, by (5.21) there
exists ρ ∈ (0, ρ˜) such that
max {j (M1; h) , j (M2; h)} < j(0; h) (5.24)
for all h ∈ BX∗(h∗, ρ). Let h ∈ BX∗(h∗, ρ) and consider the following cases.
The case 〈h, ϕ1〉 6= 0. We only treat the case 〈h, ϕ1〉 < 0, since the other case
〈h, ϕ1〉 > 0 can be treated similarly. Using (5.21)-(5.23), we estimate
Jh(M1ϕ1 + u
⊥
M1
) = j(M1; h
∗)− 〈h− h∗,M1ϕ1 + u
⊥
M1
〉
≤ 3j(0; h∗) + ρ‖M1ϕ1 + u
⊥
M1
‖
< 2j(0; h∗) ≤ Jh(u
⊥
0,h) + 〈h− h
∗, u⊥0,h〉+ j(0; h
∗)
< Jh(u
⊥
0,h) ≤ 0. (5.25)
By Remark 5.9, we find a sequence {τn} ⊂ R, such that τn → ∞ and
u⊥τn,h
τn
⇀ 0 in X
as n→∞. Thus
Jh(τnϕ1 + u
⊥
τn,h) = Jh∗(τnϕ1 + u
⊥
τn,h)− 〈h− h
∗, τnϕ1 + u
⊥
τn,h〉
≥ j(τn; h
∗)− 〈h− h∗, τnϕ1 + u
⊥
τn,h〉
= τn
(
j(τn; h
∗)
τn
− 〈h− h∗,
u⊥τn,h
τn
〉 − 〈h, ϕ1〉
)
.
From this,
u⊥τn,h
τn
⇀ 0 and Lemma 5.8, we deduce
Jh(τnϕ1 + u
⊥
τn,h) > 0, for n large.
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Hence, there exists M > M1 such that
Jh(Mϕ1 + u
⊥
M,h) > 0. (5.26)
Then, by Lemma 5.12 there is R > ‖u⊥M1‖ such that
Jh(τϕ1 + u
⊥) ≥ 0 for all τ ∈ R, u⊥ ∈ X⊥ with 0 ≤ τ ≤M and ‖u⊥‖ = R. (5.27)
Set
D := {u ∈ X : u = τϕ1 + u
⊥, τ ∈ [0,M ], u⊥ ∈ X⊥, ‖u⊥‖ ≤ R}.
Then D is bounded and weakly closed subset of X with the boundary ∂D := ∂1D ∪
∂2D ∪ ∂3D, where
∂1D = {u ∈ X : u = u
⊥, u⊥ ∈ X⊥, ‖u⊥‖ ≤ R},
∂2D = {u ∈ X : u =Mϕ1 + u
⊥, u⊥ ∈ X⊥, ‖u⊥‖ ≤ R},
∂3D = {u ∈ X : u = τϕ1 + u
⊥, τ ∈ [0,M ], u⊥ ∈ X⊥, ‖u⊥‖ = R}.
It follows from (5.25) that
inf
u∈D
Jh(u) ≤ Jh(M1ϕ1 + u
⊥
M1
) < Jh(u
⊥
0,h) = inf
u⊥∈X⊥
Jh(u
⊥) ≤ inf
u∈∂1D
Jh(u). (5.28)
It follows from (5.25) and (5.26) that
inf
u∈D
Jh(u) ≤ Jh(M1ϕ1 + u
⊥
M1
) < 0 < Jh(Mϕ1 + u
⊥
M,h) = inf
u⊥∈X⊥
Jh(Mϕ1 + u
⊥)
≤ inf
u∈∂2D
Jh(u). (5.29)
Finally, it follows from (5.25) and (5.27) that
inf
u∈D
Jh(u) < 0 ≤ inf
∂3D
Jh(u). (5.30)
Therefore, from (5.28)-(5.30), we conclude
inf
u∈D
Jh(u) < inf
u∈∂D
Jh(u). (5.31)
By the weak lower semicontinuity of Jh onX , inf
u∈D
Jh(u) is attained at some uD ∈ D. By
(5.31), uD is an interior point of D and thus uD is a critical point of Jh, i.e., a solution
of (1.1). Since Jh(tϕ1)→ −∞ as t→ −∞, Jh is unbounded from below. Thus, Jh has
a Mountain Pass geometry and hence, in view of Lemma 5.5, we can apply Mountain
Pass Theorem to obtain a Mountain Pass solution u0 ∈ X of (1.1) such that u0 6= uD
and is also a critical point for Jh.
The case 〈h, ϕ1〉 = 0. From (5.24), the continuous function j(·; h) : R→ R attains
a local maximum at some τ0 ∈ (M2,M1). Then by Lemma 5.11, for some global
minimizer u⊥τ0,h of the functional u
⊥ 7→ Jh(τ0ϕ1 + u
⊥) on X⊥ we have that u˜0 =
τ0ϕ1 + u
⊥
τ0,h
is a critical point of Jh and hence, a solution of problem (1.1). 
Proof of Theorem 5.3. (i) The proof of this part can be obtained easily by applying
any well known technique (e.g. Lax-Milgram theorem, direct methods of the Calculus
of Variation) for linear elliptic equations in which we invoke (3.3) or the compact
embedding X →֒→֒ L2(Bc1;w).
(ii) Since h∗ ∈ D∗ϕ1 \ {0}, the density of C
1
c (B
c
1) in Dϕ1 implies that there exists
φ ∈ C1c (B
c
1) such that 〈h
∗, φ〉 > 0. Then for t > 0 small,
Jh∗(tφ) = t
p
[
1
p
ˆ
Bc
1
|∇φ|p dx−
λ1
p
ˆ
Bc
1
K(x)|φ|p dx
]
− t〈h∗, φ〉 < 0. (5.32)
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Repeating the argument used in [8, Proof of Theorem 1.2], using the improved Poincare´
inequality (3.4), the embedding X →֒ Dϕ1 and (5.32), we can find R > 0 and T > 0
such that
inf
u∈D
Jh∗(u) < inf
u∈∂D
Jh∗(u),
where D := {u ∈ X : u = τϕ1 + u
⊥, τ ∈ [−T, T ], u⊥ ∈ X⊥, ‖u⊥‖ ≤ R}.
Then, let
0 < ρ <
infu∈∂D Jh∗(u)− infu∈D Jh∗(u)
2M
, (5.33)
where M := supu∈D ‖u‖. Let h ∈ BX∗(h
∗, ρ). Let {un} ⊂ D be such that Jh∗(un) →
infu∈D Jh∗(u) as n→∞. Then we have
inf
u∈D
Jh∗(u) = lim
n→∞
[Jh(un) + 〈h− h
∗, un〉] ≥ inf
u∈D
Jh(u)− ρM. (5.34)
Let {vn} ⊂ ∂D be such that Jh(vn)→ infu∈∂D Jh(u) as n→∞. Then
inf
u∈∂D
Jh(u) = lim
n→∞
[Jh∗(vn)− 〈h− h
∗, vn〉] ≥ inf
u∈∂D
Jh∗(u)− ρM.
Combining this with (5.33) and (5.34), we obtain
inf
u∈D
Jh(u) < inf
u∈∂D
Jh(u).
Then, arguing as in the proof of Theorem 5.2 we obtain the desired conclusions. 
Appendix A. Proof of Proposition 2.5
Proof of Proposition 2.5. The radial symmetry of ϕ1 follows from the radial symmetry of K and the
simplicity of λ1 (see [5, Proof of Theorem 1.1 (h)]). Moreover, ϕ1 ∈ C1(Bc1), ϕ1 > 0 in B
c
1 and
ϕ1(|x|)→ 0 as |x| → ∞ due to [2, Theorem 1.4]. Thus, ϕ1 satisfies{
−
(
rN−1|ϕ′1|
p−2ϕ′1
)′
= λ1r
N−1K(r)ϕp−11 in (1,∞),
ϕ1(1) = ϕ1(∞) = 0.
Clearly, there is a unique r0 ∈ (1,∞) such that ϕ′1(r0) = 0 and ϕ
′
1 > 0 in [1, r0) and ϕ
′
1 < 0 in (r0,∞).
So we may define
U(r) := rp−1
[
−ϕ′1(r)
ϕ1(r)
]p−1
, ∀r ≥ r0. (A.1)
Hence U(r0) = 0 and U(r) > 0 for all r > r0. Using the same argument as in [1, Proof of Proposition
9.1] for all r ≥ r0, we obtain
U(r) ≤ CN,p :=
(
N − p
p− 1
)p−1
, (A.2)
and
U ′(r) =
p− 1
r
U(r)
(
U(r)
1
p−1 −
N − p
p− 1
)
+ λ1r
p−1K(r). (A.3)
Now, we define
a(r) :=
p− 1
r
(
N − p
p− 1
− U(r)
1
p−1
)
, ∀r ≥ r0, (A.4)
and for r ≥ t ≥ r0, set
At(r) :=
ˆ r
t
a(s) ds.
Using (A.4) and (A.1), we have
a(r) =
N − p
r
+ (p− 1)
ϕ′1(r)
ϕ1(r)
= (p− 1)
d
dr
log
(
r
N−p
p−1 ϕ1(r)
)
, ∀r ≥ r0,
and hence
At(r) = (p− 1) log
(
r
N−p
p−1 ϕ1(r)
t
N−p
p−1 ϕ1(t)
)
, ∀t ∈ [r0, r]. (A.5)
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Furthermore, we claim
a(r) ≥ 0, ∀r ≥ r0 and Ar0(∞) :=
ˆ ∞
r0
a(s) ds <∞. (A.6)
Indeed, the positivity of a(r) in [r0,∞) is trivial by (A.2) and (A.4). Hence, the function r 7→ Ar0(r)
is increasing in [r0,∞). Suppose by contradiction Ar0(∞) =∞. Now, using (A.3) and (A.4), we have
U ′(r) + a(r)U(r) = λ1r
p−1K(r) i.e.,
d
dr
(
e
´
r
t
a(τ) dτU(r)
)
= λ1r
p−1K(r)e
´
r
t
a(τ) dτ .
Hence, we obtain
U(r)− U(t)e−
´
r
t
a(s) ds = λ1
ˆ r
t
sp−1K(s)e−
´
r
s
a(τ) dτ ds, ∀t ∈ [r0, r]. (A.7)
Putting t = r0 in (A.7) and recalling U(r0) = 0, we have
U(r) = λ1
ˆ r
r0
sp−1K(s)e−
´
r
s
a(τ) dτ ds
= λ1
ˆ ∞
r0
sp−1K(s)e−[Ar0(r)−Ar0(s)]χ(r0,r)(s) ds, ∀r ≥ r0, (A.8)
where χ(r0,r) is the characteristic function in (r0, r). Since Ar0(∞) =∞ and the function r 7→ Ar0(r)
is increasing in [r0,∞), we get
sp−1K(s)e−[Ar0(r)−Ar0(s)]χ(r0,r)(s)→ 0 for a.e. s ∈ (r0,∞) as r →∞ and∣∣∣sp−1K(s)e−[Ar0(r)−Ar0(s)]χ(r0,r)(s)∣∣∣ ≤ sp−1K(s) ∈ L1(r0,∞),
for a.e. s ∈ (r0,∞) and for all r ∈ (r0,∞). From this and (A.8), we obtain lim
r→∞
U(r) = 0, via the
Lebesgue dominated convergence theorem. Thus, for η := N − 1 − δ ∈ (0, N − p) with δ taken from
(H) there is rη > r0 such that
a(r) =
p− 1
r
(
N − p
p− 1
− U(r)
1
p−1
)
≥
N − p− η
r
, ∀r ≥ rη,
and hence
At(r) =
ˆ r
t
a(s) ds ≥ (N − p− η) log(
r
t
), ∀r ≥ t ≥ rη.
Applying this estimate to (A.7) with t = rη, we obtain
U(r) = U(rη)e
−
´
r
rη
a(s) ds
+ λ1
ˆ r
rη
sp−1K(s)e−
´
r
s
a(τ) dτ ds
≤ U(rη)(
r
rη
)−(N−p−η) + λ1
ˆ r
rη
sp−1K(s)(
r
s
)−(N−p−η) ds
= rp−1−δ
[
U(rη)rη
N−p−η + λ1
ˆ r
rη
sδK(s) ds
]
≤ Cηr
p−1−δ, ∀r ≥ rη, (A.9)
where Cη := U(rη)rη
N−p−η + λ1
´∞
rη
sδK(s) ds ∈ (0,∞). Combining (A.9) with (A.1), we obtain
−
ϕ′1(r)
ϕ1(r)
≤ C
1
p−1
η r
− δ
p−1 , ∀r ≥ rη,
and hence
− log
[
ϕ1(r)
ϕ1(rη)
]
≤
(p− 1)C
1
p−1
η
δ − p+ 1
(
r
p−1−δ
p−1
η − r
p−1−δ
p−1
)
, ∀r ≥ rη.
This contradicts to the fact that ϕ1(r) → 0 as r → ∞. So Ar0(∞) < ∞, and we have just proved
(A.6). Finally we show (2.2) and (2.3). From (A.2), we have
U(∞) := lim
r→∞
U(r) ≤ CN,p.
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If U(∞) < CN,p, then there exists γ > 0 and r1 > r0 such that
a(r) =
p− 1
r
(
N − p
p− 1
− U(r)
1
p−1
)
≥
γ
r
, ∀r ≥ r1,
a contradiction to Ar0(∞) <∞. Thus,
lim
r→∞
U(r) = CN,p. (A.10)
It follows from (A.5) and (A.6) that
∃ lim
r→∞
r
N−p
p−1 ϕ1(r) =: C ∈ (0,∞),
i.e., we get (2.2). Combining this with (A.10) and (A.1) we get (2.3) and the proof of Proposition 2.5
is complete. 
Appendix B. Proof of Lemma 2.9
Proof of Lemma 2.9. Let us first obtain the embeddings when we only assume that p > 2 and (A)
hold. For each u ∈ C1c (B
c
1), we have
λ1
ˆ
Bc1
K(x)ϕp−21 u
2 dx =
ˆ
Bc1
(−∆pϕ1)ϕ
−1
1 u
2 dx
=
ˆ
Bc1
|∇ϕ1|
p−2∇ϕ1 · ∇(ϕ
−1
1 u
2) dx
= 2
ˆ
Bc1
|∇ϕ1|
p−2 (∇ϕ1 · ∇u)ϕ
−1
1 u dx−
ˆ
Bc1
|∇ϕ1|
pϕ−21 u
2 dx.
Thus by using Ho¨lder inequality, we get
λ1
ˆ
Bc1
K(x)ϕp−21 u
2 dx+
ˆ
Bc1
|∇ϕ1|
pϕ−21 u
2 dx
≤ 2
(ˆ
Bc1
|∇ϕ1|
p−2|∇u|2 dx
)1/2(ˆ
Bc1
|∇ϕ1|
pϕ−21 u
2 dx
)1/2
. (B.1)
From the density of C1c (B
c
1) in Dϕ1 , we deduce from (B.1) that for all u ∈ Dϕ1 , we have
ˆ
Bc1
K(x)ϕp−21 u
2 dx ≤
2
λ1
‖u‖Dϕ1
(ˆ
Bc1
|∇ϕ1|
pϕ−21 u
2 dx
)1/2
, (B.2)
and
2λ1
ˆ
Bc1
K(x)ϕp−21 u
2 dx+
ˆ
Bc1
|∇ϕ1|
pϕ−21 u
2 dx ≤ 4
ˆ
Bc1
|∇ϕ1|
p−2|∇u|2 dx. (B.3)
Thus, we obtain Dϕ1 →֒ Hϕ1 and Dϕ1 →֒ L
2(Bc1; |∇ϕ1|
pϕ−21 ).
Next, we show that the embedding Dϕ1 →֒ Hϕ1 is compact if we assume in addition that p < N ,
(H) and lim
ρ→∞
ess sup
r≥ρ
rpK(r) = 0 hold. Let ψ1 : [0,∞)→ [0, 1] be any C1 function such that ψ1(r) = 1
for 0 ≤ r ≤ 1, ψ1(r) = 0 for 2 ≤ r <∞ and ψ′1(r) ≤ 0 for 1 ≤ r ≤ 2. For each ρ > 0 we define
ψρ(x) = ψρ(|x|) := ψ1 (|x|/ρ) , ∀x ∈ Bc1.
Since |∇ψρ(x)| =
1
ρ |ψ
′
1(|x|/ρ)|, we deduce
|∇ψρ(x)| ≤
C1
|x|
, ∀x ∈ Bc1, (B.4)
where C1 := 2 sup
1≤r<∞
|ψ′1(r)|. Define Tρ(u) := ψρu for all u ∈ Dϕ1 . We have
Claim 1. Tρ : Dϕ1 → Dϕ1 and there exist C2 > 0 and R1 > 0 such that for all ρ ≥ R1,
‖Tρ(u)‖Dϕ1 ≤ C2‖u‖Dϕ1 , ∀u ∈ Dϕ1 . (B.5)
Indeed, using the Minkowski inequality we estimate
‖Tρ(u)‖Dϕ1 = ‖ψρu‖Dϕ1 =
(ˆ
Bc1
|∇ϕ1|
p−2|∇(ψρu)|
2 dx
)1/2
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≤
(ˆ
Bc1
|∇ϕ1|
p−2ψ2ρ|∇u|
2 dx
)1/2
+
(ˆ
Bc1
|∇ϕ1|
p−2|∇ψρ|
2u2 dx
)1/2
≤ ‖u‖Dϕ1 +
(ˆ
Bc1
|∇ϕ1|
p−2|∇ψρ|
2u2 dx
)1/2
. (B.6)
Lemma 2.5 yields
ϕ−11 |ϕ
′
1| ≥
N − p
2(p− 1)r
, ∀r ≥ R1, (B.7)
for R1 > r0 sufficiently large. By this and (B.4) we obtain
|∇ψρ(x)| ≤Mϕ
−1
1 (x)|∇ϕ1(x)|, ∀|x| ≥ R1, (B.8)
where M := 2(p−1)C1N−p . Combining (B.3), (B.6) and (B.8), we deduce
‖Tρ(u)‖Dϕ1 ≤ ‖u‖Dϕ1 +M
(ˆ
Bc1
|∇ϕ1|
pϕ−21 u
2 dx
)1/2
≤ (1 + 2M)‖u‖Dϕ1 ,
for all ρ > R1 and for all u ∈ Dϕ1 . Thus, we obtain (B.5) with C2 := 1 + 2M and hence, Claim 1 is
proved.
Denoting by Jϕ1 the continuous embedding Dϕ1 →֒ Hϕ1 , we have
Claim 2. Jϕ1 ◦ Tρ → Jϕ1 in the uniform operator topology as ρ→∞, i.e., ‖Tρ(u)− u‖Hϕ1 → 0 as
ρ→∞ uniformly for ‖u‖Dϕ1 ≤ 1.
Indeed, (B.7) yields
K(r)ϕp−21 (r)
|ϕ′1(r)|
pϕ−21 (r)
≤ C3r
pK(r), ∀r ≥ R1,
where C3 :=
[
2(p−1)
N−p
]p
. Combining this with (B.3), for all u ∈ Dϕ1 and for all ρ ≥ R1, we get
4‖u‖2Dϕ1 ≥
ˆ
|x|≥ρ
|∇ϕ1|
pϕ−21 u
2 dx ≥
ˆ
|x|≥ρ
K(x)ϕp−21 u
2
C3|x|pK(x)
dx
≥
1
C3ess sup
r≥ρ
rpK(r)
ˆ
|x|≥ρ
K(x)ϕp−21 u
2 dx.
Thus, Claim 2 is proved.
We know that the limit of a norm-convergent sequence of compact operators is also a compact
operator. So by Claim 2, to show the compactness of the embedding Dϕ1 →֒ Hϕ1 , it suffices to show
that Jϕ1 ◦ Tρ : Dϕ1 → Hϕ1 is compact for ρ > 0 sufficiently large. For r > 1, define
Dϕ1(A
r
1) := {u ∈ Dϕ1 : u = 0 a.e. in |x| ≥ r}.
Clearly, Dϕ1(A
r
1) is a closed linear subspace of Dϕ1 . By Claim 1, (B.5) the mappings Tρ : Dϕ1 →
Dϕ1(A
2ρ
1 ) ⊂ Dϕ1 are uniformly bounded for all ρ ≥ R1. To show that Jϕ1 ◦ Tρ : Dϕ1 → Hϕ1 is
compact, it suffices to show that Dϕ1(A
2ρ
1 ) →֒ Hϕ1 is compact. Before doing this, we obtain the
following estimate:ˆ
AR
′
R
|∇ϕ1|
pϕ−21 u
2 dx ≤ 9 log
(
ϕ21(r0)
ϕ1(R)ϕ1(R′)
)
‖u‖2Dϕ1 , ∀1 < R < r0 < R
′, ∀u ∈ Dϕ1 . (B.9)
Clearly, the estimate (B.9) is immediately obtained if we can prove that for all 1 < R < r0 < R
′ we
have ˆ
AR′r0
|∇ϕ1|
pϕ−21 u
2 dx ≤ 9 log
(
ϕ1(r0)
ϕ1(R′)
)
‖u‖2Dϕ1 , (B.10)
and ˆ
A
r0
R
|∇ϕ1|
pϕ−21 u
2 dx ≤ 9 log
(
ϕ1(r0)
ϕ1(R)
)
‖u‖2Dϕ1 . (B.11)
To obtain (B.10), we proceed as in [1, Proof of (4.16)]. Fix any x′ ∈ RN with |x′| = 1, and take
x = rx′, r0 ≤ r ≤ R′. We have
rN−1|ϕ′1(r)|
p−1ϕ−11 (r)u
2(rx′) = −rN−1
(
|ϕ′1(r)|
p−2ϕ′1(r)
)
ϕ−11 (r)u
2(rx′)
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= −
ˆ r
r0
∂
∂s
[
sN−1
(
|ϕ′1(s)|
p−2ϕ′1(s)
)
ϕ−11 (s)u
2(sx′)
]
ds
= λ1
ˆ r
r0
sN−1K(s)ϕp−21 (s)u
2(sx′) ds+
ˆ r
r0
sN−1|ϕ′1(s)|
pϕ−21 (s)u
2(sx′) ds
+ 2
ˆ r
r0
sN−1|ϕ′1(s)|
p−1ϕ−11 (s)u(sx
′)
∂u
∂s
(sx′) ds.
Using the Cauchy-Schwarz inequality and then using the Cauchy inequality for the last integral we
get from the preceding equality that
rN−1|ϕ′1(r)|
p−1ϕ−11 (r)u
2(rx′) ≤ λ1
ˆ r
r0
K(s)sN−1ϕp−21 (s)u
2(sx′) ds
+ 2
ˆ r
r0
sN−1|ϕ′1(s)|
pϕ−21 (s)u
2(sx′) ds+
ˆ r
r0
sN−1|ϕ′1(s)|
p−2
(
∂u
∂s
(sx′)
)2
ds.
By integrating with respect to x′ over the unit sphere S1 = ∂B1 ⊂ RN endowed with the surface
measure dσ and then changing variable y = sx′ we obtain from the last inequality and (B.3) that
rN−1|ϕ′1(r)|
p−1ϕ−11 (r)
ˆ
S1
u2(rx′) dσ(x′) ≤ λ1
ˆ
Arr0
K(y)ϕp−21 (y)u
2(y) dy
+ 2
ˆ
Arr0
|∇ϕ1(y)|
pϕ−21 (y)u
2(y) dy +
ˆ
Arr0
|∇ϕ1|
p−2
(
∂u
∂s
)2
dy ≤ 9‖u‖Dϕ1 .
This yields ˆ R′
r0
rN−1|ϕ′1(r)|
pϕ−21 (r)
ˆ
S1
u2(rx′) dσ(x′) dr ≤ −9‖u‖Dϕ1
ˆ R′
r0
ϕ′1(s)
ϕ1(s)
ds,
and hence (B.10) follows.
Let us prove (B.11). For R ≤ r ≤ r0, we have
rN−1|ϕ′1(r)|
p−1ϕ−11 (r)u
2(rx′) = rN−1
(
|ϕ′1(r)|
p−2ϕ′1(r)
)
ϕ−11 (r)u
2(rx′)
= −
ˆ r0
r
∂
∂s
[
sN−1
(
|ϕ′1(s)|
p−2ϕ′1(s)
)
ϕ−11 (s)u
2(sx′)
]
ds
= λ1
ˆ r0
r
sN−1K(s)ϕp−21 (s)u
2(sx′) ds+
ˆ r0
r
sN−1|ϕ′1(s)|
pϕ−21 (s)u
2(sx′) ds
− 2
ˆ r0
r
sN−1|ϕ′1(s)|
p−1ϕ−11 (s)u(sx
′)
∂u
∂s
(sx′) ds.
Arguing as above, we deduce (B.11).
Now we prove that Dϕ1(A
2ρ
1 ) →֒→֒ Hϕ1 . Indeed, let un ⇀ 0 in Dϕ1(A
2ρ
1 ) as n → ∞. Then {un}
is bounded in Dϕ1(A
2ρ
1 ). Without loss of generality we assume that ‖un‖Dϕ1 ≤ 1 for all n ∈ N. Next
we show that un → 0 strongly in Hϕ1 as n→∞. Let ǫ > 0, and 1 < R < r0 < R
′ < 2ρ be such that
9 log
(
ϕ21(r0)
ϕ1(R)ϕ1(R′)
)
≤
(
λ1ǫ
8
)2
. (B.12)
Let δ > 0 be such that R + δ < r0 < R
′ − δ. We haveˆ
Bc1
K(x)ϕp−21 u
2
n dx =
ˆ
AR+δ1
K(x)ϕp−21 u
2
n dx+
ˆ
AR
′
−δ
R+δ
K(x)ϕp−21 u
2
n dx
+
ˆ
A2ρ
R′−δ
K(x)ϕp−21 u
2
n dx
≤ ‖ϕ1‖
p−2
L∞(Bc1)
‖K‖L∞(Bc1)
(ˆ
AR+δ1
u2n dx+
ˆ
A2ρ
R′−δ
u2n dx
)
+
ˆ
AR
′
−δ
R+δ
K(x)ϕp−21 u
2
n dx. (B.13)
Let Ω = AR+δ1 or Ω = A
2ρ
R′−δ. Since Dϕ1 →֒ L
2(Bc1; |∇ϕ1|
pϕ−21 ) and inf
Ω
|∇ϕ1| > 0, we have
ˆ
Ω
|∇un|
2 dx ≤
1
(inf
Ω
|∇ϕ1|)p−2
ˆ
Ω
|∇ϕ1|
p−2|∇un|
2 dx ≤
1
(inf
Ω
|∇ϕ1|)p−2
‖un‖
2
Dϕ1
,
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ˆ
Ω
u2n dx ≤ C1(Ω)
ˆ
Bc1
|∇ϕ1|
pϕ−21 u
2
n dx ≤ C2(Ω)‖un‖
2
Dϕ1
,
where C1(Ω) and C2(Ω) are positive constants independent of n. Hence, {un} is bounded in W 1,2(Ω)
and thus up to a subsequence, un ⇀ 0 in W
1,2(Ω) as n→∞. So we get un → 0 in L
2(Ω) as n→∞
and therefore, there exists n1 ∈ N such that
‖ϕ1‖
p−2
L∞(Bc1)
‖K‖L∞(Bc1)
(ˆ
AR+δ1
u2n dx +
ˆ
A2ρ
R′−δ
u2n dx
)
≤
ǫ
2
, ∀n ≥ n1. (B.14)
Let φ ∈ C∞c (B
c
1) satisfy 0 ≤ φ ≤ 1, φ ≡ 1 in A
R′−δ
R+δ and φ ≡ 0 in B
c
1 \ A
R′
R . Then, φun ∈ Dϕ1 for all
n in view of the embedding Dϕ1 →֒ L
2(Bc1; |∇ϕ1|
pϕ−21 ). So we apply (B.2) for u = φun and use the
Minkowski inequality, to getˆ
AR
′
−δ
R+δ
K(x)ϕp−21 u
2
n dx ≤
ˆ
Bc1
K(x)ϕp−21 (φun)
2 dx
≤
2
λ1
‖φun‖Dϕ1
(ˆ
Bc1
|∇ϕ1|
pϕ−21 (φun)
2 dx
) 1
2
≤
2
λ1
(ˆ
Bc1
|∇ϕ1|
p−2|φ∇un + un∇φ|
2 dx
) 1
2
(ˆ
AR
′
R
|∇ϕ1|
pϕ−21 u
2
n dx
) 1
2
≤
2
λ1
(ˆ
Bc1
|∇ϕ1|
p−2|∇un|
2 dx
) 1
2
+
(ˆ
Bc1
|∇φ|2|∇ϕ1|
p−2u2n dx
) 1
2

×
(ˆ
AR
′
R
|∇ϕ1|
pϕ−21 u
2
n dx
) 1
2
≤
2
λ1
1 + ‖∇φ‖L∞(Bc1)‖∇ϕ1‖p−2L∞(Bc1)
(ˆ
AR+δ1
u2n dx+
ˆ
A2ρ
R′−δ
u2n dx
) 1
2

×
(ˆ
AR
′
R
|∇ϕ1|
pϕ−21 u
2
n dx
) 1
2
. (B.15)
Applying (B.9) for u = un and invoking (B.12), we obtain(ˆ
AR
′
R
|∇ϕ1|
pϕ−21 u
2
n dx
) 1
2
≤
λ1ǫ
8
. (B.16)
Since
´
AR+δ1
u2n dx+
´
A2ρ
R′−δ
u2n dx→ 0 as n→∞, we can find n2 ≥ n1 such that
1 + ‖∇φ‖L∞(Bc1)‖∇ϕ1‖
p−2
L∞(Bc1)
(ˆ
AR+δ1
u2n dx+
ˆ
A2ρ
R′−δ
u2n dx
) 1
2
< 2, ∀n ≥ n2.
Combining this with (B.15) and (B.16) we deduce that
ˆ
AR
′
−δ
R+δ
K(x)ϕp−21 u
2
n dx ≤
ǫ
2
, ∀n ≥ n2.
By this, (B.13), and (B.14) we obtain
ˆ
Bc1
K(x)ϕp−21 u
2
n dx < ǫ, ∀n ≥ n2.
Since ǫ > 0 was arbitrary, it follows that un → 0 in Hϕ1 . Thus, the embedding Dϕ1(A
2ρ
1 ) →֒ Hϕ1 is
compact and so is the embedding Dϕ1 →֒ Hϕ1 . The proof of Lemma 2.9 is complete. 
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Appendix C. Proof of Lemma 2.12
Proof of Lemma 2.12. Let u ∈ Dϕ1 be arbitrary. By the definition of Dϕ1 , u is represented by a
sequence {un} ⊂ X that is a Cauchy sequence with respect to the norm ‖ · ‖Dϕ1 i.e.,ˆ
Bc1
|∇ϕ1|
p−2|∇un −∇um|
2 dx→ 0 as m,n→∞.
By this and the embedding Dϕ1 →֒ Hϕ1 we deduce that there is a measurable vector-valued function
v = (v1, · · · , vN ) such that un → u, ∇un → v a.e. in Bc1, andˆ
Bc1
|∇ϕ1|
p−2|∇un − v|
2 dx→ 0,
ˆ
Bc1
Kϕp−21 |un − u|
2 dx→ 0 as n→∞. (C.1)
As shown in the proof of Proposition 2.5 we have ϕ1(x) = ϕ1(|x|), ϕ1 ∈ C
1(1,∞), ϕ1 > 0 in (1,∞)
and there is a unique r0 ∈ (1,∞) such that ϕ′1(r0) = 0. Since
−
(
rN−1|ϕ′1|
p−2ϕ′1
)′
= λ1r
N−1K(r)ϕp−11 in (1,∞),
we deduce that for each n ≥ 3, there exists Cn > 0 such that
|ϕ′1(r)|
2−p ≤ Cn
∣∣∣∣ˆ r
r0
K(s) ds
∣∣∣∣
2−p
p−1
, ∀r ∈ [1 +
1
n
, n]. (C.2)
Let φ ∈ C∞c (B
c
1) and let n0 ∈ N such that supp(φ) ⊂ A
n0
1+1/n0
. For each i ∈ {1, · · · , N} and for any
n ∈ N we have ˆ
Bc1
∂un
∂xi
φdx = −
ˆ
Bc1
un
∂φ
∂xi
dx. (C.3)
Invoking (C.2), we estimate∣∣∣∣∣
ˆ
Bc1
∂un
∂xi
φdx−
ˆ
Bc1
viφdx
∣∣∣∣∣
≤
ˆ
Bc1
|φ||∇ϕ1|
2−p
2 |∇ϕ1|
p−2
2
∣∣∣∣∂un∂xi − vi
∣∣∣∣ dx
≤
(ˆ
Bc1
|φ|2|∇ϕ1|
2−p dx
) 1
2
(ˆ
Bc1
|∇ϕ1|
p−2
∣∣∣∣∂un∂xi − vi
∣∣∣∣2 dx
) 1
2
≤ C(n0, ‖φ‖L∞(Bc1))
(ˆ n0
1+ 1
n0
∣∣∣∣ˆ r
r0
K(s) ds
∣∣∣∣
2−p
p−1
dr
) 1
2
(ˆ
Bc1
|∇ϕ1|
p−2
∣∣∣∣∂un∂xi − vi
∣∣∣∣2 dx
) 1
2
.
Letting n→∞ in the preceding estimate, using (W) and (C.1), we obtain
lim
n→∞
ˆ
Bc1
∂un
∂xi
φdx =
ˆ
Bc1
viφdx. (C.4)
On the other hand, we have∣∣∣∣∣
ˆ
Bc1
un
∂φ
∂xi
dx−
ˆ
Bc1
u
∂φ
∂xi
dx
∣∣∣∣∣ ≤
ˆ
Bc1
K−
1
2ϕ
2−p
2
1
∣∣∣∣ ∂φ∂xi
∣∣∣∣K 12ϕ p−221 |un − u| dx
≤ ‖∇φ‖L∞(Bc1)
(ˆ n0
1+ 1
n0
K−1 dx
) 1
2 ˆ
Bc1
Kϕp−21 |un − u|
2 dx.
Letting n→∞ in the preceding estimate, using (W) and (C.1) again, we obtain
lim
n→∞
ˆ
Bc1
un
∂φ
∂xi
dx =
ˆ
Bc1
u
∂φ
∂xi
dx.
Combining this with (C.4) and (C.3) we getˆ
Bc1
viφdx = −
ˆ
Bc1
u
∂φ
∂xi
dx, ∀φ ∈ C∞1 (B
c
1).
Thus, v = ∇u and u ∈ W 1(Bc1), and the proof is completed. 
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Appendix D. Proof of Proposition 3.2
Proof of Proposition 3.2. Let u ∈ Dϕ1 \ {0} be such that Q0(u, u) = 0. Then, u is a minimizer for λ1
in (3.1). If u changes sign in Bc1 then u
+ 6≡ 0, u− 6≡ 0, and
λ1 =
´
Bc1
K(x)ϕp−21 (u
+)2 dx´
Bc1
K(x)ϕp−21 u
2 dx
´
Bc1
〈A(∇ϕ1)∇u
+,∇u+〉RN dx´
Bc1
(p− 1)K(x)ϕp−21 (u
+)2 dx
+
´
Bc1
K(x)ϕp−21 (u
−)2 dx´
Bc1
K(x)ϕp−21 u
2 dx
´
Bc1
〈A(∇ϕ1)∇u−,∇u−〉RN dx´
Bc1
(p− 1)K(x)ϕp−21 (u
−)2 dx
≥
(´
Bc1
K(x)ϕp−21 (u
+)2 dx´
Bc1
K(x)ϕp−21 u
2 dx
+
´
Bc1
K(x)ϕp−21 (u
−)2 dx´
Bc1
K(x)ϕp−21 u
2 dx
)
λ1 = λ1.
Thus, u+, u− are minimizers for λ1 in (3.1). Note that if Q0(u, u) = 0 then Q0(u, v) = 0 for all
v ∈ Dϕ1 . For each t ∈ R, set vt := u− tϕ1. If vt 6= 0, then since
Q0(±vt,±vt) = Q0(u, u)− 2Q0(u, ϕ1)t+Q0(ϕ1, ϕ1)t
2 = 0,
we have ±vt are also minimizers for λ1 in (3.1). If vt changes sign then v
±
t are minimizers for λ1 in
(3.1). Then
−∇ · (A(∇ϕ1)∇v
±
t ) = λ1(p− 1)Kϕ
p−2
1 v
±
t ≥ 0 in B
c
1. (D.1)
So, in any case, v±t are nonnegative solutions of (D.1). We know, ϕ1 ∈ C
1(Bc1), ϕ1(x) = ϕ1(|x|) and
ϕ′1(r) = 0 has a unique solution r0 ∈ (1,∞). Morever, it is easy to see that ϕ1 ∈W
2,∞
loc (B
c
1 \ Sr0). Let
n0 ∈ N be such that 1 +
1
n0
< r0 < n0 −
1
n0
and set Ωn := A
r0−
1
n
1 or A
n
r0+
1
n
(n = n0, n0 + 1, · · · ). For
each n ≥ n0 we have
A(∇ϕ1)ξ · ξ ≥ |∇ϕ1|
p−2|ξ|2 ≥
(
inf
Ωn
|∇ϕ1|
)p−2
|ξ|2, ∀ξ ∈ RN .
Thus, we can apply [12, Theorem 8.22] and then [6, Theorem 2 and its Remark] to get v±t ∈ C
1,βn(Ωn),
for some βn ∈ (0, 1). Since Bc1 \Sr0 =
⋃∞
n=n0
(
A
r0−1/n
1 ∪ A
n
r0+1/n
)
, we obtain that v±t ∈ C
1(Bc1 \Sr0).
By the strong maximum principle due to Va´zquez [19, Theorem 4, p.199], we have v±t ≡ 0 in Ωn or
else v±t > 0 in Ωn for each n ≥ n0. Hence, we have v
±
t ≡ 0 in A
r0
1 (resp. B
c
r0) or else v
±
t > 0 in A
r0
1
(resp. Bcr0).
Next, set t1 =
u(x1)
ϕ1(x1)
and t2 =
u(x2)
ϕ1(x2)
for some x1 ∈ A
r0
1 and x2 ∈ B
c
r0 then vt1(x1) = vt2(x2) = 0.
We consider the following cases.
(i) If v+t1 6≡ 0 and v
−
t1 6≡ 0 then v
+
t1 6≡ 0 and v
−
t1 6≡ 0 in B
c
r0 , since v
+
t1 = v
−
t1 ≡ 0 in A
r0
1 , and that
is a contradiction.
(ii) If v+t1 6≡ 0 and v
−
t1 ≡ 0 then vt1 = v
+
t1 ≥ 0 satisfies
−∇ · (A(∇ϕ1)∇vt1) = λ1(p− 1)Kϕ
p−2
1 vt1 ≥ 0 in B
c
1.
Thus, vt1 ≡ 0 in A
r0
1 and vt1 > 0 in B
c
r0 . This yields t2 =
vt1 (x2)
ϕ1(x2)
+ t1 > t1 and hence,
vt2 = (t1 − t2)ϕ1 < 0 in A
r0
1 . Because of this, v
+
t2 ≡ 0 in A
r0
1 and therefore, v
+
t2 ≡ 0 in B
c
1 due
to v+t2 ≡ 0 in B
c
r0 . So −vt2 = v
−
t2 ≥ 0 satisfies
−∇ · (A(∇ϕ1)∇(−vt2)) = λ1(p− 1)Kϕ
p−2
1 (−vt2) ≥ 0 in B
c
1.
Thus, −vt2 ≡ 0 in B
c
r0 and hence,
u =
{
t1ϕ1 in A
r0
1 ,
t2ϕ1 in B
c
r0 .
(D.2)
Since u ∈ Dϕ1 , u has a weak derivative on A
2r0
1 in view of Lemma 2.12 and by (D.2),
u ∈W 1,∞(A2r01 ). A classical result (see e.g., [9, Theorem 5 of Subsection 4.2.3]) therefore let
us know that u is Lipschitz continuous in Ar0+1r0+1
2
and this is impossible due to the form (D.2)
of u.
(iii) If v+t1 ≡ 0 and v
−
t1 6≡ 0 then as in the case (ii) we obtain vt1 ≡ 0 in A
r0
1 and vt2 ≡ 0 in B
c
r0
and this leads to a contradiction.
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So we must have v+t1 = v
−
t1 ≡ 0 in B
c
1, i.e., u = t1ϕ1 in B
c
1 and the proof is complete. 
Appendix E. Proof of Lemma 4.4
Proof of Lemma 4.4. Let ǫ > 0 be arbitrary. We will show that there exists wǫ ∈ Y such that
‖wǫ − ϕ1‖ < ǫ. (E.1)
We proceed in three steps. For the sake of brevity we will only give the details of Step 1, and we omit
the details of Steps 2 and 3, since they essentially follow the same path of Step 1. Note that, as shown
in the proof of Proposition 2.5, we have ϕ1 ∈ C1[1,∞), ϕ1(1) = 0, ϕ1(r) > 0 for all r > 1, ϕ′1 > 0 and
ϕ′1 < 0 in [1, r0) and (r0,∞), respectively for some r0 ∈ (1,∞).
Step 1: cut-off by zero near infinity. By Proposition 2.5, there exist C1 > 0 and r1 > r0 such that
ϕ1(r) ≤
C1
r
N−p
p−1
, |ϕ′1(r)| ≤
C1
r
N−1
p−1
,
∣∣∣∣ϕ′1(r)ϕ1(r)
∣∣∣∣ ≤ C1r , ∀r > r1. (E.2)
For each n ∈ N ∩ (r1,∞), let φ1,n ∈ C∞(R) be such that
φ1,n(r) =
{
ϕ1(n), r ∈ (−∞, n],
0, r ∈ [2n,∞),
and for all r ∈ [n, 2n],
|φ1,n(r)| ≤ ϕ1(n) ≤
C1
n
N−p
p−1
, |φ′1,n(r)| ≤ γ0
ϕ1(n)
n
≤ γ0
C1
n
N−1
p−1
, (E.3)
where γ0 is a positive constant independent of n. We then find α1,n ∈ C∞(R) such that ψ1,n :=
φ1,nα1,n satisfies {
ψ1,n(n) = ϕ1(n), ψ
′
1,n(n) = ϕ
′
1(n),
ψ1,n(2n) = ψ
′
1,n(2n) = 0.
(E.4)
This is equivalent to
α1,n(n) = 1, α
′
1,n(n) =
ϕ′1(n)
ϕ1(n)
. (E.5)
Looking at (E.5), our immediate choice for such an α1,n is
α1,n(r) :=
ϕ′1(n)
ϕ1(n)
(r − n) + 1, ∀r ∈ R.
Then, by (E.2) we have for all r ∈ [n, 2n],
|α1,n(r)| ≤
∣∣∣∣ϕ′1(n)ϕ1(n)
∣∣∣∣n+ 1 ≤ C1 + 1, |α′1,n(r)| ≤ ∣∣∣∣ϕ′1(n)ϕ1(n)
∣∣∣∣ ≤ C1n .
Clearly, ψ1,n belongs to C
∞(R) and by combining the last estimate and (E.3) we deduce that for all
n ∈ N ∩ (r1,∞), we have
|ψ′1,n(r)| ≤
γ0C1(C1 + 1)
n
N−1
p−1
+
C21
n
N−1
p−1
=
C˜1
n
N−1
p−1
, ∀r ∈ [n, 2n], (E.6)
where C˜1 := γ0C1(C1 + 1) + C
2
1 . For each n ∈ N, define
uǫ,n(r) :=

ϕ1(r), r ∈ [1, n],
ψ1,n(r), r ∈ [n, 2n],
0, r ∈ [2n,∞),
and define uǫ,n(x) := uǫ,n(|x|) for x ∈ Bc1. Then by (E.4), uǫ,n ∈ C
1(Bc1) and (E.6), we obtainˆ
Bc1
|∇uǫ,n −∇ϕ1|
p dx =
ˆ
Bcn
|∇uǫ,n −∇ϕ1|
p dx
≤ 2p−1
ˆ
Bcn
|∇ϕ1|
p dx+ 2p−1σ(S1)
ˆ 2n
n
|ψ′1,n(r)|
prN−1 dr
≤ 2p−1
ˆ
Bcn
|∇ϕ1|
p dx+ 2p−1σ(S1)(2n)
N−1 C˜
p
1
n
(N−1)p
p−1
n, ∀n ∈ N ∩ (r1,∞),
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where σ(S1) is the surface area of the unit sphere S1. Thus,
ˆ
Bc1
|∇uǫ,n −∇ϕ1|
p dx ≤ 2p−1
ˆ
Bcn
|∇ϕ1|
p dx+ 2N+p−2σ(S1)
C˜p1
n
N−p
p−1
→ 0 as n→∞.
Hence for some fixed n1 ∈ N ∩ (r1,∞), uǫ := uǫ,n1 satisfies that uǫ ∈ C
1(Bc1), uǫ = ϕ1 in A
n1
1 , uǫ = 0
in Bc2n1 , and
‖uǫ − ϕ1‖ <
ǫ
3
. (E.7)
Step2: cut-off by zero near the ∂B1. Fix δ > 0 such that 1 < r0−2δ < r0+2δ < n1. Since ϕ′1(r) > 0
in [1, r0 − 2δ] and ϕ1(1) = 0 we deduce
C2(r − 1) ≤ ϕ1(r) ≤ C3(r − 1), ∀r ∈ [1, r0 − 2δ],
for some positive constants C2 and C3. Using this estimate and noticing uǫ = ϕ1 in A
n1
1 , we can
construct vǫ ∈ C1(Bc1), vǫ = 0 in A
1+1/n2
1 for some n2 ∈ N ∩
(
2
r0−2δ−1
,∞
)
, vǫ = uǫ in B
c
1+2/n2
, and
‖vǫ − uǫ‖ <
ǫ
3
, (E.8)
in a similar manner to Step 1. Note that vǫ satisfies that vǫ ∈ C1(Bc1), vǫ = 0 in A
1+1/n2
1 ∪B
c
2n1 , and
vǫ = ϕ1 in A
r0+2δ
r0−2δ
.
Step 3: cut-off by a constant near Sr0 . Analogously, for each n ∈ N, we find ψ2,n, ψ3,n ∈ C
∞(R)
such that {
ψ2,n(r0 −
2δ
n ) = vǫ(r0 −
2δ
n ), ψ
′
2,n(r0 −
2δ
n ) = v
′
ǫ(r0 −
2δ
n ),
ψ2,n(r0 −
δ
n ) = vǫ(r0 −
δ
n ), ψ
′
2,n(r0 −
δ
n ) = 0,
(E.9)
and {
ψ3,n(r0 +
δ
n ) = vǫ(r0 −
δ
n ), ψ
′
3,n(r0 +
δ
n ) = 0,
ψ3,n(r0 +
2δ
n ) = vǫ(r0 +
2δ
n ), ψ
′
3,n(r0 +
2δ
n ) = v
′
ǫ(r0 +
2δ
n ).
(E.10)
Moreover, for all n ∈ N, we have
|ψ′2,n(r)| ≤M, ∀r ∈ [r0 −
2δ
n
, r0 −
δ
n
], (E.11)
and
|ψ′3,n(r)| ≤M, ∀r ∈ [r0 +
δ
n
, r0 +
2δ
n
], (E.12)
for some constant M > 0 independent of n. Finally, for each n ∈ N define
wǫ,n(r) :=

vǫ(r), r ∈ [1, r0 −
2δ
n ] ∪ [r0 +
2δ
n ,∞),
ψ2,n(r), r ∈ [r0 −
2δ
n , r0 −
δ
n ],
vǫ(r0 −
δ
n ), r ∈ [r0 −
δ
n , r0 +
δ
n ],
ψ3,n(r), r ∈ [r0 +
δ
n , r0 +
2δ
n ],
(E.13)
and define wǫ,n(x) := wǫ,n(|x|) for x ∈ Bc1. Then by (E.9) and (E.10), for all n ∈ N we have that
wǫ,n ∈ C
1(Bc1), wǫ,n = 0 in A
1+1/n2
1 ∪ B
c
2n1 , wǫ ≡ constant in A
r0+
δ
n
r0−
δ
n
. From (E.11)-(E.13), for large
n3 ∈ N, we have
‖wǫ,n3 − vǫ‖ <
ǫ
3
.
By this, (E.7), and (E.8), we deduce that wǫ := wǫ,n3 belongs to Y and satisfies (E.1). The proof is
complete.

Acknowledgements. The authors were supported by the project LO1506 of the
Czech Ministry of Education, Youth and Sports.
34 P. DRA´BEK, K. HO & A. SARKAR
References
[1] B. Alziary, J. Fleckinger and P. Taka´cˇ, Variational methods for a resonant problem with the
p-Laplacian in RN , Electr. J. Diff. Equations 76 (2004), 1–32.
[2] T.V. Anoop, P. Dra´bek and S. Sasi,Weighted quasilinear eigenvalue problems in exterior domains,
Calc. Var. Partial Differential Equations 53 (3) (2015), 961–975.
[3] T.V. Anoop, P. Dra´bek, L. Sankar and S. Sasi, Antimaximum principle in exterior domains,
Nonlinear Anal. 130 (2016), 241–254.
[4] H. Brezis, Functional analysis, Sobolev spaces and partial differential equations, Universitext,
Springer, New York, 2011.
[5] M. Chhetri and P. Dra´bek, Principal eigenvalue of p-Laplacian operator in exterior domain,
Results Math. 66 (3–4) (2014), 461–468.
[6] E. DiBenedetto, C1+α local regularity of weak solutions of degenerate elliptic equations, Nonlinear
Anal. 7 (8) (1983), 827–850.
[7] P. Dra´bek and G. Holubova´, Fredholm alternative for the p-Laplacian in higher dimensions, J.
Math. Anal. Appl. 263 (1) (2001), 182–194.
[8] P. Dra´bek, Geometry of the energy functional and the Fredholm alternative for the p-Laplacian
in higher dimensions, Electr. J. Diff. Equations, Conference 08 (2002), 103–120.
[9] L.C. Evans and R.F. Gariepy, Measure theory and fine properties of functions, CRC Press, 1992.
[10] J. Fleckinger-Pelle´, P. Taka´cˇ, An improved Poincare´ inequality and the p-Laplacian at resonance
for p > 2, Adv. Differential Equations 7 (8) (2002), 951–971.
[11] S. Fucˇ´ık, J. Necˇas, J. Soucˇek and V. Soucˇek, Spectral Analysis of Nonlinear Operators, in: Lecture
Notes in Mathematics, vol. 346, Springer–Verlag, Berlin, New York, 1973.
[12] D. Gilbarg and N.S. Trudinger, Elliptic partial differential equations of second order, Springer–
Verlag, Heidelberg, 2001.
[13] H. Lou, On singular sets of local solutions to p-Laplace equations, Chin. Ann. Math. 29B (5)
(2008), 521–530.
[14] M. Lucia, S. Prashanth, Simplicity of principal eigenvalue for p-Laplace operator with singular
indefinite weight, Arch. Math. (Basel) 86 (1) (2006), 79–89.
[15] N.M. Stavrakakis and F. de The´lin, Principal eigenvalues and anti-maximum principle for some
quasilinear elliptic equations on RN , Math. Nachr. 212 (2000), 155–171.
[16] P. Taka´cˇ, On the Fredholm alternative for the p-Laplacian at the first eigenvalue, Indiana Univ.
Math. J. 51 (1) (2002), 187–237.
[17] P. Taka´cˇ, A variational approach to the Fredholm alternative for the p-Laplacian near the first
eigenvalue, J. Dynamics Diff. Equations 18 (3) (2006), 693–765.
[18] P. Taka´cˇ, Variational methods and linearization tools towards the spectral analysis of the p-
Laplacian, especially for the Fredholm alternative, Electr. J. Diff. Equations, Conference 18 (2010),
67–105.
[19] J.L. Va´zquez, A strong maximum principle for some quasilinear elliptic equations, Appl. Math.
Optim. 12 (3) (1984), 191–202.
Pavel Dra´bek
Department of Mathematics, University of West Bohemia, Univerzitn´ı 8, 306 14 Plzenˇ,
Czech Republic
E-mail address : pdrabek@kma.zcu.cz
Ky Ho
NTIS, University of West Bohemia, Technicka´ 8, 306 14 Plzenˇ, Czech Republic
E-mail address : ngockyh@ntis.zcu.cz
Abhishek Sarkar
NTIS, University of West Bohemia, Technicka´ 8, 306 14 Plzenˇ, Czech Republic
E-mail address : sarkara@ntis.zcu.cz
