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Abstract: Most face recognition methods are based on linear and nonlinear subspace features extraction and classification tasks. These classification methods are used for global and local facial features for person identification. Both
local and global features play different roles for recognition and classification. There are a number of face recognition
methods that have been proposed up until now, and they produce good results. However, when small sample size (3S)
and pose variation problems are taken into consideration, face recognition becomes more complex and does not produce
good results. In this paper, 3S and pose variation problems are dealt with. First, linear discriminate analysis (LDA)
is considered to minimize the singularity problem that arises when small samples of individuals are available. In the
next step, the proposed framework utilizes global and local facial features and constructs a combined subspace using an
enhanced LDA method that is discussed later in the sections.
Key words: Global and local features, small sample size problem, combined subspace

1. Introduction
Face recognition is an imperative phenomenon in still and video images due to its variety of functions, like in
identity verification, human-computer interaction, and video surveillance. It has gained much attention within
the past 2 decades, which has resulted in a large number of algorithms handling face recognition tasks [1].
Although it has an extensive range of applications, some issues that arise in the zone of face recognition are
illumination variation, viewing directions, facial expression changes, aging, and occlusion due to hair, glasses,
or makeup.
Face recognition seems to be a very challenging task under different variations of images, e.g., head and
pose. Like in the other problems of face recognition as listed earlier, pose variation is tremendously important
in many applications. For nonfrontal faces, at least 2 normalized facial features are required, but in a situation
where the faces are in-depth rotated, geometrical normalization is practically impossible. The complexity
becomes a major issue when other problems of face recognition like illumination [2], occlusion [3], pose variation
[4], and expressions [5] are present on nonfrontal faces.
Categorically, pose variation algorithms are grouped into 3 main approaches, which are 1) the invariant
feature extraction-based approach 2) the multiview-based, and 3) the 3D range image-based technique. The
first approach learns the subspace that symbolizes the amount of variations. On the other hand, model-based
methods exploit a 2D deformable model in order to capture the pose variations. Finally, multiview-based
approaches accumulate multiple images of different poses referred to as real multiview images.
The most common approaches based on invariant features are appearance- and geometric-based, to handle
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the pose variation problem in face recognition. In appearance-based approaches, the image pixels are represented
in a high-dimensional vector space and are converted into a low-dimensional feature space. Most of the
algorithms used in this class are principal component analysis (PCA) [6,7] and Fisher linear discriminant/linear
discriminant analysis [8,9] algorithms. Many algorithms have been proposed by different authors with slight
variations to handle the same problem [10]. A second class of invariant feature-based approaches is geometric
model algorithms, which create a model to estimate the variation. In this class, commonly used algorithms
are the elastic bunch graph matching method [11], active shape model [12], and active appearance model [13].
According to their nature, these methods are effective in face recognition under pose verification. Many authors
adopt these methods to recognize the face as presented in [14–16].
The second category of face recognition under pose variation is multiview-based and it synthesizes new
images from multiple poses. The basic idea behind synthesized images is to apply the synthesized algorithm
using the previous information of a given pose. As the multiview-based approaches use the previous information
of the face images, it is considered more practical and efficient for face recognition tasks under varying viewpoint
problems. Different authors have proposed many algorithms related to multiview-based statistical methods, as
discussed in [17,18]. The most commonly used method to handle pose is the statistical model, which is obtained
for each subject of class at every possible angle [19,20]. An interrelated concept to such a method is to exploit
a number of samples of each subject under varying poses and build a general statistical model that interposes
to unseen views.
The third most appropriate method for face recognition under varying pose is to learn the statistical
information between the frontal and nonfrontal faces instead of the 3D field oriented information. It is
constructed using the numeric or geometric information of multiple samples of individuals and is used to
compare with the probe image by applying rerendering at any given pose. Additionally, the same procedure
is applied on the appropriate pose of an image. Many authors use the 3D model strategy to recognize the
face under pose variation, and recently, a generic elastic model (GEM)-based system [21,22] was introduced to
handle the same problem. The more advanced approach is to use the 3D measurements to align the probe and
gallery images, which eradicate the pose used for face recognition. All of the methods performed are efficient
and produce accurate results but still the statistical model requires particular methods and user collaboration.
Moreover, it only works in a situation when each subject has multiple samples to construct the statistical model.
The limitations across these approaches indicate that they are not suitable for subjects having a single image.
The goal of each technique mentioned above is to recognize faces under varying pose variation. Even though
some techniques provide the required results, they do not offer a more accurate domino effect.
In view of the fact of being a part of face recognition, feature extraction plays a pivotal role in recognizing
faces within the least processing time. In feature extraction, selective features are processed in order to
make it feasible to recognize intrinsic and extrinsic facial variations under a reasonable computational cost.
Basically, face recognition algorithms are categorized as local- and global-based approaches. In global-based
face representation, the global features are embodied in every part of the face image that contains pixel level
information, called holistic data, which is sometimes irrelevant during face recognition.
In this paper, the main emphasis is on the pose variation and small sample size (3S) problem. In the
training process, a number of individuals per sample are expected to give better results. Unfortunately, in a
real environment, only single training samples are available.
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2. Proposed work
There are many problems in face recognition, as discussed in the previous section along with some solutions
provided by different authors. Though it has an extensive range of applications, face recognition deals with
some serious issues and in particular, the pose variation problem and 3S problem. A 3S problem results when
the number of input samples is less than its dimensions. The same problem arises when we use template-based
approaches. Other than the template-based approaches, linear and nonlinear approaches also exist for face
recognition. Some linear-based approaches are PCA, independent component analysis, and linear discriminate
analysis (LDA) and so on. In contrast to other methods, LDA is a more powerful feature extraction and
recognition technique, but the major problem in LDA is the 3S due to the singular matrix. In this paper,
a solution for the 3S problem in LDA is given. Later, the proposed framework, face recognition across pose
variation and the 3S problem (FAPSP), is used to handle the pose variation problem. The discussion and
process of this novel technique is given in the later sections.
2.1. How a 3S problem arises
Among the discriminant analysis algorithms, LDA is considered to be a dominant batch classification subspace
classifier. This classifier has the ability to project a high dimensional pattern onto a low dimensional space,
while satisfying the Fisher’s criterion as [8]:
JLDA (w) =

wT Sb w|
.
|wT Sw w|

(1)

−1
The projection matrix has a generalized form that satisfiesSw
Sb . However, the within-class scatter matrix
is singular, and so its inverse is not possible, and hence the computation of the leading eigenvalues cannot be
achieved. The 3S problem is the main reason for the singularity constraint of the traditional LDA, for which
various authors have proposed solutions over the past several years.

2.2. Singular to nonsingular Sw
It has been discussed in the previous section that the within-class scatter matrix becomes singular when the
individual training samples are minimum. In this section, we performed an operation on the diagonal value of
the Sw matrix to overcome the singularity problem.
Given a within-class scatter matrix Sw , an eigenvalue λ and its associated eigenvector V that are, by
definition, a pair obeying the relation
Sw V = λV.
(2)
It can be tested as a matrix Γ that is generated by the subtraction of λI (the combination of λ and identity
matrix I) and Sw . Their mathematical notations are depicted as:
Γ = Sw − λI,

(3)

det(Γ) = 0.

(4)

but
In order to calculate the diagonal matrix, we determine the λN eigenvalues using Eq. (2) as follows:
Consider,
Ψ = [λ1 , λ2 , λ3 , ..., λN ],

(5)
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where Ψ shows the N eigenvalue, the mean ϖ of Ψ is computed in Eq. (6) as:

ϖ=

N
1 ∑
Ψi .
N i=1

(6)

The next step is to sort the Ψ eigenvalues in descending order and place them in a diagonal matrix D (Sw )
(which is equal to the size of Sw ). The diagonal matrix is later divided by its mean ϖ , which can be written
in a form of ∆ as:
D(Sw )
∆=
.
(7)
ϖ
Now add ∆ to the original Sw , which can be mathematically depicted as:
N ew
Sw
= Sw + ∆.

(8)

N ew
To find the actual within-class scatter matrix Sw
, perform the following steps. Consider that d (Sw ) is the

diagonal entry of Sw and Sw (Ø) is the null matrix whose size is equal to the actual Sw :
d(Sw ) = [a11 , a22 , a33 , ..., aN N ].

(9)

Now, add the null matrix S w (Ø) with d(Sw ) represented as:
φ
= Sw (φ) + d(Sw ).
Sw

(10)

This can be represented in the form of a matrix as:



φ
= .
Sw



0 0 . . 0
0 0 . . .
. . . . .
. . . . .
0 . . . 0




 + [a11 , a22 , a33 , ..., aN N ].



(11)

φ
N ew
Subtract Sw
from Sw
to find the actual within-class scatter matrix that minimizes the singularity problem
N ew
in Sw . Hence, the modified Sw
is:
N ew
N ew
φ
Sw
= Sw
− Sw
.

(12)

From Eqs. (12) and (1), the modified form of Eq. (1) is given as:
N ew
JLDA
(w) =

wT Sb w|
.
N ew w|
|wT Sw

(13)

N ew
The experimental results on the modified LDA JLDA
(w) in Eq. (13) reveal that the 3S problem of the

individually trained images is minimized (near 0). The result can be verified by calculating the determinant of
N ew
N ew
Sw
, which shows that it is no longer singular det ( Sw
) ̸= 0, as compared to Eq. (4). Another advantage of
N ew
the proposed Sw
is that there is no effect on the within-class scatter matrix Sw , and it minimizes the distance
of the within-class, and merely maximizes the distance of the between-class scatter matrix after projection into
N ew
the subspace. The investigation of JLDA
(w) on different test benches reveals that it increases the recognition

result with the least time complexity.
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2.3. Proposed framework
This section details the proposed face recognition technique. Facial features are extracted from interperson
frames from different datasets under varying pose variations. The datasets are taken from the Facial Recognition Technology (FERET) and Carnegie Mellon University Pose, Illumination, and Expression (CMU-PIE)
databases, which are later discussed in Section 3. The next section portrays the methodology of how to generate interperson frames from a morphological operation. The local and global facial features are extracted in
the combined subspace and are then used for recognition purposes. The general framework of entire proposed
system is depicted in Figure 1.
2.3.1. Generate interperson frame
In this section, the mesh-morphing technique [23] is used to generate the interpersonal frame. For interpolation,
we use the biharmonic spline interpolation, developed by Sandwell [24], rather than bicubic interpolation. First,
get the 2 images, I s and I d , as the source and destination images. Note that the points on the mesh are marked
manually. Now, use an N × 2 matrix to save the mesh points, where N is the number of points associated with
the source and destination images.
FAPSP

Probe Image

Training Image

Generating Inter-person Frame based on Normal Face
Base
Image

Inter- person Frame

Feature Extraction
Projection to
subspace
Testing result

Figure 1. Overview of the face recognition system.

Similarly, I I (x,y) is an intermediate frame of the same size as the source and destination. Apply
the associated weights with M s and M d , where M s and M d are the corresponding mesh of the source and
destination images. Calculate the weights with the following equations:
W = np − 1/N − 1,

(14)

W 1 = (1 − W ),

(15)

where W and W1 are the calculated weights and np and N are the number of intermediate frames and number
of mesh points, respectively. From the calculated weights, find the points:
Ta = Mx (x, y) ∗ W,

(16)

Tb = My (x, y) ∗ W 1,

(17)
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where T a and T b are the associated points of the M × N source and destination images. Now, use Eqs. (1) to
(4) to combine the images to generate the intermediate frames using the following equation:
II (x, y) = W × Ii (x + a, y + b) + W 1 × If (x − a, y − b),

(18)

Vn (x, y) = {II1 (x, y), II2 (x, y), ..., IIn (x, y)},

(19)

where V n (x, y) is the intermediate frame of the source to the destination images. After getting the interperson
frames, there is some noise. To remove this noise, use the spatial filter with the following 3 × 3 mask MS k
[25]:


0.022 0.044 0.066
M Sk =  0.089 0.111 0.133  .
(20)
0.156 0.178 0.200
2.3.2. Feature extraction
Facial features a play key role in face recognition systems. To date, different methods have been used for this
purpose. Some authors have used local features (eyes, nose, mouth, etc.) while others make use of global
features, i.e. taking the whole face into consideration. Although the individually extracted method works fine,
to improve the recognition performance, hybrid approaches are being used.
2.3.2.1. Extraction of the global facial features
It has already been mentioned in the previous discussion that the high-dimensional feature space becomes
complex when used for pattern recognition, and in particular, face recognition. For this purpose, convert the
image into its low-dimensional feature space, so that the normalized features represent the face. Even if the
dimension reduction techniques are applied, the image still contains some high-value noisy pixels, which affect
the overall impact of the recognition.
To overcome this weakness, the following steps are applied on the face images for converting a 2D image
into a hexagonal image. The first step in this process involves following the mathematical formulation [26]:
fh (x, y) =

M
−1 N
−1
∑
∑
m

fs (m, n)h(x − m, y − n),

(21)

n=0

where an original image fs (m,n) is a square lattice with M × N points, f h (x,y) is the desired hexagonal image,
and h is the interpolation kernel. For the reconstruction method, (m,n) and (x,y) are the sample elements of
the original square and converted hexagonal images, respectively. This can be seen in Figure 2.
These boundary points, extracted from the reshaped image, are mapped to 2D images for the final
elliptical face boundary. Consider the set X that contains the elliptical faces, also known as the mask-based
face (MBF).
X = {e1 , e2 , e3 , ..., en }

(22)

These faces are fed into the LDA routine discussed earlier for extracting the global features. In this procedure,
only those pixels are considered that lie within the boundary of the elliptical face, while the rest of the pixels are
marked as zeros. Each face e i of the i th class contains the hybrid local and some global features that preserve
the maximum discriminating information. To check the robustness of the method, the Euclidean distance of
the intermediate frames and original image is taken into account to judge the projection of face patterns in
low-dimensional space, with and without the MBF approach.
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RE-Sampled Image

Original Image
Desired Lattice

Original Image

Figure 2. Process of converting a square image into a hexagonal image.

2.3.2.2. Extraction of local facial features
For extracting the local features, use fh (x, y) images as discussed previously, so as to mark the prominent local
features. These marked features are mapped to their corresponding 2D images. Suppose that Lf N is the set of
features containing N samples, i.e.
LfN = {Lf1 , Lf2 , Lf3 , ......., LfN }.

(23)

Apply the proposed LDA approach for obtaining the discriminating facial features. Not all of the features
provide good impact on the recognition process. Hence, some kind of threshold t value should be defined within
which most of the reliable information is preserved and provides a prominent effect on the recognition process.
This threshold is extracted after number of random estimations that are helpful to select the best features. The
mathematical equation for determining the most discriminating features is computed as follows:
M DFN =

N
∑

Lfi > t,

(24)

i=1

where Lf i is the sample feature vectors that contribute to the local features obtained earlier.
2.3.2.3. Combined feature space
In order to train the interperson and original face, both the local and global facial features must be combined.
The local and global features are extracted via the aforementioned techniques. To combine these features,
the weighted sum rule is used for the projection of the features into the combined subspace that converts N
dimensional subspace into n dimensions, where n << N projection features are treated as weights. Here, m +
1 projection vectors are considered as the weighted sum for both the local and global features in a combined
subspace. Finally, these projection vectors are projected using the linear projection method.
The main objective when combining the interperson with the original face is that the isolated interperson
has lost some discriminated information. When the original face is combined with the interperson frame, the
1429
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loss of the discriminate information is minimized. The combined face is projected into the linear subspace by
preserving its most discriminate information.
3. Experiments and results
In this section, the experimental results are illustrated while evaluating the proposed system for face recognition.
In this paper, 2 techniques are used to evaluate the experimental results on 4 different databases. The first
technique is applied to the CMU-PIE and FERET databases, in which the pose subsets of both databases are
selected for the experimental evaluation. From the CMU-PIE, 68 subjects under varying poses and neutral
expressions are considered. The estimated pose difference varies from 0 ◦ to ±90 ◦ between the images of an
individual. On the other hand, the FERET set contains 200 subjects with 9 poses that vary from 0 ◦ frontal
to ±60 ◦ profile view, where every image has a difference of 15 ◦ . The second technique involves the analysis
of the proposed system by reducing the size of the image dimensions on both the Olivetti Research Lab (ORL)
and YALE B databases. The detailed experimental procedure is given below.
3.1. Experiments using the combined local and global facial features
3.1.1. CMU-PIE dataset
The proposed system is evaluated in 3 different ways. For the experimental results, we first took the CMU-PIE
dataset and performed experiments in many ways. From the CMU-PIE, 68 subjects under varying poses and
neutral expressions are considered. The estimated pose difference varies from 0 ◦ to ±90 ◦ between the images
of an individual. At the end, the final experimental results are drawn on the basis of a comparison with the
existing approaches.
Experiment 1 In the first experiment, randomly, 2 poses (between 0 and ± 90) and 1 normal image of an
individual are selected as the probe set from the CMU-PIE database. Other images of the face database are
selected as the probe set. In the next step, generate intermediate frames from 2-pose faces (left and right),
with regard to the normal face of an individual. A total of 10 frames are generated: 5 frames from the 1st pose
and 5 from the 2nd. These frames (5 from the left and 5 from the right) are those that are more varied than
the previous. Hence, 13 faces are generated (3 from the input images and 10 from the virtual faces) using the
above-mentioned morphing technique. There are 13 × 68 = 884 virtual and actual faces used for the training.
The robustness of our method is based on the minimization of the 3S problem. The discriminate information
from the pose face is reduced using the global and local features and the virtual faces.
Experiment 2 In the second experiment on the CMU-PIE database, select 4 random faces of an individual with
a different pose variation and normal image as the base image for the interpersonal frames. In this experiment,
we generate 15 virtual frames from the base face. There are 18 virtual and original faces constructed. Hence, a
total of 19 × 68 = 1292 faces are generated from 4 individuals’ faces. The training process is performed in an
incremental way. Each iteration contains 19 sets of images for each individual. The incremental process of the
LDA is discussed earlier. Each group (19 subjects) is treated as a single class and is assigned a single label.
Experiment 3 Third experiment on the CMU-PIE database uses 5 randomly selected images per person.
The 5 sets of images are divided as 4 images from different poses faces and 1 normal, i.e. as a base face. Now,
generate 5 different virtual faces according to the abovementioned method. In this experiment, 25 images of an
individual group (virtual faces and original faces) are used. The training process is also used as that defined in
the second experiment. The recognition rate in the third experiment shows very good results.
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The comparison in Table 1 defines the above-mentioned experiments on the CMU-PIE database. The
comparison is performed through extracting the recognition rates that are defined by different authors in their
research work on pose variation.
Table 1. CMU-PIE database comparison results in different pose variations.

Pose difference
23◦
45◦
Random selection with different orientation

Exp. 1
85%
80.1%
78.5%

Exp. 2
91.5%
84%
81.9%

Exp. 3
97.9%
91.5%
87.9%

3.1.2. FERET datasets
For evaluating the proposed scheme, the same strategy is applied as discussed in the CMU-PIE dataset. In the
FERET dataset, 200 subjects with 9 poses that vary from 0 ◦ frontal to ±60 ◦ profile view were selected, where
every image has a difference of 15 ◦ .
Experiment 1 In the first experiment, 4 images out of 10 faces are selected for training, which contains 3
pose faces and a natural face. Generate the 5 interperson frames, with regard to the natural face per pose. For
the training, 18 frames are used per individual. As we know, the FERET database is naturally complex, and
so it takes some extra time for the training of the total number of 200 × 18 = 3600 virtual and original faces.
Another 6 images are used as the probe images. After testing, the system’s outcome produces outperformed
results in the combined global and local features of the individuals. The same training process is used as
mentioned in the CMU-PIE database experiments.
Experiment 2 In the second experiment, half of the faces are taken from the problem set. The probe set
includes 4 random left or right pose variation faces per person and 1 normal image. The same training process
is applied as discussed in the previous experiments. The more the training samples are used, the more the
recognition rate will be.
Experiment 3 In the third experiment, 60% of the images are selected as the probe set for training the different
pose faces. As far as the construction of the virtual faces and incremental training process are concerned, the
same strategy is used as discussed in the aforementioned experiments. The comparison and recognition rate is
shown in Table 2.
Table 2. FERET database comparison results in different pose variations.

Pose difference
15◦
45◦
Random selection with different orientation

Exp. 1
85.5%
83%
80.5%

Exp. 2
89%
87.1%
86.5%

Exp. 3
99.5%
95.1%
94.9%

3.1.3. Comparison
A comparison is made using the proposed method with the other pose invariant face recognition methods
proposed by different authors. The comparison is performed on 2 databases, namely the CMU-PIE and FERET
databases. The comparison cannot be made directly because every author has a different architecture of the
pose-based face recognition. For training a database, authors use a different number of faces per individual to
train a database for recognition purposes. Table 3 shows the comparison of the proposed method with other
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methods that use minimum to maximum faces per individual. In this paper, the comparison is performed on
the average recognition rates defined by different authors.
Table 3. Comparison of the different pose invariant face recognition rates on the CMU-PIE and FERET databases.

Pose diff.
Methods
Method in ... [27]
Method in ... [28]
Method in ... [29]
Method in ... [30]
Proposed method

CMU-PIE
Average pose diff.
78.5
98.5/89.7
100/91
91.5/87.9/81
97.5/91.5/87.9

FERET
Average pose diff.
75
100/99
100/90.3/82.5
99.5/95.1/94.9

3.2. Experiment using the reducing size of the image
Experiments are also performed with different image sizes to check the robustness of the system. This check
is performed to determine the effectiveness of the presented work when varying image sizes are available. The
databases under consideration are the ORL and YALE B databases, as discussed in the previous section. Table
4 below shows both databases’ resolutions used to obtain the results.
Table 4. ORL and YALE B databases’ resolution used for recognition.

S#
1
2
3

Image resolution
ORL
YALE B
112 × 92 168 × 192
56 × 56
125 × 125
37 × 23
100 × 100

The recognition rates of the proposed framework (FAPSP) are compared with standard LDA and PCA
algorithms, which were rewritten by us. In addition, for training purposes, the same number of sample sizes
was chosen for the LDA, PCA, and the proposed method, i.e. 3 images per person, as discussed below.
3.2.1. Experiments on the ORL database
The ORL database holds 400 images of 40 discrete subjects having 10 samples each. The images contain
different lighting conditions, occlusions, and facial expressions, with a dark setting environment. In this section,
3 images are selected out of 400 different individuals for each resolution image. Out of these 3 images, 1 image
is a left pose, the 2nd is a right pose, and the 3rd one is a frontal image. The left and right images generate 10
intermediate frames with respect to a normal face. As a consequence, 13 images are generated by each person.
For the training phase, 2 factors are important: the 1st is the number of subjects for the training and 2nd is the
size of the image. For an analysis that exposes a higher number of samples per person, the more the recognition
rates will be. On the other hand, the resolution plays an important role. A decrease in the image resolution
causes the recognition rate to minimize. The main reason for the decrease in the recognition rate is due to the
decreasing the size of the image. The decrease of the image size causes the pixel values to be destroyed, due to
which, the similarity between 2 subjects is scattered. The experiment results are taken on 112 × 92 dimensions
and shown in Table 5.
The analysis shows that 3% to 4% recognition rates are decreased between the LDA and PCA, but the
proposed FAPSP recognition rates are greater than 94% in all of the subjects at a 112 × 92 resolution.
1432

SHAH et al./Turk J Elec Eng & Comp Sci

Table 5. Recognition rates on the ORL database at a resolution of 112 × 92.

Image resolution 112 × 92
LDA
PCA
FAPSP
97%
95%
99%
92%
87%
99%
89%
88%
95%
84%
82%
94%

No. of subjects
10
20
30
40

The original ORL database resolution compresses into 56 × 56 using the MATLAB function. To check
the recognition rates, a comparison is given in Table 6.
Table 6. Recognition rates on the ORL database at a resolution of 56 × 56.

Image resolution 56 × 56
LDA
PCA
FAPSP
93%
90%
96%
86%
81%
93%
80%
77%
89%
74%
69%
86%

No. of subjects
10
20
30
40

As discussed above, the LDA, PCA, and FAPSP depend on global facial features, and so by decreasing
the resolution, the recognition results are going to be decreased.
The next analysis is performed at a very low resolution, 37 × 23, converted by the MATLAB function.
The comparison is shown in Table 7.
Table 7. Recognition rates on the ORL database at a resolution of 37 × 23.

Image resolution 37 × 23
LDA
PCA
FAPSP
88%
85%
92%
83%
81%
87%
81%
79%
84%
77%
73%
81%

No. of subjects
10
20
30
40
3.2.2. Experiment on the YALE B database

There are 73 images per subject, having 9 different poses and 64 illuminated images, in which 3 images are
randomly selected from 9 pose images. Out of 3 images, 1 image is the neutral face, while the remaining 2
images are the left and right poses, respectively. From these pose images, 13 frames are generated, in which
5 frames are generated from the left pose and 5 are from the right pose. The dimensions of the images are
reduced to 168 × 192, as provided in Table 8.
Table 8. Recognition rates on the YALE B database at a resolution of 168 × 192.

No. of subjects
13
26
39

Image resolution 168 × 192
LDA
PCA
FAPSP
85%
79%
92%
79%
73%
90%
74%
67%
84%
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This experiment is performed on its original size. The next experiment is performed in the same way, as
discussed in Table 8, but the results shown in Table 9 were taken at a dimension of 125 × 125.
Table 9. Recognition rates on the YALE B database at a resolution of 125 × 125.

No. of subjects
13
26
39

Image resolution 125 × 125
LDA
PCA
FAPSP
82%
77%
90%
74%
71%
89%
70%
65%
82%

The third experiment, the results are taken at a dimension of 100 × 100 and shown in Table 10. The
subjects are used with the difference of 13, i.e. first, 13 images are trained, and then 26, and 39, and so on.
Table 10. Recognition rates on the YALE B database at a resolution of 100 × 100.

No. of subjects
13
26
39

Image resolution 100 × 100
LDA
PCA
FAPSP
79%
75%
88%
73%
68%
84%
68%
62%
79%

The results are taken in 2 ways that reveal that the overall system performs well compared to other
systems. Initially, the results are drawn on a small training dataset. Next, the system randomly chooses pose
images and creates intermediate frames, due to which the number of images per person increases. By increasing
the number of images, the recognition rate increases. To analyze the system, the second approach used in this
paper is based on reducing the size of the images. The dimensionality reductions of the images damage the
pixels, due to which the recognition rate decreases.
Note: Different papers show different results using the PCA and LDA [31–35], which are higher than
the results shown in this paper. The reason for the higher results is that these papers used a minimum of 5
training samples per person and they presented the general recognition results, and not specifically for the pose
variation, while in this paper, we have used 3 samples per person and handled the pose variation and 3S problem.
The reason for selecting a lower number of samples is to save storage and processing costs and handling the
pose variation leads to more efficient face recognition results compared to getting the results generally from the
face. Therefore, our approach is far better than the existing approaches in terms of storage, processing, and
recognition results. In addition, we have rewritten our own programs for the LDA and PCA using the standard
algorithms and gathered the results using them. We then compared the results of these programs with the
results of our proposed work.
4. Conclusion
In this paper, 2 contributions were made. First, the 3S problem is handled by making a small contribution
in the LDA. Second, the proposed framework attempts to solve the pose variation problem. To deal with the
singularity of the LDA, an alteration is made in the diagonal entries of the within-class scatter matrix. This is
later used for modifying the Fisher’s criterion equation. This framework is then applied to a face recognition
scenario for dealing with the pose variation problem. The uniqueness of this paper is based on the use of mesh
morphing for computing the intermediate frames and the combined subspace of both local and global facial
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features. The experimental results reveal that the anticipated framework shows fine performance as far as the
pose variation and 3S problem are concerned.
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