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Abstract
The dynamics of a predator–prey model with impulsive state feedback control, which is described by an autonomous system
with impulses, is studied. The sufﬁcient conditions of existence and stability of semi-trivial solution and positive period-1 solution
are obtained by using the Poincaré map and analogue of the Poincaré criterion. The qualitative analysis shows that the positive
period-1 solution bifurcates from the semi-trivial solution through a fold bifurcation. The bifurcation diagrams of periodic solutions
are obtained by using the Poincaré map, and it is shown that a chaotic solution is generated via a cascade of period-doubling
bifurcations.
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1. Introduction
Many systems in physics, chemistry, biology, and information science have impulsive dynamical behaviour due to
abrupt jumps at certain instants during the evolving processes. This complex dynamical behaviour can be modelled
by impulsive differential equations. The theory of impulsive differential systems has been developed by numerous
mathematicians (see [1,2,4,12]). In recent years, most of the research on impulsive differential equations concerns
systems with impulses at ﬁxed times, while only little addresses autonomous systems with impulses [16]. As for the
application of impulsive differential equations to ecology, systems with impulses at ﬁxed times are used to model prac-
tical problems in most cases. For example, in impulsive vaccination of disease models (see [5,13,15]) and population
models (see [3,10,11,14,17]), the properties of their solutions are discussed under the conditions that the impulses
occur at ﬁxed moments t = tk or even periodic ﬁxed moments t = nT . This work focuses on autonomous systems with
impulses.
As is well known, impulsive differential equations mainly concern the properties of their solutions, such as, existence,
uniqueness, stability, boundedness, and periodicity, etc. The bifurcation theory for ordinary differential equations or
smooth systems appeared during the last decades (see e.g. [6,8]), however, little is known about the bifurcation the-
ory of impulsive differential equations. Lakmeche transformed the problem of periodic solution into a ﬁxed-point
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problem and obtained only the conditions of existence of a trivial solution and a positive period-1 solution [9]. Tang
obtained the complete expression for the period-1 solution and discussed the bifurcation of periodic solutions nu-
merically by using the discrete dynamical system determined by the stroboscopic map [18]. In [9] and [18], the
discrete maps are easily obtained since the impulses occur at periodic ﬁxed moments. Because the discrete map is
not easily derived from autonomous systems with impulses, there are fewer methods to discuss the dynamics of au-
tonomous systems with impulses. A new method to study autonomous systems with impulses is introduced in this
paper.
Impulsive state feedback control strategy is used widely in real life problems. For example, Yang presents models of
impulsive electronic devices, which are ideal models of nanoelectronic devices, and studies some examples of nanoelec-
tronic circuits consisting of driven single-electron tunneling junctions [20]. To make the rocket transfer to a higher energy
orbit, increments in velocity are given impulsively when the rocket reaches the position of peri-apse and apo-apse [7]. In
practical ecological system, because the control measures are taken only when the amount of species reaches a threshold
value in practice, we use autonomous systems with impulses modelling the impulsive state feedback control, instead of
impulsive differential equations with ﬁxed moments, to build a predator–prey model. In prey (pest) management, chem-
ical control, which is one of the classical methods, is very effective in some aspects. But it is not the panacea for all pest
problems. Biological control, which is the practice of using natural enemies such as predator and parasites to suppress
a prey (pest) population, is commonly used today. Integrated strategy is a long-term management strategy that uses a
combination of biological, cultural, and chemical tactics that reduce pests to tolerable levels with little cost to the grower
and minimal effect on the environment. It has been proved by experiment that this integrated strategy is more effective
than classical methods [19]. So this integrated strategy will also be considered in building the predator–prey model
here.
An outline of this paper is as follows. An autonomous system with impulses modelling the impulsive state feedback
strategy and integrated strategy, is introduced in Section 2. In Section 3, a Poincaré map is constructed and one lemma
is given to discuss the properties of the solutions of the given model. Based on the bifurcation analysis of the model, the
sufﬁcient conditions of the existence and stability of a semi-trivial periodic solution and a positive period-one solution
are obtained in Section 4. In Section 5, numerical results, such as the bifurcation diagrams and phase portraits of period
solutions, etc., are given in detail. In Section 6, the superiority of the prey control strategy is discussed. Finally, Section 7
presents the conclusion.
2. Model description
It’s well known that the Lotka–Volterra system is a fundamental population model. For example, the following
classical autonomous system is used to model the interaction of the prey and predator,
{
x˙ = x(r1 − a11x − a12y),
y˙ = y(−r2 + a21x − a22y),
(2.1)
where ri, aij > 0 (i, j = 1, 2), x(t) and y(t) represent the density of prey and predator, respectively; r1, r2 are the
inherent net birth rates per unit of population per unit time of the prey and predator, respectively; aij (i = j) measures
the effect of the interaction of the two species; aii (i = 1, 2) is the self-inhibition coefﬁcient. The dynamics of (2.1) is
clear. It has no periodic solutions in region = {(x, y)|x0, y0}. System (2.1) has a saddle (0, 0) and a stable nod
(r1/a11, 0) under the condition (r1/a11)(r2/a21), whereas it has two saddles (0, 0) and (r1/a11, 0) and one stable
focus ((r1a22 + r2a12)/(a11a22 + a12a21), (r1a21 − r2a11)/(a11a22 + a12a21)) under the condition (r1/a11)> (r2/a21)
(see Fig. 1(a)).
When the amount of the prey (pest) reaches a threshold, integrated strategy is used. The population size of the prey
(pest) is controlled by catching and poisoning the prey (pest) and releasing the predator (natural enemy). The amount
of the prey decreases while that of the predator increases abruptly. Hence impulsive state feedback control strategy,
rather than the usual impulsive ﬁxed-time control strategy, is proposed here. The control process is modelled by the
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Fig. 1. (a) The phase portrait of system (2.1); (b) the phase portrait of system (2.2).
following system:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙ = x(r1 − a11x − a12y),
y˙ = y(−r2 + a21x − a22y),
}
x = h,
x = −px,
y = qy,
}
x = h.
(2.2)
where p ∈ (0, 1), h> 0, q > 0, x(t)= x(t+)− x(t), and y(t)= y(t+)− y(t). When the amount of prey reaches the
threshold h at time tk(h), controlling measures are taken and the amount of prey and predator abruptly turn to (1 −p)h
and (1 + q)y(tk(h)), respectively. The phase portrait of (2.2) can be seen in Fig. 1(b).
Throughout the paper, we assume that (r2/a21)< (r1/a11). Controlling the amount of the prey (pest) is our ﬁrst
consideration and system (2.2) is considered in space  = {(x, y)|x0, y0} for ecological practice. If x˙ > 0 and
y˙ < 0, the amount of the prey is increasing while that of the predator is decreasing. In this case, the threshold h needs
to be estimated correctly. Here assume that
0 <h r2
a21
<
r1
a11
. (2.3)
Given the portion of killed prey population and the threshold h, one purpose of this paper is to obtain the control
measure of how to release predator to control prey by studying the dynamics of system (2.2). Properties of the solutions
of system (2.2) are discussed with q being a control parameter.
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3. Preliminary results
3.1. The Poincaré map
In what follows, two types of Poincaré maps are established to discuss the dynamics of system (2.2). Firstly, set
Poincaré section S1 = {(x, y)|x = h, y0}. Suppose system (2.2) has a periodic solution ((t),(t)) with period T
(see Fig. 1(b)). The periodic trajectory with the initial point E+ = ((1 − p)h, y0) intersects the Poincaré section S1 at
the point E = (h, y1), then jumps to the point E+ on line S0 ={(x, y)|x = (1 −p)h, y0} due to the impulsive effects
x = −px and y = qy. Therefore
(0) = (1 − p)h, (0) = y0, (T ) = h and (T ) = y1 = y01 + q . (3.1)
Consider another solution (¯(t), ¯(t)) with initial point A0((1 − p)h, y0 + y0), where y0 is small enough. This
disturbed trajectory starting from the point A0 ﬁrst intersects the Poincaré section S1 at the point B0 = (h, y¯1) at the
moment t = T + t and then jumps to the point A1 = ((1 − p)h, y¯) on the line S0. Hence,
¯(0) = (1 − p)h, ¯(0) = y0 + y0, ¯(T + t) = h and ¯(T + t) = y¯1. (3.2)
Let x = ¯(t) − (t) and y = ¯(t) − (t), then x0 = ¯(0) − (0) = (1 − p)h − (1 − p)h = 0 and
y0 =¯(0)−(0)=|A0E+|. Set y1 =|A1E+| and y∗0 =|B0E|, and then the relation between y0 and y1 determines
one type of Poincaré map. For 0 < t <T , x and y are described by the relation(
x(t)
y(t)
)
= M(t)
(
x0
y0
)
+ o(x20 + y20 ) = M(t)
(
0
y0
)
+ o
(
0
y20
)
, (3.3)
where the fundamental solution matrix M(t) satisﬁes the variational equation
M ′(t) = V (t)M(t), M(0) = I2, (3.4)
where I2 is the unit matrix of second order, elements of V (t) are calculated along the periodic trajectory ((t), (t)):
V (t) =
(
r1 − 2a11(t) − a12(t) −a12(t)
a21(t) −r2 + a21(t) − 2a22(t)
)
. (3.5)
Set f1(t) =(t)(r1 − a11(t)− a12(t)) and f2(t) =(t)(−r2 + a21(t)− a22(t)). For t = T + t , the disturbed
trajectory (¯(t), ¯(t)) is expressed in the following ﬁrst-order Taylor expansion:{ ¯(T + t) ≈ (T ) + x(T ) + f1(T )t,
¯(T + t) ≈ (T ) + y(T ) + f2(T )t.
(3.6)
It follows from ¯(T + t) = h and (T ) = h that we have
t = −x(T )
f1(T )
(3.7)
and
y∗0 = |B0E| = y¯1 − y1 = ¯(T + t) − (T ) = y(T ) −
f2(T )x(T )
f1(T )
. (3.8)
From y¯ = (1 + q)y¯1, we have y¯ − y0 = (1 + q)y¯1 − (1 + q)y1 = (1 + q)(y¯1 − y1), that is, y1 = (1 + q)y∗0 . The
Poincaré map is constructed as
y1 = f (q, y0) = (1 + q)
(
y(T ) − f2(T )x(T )
f1(T )
)
, (3.9)
where x(T ) and y(T ) are calculated according to (3.3).
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Now we search another type of Poincaré map. Suppose the point Bk(h, yk) is on the Poincaré section S1, then
B+k ((1 − p)h, (1 + q)yk) is on the line S0 due to the impulsive effects and the trajectory with the initial point B+k
intersects S1 at the point Bk+1 = (h, yk+1), where yk+1 is determined by yk and the parameter q. Hence, we get the
following Poincaré map:
yk+1 = F(q, yk). (3.10)
For each ﬁxed point of the above map there is an associated periodic solution of system (2.2) and vice versa.
3.2. Analogue of Poincaré criterion [16]
Lemma 3.2.1. The T-periodic solution x = (t), y = (t) of the system⎧⎨
⎩
dx
dt
= P(x, y), dy
dt
= Q(x, y) if (x, y) = 0,
x = (x, y),y = (x, y) if (x, y) = 0,
(3.11)
is orbitally asymptotically stable if the Floquet multiplier 2 satisﬁes the condition
|2|< 1, (3.12)
where
2 =
q∏
k=1
k exp
[∫ T
0
(
P
x
((t),(t)) + Q
y
((t),(t))
)
dt
]
, (3.13)
k=P+((/y)(/x)−(/x)(/y)+/x)+Q+((/x)(/y)−(/y)(/x)+/y)
P (/x)+Q(/y) ,
P,Q, /x, /y, /x, /y, /x, and /y are calculated at the point ((	k),(	k)), P+ = P((	+k ),
(	+k )) and Q+ = Q((	+k ), (	+k )). Also, (x, y) is a sufﬁciently smooth function such that grad (x, y) = 0, and
	k(k ∈ N) are the moments for the jumps.
4. Dynamical properties
4.1. Existence and stability of periodic semi-trivial solution
Set x0 = x(0) = (1 − p)h and y0 = y(0) = 0. It follows from system (2.2) that y(t) = 0 for t ∈ (0,∞) and{
x˙ = x(r1 − a11x), x = h,
x = −px, x = h. (4.1.1)
The solution of equation x˙ = x(r1 − a11x) can be calculated as
x(t) = r1(1 − p)h exp(r1t)
r1 − a11(1 − p)h + a11(1 − p)h exp(r1t) .
Setting T = (1/r)1 ln(r1 − a11(1 − p)h)/(r1 − a11h)(1 − p)), x(T ) = h and x(T +) = x0, then system (2.2) has the
following semi-trivial periodic solution:⎧⎨
⎩
(t) = r1(1 − p)h exp(r1t)
r1 − a11(1 − p)h + a11(1 − p)h exp(r1t) , (k − 1)T < tkT ,
(t) = 0, (k − 1)T < tkT .
(4.1.2)
Now the Poincaré map (3.9) is used to discuss the stability of this periodic semi-trivial solution.
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Theorem 4.1.1. Assume that the following condition holds
0 <q <
(
r1 − a11(1 − p)h
r1 − a11h
)−(a21/a11)+(r2/r1)
(1 − p)−(r2/r1) − 1. (4.1.3)
Then system (2.2) has a stable periodic semi-trivial solution.
Proof. It follows from (3.4), (3.5), and (t) = 0 that
M ′(t) =
(
r1 − 2a11(t) −a12(t)
0 −r2 + a21(t)
)
M(t), M(0) = I2. (4.1.4)
Set
M(t) =
(
m(t) n(t)
u(t) v(t)
)
,
then (4.1.4) reads⎧⎪⎪⎪⎨
⎪⎪⎪⎩
m′(t) = (r1 − 2a11(t))m(t) − a12(t)u(t), m(0) = 1,
n′(t) = (r1 − 2a11(t))n(t) − a12(t)v(t), n(0) = 0,
u′(t) = (−r2 + a21(t))u(t), u(0) = 0,
v′(t) = (−r2 + a21(t))v(t), v(0) = 1,
(4.1.5)
for 0 < t <T = (1/r1) ln(r1 − a11(1 − p)h)/((r1 − a11h)(1 − p)). Since x0 = 0 and f2(T )= 0 × (−r2 + a21(t)−
a22 × 0)) = 0, it is only necessary to calculate v(t). From the fourth equation of (4.1.5), we have
v(t) = c¯ exp
(∫
(−r2 + a21(t)) dt
= c¯ exp
(∫ (
−r2 + a21 r1(1 − p)h exp(r1t)
r1 − a11(1 − p)h + a11(1 − p)h exp(r1t)
)
dt
= c¯(r1 − a11(1 − p)h + a11(1 − p)h exp(r1t))(a21/a11) exp(−r2t).
For t = 0, v(0) = c¯(r1 − a11(1 − p)h + a11(1 − p)h)(a21/a11) = 1, we have c¯ = r−(a21/a11)1 and
v(t) = r(−a21/a11)1 (r1 − a11(1 − p)h + a11(1 − p)h exp(r1t))(a21/a11) exp(−r2t).
It follows from T =(1/r1) ln(r1 −a11(1−p)h)/((r1 −a11h)(1−p)) that (r1 −a11(1−p)h+a11(1−p)h exp(r1T ))=
(r1(r1 − a11(1 − p)h))/(r1 − a11h). In view of (3.3) and (3.9), we have
y = f (q, y0) = (1 + q)
(
y(T ) − f2(T )x(T )
f1(T )
)
= (1 + q)(y(T ) − 0) = (1 + q)(u(T ) × 0 + v(T )y0)
= (1 + q)r−(a21/a11)1 (r1 − a11(1 − p)h + a11(1 − p)h exp(r1T ))(a21/a11) exp(−r2T )y0
= (1 + q)r−(a21/a11)1
(
r1(r1 − a11(1 − p)h)
r1 − a11h
)(a21/a11)( r1 − a11(1 − p)h
(r1 − a11h)(1 − p)
)−(r2/r1)
y0
= (1 + q)(1 − p)(r2/r1)
(
(r1 − a11(1 − p)h)
r1 − a11h
)(a21/a11)−(r2/r1)
y0.
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Fig. 2. The location of the positive periodic solution of system (2.2).
y0 = 0 is a ﬁxed point of f (q, y0) and
Dy0f (q, 0) = (1 + q)(1 − p)(r2/r1)
(
(r1 − a11(1 − p)h)
r1 − a11h
)(a21/a11)−(r2/r1)
. (4.1.6)
From (2.3), r1 −a11h> 0 and r1 −a11(1−p)h> 0. If (4.1.3) holds, then 0 <Dy0f (q, 0)< 1. Thus y0 =0 is a stable
ﬁxed point and system (2.2) has a stable periodic semi-trivial solution. This completes the proof. 
4.2. Existence and stability of positive period-one solutions
As shown in Fig. 2, let A = ((1 − p)h, 0) and B = (h, 0). As mentioned in subsection 4.1, −−→ABA is the semi-trivial
periodic solution and stable for 0 <q <q∗, where
q∗ =
(
r1 − a11(1 − p)h
r1 − a11h
)−(a21/a11)+(r2/r1)
(1 − p)−(r2/r1) − 1. (4.2.1)
The trajectory with the point A1((1 − p)h, 
), where 
 is small enough, intersects the Poincaré section S1 at the point
B1 = (h, 
1), then jumps to the pointA2 = ((1 − p)h, (1 + q)
1) and reaches the point B2 = (h, 
2) on the Poincaré
section S1 again. There exists a 
¯> 0 such that (1 + q)
1 > 
 for q >q∗ + 
¯. So the point B2 is above the point B1 on
the Poincaré section S1 and 
2 > 
1. From (3.10) we know that 
2 = F(q, 
1). Therefore

1 − F(q, 
1) = 
1 − 
2 < 0. (4.2.2)
Suppose the line l : a11x+a12y=r1 intersects the line S0 at N((1−p)h, (r1−a11(1−p)h)/a12). The trajectory with
the initial point N intersects the Poincaré section S1 at the point M = (h,m0). For any q > 0, the point M1 = (h, m¯0), at
which the trajectory with the initial point M+ = ((1 −p)h, (1 + q)m0) intersects the Poincaré section S1, is not above
the point M in view of the vector ﬁeld of system (2.1). Then m¯0m0.
(1) If m¯0 = m0, then system (2.2) has a period-1 solution.
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(2) If m¯0 <m0, then
m0 − F(q,m0) = m0 − m¯0 > 0. (4.2.3)
It follows from (4.2.2) and (4.2.3) that the Poincaré map (3.10) has a ﬁxed point, which corresponds to one period-
1 solution of system (2.2). Thus there exists some 
¯> 0 such that system (2.2) has a positive period-1 solution for
q >q∗ + 
¯.
From the above considerations we know that system (2.2) has a stable periodic semi-trivial solution for 0 <q <q∗
and a positive period-1 solution for q >q∗ + 
¯. Furthermore, it follows from (4.1.5) that Dy0f (q∗, 0) = 1, which
means a fold bifurcation occurs at q = q∗. To summarize the above results, we give the following theorem.
Theorem 4.2.1. Assume that the following condition holds
q >
(
r1 − a11(1 − p)h
r1 − a11h
)−(a21/a11)+(r2/r1)
(1 − p)−(r2/r1) − 1. (4.2.4)
Then system (2.2) has a positive periodic solution.
In what follows, it is supposed that the periodic solution with period T passes through the points E+((1 − p)h,
(1 + q)0) and E(h,0). As the expression and the period of this solution are unknown, we discuss the stability of
this positive periodic solution by using Lemma 3.2.1. In this case,
P(x, y) = x(r1 − a11x − a12y), Q(x, y) = y(−r2 + a21x − a22y), (x, y) = −px,
(x, y) = qy, (x, y) = x − h, ((T ),(T )) = (h,0), ((T +),(T +)) = ((1 − p)h, (1 + q)0).
Then
P
x
= r1 − 2a11x − a12y, Q
y
= −r2 + a21x − 2a22y, 
x
= −p, 
y
= 0,

x
= 0, 
y
= q, 
x
= 1, 
y
= 0,
1=P+((/y)(/x)−(/x)(/y)+/x)+Q+((/x)(/y)−(/y)(/x)+/y)
P (/x)+Q(/y)
= P
+((T +),(T +))(1 + q)
P ((T ),(T ))
= (1 − p)h(r1 − a11(1 − p)h − a12(1 + q)0)(1 + q)
h(r1 − a11h − a120)
= (1 − p)(r1 − a11(1 − p)h − a12(1 + q)0)(1 + q)
r1 − a11h − a120
,
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2 = 1 exp
(∫ T
0
(
P
x
((t),(t)) + Q
y
((t),(t))
)
dt
)
=1 exp
(∫ T
0
(r1 − 2a11(t) − a12(t) − r2 + a21(t) − 2a22(t)) dt
)
=1 exp
(∫ T
0
((r1 − a11(t) − a12(t)) + (−r2 + a21(t) − a22(t)) − (a11(t) + a22(t)) dt)
)
=1 exp
(∫ h
(1−p)h
1
(t)
d(t) +
∫ 0
(1+q)0
1
(t)
d(t) −
∫ T
0
(a11(t) + a22(t)) dt
)
=1 exp
(
ln
1
1 − p + ln
1
1 + q −
∫ T
0
(a11(t) + a22(t)) dt
)
=1 11 − p ·
1
1 + q exp
(
−
∫ T
0
(a11(t) + a22(t)) dt
)
= r1 − a11(1 − p)h − a12(1 + q)0
r1 − a11h − a120
exp
(
−
∫ T
0
(a11(t) + a22(t)) dt
)
.
2 is a function of q,
2 = g(q) =
r1 − a11(1 − p)h − a12(1 + q)0
r1 − a11h − a120
exp
(
−
∫ T
0
(a11(t) + a22(t)) dt
)
. (4.2.5)
Since exp(− ∫ T0 (a11(t) + a22(t)) dt) > 0, 0 > 0, and r1 − a11h − a120 > 0, the sign of 2 is the same as that of
r1 − a11(1 − p)h − a12(1 + q)0. Now we calculate the derivative of 2 with respect to q. From (4.2.5), we have
2
q
= − a120
r1 − a11h − a120
exp
(
−
∫ T
0
(a11(t) + a22(t)) dt
)
. (4.2.6)
It is inferred that 2/q < 0 for q >q∗ and then 2 is strictly decreasing on q for q ∈ (q∗,+∞).
At the bifurcation point of the fold bifurcation, q=q∗,0 =0, T =(1/r1) ln(r1 −a11(1−p)h)/((r1 −a11h)(1−p)),
and
2 =
(1 − p)(r1 − a11(1 − p)h)(1 + q)
r1 − a11h exp
(∫ T
0
((r1 − r2) + (a21 − 2a11)(t)) dt
)
= (1 + q)
(
r1 − a11(1 − p)h
r1 − a11h
)(a21/a11)−(r2/r1)
(1 − p)(r2/r1) = 1,
that is,
2 = 1 for q = q∗, (4.2.7)
which is in agreement with the result of the periodic semi-trivial solution in subsection 4.1.
Suppose the point M+ = ((1 −p)h, (1 + q)m0) equals to the point N((1 −p)h, (r1 − a11(1 −p)h)/a12) for q = q¯,
where q¯ > q∗, then (1 + q)m0 = (r1 − a11(1 − p)h)/a12 and
2 =
0
r1 − a11h − a120
exp
(
−
∫ T
0
(a11(t) + a22(t)) dt
)
= 0
that is,
2 = 0 for q = q¯. (4.2.8)
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Fig. 3. (a) The trajectory of system (5.1) with q = 0.07; (b) the positive period-1 solution of system (5.1) with q = 0.1; and (c) the positive period-2
solution of system (5.1) with q = 3.9.
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Fig. 4. The bifurcation diagram of stable periodic solutions of system (5.1) for q ∈ [0, 30].
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Fig. 5. (a) The period-3 solution of system (5.1) for q = 25; (b) the chaotic solution of system (5.1) for q = 13.
In the case of q∗ <q < q¯, M+ is below the point N. Therefore the point E+ is below the point N and (1+q)0 <(r1−
a11(1 − p)h)/a12, which results in r1 − a11(1 − p)h − a12(1 + q)0 > 0. Therefore, 2 > 0. In view of (4.2.6) and
(4.2.8), we have
0 < 2 < 1 for q∗ <q < q¯. (4.2.9)
It follows from 2/q < 0 that 2 < 0 for q > q¯. So if there exists a qˆ > q¯ such that 2 = g(qˆ) = −1, then |2|< 1
for q ∈ (q∗, qˆ), and then the positive period-1 solution is stable. The positive period-1 solution loses stability at q = qˆ
and becomes unstable for q > qˆ. Since 2 =−1, a period-doubling bifurcation can occur at q = qˆ. If a period-doubling
bifurcation occurs, then there exists a stable positive period-2 solution in system (2.2) for q > qˆ, which can also lose
its stability with q increasing.
Therefore, for system (2.2) in a suitable case, there exists a stable periodic semi-trivial solution for 0 <q <q∗ and a
stable positive period-1 solution for q∗ <q < qˆ. A fold bifurcation occurs at q = q∗ and a period-doubling bifurcation
can occur at q = q˜. It is also possible that system (2.2) has chaotic solution via a cascade of period-doubling.
5. Numerical results
In this section, a special example is analysed. Consider the following impulsive dynamical system:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙ = x(2 − 0.5x − 2y),
y˙ = y(−2 + 2x − 0.2y),
}
x = 0.8,
x = −0.2x,
y = qy,
}
x = 0.8.
(5.1)
In this case, we have set r1 = 2, r2 = 2, a11 = 0.5, a12 = 2, a21 = 2, a22 = 0.2, p= 0.2, h= 0.8, and the Poincaré section
S1 = {(x, y)|x = 0.8, y0}.
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Fig. 6. The transition sets of positive stable periodic solutions of system (5.1) with the impulsive effects x = −px, y = qy versus the parameters
p ∈ [0.1, 0.8] and q ∈ [0, 30].
From (4.2.1) we obtain
q∗ =
(
2 − 0.5(1 − 0.2) × 0.8
2 − 0.5 × 0.8
)−(2/0.5)+(2/2)
(1 − 0.2)−(2/2) − 1 = 0.0797.
As shown in Fig. 3(a), the solution with the initial point (0.62, 0.133) of system (5.1) with q = 0.07 tends to
the semi-trivial solution with increasing t, which means that the periodic semi-trivial solution of system (5.1) with
q = 0.07 is stable. For q = 0.1, system (5.1) has a stable positive period-1 solution given by the cycle E+EE+, where
E+ = (0.64, 0.136) and E = (0.8, 0.1236) (see Fig. 3(b)). The positive period-2 solution of system (5.1) with q = 3.9,
which jumps two times in one period, is shown in Fig. 3(c).
Choosing q as a control parameter, the bifurcation diagram of stable periodic solutions is shown in Fig. 4. A fold
bifurcation occurs at q =0.0797 and a period doubling bifurcation occurs at q =3.8. Fig. 4 shows that system (5.1) has
a stable periodic semi-trivial solution for 0 <q < 0.0797 and a stable positive period-1 solution for 0.0797<q < 3.8,
which is in agreement with the qualitative analysis given in Section 4.
It is also seen from the bifurcation diagram that there exist a period-3 solution of system (5.1) at q = 25. The phase
portrait of this period-3 solution is given in Fig. 5(a). The cascade of period doubling bifurcation results in the chaotic
solutions of system (5.1). A chaotic solution is given in Fig. 5(b).
Now we consider the bifurcation of positive stable periodic solutions of system (5.1) with the impulsive effects
x = −px,y = qy with p and q as parameters. The results of transition sets of the bifurcation of stable periodic
solutions are given in Fig. 6. The notation P − k is for the stable periodic solution, which jumps k times in one period.
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Fig. 7. The phase portraits of system (5.1) with q = 0.5 under (a) ﬁxed-time feedback control at the moments t = 0.3k(k = 1, 2, . . .); (b) impulsive
state feedback control and the threshold h = 0.8; and (c) ﬁxed-time feedback control at the moments t = 0.8k(k = 1, 2, . . .).
6. Discussion on the prey control strategy
6.1. Superiority of impulsive state feedback control
In this subsection, the effects of the impulsive state feedback control strategy and ﬁxed-time control strategy are
compared. From the analysis of the dynamics of system (2.2), we can see that the prey can be suppressed below certain
level by using the impulsive state feedback control when the amount of the prey reaches the economic threshold. This
is well explained in Fig. 7. We control the population according to the impulsive effects x = −0.2x,y = 0.5y in
system (5.1). Assume the threshold of prey is 0.8 and the initial point is (0.64, 1). The solution with the initial point
quickly tends to the unique stable periodic solution (dash curve) with period T = 0.5001 in the case of impulsive state
feedback control and the amount of prey is under control (see Fig. 7(b)).
If we take measures at ﬁxed moments t = 0.3k(k = 1, 2, . . .) (T > 0.3) (see Fig. 7(a)), the control measures are
taken frequently and the prey is not under control; if we take controlling prey measures at ﬁxed times t = 0.8k(k =
1, 2, . . . .0) (T < 0.8) (see Fig. 7(c)), the amount of the prey is also not easy controlled below threshold 0.8. Out-of-
control prey (pest) may wreak havoc in the case of ﬁxed-time control strategy. Hence, impulsive state feedback control
is more effective.
6.2. Superiority of integrated control
To control the amount of the prey, integrated strategy (p, q = 0) is considered in our model. However, it is seen
from model (2.2) that the amount of prey can also be suppressed below the threshold h without releasing predator. It
seems that releasing the predator is not necessary. Now we give the cost criterion and assume that the control cost is
proportional to the amount of the killed prey px(tk) and the released predator qy(tk). For simplicity, we denote the
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Fig. 8. The periodic solutions of system (5.1) for q = 0 and q = 0.5; (b) the cost in unit time in system (5.1) for q ∈ (0, 3).
total cost as follows:
C¯ =
∑
(qy(tk) + px(tk)). (6.1)
In the case of the period-1 solution with period T, the cost in unit time is given as
C = 1
T
(px(tk) + qy(tk)), (6.2)
which is used to compare with the effects of the control measures. Because the period T and y(tk) have no explicit
analytical expressions, numerical results are given here.
In the case of releasing no predator (q = 0), the periodic solution is shown in Fig. 8(a). From (5.1) and subsection
4.1, the period T0 = (1/r1) ln(r1 − a11(1 − p)h)/((r1 − a11h)(1 − p)) = ( 12 ) ln(2 − 0.5(1 − 0.2) × 0.8)/((2 − 0.5 ×
0.8)(1 − 0.2)) = 0.1360. Then the time between two controlling actions is T0 = 0.1360 and the cost in unit time is
C0 = (1/0.1360(0.2 × 0.8) = 1.1765.
If we release the predator (q = 0), the situation becomes different. For example, let q = 0.5, the solution originated
from any initial point quickly tends to the stable period-1 solution (see Fig. 7(b)), and the amounts of the prey and
predator will change periodically. The points E+ = (0.64, 0.7751) and E= (0.8, 0.5167) are on this period-1 solution
with period T1 = 0.5631. The cost in unit time in this case is C1 = (1/0.5631)(0.2 × 0.8 + 0.5 × 0.5167) = 0.7429,
which is much lower. The control cost in unit time for q ∈ (0, 3) is shown in Fig. 8(b), which means that integrated
strategy is more effective than classical methods.
7. Conclusion
Dynamics of a class of impulsive differential equations was studied in this paper. Although the dynamical property of
the original system (2.1) is simple, the dynamics of impulsive system (2.2) is very complex. The sufﬁcient conditions of
the existence and stability of periodic semi-trivial solution and positive period-1 solution were obtained. The numerical
results show that system (2.2) has stable periodic semi-trivial solution, stable positive period-n solution and chaotic
solution when the parameter q is changed.
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As for controlling prey (pest), it is not easy to reach the object by taking controlling measures at ﬁxed times. From
the analysis of the dynamics of system (2.2), it is seen clearly that the prey can be suppressed below certain level by
using impulsive state feedback strategy when the amount of the prey reaches the economic threshold. Given the amount
of the prey to be killed, we can decide how to release the predator by choosing the parameter q. For example, system
(2.2) has a stable semi-trivial solution for 0 <q < ((r1 −a11(1−p)h)/(r1 −a11h))−(a21/a11)+(r2/r1)(1−p)−(r2/r1) −1.
In order to obtain the object of the coexistence of prey and predator, we should choose the parameter q larger than
((r1 −a11(1−p)h)/(r1 −a11h))−(a21/a11)+(r2/r1)(1−p)−(r2/r1)−1. Fig. 4 shows that system (5.1) has a stable periodic
solution for 0.0797<q < 3.8. If we choose the control parameter q in this interval, the control process is very simple
for the periodicity. Fig. 8(b) shows that, the cost of prey controlling is lower for q ≈ 0.5 under p = 0.2 and h = 0.8.
Since the period T of the periodic solution has no explicit expression, the results about the effects of control strategies
are given in a numerical example. It is difﬁcult to deal with the general case, which is an interesting future problem to
be considered.
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