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Résumé
Nous exprimons, à l’aide de séries d’Eisenstein–Kronecker, la mesure de Mahler de deux familles de
polynômes définissant des hypersurfaces K3 de nombre de Picard générique 19. Pour certaines de ces
surfaces K3 singulières (i.e. de nombre de Picard 20), nous donnons cette mesure en termes de série L de
Hecke de poids 3 pour certains Grössencharacter.
© 2008 Elsevier Inc. Tous droits réservés.
MSC : 11 ; 14D ; 14J
Mots-clés : Mesure de Mahler modulaire ; Séries d’Eisenstein–Kronecker ; Surfaces K3 ; Séries L de Hecke ; Crochets
de Rankin–Cohen
1. Introduction
La mesure de Mahler logarithmique m(P ) d’un polynôme de Laurent P ∈ C[X±1 , . . . ,X±1 ]
est définie par
m(P )= 1
(2πi)n
∫
Tn
log
∣∣P (x±1 , . . . , x±n )∣∣dx1x1 · · ·
dxn
xn
où Tn désigne le tore {(x1, . . . , xn) ∈ Cn/|x1| = · · · = |xn| = 1}. Sa mesure de Mahler M(P)
vaut alors M(P) = exp(m(P )). Si P est un polynôme unitaire de Z[X], on obtient grâce à la
formule de Jensen
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∏
P(α)=0
max
(|α|,1),
quantité liée au problème de Lehmer (1933) sur l’existence d’un polynôme unitaire de Z[X], non
cyclotomique, de mesure de Mahler inférieure à 1,1762 . . . .
Cependant, grâce à un résultat de Boyd [3,4], la connaissance de nombreuses valeurs M(P)
pour P ∈ Z[X1, . . . ,Xn] pourrait éclairer le problème précédent.
Depuis quelques années, on s’intéresse en outre à l’obtention de formules explicites pour
m(P ) [5,9,10]. Ces formules sont liées à la nature géométrique de la variété algébrique définie
par P . Par exemple, si P représente un modèle affine d’une courbe elliptique E dont les poly-
nômes attachés aux faces du polygone de Newton n’ont pour racines que des racines de l’unité et
si P(x, y) = 0 pour tout (x, y) ∈ T2, alors π2m(P ) est conjecturé être un multiple rationnel de
la série L(E,2) associée à la courbe elliptique E. Cette conjecture, découlant des conjectures de
Beilinson [1], a été prouvée par Rodriguez-Villegas dans certains cas où E possède de la multi-
plication complexe [9,10]. Elle a été vérifiée numériquement par Boyd [5] pour de nombreuses
familles de courbes elliptiques. En outre Rodriguez-Villegas a exprimé, pour certaines familles
modulaires de courbes elliptiques, la mesure de Mahler logarithmique des polynômes associés
comme la partie réelle de certaines séries d’Eisenstein–Kronecker [9,10].
Nous nous proposons ici de généraliser ce résultat au cas de certaines familles de surfaces K3
ayant un nombre de Picard générique égal à 19. Nous étudierons essentiellement deux familles,
la première associée aux polynômes
Pk =X + 1
X
+ Y + 1
Y
+Z + 1
Z
− k
et la seconde liée aux polynômes
Qk =X + 1
X
+ Y + 1
Y
+Z + 1
Z
+XY + 1
XY
+ZY + 1
ZY
+XYZ + 1
XYZ
− k.
Nous montrerons les résultats suivants.
Théorème 1.1.
(1) Posons k = t + 1
t
et définissons
t =
(
η(τ)η(6τ)
η(2τ)η(3τ)
)6
= q1/2 − 6q3/2 + 15q5/2 − 20q7/2 + · · ·
où η désigne la fonction de Dedekind
η(τ)= e πiτ12
∏(
1 − e2πinτ ).
n1
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m(Pk)= 
{
−πiτ +
∑
n1
(∑
d|n
d3
)(
4qn
n
− 16q
2n
2n
+ 36q
3n
3n
− 144q
6n
6n
)}
.
(2) Posons k = −(t + 1
t
)− 2 et définissons
t = η(3τ)
4η(12τ)8η(2τ)12
η(τ)4η(4τ)8η(6τ)12
.
Alors
m(Qk)= 
{
−2πiτ +
∑
n1
(∑
d|n
d3
)(−2qn
n
+ 32q
2n
2n
+ 18q
3n
3n
− 288q
6n
6n
)}
.
Théorème 1.2. Avec les notations du théorème 1.1, on a l’expression suivante de la mesure
(1)
m(Pk)= τ8π3
{∑′
m,κ
(
−4
(
2 1
(mτ + κ)3(mτ¯ + κ) +
1
(mτ + κ)2(mτ¯ + κ)2
)
+ 16
(
2 1
(2mτ + κ)3(2mτ¯ + κ) +
1
(2mτ + κ)2(2mτ¯ + κ)2
)
− 36
(
2 1
(3mτ + κ)3(3mτ¯ + κ) +
1
(3mτ + κ)2(3mτ¯ + κ)2
)
+ 144
(
2 1
(6mτ + κ)3(6mτ¯ + κ) +
1
(6mτ + κ)2(6mτ¯ + κ)2
))}
,
(2)
m(Qk)= τ8π3
{∑′
m,κ
(
2
(
2 1
(mτ + κ)3(mτ¯ + κ) +
1
(mτ + κ)2(mτ¯ + κ)2
)
− 32
(
2 1
(2mτ + κ)3(2mτ¯ + κ) +
1
(2mτ + κ)2(2mτ¯ + κ)2
)
− 18
(
2 1
(3mτ + κ)3(3mτ¯ + κ) +
1
(3mτ + κ)2(3mτ¯ + κ)2
)
+ 288
(
2 1
(6mτ + κ)3(6mτ¯ + κ) +
1
(6mτ + κ)2(6mτ¯ + κ)2
))}
.
Nous terminerons par quelques applications arithmétiques.
En particulier, pour certains polynômes de ces familles définissant des surfaces K3 singulières
(i.e. de nombre de Picard 20), nous exprimerons leur mesure de Mahler comme séries L de Hecke
pour un Grössencharacter de poids 3.
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Nous allons donner quelques résultats permettant de comprendre les méthodes utilisées. Le
lecteur intéressé par plus de détails pourra par exemple consulter [14,15].
Une surface K3 définie sur C est une surface X ⊂ P3 vérifiant
H 1(X,OX)= 0
et
KX = 0
(i.e. dont le faisceau canonique est trivial).
Une surface K3 est dite algébrique si elle admet un fibré en droites ample, définissant un
plongement projectif de X dans un espace projectif. Le caractère algébrique est caractérisé par
le fait que le degré de transcendance de son corps de fonctions C(X) vaut 2. Par exemple, un
revêtement double ramifié le long d’une sextique plane est une surface K3. C’est ainsi le cas de
la surface dont un modèle affine est donné par le polynôme Pk , pour k = ±2,±6, car il s’écrit
(
2Z +X + 1
X
+ Y + 1
Y
− k
)2
=
(
X + 1
X
+ Y + 1
Y
− k
)2
− 4.
Si X est une surface K3, il existe une unique 2-forme holomorphe ω sur X, unique à un
facteur scalaire près.
Par exemple si F(X0,X1,X2,X3) est un polynôme homogène de degré 4 dans P3, sans ra-
cines multiples et si X désigne le lieu d’annulation de F , alors X est une surface K3 et la 2-forme
holomorphe est le résidu de
dx1 ∧ dx2 ∧ dx3
F(x1, x2, x3)
où xi := XiX0 .
Le groupe H2(X,Z) est libre de rang 22 et l’accouplement d’intersection ou cup-produit
munit H2(X,Z) d’une forme bilinéaire symétrique unimodulaire, paire, de rang 22, de signature
(3,19) telle que
H2(X,Z)	U32 ⊥(−E8)2 =: L
où U2 est le réseau hyperbolique de rang 2 et E8 le réseau unimodulaire défini positif de rang 8.
Le réseau L est appelé le réseau K3.
Le groupe de Picard de X, noté PicX, formé des diviseurs de X modulo l’équivalence linéaire,
vérifie
PicX ⊂H 2(X,Z)	 Hom(H2(X,Z),Z)
et PicX est paramétré par les cycles algébriques. C’est un groupe abélien libre de type fini, sans
torsion, d’où
PicX 	 Zρ(X).
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1 ρ(X) 20.
Le groupe T (X) := (PicX)⊥ des cycles transcendants a une structure de réseau de dimension
22 − ρ(X). Il est appelé le réseau transcendant.
Si X désigne une surface K3, L son réseau K3 et α l’isomorphisme
α :H2(X,Z)→ L,
le couple (X,α) est appelé surface K3 « marquée ».
Si {γ1, . . . , γ22} désigne une Z-base de H2(X,Z) et ω une 2-forme holomorphe sur X, l’inté-
grale
∫
γi
ω est appelée une période de X et vérifie
∫
γ
ω = 0 pour tout γ ∈ PicX.
Si M est un sous-réseau primitif de L (i.e. L/M libre) de rang 1 + t , de signature (1, t), le
couple (XM, φα) où XM est une surface K3 algébrique et φα = α−1|M :M → PicXM est une
isométrie de réseaux, est appelé surface K3, M-polarisée.
On peut montrer l’existence de l’espace des modules des surfaces K3, M-polarisées et
pseudo-amples (i.e. dont le plongement φα contient une classe de diviseurs pseudo-amples).
Cet espace de modules est indépendant du marquage ; il est notéMK3,M.
Supposons désormais M ⊂ L avec M de rang 19.
Si M 	U2⊥(−E8)2⊥〈−2〉, par un théorème de Dolgachev, on a l’isomorphisme
MK3,M 	 H/Γ0(N)∗
où H désigne le demi-plan de Poincaré,
Γ0(N)=
{(
a b
c d
)
∈ Sl2(Z)
∣∣∣ c ≡ 0 (N)
}
et
Γ0(N)
∗ = Γ0(N)+wN
où wN désigne l’involution de Fricke
wN =
( 0 − 1√
N√
N 0
)
.
Le groupe Γ0(N)∗ est en outre de genre 0.
Le groupe Γ0(N)∗ (ou ses sous-groupes d’indice fini) peut s’identifier au groupe de mono-
dromie de l’équation différentielle de Picard–Fuchs d’un pinceau de surfaces K3, M-polarisées
(pour la définition de l’équation différentielle de Picard–Fuchs, voir ci-dessous).
Rappelons que H/Γ0(N)∗ est l’espace des modules des couples (E,CN) des courbes ellip-
tiques isogènes, à groupe d’isogénie cyclique CN , modulo l’involution de Fricke wN((E,CN))=
(E/CN,EN). Or le théorème de Dolgachev prouve que H/Γ0(N)∗ est également l’espace des
modules des surfaces K3, M-polarisées. On comprend donc qu’il puisse exister une relation
entre les surfaces K3, M-polarisées de nombre de Picard 19 et les courbes elliptiques. C’est
précisément ce que met en évidence un théorème de Morrison qui montre qu’une surface K3,
M.J. Bertin / Journal of Number Theory 128 (2008) 2890–2913 2895M-polarisée, de nombre de Picard 19 possède une structure de Shioda–Inose, i.e. il existe une
surface abélienne A :=E×E/CN , une surface de Kummer Y = Kum(A/±1) et une involution
canonique ι sur X telle que X/〈ι〉 soit birationnellement isomorphe à Y .
Considérons maintenant une famille à 1 paramètre Xz de surfaces K3 paramétrée par B :=
P1\{z/Xz singulière} et soit ωz l’unique 2-forme différentielle holomorphe sur Xz (unique à un
scalaire près). Soit z0 ∈ B et π(B, z0) le groupe fondamental. L’image de la représentation de
monodromie
π(B, z0)→ Aut
(
P
(
H2(Xz,Z)
))
est le groupe de monodromie G de la famille {Xz}z∈B . On définit également l’application de
période
B → P21/G
z →
[∫
γ1z
ωz : · · · :
∫
γ22z
ωz
]
.
On montre alors que si Xz est une famille à un paramètre de surfaces K3, de nombre de Pi-
card générique r , alors les périodes de Xz satisfont une équation différentielle de Picard–Fuchs
d’ordre k = 22 − r .
Dans nos exemples, nous aurons k = 3.
3. Preuve des théorèmes
3.1. Preuve du théorème 1.1
(1) Rappelons d’abord les résultats de Peters et Stienstra [8] sur la famille Xk de surfaces K3
dont une équation affine est
x + 1
x
+ y + 1
y
+ z+ 1
z
− k = 0.
Une telle famille {Xk}k , k ∈ P1\{∞,±2,±6} a un nombre de Picard générique 19, est Mk-
polarisée avec
Mk 	U2⊥(−E8)2⊥〈−12〉.
Son réseau transcendant vérifie Tk 	U2⊥〈12〉 et l’équation différentielle de Picard–Fuchs asso-
ciée à la famille est
(
k2 − 4)(k2 − 36)y′′′ + 6k(k2 − 20)y′′ + (7k2 − 48)y′ + ky = 0.
Si l’on pose
t (τ )=
(
η(τ)η(6τ)
η(2τ)η(3τ)
)6
= eπiτ
∞∏ (
1 − e2πiτn)6n=1 (n,6)=1
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t
(
aτ + b
cτ + d
)
= t (τ ) ∀
(
a b
c d
)
∈ Γ1(6,2)∗ ⊂ Γ0(12)∗ + 12
où
Γ1(6)=
{(
a b
c d
)
∈ Sl2(Z)
∣∣∣ a ≡ d ≡ 1 (6), c ≡ 0 (6)
}
,
Γ1(6,2)=
{(
a b
c d
)
∈ Γ1(6)
∣∣∣ c ≡ 6b (12)
}
et Γ1(6,2)∗ est le groupe engendré par Γ1(6,2) et l’involution de Fricke w6.
En outre, t est un Hauptmodul pour Γ1(6,2)∗, i.e. induit un isomorphisme entre H∗ = H ∪
Q ∪ {i∞}/Γ1(6,2)∗ et P1.
On peut montrer que pour τ = i∞, on a t = 0, pour τ = ±1/2, on a t = ∞, pour τ = i/√6,
on a t = 3 − 2√2 et pour τ = ±2/5 + i/5√6, on a t = 3 + 2√2.
De plus, si k = t+ 1
t
, l’équation de Picard–Fuchs en la variable t possède une base de solutions
de la forme G(τ), τG(τ), τ 2G(τ) avec G(τ)= η(τ)η(2τ)η(3τ)η(6τ).
On a également
F(t)=
∑
n0
vnt
2n+1, |t |< 3 − 2√2
avec
vn =
n∑
k=0
(
n
k
)2(
n+ k
k
)2
et G(τ)= F(t (τ )).
Nous allons maintenant prouver la première assertion du théorème 1.
Par définition,
m(Pk)= 1
(2πi)3
∫
T3
log
∣∣∣∣k −
(
x + 1
x
+ y + 1
y
+ z+ 1
z
)∣∣∣∣dxx
dy
y
dz
z
.
Et pour k > 6,
dm(Pk)
dk
= 1
(2πi)3
1
k
∫
T3
1
1 − 1
k
(x + 1
x
+ y + 1
y
+ z+ 1
z
)
dx
x
dy
y
dz
z
=
∑
am
1
k2m+1
m0
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am =
∑
p+q+r=m
(2m)!
(p!q!r!)2 .
Or dm(Pk)
dk
est une période et donc vérifie l’équation différentielle de Picard–Fuchs. En faisant
alors le changement de variable k = t + 1
t
, on obtient
dm(Pk)
dk
=
∑
n0
vnt
2n+1 =G(τ)
soit
dm(Pk)= −G(τ)dt
t
1 − t2
t
.
Comme −G(τ)q dt
dq
1−t2
t2
est une forme modulaire de poids 4 pour Γ1(6,2)∗, on va chercher à
l’écrire sous la forme
αE4(τ )+ βE4(2τ)+ γE4(3τ)+ δE4(6τ)
où
E4(τ )= 1 + 240
∑
n1
(∑
d|n
d3
)
qn
= 1 + 240(q + 9q2 + 28q3 + 73q4 + 126q5 + 252q6 + 344q7
+ 585q8 + 757q9 + 1134q10 + · · ·).
Or, en calculant suffisamment de termes, on voit que les q-développements de
−G(τ)q dt
dq
1 − t2
t2
= −1
2
+ 4q + 20q2 + 148q3 + 148q4 + 504q5
+ 740q6 + 1376q7 + 1172q8 + o(q8),
et de
4
240
E4(q)− 16240E4
(
q2
)+ 36
240
E4
(
q3
)− 144
240
E4
(
q6
)
coïncident.
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dm(Pk)= −G(τ)dt 1 − t
2
t2
=
(
4
240
E4(q)− 16240E4(q
2)+ 36
240
E4(q
3)− 144
240
E4(q
6)
)
dq
q
= −dq
2q
+
∑
n1
(∑
d|n
d3
)(
4qn−1 − 16q2n−1 + 36q3n−1 − 144q6n−1)dq.
En intégrant chaque membre par rapport à sa variable d’intégration et en passant à la limite
lorsque k tend vers l’infini, on trouve
m(Pk)= 
(
−πiτ +
∑
n1
(∑
d|n
d3
)(
4
qn
n
− 8q
2n
n
+ 12q
3n
n
− 24q
6n
n
))
.
(2) Rappelons maintenant les résultats de Verrill [13] sur la famille Yk de surfaces dont une
équation affine est
(1 + x + xy + xyz)(1 + z+ zy + zyx)− (k + 4)xyz = 0.
Une telle famille {Yk}k , k ∈ P1\{∞,−4,12,0} a un nombre de Picard générique 19, est Mk-
polarisée avec
Mk 	U2⊥(−E8)2⊥〈−6〉.
Son réseau transcendant vérifie Tk 	 U2⊥〈6〉 et l’équation différentielle de Picard–Fuchs asso-
ciée à la famille est [14]
k(k + 4)(k − 12)y′′′ + 6(k2 − 7k − 12)y′′ + 7k2 − 12k − 96
k + 4 y
′ + k
k + 4y = 0.
Si l’on pose
t (τ )= η(3τ)
4η(12τ)8η(2τ)12
η(τ)4η(4τ)8η(6τ)12
= q
∏
(n,6)=1
(
1 + qn)4(1 − q2n)4
où τ ∈ H et q = e2πiτ , on peut montrer que
t
(
aτ + b
cτ + d
)
= t (τ ) ∀
(
a b
c d
)
∈ (Γ0(12)+ 12)
(1 1/2
0 1
)
où Γ0(12)+ 12 est le groupe engendré par Γ0(12) et l’involution de Fricke w12.
En outre, t est un Hauptmodul pour ce groupe.
On peut montrer que pour τ = i∞, on a t = 0 et pour τ = i0, on a t = −1.
De plus, si k = −(t + 1
t
+ 2), l’équation de Picard–Fuchs en la variable t possède une base de
solutions de la forme G(τ), τG(τ), τ 2G(τ) avec G(τ)= η(2τ)4η(6τ)42 2 .η(τ) η(3τ)
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F(t)=
∑
n1
vnt
n
avec
vn =
n−1∑
m=0
∑
p+q+r+s=m
(−1)m
(
n+m
2m+ 1
)(
m!
p!q!r!s!
)2
et G(τ)= F(t (τ )).
Nous allons maintenant prouver la deuxième assertion du théorème 1.1.
Comme précédemment on trouve
dm(Pk)= −G(τ)1 − t
2
t2
dt
et
−G(τ)1 − t
2
t2
q
dt
dq
= − 2
240
E4(τ )+ 32240E4(2τ)+
18
240
E4(3τ)− 288240E4(6τ)
car ce sont deux formes modulaires de poids 4 pour (Γ0(12) + 12)
( 1 1/2
0 1
)
coincidant pour suffi-
samment de termes de leur q-développement. En intégrant comme précédemment, on obtient le
résultat annoncé.
3.2. Preuve du théorème 1.2
Les étapes de la démonstration sont semblables à celles développées dans [2].
(1) Partant de la relation
m(Pk)= 
{
−πiτ +
∑
n1
(∑
d|n
d3
)(
4qn
n
− 8q
2n
n
+ 12q
3n
n
− 24q
6n
n
)}
,
on pose n= dn′, puis grâce à la relation
D2
(
Li3
(
qjd
))= j2d2 Li1(qjd), j = 1,2,3,6, D = q d
dq
,
où Lik désigne le k-polylogarithme classique, on obtient
m(Pk)= 
{
−πiτ + 4D2
(∑
d1
Li3
(
qd
)− 1
2
Li3
(
q2d
)+ 1
3
Li3
(
q3d
)− 1
6
Li3
(
q6d
))}
.
Notons alors
Lj (x)=
∑
Li3
(
qjdx
)+ 1
2
Li3(x)
d1
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Hj(x)= Lj(x)+Lj
(
1
x
)
.
On peut montrer qu’il existe des constantes complexes non nulles A, B , C, D telles que
K(x)=H1(x)− 12H2(x)+
1
3
H3(x)− 16H6(x)
+A log(x)4 +B log(x)3 +C log(x)2 +D log(x)
soit changé en
K(x)+ 2
3
Li3
(
1
x
)
par la transformation
x → q6x.
En effet
H(x) :=H1(x)− 12H2(x)+
1
3
H3(x)− 16H6(x)
se transforme en
H(x)−
(
Li3(qx)− Li3
(
1
qx
))
− 1
2
(
Li3
(
q2x
)− Li3
(
1
q2x
))
− 4
3
(
Li3
(
q3x
)− Li3
(
1
q3x
))
− 1
2
(
Li3
(
q4x
)− Li3
(
1
q4x
))
−
(
Li3
(
q5x
)− Li3
(
1
q5x
))
− 1
3
(
Li3
(
q6x
)− Li3
(
1
q6x
))
+ 2
3
Li3
(
1
x
)
et l’on a la formule
Li3(z)− Li3
(
1
z
)
= − (2iπ)
3
6
B3
(
log z
2iπ
)
où B3 désigne le polynôme de Bernoulli
B3(X)=X3 − 32X
2 + 1
2
X.
Par suite H(x) se transforme en
H(x)+A′ log(x)3 +B ′ log(x)2 +C′ log(x)+D′ + 2 Li3
(
1
)3 x
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K(x)+ (4λA+A′) log(x)3 + (6λ2A+ 3λB +B ′) log(x)2
+ (4Aλ3 + 3Bλ2 + 2Cλ+C′) log(x)+Aλ4 +Bλ3 +Cλ2 +Dλ+D′ + 2
3
Li3
(
1
x
)
,
avec λ= 6 logq .
Il suffit alors de déterminer A, B , C, D en fonction de A′, B ′, C′, D′.
Comme
m(Pk)= 
(−πiτ + 2D2(K(1))),
on peut développer K(e2πiξτ ) en série de Fourier puis prendre ce développement en x = 1 et le
différencier par rapport à τ .
Expliquons le calcul du développement sur L1(x). On va écrire
L1
(
e2πiξτ
)=∑
d1
∑
m1
e2πiτm(d+ξ)
m3
=
∑
m1
1
m3
( ∑
d≡1 (6)
e2πiτm(d+ξ) + · · · +
∑
d≡6 (6)
e2πiτm(d+ξ)
)
.
Ensuite on calcule
In,h =
∑
k0
1
6
6−h∫
−h
e2πimτ(6k+h+ξ)e−2πin
ξ
6 dξ.
Posant alors ξ ′ = 6k + h+ ξ , il vient
In,h = 16e
2πinh
6
+∞∫
0
e2πiξ
′(mτ− n6 ) dξ ′,
soit
In,h = −16 e
2πinh
6
1
2πi(mτ − n6 )
.
On en déduit alors
1
6
∫
période
L1
(
e2πiτξ
)
e−2πin
ξ
6 dξ = − 1
2πi
∑
m1
1
m3
1
(mτ − κ) si n= 6κ
et 0 sinon.
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K(1)= − 1
2πi
∑
κ
(∑
m1
1
m3
(
1
mτ − κ +
1
mτ + κ
)
− 1
2
∑
m1
1
m3
(
1
2mτ − κ +
1
2mτ + κ
)
+ 1
3
∑
m1
1
m3
(
1
3mτ − κ +
1
3mτ + κ
)
− 1
6
∑
m1
1
m3
(
1
6mτ − κ +
1
6mτ + κ
))
.
Finalement
m(Pk)= 
(
−πiτ − 4i
8π3
∑′
κ,m
1
m
(
1
(mτ + κ)3 − 2
1
(2mτ + κ)3
+ 3 1
(3mτ + κ)3 − 6
1
(6mτ + κ)3
))
où
∑′ signifie pour m non nul.
D’où le résultat annoncé, puisque
 1
(mτ + κ)3 = −mτ
(
2
(
1
(mτ + κ)3(mτ¯ + κ)
)
+ 1
(mτ + κ)2(mτ¯ + κ)2
)
et
τ
8π3
6 × 120
∑
k1
1
k4
= πτ.
4. Quelques applications
4.1. Valeur approchée de la mesure
La formule de Jensen permet d’exprimer la mesure de Mahler d’un polynôme de trois va-
riables à l’aide d’une intégrale double. Cependant les méthodes d’intégration numérique deman-
deraient beaucoup de temps pour obtenir une précision de 10−18 par exemple. Les formules
précédentes expriment la mesure de Mahler à l’aide de séries rapidement convergentes.
Boyd et Mossinghoff ont ainsi trouvé la valeur approchée de P1
M
(
x + y + z+ 1 + 1 + 1 + 1
)
= 1,4483035845491699038 . . . .x y z
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M(Q1)= 1,435170000343077634 . . . .
Ces deux mesures sont parmi les plus petites mesures connues pour les polynômes de 3 va-
riables dont la mesure ne se réduit pas à celle d’un polynôme de deux variables comme par
exemple
M
(
x + y + z+ 1
x
+ 1
y
+ 1
z
)
=M(1 + x + y)
= 1,3813564445184977933 . . . .
4.2. Mesure et série L de Hecke
Pour certaines valeurs de k correspondant à des τ quadratiques donc à des surfaces K3 sin-
gulières (i.e. de nombre de Picard 20) ayant une structure de Shioda–Inose liée à une courbe
elliptique à multiplication complexe par un ordre d’un corps quadratique imaginaire, la mesure
de Mahler s’exprime à l’aide d’une série L de Hecke d’un ordre. Ceci se produit par exemple
pour Pk avec k = 2,3,6 et Qk avec k = −4,12.
Soit K = Q(√d) un corps quadratique imaginaire d’anneau des entiers OK et de discrimi-
nant D. Un Grössencharacter φ de poids k  2, de conducteur Λ, où Λ est un idéal de OK est
ainsi défini. Un homomorphisme φ : I (Λ)→ C× satisfaisant
φ(αOK)= αk−1 pour α ≡ 1 mod Λ
est appelé Grössencharacter de Hecke de poids k et conducteur Λ. La série L de Hecke induite
par le Grössencharacter de Hecke est définie par
L(φ, s) :=
∑
P
φ(P )
N(P )s
=
∞∑
n=1
a(n)
ns
où N(P ) est la norme de l’idéal P et la somme prise sur les idéaux premiers P ⊂ OK premiers
à Λ. En remplaçant OK par un ordre R du corps quadratique, on définirait de même la série L
de Hecke d’un ordre pour un Grössencharacter φ attaché à l’ordre. Dans tous les cas on précisera
LQ(
√
d) ou LR .
Théorème 4.1. Les Grössencharacter de ce théorème sont tous de poids 3.
m(P0)= d3 := 3
√
3
4π
L(χ−3,2),
m(P2)= 16
√
2
π3
LQ(
√−2)(φ,3),
m(P3)= 15
√
15
LQ(
√−15)(φ,3)2π3
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√−15
2 , P désignant un représentant de la deuxième classe
d’idéaux du corps de nombres Q(
√−15) de nombre de classes 2.
m(P6)= 24
√
6
π3
LQ(
√−6)(φ,3)
où φ(P ) = −2 si P = (2,√−6), P désignant un représentant de la deuxième classe d’idéaux
du corps de nombres Q(
√−6) de nombre de classes 2.
m(Q0)= 12
√
3
π3
LR(φ,3)
pour l’ordre (1,2
√−3) de nombre de classes 1.
m(Q12)= 4m(Q0).
Preuve. La preuve utilise le théorème 1.2 et la formule
LF (φ, s)=
∑
cl(P )
φ(P )
N(P )2−s
Z(2,P , s)
où
Z(2,P , s) = 1
2
∑′
λ∈P
λ¯2
(λλ¯)s
est la série de Hecke partielle.
Pour cela, écrivons m(Pk) sous une autre forme.
Posons
Djτ = (mjτ + κ)(mj τ¯ + κ).
Alors
m(Pk)= τ8π3
∑′
m,κ
[
−4 (m(τ + τ¯ )+ 2κ)
2
D3τ
+ 4
D2τ
+ 16 (2m(τ + τ¯ )+ 2κ)
2
D32τ
− 16
D22τ
− 36 (3m(τ + τ¯ )+ 2κ)
2
D33τ
+ 36
D23τ
+ 144 (6m(τ + τ¯ )+ 2κ)
2
D36τ
− 144
D26τ
]
.
Si k = 6, on a τ = i√6 et
Dτ = 16
(
m2 + 6κ2),
D2τ = 1
(
2m2 + 3κ2),3
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(
3m2 + 2κ2),
D6τ =
(
6m2 + κ2).
D’où
m(P6)= 24
√
6
π3
[
1
2
∑′
m,κ
(
m2 − 6κ2
(m2 + 6κ2)3 +
3κ2 − 2m2
(3κ2 + 2m2)3
)]
.
Or dans le corps Q(
√−6), de discriminant −24, il y a 2 classes d’idéaux, celle A0 = {(λ)} des
idéaux principaux et la classe A1 = {(λ)P} où P = (2,
√−6).
Si l’on définit le caractère de Hecke par
ψ
(
(λ)
)= λ2
pour λ=m+ √−6κ et
ψ(P)= −2,
on obtient la formule annoncée.
Si k = 2, on a τ = − 13 + i
√
2
6 et
Dτ = 16
(
(m− 2κ)2 + 2κ2),
D2τ = 13
(
2(m− κ)2 + κ2),
D3τ = 12
(
2(κ −m)2 +m2),
D6τ = (κ − 2m)2 + 2m2.
D’où
m(P2)= 4
√
2
π3
∑′
m,κ
(
m2 − 6κ2
((m− 2κ)2 + 2κ2)3 +
3κ2 − 2m2
(2(m− κ)2 + κ2)3
)
.
En posant m − 2κ = l dans la première fraction puis m − κ = κ ′ et κ = l′ dans la seconde, on
trouve
m(P2)= 16
√
2
π3
1
2
∑′
κ,l
l2 − 2κ2
(l2 + 2κ2)3
c’est-à-dire la formule annoncée.
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√−15
12 .
Dτ = 16
(
m2 − 3κm+ 6κ2),
D2τ = 13
(
3κ2 − 3κm+ 2m2),
D3τ = 12
(
2κ2 − 3κm+ 3m2),
D6τ = κ2 − 3κm+ 6m2.
Or il existe exactement deux formes binaires quadratiques réduites de discriminant −15, à savoir
(1,1,4) et (2,1,2) [7]. A l’aide d’un changement de variables, on va exprimer Djτ en fonction
de ces formes et en déduire m(P3).
Pour Dτ on pose m=m′ + 2κ , d’où Dτ = 16 (m′2 + κm′ + 4κ2).
Pour D2τ on pose m=m′ + κ , d’où D2τ = 13 (2m′2 + κm′ + 2κ2).
Pour D3τ on pose κ = κ ′ +m, d’où D3τ = 12 (2κ ′2 + κ ′m+ 2m2).
Pour D6τ on pose κ = κ ′ + 2m, d’où D6τ = κ ′2 + κ ′m+ 4m2.
D’où, par abus de notation, puisque la sommation en m′ ou en κ ′ est équivalente à la somma-
tion en m et k,
m(P3)= 15
√
15
2π3
∑′
m,κ
1
2
(
m2 + 4mκ − 2κ2
(m2 + κm+ 4κ2)3 +
m2 − 4mκ − 2κ2
(2m2 + κm+ 2κ2)3
)
.
Comme 2m2 + κm+ 2κ2 est symétrique en κ et m, on en déduit
∑′
m,κ
m2 − 4mκ − 2κ2
(2m2 + κm+ 2κ2)3 =
1
2
∑′
m,κ
−m2 − 8mκ − κ2
(2m2 + κm+ 2κ2)3 ).
En posant κ = κ ′ −m, on va écrire sous forme symétrique
m2 + κm+ 4κ2 = 4κ ′2 − 7mκ ′ + 4m2
et l’on obtient
m2 + 4mκ − 2κ2
(m2 + κm+ 4κ2)3 =
−5m2 + 8mκ ′ − 2κ ′2
(4m2 − 7κ ′m+ 4κ ′2)3
puis
∑′
m,κ ′
−5m2 + 8mκ ′ − 2κ ′2
(4m2 − 7κ ′m+ 4κ ′2)3 =
1
2
∑′
m,κ ′
−7m2 + 16mκ ′ − 7κ ′2
(4m2 − 7κ ′m+ 4κ ′2)3
= 1
2
∑′ 2m2 + 2mκ − 7κ2
(m2 + κm+ 4κ2)3 .
m,κ
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m(P3)= 15
√
15
2π3
∑′
m,κ
1
4
(
2m2 + 2mκ − 7κ2
(m2 + κm+ 4κ2)3 −
m2 + 8mκ + κ2
(2m2 + κm+ 2κ2)3
)
.
Dans le corps F = Q(√−15) il y a deux classes d’idéaux entiers, la classe des idéaux prin-
cipaux dont un représentant est l’idéal (1,ω) = (1) et l’autre représentée par l’idéal P = (2,ω).
Définissons le caractère de Hecke de poids 3 sur P par φ(P ) = −ω puisque P 2 = (ω). On
obtient alors
Z
(
2, (1), s
)= 1
2
∑′
λ∈(1)
λ¯2 + λ2
(λλ¯)s
= 1
4
∑′
m,κ
2m2 + 2mκ − 7κ2
(m2 +mκ + 4κ2)s
car λ=m+ κω et
1
2
φ(P )
N(P )2−s
∑′
λ∈P
λ¯2
(λλ¯)s
= 1
2
φ(P¯ )
N(P¯ )2−s
∑′
λ¯∈P¯
λ2
(λλ¯)s
= −1
4
1
22−s
∑′
λ∈P
λ¯2ω + λ2ω¯
(λλ¯)s
= −1
4
∑′
m,κ
m2 + 8mκ + κ2
(2m2 + κm+ 2κ2)s ,
puisque λ= 2m+ κω.
Finalement
LF (φ,3)= 14
∑′
m,κ
(
2m2 + 2mκ − 7κ2
(m2 +mκ + 4κ2)3 −
m2 + 8mκ + κ2
(2m2 + κm+ 2κ2)3
)
,
d’où le résultat annoncé.
Pour k = 0, Boyd avait prouvé
m(P0)= d3 := 3
√
3
4π
L(χ−3,2).
Nous allons retrouver ce résultat autrement car la preuve met en évidence les relations entre
fonction zéta d’un ordre et celle de l’ordre maximal. Tout d’abord remarquons que h(−12)= 1 et
que la forme réduite de discriminant −12 est x2 + 3y2. De même h(−3)= 1 et la forme réduite
de discriminant −3 est x2 + xy + y2.
Pour k = 0 on a τ = −3+
√−3
6 et
Dτ = 13
(
m2 − 3κm+ 3κ2),
D2τ = 13
(
3κ2 − 6κm+ 4m2),
D3τ = κ2 − 3κm+ 3m2,
D6τ = κ2 − 6κm+ 12m2.
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Pour Δ2τ on pose κ = κ ′ +m, d’où D2τ = 13 (m2 + 3κ ′2).
Pour Δ3τ on pose κ = κ ′ + 2m, d’où D3τ =m2 + κ ′m+ κ ′2.
Pour Δ6τ on pose κ = κ ′ + 3m, d’où D6τ = κ ′2 + 3m2. Après simplification, on obtient
m(P0)= 3
√
3
2π3
∑′
m,κ
(
4
(m2 + 3κ2)2 −
1
(m2 +mκ + κ2)2
)
.
Posons K = Q(√−3) et désignons par R l’ordre de discriminant −12. Alors m(P0) s’écrit
m(P0)= 3
√
3
2π3
(
8ζR(2)− 6ζK(2)
)
.
Comme [12]
8ζR(2)= 9ζK(2)
et
ζK(2)= ζ(2)L(χ−3,2),
on obtient bien
m(P0)= d3. 
4.3. Relations entre mesures de Mahler
A partir des formules explicites des théorèmes 1.1 et 1.2, Boyd [6] a conjecturé numérique-
ment des relations entre mesures de Mahler. Par exemple,
m(Q12)
?= 4m(Q0), (1)
2m(Q−36)
?= 4m(Q−6)+m(Q0). (2)
La relation (1) se prouve aisément. La relation (2) est équivalente à une relation entre séries L de
Hecke. Cette relation provient en fait d’une relation entre formes modulaires dont la preuve nous
a été communiquée par Don Zagier.
4.3.1. Preuve de la relation (1)
Si k = 12 dans la deuxième famille, alors τ = 3+
√−3
6 et l’on obtient
m(Q12)=
√
3
48π3
∑′
κ,m
(
8 × 42 × 32 κ
2 − 3m2
(κ2 + 3m2)3 + 18
2m2 + 2mκ − κ2
(m2 + κm+ κ2)3
)
tandis que pour k = 0 on a τ = 3+
√−3 et12
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√
3
72π3
∑′
κ,m
(
8 × 6 × 32 κ
2 − 3m2
(κ2 + 3m2)3 + 18 × 16
2m2 + 2mκ − κ2
(m2 + κm+ κ2)3
)
.
Or d’après une remarque de Sebbar [11]
∑′
m,κ
2m2 + 2mκ − κ2
(m2 + κm+ κ2)3 = 0,
d’où
m(Q12)= 4m(Q0)
relation conjecturée par Boyd [6].
En outre
m(Q0)= 12
√
3
π3
1
2
∑′
κ,m
κ2 − 3m2
(κ2 + 3m2)3 =
12
√
3
π3
LR(φ,3)
où φ désigne le caractère de Hecke de poids 3 pour l’ordre (1,2
√−3) défini par φ((α))= α2.
Théorème 4.2. Soit R = (1,2√−3) et R′ = (1,√−3) les deux ordres R ⊂ R′ du corps de
nombres Q(
√−3) de discriminants respectifs −48 et −12, de nombre de classes respectif 2 et 1.
Soit φR (resp. φR′ ) les caractères de Hecke de poids 3 définis par
φR(αR)= α2, φR(P )= −3 si P = (3,2
√−3),
φR′(βR
′)= β2.
La relation (2) entre mesures de Mahler est équivalente à la relation
9
8
∑′
m,κ
m2 − 3κ2
(m2 + 3κ2)3 =
∑′
m,κ
(
4m2 − 3κ2
(4m2 + 3κ2)3 −
12m2 − κ2
(12m2 + κ2)3
)
, (3)
elle-même équivalente à la relation entre séries L de Hecke
9LR′(φR′ ,3)= 8LR(φR,3).
Preuve. Pour k = −6, on a τ = √−3/6 et
Dτ = 112
(
m2 + 12κ2),
D2τ = 13
(
m2 + 3κ2),
D3τ = 14
(
3m2 + 4κ2),
D6τ = 3m2 + κ2.
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m(Q−6)=
√
3
48π3
∑′
m,κ
(
288 × 4(m2 − 3κ2)
(m2 + 3κ2)3 +
288 × 48κ2
(m2 + 12κ2)3 −
288 × 42κ2
(3m2 + 4κ2)3
− 288
(m2 + 12κ2)2 +
288
(3m2 + 4κ2)2
)
.
De même, pour k = −36, on a τ = √−3/3 et
Dτ = 13
(
m2 + 3κ2),
D2τ = 13
(
4m2 + 3κ2),
D3τ = 3m2 + κ2,
D6τ = 12m2 + κ2.
Après simplification, on obtient
m(Q−36)=
√
3
24π3
∑′
m,κ
(
72(3κ2 −m2)
(m2 + 3κ2)3 −
288 × 12κ2
(4m2 + 3κ2)3 +
288 × 4κ2
(12m2 + κ2)3
+ 288
(4m2 + 3κ2)2 −
288
(12m2 + κ2)2
)
.
Comme
m(Q0)= 6
√
3
π3
∑′
m,κ
m2 − 3κ2
(m2 + 3κ2)3
on voit aisément que la relation (2) n’est autre que la relation
9
8
∑′
m,κ
m2 − 3κ2
(m2 + 3κ2)3 =
∑′
m,κ
(
4m2 − 3κ2
(4m2 + 3κ2)3 −
12m2 − κ2
(12m2 + κ2)3
)
,
qui n’est autre que la relation entre séries L de Hecke
9LR′(φR′ ,3)= 8LR(φR,3). 
Théorème 4.3. (Voir Zagier [16].) Si a est un entier naturel, on note θa =∑n∈Z qan2 la forme
modulaire de poids 1/2 pour le groupe de congruence Γ0(4). Soit f := [θ1, θ3], f1 := [θ1, θ12] et
f2 := [θ4, θ3] les crochets de Rankin–Cohen des formes modulaires correspondantes. Si L(f, s)
désigne la série L attachée à la forme modulaire f , on a la relation
L(f1, s)+L(f2, s)=
(
1 + 2 × 41−s)L(f, s).
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laires de poids respectifs k et l pour un groupe de congruence Γ , leur crochet de Rankin–Cohen
est une forme modulaire de poids k + l + 2 pour Γ définie par
[g,h] := kgh′ − lg′h.
Dans ce théorème, les crochets de Rankin–Cohen sont donc des formes modulaires de poids 3
pour Γ0(4). Par définition
2f = θ ′1θ3 − θ1θ ′3 =
∑
r,s∈Z
(
r2 − 3s2)qr2+3s2 .
Ecrivons
f = fpair + f+ + f−
avec
fpair = 12
∑
r,s∈Z, r≡s (2)
(
r2 − 3s2)qr2+3s2,
f+ = 12
∑
r,s∈Z, 2r, 2|s
(
r2 − 3s2)qr2+3s2 ,
f− = 12
∑
r,s∈Z, 2s, 2|r
(
r2 − 3s2)qr2+3s2 .
Montrons tout d’abord que fpair = 0. Si r et s sont de même parité, l’élément λ = r+s
√−3
2
appartient à l’anneau des entiers O de Q(√−3). Par suite
fpair(z)= g(4z),
où
g(z)=
∑
r,s∈Z, r≡s (2)
r2 − 3s2
2
q
r2+3s2
4
= 2
∑
λ∈O
λ2qN(λ).
Or si λ décrit O, il en est de même de λρ pour ρ = −1+
√−3
2 . Par suite
g(z)= 2
∑
λ2qN(λ) = 2
∑
λ2ρ2qN(λ),
λ∈O λρ∈O
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fpair = 0.
Remarquons maintenant que f1 peut s’écrire
f1 = 12
∑
r,s∈Z, s pair
(
r2 − 3s2)qr2+3s2
= 1
2
∑
r,s∈Z, s pair, 2r
(
r2 − 3s2)qr2+3s2 + 1
2
∑
r,s∈Z, r s pairs
(
r2 − 3s2)qr2+3s2 .
Par suite,
f1(z)= f+(z)+ 4f (4z)= f+(z)+ 4f+(4z)+ 4f−(4z).
De même,
f2(z)= f−(z)+ 4f (4z)= f−(z)+ 4f+(4z)+ 4f−(4z).
D’où
L(f1, s)=
(
1 + 41−s)L(f+, s)+ 41−sL(f−, s),
L(f2, s)= 41−sL(f+, s)+
(
1 + 41−s)L(f−, s),
soit
L(f1, s)+L(f2, s)=
(
1 + 2 × 41−s)L(f, s). 
Corollaire 4.4. Pour s = 3 dans la relation précédente, on obtient la relation (3).
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