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Abstrat
Funtional relationships between objets, alled \attributes", are of onsiderable impor-
tane in knowledge representation languages, inluding Desription Logis (DLs). A study
of the literature indiates that papers have made, often impliitly, dierent assumptions
about the nature of attributes: whether they are always required to have a value, or whether
they an be partial funtions. The work presented here is the rst expliit study of this
dierene for sublasses of the Classi DL, involving the same-as onept onstrutor.
It is shown that although determining subsumption between onept desriptions has the
same omplexity (though requiring dierent algorithms), the story is dierent in the ase
of determining the least ommon subsumer (ls). For attributes interpreted as partial
funtions, the ls exists and an be omputed relatively easily; even in this ase our results
orret and extend three previous papers about the ls of DLs. In the ase where attributes
must have a value, the ls may not exist, and even if it exists it may be of exponential size.
Interestingly, it is possible to deide in polynomial time if the ls exists.
1. Introdution
Knowledge representation systems based on Desription Logis (DLs) have been the sub-
jet of ontinued attention in Artiial Intelligene, both as a subjet of theoretial studies
(Borgida, 1994; Baader, 1996; Baader & Sattler, 2000; Giaomo & Lenzerini, 1996; Cal-
vanese, Giaomo, & Lenzerini, 1999b) and in appliations (Artale, Franoni, Guarino, &
Pazzi, 1996; Brahman, MGuinness, Patel-Shneider, & Borgida, 1999; MGuinness &
Patel-Shneider, 1998). More impressively, DLs have found appliations in other areas in-
volving information proessing, suh as databases (Borgida, 1995; Calvanese, Lenzerini,
& Nardi, 1999), semi-strutured data (Calvanese, Giaomo, & Lenzerini, 1998, 1999a),
information integration (Calvanese, Giaomo, Lenzerini, Nardi, & Rosati, 1998; Borgida
& Kusters, 2000), as well as more general problems suh as onguration (MGuinness
& Wright, 1998) and software engineering (Borgida & Devanbu, 1999; Devanbu & Jones,
1997). In fat, wherever the ubiquitous term \ontology" is used these days (e.g., for pro-
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viding the semantis of web/XML douments), DLs are prime ontenders beause of their
lear semantis and well-studied omputational properties.
In Desription Logis, one takes an objet-entered view, where the world is modeled as
individuals, onneted by binary relationships (here alled roles), and grouped into lasses
(alled onepts). For those more familiar with Prediate Logi, objets orrespond to
onstants, roles to binary prediates, and onepts to unary prediates. In every DL system,
the onepts of the appliation domain are desribed by onept desriptions that are built
from atomi onepts and roles using the \onstrutors" provided by the DL language. For
example, onsider a situation where we want a onept desribing individual ars that have
had frequent (at least 10) repairs, and also reord the fat that for ars, their model is the
same as their manufaturer's model. Conepts an be thought of as being built up from
(possibly nested) simpler noun-phrases, so the above onept, alled Lemon in the sequel,
might be aptured as the onjuntion of
(objets that are Cars)
(things all of whose model values are in onept Model)
(things all of whose madeBy values are in onept Manufaturer)
(things whose model value is the same as the model of the madeBy attribute)
(things with at least 10 repairs values)
(things all of whose repairs values are RepairReport).
Using the syntax of the lassi language, we an abbreviate the above, while emphasizing
the term-like nature of desriptions and the onstrutors used in eah:
(and Car
(all model Model)
(all madeBy Manufaturer)
(same-as (model) (madeBy Æ model))
(at-least 10 repairs)
(all repairs RepairReport))
So, for example, the onept term (at-least n p) has onstrutor at-least, and denotes
objets whih are related by the relationship p to at least n other objets; in turn, (all p
C) has as instanes exatly those objets whih are related by p only to instanes of C.
Finally, we present the same onept in a mathematial notation whih is more suint
and preferred in formal work on DLs:
Lemon := Car u
8model:Model u
8madeBy:Manufaturer u
madeBy # (model Æ madeBy) u
 10 repairs u
8repairs:RepairReport
Unlike preeding formalisms, suh as semanti networks and frames (Quillian, 1968; Minsky,
1975), DLs are equipped with a formal semantis, whih an be given by a translation into
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rst-order prediate logi (Borgida, 1994), for example. Moreover, DL systems provide their
users with various inferene apabilities that allow them to dedue impliit knowledge from
the expliitly represented knowledge. For instane, the subsumption algorithms allow one to
determine subonept-superonept relationships: C is subsumed by D (C v D) if and only
if all instanes of C are also instanes of D, i.e., the rst desription is always interpreted
as a subset of the seond desription. For example, the onept Car obviously subsumes the
onept desription Lemon, while (at-least 10 repairs) is subsumed by (at-least 8 repairs).
The traditional inferene problems for DL systems, suh as subsumption, inonsisteny
detetion, membership heking, are by now well-investigated. Algorithms and detailed
omplexity results for realizing suh inferenes are available for a variety of DLs of diering
expressive power | see, e.g., (Baader & Sattler, 2000) for an overview.
1.1 Least Common Subsumer
The least ommon subsumer (ls) of onepts is the most spei onept desription sub-
suming the given onepts. Finding the ls was rst introdued as a new inferene problem
for DLs by Cohen, Borgida, and Hirsh (1992). One motivation for onsidering the ls is to
use it as an alternative to disjuntion. The idea is to replae disjuntions like C
1
t    tC
n
by the ls of C
1
; : : : ; C
n
. Borgida and Etherington (1989) all this operation knowledge-base
viviation. Although, in general, the ls is not equivalent to the orresponding disjuntion,
it is the best approximation of the disjuntive onept within the available language. Using
suh an approximation is motivated by the fat that, in many ases, adding disjuntion
would inrease the omplexity of reasoning.
1
As proposed by Baader et al. (Baader & Kusters, 1998; Baader, Kusters, & Molitor,
1999), the ls operation an be used to support the \bottom-up" onstrution of DL knowl-
edge bases, where, roughly speaking, starting from \typial" examples an ls algorithm
is used to ompute a onept desription that (i) ontains all these examples, and (ii) is
the most spei desription satisfying property (i). Baader and Kusters have presented
suh an algorithm for yli ALN -onept desriptions; ALN is a relatively simple lan-
guage allowing for onept onjuntion, primitive negation, value restritions, and number
restritions. Also, Baader et al. (1999) have proposed an ls algorithm for a DL allowing
existential restritions instead of number restritions.
Originally, the ls was introdued as an operation in the ontext of indutive learning
from examples (Cohen et al., 1992), and several papers followed up this lead. The DLs
onsidered were mostly sublanguages of Classi whih allowed for same-as equalities, i.e.,
expressions like (same-as (madeBy) (model Æ madeBy)). Cohen et al. proposed an ls
algorithm for ALN and a language that allows for onept onjuntion and same-as, whih
we will all S. The algorithm for S was extended by Cohen and Hirsh (1994a) to Core-
Classi, whih additionally allows for value restritions (see (Cohen & Hirsh, 1994b) for
experimental results). Finally, Frazier and Pitt (1996) presented an ls algorithm for full
Classi.
1. Observe that if the language already allows for disjuntion, we have ls(C
1
; : : : ; C
n
)  C
1
t    tC
n
. In
partiular, this means that, for suh languages, the ls is not really of interest.
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1.2 Total vs. Partial Attributes
In most knowledge representation systems, inluding DLs, funtional relationships, here
alled attributes (also alled \features" in the literature), are distinguished as a sublass
of general relationships, at least in part beause funtional restritions our so frequently
in pratie
2
. In the above example, learly madeBy and model are meant to be attributes,
thus making unneessary number restritions like (and (at-most 1 madeBy) (at-least
1 madeBy)). In addition, distinguishing attributes helps identify tratable subsets of DL
onstrutors: in Classi, oreferenes between attribute hains (as in the above examples)
an be reasoned with eÆiently (Borgida & Patel-Shneider, 1994), while if we hanged to
roles, e.g., allowed (same-as (repairs) (ownedBy Æ repairsPaidFor)), the subsump-
tion problem beomes undeidable (Shmidt-Shau, 1989).
Whereas the distintion between roles and attributes in DLs is both theoretially and
pratially well understood, we have disovered that another distintion, namely the one be-
tween attributes being interpreted as total funtions (total attributes) and those interpreted
as partial funtions (partial attributes), has \slipped through the raks" of ontemporary
researh. A total attribute always has a value in \the world out there", even if we do not
know it in the knowledge base urrently. A partial attribute may not have a value. This
distintion is useful in pratie, sine there is a dierene between a ar possibly, but not
neessarily, having a CD player, and the ar neessarily having a manufaturer (whih just
may not be known in the urrent knowledge base). The latter is modeled by dening the
attribute madeBy to be a total attribute. Note that with madeBy being a total attribute,
every individual in the world of disourse (not only ars) must have a ller for madeBy.
Sine, however, no strutural information is provided for llers of madeBy of non-ar indi-
viduals, all impliations drawn about these llers are trivial. Thus, making madeBy a total
attribute seems reasonable in this ase. A ar's CD player, on the other hand, should be
modeled by a partial attribute to express the fat that ars are not required to have a CD
player. To indiate that a partiular ar does have a CD player, one would have to add the
desription (at-least 1 CDplayer).
1.3 New Results
As mentioned above, in onjuntion with the same-as onstrutor, roles and attributes
behave very dierently with respet to subsumption. The main objetive of this paper is to
show that the distintion between total and partial attributes indues signiantly dierent
behaviour in omputing the ls, in the presene of same-as. More preisely, the purpose of
this paper is twofold.
First, we show that with respet to the omplexity of deiding subsumption there is no
dierene between partial and total attributes. Borgida and Patel-Shneider (1994) have
shown that when attributes are total, subsumption of lassi onept desriptions an
be deided in polynomial time. As shown in the present work, slight modiations of the
algorithm proposed by Borgida and Patel-Shneider suÆe to handle partial attributes.
2. Readers oming from the Mahine Learning ommunity should be aware of the dierene between our
\attributes" (funtional roles) and their \attributes", whih are omponents of an input feature vetor
that usually desribes an exemplar.
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Moreover, these modiations do not hange the omplexity of the algorithm. Thus, partial
and total attributes behave very similarly from the subsumption point of view.
Seond, and this is the more surprising result of this paper, the distintion between
partial and total attributes does have a signiant impat on the problem of omputing the
ls. Previous results on sublanguages of lassi show that if partial attributes are used,
the ls of two onept desriptions always exists, and an be omputed in polynomial time.
If, however, only total attributes are involved, the situation is very dierent. The ls need
no longer even exist, and in ase it exists its size may grow exponential in the size of the
given onept desriptions. Nevertheless, the existene of the ls of two onept desriptions
an be deided in polynomial time.
Speially, in previous work (Cohen et al., 1992; Cohen & Hirsh, 1994a; Frazier &
Pitt, 1996) onerning the ls omputation in lassi, onstrutions and proofs have been
made without realizing the dierene between the two types of attributes. Without going
into details here, the main problem for ls is that merely nite graphs have been employed,
making the onstrutions appliable only for the partial attribute ase. In addition to xing
these problems, this paper also presents the proper handling of inonsistent onepts in the
ls algorithm for lassi presented by Frazier and Pitt (1996).
Although our results about subsumption are not as intriguing, the proofs to show the
results on the ls make extensive use of the orresponding subsumption algorithms, whih
is one reason we present them beforehand in this paper.
Returning to the general dierenes between the ases of total and partial attributes,
one ould say that the fundamental ause for the dierenes lies in the same-as onstrutor,
whose semantis normally requires that (i) the two hains of attributes eah have a value,
and (ii) that these values oinide. In the ase of total attributes, same-as obeys the priniple
C v u # v implies C v u Æ w # v Æ w
where u,v, and w are sequenes of total attributes, e.g., (madeBy Æmodel), beause ondition
(i) is ensured by the total aspet of all the attributes. In the ase of partial attributes, the
above impliation does not hold, beause w, and hene uÆw, is no longer guaranteed to have
a value, implying that the same-as restrition may not hold. Clearly, this impliation aets
the results of subsumption. As far as ls is onerned, a ertain graph (representing the ls
of the two given onepts) may be innite in the ase of total attributes, thus jeopardizing
the existene of the ls.
The more general signiane of our result is that knowledge representation language
designers and users need to expliitly hek at the beginning whether they deal with to-
tal or partial attributes beause the hoie an have signiant eets. Although in some
situations total attributes are onvenient, to guarantee the existene of attributes without
having to resort to number restritions, our results show that they an have drawbaks.
All things onsidered, requiring all attributes to be total appears to be less desirable. Con-
erning lassi, the tehnial results in this paper support the use of partial attributes
beause these ensure the existene of the ls and its omputation in polynomial time as
well as the eÆient deision of subsumption. Moreover, the urrent implementation of the
lassi subsumption algorithm does not require major hanges in order to handle partial
attributes.
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The outline of this paper is as follows: In the following setion, the basi notions nees-
sary for our investigations are introdued. Then, in the two subsequent setions, subsump-
tion and ls omputation in lassi with partial attributes is investigated. More preisely,
in Setion 3 we oer a subsumption algorithm for the sublanguage lassi
 
of lassi,
whih ontains all main lassi-onstrutors; in Setion 4, we present an ls algorithm
for lassi
 
onept desriptions, along the lines of that proposed by Cohen and Hirsh
(1994a), and formally prove its orretness, thereby resolving some shortomings of previous
ls algorithms, whih did not handle inonsistenies properly. Finally, Setion 5 overs the
entral new result of this paper, i.e., the ls omputation in presene of total attributes.
For this setion, we restrit our investigations to the sublanguage S of lassi
 
in order to
onentrate on the hanges aused by going from partial to total attributes. Nevertheless,
we strongly onjeture that all the results proved in this setion an easily be extended to
lassi
 
and lassi using similar tehniques as the one employed in the two previous
setions.
2. Formal Preliminaries
In this setion, we introdue the syntax and semantis of the desription languages onsid-
ered in this paper and formally dene subsumption and equivalene of onept desriptions.
Finally, the least ommon subsumer of onept desriptions is speied.
Denition 1 Let C, R, and A be disjoint nite sets representing the set of onept names,
the set of role names, and the set of attribute names. The set of all lassi
 
-onept
desriptions over C, R, and A is indutively dened as follows:
 Every element of C is a onept desription (onept name, like Car).
 The symbol > is a onept desription (top onept, denoting the universe of all
objets).
 If r 2 R is a role and n  0 is a nonnegative integer, then nr and nr are onept
desriptions (number restritions, like  10 repairs).
 If C and D are onept desriptions, then C u D is a onept desription (onept
onjuntion).
 If C is a onept desription and r is a role or an attribute, then 8r:C is a onept
desription (value restrition, like 8madeBy:Manufaturer).
 If k; h  0 are non-negative integers and a
1
; : : : ; a
k
; b
1
; : : : ; b
h
2 A are attributes, then
a
1
Æ    Æ a
k
# b
1
Æ    Æ b
h
is a onept desription (same-as equality, like madeBy #
model Æ madeBy). Note that the two sequenes may be empty, i.e., k = 0 or h = 0.
The empty sequene is denoted by ".
Often we dispense with Æ in the omposition of attributes. For example, the sequene
a
1
Æ    Æa
k
is simply written as a
1
   a
k
. Moreover, we will use 8r
1
   r
n
:C as abbreviation
of 8r
1
:8r
2
   8r
n
:C, where we have 8":C in ase n = 0, and this denotes C.
As usual, the semantis of lassi
 
is dened in a model-theoreti way by means of
interpretations.
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Denition 2 An interpretation I onsists of a nonempty domain 
I
and an interpretation
funtion 
I
. The interpretation funtion assigns extensions to atomi identiers as follows:
 The extension of a onept name E is some subset E
I
of the domain.
 The extension of a role name r is some subset r
I
of 
I

I
.
 The extension of an attribute name a is some partial funtion a
I
from 
I
to 
I
, i.e.,
if (x; y
1
) 2 a
I
and (x; y
2
) 2 a
I
then y
1
= y
2
.
Given roles or attributes r
i
, we use (r
1
   r
n
)
I
to denote the omposition of the binary
relations r
I
i
. If n = 0 then the result is "
I
, whih denotes the identity relation, i.e., "
I
:=
f(d; d) j d 2 
I
g. For an individual d 2 
I
, we dene r
I
(d) := fe j (d; e) 2 r
I
g. If the r
i
's
are attributes, we say that (r
1
   r
n
)
I
is dened for d i (r
1
   r
n
)
I
(d) 6= ;; oasionally,
we will refer to (r
1
   r
n
)(d)
I
as the image of d under (r
1
   r
n
)
I
(d).
The extension C
I
of a onept desription C is indutively dened as follows:
 >
I
:= 
I
;
 ( n r)
I
:= fd 2 
I
j ardinality(fe 2 
I
j (d; e) 2 r
I
g)  ng;
 ( n r)
I
:= fd 2 
I
j ardinality(fe 2 
I
j (d; e) 2 r
I
g)  ng;
 (C uD)
I
:= C
I
\D
I
;
 (8r:C)
I
:= fd 2 
I
j r
I
(d)  C
I
g where r is a role or an attribute;
 (a
1
   a
k
# b
1
   b
h
)
I
:= fd 2 
I
j (a
1
   a
k
)
I
and (b
1
   b
h
)
I
are dened for d
and (a
1
   a
k
)
I
(d) = (b
1
   b
h
)
I
(d)g:
Note that in the above denition attributes are interpreted as partial funtions. Sine the
main point of this paper is to demonstrate the impat of dierent semantis for attributes,
we oasionally restrit the set of interpretations to those that map attributes to total
funtions. Suh interpretations are alled t-interpretations and the attributes interpreted
in this way are alled total attributes in order to distinguish them from partial ones.
We stress, as remarked in the introdution, that in the denition of (a
1
   a
k
# b
1
   b
h
)
I
,
a
1
   a
k
and b
1
   b
h
must be dened on d in order for d to satisfy the same-as restrition.
Although this is the standard semantis for same-as equalities, one ould also think of
relaxing this restrition. For example, the same-as ondition might be speied to hold if
either both paths are undened or both images are dened and have idential values. A
third denition might be satised if even just one of the paths is undened. Eah of these
denitions of the semantis of same-as might lead to dierent results. However, in this
paper we only pursue the standard semantis.
The subsumption relationship between onept desriptions is dened as follows.
Denition 3 A onept desription C is subsumed by the onept desription D (C v D
for short) if and only if for all interpretations I, C
I
 D
I
. If we onsider only total
interpretations, we get t-subsumption: C v
t
D i C
I
 D
I
for all t-interpretations I.
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Having dened subsumption, equivalene of onept desriptions is dened in the usual way:
C  D if and only if C v D and D v C. T-equivalene C 
t
D is speied analogously.
As already mentioned in the introdution, the main dierene between partial and total
attributes with respet to subsumption is that u # v v
t
u Æ w # v Æ w holds for all attribute
hains u; v; w, whereas it is not neessarily the ase that u # v v u Æ w # v Æ w.
Finally, before introduing the ls operation formally and onluding this setion, we
omment on the expressive power of lassi
 
, sine (syntatially) lassi
 
laks some
ommon onstrutors. Although lassi
 
, as introdued here, does not ontain the bottom
onept ? expliitly, it an be expressed by, e.g., ( 1 r) u ( 0 r). We will use ? as an
abbreviation for inonsistent onept desriptions. Furthermore, primitive negation, i.e.,
negation of onept names, an be simulated by number restritions. For a onept name
E one an replae every ourrene of E by ( 1 r
E
) and the negation :E of E by ( 0 r
E
)
where r
E
is a new role name. Finally, for an attribute a the following equivalenes hold:
( n a)  ? for n  2; ( 1 a)  (a # a); ( 0 a)  >; ( n a)  > for n  1; and
( 0 a)  (8a:?). These show that we do not lose any expressive power by not allowing
for number restritions on attributes. Still, full lassi is somewhat more expressive than
lassi
 
. This is mainly due to the introdution of individuals (also alled nominals) in
lassi. For the sake of ompleteness we give the syntax of the full lassi language.
3
This requires a further set, O, representing the set of individual names. Then we an dene
two additional onept onstrutors
 fe
1
; :::; e
m
g, for individuals e
i
2 O (enumeration as in fFall; Summer; Springg)
 p : e for a role or attribute p, and an individual e (lls as in urrentSeason : Summer).
In a tehnial report, Kusters and Borgida (1999) extend some of the results presented in
this work to full lassi, in the ase when individuals have a non-standard semantis.
The least ommon subsumer of a set of onept desriptions is the most spei onept
subsuming all onept desriptions of the set:
Denition 4 The onept desription D is the least ommon subsumer (ls) of the onept
desriptions C
1
; : : : ; C
n
(ls(C
1
; : : : ; C
n
) for short) i i) C
i
v D for all i = 1; : : : ; n and ii)
for every D
0
with that property D v D
0
. Analogously, we dene ls
t
(C
1
; : : : ; C
n
) using v
t
instead of v.
Note that the ls of onept desriptions may not exist, but if it does, by denition it is
uniquely determined up to equivalene. In this sense, we may refer to the ls.
In the following two setions, attributes are always interpreted as partial funtions; only
in Setion 5 do we onsider total attributes.
3. Charaterizing Subsumption in lassi
 
In this setion we modify the haraterization of t-subsumption for Classi, as proposed
by Borgida and Patel-Shneider (1994), to handle the ase of partial attributes. We do
3. Even here we are omitting onstruts dealing with integers and other so-alled \host individuals", whih
annot have roles of their own and an only at as role/attribute llers.
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so in detail, beause the tools used for deiding subsumption are intimately related to the
omputation of ls.
T-subsumption in Classi is deided by a multi-part proess. First, desriptions are
turned into desription graphs. Next, desription graphs are put into anonial form, where
ertain inferenes are expliated and other redundanies are redued by ombining nodes
and edges in the graph. Finally, t-subsumption is determined between a desription and a
anonial desription graph.
In order to \inherit" the proofs, we have tried to minimize the neessary adjustments to
the speiation in (Borgida & Patel-Shneider, 1994). For this reason, roughly speaking,
attributes are treated as roles unless they form part of a same-as equality. (Note that
attributes partiipating in a same-as onstrut must have values!) To some extent, this
will allow us to adopt the semantis of the original desription graphs, whih is ruial for
proofs. However, the two dierent ourrenes of attributes, namely, in a same-as equality
vs. a role in a value-restrition, require us to modify and extend the denition of desription
graphs, the normalization rules, and the subsumption algorithm itself.
In the following, we present the steps of the subsumption algorithm in detail. We start
with the denition of desription graphs.
3.1 Desription Graphs
Intuitively, desription graphs reet the syntati struture of onept desriptions. A
desription graph is a labeled, direted multigraph, with a distinguished node. Roughly
speaking, the edges (a-edges) of the graph apture the onstraints expressed by same-as
equalities. The labels of nodes ontain, among others, a set of so-alled r-edges, whih
orrespond to value restritions. Unlike the desription graphs dened by Borgida and
Patel-Shneider, here the r-edges are not only labeled with role names but also with attribute
names. (We shall omment later on the advantage of this modiation in order to deal with
partial attributes.) The r-edges lead to nested desription graphs, representing the onepts
of the orresponding value restritions.
Before dening desription graphs formally, in Figure 1 we present a graph orresponding
to the onept desription Lemon dened in the introdution. We use G(Manufaturer),
G(Model), as well as G(RepairReport) to denote desription graphs for the onept names
Manufaturer, Model, and RepairReport. These graphs are very simple; they merely onsist
of one node, labeled with the orresponding onept name. In general, suh graphs an
be more omplex sine a value restrition like 8r:C leads to a (possibly omplex) nested
onept desription C.
Although number restritions on attributes are not allowed, r-edges labeled with at-
tributes, like model and madeBy, always have the restrition [0; 1℄ in order to apture the
semantis of attributes. Formally, desription graphs, nodes, and edges are dened mutually
reursively as follows:
Denition 5 A desription graph G is a tuple (N;E; n
0
; l), onsisting of a nite set N of
nodes; a nite set E of edges (a-edges); a distinguished node n
0
2 N (root of the graph);
and a funtion l from N into the set of labels of nodes. We will oasionally use the notation
G:Nodes, G:Edges, and G:root to aess the omponents N , E and n
0
of the graph G.
175
K
usteres, Borgida
madeBy
model
madeBy
madeBy [0; 1℄
f>g
f>g
model [0; 1℄
repairs
[10;1℄
G(RepairReport) G(Model)
G(Manufaturer)
fCar;>g
Figure 1: A desription graph for Lemon, where the large node is the root of the graph
An a-edge is a tuple of the form (n
1
; a; n
2
) where n
1
, n
2
are nodes and a is an attribute
name.
A label of a node is dened to be ? or a tuple of the form (C;H), onsisting of a nite
set C of onept names (the atoms of the node) and a nite set H of tuples (the r-edges of
the node). Conept names in a desription graph stand for atomi onept names and >.
We will oasionally use the notation n:Atoms and n:REdges to aess the omponents C
and H of the node n.
An r-edge is a tuple, (r;m;M;G
0
), onsisting of a role or attribute name, r; a min, m,
whih is a non-negative integer; a max, M , whih is a non-negative integer or 1; and a
(reursively nested) desription graph G
0
. The graph G
0
will often be alled the restrition
graph of the node for the role r. We require the nodes of G
0
to be distint from all the nodes
of G and other nested desription graphs of G. If r is an attribute, then we require: m = 0
and M 2 f0; 1g.
Given a desription graph G and a node n 2 G:Nodes, we dene G
jn
to be the graph
(N;E; n; l); G
jn
is said to be rooted at n. A sequene p = n
0
a
1
a
2
   a
k
n
k
with k  0 and
(n
i 1
; a
i
; n
i
) 2 G:Edges, i = 1; : : : ; k, is alled path in G from the node n
0
to n
k
(p 2 G
for short); for k = 0 the path p is alled empty; w = a
1
   a
k
is alled the label of p (the
empty path has label "); p is alled rooted if n
0
is the root of G. Oasionally, we write
n
0
a
1
   a
k
n
k
2 G omitting the intermediate nodes.
Throughout this work we make the assumption that desription graphs are onneted.
A desription graph is said to be onneted if all nodes of the graph an be reahed by a
rooted path and all nested graphs are onneted. The semantis of desription graphs (see
Denition 6) is not altered if nodes that annot be reahed from the root are deleted.
In order to merge desription graphs we need the notion of \reursive set of nodes" of
a desription graph G: The reursive set of nodes of G is the union of the nodes of G and
the reursive set of nodes of all nested desription graphs of G.
Just as for onept desriptions, the semantis of desription graphs is dened by means
of an interpretation I. We introdue a funtion  whih assigns an individual of the domain
of I to every node of the graph. This ensures that all same-as equalities are satised.
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Denition 6 Let G = (N;E; n
0
; l) be a desription graph and let I be an interpretation.
An element, d, of 
I
is in G
I
, i there is some total funtion, , from N into 
I
suh
that
1. d = (n
0
);
2. for all n 2 N , (n) 2 n
I
; and
3. for all (n
1
; a; n
2
) 2 E we have ((n
1
);(n
2
)) 2 a
I
.
The extension n
I
of a node n with label ? is the empty set. An element, d, of 
I
is in n
I
,
where l(n) = (C;H), i
1. for all B 2 C, we have d 2 B
I
; and
2. for all (r;m;M;G
0
) 2 H,
(a) there are between m and M elements, d
0
, of the domain suh that (d; d
0
) 2 r
I
;
and
(b) d
0
2 G
0I
for all d
0
suh that (d; d
0
) 2 r
I
.
Cohen and Hirsh (1994a) dened the semantis of desription graphs in a dierent way,
avoiding the introdution of a total funtion . The problem with their denition is,
however, that it is only well-dened for ayli graphs, whih, for example, exludes same-
as equalities of the form " # spouse Æ spouse, or even p # p Æ q.
The semantis of the graphs proposed by Borgida and Patel-Shneider (1994) is similar
to Denition 6. However, in that paper a-edges aptured not only same-as equalities but
also all value restritions on attributes. Still, in the ontext of partial attributes, we ould
not dene the semantis of desription graphs by means of a total funtion  sine some
attributes might not have llers. Speifying the semantis of desription graphs in terms
of partial mappings  would make the denition even longer. Furthermore, the proofs in
(Borgida & Patel-Shneider, 1994) would not arry over as easily. Therefore, in order to
keep  a total funtion, value restritions of attributes are initially always translated into r-
edges. The next setion will present the translation of onept desriptions into desription
graphs in detail.
Having dened the semantis of desription graphs, subsumption and equivalene be-
tween desription graphs (e.g., H v G) as well as onept desriptions and desription
graphs (e.g., C v G) is dened in the same way as subsumption and equivalene between
onept desriptions.
3.2 Translating Conept Desriptions into Desription Graphs
Following Borgida and Patel-Shneider (1994), a lassi
 
onept desription is turned
into a desription graph by a reursive proess. In this proess, nodes and desription
graphs are often merged.
Denition 7 The merge of two nodes, n
1
 n
2
, is a new node n with the following label:
if n
1
or n
2
have label ?, then the label of n is ?. Otherwise if both labels are not equal to
?, then n:Atoms = n
1
:Atoms [ n
2
:Atoms and n:REdges = n
1
:REdges [ n
2
:REdges.
177
K
usteres, Borgida
If G
1
= (N
1
; E
1
; n
1
; l
1
) and G
2
= (N
2
; E
2
; n
2
; l
2
) are two desription graphs with disjoint
reursive sets of nodes, then the merge of G
1
and G
2
, G := G
1
G
2
= (N;E; n
0
; l), is dened
as follows:
1. n
0
:= n
1
 n
2
;
2. N := (N
1
[N
2
[ fn
0
g) n fn
1
; n
2
g;
3. E := (E
1
[E
2
)[n
1
=n
0
; n
2
=n
0
℄, i.e., E is the union of E
1
and E
2
where every ourrene
of n
1
; n
2
is substituted by n
0
;
4. l(n) := l
1
(n) for all n 2 N
1
n fn
1
g; l(n) := l
2
(n) for all n 2 N
2
n fn
2
g; and l(n
0
) is
dened by the label obtained by merging n
1
and n
2
.
Now, a lassi
 
-onept desription C an be turned into its orresponding desription
graph G(C) by the following translation rules.
1. > is turned into a desription graph with one node n
0
and no a-edges. The only atom
of the node is > and the set of r-edges is empty.
2. A onept name is turned into a desription graph with one node and no a-edges. The
atoms of the node ontain only the onept name and the node has no r-edges.
3. A desription of the form (nr) is turned into a desription graph with one node and
no a-edges. The node has as its atoms > and it has a single r-edge (r; n;1; G(>))
where G(>) is speied by the rst translation rule.
4. A desription of the form ( n r) is turned into a desription graph with one node
and no a-edges. The node has as its atom > and it has a single r-edge (r; 0; n;G(>)).
5. A desription of the form a
1
   a
p
# b
1
   b
q
is turned into a graph with pairwise
distint nodes n
1
; : : : ; n
p 1
;m
1
; : : : ;m
q 1
, the root m
0
:= n
0
, and an additional node
n
p
= m
q
:= n; the set of a-edges onsists of (n
0
; a
1
; n
1
), (n
1
; a
2
; n
2
); : : : ; (n
p 1
; a
p
; n
p
)
and (m
0
; b
1
;m
1
), (m
1
; b
2
;m
2
), : : :, (m
q 1
; b
q
;m
q
), i.e., two disjoint paths whih oin-
ide on their starting point, n
0
, and their nal point, n. (Note that for p = 0 the rst
path is the empty path from n
0
to n
0
and for q = 0 the seond path is the empty path
from n
0
to n
0
.) All nodes have > as their only atom and no r-edges.
6. A desription of the form 8r:C, where r is a role, is turned into a desription graph
with one node and no a-edges. The node has the atom f>g and it has a single r-edge
(r; 0;1; G(C)).
7. A desription of the form 8a:C, where a is an attribute, is turned into a desription
graph with one node and no a-edges. The node has the atom f>g and it has a single
r-edge (a; 0; 1; G(C)). (In the work by Borgida and Patel-Shneider, the onept
desription 8a:C is turned into an a-edge. As already mentioned, this would ause
problems for attributes interpreted as partial funtions when dening the semantis
by means of  as speied in Denition 6.)
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8. To turn a desription of the form C uD into a desription graph, onstrut G(C) and
G(D) and merge them.
Figure 1 shows the desription graph built in this way for the onept Lemon of our example.
It an easily be veried that the translation preserves extensions:
Theorem 1 A onept desription C and its orresponding desription graph G(C) are
equivalent, i.e.,C
I
= G(C)
I
for every interpretation I.
The main diÆulty in the proof of this theorem is in showing that merging two desription
graphs orresponds to the onjuntion of onept desriptions.
Lemma 1 For all interpretations I, if n
1
and n
2
are nodes, then (n
1
 n
2
)
I
= n
I
1
\ n
I
2
; if
G
1
and G
2
are desription graphs then (G
1
G
2
)
I
= G
I
1
\G
I
2
.
The proof of the preeding statement is rather simple and like the one in (Borgida & Patel-
Shneider, 1994).
3.3 Translating Desription Graphs to Conept Desriptions
Although the haraterization of subsumption does not require translating desription
graphs bak to onept desriptions, this translation is presented here to show that on-
ept desriptions and desription graphs are equivalent representations of lassi
 
onept
desriptions. In subsequent setions, we will in fat need to turn graphs into onept de-
sriptions.
The translation of a desription graph G an be speied in a rather straightforward
reursive denition. The main idea of the translation stems from Cohen and Hirsh (1994a),
who employed spanning trees to translate same-as equalities. A spanning tree of a (on-
neted) graph is a tree rooted at the same node as the graph and ontaining all nodes of the
graph. In partiular, it oinides with the graph exept that some a-edges are deleted. For
example, one possible spanning tree T for G in Figure 1 is obtained by deleting the a-edge
labeled madeBy, whose origin is the root of G.
Now, let G be a onneted desription graph and T be a spanning tree for it. Then,
the orresponding onept desription C
G
is obtained as a onjuntion of the following
desriptions:
1. C
G
ontains (i) a same-as equality v # v for every leaf n of T , where v is the label
of the rooted path in T to n; and (ii) a same-as equality v
1
Æ a # v
2
for eah a-edge
(n
1
; a; n
2
) 2 G:Edges not ontained in T , where v
i
is the label of the rooted path to
n
i
in T , i = 1; 2.
2. for every node n in T , C
G
ontains a value restrition 8v:C
n
, where v is the label of
the rooted path in T to n, and C
n
denotes the translation of the label of n, i.e., C
n
is
a onjuntion obtained as follows:
 every onept name in the atoms of n is a onjunt in C
n
;
 for every r-edge (r;m;M;G
0
) of n, C
n
ontains (a) the number restritions (mr)
and (Mr) (in ase r is a role andM 6=1) and (b) the value restrition 8r:C
G
0
,
where C
G
0
is the reursively dened translation of G
0
.
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In ase the set of atoms and r-edges of n is empty, dene C
n
:= >.
Referring to the graph G in Figure 1, C
G
ontains the same-as equalities model ÆmadeBy #
model ÆmadeBy and madeBy # model ÆmadeBy. Furthermore, if n
0
denotes the root of G,
C
G
has the value restritions 8":C
n
0
, 8model:>, and 8modelmadeBy:>, where C
n
0
orre-
sponds to Lemon as dened in the introdution, but without the same-as equality. Note
that, although in this ase the same-as equality model ÆmadeBy # model ÆmadeBy is not
needed, one annot dispense with 1.(i) in the onstrution above, as illustrated by the fol-
lowing example: Without 1.(i), the desription graph G(a # a) would be turned into the
desription >, whih is not equivalent to a # a sine the same-as equality requires that the
path a has a value, whih may not be the ase.
It is easy to prove that the translation thus dened is orret in the following sense
(Kusters & Borgida, 1999).
Lemma 2 Every onneted desription graph G is equivalent to its translation C
G
, i.e., for
all interpretations I: G
I
= C
I
G
.
3.4 Canonial Desription Graphs
In the following we oasionally refer to \marking a node inoherent"; this means that the
label of this node is hanged to ?. \Marking a desription graph as inoherent" means that
the desription graph is replaed by the graph G(?) orresponding to ?, i.e., the graph
onsisting only of one node with label ?.
One important property of anonial desription graphs is that they are deterministi,
i.e., every node has at most one outgoing edge (a-edge or r-edge) labeled with the same
attribute or role name. Following Borgida and Patel-Shneider (1994), in order to turn a
desription graph into a anonial graph we need to merge a-edges and r-edges. In addition,
dierent from their work, it might be neessary to \lift" r-edges to a-edges.
To merge two a-edges (n; a; n
1
) and (n; a; n
2
) in a desription graph G, replae them
with a single new edge (n; a; n
0
) where n
0
is the result of merging n
1
and n
2
. In addition,
replae n
1
and n
2
by n
0
in all other a-edges of G.
In order to merge two r-edges (r; s
1
; k
1
; G
1
), (r; s
2
; k
2
; G
2
) replae them by the new r-edge
(r;max(s
1
; s
2
);min(k
1
; k
2
); G
1
G
2
).
To lift up an r-edge (a;m;M;G
a
) of a node n in a onept graph G with an a-edge
(n; a; n
1
), remove it from n:REdges, and augment G by adding G
a
:Nodes to G:Nodes,
G
a
:Edges to G:Edges, as well as adding (n; a;G
a
:Root) to G:Edges. A preondition for
applying this transformation is that M = 1, or M = 0 and G
a
orresponds to the graph
G(?). The reason for this preondition is that if an r-edge of the form (a; 0; 0; G
a
) is lifted
without G
a
being inonsistent, the fat that no a-suessors are allowed is lost. Normaliza-
tion rule 5 (see below) will guarantee that this preondition an always be satised.
A desription graph G is transformed into anonial form by exhaustively applying the
following normalization rules. A graph is alled anonial if none of these rules an be
applied.
1. If some node in G is marked inoherent, mark the desription graph as inoherent.
(Reason: Even if the node is not a root, attributes orresponding to a-edges must always
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have a value (sine they partiipate in same-as equalities), and this value annot belong to the
empty set.)
2. If some r-edge in a node has its min greater than its max, mark the node inoherent.
(Reason:  2 r u  1 r  ?)
3. Add > to the atoms of every node, if absent.
4. If some r-edge in a node has its restrition graph marked inoherent, hange its max
to 0. (Reason: ( 0 r)  8r:?.)
5. If some r-edge in a node has a max of 0, mark its restrition graph as inoherent.
(Reason: See 4.)
6. If some r-edge is of the form (r; 0;1; G
0
) where G
0
only ontains one node with empty
set of atoms or with the atoms set to f>g and no r-edges, then remove this r-edge.
(Reason: 8r:>  >.)
7. If some node has two r-edges labeled with the same role, merge the two edges, as
desribed above. (Reason: 8r:C u 8r:D  8r:(C uD).)
8. If some desription graph has two a-edges from the same node labeled with the
same attribute, merge the two edges, as desribed above. (Reason: 8a:C u 8a:D 
8a:(C uD).)
9. If some node in a graph has both an a-edge and an r-edge for the same attribute, then
\lift up the r-edge" if the preondition is satised (see above). (Reason: The value
restritions imposed on attributes that partiipate in same-as equalities must be made expliit
and gathered at one plae similar to the previous to ases.)
We need to show that the transformations to anonial form do not hange the semantis
of the graph. The main diÆulty is in showing that the merging proesses and the lifting
preserve the semantis. The only dierene from (Borgida & Patel-Shneider, 1994) is that
in addition to merging r-edges and a-edges we also need to lift up r-edges. Therefore,
we omit the proofs showing that merging edges preserves extensions. The proofs of the
following two lemmas are routine and quite similar to the one of Lemma 5.
Lemma 3 Let G = (N;E; n
0
; l) be a desription graph with two mergeable a-edges and let
G
0
= (N
0
; E
0
; n
0
; l
0
) be the result of merging these two a-edges. Then, G  G
0
.
Lemma 4 Let n be a node with two mergeable r-edges and let n
0
be the node with these
edges merged. Then, n
I
= n
0I
for every interpretation I.
Lemma 5 Let G = (N;E; n
0
; l) be a desription graph with node n and a-edge (n; a; n
00
).
Suppose n has an assoiated r-edge (a;m;M;G
a
). Provided that the preondition for lifting
r-edges is satised and that G
0
= (N
0
; E
0
; n
0
; l
0
) is the result of this transformation, then
G  G
0
.
Proof. It is suÆient to show that G
I
jn
= G
0
I
jn
, sine only the label of n is hanged in G
0
and only n obtains an additional a-edge, whih points to the graph G
a
not onneted to
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fModel;>g
fManufaturer;>g
model
madeBy
model
fCar;>g
repairs
[10;1℄
G
RepairReport
Figure 2: The anonial desription graph for Lemon, where the left-most node is the root.
the rest of G
0
. W.l.o.g. we therefore may assume that n is the root of G, i.e., n = n
0
. Let
d 2 G
I
. Thus, there is a funtion  from N into 
I
as speied in Denition 6 and an
individual e suh that d = (n), e = (n
00
), and (d; e) 2 a
I
. This implies e 2 G
I
a
. Hene,
there exists a funtion 
0
from G
a
:Nodes into 
I
for G
a
and e satisfying the onditions in
Denition 6. Sine the sets of nodes of G and G
a
are disjoint, we an dene 
00
to be the
union of  and 
0
, i.e., 
00
(m) := (m) for all nodes m in G and 
00
(m) := 
0
(m) for all
nodes m in G
a
. Sine, by onstrution, for the additional a-edge (n; a;G
a
:Root) 2 E
0
we
have (
00
(n);
00
(G
a
:Root)) 2 a
I
, it follows that all onditions in Denition 6 are satised
for d and G
0
, and thus, d 2 G
0I
.
Now let d 2 G
0I
. Thus, there is a funtion 
00
from N
0
into 
I
aording to Denition 6.
Let e := 
00
(G
a
:Root) = 
00
(n
00
). Let G
00
be the desription graph we obtain from G
0
by
deleting the nodes orresponding to G
a
, whih is the same graph as G without the r-edge
(a;m;M;G
a
). If we restrit 
00
to the nodes of G
00
, then it follows d 2 G
00I
. Furthermore,
restriting 
00
to the nodes of G
a
yields e 2 G
I
a
. In partiular, G
a
an not be marked
inoherent. Then, our preondition ensures M = 1. Thus, sine e is the only a-suessor of
d, we an onlude d 2 G
I
. ut
Having dealt with the issue of merging and lifting, it is now easy to verify that \normaliza-
tion" does not aet the meaning of desription graphs.
Theorem 2 If G is a desription graph and G
0
is the orresponding anonial desription
graph, then G  G
0
.
As an example, the anonial desription graph of the graph given in Figure 1 is depited
in Figure 2.
3.5 Subsumption Algorithm
The nal part of the subsumption proess is heking to see if a anonial desription graph
is subsumed by a onept desription. As in Borgida and Patel-Shneider (1994), where
attributes are total, it turns out that it is not neessary to turn the potential subsumer
into a anonial desription graph. The subsumption algorithm presented next an also be
onsidered as a haraterization of subsumption.
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Algorithm 1 (Subsumption Algorithm) Given a onept desription D and desrip-
tion graph G = (N;E; n
0
; l), subsumes?(D;G) is dened to be true if and only if one of the
following onditions hold:
1. The desription graph G is marked inoherent.
2. D is a onept name or >, and D is an element of the atoms of n
0
.
3. D is ( n r) and i) some r-edge of n
0
has r as its role, and min greater than or equal
to n; or ii) n = 0.
4. D is ( n r) and some r-edge of n
0
has r as its role, and max less than or equal to n.
5. D is a
1
   a
n
# b
1
   b
m
, and there are rooted paths with label a
1
   a
n
and b
1
   b
m
in G ending at the same node.
6. D is 8r:C, for a role r, and either (i) some r-edge of n
0
has r as its role and G
0
as its restrition graph with subsumes?(C;G
0
); or (ii) subsumes?(C;G(>)). (Reason:
8r:>  >.)
7. D is 8a:C, for an attribute a, and (i) some a-edge of G is of the form (n
0
; a; n
0
), and
subsumes?(C; (N;E; n
0
; l)); or (ii) some r-edge of n
0
has a as its attribute, and G
0
as
its restrition graph with subsumes?(C;G
0
); or (iii) subsumes?(C;G(>)).
8. D is E u F and both subsumes?(E;G) and subsumes?(F;G) are true.
There are only two dierenes between this algorithm and the one for total attributes pre-
sented by Borgida and Patel-Shneider (see also Algorithm 2). First, in the partial attribute
ase, given D = 8a:C, one needs to look up the value restrition either in some a-edge or
some r-edge of G, sine attributes an label both a-edges and r-edges. (In the total attribute
ase, attributes an only label a-edges so that examining r-edges was not neessary.) The
seond and most important distintion is the treatment of same-as equalities. As shown in
the above algorithm, with D = a
1
   a
n
# b
1
   b
m
one only needs to hek whether there
exist two paths labeled v := a
1
   a
n
and w := b
1
   b
m
leading the same node in G. In the
total attribute ase, however, it suÆes if there exist prexes v
0
and w
0
of v and w with this
property, as long as the remaining suÆxes are idential.
Soundness and ompleteness of this algorithm is stated in the following theorem.
Theorem 3 Let C, D be lassi
 
desriptions. Then, C v D i subsumes?(D;G
C
),
where G
C
is the anonial form of G(C).
The soundness of the subsumption algorithm, i.e., the if diretion in the theorem stated
above, is pretty obvious. As in (Borgida & Patel-Shneider, 1994), the main point of the
only-if diretion (proof of ompleteness) is that the anonial graph G
C
is deterministi,
i.e., from any node, given a role or attribute name r, there is at most one outgoing r-edge
or a-edge with r as label. We point the reader to (Borgida & Patel-Shneider, 1994) for
the proof, sine it is almost idential to the one for total attributes already published there.
These proofs reveal that, for the if diretion of Theorem 3, desription graphs need not be
normalized. Thus, one an also show:
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Remark 1 Let G be some (not neessarily normalized desription graph) and let D be a
lassi
 
onept desription. Then, subsumes?(D;G) implies G v D.
Borgida and Patel-Shneider argue that the anonial desription graph G of a onept
desription C an be onstruted in time polynomial in the size of C. Furthermore, Al-
gorithm 1 runs in time polynomial in the size of G and D. It is not hard to see that the
hanges presented here do not inrease the omplexity. Thus, soundness and ompleteness
of the subsumption algorithm provides us with the following orollary.
Corollary 1 Subsumption for lassi
 
onept desriptions C and D, where attributes
are interpreted as partial funtions, an be deided in time polynomial in the size of C and
D.
4. Computing the LCS in lassi
 
In this setion, we will show that the ls of two lassi
 
onept desriptions an be stated
in terms of a produt of anonial desription graphs. A similar result has been proven by
Cohen and Hirsh (1994a) for a sublanguage of lassi
 
, whih only allows for onept
names, onept onjuntion, value restritions, and same-as equalities. In partiular, this
sublanguage does not allow for inonsistent onept desriptions (whih, for example, an be
expressed by oniting number-restritions). Furthermore, the semantis of the desription
graphs provided by Cohen and Hirsh restrits the results to the ase when desription graphs
are ayli. This exludes, for example, same-as equalities of the form  # spouse Æ spouse.
In the following, we rst dene the produt of desription graphs. Then, we show that
for given onept desriptions C and D, the ls is equivalent to a desription graph obtained
as the produt of G
C
and G
D
. Our onstrutions and proofs will be quite lose to those in
(Cohen & Hirsh, 1994a).
4.1 The Produt of Desription Graphs
A desription graph represents the onstraints that must be satised by all individuals in the
extension of the graph. Intuitively, the produt of two desription graphs is the intersetion
of these onstraints|as the produt of nite automata orresponds to the intersetion of the
words aepted by the automata. However, in the denition of the produt of desription
graphs speial are has to be taken of inoherent nodes, i.e., nodes labeled with ?. Also,
sine attributes may our both in r-edges and a-edges, one needs to take the produt
between restrition graphs of r-edges, on the one hand, and the original graphs G
1
or G
2
(rooted at ertain nodes), on the other hand.
Denition 8 Let G
1
= (N
1
; E
1
; n
1
; l
1
) and G
2
= (N
2
; E
2
; n
2
; l
2
) be two desription graphs.
Then, the produt G := G
1
G
2
:= (N;E; n
0
; l) of the two graphs is reursively dened as
follows:
1. N := N
1
N
2
;
2. n
0
:= (n
1
; n
2
);
3. E :=f((n; n
0
); a; (m;m
0
)) j (n; a;m) 2 E
1
and (n
0
; a;m
0
) 2 E
2
g;
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4. Let n 2 N
1
and n
0
2 N
2
. If l
1
(n) = ?, then let l((n; n
0
)) := l
2
(n
0
) and, analogously,
if l
2
(n
0
) = ?, then l((n; n
0
)) := l
1
(n). Otherwise, for l
1
(n) = (S
1
;H
1
) and l
2
(n
0
) =
(S
2
;H
2
), dene l((n; n
0
)) := (S;H) where
(a) S := S
1
\ S
2
;
(b) H :=
f(r;min(p
1
; p
2
);max(q
1
; q
2
); G
0
1
G
0
2
) j (r; p
1
; q
1
; G
0
1
) 2 H
1
, (r; p
2
; q
2
; G
0
2
) 2 H
2
g [
f(a; 0; 1; G
1
jm
G
0
2
) j (n; a;m) 2 E
1
, (a; p
2
; q
2
; G
0
2
) 2 H
2
g [
f(a; 0; 1; G
0
1
G
2
jm
) j (a; p
1
; q
1
; G
0
1
) 2 H
1
, (n
0
; a;m) 2 E
2
g.
Aording to this denition, if in the tuple (n; n
0
) some node, say n, is inoherent, then
the label of (n; n
0
) oinides with the one for n
0
. The reason for dening the label in this
way is that ls(?; C)  C for every onept desription C. This has been overlooked by
Frazier and Pitt (1996), thus making their onstrutions and proofs only hold for onept
desriptions that do not ontain inonsistent subexpressions.
Note that G, as dened here, might not be onneted, i.e., it might ontain nodes that
annot be reahed from the root n
0
. Even if G
1
and G
2
are onneted this an happen
beause all tuples (n
1
; n
2
) belong to the set of nodes of G regardless of whether they are
reahable from the root or not. However, as already mentioned in Setion 3.1 we may
assume G to be onneted.
Also note that the produt graph an be translated bak into a lassi
 
onept
desription sine the produt of two desription graphs is one again a desription graph.
4.2 Computing the LCS
We now prove the main theorem of this subsetion, whih states that the produt of two
desription graphs is equivalent to the ls of the orresponding onept desriptions.
Theorem 4 Let C
1
and C
2
be two onept desriptions, and let G
1
and G
2
be orresponding
anonial desription graphs. Then, C
G
1
G
2
 ls(C
1
; C
2
).
Proof. Let G := G
1
G
2
. We will only sketh the proof showing that C
G
subsumes C
1
and,
by symmetry, also C
2
(see (Kusters & Borgida, 1999) for details). By onstrution, if there
are two rooted paths to a ommon node in G, then G
1
has orresponding paths leading to
the same node as well. Thus, by Theorem 3, the same-as equalities in C
G
subsume the ones
in C
1
. Now, let T be a spanning tree of G, (m
1
;m
2
) be a node in G, and v be the label of
the rooted path in T to (m
1
;m
2
). Then, by onstrution it follows that there exists a rooted
path in G
1
to m
1
labeled v. Furthermore, a rather straightforward indutive proof shows
that the onept desription E orresponding to the label of (m
1
;m
2
) subsumes G
1
jm
1
.
This implies 8v:E w G
1
. As a result, we an onlude G w G
1
.
The more interesting part of the proof is to show that C
G
is not only a ommon subsumer
of C
1
and C
2
, but the least ommon subsumer.
We now show by indution over the size of D, C
1
, and C
2
that if D subsumes C
1
and
C
2
, then D subsumes C
G
: We distinguish dierent ases aording to the denition of
\subsumes?". Let G
1
= (N
1
; E
1
; n
1
; l
1
) be the anonial desription graph of C
1
, G
2
=
(N
2
; E
2
; n
2
; l
2
) be the anonial desription graph of C
2
, and G = (N;E; n
0
; l) = G
1
G
2
.
In the following, we assume that C
1
v D and C
2
v D; thus, subsumes?(D;G
1
) and
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subsumes?(D;G
2
). We show that subsumes?(D;G). Then, Remark 1 implies G v D, and
thus, C
G
v D. Note that one annot use Theorem 3 sine G might not be a anonial
desription graph.
1. If G is inoherent, then there is nothing to show.
2. If D is a onept name, >, or a number-restrition, then by denition of the label of
n
0
it is easy to see that subsumes?(D;G).
3. If D is v # w, then there exist nodes m
1
in G
1
and m
2
in G
2
suh that there are two
paths from n
1
to m
1
with label v and w, respetively, as well as two paths from n
2
to
m
2
with label v and w. Then, by denition of G it is easy to see that there are two
paths from n
0
= (n
1
; n
2
) to (m
1
;m
2
) with label v and w, respetively. This shows
subsumes?(D;G).
4. If D is 8r:C, r a role or attribute, then one of several ases applies:
(i) n
1
and n
2
have r-edges with role or attribute r, and restrition graphs G
0
1
and G
0
2
,
respetively, suh that subsumes?(C;G
0
1
) and subsumes?(C;G
0
2
);
(ii) without loss of generality, n
1
has an a-edge pointing to m
1
with attribute r, suh
that subsumes?(C;G
0
1
), where G
0
1
:= G
1
jm
1
; and n
2
has an r-edge with restrition
graph G
0
2
suh that subsumes?(C;G
0
2
).
In both ases (i) and (ii), subsumes?(C;G
0
1
G
0
2
) follows by indution. Furthermore,
by denition of G there is an r-edge with role r and restrition graph G
0
1
G
0
2
for n
0
.
This implies subsumes?(D;G).
(iii) n
1
and n
2
have a-edges with attribute r leading to nodes m
1
and m
2
, respe-
tively. Then, subsumes?(C;G
1
jm
1
) and subsumes?(C;G
2
jm
2
). By indution, we know
subsumes?(C;G
1
jm
1
G
2
jm
2
). It is easy to see that G
j(m
1
;m
2
)
= G
1
jm
1
G
2
jm
2
. Fur-
thermore, by denition there is an a-edge with attribute r from (n
1
; n
2
) to (m
1
;m
2
)
in G. This shows subsumes?(D;G).
(iv) (without loss of generality) n
1
has no r-edge and no a-edge with role or attribute
r. This implies subsumes?(C;G(>)), whih also ensures subsumes?(D;G).
5. If D is EuF , then by denition of the subsumption algorithm, subsumes?(E;G
1
) and
subsumes?(E;G
2
) hold. By indution, we have subsumes?(E;G), and analogously,
subsumes?(F;G). Thus, subsumes?(D;G). ut
As stated in Setion 3.5, a anonial desription graph for a lassi
 
onept desription
an be omputed in time polynomial in the size of the onept desription. It is not hard
to verify that the produt of two desription graphs an be omputed in time polynomial in
the size of the graphs. In addition, the onept desription orresponding to a desription
graph an be omputed in time polynomial in the size of the graph. Thus, as a onsequene
of Theorem 4 we obtain:
Corollary 2 The ls of two lassi
 
onept desriptions always exists and an be om-
puted in time polynomial in the size of the onept desriptions.
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a
j
, j 6= i a
j
, j 6= ia
i
a
i
Figure 3: The anonial desription graph for D
i
, without node labels.
As intimated in (Cohen et al., 1992), this statement does not hold for sequenes of onept
desriptions. Intuitively, generalizing the ls algorithm to sequenes of, say, n onept de-
sriptions, means omputing the produt of n desription graphs. The following proposition
shows that the size of suh a produt graph may grow exponentially in n. Thus, the ls
omputed in this way grows exponentially in the size of the given sequene. However, this
does not imply that this exponential blow-up is unavoidable. There might exist a smaller,
still equivalent representation of the ls. Nevertheless, we an show that the exponential
growth is inevitable.
Proposition 1 For all integers n  2 there exists a sequene D
1
; : : : ;D
n
of lassi
 
onept desriptions suh that the size of every lassi
 
onept desription equivalent to
ls(D
1
; : : : ;D
n
) is at least exponential in n where the size of the D
i
0
s is linear in n.
Proof. As in Cohen et al. (1992), for a given n, dene the onept desriptions D
i
as
follows:
D
i
:= u
j 6=i
(" # a
j
) u u
j 6=i
(a
i
# a
i
a
j
) u (" # a
i
a
i
)
where a
1
; : : : ; a
n
denote attributes. The anonial desription graph for D
i
is depited in
Figure 3. Using Algorithm 1 it is easy to see that D
i
v v # w i the number of a
i
0
s in v and
the number of a
i
0
s in w are equal modulo 2 where v; w are words over fa
1
; : : : ; a
n
g. This
implies that
D
1
; : : : ;D
n
v v # w i for all 1  i  n the number of a
i
0
s in v and
the number of a
i
0
s in w are equal modulo 2.
(1)
Let s  f1; : : : ; ng be a non-empty set. We dene v
s
:= a
i
1
   a
i
k
where i
1
<    < i
k
are the elements of s and w
s
:= a
i
1
3
a
i
2
3
   a
i
k
3
with a
j
3
:= a
j
a
j
a
j
. Now let E be the ls
of D
1
; : : : ;D
n
, and let G
E
be the orresponding anonial desription graph with root n
0
.
From (1) we know that E v v
s
# w
s
for every s  f1; : : : ; ng. Algorithm 1 implies that
the paths from n
0
in G
E
labeled v
s
and w
s
exist and that they lead to the same node q
s
.
Assume there are non-empty subsets s; t of f1; : : : ; ng, s 6= t, suh that q
s
= q
t
. This would
imply E v v
s
# v
t
in ontradition to (1). Thus, s 6= t implies q
s
6= q
t
. Sine there are
2
n
  1 non-empty subsets of f1; : : : ; ng, this shows that G
E
ontains at least 2
n
  1 nodes.
The fat that the size of G
E
is linear in the size of E ompletes the proof. ut
This proposition shows that algorithms omputing the ls of sequenes are neessarily worst-
ase exponential. Conversely, based on the polynomial time algorithm for the binary ls
operation, an exponential time algorithm an easily be speied employing the following
identity ls(D
1
; : : : ;D
n
)  ls(D
n
; ls(D
n 1
; ls(   ls(D
2
;D
1
)   ).
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Corollary 3 The size of the ls of sequenes of lassi
 
onept desriptions an grow
exponentially in the size of the sequenes and there exists an exponential time algorithm for
omputing the ls.
5. The LCS for Same-as and Total Attributes
In the previous setions, attributes were interpreted as partial funtions. In this setion,
we will present the signiant hanges in omputing the ls that our when onsidering
total funtions instead of partial funtions. More preisely, we will look at a sublanguage
S of lassi
 
that only allows for onept onjuntion and same-as equalities, but where
we have the general assumption that attributes are interpreted as total funtions.
We restrit our attention to the language S in order to onentrate on the hanges
aused by going from partial to total funtions. We strongly onjeture, however, that the
results represented here an easily be transfered to lassi
 
by extending the desription
graphs for S as in Setion 4.
First, we show that in S the ls
t
of two onept desriptions does not always exist.
Then, we will present a polynomial deision algorithm for the existene of an ls
t
of two
onept desriptions. Finally, it will be shown that if the ls
t
of two onept desriptions
exists, then it might be exponential in the size of the given onept desriptions and it an
be omputed in exponential time.
In the sequel, we will simply refer to the ls
t
by ls. Sine throughout the setion
attributes are always assumed to be total, this does not lead to any onfusion.
One again, it may be useful to keep in mind that for total (though not partial) attributes
we have (u # v) v
t
(u Æ w # v Æ w) for any u;w; v 2 A

, where A

is the set of nite words
over A, the nite set of attribute names. Indeed, all the dierenes between partial and
total attributes shown in this setion nally trae bak to this property.
5.1 The Existene of the LCS
In this subsetion, we prove that the ls of two onept desriptions in S does not always
exist. Nevertheless, there is always an innite representation of the ls, whih will be used
in the next subsetion to haraterize the existene of the ls.
To aomplish the above, we return to the graph-based haraterization of t-subsumption
proposed by Borgida and Patel-Shneider (1994), and modied for partial attributes in Se-
tion 3. For a onept desription C, let G
C
denote the orresponding anonial desription
graph, as dened in Setion 3.4. Its semantis is speied as in Setion 3.1, although now
the set of interpretations is restrited to allow attributes to be interpreted as total funtions
only.
Sine S ontains no onept names and does not allow for value-restritions, the nodes
in G
C
do not ontain onept names and the set of r-edges is empty. Therefore, G
C
an
be dened by the triple (N;E; n
0
) where N is a nite set of nodes, E is a nite set over
N AN , and n
0
is the root of the graph.
As a orollary of the results of Borgida and Patel-Shneider, subsumption C v
t
D of
onept desriptions C and D in S an be deided with the following algorithm, whih also
provides us with a haraterization of t-subsumption.
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Figure 4: The anonial graphs for C
0
and D
0
Algorithm 2 Let C, D be onept desriptions in S, and G
C
= (N;E; n
0
) be the anonial
desription graph of C. Then, subsumes
t
?(D;G
C
) is dened to be true if and only if one
of the following onditions hold:
1. D is v # w and there are words v
0
; w
0
; u 2 A

suh that v = v
0
u and w = w
0
u, and
there are rooted paths in G
C
labeled v
0
and w
0
, respetively, ending at the same node.
2. D is D
1
uD
2
and both subsumes
t
?(D
1
; G
C
) and subsumes
t
?(D
2
; G
C
) are true.
Apart from the additional onstrutors handled by Algorithm 1, Algorithm 2 only diers
from Algorithm 1 in that, for total attributes, as onsidered here, it is suÆient if prexes
of rooted paths v and w lead to a ommon node, as long as the remainder in both ases is
the same path.
Theorem 5 There are onept desriptions in S suh that the ls of these onept desrip-
tions does not exist in S.
This result orrets the statement of Cohen et al. (1992) that the ls always exists, a
statement that inadvertently assumed that attributes were partial, not total.
As proof, we oer the following S-onept desriptions, whih are shown not to have an
ls:
C
0
:= a # b;
D
0
:= a # a u b # b u ad # bd:
The graphs for these onepts are depited in Figure 4.
The following statement shows that an ls E of C
0
and D
0
would satisfy a ondition
whih does not have a \regular struture". This statement an easily be veried using
Algorithm 2.
E v
t
v # w i v = w or there exists a nonnegative integer n and u 2
A

suh that v = a
n
du and w = b
n
du or vie versa.
Given this desription of the ls of C
0
and D
0
, one an show, again, by employing Algo-
rithm 2, that no nite desription graph an be equivalent to E. However, we omit this
elementary proof here, beause the absene of the ls also follows from Theorem 6, where
innite graphs are used to haraterize the existene of an ls. Note that in the partial
attribute ase, the ls of C
0
and D
0
is equivalent to a # a u b # b, a result that an be
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obtained by the ls algorithm presented in the previous setion. The orresponding (-
nite) desription graph onsists of a root and two additional nodes, where the root has two
outgoing edges leading to the two nodes and labeled a and b, respetively.
To state Theorem 6, we rst introdue innite desription graphs and show that there
always exists an innite desription graph representing the ls of two S-onept desriptions.
An innite desription graph G is dened, like a nite graph, by a triple (N;E; n
0
)
exept that the set of nodes N and the set of edges E may be innite. As in the nite ase,
nvn
0
2 G means that G ontains a path from n to n
0
labeled with the word v 2 A

. The
semantis of innite graphs is dened as in the nite ase. Furthermore, innite graphs are
translated into onept desriptions as follows: take an (innite) spanning tree T of G, and,
as in the nite ase, for every edge of G not ontained in it, add to C
G
a same-as equality.
Note that in ontrast to the partial attribute ase, C
G
need not ontain same-as equalities of
the form v # v sine, for total attributes, v # v  >. Still, C
G
might be a onept desription
with an innite number of onjunts (thus, an innite onept desription). The semantis
of suh onept desriptions is dened in the obvious way. Analogously to Lemma 2, one
an show that an (innite) graph G and its orresponding (innite) onept desription C
G
are equivalent, i.e., C
G
 G.
We all an (innite) desription graph G deterministi if, and only if, for every node n
in G and every attribute a 2 A there exists at most one a-suessor for n in G. The graph
G is alled omplete if for every node n in G and every attribute a 2 A there is (at least)
one a-suessor for n in G. Clearly, for a deterministi and omplete (innite) desription
graph, every path is uniquely determined by its starting point and its label.
Algorithm 2 (whih deals with nite desription graphs G
C
) an be generalized to de-
terministi and omplete (innite) desription graphs G in a straightforward way. To see
this, rst note that a (nite) desription graph oming from an S-onept desription is
anonial i it is deterministi in the sense just introdued. Analogously, a deterministi
innite graph an be viewed as being anonial. Thus, requiring (innite) graphs to be
deterministi satises the preondition of Algorithm 2. Now, if in addition these graphs are
omplete, then (unlike the ondition stated in the subsumption algorithm) it is no longer
neessary to onsider prexes of words beause a omplete graph ontains a rooted path
for every word. More preisely, if v
0
and w
0
lead to the same node, then this is the ase for
v = v
0
u and w = w
0
u as well, thus making it unneessary to onsider the prexes v
0
and w
0
of v and w, respetively. Summing up, we an onlude:
Corollary 4 Let G = (N;E; n
0
) be a deterministi and omplete (innite) desription
graph and v; w 2 A

. Then,
G v
t
v # w i n
0
vn 2 G and n
0
wn 2 G for some node n:
We shall onstrut an (innite) graph representing the ls of two onept desriptions in S
as the produt of the so-alled ompleted anonial graphs. This innite representation of
the ls will be used later to haraterize the existene of an ls in S, i.e., the existene of a
nite representation of the ls.
We now dene the ompletion of a graph. Intuitively, a graph is ompleted by iteratively
adding outgoing a-edges labeled with an attribute a for every node in the graph that does
not have suh an outgoing a-edge. This proess might extend a graph by innite trees. As
an example, the ompletion of G
C
0
(f. Figure 4) is depited in Figure 5 withA = fa; b; ; dg.
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Figure 5: The omplete graph for C
0
Formally, ompletions are dened as follows: Let G be an (innite) desription graph.
The graph G
0
is an extension of G if for every node n in G and for every attribute a 2 A
suh that n has no outgoing edges labeled a, a new node m
n;a
is added, as well as an edge
(n; a;m
n;a
). Now, let G
0
; G
1
; G
2
; : : : be a sequene of graphs suh that G
0
= G and G
i+1
is
an extension of G
i
; for i  0. If G
i
= (N
i
; E
i
; n
0
), then
G
1
:= (
[
i0
N
i
;
[
i0
E
i
; n
0
)
is alled the ompletion of G. By onstrution, G
1
is a omplete graph. Furthermore, if
G is deterministi, then G
1
is deterministi as well. Finally, it is easy to see that a graph
and its extension are equivalent. Thus, by indution, G
1

t
G.
The nodes in
S
i1
N
i
, i.e., the nodes in G
1
that are not in G, are alled tree nodes; the
nodes of G are alled non-tree nodes. By onstrution, for every tree node t in G
1
there is
exatly one diret predeessor of t in G
1
, i.e., there is exatly one node n and one attribute
a suh that (n; a; t) is an edge in G
1
; n is alled a-predeessor of t. Furthermore, there is
exatly one youngest anestor n in G of a tree node t in G
1
; n is the youngest anestor of
t if there is a path from n to t in G
1
whih does not ontain non-tree nodes exept for n.
Note that there is only one path from n to t in G
1
. Finally, observe that non-tree nodes
have only non-tree nodes as anestors.
Note that the ompletion of a anonial desription graph is always omplete and de-
terministi.
In the sequel, let C, D be two onept desriptions in S, G
C
= (N
C
; E
C
; n
C
), G
D
=
(N
D
; E
D
; n
D
) be their orresponding anonial graphs, and G
1
C
, G
1
D
be the ompletions of
G
C
, G
D
. The produts G := G
C
G
D
and G

1
:= G
1
C
G
1
D
are speied as in Denition 1.
As usual, we may assume G and G

1
are onneted, i.e., they only ontain nodes that are
reahable from the root (n
C
; n
D
); otherwise, one an remove all those nodes that annot be
reahed from the root without hanging the semantis of the graphs.
We denote the produt G
1
C
 G
1
D
by G

1
instead of G
1
(or G
1

) beause otherwise
this graph ould be onfused with the ompletion of G. In general, these graphs do not
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oinide. As an example, take the produts G
C
0
G
D
0
and G
1
C
0
G
1
D
0
(see Figure 4 for the
graphs G
C
0
and G
D
0
). The former produt results in a graph that onsists of a root with
two outgoing a-edges, one labeled a and the other one labeled b. (As mentioned before, this
graph orresponds to the ls of C
0
and D
0
in the partial attribute ase.) The produt of
the ompleted graphs, on the other hand, is a graph that is obtained as the ompletion of
the graph depited in Figure 6 (the innite trees are omitted for the sake of simpliity).
As an easy onsequene of the fat that G
C
 G
1
C
and Corollary 4, one an prove the
following lemma.
Lemma 6 C v
t
v # w i n
C
vn 2 G
1
C
and n
C
wn 2 G
1
C
for a node n in G
1
C
.
But then, by the onstrution of G

1
we know:
Proposition 2 C v
t
v # w and D v
t
v # w i (n
C
; n
D
)vn 2 G

1
and (n
C
; n
D
)wn 2 G

1
for a node n in G

1
.
In partiular, G

1
represents the ls of the onept desriptions C and D in the following
sense:
Corollary 5 The (innite) onept desription C
G

1
orresponding to G

1
is the ls of C
and D, i.e., i) C;D v
t
C
G

1
and ii) C;D v
t
E
0
implies C
G

1
v
t
E
0
for every S-onept
desription E
0
.
5.2 Charaterizing the Existene of an LCS
Let C, D be onept desriptions in S and let the graphs G
C
, G
D
, G, G
1
C
, G
1
D
, and G

1
be dened as above.
We will show that G

1
not only represents a (possibly innite) ls of the S-onept
desriptions C and D (Corollary 5), but that G

1
an be used to haraterize the existene
of a nite ls. The existene depends on whether G

1
ontains a nite or an innite number
of so-alled same-as nodes.
Denition 9 A node n of an (innite) desription graph H is alled a same-as node if
there exist two diret predeessors of n in H. (The a-edges leading to n from these nodes
may be labeled dierently.)
  
a
b
d
d
d
d
d
d
  
  
Figure 6: A subgraph of G
1
C
0
G
1
D
0
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For example, the graph depited in Figure 6 ontains an innite number of same-as nodes.
We will show that this is a suÆient and neessary ondition for the ls of C
0
and D
0
not
to exist.
It is helpful to observe that same-as nodes in G

1
have one of the forms (g; f), (f; t),
and (t; f), where g and f are non-tree nodes and t is a tree node. There annot exist a
same-as node of the form (t
1
; t
2
), where both t
1
and t
2
are tree nodes, sine tree nodes
only have exatly one diret predeessor, and thus (t
1
; t
2
) does. Moreover, if G

1
has an
innite number of same-as nodes, it must have an innite number of same-as nodes of the
form (f; t) or (t; f), beause there only exist a nite number of nodes in G

1
of the form
(g; f). For this reason, in the following lemma we only haraterize same-as nodes of the
form (f; t). (Nodes of the form (t; f) an be dealt with analogously.) To state the lemma,
reall that with n
0
un
1
vn
2
2 H, for some graph H, we desribe a path in H labeled uv
from n
0
to n
2
that passes through node n
1
after u (i.e., n
0
un
1
2 H and n
1
vn
2
2 H); this
is generalized the obvious way to interpret n
0
u
1
n
1
u
2
n
2
u
3
n
3
2 H.
G
G

1
e
1
6= e
2
v w v 6= w
a a
(e
1
; q
0
) (e
2
; q
0
)
.
.
. xx
.
.
.
n = (f; t)
(n
C
; n
D
)
(h
1
; p
0
) (h
2
; p
0
) h
1
6= h
2
Figure 7: same-as nodes in G

1
Lemma 7 Given a node f in G
C
and a tree-node t in G
1
D
, the node n = (f; t) in G

1
is a
same-as node i
 there exist nodes (h
1
; p
0
), (h
2
; p
0
) in G, h
1
6= h
2
;
 there exist nodes (e
1
; q
0
), (e
2
; q
0
) in G

1
, where e
1
, e
2
are distint nodes in G
C
and
q
0
is a node in G
1
D
; and
 there exists an attribute a 2 A and v; w; x 2 A

, v 6= w, where A is the set of attributes
in C,
suh that
(n
C
; n
D
)v(h
1
; p
0
)x(e
1
; q
0
)a(f; t) and (n
C
; n
D
)w(h
2
; p
0
)x(e
2
; q
0
)a(f; t)
are paths in G

1
(see Figure 7). For the diret suessors (h
0
1
; p
0
0
) and (h
0
2
; p
0
0
) of (h
1
; p
0
)
and (h
2
; p
0
) in this paths, we, in addition, require p
0
0
to be a tree node in G
1
D
.
4
4. Note that sine G

1
is deterministi, the suessors of (h
1
; p
0
) and (h
2
; p
0
) in the two paths must in fat
be of the form (; p
0
0
).
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Proof. The if diretion is obvious. We proeed with the only-if diretion and assume that
n is a same-as node in G

1
. Let p
0
be the (uniquely determined) youngest anestor of t in
G
1
D
. In partiular, p
0
is a node in G
D
and there exists p
0
xq
0
at in G
1
D
with a 2 A and
x 2 A

suh that the suessor of p
0
in this path is a tree node in G
D
.
Sine n is a same-as node and t an only be reahed via q
0
and the attribute a, there
must exist e
1
, e
2
in G
C
, e
1
6= e
2
, with (e
1
; q
0
)a(f; t); (e
2
; q
0
)a(f; t) 2 G

1
. Sine G

1
is
onneted, there are paths from (n
C
; n
D
) to (e
1
; q
0
) and (e
2
; q
0
). Every path from n
D
to q
0
must pass through p
0
and the suÆx of the label of this path is x. Consequently, there exist
nodes h
1
; h
2
in G
C
suh that (h
1
; p
0
)x(e
1
; q
0
)a(f; t) and (h
2
; p
0
)x(e
2
; q
0
)a(f; t) are paths
in G

1
. In partiular, xa is a label of a path from h
1
to f in G
C
, and the label xa only
onsists of attributes ontained in C. If h
1
= h
2
, then this, together with the fat that G
C
is deterministi, would imply e
1
= e
2
. Hene, h
1
6= h
2
. Let v, w be the labels of the paths
from (n
C
; n
D
) to (h
1
; p
0
) and (h
2
; p
0
), respetively. As G is deterministi and h
1
6= h
2
, it
follows that v 6= w. ut
The main results of this setion is stated in the next theorem. As a diret onsequene of
this theorem, we obtain that there exists no ls in S for the onept desriptions C
0
and
D
0
of our example.
Theorem 6 The ls of C and D exists i the number of same-as nodes in G

1
is nite.
Proof. We start by proving the only-if diretion. For this purpose, we assume that G

1
ontains an innite number of same-as nodes and show that there is no (nite) ls for C
and D in S.
As argued before, we may assume that G

1
ontains an innite number of same-as nodes
of the form (f; t) or (t; f), where t is a tree node and f is a non-tree node. More preisely,
say G

1
ontains for every i  1 nodes n
i
= (f
i
; t
i
) suh that f
i
is a node in G
C
and t
i
is
a tree node in G
1
D
. Aording to Lemma 7, for every same-as node n
i
there exist nodes
h
1;i
; h
2;i
; e
1;i
; e
2;i
in G
C
, p
0;i
in G
D
, and q
0;i
in G
1
D
as well as a
i
2 A and x
i
2 A

with the
properties required in Lemma 7.
Sine G
C
and G
D
are nite desription graphs, the number of tuples of the form
h
1;i
; h
2;i
; e
1;i
; e
2;i
; f
i
; a
i
is nite. Thus, there must be an innite number of i's yielding
the same tuple h
1
; h
2
; e
1
; e
2
; f; a. In partiular, h
1
6= h
2
and e
1
6= e
2
are nodes in G
C
and
there is an innite number of same-as nodes of the form n
i
= (f; t
1;i
). Finally, as in the
lemma, let v, w be the label of paths (in G) from (n
C
; n
D
) to (h
1
; p
0
) and (h
2
; p
0
).
Now, assume there is an ls E of C and D in S. Aording to Corollary 5, E 
t
C
G

1
.
Let G
E
be the nite anonial graph for E with root n
0
. By Proposition 2 and Lemma 7
we know E v
t
vx
i
a # wx
i
a. From Algorithm 2 it follows that there are words v
0
, w
0
, and u
suh that vx
i
a = v
0
u and wx
i
a = w
0
u, where the paths in G
E
starting from n
0
labeled v
0
,
w
0
lead to the same node in G
E
.
If u 6= ", then u = u
0
a for some word u
0
. Then, Algorithm 2 ensures E v
t
vx
i
# wx
i
.
However, by Lemma 7 we know that the words vx
i
and wx
i
lead to dierent nodes in
G

1
, namely, (e
1
; q
0;i
) and (e
2
; q
0;i
), whih, with Proposition 2, leads to the ontradition
E  G

1
6v
t
vx
i
# wx
i
. Thus, u = ".
As a result, for every i  1 there exists a node q
i
in G
E
suh that n
0
vx
i
aq
i
and n
0
wx
i
aq
i
are paths in G
E
. Beause G
E
is a nite desription graph, there exist i; j  1, i 6= j, with
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q
i
= q
j
. By Algorithm 2, this implies E v
t
vx
i
a # wx
j
a. On the other hand, the path in
G

1
starting from (n
C
; n
D
) with label vx
i
a leads to the node n
i
and the one for wx
j
a leads
to n
j
. Sine n
i
6= n
j
, Proposition 2 implies E 6v
t
vx
i
a # wx
j
a, whih is a ontradition. To
sum up, we have shown that there does not exist an ls for C and D in S.
This shows that there is no ls of C, D in S whih ompletes the proof of the only-if
diretion.
We now prove the if diretion of Theorem 6. For this purpose, we assume that G

1
has
only a nite number of same-as nodes. Note that every same-as node in G

1
has only a
nite number of diret predeessors. To see this, two ases are distinguished: i) a node of
the form (g
1
; g
2
) in G has only predeessors in G; ii) if t is a tree node and g a non-tree node,
then a predeessor of (g; t) in G

1
is of the form (g
0
; t
0
) where t
0
is the unique predeessor
(tree or non-tree node) of t and g
0
is a non-tree node. Sine the number of nodes in G
C
and G
D
is nite, in both ases we only have a nite number of predeessors. But then, the
spanning tree T of G

1
oinides with G

1
exept for a nite number of edges beause, if T
does not ontain a ertain edge, then this edge leads to a same-as node. As a result, C
G

1
is an S-onept desription beause it is a nite onjuntion of same-as equalities. Finally,
Corollary 5 shows that C
G

1
is the ls of C and D. ut
If v # w is a onjunt in C
G

1
, then v and w lead from the root of G

1
to a same-as node.
As mentioned before, same-as nodes are of the form (f; g); (f; t), or (t; f), where t is a tree
node and f; g are non-tree nodes. Consequently, v and w must be paths in G
C
or G
D
.
Thus, they only ontain attributes ourring in C or D.
Corollary 6 If the ls of two onept desription C and D in S exists, then there is a
onept desription in S only ontaining attributes ourring in C or D that is equivalent
to the ls.
Therefore, when asking for the existene of an ls, we an w.o.l.g. assume that the set of
attributes A is nite. This fat will be used in the following two subsetions.
5.3 Deiding the Existene of an LCS
From the following orollary we will derive the desired deision algorithm for the existene
of an ls of two onept desriptions in S. To state the orollary we need to introdue the
language L
G
C
(q
1
; q
2
) := fw 2 A

j there is a path from the node q
1
to q
2
in G
C
labeled wg.
Sine desription graphs an be viewed as nite automata, suh a language will be regular.
Moreover, let aA

denote the set faw j w 2 A

g for an attribute a 2 A, where A is a nite
alphabet.
Corollary 7 G

1
ontains an innite number of same-as nodes i either
(i) there exist nodes (h
1
; p
0
), (h
2
; p
0
) in G as well as nodes f , e
1
, e
2
in G
C
, and attributes
a; b 2 A suh that
1. h
1
6= h
2
, e
1
6= e
2
;
2. p
0
does not have a b-suessor in G
D
;
3. (e
1
; a; f), (e
2
; a; f) are edges in G
C
; and
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4. L
G
C
(h
1
; e
1
) \ L
G
C
(h
2
; e
2
) \ bA

is an innite set of words;
or
(ii) the same statement as (i) but with r^oles of C and D swithed.
Proof. We rst prove the only-if diretion. Assume that G

1
ontains an innite number
of same-as nodes. Then, w.l.o.g., we nd the onguration in G

1
desribed in the proof
of Theorem 6. This onguration satises the onditions 1. and 3. stated in the orollary.
If, for i 6= j, the words x
i
and x
j
oinide, we an onlude n
i
= n
j
beause G

1
is a
deterministi graph. However, by denition, n
i
6= n
j
. Hene, x
i
6= x
j
. Beause A is nite,
we an, w.l.o.g., assume that all x
i
's have b 2 A as their rst letter for some xed b. Thus,
ondition 4. is satised as well. Aording to the onguration, the b-suessor of (; p
0
) in
G

1
is of the form (; p
0
0
) where p
0
0
is a tree node. Thus, p
0
does not have a b-suessor in
G
D
, whih means that ondition 3. is satised.
We now prove the if diretion of the orollary. For this purpose, let bx 2 L
G
C
(h
1
; e
1
) \
L
G
C
(h
2
; e
2
) \ bA

. Sine p
0
has no b-suessor in G
D
it follows that there are tree nodes
t; t
0
in G
1
D
suh that p
0
bxtat
0
2 G
1
D
. Thus, we have (h
1
; p
0
)bx(e
1
; t)a(f; t
0
) 2 G

1
and
(h
2
; p
0
)bx(e
2
; t)a(f; t
0
) 2 G

1
. Sine e
1
6= e
2
, we an onlude (e
1
; t) 6= (e
2
; t). This means
that (f; t
0
) is a same-as node. Analogously, for by 2 L
G
C
(h
1
; e
1
) \ L
G
C
(h
2
; e
2
) \ bA

there
are tree nodes s; s
0
in G
1
D
suh that p
0
bysas
0
2 G
1
D
and (f; s
0
) is a same-as node in G

1
.
Sine bx and by both start with b, and the b-suessor of p
0
in G
1
D
is a tree node, x 6= y
implies s
0
6= t
0
. Hene, (f; t
0
) and (f; s
0
) are distint same-as nodes. This shows that if the
set L
G
C
(h
1
; e
1
)\L
G
C
(h
2
; e
2
)\ bA

is innite, G

1
must have an innite number of same-as
nodes. ut
For given nodes (h
1
; p
0
), (h
2
; p
0
) in G, attributes a; b 2 A, nodes f; e
1
; e
2
2 G
C
the ondi-
tions 1. to 3. in Corollary 7 an obviously be heked in time polynomial in the size of the
onept desriptions C and D. As for the last ondition, note that an automaton aepting
the language L
G
C
(h
1
; e
1
)\L
G
C
(h
2
; e
2
)\ bA

an be onstruted in time polynomial in the
size of C. Furthermore, for a given nite automaton it is deidable in time polynomial in
the size of the automaton if it aepts an innite language (see the book by Hoproft and
Ullman (1979) for details). Thus, ondition 4. an be tested in time polynomial in the size
of C and D as well. Finally, sine the size of G and G
C
is polynomial in the size of C and D,
only a polynomial number of ongurations need to be tested. Together with Corollary 7
these omplexities provide us with the following orollary.
Corollary 8 For given onept desriptions C and D in S it is deidable in time polynomial
in the size of C and D whether ls of C and D exists in S.
5.4 Computing the LCS
In this subsetion, we rst show that the size of an ls of two S-onept desriptions may
grow exponentially in the size of the onept desriptions. This is a stronger result than
that presented for partial attributes, where it was only shown that the ls of a sequene of
onept desriptions in S an grow exponentially. Then, we present an exponential time ls
algorithm for S-onept desriptions.
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Figure 8: The anonial desription graphs for C
0
and D
k
In order to show that the ls may be of exponential size, we onsider the following
example, where A := fa; b; ; dg.We dene
C
0
:= a # b;
D
k
:=
k
u
i=1
a
i
# ad
i
u
k
u
i=1
b
i
# bd
i
u a
k
a # b
k
a:
The orresponding anonial desription graphs G
C
0
and G
D
k
are depited in Figure 8.
A nite graph representing the ls of C
0
and D
k
is depited in Figure 9 for k = 2.
This graph an easily be derived from G
1
C
0
 G
1
D
k
. The graph omprises two binary trees
of height k, and thus, it ontains at least 2
k
nodes. In the following, we will show that
there is no anonial desription graph G
E
k
(with root n
0
) representing the ls E
k
of C
0
and D
k
with less than 2
k
nodes. Let x 2 f; dg
k
be a word of length k over f; dg, and let
v := axa, w := bxa. Using the anonial desription graphs G
C
0
and G
D
k
it is easy to see
that C
0
v
t
v # w and D
k
v
t
v # w. Thus, E
k
v
t
v # w. By Algorithm 2, this means that
there are words v
0
; w
0
; u suh that v = v
0
u, w = w
0
u, and there are paths from n
0
labeled
v
0
and w
0
in G
E
k
leading to the same node in G
E
k
. Suppose u 6= ". Then, Algorithm 2
implies E
k
v
t
ax # bx. But aording to G
D
, D 6v
t
ax # bx. Therefore u must be the empty
a b
 d

 d
d d
d 

d 
a a a a a a a a
2
Figure 9: A nite graph representing the ls of C
0
and D
2
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word ". This proves that in G
E
k
there is a path from n
0
labeled axa for every x 2 f; dg
k
.
Hene, there is a path for every ax. Now, let y 2 f; dg
k
be suh that x 6= y. If the paths
for ax and ay from n
0
in G
E
k
lead to the same node, then this implies E
k
v
t
ax # ay in
ontradition to C
0
6v
t
ax # ay. As a result, ax and ay lead to dierent nodes in G
E
k
. Sine
f; dg
k
ontains 2
k
words, this shows that G
E
k
has at least 2
k
nodes. Finally, taking into
aount that the size of a anonial desription graph of a onept desription in S is linear
in the size of the orresponding desription we obtain the following theorem.
Theorem 7 The ls of two S-onept desriptions may grow exponentially in the size of
the onepts.
The following (exponential time) algorithm omputes the ls of two S-onept desriptions
in ase it exists.
Algorithm 3
Input: onept desriptions C, D in S, for whih the ls exists in S;
Output: ls of C and D in S;
1. Compute G
0
:= G
C
G
D
;
2. For every ombination
 of nodes (h
1
; p
0
), (h
2
; p
0
) in G = G
C
G
D
, h
1
6= h
2
;
 a 2 A, e
1
; e
2
; f in G
C
, e
1
6= e
2
, where (e
1
; a; f) and (e
2
; a; f) are edges in G
C
extend G
0
as follows: Let G
h
1
;t
, G
h
2
;t
be two trees representing the (nite) set of words
in
L :=
0

L
G
C
(h
1
; e
1
) \ L
G
C
(h
2
; e
2
) \
[
b62su(p
0
)
bA

1
A
[
(
f"g; if a 62 su(p
0
)
; ; otherwise
where su(p
0
) := fb j p
0
has a b-suessorg and the set of nodes of G
h
1
;t
, G
h
2
;t
, and
G
0
are assumed to be disjoint. Now, replae the root of G
h
1
;t
by (h
1
; p
0
), the root of
G
h
2
;t
by (h
2
; p
0
), and extend G
0
by the nodes and edges of these two trees. Finally,
add a new node n
v
for every word v in L, and for eah node of the trees G
h
1
;t
and
G
h
2
;t
reahable from the root of G
h
1
;t
and G
h
2
;t
by a path labeled v, add an edge with
label a from it to n
v
. The extension is illustrated in Figure 10.
3. The same as in step 2, with r^oles of C and D swithed.
4. Compute the anonial graph of G
0
, whih is alled G
0
again. Then, output the onept
desription C
G
0
of G
0
.
Proposition 3 The translation C
G
0
of the graph G
0
omputed by Algorithm 3 is the ls E
of C and D.
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a a
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d d
 
n
b
n
b
n
bad
G
0
(h
1
; p
0
) (h
2
; p
0
)
Figure 10: The extension at the nodes (h
1
; p
0
), (h
2
; p
0
) in G
0
where L = fb; b; badg
Proof. It is easy to see that if there are two paths in G
0
labeled y
1
and y
2
leading from
the root (n
C
; n
D
) to the same node, then G

1
ontains suh paths as well. Consequently,
(E 
t
)G

1
v
t
G
0
.
Now, assume E v
t
y
1
# y
2
, y
1
6= y
2
. By Proposition 2 we know that there are paths
in G

1
labeled y
1
and y
2
leading to the same node n. W.l.o.g, we may assume that n is a
same-as node in G

1
. Otherwise, there exist words y
1
0
; y
2
0
; u with y
1
= y
1
0
u, y
2
= y
2
0
u suh
that y
1
0
and y
2
0
lead to a same-as node. If we an show that G
0
ontains paths labeled y
1
0
and y
2
0
leading to the same node, then, by Algorithm 2, this is suÆient for G
0
v
t
y
1
# y
2
.
So let n be a same-as node. We distinguish two ases:
1. If n is a node in G = G
C
G
D
, then the paths for y
1
and y
2
are paths in G. Sine G
is a subgraph of G
0
this holds for G
0
as well. Hene, C
G
0
v
t
y
1
# y
2
.
2. Assume n is not a node in G. Then, sine n is a same-as node, we know that n is of the
form (f; t) or (t; f) where f is a non-tree node and t is a tree node. By symmetry, we
may assume that n = (f; t). Now it is easy to see that there exist nodes h
1
; h
2
; e
1
; e
2
in
G
C
, p
0
in G
D
, and a tree node q
0
in G
1
D
as well as a 2 A and x; v; w 2 A

as speied
in Lemma 7 suh that y
1
= vxa and y
2
= wxa. But then, with h
1
; h
2
; e
1
; e
2
; p
0
; f and
a the preonditions of Algorithm 3 are satised and x 2 L. Therefore, by onstrution
of G
0
there are paths labeled y
1
and y
2
, respetively, leading from the root to the same
node. ut
We note that the produt G of G
C
and G
D
an be omputed in time polynomial in the
size of C and D. Furthermore, there is only a polynomial number of ombinations of nodes
(h
1
; p
0
), (h
2
; p
0
) in G, e
1
; e
2
; f in G
C
, a 2 A. Finally, the nite automaton for L an be
omputed in time polynomial in the size of C and D. In partiular, the set of states of this
automaton an polynomially be bounded in the size of C and D. If L ontained a word
longer than the number of states, the aepting path in the automaton ontains a yle. But
then, the automaton would aept innitely many words, in ontradition to the assumption
that L is nite. Thus, the length of all words in L an be bounded polynomially in the
size of C and D. In partiular, this means that L ontains only an exponential number of
words. Trees representing these words an be omputed in time exponential in the size of
C and D.
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Corollary 9 If the ls of two S-onept desriptions exists, then it an be omputed in time
exponential in the size of the onept desriptions.
6. Conlusion
Attributes | binary relations that an have at most one value { have been distinguished
in many knowledge representation shemes and other objet-entered modeling languages.
This had been done to failitate modeling and, in desription logis, to help identify tratable
sets of onept onstrutors (e.g., restriting same-as to attributes). In fat, same-as restri-
tions are quite important from a pratial point of view, beause they support the modeling
of ations and their omponents (Borgida & Devanbu, 1999).
A seond distintion, between attributes as total versus partial funtions, had not been
onsidered so essential until now. This paper has shown that this distintion an sometime
have signiant eets.
In partiular, we have rst shown that the approah for omputing subsumption of
Classi onepts with total attributes, presented by Borgida and Patel-Shneider (1994),
an be modied to aommodate partial attributes, by treating partial attributes as roles
until they partiipate in same-as restritions, in whih ase they are \onverted" to to-
tal attributes. As a result, we obtain polynomial-time algorithms for subsumption and
onsisteny heking in this ase also.
In the ase of omputing least ommon subsumers, whih was introdued as a tehnique
for learning non-propositional desriptions of onepts, we rst noted that several of the
papers in the literature (Cohen & Hirsh, 1994a; Frazier & Pitt, 1996) (impliitly) used
partial attributes, when onsidering Classi. Furthermore, these papers used a weaker
version of the \onept graphs" employed in (Borgida & Patel-Shneider, 1994), whih
make the results only hold for the ase of same-as restritions that do not generate \yles".
Furthermore, the algorithm proposed by Frazier and Pitt (1996) does not handle inonsistent
onepts, whih an easily arise in Classi onepts as a result of onits between lower
and upper bounds of roles.
Therefore, we have provided an ls algorithm together with a formal proof of orretness
for a sublanguage of Classi with partial attributes, whih allows for same-as equalities
and inonsistent onepts | the algorithm and proofs an easily be extended to fullClassi
(Kusters & Borgida, 1999). In this ase, the ls always exists, and it an be omputed in
time polynomial in the size of the two initial onept desriptions. As shown by Cohen et al.
(1992), there are sequenes of onept desriptions for whih the ls may grow exponentially
in the size of the sequene.
To omplete the piture, and as the main part of the paper, we then examined the
question of omputing ls in the ase of total attributes. Surprisingly, the situation here
is very dierent from the partial attribute ase (unlike with subsumption). First, for the
language S the ls may not even exist. (The existene of the ls mentioned by Cohen et al.
(1992) is due to an inadvertent swith to partial semantis for attributes.) Nevertheless,
the existene of the ls of two onept desriptions an be deided in polynomial time. But
if the ls exists, it may grow exponentially in the size of the onept desriptions, and hene
the omputation of the ls may take time exponential in the size of the two given onept
desriptions.
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As an aside, we note that it has been pointed out by Cohen et al. (1992) that onept
desriptions in S orrespond to a nitely generated right ongruene. Furthermore, in this
ontext the ls of two onept desriptions is the intersetion of right ongruenes. Thus,
the results presented in this paper also show that the intersetion of nitely generated
right ongruenes is not always a nitely generated right ongruene, and that there is a
polynomial algorithm for deiding this question. Finally, if the intersetion an be nitely
generated, then the generating system may be exponential and an be omputed with
an exponential time algorithm in the size of the generating systems of the given right
ongruenes.
The results in this paper therefore lay out the sope of the eet of making attributes
be total or partial funtions in a desription logi that supports the same-as onstrutor.
Moreover, we orret some problems and extend results in the previous literature.
We believe that the disparity between the results in the two ases should serve as a
warning to other researhers in knowledge representation and reasoning, onerning the
importane of expliitly onsidering the dierene between total and partial attributes.
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