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We present guidelines to estimate the effect of electrostatic repulsion in sedimenting dilute par-
ticle suspensions. Our results are based on combined Langevin dynamics and lattice Boltzmann
simulations for a range of particle radii, Debye lengths and particle concentrations. They show a
simple relationship between the slope K of the sedimentation velocity over the concentration versus
the range χ of the electrostatic repulsion normalized by the average particle-particle distance. When
χ→ 0, the particles are too far away from each other to interact electrostatically and K = 6.55 as
predicted by the theory of Batchelor. As χ increases, K likewise increases up to a maximum around
χ = 0.5 and then decreases again to a concentration-dependent constant over the range χ = 0.5− 1,
while the particles transition from a disordered gas-like distribution to a liquid-like state with a
narrow distribution of the interparticle spacing.
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2I. INTRODUCTION
The physics of sedimenting particles have proven to be surprisingly difficult to model thoroughly throughout the
largest part of the 20th century. While a single particle slowly sedimenting in a sufficiently large container can be
easily described by Stokes’ law, the long-ranged nature of hydrodynamic interactions renders the dependence of the
sedimentation speed on the particle concentration difficult to calculate. This complication is further exacerbated by the
high sensitivity of the sedimentation speed on factors such as convection currents due to temperature inhomogeneities
in the solvent [1], clustering of particles due to van der Waals interactions, or effects of polydispersity [2], which are
all difficult to avoid completely in experiments and practical applications.
For the purpose of brevity we refer to the case of uncharged particles interacting only via hydrodynamics and
steric repulsion as the case of non-interacting particles throughout this paper. Historically, it took several decades
of research under divergent results to finally arrive at a proper correction of Stokes’ law for the sedimentation rate
of non-interacting particles even in the dilute limit, i.e. assuming small but finite particle concentrations. In 1911
Smoluchowski derived corrections for Stokes’ law taking into account the hydrodynamic interaction of a finite number
of sedimenting particles [3]. One year later, he tentatively treated the case of an infinite suspension, albeit limited to
a regular, periodic arrangement of perfectly uniform density [4]. Many later publications, notably those of Richardson
and Zaki in 1954, [5] and Hasimoto in 1959 [6], are similarly limited to treating different types of regular arrangements
of particles.
Burgers in 1941, [7] and later Pyun and Fixman in 1964, [8] attempted to treat truly random arrangements of
spheres and correctly arrived at a correction to the sedimentation speed that is linear in concentration, but they did
not succeed in deriving the correct prefactor. The theory of non-interacting particles reached a major breakthrough
when in 1972 Batchelor [9] derived the sedimentation velocity v at dilute but finite particle volume fraction φ relative
to the velocity v0 at infinite dilution as
v
v0
= 1−Kφ (1)
with K = 6.55. Similarly, the sedimentation speed is often written as
v
v0
=
1
1 +Kφ
, (2)
which, as one can show via the Taylor series, is identical to Eq. (1) in the limit of small φ. The sedimentation velocity
remains positive for all φ following Eq. (2), unlike Eq. (1), though neither equation is accurate anywhere near the
concentration φ ≈ 15% where Eq. (1) goes to zero. Beyond the dilute limit, the Rotne-Prager far-field approximation
of hydrodynamic interactions was shown by Brady and Durlofsky in 1988 to be accurate for non-interacting spheres
even up to a volume fraction of 50% [10].
Especially for particles of nanometer scale the neglect of any non-hydrodynamic interparticle interactions is a strict
limitation though. Most types of colloidal particles tend to accumulate considerable surface charges when dissolved in
water depending on the pH value [11–13]. This leads to strong electrostatic interactions which typically decay over a
Debye length of the order of 10 nm. The Debye length in water can in principle reach hundreds of nanometers, though
this requires high degrees of purity that are in practice difficult to achieve. For this reason a majority of studies on
sedimentation of interacting particles focus on the effect of attractive potentials [14, 15]. In organic solvents such as
ethanol, however, Debye lengths of around 800 nm have been reached in experiments [16].
For general interaction potentials Φ, Batchelor and Wen [17] derived a linear correction to the sedimentation velocity
v/v0 = 1 − Kφ with K = 6.55 − 0.44α. If s is the distance between the surfaces of two particles of radius R and
sˆ = s/R, then
α = 3
∫ ∞
0
(
e
−Φ(sˆ)kBT − 1)sˆ2 dsˆ, (3)
where kB is the Boltzmann constant and T the temperature. However, the model fails whenever the interaction
potential causes the suspension to become unstable or when the potential causes a substantial change of the radial
distribution function (RDF) of the particles.
For particle suspensions with strong electrostatic interactions and weak screening (i.e. a large Debye length λD
which is comparable to the average particle-particle distance) a strongly non-linear decrease of the sedimentation
velocity with concentration has been both predicted theoretically and observed experimentally [16, 18] even in the
dilute limit where φ < 1%.
In 1954 Booth presented a theory on electrostatically interacting sedimenting particles [19]. Booth developed the
dipole moment of sedimenting charged particles as a power series in terms of the particle charge or zeta potential
3and managed to calculate the first two coefficients in the series. The theory is thus appropriate for sufficiently low
charges/zeta potentials, although this limitation was removed in a numerical extension of Booth’s work by Stigter in
1980 [20]. Both Booth’s and Stigter’s theories completely neglect hydrodynamic interactions between the particles
and do not take changes in the RDF of the suspension into account.
A number of studies [21–24] of sedimentation under both electrostatic and hydrodynamic particle-particle interac-
tions have been performed using cellular methods to obtain the hydrodynamic component, either with the free-surface
boundary condition by Happel [25] or the zero vorticity condition by Kuwabara [26]. While experimental results con-
firm the cell models as adequate to calculate the sedimentation potential [27], both the method by Happel and that
of Kuwabara fail to correctly reproduce the sedimentation behaviour of non-interacting particles in the dilute limit
found by Batchelor about 14 years after the introduction of the method [9, 25, 26]. Furthermore, cellular methods
cannot take into account changes in the RDF of the sedimenting suspension induced by the electrostatic interactions
and they assume an electrically neutral unit cell, which may be a too rough simplification if Debye layers overlap
strongly [28].
Another promising approach in modeling charged particle sedimentation numerically was taken by Watzlawek and
Na¨gele [29], though their approach is limited by the fact that only hydrodynamic pair interactions can be taken into
account. Simply neglecting many-body hydrodynamic interactions was shown by Brady and Durlofsky [10] to lead to
a significant error in the sedimentation rate already at volume fractions of 5%, though surprisingly the result improved
considerably when additionally neglecting stresslet contributions as per the Rotne-Prager approximation. Approxi-
mate many-body hydrodynamic interactions can be taken into account using the Stokesian dynamics method, though
the original method’s O(N3) performance scaling strongly limits the number of particles N that can be simulated [30].
While scaling has been improved to O(N logN) in what is known as accelerated Stokesian dynamics [31], and in re-
cent years to O(N) in fast Stokesian dynamics [32], the handling of hydrodynamic interactions remains fundamentally
approximate due to a truncated expansion of the mobility matrix, and the increase in performance comes at the cost
of an additional numerical parameter - the distance at which the Ewald sum formulation of hydrodynamics switches
from real space to wave space. The method has been demonstrated to be parallelizable efficiently up to a few hundred
CPUs [33]. Parallelized Stokesian dynamics have been used to study the sedimentation of aggregates of thousands of
polydisperse particles [34].
An alternative approach to study sedimentation of particles in a fluid is to couple the discrete element method for the
dynamics of suspended particles to a solver for the hydrodynamics at the Navier-Stokes level. Many different methods
have been used for the latter, such as directly solving the Navier-Stokes equation using the finite element method [35],
smoothed particle hydrodynamics [36], or stochastic rotation dynamics [37, 38]. In this work we employ the lattice
Boltzmann method (LBM). It has been shown to be a viable tool to capture the full hydrodynamic interactions of
large numbers of non-interacting sedimenting particles by Nguyen and Ladd in 2005 [39], though there is similar work
by Ladd with smaller particle numbers dating back to 1994 [40]. Later on the method has similarly been used to treat
the case of particles with attractive interaction potentials [41]. Several different algorithms for coupling particles to
the LBM fluid exist, the method is numerically efficient and is not limited to low Reynolds number flows [42]. For low
Reynolds number flows the LBM has been found to give results consistent with the Stokesian dynamics method [43].
Previous numerical work on sedimentation under repulsive interactions includes Stokesian dynamics simulations by
Banchio et al. and Gapinski et al. [44–46], obtaining the structure factor of the suspension and the hydrodynamic
function H(q) for selected values of salt and particle concentrations. Though their results are focused more on
modelling diffusivity, the hydrodynamic function contains the relative sedimentation speed of the suspension under a
spatially constant force for q = 0. Comparison of experiments with the hydrodynamic function for given concentration
and as a function of q requires measuring the static structure factor, e.g. via X-ray scattering, as well as the collective
diffusion function, e.g. via dynamic light scattering. Our approach of quantifying the functional shape and the
mean slope of the sedimentation velocity as a function of concentration for a broad range of salt concentrations
and different particle concentration ranges should lend itself to a more straightforward comparison to centrifugal
sedimentation experiments.
In this paper we numerically study the impact of electrostatic interactions modeled by DLVO theory on sedimenting
suspensions with varying salt and particle concentrations. By simulating the interactions of a large number of particles
and the resulting changes in the RDF explicitely and by including full hydrodynamic interactions using the LBM we
improve upon previous models and contribute to a clearer picture of how electrostatic interactions influence the
dependence of particle sedimentation on salt and particle concentrations. Our results are somewhat generalizable
and should remain qualitatively similar under any other type of strong repulsive interactions with a sharp decay at a
well-defined distance.
4II. MODEL AND METHODOLOGY
Each sedimentation simulation for a given set of concentration, particle size, and Debye length parameters consists
of two major steps. First, a set of particle positions representative of a bulk equilibrium system of suspended particles
with partially screened electrostatic interactions and no additional forces is generated. The interactions are modeled
by DLVO theory, in which Coulomb repulsion of charged particles decays exponentially over the Debye length λD due
to the presence of counterions in the solvent. Second, the hydrodynamic interactions and the resulting sedimentation
velocity under constant acceleration representing gravitational or centrifugal forces are calculated for the particle
positions obtained previously. The final result is the particle velocity in the direction of the gravitational acceleration
averaged over all particles. While in the first step, both particle positions and particle velocities evolve in time, only
the velocities are updated in the last step while the positions remain fixed.
A. Generating Particle Positions
In the first step, we initialize about 10 000 spherical particles with random positions ri without overlap in a 3D
rectangular system with periodic boundary conditions. The particle positions are evolved in time t in each spatial
dimension ι according to the Langevin equation
m
∂2rιi
∂t2
= −γ ∂r
ι
i
∂t
+
∑
j 6=i
F ιi (ri, rj) + η
ι
i(t). (4)
The particle mass m is set to reproduce a particle density of 1800 kg m−3, which is a realistic value for e.g. SiO2
nanoparticles. Pairwise particle interaction forces Fi(ri, rj) account for DLVO and steric interactions with all sur-
rounding particles up to a cutoff radius carefully selected depending on the range of the DLVO interactions. Stokes’
law provides the translational friction coefficient γ = 6piµR based on the dynamic viscosity µ. The randomized force
η represents thermal fluctuations and fulfills the fluctuation dissipation theorem in each spatial dimension, which is
given by
〈ηι(t)ηι(t′)〉 = 2kBTγδ(t− t′). (5)
The Langevin equation is discretized in time and the particle positions are updated according to the leapfrog algorithm.
Convergence of the Langevin dynamics simulations is determined based on the time evolution of the total DLVO
interaction energy in the system. When the drift in the energy over the last 5000 time steps is smaller than the
standard deviation of the energy due to thermal fluctuations, the simulation is stopped. The final particle positions are
then transferred to a lattice Boltzmann (LB) simulation to determine the hydrodynamic interaction of the particles.
For simulations with no DLVO interactions, the Langevin dynamics simulations are skipped and random particle
positions are used in the LB simulation.
B. Particle-Fluid Coupling
LB simulations are performed using our in-house code lb3d [47–49]. In our LB implementation, fluid properties are
calculated on a regular cubic lattice in three dimensions. On each lattice site 19 scalar populations fi are defined
and the lattice constant is referred to as ∆x. Each population is proportional to the fraction of fluid flowing in the
direction ci toward a neighboring lattice site or remaining at rest (c19 = 0) during that time step. In each time step
∆t they are shifted to a neighboring lattice site according to
fi(r, t)→ fi(r+ ci, t+ ∆t), (6)
and then relaxed toward an equilibrium distribution f eqi in the collision step
fi → fi − 1
τr
(fi − f eqi ) + Si. (7)
This approach, using a single relaxation time τr, is known as the BGK scheme, after Bhatnagar, Gross and Krook. We
performed all our simulations with τr = 1 for reasons of numerical simplicity. f
eq
i is a truncated Maxwell-Boltzmann
distribution for the discretized set of possible velocities along the directions ci [50, 51]. The source term Si stems
from the action of body forces. A number of different schemes to calculate Si have been shown to produce physically
5accurate results. For this work we choose a scheme by Kupershtokh [52, 53]. Letting ∆m be the simulation unit of
mass, the fluid density ρf and velocity vf at a given lattice site are calculated as
ρf =
∆m
∆x3
19∑
i=1
fi, (8)
vf =
∆x
ρf∆t
19∑
i=1
fici (9)
and the dynamic viscosity is given as
µ =
ρf
6
(2τr − 1)∆x
2
∆t
. (10)
Particles are coupled to the interpolated fluid velocity via a friction force following an approach based on work by
Ahlrichs and Du¨nweg [54]. According to Stokes’ law, the friction force experienced by a single particle of velocity vp
inserted into a fluid flowing with velocity vf is
Fs = −γ
(
vp − vf
)
= −γv∆. (11)
The same friction force, with the opposite sign, also acts on the fluid, following Newton’s third law. Naturally, the
presence of the particle in the flow immediately affects the local flow field, enforcing a zero slip boundary condition
on the surface of the particle. Applying Eq. (11) in the numerical model using γ = 6piµR and setting vf equal to
the fluid velocity from the LBM interpolated to the particle position results in steady-state velocities vp = |vp| that
are higher than the expected result from Stokes’ theory, as vf in Eq. (11) represents the fluid velocity without the
Stokeslet contribution from the considered particle.
The contribution of the particle to its surrounding flow field can, however, be easily substracted by rescaling the
friction coefficient, as shown by Ollila et al. [55].
γ −→
(
1
γ
− 1
γs
)−1
. (12)
The correction factor γs depends on the stencil on which the fluid velocity is interpolated as well as other details of
the numerical implementation. It can, in principle, be determined analytically [56], or, as we do, via a fit on a series of
numerical measurements of the steady-state single particle velocity as a function of the input friction coefficient [55].
We use a cubic stencil with a side length of four lattice discretization lengths ∆x and a weighting function derived
by Peskin [57]. For R = ∆x we obtain γs ≈ 4.91 in simulation units so that the correction in Eq. (12) increases γ by
a factor of ∼ 2.78. From here on, γ always refers to the corrected friction coefficient according to the substitution in
Eq. (12).
Assuming a constant vf and no other forces acting on the particle, the particle velocity update by one time step
can be written as
v∆(ti+1) = v∆(ti) + ∆t
Fs(ti)
m
= v∆(ti)
(
1−∆t γ
m
)
. (13)
If ∆t γm < 1, vp approaches vf via an exponential decay. If 1 < ∆t
γ
m < 2, vp oscillates around vf due to discretization
errors, but |v∆| still decays to zero in time. If, however, ∆t γm > 2, then |v∆| diverges to infinity in an oscillating
manner. The easiest way to avoid these discretization effects would be to choose the time step so that ∆t < m/γ,
or, at least, ∆t < 2m/γ. However, large values of both γ and ∆t are desirable when simulating a suspension at low
Reynolds number.
Hence, in our approach, in each time step we first sum up all forces acting on a particle except for the friction force
Fs into Fp(ti, ri) and then calculate the average total force 〈FT〉∆t acting on the particle over a single time step from
ti− 12 to ti+ 12 with Fp and vf assumed constant, while vp and Fs vary continuously. As previously mentioned, we
are interested only in the particle velocities in the hydrodynamic simulations. Hence we neglect thermal fluctuations
here, which would only add statistical noise with mean zero to the result. Solving the Langevin equation (4) without
the thermal force η for vp(t) under these conditions, the averaged total force is
〈FT〉∆t(ti) = − γ
∆t
t
i+ 1
2∫
t
i− 1
2
vp(τ)− vf(ti) dτ
=
(
1− e− γm∆t
)(
Fp(ti)
γ
− vp(ti− 12 ) + vf(ti)
)
m
∆t
.
(14)
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Figure 1. (a) Relative sedimentation velocity of a pair of particles at fixed relative positions under a constant force acting
at an angle Θ to the connecting line between the particles. The full lines show the theory prediction following Eq. (15). (b)
Sedimentation velocity over particle concentration for non-interacting particles. The error bars stem from averaging over 6
simulations per concentration with different random particle placements. The dashed line shows the corresponding analytical
solution by Batchelor [9]. (c) As (b), but with long-ranged repulsive DLVO interactions. The full line is a fit of the form
v/v0 = a − ςφ 13 similar to Eq. (18), giving a = 1.02 and ς = 1.71. The dashed line shows the linear fit used to obtain the
slope K = 21.3. Note that, again, averaging has been done over 6 simulations, but the resulting error bars are smaller than
the symbols.
Because we use the leapfrog algorithm to generate particle trajectories, vp(ti− 12 ) shifted by half a time step with
respect to positions and forces is readily available. The fluid velocity in Eq. (14) is vf(ti) instead of vf(ti− 12 ) because
we require the fluid velocity averaged over the time step from ti− 12 to ti+ 12 . In the overdamped limit, when m/γ  ∆t,
Eq. (14) gives the same acceleration from Fp as predicted by Brownian dynamics, plus advection by vf .
The averaged friction force acting on the fluid can be identified as −(〈FT〉∆t−Fp) and it is distributed to the fluid
sites surrounding the particle on the same stencil on which the interpolation of vf takes place. The sedimentation of
particles in our LB simulations is triggered by a constant force Fg representing gravitational or centrifugal acceleration,
as well as the counteracting buoyancy. It is added to Fp for each particle. The force is chosen sufficiently small, so
that the Reynolds number of the resulting flow is Re <∼ 5× 10−6. The same force Fg with opposite sign is distributed
homogenously among all fluid sites in the system. This ensures global conservation of momentum and mimics the
backflow of the displaced fluid, which would occur during sedimentation in a closed cell.
The simulations are considered converged when the slope of the sedimentation velocity over time relative to the
velocity at infinite dilution and averaged over all particles and the last 1000 time steps falls below a threshold value
of 5× 10−8. This procedure usually requires between 5000 and 20 000 LB time steps. We find that letting some
simulations run up to about thirty times longer changes the final sedimentation velocity by less than 0.01%. Most
of the uncertainty in our results seems to stem from the finite sample size of 10 000 particles and the randomness
involved in their initial placement and subsequent evolution under Langevin dynamics.
Remember that we keep the particle positions fixed during the LB simulations in order to perfectly preserve the
RDF produced by the interparticle forces in the preceding Langevin simulation. However, because the Reynolds
number and hence the particle velocities are so small, the particles would anyway move at most about 0.02∆x before
the LB simulation is aborted due to convergence according to the above-mentioned criteria.
We measure the single particle velocity v0 in sedimentation direction under random particle placement in each
simulation setup used for our sedimentation simulations and average these measurements. Since we simulate approx-
imately the same number of particles in every simulation, the system size has to vary with concentration. This in
turn leads to a changing degree of influence of the periodic boundaries on the single particle. Also its position with
respect to the lattice can have a small (< 1%) influence on the obtained steady-state velocity [55]. We observe a
standard deviation among these measurements of
√
〈v20〉 − 〈v0〉2/〈v0〉 = 0.24%. The averaged v0 deviates from the
theoretical Stokes velocity by about 1% due to the above reasons as well as likely inaccuracies in the calibration of γs
from Eq. (12).
C. Validation
In order to check the accuracy of the particle-fluid coupling, we compare our simulations with known results for the
sedimentation behavior of non-interacting particles. First, we compute the velocity of a pair of neighboring particles
under constant acceleration in Stokes flow. Two particles with a radius equal to the length of discretization of the LB
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Figure 2. Sample plots of the total DLVO potential compared to only the repulsive part acting between a pair of particles in
water for different Debye lengths with R = 300 nm and ζ = 50 mV.
solver are initialized in a fully periodic system. As described in section II B, Fg is applied to each particle in the same
direction and −2Fg is spread homogenously over all fluid lattice sites. The component of the final sedimentation
velocity in direction of Fg and relative to the velocity of a single particle can be written as
v
v0
= λ1 cos
2 Θ + λ2(1− cos2 Θ), (15)
where λ1 and λ2 as such are given in tabulated form as a function of the interparticle distance by Batchelor [9], albeit
the original computations were performed by Stimson and Jeffery [58] for λ1, and Goldman et al. [59] for λ2. Here, Θ
is the angle between the connecting line of the particle centers and the direction of Fg. As shown in Fig. 1(a), very
good agreement with Eq. (15) is obtained, remarkably even when the interparticle distance from center to center is
less than 3 discretization lengths.
Next, we benchmark Eq. (1) for the sedimentation velocity of non-interacting hard sphere particles in bulk by
simulating about 10 000 sedimenting particles in the same way as in the previous test. The corresponding results in
Fig. 1(b) also show good agreement with Eq. (1), with a measured K = 6.10± 1.24.
For several representatively chosen parameter combinations we repeat simulations up to 6 times changing only
the random number generator seed and calculate the standard deviation of the resulting velocities as described in
Appendix A. The resulting errors depicted by the error bars account for variations due to finite sample size and the
randomness of initial particle placement. The errors strongly depend on the simulation parameters used and are
largest for non-interacting particles. In Fig. 1(c) the error bars of the velocities of strongly interacting particles are
smaller than the plotted symbols.
D. DLVO Interactions
The total force before adding the friction force via Eq. (14) in the Langevin simulations is a sum of DLVO pair
potentials with all particles within a numerical cutoff distance, i.e. Fip =
∑
j FDLVO(|ri−rj |). The DLVO interactions
in turn consist of an attractive contribution stemming from van der Waals interactions and a repulsive contribution
stemming from Coulomb repulsion screened by counterions: FDLVO = Fvdw + Fcoul. The van der Waals force of two
spheres of equal radius R at a surface to surface distance sˆ in multiples of R is the derivative of the potential [60]
Evdw = −AH
6
[
2
sˆ2 + 4sˆ
+
2
sˆ2 + 4sˆ+ 4
+ ln
(
sˆ2 + 4sˆ
sˆ2 + 4sˆ+ 4
)]
. (16)
We model van der Waals forces using an effective Hamaker constant of AH = 2× 10−20 J. This value is similar to
that measured by Fielden et al. [61] for a silica particle interacting with a partially oxidized silicon wafer. Valmacco
et al. [62] measured substantially lower values for pairs of silica particles in water, probably due to a high surface
roughness. A Hamaker constant of the order of 1× 10−20 J is to be expected for interactions between polystyrene
8particles in water [63]. As exemplified in Fig. 2, the strength of the repulsive component of the DLVO interaction in the
parameter space of large Debye lengths studied by us renders the van der Waals interaction almost irrelevant anyway,
so using a relatively high value may be the most reasonable choice short of neglecting van der Waals interactions
completely.
The repulsive component consists of a Coulomb interaction between like-charged spheres with an electrostatic
potential ζ at the hydrodynamic slipping plane, which is exponentially screened over a decay length λD (the Debye
length) by the presence of dissolved ions in a solvent of dielectric permittivity ε [60]
Ecoul = 4piRεζ
2e
− RλD sˆ/(sˆ+ 2). (17)
A comparison of the resulting total potential EDLVO = Evdw + Ecoul with Ecoul alone for R = 300 nm, ζ = 50 mV
and different values of λD is shown in Fig. 2. Note that, unlike the van der Waals potential in Eq. (16), an explicit
dependence on R remains in the repulsive potential in Eq. (17) even when writing all characteristic lengths as multiples
of R.
The simplified pair-wise interactions of DLVO theory are computationally efficient and allow us to reach large
particle numbers with acceptable computational effort. However, this approach neglects the deformation of the Debye
layer in the presence of a hydrodynamic flow. While taking this deformation into account could be achieved by coupling
the solver for the fluid and particle dynamics to a solver for the Nernst-Planck equation [64, 65], the influence of such
ion advection effects becomes negligible at small Peclet number [66]. In the present case the Peclet number, assuming
an ion diffusivity of 2× 10−9 m2 s−1, is Pe = O(10−3). A fully resolved double layer would further yield a reduction
of the sedimentation velocity due to the restoring dipole force acting on the particle when it is accelerated by Fg out
of the center of its ionic atmosphere [20, 67, 68]. Because this so-called primary charge effect is also present in the
sedimentation of a single particle, we assume its effect on the relative sedimentation speed v/v0 to be negligible.
III. RESULTS
We perform simulations for a range of Debye lengths from 5 nm to 950 nm with particle radii R set to 100, 200,
300, 450, and 600 nm. A Debye length of λD = 5 nm corresponds to a monovalent salt concentration of about 3.7 mM
in water at room temperature, whereas 950 nm is close to the Debye length obtained in perfectly pure water solely by
self-dissociation at a pH value of 7. We keep the zeta potential fixed at ζ = 50 mV regardless of the particle size.
For the smallest Debye length of 5 nm combined with the largest particles of R = 600 nm, strong aggregation
occurs, leading to negative values of K, as shown in Fig. 3. For smaller particles at the same Debye length, we
observe K ≈ 6.55 and almost no aggregation. To understand this, first note that the van der Waals potential in
Eq. (16) does not depend on R for a given sˆ. The repulsive potential in Eq. (17) on the other hand can be shown in
a simple mathematical exercise to always decrease when R is increased as long as s > λD. The proof can be found
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Figure 3. Sedimentation velocity over concentration of non-interacting and DLVO-interacting particles with radius R = 600 nm
at various Debye lengths. Aggregation causes the large positive slope at λD = 5 nm. The dotted lines at λD = 500 nm and
λD = 950 nm are fits via Eq. (18) with ν = 3.
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Figure 4. Illustration of how the magnitude of the repulsive DLVO potential at fixed distance s/R and Debye length λD/R in
units of the radius can vary significantly depending on R, neccessitating different values of ξ to approximate the system using
Eq. (20). The difference is particularly pronounced, when λD >∼ R.
in Appendix B. Thus, the attractive potential at distances beyond one Debye length is relatively stronger than the
repulsion for larger particles. We exclude simulations showing extensive aggregation from further analysis.
For small Debye lengths around 10 nm, the sedimentation velocity is predicted well by Eq. (1) with K ≈ 6.55. The
decrease in velocity with concentration in this case is linear and the slope is K ≈ 6.55. As λD increases, the slope
increases rapidly, meaning that mutual hindrance is increased and sedimentation slows down. While particles close
to each other sediment faster than a single particle, as shown in Fig. 1(a), at larger interparticle distances the effect
of fluid backflow dominates and particles slow down each other. An increase in λD leads directly to an increase in the
mean distance between next neighbors due to a longer range of the repulsive potential.
When λD is sufficiently large so that the particles cannot fully escape the repulsive potential of their neighbors,
v(φ) becomes distinctly non-linear. The non-linear regime is shown in Fig. 3 for λD = 500 nm and for λD = 950 nm.
According to calculations by Thies et al. [16], the sedimentation behaviour in the limit of large λD should follow
v(φ)
v0
= 1− ςφ 1ν , (18)
with ς ≈ 1.8 and ν ≈ 3, a functional form that is quite general for ordered particle arrays [16, 29, 69]. The slope
obtained from a linear fit over the concentration range [φ1, φ2] in a system described by Eq. (18) can be predicted as
K = ς
φ
1
ν
2 − φ
1
ν
1
φ2 − φ1 . (19)
While the more general Eq. (18) can give a better fit in the limit of large λD, the simpler linear fitting procedure may
often be preferable, particularly when working with data exhibiting significant statistical errors.
If λD is small enough for v(φ) to remain in the linear regime, K can be approximated via Eq. (3). However, if
the potential Φ in Eq. (3) is set equal to Ecoul + Evdw, the resulting K obviously depends on R, ζ and λD. Using
a more crude approximation of Φ as a step potential Φ = E0Θ(ξ − sˆ) which abruptly falls from E0  kBT to 0 at
surface-to-surface distance ξR one obtains the simple solution [17]
K ≈ 6.55 + 2.65(ξ2 + 2ξ). (20)
One might be tempted to identify ξ = λDR . However, as both the radius R and the zeta potential ζ influence the
strength of the repulsive potential at a given distance s/R significantly (see Fig. 4), we instead define ξ as the
surface-to-surface distance in mutliples of the radius at which EDLVO first exceeds 10kBT coming from infinity, thus
constituting a significant potential barrier.
The exact choice of the threshold value makes relatively little difference in the resulting value of ξ because of the
exponential decay of the repulsive potential. Because this measure depends on the charge state of the particle as well
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Figure 5. (a) Slope K from linear fits to the sedimentation velocity v(φ)/v0 over different ranges of concentration. χ = ξ/sˆφ
gives the range of the repulsive DLVO potential relative to the average interparticle distance. The black dashed line shows the
theory for non-interacting particles, the colored dashed lines show K according to Eq. (19), and the full lines follow Eq. (20).
(b) Non-linear fit parameters from Eq. (18) determined over a concentration range φ ∈ [0.2%, 0.8%] (low φ) or [1%, 1.4%] (high
φ). Compared to K in the simpler linear fit, the relative uncertainty in ς and ν is larger, particularly as χ → 0. Nonetheless,
theoretical expectations of ν ≈ 3 and ς ≈ 1.8 for ordered particle distributions, and ν ≈ 1 for disordered distributions are
fulfilled, as indicated by the dashed lines. (c) Changes in the radial distribution function induced by repulsive DLVO interactions
at φ = 0.8%. For χ >∼ 0.4 oscillations show long-range correlations in their position. (d) Distance to the next-neighbor-particle
snn and its standard deviation
√
Var(snn) within a particle distribution normalized by sφ and averaged over concentrations
φ ∈ [0.2%, 0.8%] (low φ) or [1%, 1.4%] (high φ) for each data point. Short full lines at χ = 0 correspond to theoretical values
for a perfectly random particle distribution. Small values of
√
Var(snn) indicate a narrow distribution of possible values of snn.
〈snn〉/sφ → 1 indicates the maximized average interparticle distance.
as its size, it encodes more information than the Debye length alone. Nonetheless it is easily calculated from Eqs. (17)
and (16) as long as the DLVO parameters of the system are known.
The theory behind Eq. (20) models the effect of the repulsive potential as an excluded volume around otherwise non-
interacting and thus randomly distributed particles. A similar approach of modelling short-ranged DLVO interactions
as an excluded volume, or alternatively an effective particle concentration, has been used previously for example by
Gilleland et al. [18] or Antonopoulou et al. [70]
In order to account for the effect of measuring slopes over a different range of concentrations φ, we furthermore
introduce the naively calculated average interparticle spacing
sˆφ =
1
R
3
√
Vp
φ
− 2 = 3
√
4pi
3φ
− 2 (21)
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using the particle volume Vp. It is formulated in multiples of the radius and measured from surface to surface, just
like ξ. Normalizing ξ as χ = ξ/sˆφ we obtain a useful dimensionless measure for the range of the repulsive DLVO force
relative to the average interparticle distance.
The slope K as a function of χ in Fig. 5(a) neatly collapses onto a single curve when calculated over a fixed range
of concentrations. While the same holds true for K drawn as a function of, e.g. λD/R or λD/sφ, the Debye length is
not as accurate a measure of the range of the DLVO interaction independent of other DLVO parameters and hence
less suitable to calculate K via Eq. (20). Knowing χ and the concentration at which K is measured, we can predict
the value of K to a decent accuracy both for small and large χ, as shown by the full and dashed lines in Fig. 5(a).
For χ→ 0 we recover the case of non-interacting particles and K → 6.55 as in Eq. (1). This holds true so long as
we leave neither the dilute limit (φ <∼ 2− 5% [71]) nor the regime of DLVO stability. Naturally, as demonstrated by
Fig. 3 for λD = 5 nm, small values of ζ or λD can lead to aggregation and decreased values of K.
At intermediate values of χ ≈ 0− 0.3, K is well-approximated by Eq. (20), which is shown as full lines in Fig. 5(a).
Eq. (20) fails as a valid approximation when the particle distribution cannot be approximated as homogenous in
space, i.e. when the RDF deviates from the step function expected for hard spheres with an effective radius increased
by Rξ/2. As shown in Fig. 5(c), some deviation from this idealized form is visible already for χ = 0.4 in the form of
a pronounced primary maximum next to the exclusion zone. The ordering indicated by this primary maximum can
be seen to build up gradually as a function of χ looking at the variance of distances sˆnn to the next neighbors of a
particle in Fig. 5(d).
At χ = 0 both 〈sˆnn〉 and Var(sˆnn) in Fig. 5(d) match theoretical expectations assuming a homogenous particle
distribution very well. The short full lines in Fig. 5(d) mark these theoretical values calculated as in Appendix C.
For χ >∼ 1, 〈sˆnn〉 approaches the maximal average interparticle distance sˆφ, and Var(sˆnn) indicates a very narrow
distribution of next-neighbor distances.
The transition from a disordered to an ordered particle distribution is accompanied by an oscillatory component in
the RDF, which becomes visible at χ ≈ 0.4, as shown in Fig. 5(c). Our results here qualitatively agree well with the
RDF for charged sphere suspensions obtained in other works on charged suspensions [16, 18, 45, 46]. In molecular
systems such an oscillatory component is typical for the liquid phase. The length scale over which the oscillations
decay can be interpreted as the length scale over which particle positions are correlated. Predictably, this length scale
increases markedly as χ increases, with the RDF for χ = 1.7 showing visible correlation at distances well beyond 25
particle radii.
We find that the particles in our Langevin simulations diffuse in a way more similar to a hard sphere liquid rather
than a glassy state, as the particles change their relative positioning frequently while remaining at approximately
constant next-neighbor distances even at the highest values of χ considered. One should expect glassy and eventually
crystalline particle distributions at higher concentrations and possibly at higher values of χ [72]. Simulating crystalline
systems would require great care though, because their very long-ranged order may be strongly affected by finite system
sizes and take a long time to equilibrate [73].
Regarding K(χ) in Fig. 5(a) the ordering transition leads to a marked deviation from Eq. (20) starting at χ ≈ 0.3.
At χ ≈ 0.4 a maximum in K is reached and as χ increases further, K approaches the concentration-dependent value
predicted by Eq. (19) for ς ≈ 1.8 and ν ≈ 3.
Observing the same non-monotonous behavior around χ = 0.4 in the fit parameters ς and ν from applying non-
linear fits to Eq. (18) as in Fig. 5(b) is much more difficult. While the non-linear fit works well in the ordered regime
at χ >∼ 0.4 and ν ≈ 1 is correctly reproduced even for χ→ 0, there is a large uncertainty in ς at χ <∼ 0.4. As shown in
Fig. 1(b) and (c), the uncertainty in the velocity in the disordered regime is much larger than in the ordered regime.
In the fitting procedure, this uncertainty in the velocity results in a much larger relative uncertainty in ς than in ν,
which manifests in the large spread of obtained values of ς at low χ in Fig. 5(b).
IV. CONCLUSIONS
By simulating the full hydrodynamic interactions in large ensembles of sedimenting particles we were able to find a
common trend in the sedimentation behavior for a wide range of Debye lengths and particle sizes. We quantified the
effect of particle interactions in our results via the slope K of the sedimentation velocity v(φ)/v0 as a function of the
volume fraction φ.
If K is calculated over a given range of concentrations, it collapses onto a single curve as a function of only the
relative range χ of the electrostatic interaction. The magnitude of K can be estimated via a simple theory by Batchelor
for spheres surrounded by an excluded volume in the regime of small χ and via the known shape of v(φ) for ordered
arrays of spheres in the limit of large χ. At an intermediate value of χ ≈ 0.5 a maximum in K occurs. Changing the
range of concentration over which K is measured results in the same general trend but rescales the magnitude of K.
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Figure 6. Change of error in measured velocities (left) and the derived slope K (right) as a function of χ. Each data point
represents an averaged value obtained over four concentrations from 0.2-0.8% with 4-6 repetitions each. The first data point at
χ ≈ 0 results from averaging over a total of seven such sets of simulations at similarly low values of χ but different parameters.
Similar to the error itself, the uncertainty in the error is also higher for lower χ.
The radial distribution function shows a transition from a disordered gas-like state to a liquid-like state around
the same value of χ at which the maximum in K occurs. Applying non-linear fits to v(φ) we find clear non-linearity
commencing at the aforementioned point of χ ≈ 0.5. The functional form expected for ordered particle arrays is
recovered for χ >∼ 1, which coincides with the point at which the average distance sˆnn to the next-neighboring particle
approaches the maximal possible value.
Using these results one can easily obtain an estimate of the degree to which the sedimentation behavior of a particle
suspension of known Debye length will be affected by DLVO interactions. Alternatively, one might estimate the range
of the DLVO interaction, or in fact, the range of any repulsive interaction with a steep potential barrier, required to
obtain an observed slope K in a sedimentation measurement series at a given range of concentrations. We emphasize
in conclusion that our results, while obtained under assumption of a strongly repulsive DLVO potential at ζ = 50 mV,
are in fact generally valid for any repulsive potential with a steep potential barrier at distance ξ = χsˆφ, as the van
der Waals interactions are strongly subdued in our parameter regime.
Future work aims at reproducing long-ranged electrostatic interactions in sedimentation velocity experiments and to
compare the experimental data directly to our simulations. In the experimental setup we will study model nanoparticle
systems including a controlled degree of polydispersity. Other possible avenues of future research might include non-
spherical, in particular rod-like charged particles, where orientation and rotation become important in addition to
translational ordering.
Appendix A: Velocity and linear fit errors
We repeat simulations with different random initial particle placements at a range of values of the relative range
of repulsion χ and calculate the errors ∆v/v0 and ∆K in average sedimentation velocity and slope as the standard
deviation of the results of these runs. For simulations for which no averaging was performed, we estimate the errors
from the trend in ∆v/v0 and ∆K as a function of χ observed in the simulations that we ran several times with
different random number generator seeds. The trend, shown in Fig. 6, follows a logistic curve, with a drastic decrease
by about two orders of magnitude in the error in the region of χ = 0.5 − 1, where the particles transition into an
ordered state.
Appendix B: Radius dependence of repulsive potential
Let R′ = aR, with a > 1, λˆD = λD/R, and sˆ = λˆD +  with  > 0. Then, according to Eq. (17), E′coul(sˆ = s
′/R′) for
a particle of radius R′ is smaller as compared to Ecoul(sˆ = s/R) for a particle of smaller radius R, all other variables
being equal, if
E′coul
Ecoul
=
R′
R
e
− λˆD+λD (R
′−R)
= ae
− λˆD+
λˆD
(a−1)
< 1. (B1)
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We can use the fact that all terms in the Taylor series of an exponential function with positive argument are also
positive to rewrite the inequality in Eq. (B1) as
(a− 1) < λˆD + 
λˆD
(a− 1), (B2)
which is always true under the above-mentioned conditions.
Appendix C: Next-neighbor distances for non-interacting particles
Let the probability of finding the next neighbor of a particle at center-to-center distance cˆnn = sˆnn + 2 (in multiples
of the radius) in a suspension of concentration n = φ/Vp be P(cˆnn) dcˆ. We can write this probability as a product
of the probability P1 that no other particle is within cˆ < cˆnn of the particle and the probability P2 that there is a
particle in the infinitesimal range [cˆnn, cˆnn + dcˆ],
P(cˆnn) dcˆ =
(
1−
∫ cˆnn
2
P(cˆ) dcˆ)︸ ︷︷ ︸
P1
× 4pincˆ2nn dcˆ.︸ ︷︷ ︸
P2
(C1)
We let the integration in P1 commence at cˆ = 2 because we can assume that P(cˆ < 2) = 0 due to hard sphere
repulsion. By cancelling the remaining dcˆ and deriving by cˆnn on both sides we arrive at the differential equation
∂P(cˆnn)
∂cˆnn
= P(cˆnn)
( 2
cˆnn
− 4pincˆ2nn
)
. (C2)
This differential equation is solved by
P(cˆnn) = 4pincˆ2nne−
4
3pin(cˆ
3
nn−8), (C3)
which fulfills the normalization condition ∫ ∞
2
P(cˆ) dcˆ = 1. (C4)
The average distance to the next neighbor 〈sˆnn〉 = 〈cˆnn〉 − 2 and the variance Var(sˆnn) can be computed from the
first and second moments of P via numerical integration.
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