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1. INTRODUCTION
In this paper we investigate on the global existence, decay properties,
and blow-up of solutions to the initial boundary value problem for the
following nonlinear integrodifferential equations of hyperbolic type with
nonlinear dissipative terms
2 b1r25 5 < <u0 q M A u Au q u9 u9 s f u in V = 0, q` . . .
1.1 . <u x , 0 s u x , u9 x , 0 s u x , and u x , t s 0, .  .  .  .  . ­ V0 0
where V is a bounded domain in R N with smooth boundary ­ V, 9 s ­ 't
­r­ t, A s yD ' N ­ 2r­ x 2 is the Laplace operator with the domainjs1 j
 . 2 . 1 . 5 5 2 .  .D A s H V l H V , ? is the norm of H s L V , b ) 0, M r is0
a nonnegative C1-function for r G 0 satisfying
5 1r2 5 2 5 1r2 5 2gM A u ' a q b A u 1.2 . .
 . 1with a, b G 0, a q b ) 0, and g G 1, and f u is a nonlinear C -function
satisfying
< < < < aq1 < < < < af u F k u and f 9 u F k u 1.3 .  .  .1 2
 . < < awith some constants k , k ) 0 and a ) 0. As an example, f u s " u u.1 2
 .When b s 0, Eq. 1.1 becomes usual semilinear wave equations. When
 .b ) 0, we call Eq. 1.1 wave equations of Kirchhoff type which have been
introduced in order to study the nonlinear vibrations of an elastic string by
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 .Kirchhoff. When Eq. 1.1 has no dissipation, there are no works at the
present considering the question of the global in time solvability in usual
Sobolev space. Many authors have investigated the existence and decay
 .properties of global solutions for Eq. 1.1 with linear dissipative terms u9,
1qu < < b  w x.Au9, or A u9 instead of u9 u9 e.g., see 7, 8, 17]19, 24]27, 32 . In the
 . < < bpaper we treat Eq. 1.1 with the nonlinear dissipative terms u9 u9 with
b ) 0.
 .Now, we define the energy associated with Eq. 1.1 by
5 5 2E u , u9 ' u9 q J u , 1.4 .  .  .
where we set
b 2g 21r2 1r25 5 5 5J u ' a q A u A u y 2 F u dx 1.5 .  .  .H /g q 1 V
 . u  .with F u ' H f h dh. We see that the energy has the so-called energy0
identity
t bq25 5E u t , u9 t q 2 u9 s ds s E u , u . 1.6 .  .  .  .  . . H bq2 0 1
0
 .Indeed, multiplying Eq. 1.1 by 2u9 and integrating the resulting equation
over V, we have
5 5 bq2­ E u t , u9 t q 2 u9 t s 0 1.7 .  .  .  . . bq2t
w   .  .. x  .i.e., E u t , u9 t is nonincreasing in time , and we obtain 1.6 . Moreover,
w xfollowing Nakao and Ono 23 , we introduce an open set related to the
global existence theorem as
 4W# ' u g D A : K u ) 0 j 0 1.8 4 .  .  .
 .we call it the modified potential well , where we set
5 1r2 5 2 5 5 aq2K u ' a A u y k u 1.9 .  .aq21
 .  .for a ) 0. We note that E u, u9 G 0 if u g W# see Proposition 2.2 , and
 .that u f W# if E u, u9 - 0.
For semilinear wave equations with nonlinear dissipative terms i.e.,
.b s 0 , many authors have already studied the existence and uniqueness of
 w x.  .global solutions e.g., 5, 15, 16, 34 . Moreover, when b s 0 and f u s
< < a  .  . w xy u u monotone in 1.1 , Nakao 21, 22 has proved the existence,
uniqueness, and decay properties of global solutions under the initial data
 4  .  1r2 .  .  w x.u , u g D A = D A satisfying 0 F E u , u < 1 cf. 6 . His re-0 1 0 1
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 . < < a wsults do not include the case f u s u u. We note that the method in 21,
x  .  .22 cannot be applied directly to our problem 1.1 even if b s 0 . Our
first goal is to show that there exists a unique global solution for the
 .problem 1.1 with a ) 0 and b G 0, applying the modified potential well
 w x w x .method see 23 ; cf. 28 for the potential well , in Section 2. In order to
 4apply such a method, we assume that the initial data u , u belong to0 1
  ..  1r2 .  .W# ; D A = D A and satisfy 0 F E u , u < 1. Moreover, follow-0 1
w xing Nakao 21, 22 , we derive the decay estimates of the solution
y2rb2 21r25 5 5 5u9 t q A u t F c 1 q t for t G 0 .  .  .
with some constant c.
On the other hand, for semilinear wave equations with the blow-up term
 . < < af u s u u, blow-up problems have been investigated by many authors
 w xe.g., see 1, 3, 9]12, 28, 35 , for wave equations without nonlinear
< < b .  . < < a  .dissipative terms u9 u9 . When b s 0 and f u s u u in 1.1 , Georgiev
w xand Todorova 4 have shown that local solutions in the energy class
cannot be extended globally in time under the assumptions that the initial
  . .energy is sufficiently negative i.e., E u , u < y1 and b - a F 2r0 1
 .N y 2 . The second goal is to demonstrate the global nonexistence of
 .  4solutions under the assumptions that E u , u - 0 and a ) max b , 2g0 1
 .  . < < afor the problem 1.1 with f u s u u, in Section 3. Moreover, we derive
an upper bound for the lifespan T of the solution.
 .Recently, for semilinear wave equations i.e., b s 0 and generalized
evolution equations, similar results have been given and generalized by
w xseveral authors 2, 13, 14, 29]31, 33, 36 . In particular, under the negative
w x  w x.initial energy, Levine and Serrin 14 and 13 have shown the global
nonexistence results for more general hyperbolic equations
P u q A t , u q Q t , u s F u .  .  .  .t tt
including Kirchhoff type equations, where A, F, P, Q are nonlinear opera-
tors on appropriate Banach spaces. We note that Theorem 3.1 is included
 w x.in their results e.g., Theorem 4 in 14 .
 .Now, we state the local existence theorem for the problem 1.1 , where
 w x.we give the proof in the Appendix cf. 4, 13, 14 .
 .  4  .THEOREM 1.1 Local Existence . Let initial data u , u belong to D A0 1
 1r2 .= D A and
5 1r2 5 2M A u ) 0 .0
 .i.e., a ) 0 or u / 0 if a s 0 . Suppose that0
a F 2r N y 4 if N G 5. .
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 .Then, there exists a unique local solution u of Eq. 1.1 belonging to
0 1 1r2 0 1r2C 0, T ; D A l C 0, T ; D A l C 0, T ; D A.  . .  . .  . .  .  .w w
1l C 0, T ; H. .
5 5 5 1r2 5.for some T s T Au , A u ) 0, and0 1
u9 g L bq2 0, T = V . . .
5 1r2  .5 2 .Moreo¨er, if M A u t ) 0 for 0 F t - T , then at least one of the
following statements is ¨alid:
 .i T s `,
 . 5 1r2  .5 2 5  .5 2 yii A u9 t q Au t ª ` as t ª T ,
 . 5 1r2  .5 2 . yiii M A u t ª 0 as t ª T .
We use the following well-known lemma without the proof in this paper.
 .LEMMA 1.2 Gagliardo]Nirenberg . Let 1 F r - p F q` and p G 2.
Then, the inequality
5 5 5 m r2 5u 5 51yu m r2 r¨ F c# A ¨ ¨ for ¨ g D A l L V .  .p r
holds with some constant c# and
y11 1 1 m 1
u s y q y , / /r p r N 2
 .pro¨ided that 0 - u F 1 0 - u - 1 if m y Nr2 is a nonnegati¨ e integer .
 . w xq Sobolev]Poincare Let 1 F p F 2 Nr N y 2m 1 F p - q` if N sÂ
.2m . Then, the inequality
5 5 5 m r2 5 m r2¨ F c# A ¨ for ¨ g D A .p
holds with some constant c#.
< <We denote by V the measure of the domain V. In what follows, we
< <assume that V G 1 and c# G 1 for simplicity without loss of the general-
w xq  4 w xq w xqity. We put a s max 0, a , where 1r a s q` if a s 0. The symbol
 . 2 .?, ? means the inner product in H s L V or sometimes duality between
the space X and its dual X 9.
2. GLOBAL EXISTENCE AND DECAY
 .In this section, we assume that a ) 0 in 1.2 , and we consider the
 .existence and decay properties of global solutions for Eq. 1.1 with a ) 0.
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To state our result, we introduce the second energy by
5 1r2 5 2 5 1r2 5 2g 5 5 2E u , u9 ' A u9 q a q b A u Au . 2.1 .  . .2
 .   .  ..  .   .  ..In what follows, we denote E t ' E u t , u9 t and E t ' E u t , u9 t2 2
w  .  .  .  .xE 0 ' E u , u and E 0 ' E u , u for simplicity. We denote by c ,0 1 2 2 0 1 j
< <j s 1, 2, . . . , some positive constants depending on a, a , b , g , N, V , k , k ,1 2
 4but independent of initial data u , u .0 1
Our result is as follows.
 .  .THEOREM 2.1 Global Existence and Decay . Let a ) 0 in 1.2 . Sup-
pose that
qw xa - 2r N y 4 , b F 4r N y 2 b - ` if N F 2 , .  .
v ' 2g y 1 y b r2 ) 0, and v ' a y b r2 y v ) 0, .  .2 3 1
w . xq  4where v s N y 2 a y 2 r4, and suppose that initial data u , u belong1 0 1
  ..  1r2 .  .to W# ; D A = D A , and its initial energy E 0 is sufficiently small
  . .but we can take E 0 G 1, i.e., not small such that2
 .  .  .i when a F 4r N y 2 a - ` if N F 2 ,
v v var2 1r22 3 1max c E 0 , bc E 0 E 0 , v c E 0 E 0 - 1, 2.2 .  .  .  .  .  . 41 2 2 1 3 3
 .  . w xq .ii when 4r N y 2 - a - 2r N y 4 N G 3 ,
v v 1r24 2max c E 0 q bc E 0 E 0 , .  .  . . 4 2 2
v v v5 3 1c E 0 q v c E 0 E 0 - 1, 2.3 .  .  .  . . 55 1 3 2
  . .   . ...  .where v s 4 y N y 4 a r 2 N y 2 a y 4 ) 0 and v s4 5
 .2v v ) 0 .1 4
 .Then, the problem 1.1 admits a unique global solution u g W# in the
class
0 1 1r2C 0, ` ; D A l C 0, ` ; D A.  . .  . .  .w w
0 1r2 1lC 0, ` ; D A l C 0, ` ; H ,.  . . . .
bq2 . .and u9 g L 0, ` = V . Moreo¨er, the solution and its energy satisfy
y2rb2 21r25 5 5 5u9 t q A u t F c9E t F c 1 q t , .  .  .  .
5 1r2 5 2 5 5 2A u9 t q Au t F c for t G 0. .  .
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First, to prove the theorem, we give a few useful Propositions.
 . w xqPROPOSITION 2.2. i If a - 4r N y 4 , then
W# is an open neighborhood of 0 in D A1r2 s H 1 V . 2.4 .  .  .0
 .ii If u g W#, then
5 1r2 5 2A u F d# J u F d#E u , u9 2.5 .  .  . .
y1 y1 .with d# s a 1 q 2a .
Proof. We see from Lemma 1.2 that
5 5 aq2 aq2 5 1r2 5 ayaq2.u 1 5 5 aq2.u 1 5 1r2 5 2u F c# A u Au A u , 2.6 .aq2
w . xq   ..  .where u s N y 2 a y 4 r 2 a q 2 and a y a q 2 u ) 0 if a -1 1
w xq  .  1r2 .4r N y 4 , and hence, K u ) 0 if D A -norm of u is sufficiently
 .small and u / 0, which implies 2.4 . Immediately, from the definitions of
 .  .W# and J u , 2.5 follows.
w xFollowing Nakao 21, 22 for semilinear wave equations, we obtain the
following energy decay estimate.
 .  .PROPOSITION 2.3 Energy Decay . Let u be a solution of Eq. 1.1 .
Suppose that
21r25 5u t g W# and K u t G ar2 A u t 2.7 .  .  .  .  . .
for 0 F t F T. Then
y2rbqybr22 2y1 1r2 y15 5 5 5 w xu9 t q d# A u t F E t F E 0 q d t y 1 .  .  .  . 40
2.8 .
 9 < < br bq2. .. bq2.r2 y1  .with d s 2 c# V 1 q d# b and E 0 F 1 for 0 F t F0
T.
 .Proof. For a moment, we assume that T ) 1. Integrating 1.7 over
w xt, t q 1 , 0 - t - T y 1, we have that
tq1 bq2bq25 52 u9 s ds s E t y E t q 1 ' 2 D t , 2.9 .  .  .  .  . .H bq2
t
and
tq1 tq1 22 25 5 5 5u9 s ds F B u9 s ds F B D t 2.10 .  .  .  .H H bq20 0
t t
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br2 bq2.. 1< < w xwith B s V . Then there exist two numbers t g t, t g and0 1 4
3w xt g t q , t q 1 such that2 4
5 5u9 t F 2 B D t for i s 1, 2. 2.11 .  .  .i 0
 .Multiplying Eq. 1.1 by u and integrating over V, we have
5 1r2 5 2gq1.K u t q b A u t .  . .
5 5 2s u9 t y ­ u t , u9 t y g u9 t , u t , .  .  .  .  . .  . .t
 . < < b <  . . < 5 5 bq1 5 5where g ¨ s ¨ ¨ . Since g u9 , u F u9 u , integrating thebq2 bq2
w xresulting equation over t , t , we have that1 2
t2 2gq1.1r25 5K u s q b A u s ds .  . . 4H
t1
2
tq1 25 5 5 5 5 5F u9 s ds q u9 t u t .  .  .H i i
t is1
tq1 bq15 5 5 5q u9 s u s ds, .  .H bq2 bq2
t
 .and hence, we obtain from 2.7 that
t2 2g 21r2 1r25 5 5 5a q b A u s A u s ds .  . .H
t1
tq1 25 5F 2 u9 s ds .H
t
 .  .bq1 r bq22
tq1 bq25 5 5 5qc# u9 t q u9 s ds .  . H bq2i  / 5tis1
1r25 5= sup A u s , 2.12 .  .
tFsFtq1
5 5 5 1r2 5  .where we used the fact that u F c# A u for b F 4r N y 2 .bq2
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 . w x  .Integrating 1.7 over t, t , we have from 2.12 that2
t2 bq25 5E t s E t q 2 u9 s ds .  .  .H bq22
t
t tq12 bq25 5F 2 E s ds q 2 u9 s ds .  .H H bq2
t t1
tq1 2 bq25 5 5 5F 2 u9 s q u9 s ds .  . 4H bq2
t
bt2 2g 21r2 1r25 5 5 5q 2 a q A u s A u s ds .  .H  /g q 1t1
tq1 2 bq25 5 5 5F 2 u9 s q u9 s ds .  . 4H bq2
t
 .  .bq1 r bq22
tq1 bq25 5 5 5q 4c# u9 t q u9 s ds .  . H bq2i  / 5tis1
5 1r2 5= sup A u s , .
tFsFtq1
 .  .  .and hence, we see from 2.5 and 2.9 ] 2.11 that
2 bq2E t F 2 3B D t q D t .  .  . 40
1r2bq1q 4c# 4B D t q D t d#E t . .  .  . . 40
 . bq2  .  .Since 2 D t F E t F E 0 F 1, we see
28 2 2E t F 2 c#B 1 q d# D t q 1r2 E t , .  .  .  .  .0
and hence,
 .bq2 r21qbr2 bq29 2 2E t F 2 c#B 1 q d# D t .  .  . .0
 .bq2 r2y1 9 2 2F 2 2 c#B 1 q d# E t y E t q 1 . 4 .  .  . .0
 .  .Thus, noting the fact that E t F E 0 for t G 0 and applying Lemma 2.4
 .below, we obtain the desired decay estimate 2.8 .
 w x w x.LEMMA 2.4 Nakao 20 ; see also 23 . Let f be a nonincreasing
w .nonnegati¨ e function on 0, ` satisfying
1q r
f t F k f t y f t q 1 4 .  .  .
for r ) 0 and k ) 0. Then
y1rrqyr y1w xf t F f 0 q rk t y 1 for t G 0. .  . 4
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Immediately, as in the corollary of Proposition 2.3, we obtain the
following.
COROLLARY 2.5. Under the assumptions of Proposition 2.3, if v ) br2,
then
2vt v vybr2E s ds F d E 0 . 2.13 .  .  .H 02v y b0
Proof of Theorem 2.1. Since u g W# and W# is an open set, putting0
T ' sup t g 0, q` : u s g W# for 0 F s - t , 4.  .1
 .we see that T ) 0 and u t g W# for 0 F t - T . If T - T - `,1 1 1 max
 .where T is the lifespan of the solution, then u T g ­ W#; that is,max 1
K u T s 0 and u T / 0. 2.14 .  .  . .1 1
 .  .  .We see from 1.6 , 2.5 , and 2.6 that
5 5 aq2 5 1r2 5 2k u t F ar2 B t A u t 2.15 .  .  .  .  .aq21
for 0 F t F T , where we set1
  . .ay aq2 u r2 aq2.u1 15 5B t ' c E 0 Au t 2.16 .  .  .  .1
with c s 2k c#aq1d#ayaq2.u 1.r2ay1.1 1
Next, we put
T ' sup t g 0, q` : B s - 1 for 0 F s - t , 4.  .2
 .  .and then we see that T ) 0 and B t - 1 for 0 F t - T because B 0 - 12 2
 .  .  .by 2.2 and 2.3 . If T - T - q` , then2 1
B T s 1, 2.17 .  .2
and
5 1r2 5 2 5 1r2 5 2K u t G a A u t y ar2 B t A u t .  .  .  .  . .
5 1r2 5 2G ar2 A u t 2.18 .  .  .
for 0 F t F T . Applying Proposition 2.3, we have that2
y2rbqybr2 y1w xE t F E 0 q d t y 1 2.19 .  .  . 40
for 0 F t F T .2
KOSUKE ONO330
 .Multiplying Eq. 1.1 by 2 Au9 and integrating over V, we have
< < b < 1r2 < 2­ E t q 2 b q 1 u9 t A u t dx .  .  .  .Ht 2
V
5 1r2 5 2g 5 5 2s b ­ A u t Au t q 2 f u t , Au9 t .  .  .  . . . .t
' I t q I t . 2.20 .  .  .1 2
 .We shall estimate the terms I and I . From 2.5 , we see that1 2
5 1r2 5 2gy1 5 1r2 5 5 5 2I t F 2bg A u t A u9 t Au t .  .  .  .1
gy1r2 3r2F 2bg d#E t E t , .  . . 2
and
5 5 a 5 5 5 1r2 5I t F 2c#k u t Au t A u9 t .  .  .  .Na2 2
aq1 5 1r2 5 a 1yu 2 . 5 5 au 2q1 5 1r2 5F 2c# k A u t Au t A u9 t .  .  .2
 . v q1a 1yu r2aq1 12F 2c# k d#E t E t .  . .2 2
w . xq  .with u s N y 2 a y 2 r 2a and v s au r2. Applying Corollary2 1 2
w  . x2.5, we have that if 2g y 1 ) b i.e., v ' 2g y 1 y b r2 ) 0 ,2
t vgy1r2 2g d#E s ds F c E 0 .  . .H 2
0
gy1r2  . .y1 with c s g d# d 2g y 1 2g y 1 y b , and we see that if a 1 y2 0
. w   . . xu ) b i.e., v ' a 1 y u y b r2 ) 0 ,2 3 2
t v .a 1yu r2 3aq1 22c# k d#E s ds F c E 0 .  . .H 2 3
0
aq1 a 1yu 2 .r2  .  . .y1with c s 2c# k d# d a 1 y u a 1 y u y b . Therefore, it3 2 0 2 2
 .  .  .  .  .follows from 2.2 , 2.3 , and 2.20 that for a F 2r N y 2 i.e., v s 0 ,
y2vy1r2 2E t F 2 max E 0 y bc E 0 , .  .  . .2 2 2
v3E 0 exp c E 0 - q` , 2.21 .  .  .  . . 52 3
w xq  .and that for a ) 2r N y 2 i.e., v ) 0 ,1
y2vy1r2 2E t F 2 max E 0 y bc E 0 , .  .  . .2 2 2
y1rvyv v 11 3E 0 y v c E 0 - q` . 2.22 .  .  .  . . 52 1 3
 .  .  .When a F 4r N y 2 i.e., u s 0 , we have from 2.16 that1
ar2B t ' c E 0 - 1 2.23 .  .  .1
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 .for 0 F t F T under the assumption 2.2 . On the other hand, when2
w xq  .a ) 4r N y 2 i.e., u ) 0 , we have that1
 .  .1y Ny4 ar4 Ny2 ar4y1B t F c E 0 E t .  .  .1 2
y2v . y1r21y Ny4 ar4 2F 2c E 0 max E 0 y bc E 0 , .  .  . .1 2 2
y1rvyv v 11 3E 0 y v c E 0 - 1 2.24 .  .  . . 52 1 3
 .2r Ny2.ay4.  .4v 1 r Ny2.ay4.for 0 F t F T with c s 2c and c s 2c2 4 1 5 1
 .  .  .under the assumption 2.3 . Thus, we conclude that 2.23 and 2.24
 .  .contradict 2.17 , and hence, we see that T G T . Moreover, 2.14 and2 1
 .2.18 imply
5 1r2 5 20 s K u T G ar2 A u T ) 0, .  .  . .1 1
which is a contradiction, and hence, it might be T s T . Therefore,1 max
 .  .  .2.19 , 2.21 and 2.22 hold true for 0 F t F T , and such estimates givemax
the desired a priori estimate; that is, the local solution u can be extended
 .globally i.e., T s ` . The proof of Theorem 2.1 is now completed.max
3. BLOW-UP PHENOMENA
In this section, we consider the blow-up phenomena for the problem
 .  . < < a  .1.1 with f u s u u blow-up term . Then, we recall the energy
b 22 2g 2 aq21r2 1r25 5 5 5 5 5 5 5E u , u9 ' u9 q a q A u A u y u . aq2 /g q 1 a q 2
3.1 .
p .with a, b G 0, a q b ) 0, g G 1, and a ) 0, where we denote L V -norm
5 5 5 5 5 5 .by ? ? s ? .p 2
Our result is as follows.
 . < < a  .THEOREM 3.1. Let f u s u u in Eq. 1.1 . Suppose that
 4E 0 - 0 and a ) max b , 2g . 3.2 .  .
Then, the local solution in the sense of Theorem 1.1 cannot be continued to
some finite time T.
 .  .Proof. Since it follows from 1.6 and 3.2 that
E t F E 0 - 0, 3.3 .  .  .
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and hence
5 1r2 5 2u t k 0 and M A u t ) 0. 3.4 .  .  . .
 . 5  .5 2We introduce the function P t ' u t for any solution u. Differentiat-
 .ing P t with respect to t, we have that
P9 t s 2 u9 t , u t , 3.5 .  .  .  . .
 .  .and since u satisfies Eq. 1.1 , we obtain from 3.1 that
5 5 2P0 t s 2 u0 t , u t q u9 t .  .  .  . . 4
5 1r2 5 2s 2 yM A u t Au t y g u9 t .  .  . . . 
5 5 2qf u t , u t q u9 t .  .  . . 5.
5 1r2 5 2g 5 1r2 5 2s 2 y a q b A u t A u t y g u9 t , u t .  .  .  . . .  .
5 5 aq2 5 5 2q u t q u9 t .  . 4aq2
a
aq25 5s 2 H t q u t y g u9 t , u t , 3.6 .  .  .  .  . . .aq2 52 a q 2 .
 . < < a  . < < bwhere f u s u u, g ¨ s ¨ ¨ , and
a2 aq25 5 5 5H t ' yE t q 2 u9 t q u t . 3.7 .  .  .  .  . . aq22 a q 2 .
We observe that
< < 5 5 bq1 5 5 5 5 bq1 5 5g u9 , u F u9 u F B u9 u . . bq2 bq2 bq2 aq21
5 5 bq1 5 5 aq2.r bq2. 5 5y aq2.r bq2.y1.s B u9 u u 3.8 .bq2 aq21
< < ayb .raq2. bq2..  .with B s V . Since it follows from 3.3 that1
 .  .1r aq2 1r aq25 5u t G yE t G yE 0 ) 0 if E 0 - 0, .  .  .  . .  .aq2
3.9 .
and from the Young inequality that
5 5 bq1 5 5 aq2.r bq2.B u9 ubq2 aq21
b q 1 « bq2 .  .bq1 r bq2 bq2 aq2y1 5 5 5 5F « B u9 q u . bq2 aq21b q 2 b q 2
NONLINEAR KIRCHHOFF STRINGS 333
 .for any « ) 0, we have from 3.8 that
 .  .bq2 r bq1  .y 1yv bq2y1< < 5 5g u9 t , u t F « B yE t u9 t .  .  .  . .  ..  . bq21
 .y 1yv aq2bq2 5 5q « yE 0 u t 3.10 .  .  . . aq2
 .  .  .with 1 y v s 1r b q 2 y 1r a q 2 ) 0 under a ) b. Thus, putting
bq2  . .y1  ..1yv  .  .« s ar2 y g a q 2 yE 0 ) 0 in 3.10 , we observe from
 .3.6 that
 .y 1yv bq25 5P0 t G 2 H t y m yE t u9 t 3.11 .  .  .  .  . . 5bq20
bq1  . .y1 bq2  ..y1 yv .with m s 2 a q 2 a y 2g B yE 0 .0 1
Now, we introduce the following function:
v y1G t ' yE t q v m P9 t , 3.12 .  .  .  . . 0
  .  ..  .  w x.where v s 1 y 1r b q 2 y 1r a q 2 1r2 - v - 1 see 4 . Then
 .  .we observe from 1.7 and 3.11 that
 .y 1yv y1G9 t s v yE t yE9 t q v m P0 t .  .  .  . .  . 0
 .y 1yv bq2 y15 5s 2v yE t u9 t q v m P0 t .  .  . . bq2 0
G 2v my1H t G my1H t . 3.13 .  .  .0 0
 .  .  ..  .  .Moreover, since H t G g q 1 yE t and E t F E 0 , we have
G9 t G my1 g q 1 yE 0 ) 0, .  .  . .0
and there exists a t G 0 such that0
G t G G t ) 0, for t G t , 3.14 .  .  .0 0
where we can take
v
t s 0 if G 0 ' yE 0 q 2 u , u ) 0. 3.15 .  .  .  . .0 0 1
< . < 5 5 5 5 < < ar2aq2..Since u9, u F B u9 u with B s V , we see thataq22 2
1rv1rv y1 < <G t F 2 yE t q m P9 t .  .  . .  . 50
1rvy1 5 5 5 5F 2 yE t q 2 B m u9 t u t .  .  . .  .aq2 52 0
 .2r 2 vy12 y15 5 5 5F 2 y E t q 2 u9 t q 1r2 2 B m u t , .  .  .  . .  .aq2 52 0
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where we used the Young inequality at the last inequality. Moreover, since
 .2r 2v y 1 - a q 2 and
 .y1r aq2 5 5yE 0 u t G 1 if E 0 - 0 .  .  . . aq2
w  .x  .see 3.9 , we have from 3.7 that
1rv 25 5G t F 2 yE t q 2 u9 t .  .  . .
 .2r 2 vy1   . ...y 1y2r 2 vy1 aq2 aq2y1 5 5q 1r2 2 B m yE 0 u t .  .  . . . aq2 52 0
F m H t 3.16 .  .1
  . .y 1  y 1 . 2 r 2 v y 1 .w ith m s 2 m ax 1, a q 2 a y 2g 2 B m1 2 0
  ..y1 y2r2 vy1.aq2...4yE 0 .
 .  .Thus, we obtain from 3.13 and 3.16 that
1y1rv y1rv y1
­ G t s 1 y 1rv G t G9 t F y 1 y v v m m , .  .  .  .  .  . 4t 0 1
and hence,
 .yvr 1yv . y1y 1yv rvG t G G t y 1 y v v m m t , .  .  .  . 50 0 1
 .for some t G t . Here, noting the fact G t ) 0, we put0 0
 .y1 y 1yv rvT ' m m v 1 y v G t . .  .0 0 1 0
Then there exists a T ) 0 such that
T F T and lim G t s `. .0 ytªT
 .   .. 5  .5 2 Now, since it follows from 3.1 that yE t q u9 t F 2 a q
.y1 5  .5 aq2  .  .  .1r v 5  .5 aq22 u t , we obtain from 3.7 and 3.16 that G t F c u t .aq2 aq2
5  .5 5  .5  .Moreover, since u t F c# Au t if a F 4r N y 4 , we see thataq2
5  .5  .ylim Au t s `, and hence, the local solution u t blows up at thet ª T
finite time T. The proof of Theorem 3.1 is now completed.
If we assume that the inner product of the initial data u and u is0 1
 .nonnegative at least, we can estimate the lifespan T. Noting the fact 3.15 ,
as a corollary, we have the following.
COROLLARY 3.2. In addition to the assumptions of Theorem 3.1, suppose
that
v y1G 0 ' yE 0 q 2v m u , u ) 0. .  .  . . 0 0 1
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Then, the lifespan T of the solution satisfies
 .y1 y 1yv rvT F m m v 1 y v G 0 , .  .0 1
where v, m , and m are positi¨ e constants such that0 1
1 1
v s 1 y y 1r2 - v - 1 , . /b q 2 a q 2
 .1r bq12 a q 2 .  .y 1yvayb .raq2.< <m s V yE 0 , . .0  /a y 2g
a q 2  .2r 2 vy1a r2aq2.. y1< <m s 2 max 1, 2 V m .1 0 a y 2g
  . ...y 1y2r 2 vy1 aq2
= yE 0 . . . 5
 .Remark 3.3. When b s 0 in 1.2 , Theorem 3.1 and Corollary 3.2 are
valid if we take g s 0.
4. APPENDIX
 wIn this section, we shall give the proof of Theorem 1.1 cf. 4, 13, 14, 16,
x.25, 34 .
Proof of Theorem 1.1. For T ) 0 and R ) 0, we define a two-parame-
ter space of solutions as
0 w x 1 w x 1r2X ' ¨ t g C 0, T ; D A l C 0, T ; D A .  .  . .  .T , R w w
0 w x 1r2 1 w xlC 0, T ; D A l C 0, T ; H : e ¨ t .  . .  . . 2
2 w x  4F R on 0, T , ¨ 0 , ¨ 9 0 s u , u , 4 .  . 40 1
where we set
5 5 2 5 1r2 5 2 5 1r2 5 2 5 5 2e ¨ ' ¨ 9 q A ¨ 9 q A ¨ q A¨ . .2
It is easy to see that X is a complete metric space with the distanceT , R
5 5 2 5 1r2 5 2d ¨ , ¨ ' sup e ¨ t y ¨ t with e ¨ ' ¨ 9 q A ¨ . .  .  .  . .1 2 1 1 2 1
0FtFT
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We define a nonlinear mapping S in the following way. For ¨ g X ,T , R
u s S ¨ is the unique solution of the following equation:
5 1r2 5 2 < < b w xu0 q M A ¨ Au q u9 u9 s f ¨ in V = 0, T . .
4.1 . <u x s u , u9 x s u , and u s 0. .  . ­ V0 0
We shall show that there exist T ) 0 and R ) 0 such that
S maps X into itself; 4.2 .T , R
S is a contraction mapping with respect to the metric d ?, ? . 4.3 .  .
5 1r2 5 2 .  .Setting 2 M ' M A u ) 0 and0 0
21r25 5T ' sup t g 0, ` : M A ¨ s ) M for 0 F s - t ,.  . 4 .0 0
we see that T ) 0 and0
5 1r2 5 2 w xM A ¨ t G M on 0, T . 4.4 .  . . 0 0
 .First, we shall check 4.2 . We note that the existence of the solution
 .  .  w x.u t for 4.1 will be proved by a standard method e.g., see 4, 15, 16, 34 .
 .  .Multiplying 4.1 by 2 u9 q Au9 and integrating it over V, we have
U 5 5 bq2 < < b < 1r2 < 2­ e u t q 2 u9 t q 2 b q 1 u9 ?, t A u9 ?, t dx .  .  .  .  . . bq2 Ht 2
V
5 1r2 5 2gy1. 1r2 1r2s 2bg A u t A u t , A u9 t .  .  . .
5 1r2 5 2 5 5 2= A u t q Au t y 2 f ¨ t , u9 t q Au9 t .  .  .  .  . . .
' I t q I t , 4.5 .  .  .1 2
where we set
U 5 5 2 5 1r2 5 2 5 1r2 5 2 5 1r2 5 2 5 5 2e u ' u9 q A u9 q M A ¨ A u q Au . .  .  .2
 .Then we see from 4.4 that
U 5 5 2 5 1r2 5 2 5 1r2 5 2 5 5 2 y2G u G u9 q A u9 q M A u q Au G c e u .  . .2 0 1 2
4.6 .
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2  y14  .with c s max 1, M ) 0 . We observe that1 0
5 1r2 5 2gy1 5 1r2 5 5 1r2 5 2 5 5 2 2g UI F 2bg A ¨ A ¨ 9 A u q Au F c R e u . .1 2 2
2  .with c s 2bg c , and from 1.3 and Lemma 1.2 that2 1
5 5 aq1 5 5 5 5 a 5 1r2 5 5 1r2 5I F 2k ¨ u9 q k ¨ A ¨ A ¨ 92aq1. Na 2 NrNy2.2 1 2
1r2Uaq1F c R e u .3 2
aq1 aq1  .  .with c s 2k c# q 2k c# under a F 2r N y 4 a - ` if N F 4 ,3 1 2
 .where we need a slight modification if N s 1, 2. Thus, we obtain from 4.5
that
1r2bq2U U U2g aq25 5­ e u t q 2 u9 t F c R e u t q c R e u t , .  .  .  . .  .  .bq2t 2 2 2 3 2
and hence,
2t 2g1r2bq2U U aq1 c R T25 5e u t q 2 u9 s ds F e u 0 q c R T e , .  .  . .  . 4H bq22 2 3
0
w  .xor from 4.6
T bq25 5e u t q 2 u9 s ds .  . . H bq22
0
2 2 22 1r2 1r25 5 5 5 5 5F c u q A u q M A u .1 1 1 0
21r2 2g2 21r2 aq1 c R T25 5 5 5= A u q Au q c R T e 4.7 . . 50 0 3
w xfor any t g 0, T with T F T . Therefore,0
u t g L` 0, T ; D A and .  . .
u9 t g L` 0, T ; D A1r2 l L bq2 0, T = V . 4.8 .  .  .  . . .
 .  . 0w x  1r2 ..  .Then we see from 4.8 that u t g C 0, T ; D A and u t g
0w x  ..  . 0w x .  .  .C 0, T ; D A . If u9 t g C 0, T ; H , it follows from 4.8 that u9 tw
0w x  1r2 ..  .g C 0, T ; D A . Thus, for the mapping S to verify 4.2 , it will bew
enough that the parameters T and R satisfy
the right hand side in 4.7 F R2 . 4.9 .  . .
 . 0w x . w xHere we shall show that u9 t g C 0, T ; H . For each t g 0, T , we0
 .  .  . w  .  .xset w t s u t y u t s S ¨ t y S ¨ t . Then, w satisfies0 0
¡ 1r2 25 5w0 q M A ¨ t Aw q g u9 t y g u9 t .  .  . .  . . 0
2g 2g1r2 1r25 5 5 5s yb A ¨ t y A ¨ t Au t .  .  . 40 0~ 4.10 .
qf ¨ t y f ¨ t , .  . .  .0¢ <w t s w9 t s 0 and w s 0, .  . ­ V0 0
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 . < < b  .where g ¨ s ¨ ¨ . Multiplying 4.10 by 2w9 and integrating it over V,
we have
­ eU w t q 2 g u9 t y g u9 t , u9 t y u9 t .  .  .  .  . .  .  . .t 1 0 0
5 1r2 5 2gy1. 1r2 1r2 5 1r2 5 2s 2bg A ¨ t A ¨ t , A ¨ 9 t A w t .  .  .  . .
5 1r2 5 2g 5 1r2 5 2gy 2b A ¨ t y A ¨ t Au t , w9 t .  .  .  . . 40 0
q 2 f ¨ t y f ¨ t , w9 t .  .  . .  . .0
' I t q I t q I t , 4.11 .  .  .  .3 4 5
where we set
U 5 5 2 5 1r2 5 2 5 1r2 5 2e w t ' w9 t q M A ¨ t A w t . .  .  .  . .  .1
 .Then we see from 4.4 that
eU w t G cy2 e w t with c2 s max 1, My1 . 4.12 .  .  . 4 .  .1 1 1 1 0
U   ..  . w xUsing the fact e w t s 0 and integrating 4.11 over t , t , we have1 0 0
tUe w t q 2 g u9 t y g u9 t , u9 s y u9 t ds .  .  .  .  . .  .  . .H1 0 0
t0
t
s I s q I s q I s ds. 4.13 4 .  .  .  .H 3 4 5
t0
 .We observe from 4.9 that
5 1r2 5 2gy1 5 1r2 5 5 1r2 5 2 2gq1.I t F 2bg A ¨ t A ¨ 9 t A w t F 8bg R , .  .  .  .3
5 1r2 5 2g 5 1r2 5 2g 5 5 5 5 2gq1.I t F 2b A ¨ t q A ¨ t Au t w9 t F 8bR , .  .  .  .  . 44 0 0
5 5 aq1 5 5 aq1 5 5 aq2I t F 2k ¨ t q ¨ t w9 t F 8k R , .  .  .  . 42aq1. 2aq1.5 1 0 1
and hence,
I t q I t q I t F 8b g q 1 R2gq1. q 8k Raq1 ' C R . .  .  .  .  .3 4 5 1 1
 . < < bThus, when t ) t , using the monotonicity of g u9 s u9 u9, we see0
eU w t F C R t y t ª 0 as t ª tq . .  .  . .1 1 0 0
bq2 . .On the other hand, when t - t , using the fact that u9 g L 0, T = V0
 . < < band g u9 s u9 u9, we have
eU w t F C R t y t .  .  . .1 1 0
t0q 2 g u9 s y g u9 t , u9 s y u9 t ds .  .  .  . .  . .H 0 0
t
ª 0 as t ª ty .0
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 .Summing up above inequalities, we conclude from 4.12 that
5 5 2 5 1r2 5 2 2 Uu9 t y u9 t q A u t y u t F c e w t ª 0 as t ª t , .  .  .  .  . . .0 0 1 1 0
 . 0w x  1r2 .. 1w x .  .and hence, u t g C 0, T ; D A l C 0, T ; H , that is, u t g
X .T , R
 .Next, we shall check 4.3 . We take ¨ , ¨ g X , and denote u s S ¨1 2 T , R 1 1
 .and u s S ¨ . Hereafter suppose that 4.9 is valid, so that u , u g X .2 2 1 2 T , R
Putting w s u y u , we see that w satisfies1 2
¡ 1r2 2 X X5 5w0 q M A ¨ Aw q g u y g u .  . .1 1 2
2g 2g1r2 1r25 5 5 5s yb A ¨ y A ¨ Au 41 2 2~ 4.14 .
y f ¨ y f ¨ , 4 .  .1 2¢ <w 0 s w9 0 s 0 and w s 0, .  . ­ V
 . < < b  .where g ¨ s ¨ ¨. Multiplying both sides of the first equation in 4.14
by 2w9 and integrating over V, we have
­ eUU w t q g uX t y g uX t , uX t y uX t .  .  .  .  . .  .  . .t 1 1 2 1 2
5 1r2 5 2gy1. 1r2 1r2 X 5 1r2 5 2s 2bg A ¨ t A ¨ t , A ¨ t A w t .  .  .  . .1 1 1
5 1r2 5 2g 5 1r2 5 2gy 2b A ¨ t y A ¨ t Au t , w9 t .  .  .  . . 41 2 2
y 2 f ¨ t y f ¨ t , w9 t .  .  . .  . .1 2
' I t q I t q I t , 4.15 .  .  .  .6 7 8
where we set
UU 5 5 2 5 1r2 5 2 5 1r2 5 2e w ' w9 q M A ¨ A w . .  .1 1
 .Then we see from 4.4 that
eUU w G cy2 w . 4.16 .  .  .1 1
 .We observe from 4.9 that
5 1r2 5 2gy1 5 1r2 X 5 5 1r2 5 2 2g UUI t F 2bg A ¨ t A ¨ t A w t F c R e w t , .  .  .  .  . .6 1 1 4 1
2gy1 5 1r2 1r2 5 5 5 5 5I t F 2bg R A ¨ t y A ¨ t Au t w9 t .  .  .  .  .7 1 2 2
1r2 1r2UU2gF c R e ¨ t y ¨ t e w t , .  .  . . .5 1 1 2 1
5 5 a 5 5 aI t F 2c#k c a ¨ t q ¨ t .  .  .  . .Na Na8 1 1 2
5 1r2 1r2 5 5 5= A ¨ t y A ¨ t w9 t .  .  .1 2
1r2 1r2UUaF c R e ¨ t y ¨ t e w t , .  .  . . .6 1 1 2 1
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2 aq1  .where c s 2bg c , c s 2bg , and c s 4c# k c a . Thus, we obtain4 1 5 6 1
 .from 4.15 that
­ eUU w t F c R2geUU w t .  . .  .t 1 4 1
1r2 1r2UU2g aq c R q c R e ¨ t y ¨ t e w t . .  .  . . . .5 6 1 1 2 1
UU   ..Since e w 0 s 0, it follows that1
2 2gUU 2g a 2 c R T4e w t F c R q c R T e sup e ¨ t y ¨ t , .  .  . 4 .  .1 5 6 1 1 2
0FtFT
 .and from 4.16 that
d u , u F C T , R d ¨ , ¨ .  .  .1 2 2 1 2
 .with the constant C T , R depending on T and R2
2 2g2 2g a 2 c R T4C T , R ' c c R q c R T e . .  42 1 5 6
 .It is easy to see C T , R - 1 for a small T ) 0.
From the above argument and the Banach contraction mapping theo-
 .rem, we find that the problem 1.1 admits a solution u belonging to X .R , T
< < bMoreover, noting the monotonicity of the term u9 u9, we see the unique-
 w x.ness of the solution see 4 .
The second statement of the theorem is proved by a standard continua-
tion argument. The proof of Theorem 1.1 is now completed.
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