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ITOˆ STOCHASTIC DIFFERENTIAL EQUATIONS DRIVEN BY
FRACTIONAL BROWNIAN MOTIONS OF HURST PARAMETER
H > 1/2
YAOZHONG HU
Abstract. This paper studies the existence and uniqueness of solution of Itoˆ
type stochastic differential equation dx(t) = b(t, x(t), ω)dt+ σ(t, x(t), ω)dB(t),
where B(t) is a fractional Brownian motion of Hurst parameter H > 1/2
and dB(t) is the Itoˆ differential defined by using Wick product or divergence
operator. The coefficients b and σ are random and anticipative. Using the
relationship between the Itoˆ and pathwise integrals we first write the equation
as a stochastic differential equation involving pathwise integral plus a Malli-
avin derivative term. To handle this Malliavin derivative term the equation is
then further reduced to a system of characteristic equations without Malliavin
derivative, which is then solved by a careful analysis of Picard iteration, with
a new technique to replace the Gro¨nwall lemma which is no longer applicable.
The solution of this system of characteristic equations is then applied to solve
the original Itoˆ stochastic differential equation up to a positive random time.
In special linear and quasilinear cases the global solutions are proved to exist
uniquely.
1. Introduction
Let T ∈ (0,∞) be a given fixed number and let Ω be the Banach space of
continuous real-valued functions f : [0, T ] → R with the supremum norm: ‖f‖ =
sup0≤t≤T |f(t)|. For any t ∈ [0, T ] define the coordinate mapping B(t) : Ω→ R by
B(t)(ω) = ω(t). Let P = PH be the probability measure on the Borel σ-algebra
F of Ω such that B = (B(t), 0 ≤ t ≤ T ) is a fractional Brownian motion of Hurst
parameter H ∈ (0, 1). Namely, on the probability space (Ω,F ,P), B = (B(t), 0 ≤
t ≤ T ) is a centered (mean 0) Gaussian process of covariance given by
E (B(t)B(s)) =
1
2
(
t2H + s2H − |t− s|2H
)
.
Throughout the paper, we consider the case H > 1/2. The natural filtration gener-
ated by B(t) is denoted by Ft. For any β ∈ (0, H), it is known that almost surely,
B(t) is Ho¨lder continuous of exponent β. This means that there is a measurable
subset of Ω of probability one such that any element ω in this set B(·, ω) is Ho¨lder
continuous of exponent β. We shall work on this subset of Ω and with an abuse
of notation we shall denote this subset still by Ω. We also choose and fix such a
β ∈ (1/2, H) throughout the paper.
2000 Mathematics Subject Classification. 60H10, 60G22, 65C30, 60H07, 60H05, 26A33.
Key words and phrases. Fractional Brownian Motions, Itoˆ type stochastic integral, Itoˆ for-
mula, Itoˆ type stochastic differential equation, Malliavin derivative, characteristic curve equation,
fractional Picard iteration, contraction principle, existence and uniqueness of solution, linear and
quasilinear equations, global solution.
1
2 YAOZHONG HU
Fractional Brownian motions have been received a great attention in recent years.
Stochastic integral, Itoˆ formula, and many other basic results have been established.
The stochastic differential equation of the form
dx(t) = b(t, x(t))dt+ σ(t, x(t))δB(t) , 0 ≤ t ≤ T , x(0) is given , (1.1)
has been studied by many authors and has found many applications in various fields,
where δ denotes the pathwise type integral defined by using Riemnan sum. Among
many references we refer to [1, 9, 22] and in particular the references therein for
more details. Lyons and his collaborators’ work on rough path analysis is a powerful
tool in analyzing this type of equation (see [5, 19] and the references therein).
However, in the case when B is the Brownian motion, the most studied equation
is of Itoˆ type. Namely, in (1.1) Itoˆ stochastic differential is used instead of the
pathwise one. There are many reasons for the use of Itoˆ stochastic differential in
classical Brownian motion case. One reason is from the modeling point of view.
If one uses (1.1) to model the state of a certain system, then the term b(t, x(t))
represents all the “mean rate of change” of the system and the term σ(t, x(t))δB(t)
is the “random perturbation”, which has a zero mean contribution.
When we use stochastic differential equations driven by fractional Brownian
motion to model natural or social system, we also wish to separate the two parts:
the part b(t, x(t)) represents all the mean rate of change and the part σ(t, x(t))δB(t)
is merely the random perturbation, which should have a mean 0. In another word,
it is natural to require the mean of σ(t, x(t))δB(t) in (1.1) to be zero. On the other
hand, it is well-known from the work of [4, 6] that if H 6= 1/2, then the pathwise
type stochastic integral with respect to fractional Brownian motion may not be of
zero mean. Namely, it is possible that E
[∫ T
0 σ(t, x(t))δB(t)
]
6= 0. Motivated by
this phenomenon, an Itoˆ type stochastic integral
∫ T
0
σ(t, x(t))dB(t) is introduced
with the use of Wick product in [4, 13] (see [1, 6] and the references therein). This
integral has the property that the expectation E
[∫ T
0 σ(t, x(t))dB(t)
]
is always equal
to zero. This motivates to replace the pathwise integral in (1.1) by the Itoˆ one. In
other words, we are led to consider the following Itoˆ stochastic differential equation
dx(t) = b(t, x(t))dt + σ(t, x(t))dB(t) , 0 ≤ t ≤ T , x(0) is given , (1.2)
where dB(t) denotes the Itoˆ type stochastic differential (divergence type integral)
defined in [4] (see also [1, 6, 13] and references therein), b and σ are two real-valued
functions from [0, T ]×R to R satisfying some conditions that will be made precise
later (we shall allow them to be random). To solve the above equation (1.2), a
natural approach to try is the Picard iteration. To explain the difficulty let us
define xn(t) by the following recursive formula (naive Picard iteration):
xn(t) = x(0) +
∫ t
0
b(s, xn−1(s))dt+
∫ t
0
σ(s, xn−1(s))dB(s) , 0 ≤ t ≤ T , (1.3)
where n = 1, 2, · · · and x0(t) := x(0) for all 0 ≤ t ≤ T . Consider the above
stochastic integral term on the right hand side. An Itoˆ isometry formula states
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that
E
(∫ t
0
σ(s, xn−1(s))dB(s)
)2
= E
{∫ t
0
∫ t
0
φ(u, v)σ(u, xn−1(u))σ(v, xn−1(v))dudv
+
∫ t
0
∫ t
0
σx(u, xn−1(u))σx(v, xn−1(v))D
φ
vxn−1(u)D
φ
uxn−1(v)dudv
}
,
where φ(u, v) = H(2H − 1)|u − v|2H−2, σx(t, x) denotes the partial derivative
of σ(t, x) with respect to x and Dφu is the Malliavin derivative (see forthcoming
definition (2.10) in next section). From this identity one sees that to bound the L2
norm of xn one has to use the L
2 norm of xn−1 plus the L
2 norm of the Malliavin
derivative of xn−1. In a similar way to bound the Malliavin derivative one has
to use the second order Malliavin derivative, and so on. Thus, we see that the
naive Picard iteration approximation cannot be applied to study the Itoˆ stochastic
differential equation (1.2).
We shall use a different approach to study (1.2). To explain this approach we
first use the relationship between pathwise and Itoˆ stochastic integrals (established
for example in [4, Theorem 3.12]. See also [1] and [6]) to write the equation (1.2)
as
x(t) = x(0) +
∫ t
0
b(s, x(s))ds +
∫ t
0
σ(s, x(s))δB(s)
−
∫ t
0
σx(s, x(s))D
φ
sx(s)ds , 0 ≤ t ≤ T . (1.4)
Thus, the equation (1.2) is reduced to an equation involved the pathwise integral
plus a Malliavin derivative term. To understand the character of this equation, we
consider heuristically the dependence on the random element ω ∈ Ω of the random
variable x(t, ω) as a function of infinitely many variables (defined on Ω). We write
it formally as x(t, ω) = u(t, ℓ˜1, · · · , ℓ˜n, · · · ), where u(t, x1, x2, · · · ) is a function of
infinitely many variable and ℓ1, · · · ℓ, · · · are smooth deterministic functions such
that 〈ℓi , ℓj〉Hφ =
{
1 when i = j
0 otherwise
(see the forthcoming definition (2.9) for the
Hilbert space Hφ. We usually assume that {ℓ1, · · · ℓ, · · · } to be an orthonormal
basis of Hφ) and ℓ˜i =
∫ T
0
ℓi(s)dB(s). Thus D
φ
sx(s) =
∑∞
i=1 φi(s)
∂u
∂xi
(s, x1, x2, · · · )
with φi(s) =
∫ T
0
φ(s, r)ℓi(r)dr. With the above notations, the equation (1.4) can
be written as (we omit the explicit dependence of u on (x1, x2, · · · ))
u(t) = u(0) +
∫ t
0
b(s, u(s))ds+
∫ t
0
σ(s, u(s))δB(s)
−
∞∑
i=1
∫ t
0
φi(s)σx(s, u(s))
∂u
∂xi
ds , 0 ≤ t ≤ T . (1.5)
This is a first order hyperbolic partial differential equation driven by fractional
Brownian motion for a function of infinitely many variables. We shall use the idea
of characteristic curve approach from the theory of the first order (finitely many
variables) hyperbolic equations (see for example [18, 26, 27]). But since the classical
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theory is not directly applicable here we need to find the characteristic curve and
prove the existence and uniqueness of the solution. Let us also point out that
stochastic hyperbolic equations has also been studied by several authors (see e.g.
[17]), which is different from ours.
Now we explain our approach to solve (1.4). First, we construct the following
coupled system of characteristic equations:


Γ(t) = ω +
∫ t
0 σx(s, z(s))
∫ ·
0 φ(s, u)duds ;
z(t) = η(ω) +
∫ t
0 b(s, z(s))ds+
∫ t
0 σ(s, z(s))δB(s)
+
∫ t
0
∫ s
0 σ(s, z(s))σx(u, z(u))φ(s, u)duds ,
(1.6)
where σx denotes the partial derivative with respect to x, Γ(t) : Ω → Ω and
z(t) : Ω→ R. This system of equations comes from the characteristic curve equation
for the first order hyperbolic equation (1.5) of a function of infinitely many variables
(see [18, 26, 27]). For this system of characteristic equations, we shall show the
following statements.
(i) We use the Picard iteration approach to show that the above system of
equations (1.6) has a unique solution. Since the fractional Brownian motion
B is not differentiable, the powerful Gro¨nwall lemma cannot no longer be
used. Additional effort is needed to solve the corresponding (1.6). We
use a different contraction argument, presented in Section 4. We call this
approach fractional Picard iteration and hope that this general contraction
principle may also be useful in solving other equations involving Ho¨lder
continuous controls. Let us point out that (1.6) has a global solution.
(ii) We show in Section 5 that Γ(t) : Ω→ Ω defined by (1.6) has an inverse Λ(t)
when t is sufficiently small (smaller than a positive random constant) and
x(t, ω) = z(t,Λ(t, ω)) satisfies (1.4) (or (1.2)). To this end we need to use
a new Itoˆ formula which is quite interesting itself. This new Itoˆ formula is
presented in Section 3.
(iii) For general nonlinear equation (1.2) we can only solve the equation up to
a positive (random) time. This is because the inverse Λ(t) of Γ(t) : Ω→ Ω
exists only up to some random time (see one example given in Section 5).
However, for linear or quasilinear equation we can solve the equation for all
time t ≥ 0. In particular, in one dimensional linear case, we can find the
explicit solution. This is done in Section 6.
For notational simplicity we only discuss one dimensional equation. The system
of several equations can be handled in a similar way. It is only notationally more
complex. On the other hand, our approach works for more general random antici-
pative coefficients with general anticipative random initial conditions. We present
our work in this generality. This means we shall study a slightly more general equa-
tion (see (5.4) in Section 5) instead of (1.6). There has been an intensive study
on anticipative stochastic differential equations by using anticipative calculus (see
[2, 3, 23]). We hope our work can shed some lights to this topic as well. Some pre-
liminary results are presented in Section 2 and some notations used in this paper
are also fixed there.
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2. Preliminary
2.1. Fractional integrals and derivatives. Denote (−1)
α
= eipiα and Γ (α) =∫∞
0 r
α−1e−rdr. Let a, b ∈ R with a < b and let f ∈ L1 (a, b) and α > 0. The
left-sided and right-sided fractional Riemann-Liouville integrals of f are defined by
Iαa+f (t) =
1
Γ (α)
∫ t
a
(t− s)α−1 f (s) ds
and
Iαb−f (t) =
(−1)−α
Γ (α)
∫ b
t
(s− t)
α−1
f (s) ds,
respectively if the above integrals exist, where a ≤ t ≤ b. The Weyl derivatives are
defined as (if the integrals exist)
Dαa+f (t) =
1
Γ (1− α)
(
f (t)
(t− a)
α + α
∫ t
a
f (t)− f (s)
(t− s)
α+1 ds
)
(2.1)
and
Dαb−f (t) =
(−1)α
Γ (1− α)
(
f (t)
(b− t)
α + α
∫ b
t
f (t)− f (s)
(s− t)
α+1 ds
)
. (2.2)
For any λ ∈ (0, 1), denote by Cλ(a, b) the space of λ-Ho¨lder continuous functions
on the interval [a, b]. We will make use of the notations
‖x‖a,b,β = sup
a≤θ<r≤b
|xr − xθ|
|r − θ|β
,
and
‖x||a,b = sup
a≤r≤b
|xr |,
where x : Rd → R is a given continuous function. We refer to [25] for more details
on fractional integrals and derivatives.
Let π : a = t0 < t1 < · · · < tn−1 < tn = b be a partition of [a, b] and denote |π| =
max0≤i≤n−1(ti+1 − ti). Assume that f ∈ C
λ(a, b) and g ∈ Cµ(a, b) with λ+ µ > 1.
For these two functions, we define the Riemann sum Spi(f |g) =
n−1∑
i=0
f(ti)(g(ti+1)−
g(ti)). From a classical result of Young [28], we know that as |π| → 0, the limit of
Spi(f |g) exists and is called the Riemann-Stieltjes integral∫ b
a
fdg = lim
|pi|→0
Spi(f |g) .
We also have the following proposition.
Proposition 2.1. Suppose that f ∈ Cλ(a, b) and g ∈ Cµ(a, b) with λ+ µ > 1. Let
1 − µ < α < λ. Then the Riemann Stieltjes integral
∫ b
a fdg exists and it can be
expressed as ∫ b
a
fdg = (−1)α
∫ b
a
Dαa+f (t)D
1−α
b− gb− (t) dt, (2.3)
where gb− (t) = g (t)− g (b).
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We also note that in the convergent Riemann sum, we can also use
S˜pi(f |g) =
n−1∑
i=0
f(ξi)(g(ti+1)− g(tj)) ,
where ξi is any point in [ti, ti+1].
Let Ω, H be two separable Banach spaces such that H is continuously embedded
in Ω. Let B be another separable Banach space. A mapping F : Ω → B is called
H-differentiable if there is a bounded linear mapping from H to B (if such mapping
exists, then it is unique and is denoted by DF (ω)) such that
F (ω + εh)− F (ω)
ε
= DF (ω)(h) + o(ε) as ε→ 0 ; ∀ ω ∈ Ω, h ∈ H . (2.4)
We can also considered DF (ω) as an element in the tensor product space B ⊗ H′,
where H′ is the dual of H. The directional derivative DhF for any direction h ∈ H
is defined as DhF (ω) = DF (ω)(h) = 〈DF (ω), h〉H′,H. To simplify notation we also
write DhF (ω) = DF (ω)h. If H and B are Banach spaces of real functions, and if
there is a function g(s, ω) such that DhF (ω) = DF (ω)(h) =
∫ T
0
f(s, ω)h(s)ds, ∀h ∈
H, then we denote DsF (ω) = g(s, ω).
It is easy to see that we have the following chain rule. If F : Ω → B1 is H1-
differentiable and G : B1 → B2 is H2-differentiable such that DF (ω) is a bounded
mapping from H1 to H2, then G ◦ F is also H1-differentiable and
DG(F (ω)) = (DG)(F (ω)) ◦ DF (ω) . (2.5)
For any function f(t) = f(t, ω), where (t, ω) ∈ [0, T ] × Ω, which is Ho¨lder
continuous with respect to t of exponent µ > 1 − H , by Proposition 2.1, we
can define the pathwise integral
∫ t
0 f(s)δB(s) as the (pathwise) limit as |π| =
max0≤i≤n−1(ti+1 − ti)→ 0 of the following Riemann sum
Spi(f) =
n−1∑
i=0
f(sk)(B(sk+1)−B(sk)) , (2.6)
where π : 0 = s0 < s1 < · · · < tnn−1 < tn = t is a partition of [0, t]. This integral
can also be given by∫ t
0
f(s)δB(s) =
∫ t
0
D1−α0+ f(s)D
α
t−Bt−(s)ds ,
where α satisfies 1− µ < α < H .
If f is Ho¨lder continuous of exponent greater than 1−H and if g is continuous,
then η(t) = η(0)+
∫ t
0 f(s)δB(s)+
∫ t
0 g(s)ds is well-defined. For any continuous func-
tion F on [0, T ]×R, which is continuously differentiable in t and twice continuously
in x we have the following Itoˆ formula:
F (t, η(t)) = F (0, η(0)) +
∫ t
0
[
∂
∂s
F (s, η(s)) +
∂
∂x
F (s, η(s))g(s)
]
ds
+
∫ t
0
∂
∂x
F (s, η(s))f(s)δB(s) . (2.7)
[see for example [9] and references therein.] We also notice that if f : [0, T ]×Ω→ R
is Ho¨lder continuous of exponent µ > 1 − H , then in the Riemann sum (2.6) the
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left point sk can be replaced by any points ξk in the subinterval. Namely,∫ T
0
f(s)δBs = lim
|pi|→0
n−1∑
i=0
f(ξk)(B(sk+1)−B(sk)) , (2.8)
where ξk is any point in [sk, sk+1].
In the stochastic analysis of fractional Brownian motions of Hurst parameter
H > 1/2, usually, we take the above Banach space H to be the reproducing kernel
Hilbert space Hφ:
Hφ =
{
f : [0, T ]→ R , ‖f‖2Hφ =
∫ T
0
∫ T
0
f(u)f(v)φ(u − v)dudv <∞
}
, (2.9)
which is the completion of the space of smooth functions on [0, T ] with respect to
the norm ‖ · ‖Hφ , where
φ(u) := H(2H − 1)|u|2H−2 .
The element in Hφ may be generalized function (distribution) although we still
write f : [0, T ]→ R in (2.9). We can define DsF (ω) as usual and we denote
D
φ
t F (ω) =
∫ T
0
φ(t, s)DsF (ω)ds . (2.10)
The expectation E
∫ b
a
f(s)δB(s) may generally not be zero. In [4] (see also [1, 6]) we
introduce an Itoˆ stochastic integral by using the Wick product. We also established
a relationship between pathwise and Itoˆ integrals. Here, we can use this relationship
to define Itoˆ integral as∫ T
0
f(t)dB(t) =
∫ T
0
f(t)δB(t)−
∫ T
0
D
φ
t f(t)dt (2.11)
if f is Ho¨lder continuous of exponent µ > 1−H and Dφs f(s) exists and is integrable.
It is easy to see that E
(∫ T
0 f(t)dB(t)
)
= 0.
The Itoˆ formula and many other results for Itoˆ stochastic integral have been
established. Here, we explain that the Itoˆ formula for Itoˆ integral can also be
obtained from (2.7) and (2.11).
Proposition 2.2. Let
η(t) = η +
∫ t
0
f(s)dBs +
∫ t
0
g(s)ds ,
where f is Ho¨lder continuous with exponent greater than 1−H and g is continuous.
Assume that Dφs f(s) exists and is a continuous function of s. Let F : [0, T ]×R→ R
be continuously differentiable in t and twice continuously differentiable in x. Then
F (t, η(t)) = F (0, η0) +
∫ t
0
∂F
∂x
(s, η(s))f(s)dB(s) (2.12)
+
∫ t
0
[
∂F
∂s
(s, η(s)) +
∂F
∂x
(s, η(s))g(s) +
∂2F
∂x2
(s, η(s))f(s)Dφs η(s)
]
ds .
Proof We briefly sketch the proof. First, by (2.11) we see
η(t) = η0 +
∫ t
0
f(s)δBs +
∫ t
0
[
g(s)− Dφs f(s)
]
ds .
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From (2.7) it follows that
F (t, η(t)) = F (0, η0) +
∫ t
0
∂F
∂s
(s, η(s))ds+
∫ t
0
∂F
∂x
(s, η(s))f(s)δB(s)
+
∫ t
0
∂F
∂x
(s, η(s))
[
g(s)− Dφs f(s)
]
ds
= F (0, η0) +
∫ t
0
∂F
∂s
(s, η(s))ds+
∫ t
0
∂F
∂x
(s, η(s))f(s)dB(s)
+
∫ t
0
{
∂F
∂x
(s, η(s))
[
g(s)− Dφs f(s)
]
+ Dφs
(
∂F
∂x
(s, η(s))f(s)
)}
ds .
This is simplified to (2.12).
3. Itoˆ formulas
Denote T = [0, T ]. If X(t) = η+
∫ t
0 f(s)ds+
∫ t
0 g(s)δB(s) and if F is a function
from T × R to R, then an Itoˆ formula for F (t,X(t)) is given by (2.7), or (2.12) if
the integral is Itoˆ type (see also [28, 29, 9] and in particular the references therein).
However, to show the existence and uniqueness of the solution to Itoˆ stochastic
differential equation we need an Itoˆ formula of the following form: If X is as above,
Γ : T × Ω → Ω and F : T × R × Ω to R, we want to find an Itoˆ formula for
F (t,X(t),Γ(t)). Here and in what follows, we omit the explicit dependence on ω
when it is clear.
Lemma 3.1. Let h(t, u, ω), (t, u, ω) ∈ T 2 ×Ω be a continuous function of t and u.
Define a family of nonlinear transforms from Ω to Ω by
Γ(t, ω) = ω +
∫ ·
0
h(t, u, ω)du , t ∈ T . (3.1)
Let f : T × Ω → R be measurable such that for any ω ∈ Ω, f : T → R is Ho¨lder
continuous of order greater than 1 −H so that F =
∫ T
0
f(s)δB(s) is well-defined.
We have
F ◦ Γ(t, ω) =
∫ T
0
f(s,Γ(t, ω))δB(s) +
∫ T
0
f(s,Γ(t, ω))h(t, s, ω)ds .
(3.2)
Proof By a limiting argument we may assume that f is of the form
f(t, ω) =
n−1∑
k=0
ak(ω)I[tk,tk+1)(t) ,
where 0 = t0 < t1 < · · · < tn−1 < tn = T is a partition of the interval [0, T ]. Thus
F (ω) =
n−1∑
k=0
ak(ω) [B(tk+1, ω)−B(tk, ω)]
=
n−1∑
k=0
ak(ω) [ω(tk+1)− ω(tk)] .
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Thus
F (Γ(t, ω)) =
n−1∑
k=0
ak(Γ(t, ω))
{
ω(tk+1) +
∫ tk+1
0
h(t, s, ω)ds− ω(tk)−
∫ tk
0
h(t, s, ω)ds
}
=
n−1∑
k=0
{
ak(Γ(t, ω))(ω(tk+1)− ω(tk)) + ak(Γ(t, ω))
∫ tk+1
tk
h(t, s, ω)ds
}
=
∫ T
0
f(s,Γ(t, ω))δB(s) +
∫ T
0
f(s,Γ(t, ω))h(t, s, ω)ds ,
which is (3.2).
Let H ⊆ Ω be a Banach space continuously embedded in Ω. Now we state our
new Itoˆ formula.
Theorem 3.2. Let measurable functions η : R × Ω → R, f0, f1 : T × R× Ω → R,
g0, g1 : T × Ω→ R satisfy

f0(s, x, ω) and g0(s, ω) are continuous in s ∈ T ;
f1(s, x, ω) and g1(s, ω) are Ho¨lder continuous
with respect to s of order greater than 1−H ;
f1(s, x, ω) is Lipschitz in x .
Define
F (t, x, ω) = η(x, ω) +
∫ t
0
f0(s, x, ω)ds+
∫ t
0
f1(s, x, ω)δB(s) (3.3)
and
G(t, ω) = ξ(ω) +
∫ t
0
g0(s, ω)ds+
∫ t
0
g1(s, ω)δB(s) . (3.4)
Assume that F and ∂∂xF (t, x, ω) are Ho¨lder continuous in t of exponent greater than
1−H and Lipschitz in x, H-differentiable in ω. Let ξ : Ω→ R be measurable. Let h
and Γ be defined as in Lemma 3.1 and assume that Γ : [0, T ]×Ω→ Ω is continuously
differentiable in s with respect to the topology of H (namely, ddsΓ(s) ∈ H). Then
F (t, G(t),Γ(t)) = η(ξ(ω), ω) +
∫ t
0
f0(s,G(s),Γ(s))ds
+
∫ t
0
f1(s,G(s),Γ(s))δB(s) +
∫ t
0
f1(s,G(s),Γ(s))h(s, s, ω)ds
+
∫ t
0
∂
∂x
F (s,G(s),Γ(s))g0(s)ds+
∫ t
0
∂
∂x
F (s,G(s),Γ(s))g1(s)δB(s)
+
∫ t
0
(DF )(s,G(s),Γ(s))
d
ds
Γ(s) ds , (3.5)
where and in what follows we denote
(DF )(s,G(s),Γ(s))
d
ds
Γ(s) := DF (s, x, ω)
∣∣∣∣
x=G(s), ω=Γ(s)
d
ds
Γ(s) .
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Proof Let π : 0 = t0 < t1 < · · · < tn = t be a partition of [0, t] and denote
|π| = max0≤k≤n−1(tk+1 − tk). We have
F (t, G(t),Γ(t)) − F (0, G(0),Γ(0))
=
n−1∑
k=0
[F (tk+1, G(tk+1),Γ(tk+1))− F (tk, G(tk),Γ(tk))]
= I1 + I2 + I3 ,
where
I1 =
n−1∑
k=0
[F (tk+1, G(tk+1),Γ(tk+1))− F (tk, G(tk+1),Γ(tk+1))] ;
I2 =
n−1∑
k=0
[F (tk, G(tk+1),Γ(tk+1)) − F (tk, G(tk),Γ(tk+1))] ;
I3 =
n−1∑
k=0
[F (tk, G(tk),Γ(tk+1))− F (tk, G(tk),Γ(tk))] .
Let us first look at I1. Using Lemma 3.1, we have
I1 =
n−1∑
k=0
∫ tk+1
tk
f0(s,G(tk+1),Γ(tk+1))ds
+
n−1∑
k=0
∫ tk+1
tk
f1(s, x, ω)δB(s)
∣∣∣
x=G(tk+1),ω=Γ(tk+1)
=
n−1∑
k=0
∫ tk+1
tk
f0(s,G(tk+1),Γ(tk+1))ds+
n−1∑
k=0
∫ tk+1
tk
f1(s,G(tk+1),Γ(tk+1))δB(s)
+
n−1∑
k=0
∫ tk+1
tk
f1(s,G(tk+1),Γ(tk+1))h(tk+1, s)ds .
From here it is easy to see that
lim
|pi|→0
I1 =
∫ t
0
f0(s,G(s),Γ(s))ds +
∫ t
0
f1(s,G(s),Γ(s))δB(s)
+
∫ t
0
f1(s,G(s),Γ(s))h(s, s, ω)ds . (3.6)
Using the mean value theorem we have, denotingGk,θ = G(tk)+θ [G(tk+1)−G(tk)],
I2 =
n−1∑
k=0
∫ 1
0
∂
∂x
F (tk, Gk,θ ,Γ(tk+1))dθ [G(tk+1)−G(tk)]
=
∫ 1
0
dθ
{
n−1∑
k=0
∫ tk+1
tk
∂
∂x
F (tk, Gk,θ,Γ(tk+1)) [g0(s)ds+ g1(s)δB(s)]
}
.
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Since for any θ ∈ [0, 1], Gk,θ is any point between G(tk) and G(tk+1), we see that
for any θ ∈ [0, 1],
lim
|pi|→0
n−1∑
k=0
∫ tk+1
tk
∂
∂x
F (tk, Gk,θ ,Γ(tk+1)) [g0(s)ds+ g1(s)δB(s)]
=
∫ t
0
∂
∂x
F (s,G(s),Γ(s))g0(s)ds+
∫ t
0
∂
∂x
F (s,G(s),Γ(s))g1(s)δB(s) .
This implies
lim
|pi|→0
I2 =
∫ t
0
∂
∂x
F (s,G(s),Γ(s))g0(s)ds+
∫ t
0
∂
∂x
F (s,G(s),Γ(s))g1(s)δB(s) .
(3.7)
I3 can be computed as follows.
I3 =
n−1∑
k=0
∫ tk+1
tk
DF (tk, G(tk),Γ(s))
d
ds
Γ(s) ds .
From here it follow easily
lim
|pi|→0
I3 =
∫ t
0
DF (s,G(s),Γ(s))
d
ds
Γ(s)ds . (3.8)
Now we combine (3.6),(3.7) and (3.8) to prove the theorem.
Remark 3.3. (i) F (0, G(0),Γ(0)) = η(ξ(ω), ω). Thus, we can replace η(ξ(ω), ω)
in (3.5) by F (0, G(0),Γ(0)).
(ii) We may also write the above Itoˆ formula (3.5) in differential form as follows.
dF (t, G(t),Γ(t)) = f0(t, G(t),Γ(t))dt + f1(t, G(t),Γ(t))δB(t)
+
∂
∂x
F (t, G(t),Γ(t)) [g0(t)dt+ g1(t)δB(t)]
+f1(t, G(t),Γ(t))h(t, t, ω)dt + (DF )(t, G(t),Γ(t))
∂
∂t
Γ(t)dt .
(3.9)
If F and G are given by Itoˆ integrals, then what will be the Itoˆ formula? Similar
to the argument in the proof of Proposition 2.2 we can use the relationship (2.11)
to obtain an analogous Itoˆ formula for Itoˆ integrals.
Let
F (t, x, ω) = η(x, ω) +
∫ t
0
f0(s, x, ω)ds+
∫ t
0
f1(s, x, ω)dB(s) (3.10)
G(t, ω) = ξ(ω) +
∫ t
0
g0(s, ω)ds+
∫ t
0
g1(s, ω)dB(s) . (3.11)
Let h and Γ be defined as in Lemma 3.1. We assume the conditions in Theorem
3.2 hold. Moreover, we also assume that Dsf
φ
1 (s) and Dsg
φ
1 (s) are continuously in
s. From (2.11) we have (we omit the explicit dependence on ω)
F (t, x) = η(x) +
∫ t
0
[
f0(s, x)− D
φ
s f1(s, x)
]
ds+
∫ t
0
f1(s, x)δB(s)
G(t) = ξ +
∫ t
0
[
g0(s)− D
φ
s g1(s)
]
ds+
∫ t
0
g1(s)δB(s) .
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By the Itoˆ formula (3.5) we have
F (t, G(t),Γ(t)) = η(ξ) +
∫ t
0
[
f0 − D
φ
s f1
]
(s,G(s),Γ(s))ds
+
∫ t
0
f1(s,G(s),Γ(s))δB(s) +
∫ t
0
f1(s,G(s),Γ(s))h(s, s, ω)ds
+
∫ t
0
∂
∂x
F (s,G(s),Γ(s))
[
g0 − (D
φ
s g1)
]
(s,Γ(s))ds
+
∫ t
0
∂
∂x
F (s,G(s),Γ(s)) g1(s,Γ(s))δB(s)
+
∫ t
0
(DF )(s,G(s),Γ(s))
d
ds
Γ(s)ds .
Using again the relationship (2.11) between pathwise and Itoˆ integral, we can
rewrite the above identity as
F (t, G(t),Γ(t))
= η(ξ) +
∫ t
0
{
D
φ
s [f1(s,G(s),Γ(s))] +
[
f0 − D
φ
s f1
]
(s,G(s),Γ(s))
}
ds
+
∫ t
0
f1(s,G(s),Γ(s))dB(s) +
∫ t
0
f1(s,G(s),Γ(s))h(s, s, ω)ds
+
∫ t
0
∂
∂x
F (s,G(s),Γ(s))
[
g0 − (D
φ
s g1)
]
(s,Γ(s))ds
+
∫ t
0
D
φ
s
[
∂
∂x
F (s,G(s),Γ(s)) g1(s,Γ(s))
]
ds
+
∫ t
0
∂
∂x
F (s,G(s),Γ(s)) g1(s,Γ(s))dB(s)
+
∫ t
0
(DF )(s,G(s),Γ(s))
d
ds
Γ(s)ds . (3.12)
4. An iteration principle
After transforming the original equation (1.2) into the system of equations (1.6)
(or (5.4) in next section for general random coefficient case), we can now use the
Picard iteration method to solve the new differential system (pathwise). But the
second equation in (1.6) involves
∫ t
0 σ(s, z(s),Γ(s))δB(s). Since B(s) is not differ-
entiable, one cannot no longer use the powerful Gro¨nwall lemma. One way to get
around this difficulty is to use the Besov spaces (see e.g. [24]). Here, we propose
to use the Ho¨lder spaces which seems to be simpler. The idea is motivated by the
works [11, 12].
In this section we present a general contraction principle, which may be useful
in solving other equations driven by Ho¨lder continuous functions. We call this
approach the fractional Picard iteration. In next section we shall use this general
contraction principle to solve (1.6) and subsequently to solve (1.2).
Let B be a separable Banach space with norm ‖ ·‖ (in case we need to specify we
write ‖·‖B). We denote by B[0, T ] the Banach space of all continuous functions from
[0, T ] to B with the sup norm ‖x‖0,T = sup0≤t≤T ‖x(t)‖B. For any 0 ≤ a < b ≤ T
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and an element x ∈ B[0, T ], we define
‖x‖a,b,β = sup
a≤s<t≤b
‖x(t)− x(s)‖
|t− s|β
if the above right hand side is finite. We also use the notation ‖x‖a,b = supa≤t≤b ‖x(t)‖
and in the case when a = b, we denote ‖x‖a,a = ‖x(a)‖.
Given ∆ ∈ (0, T ] and β ∈ (0, 1] we denote
‖|x‖|∆,β = sup
0≤t≤T
|x(t)| + sup
0≤s<t≤T,t−s≤∆
‖x(t)− x(s)‖
|t− s|β
.
Denote
B
∆,β[0, T ] = {x ∈ B[0, T ] ; ‖|x‖|∆,β <∞} .
As in Theorem 1.3.3 of [16], it is easy to verify that ‖|x‖|∆,β is a norm and B
∆,β [0, T ]
is a Banach space with respect to this norm. When we need to emphasize the
interval we may also add the interval into the notation, namely, we may write
‖|x‖|a,b,∆,β. If ∆ is clear, we omit the dependence on ∆ and write B
β [0, T ] =
B
∆,β[0, T ].
We shall consider a mapping F from B[0, T ] into itself. Thus, for any element
x ∈ B[0, T ], F (x) is a function from [0, T ] to B. We can thus write such function as
F (t, x). We say F is progressive if for any a ∈ [0, T ], {F (t, x) , 0 ≤ t ≤ a} depends
only on {x(t), 0 ≤ t ≤ a}. In other words, if x(t) = y(t) for all t ∈ [0, a], then
F (t, x) = F (t, y) for all t ∈ [0, a].
Here is the main theorem of this section.
Theorem 4.1. Let B be a separable Banach space and let F be a progressive map-
ping from B[0, T ] → B[0, T ] such that F (0, x) ∈ B is independent of x (it is
equivalent to say that F (0, x) ∈ B is independent of x(0)). Suppose that there are
constants κ, ∆ > 0, γ, β ∈ (0, 1] and there is a positive function h : R4 → R,
increasing in all of its arguments, such that the following statements are true.
(i) For any 0 ≤ a < b ≤ T with b− a ≤ ∆ and for any x ∈ B∆,β[0, T ] we have
‖F (x)‖a,b,β ≤ κ
(
1 + ‖x‖0,a + ‖x‖a,b,β(b − a)
γ
)
. (4.1)
(ii) For any 0 ≤ a < b ≤ T with b − a ≤ ∆ and for any x1, x2 ∈ B
∆,β [0, T ] we
have
‖F (x1)− F (x2)‖a,b,β ≤ h¯a,b(x1, x2)
{
‖x1 − x2‖0,a
+‖x1 − x2‖a,b,β(b − a)
γ
}
, (4.2)
where
h¯a,b(x1, x2) = h
(
‖x1‖0,a, ‖x2‖0,a, ‖x1‖a,b,β, ‖x2‖a,b,β
)
. (4.3)
Then the mapping F : Bβ [0, T ] → Bβ [0, T ] has a unique fixed point x ∈ B[0, T ].
This means that there is a unique x ∈ B[0, T ] such that x(t) = F (t, x) for all
t ∈ [0, T ]. Moreover, there is a τ0 > 0 such that{
‖x‖0,T ≤ c2e
c1κ
1/γT (1 + ‖F (0)‖) ,
sup0≤a<b≤T,b−a≤τ0 ‖x‖a,b,β ≤ c2e
c1κ
1/γT (1 + ‖F (0)‖) ,
(4.4)
where c1 and c2 are two constants depending only on ∆.
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Proof We divide the proof into several steps.
Step 1. First, we prove that there is a τ1 ∈ (0,∆] (the choice of τ1 will be made
more precise later) such that F has a unique fixed point on the interval [0, τ1]. To
this end we use Picard iteration. We define x0(t) = F (0, x) for all t ∈ [0, τ1] which
is an element in B by our assumption that F (0, x) is independent of x. We also
define for n = 0, 1, 2, · · ·
xn+1(t) = F (t, xn) , t ∈ [0, τ1] . (4.5)
It is easy to see by the assumption that xn(0) = F (0, x) for all n ≥ 0. From the
assumption (4.1), we have
‖xn+1‖0,τ1,β ≤ κ(1 + ‖xn(0)‖+ ‖xn‖0,τ1,βτ
γ
1 )
≤ κ(1 + ‖F (0)‖+ ‖xn‖0,τ1,βτ
γ
1 ) .
Let
τ1 ≤
1
(2κ)1/γ
∧∆ . (4.6)
[One can take τ1 ≤
1
(2κ)1/γ
∧∆.] Then we have
‖xn+1‖0,τ1,β ≤ κ(1 + ‖F (0, x)‖) +
1
2
‖xn‖0,τ1,β . (4.7)
By induction, we have
sup
n≥0
‖xn‖0,τ1,β ≤ 2κ(1 + ‖F (0)‖) . (4.8)
Now by the fact that ‖xn‖0,τ1 ≤ ‖xn(0)‖+ ‖xn‖0,τ1,βτ
γ
1 , we see that
sup
n≥0
‖xn‖0,τ1 ≤ ‖F (0)‖+ 2κ(1 + ‖F (0)‖)τ
γ
1 ≤ 2(1 + ‖F (0)‖) . (4.9)
By the definition (4.3) of h¯ we see that
sup
n
h¯0,τ1(xn−1, xn) ≤M1 <∞
for some positive constant M1 ∈ (0,∞). Notice that xn(0) = xn−1(0). Thus
condition (4.2) gives
‖F (xn+1)− F (xn)‖0,τ1,β ≤M1‖xn+1 − xn‖0,τ1,βτ
γ
1 .
Choose
τ1 ≤
1
(2M1)1/γ
∧
1
(2κ)1/γ
∧∆ . (4.10)
Then we have
‖xn+1 − xn‖0,τ1,β = ‖F (xn)− F (xn−1)‖0,τ1,β
≤
1
2
‖xn − xn−1‖0,τ1,β .
Since xn(0) = F (0) for all n this means that {xn} is a Cauchy sequence in B
β [0, τ1]
and it converges to an element x ∈ Bβ [0, τ1]. Obviously, this limit x is the unique
solution to x(t) = F (t, x) for t ∈ [0, τ1]. Clearly, the limit satisfies
sup
n≥0
‖x‖0,τ1 ≤ 2(1 + ‖F (0)‖) , ‖x‖0,τ1,β ≤ 2κ(1 + ‖F (0)‖) . (4.11)
Step 2. Now we explain the inductive argument to construct a unique solution on
the interval [0, T ∧ Tk+1] from a solution on [0, T ∧ Tk], where Tk = τ1 + · · · + τk.
For any positive integer k ≥ 1 assume that there is a unique solution x(t), t ∈
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[0, Tk] satisfying x(t) = F (t, x), t ∈ [0, Tk]. We want to construct a unique solution
x(t), t ∈ [0, Tk+1] satisfying x(t) = F (t, x), t ∈ [0, Tk+1] for some τk+1 > 0 (see
below for the definition of τk+1). To simplify notation we assume Tk+1 ≤ T (or we
replace Tk+1 by Tk+1 ∧ T ). Define the following sequence (still use xn)

x0(t) =
{
x(t) , when 0 ≤ t ≤ Tk ,
x(Tk) , when Tk ≤ t ≤ Tk+1 ,
xn+1(t) = F (t, xn) , for all 0 ≤ t ≤ Tk+1 ,
where n = 0, 1, · · · . Since x(t), t ∈ [0, Tk] is the unique solution to x(t) = F (t, x), t ∈
[0, Tk], we see that xn(t) = x(t) for all t ∈ [0, Tk]. With exactly the same argument
as for (4.7), we have for any positive integer k ≥ 1,
‖xn+1‖Tk,Tk+1,β ≤ κ(1 + ‖x‖0,Tk) +
1
2
‖xn‖Tk,Tk+1,β (4.12)
under the condition
τk+1 ≤
1
(2κ)1/γ
∧∆ . (4.13)
[We can take τk+1 =
1
(2κ)1/γ
∧∆]. This can be used (by induction on n) to prove
sup
n≥0
‖xn‖Tk,Tk+1,β ≤ 2κ(1 + ‖x‖0,Tk) =:M
(1)
k+1 . (4.14)
As a consequence, we have
sup
n≥0
‖xn‖0,Tk+1 ≤ ‖x‖0,Tk + ‖xn‖Tk,Tk+1,βτ
γ
k+1
≤ (2κτβk+1 + 1)(1 + ‖x‖0,Tk)
≤ 2(1 + ‖x‖0,Tk) =:M
(2)
k+1 . (4.15)
Now letting Mk+1 := h(M
(2)
k+1,M
(2)
k+1,M
(1)
k+1,M
(1)
k+1), we have by (4.2)
‖xn+1 − xn‖Tk,Tk+1,β = ‖F (xn)− F (xn−1)‖Tk,Tk+1,β
≤ Mk+1‖xn − xn−1‖Tk,Tk+1,βτ
γ
k+1
≤
1
2
‖xn − xn−1‖Tk,Tk+1,β (4.16)
if
τk+1 ≤
1
M
1/γ
k+1
∧
1
(2κ)1/γ
∧∆ . (4.17)
Thus, under the above condition 4.17, {xn} is a Cauchy sequence in B[0, Tk+1]. It
has a unique limit x which satisfies x(t) = F (t, x) for all t ∈ [0, T ∧ Tk+1]. Indeed,
the fact x(t) satisfies x(t) = F (t, x) for all t ∈ [0, T ∧ Tk] follows from the inductive
assumption. On [T ∧Tk, T ∧Tk+1], xn is a Cauchy sequence in B
β [T ∧Tk, T ∧Tk+1]
and F is continuous on Bβ [T ∧ Tk, T ∧ Tk+1] by the assumption (4.2). It is also
easy to verify from (4.14) and (4.15) that the solution satisfies{
‖x‖Tk,Tk+1,β ≤ 2κ(1 + ‖x‖0,Tk) ;
‖x‖0,Tk+1 ≤ 2(1 + ‖x‖0,Tk) .
(4.18)
Step 3. Denote T∞ = T ∧ (τ1+ τ2+ · · · ). By induction argument, we can construct
a unique solution x(t) on t ∈ [0, T∞] for the equation x(t) = F (t, x). We want to
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show T∞ = T . To do this, the idea is to show that τk ≥ τ˜0 for some τ˜0 > 0 and for
all k ≥ 1.
From the same argument as for (4.14) and (4.15) we have{
‖x‖kτ,(k+1)τ,β ≤ 2κ(1 + ‖x‖0,kτ ) ;
‖x‖0,(k+1)τ ≤ 2(1 + ‖x‖0,kτ )
(4.19)
as long as τ ≤
1
(2κ)1/γ
and (k + 1)τ ≤ T∞. In fact, to obtain the above bounds,
we only need to use the condition (4.1).
We choose τ =
1
(2κ)1/γ
∧∆ and divide the interval [0, T∞] into N sub-intervals,
where
N =
[
T∞
τ
]
+ 1 =
[
T∞
∆
]
∨
[
T∞(2κ)
1/γ
]
+ 1 .
Denote Ak = ‖x‖0,kτ . The second inequality in (4.19) can be written as
Ak+1 ≤ 2 + 2Ak , k = 0, 1, 2, · · ·
An elementary induction argument yields
Ak ≤ 2 + 2
2 + · · ·+ 2k + 2kA0
≤ 2k+1 + 2kA0 .
Thus, we see that
‖x‖0,T∞ ≤ 2
N+1 + 2N‖F (0)‖
≤ c2e
c1κ
1/γT (1 + ‖F (0)‖) (4.20)
for some constants c1 and c2 dependent only on ∆. This together with the first
inequality in (4.19) yields
‖x‖kτ,(k+1)τ,β ≤ c2e
c1κ
1/γT (1 + ‖F (0)‖) (4.21)
for any k such that (k + 1)τ ≤ T∞ and for τ =
1
(2κ)1/γ
∧∆.
Step 4. Denote {
M˜1 = M˜2 = c2e
c1κ
1/γT (1 + ‖F (0)‖) ;
M˜ = h(M˜2, M˜2, M˜1, M˜1) .
Then from (4.14) and (4.15) we see that M
(1)
k+1 ≤ M˜1 and M
(2)
k+1 ≤ M˜2 for all k.
Since h is increasing in all of its arguments, this means that we can choose τk such
that
τk ≥ τ˜ :=
1
M˜1/γ
∧
1
(2κ)1/γ
∧∆ , ∀ k ≥ 1 .
Since τ˜ is independent of k, we see that T∞ = T .
The first inequality (4.4) is a straightforward consequence of (4.20). With possi-
bly a different choice of c1 and c2, we can write (4.21) as
‖x‖kτ0,(k+1)τ0,β ≤ c2e
c1κ
1/γT (1 + ‖F (0)‖) .
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If a, b ∈ [kτ0, (k+1)τ0], then we see easily that the second inequality in (4.4) holds.
If a ∈ [(k − 1)τ0, kτ0] and b ∈ [kτ0, (k + 1)τ0], then
‖x(b)− x(a)‖
|b− a|β
≤
‖x(b)− x(kτ0)‖+ ‖x(kτ)− x(a)‖
|b − a|β
≤
‖x(b)− x(kτ0)‖
|b− kτ0|β
+
‖x(kτ)− x(a)‖
|kτ0 − a|β
≤ ‖x‖(k−1)τ0,kτ0,β + ‖x‖kτ0,(k+1)τ0,β
≤ 2c2e
c1κ
1/γT (1 + ‖F (0)‖) .
Up to a different choice of constant c2, we prove the second inequality in (4.4).
Remark 4.2. If h¯ has some particular form, one may obtain some stability results
for the solutions. Namely, if x1 and x2 are two solutions with different initial
conditions, or with different F , one may bound ‖x2 − x1‖ (see analogous results
[11, 12]). However, we shall not persuade this problem.
5. General stochastic differential equations
5.1. Reduction of the equation. Let b , σ : [0, T ]×R×Ω→ R be a measurable
mapping. We shall specify the conditions on them later. Let η be a given random
variable. The main objective of this paper is to study the following Itoˆ stochastic
differential equation{
dx(t) = b(t, x(t), ω)dt+ σ(t, x(t), ω)dB(t) , 0 ≤ t ≤ T ,
x(0) = η ,
(5.1)
where dB(t) is the Itoˆ differential.
We can use the argument as in the introduction (see e.g. (1.6)) to reduce the
above equation (5.1), now with random coefficients. Using the relationship (2.11)
between the Itoˆ and pathwise stochastic integrals and the chain rule for derivative
we have∫ t
0
σ(s, x(s), ω)dB(s) =
∫ t
0
σ(s, x(s), ω)δB(s) −
∫ t
0
D
φ
s [σ(s, x(s), ω)] ds
=
∫ t
0
σ(s, x(s), ω)δB(s) −
∫ t
0
D
φ
s [σ] (s, x(s), ω)ds
−
∫ t
0
σx(s, x(s), ω)D
φ
sx(s)ds ,
where σx denotes the partial derivative of σ with respect to x, and D
φ
s [σ] denotes
the partial derivative of σ with respect to the random element ω. Thus, the equation
(5.1) may be written as
x(t) = η +
∫ t
0
b˜(s, x(s), ω)ds+
∫ t
0
σ(s, x(s), ω)δB(s)
−
∫ t
0
σ˜(s, x(s), ω)Dφsx(s)ds , (5.2)
where {
b˜(s, x, ω) := b(s, x, ω)− Dφs [σ] (s, x, ω)
σ˜(s, x, ω) = σx(s, x, ω) .
(5.3)
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As explained in the introduction, this equation can be considered as a first or-
der nonlinear hyperbolic equation of infinitely many variables, driven by fractional
Brownian motion, where ω ∈ Ω is considered as an infinite dimensional variable.
We shall use the elementary characteristic curve method. The characteristic equa-
tion will be an equation in Ω which takes the form of the first equation of the
following system of equations. This means that to solve the above equation (5.2)
we will first solve the following coupled system of equations (which we call it the
system of characteristic equations corresponding to (5.1)).


Γ(t) = ω +
∫ t
0 σ˜(s, z(s),Γ(s))
∫ ·
0 φ(s, u)duds ;
z(t) = η(ω) +
∫ t
0 b˜(s, z(s),Γ(s))ds+
∫ t
0 σ(s, z(s),Γ(s))δB(s)
+
∫ t
0
∫ s
0 σ(s, z(s),Γ(s))σ˜(u, z(u),Γ(u))φ(s, u)duds .
(5.4)
We shall show that the solution to equation (5.4) can be used to express the solution
of (5.2). However, first we need to show that (5.4) has a (unique) solution.
5.2. Solution to the reduced equation. In this section we prove that the system
(5.4) has a unique solution. When the Hurst parameter H > 1/2 and in the absence
of Dφsx(s), the equation (5.2) has been studied by many authors (see [24, 29, 9] for
a recent study and also for some more references). We only mention two works. In
[24], Besov spaces are used to accommodate the solutions. In [11], the solution is
shown to be Ho¨lder continuous and the stability with respect to Ho¨lder norm is
also studied in that paper (see [12] for a similar study when the Hurst parameter
H ∈ (1/3, 1/2]). Here, we shall use the Ho¨lder spaces together with the general
contraction principle established in Section 4 to prove the existence and uniqueness
of the solution. Our idea to solve the equation (5.2) seems also new even in the
classical case (namely, in the absence of Dφsx(s) in (5.2)).
The system of (two) equations (5.4) will be solved for any fixed ω ∈ Ω. This
means that we are going to find pathwise solution of (5.4) by using Theorem 4.1.
To this end, we rewrite the equation (5.4) with a replacement of Γ of by Γ+ ω (we
use the same notation Γ(t) without ambiguity).


Γ(t) =
∫ t
0
σ˜(s, z(s),Γ(s) + ω)
∫ ·
0
φ(s, u)duds ;
z(t) = η(ω) +
∫ t
0
b˜(s, z(s),Γ(s) + ω)ds+
∫ t
0
σ(s, z(s),Γ(s) + ω)δB(s)
+
∫ t
0
∫ s
0 σ(s, z(s),Γ(s) + ω)σ˜(u, z(u),Γ(u) + ω)φ(s, u)duds .
(5.5)
Before we solve (5.5), we need to explain the space that the solution stay. To
find such a space to accommodate the above Γ we introduce the following Banach
space:
H = Hp =
{
h : T → R ; h is absolutely continuous
such that
∫ T
0
|h˙(s)|pds <∞
}
, (5.6)
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where p is a number such that p ∈ (1, 12−2H ) (we shall fix such a number throughout
the remaing part of this paper), and where the norm is defined by
‖h‖H = ‖h‖Hp =
(∫ T
0
|h˙(s)|pds
)1/p
.
It is straightforward to see that any h ∈ H is an element of Ω and
‖h‖Ω ≤ cp,T ‖h‖H .
Remark 5.1. The principle to choose the Banach space H is as follows. First, we
need that ddtΓ(t) ∈ H. Secondly, we want the norm of H is as strong as possible so
that the coefficients σ, σ˜, and b˜ are differentiable on ω with respect to this norm
‖ · ‖H. Namely, with respect to ω, the coefficients σ and b and the initial condition
η satisfy
|σ(ω + h)− σ(ω)| ≤ C‖h‖H , ∀ h ∈ H . (5.7)
(Similar inequality for b˜, σ˜, and the initial conditions). Of course, the larger the
norm of H, the broader the condition (5.7) will be. In the analysis of nonlinear
Wiener functionals, it is known that many interesting random variables do not
satisfy (5.7) with H = Ω (see the example of Le´vy area in [10]). But usually
(5.7) is satisfied when H is the Cameron-Martin norm, which is given by ‖h‖2Hφ :=∫ T
0
∫ T
0 φ(u − v)h(u)h(v)dudv, in our case of frcational Brownian motion. Namely,
for many random variables in stochastic analysis, such as the solution of a stochastic
differential equation, we have
|f(ω + h)− f(ω)| ≤ C‖h‖Hφ , ∀ h ∈ Hφ . (5.8)
An inequality of Littlewood-Paley type ([20]) states
‖h‖Hφ ≤ CH‖h‖Hq , ∀ h ∈ Hq , with q := 1/H .
When H > 2/3, we have q = 1H <
1
2−2H . In this case, we see that the (5.8)
implies (5.7) when we choose p close to 12−2H . This means that the condition (5.7)
is satisfied for many random variables we encounter when H > 2/3.
Before we proceed to solve (5.5), we state some assumptions on the coefficients
b and σ.
Hypothesis 5.2. Let L be a positive constant. The measurable functions b, σ :
T × R× Ω→ R satisfy the following conditions.
(i) b is continuously differentiable in x and satisfies


|b(t, x, ω)| ≤ L(1 + |x|) ;∣∣ ∂
∂xb(t, x, ω)
∣∣ ≤ L ;
‖Db(t, x, ω)‖H ≤ L .
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(ii) σ(t, x, ω) is twice continuously differentiable in x with bounded first and
second derivative and satisfies

|σ(t, x, ω)| ≤ L(1 + |x|) ;
| ∂∂tσ(t, x, ω) −
∂
∂tσ(t, y, ω˜)| ≤ L(|x− y|+ ‖ω − ω˜‖H) ;
| ∂∂xσ(t, x, ω)|+ |
∂2
∂x2σ(t, x, ω)| ≤ L ;
|Dφt σ(t, x, ω)| ≤ L(1 + |x|) ;
‖Dσ(t, x, ω)‖H + ‖D
2σ(t, x, ω)‖H2 ≤ L ;
‖D ∂∂xσ(t, x, ω)‖H ≤ L .
From now on we denote B = H ⊕ R and we denote by B[0, T ] the space of all
continious functions from [0, T ] ro B. Similarly, we will also use the notationH[0, T ].
R[0, T ] is then the space C([0, T ]) of all continuous functions from [0, T ] to R.
Define a mapping from B[0, T ] to B[0, T ] as follows.

F1(t,Γ, z) :=
∫ t
0 σ˜(s, z(s),Γ(s) + ω)
∫ ·
0 φ(s, u)duds ;
F2(t,Γ, z) := η(ω) +
∫ t
0 b˜(s, z(s),Γ(s) + ω)ds+
∫ t
0 σ(s, z(s),Γ(s) + ω)δB(s)
+
∫ t
0
∫ s
0
σ(s, z(s),Γ(s) + ω)σ˜(u, z(u),Γ(u) + ω)φ(s, u)duds .
(5.9)
We also write Fi(Γ, z) = Fi(t,Γ, z), i = 1, 2. It is easy to see that for any (Γ, z) ∈
B[0, T ], (F1(Γ, z), F2(Γ, z)) is also in B[0, T ].
Lemma 5.3. For any τ ∈ T , if (Γ, z) ∈ B[0, τ ], then F1(Γ, z) ∈ H[0, τ ] and
‖
d
dt
F1(Γ, z)‖H ≤ κ , (5.10)
‖F1(Γ, z)‖0,τ ≤ κτ , (5.11)
where and in what follows κ = cp,H,T,L is a constant depending only on p,H, T and
the bound L of the coefficients b and σ, which may vary at different occurrences.
Proof From the definition of F1 we see
d
dt
F1(Γ, z) = σ˜(t, z(t),Γ(t) + ω)
∫ ·
0
φ(t, u)du .
Recall that we fix p < 12−2H . Since σ˜ is bounded and φ(t, u) = H(2H−1)|t−u|
2H−2,
we have
‖
d
dt
F1(Γ, z)‖
p
H ≤ κ
∫ T
0
φ(t, u)pdu = κ .
This proves (5.10). Similarly, since F1(0) = 0, we have
‖F1(Γ, z)‖0,τ ≤ ‖
d
dt
F1(Γ, z)‖0,ττ = κτ ,
proving (5.11).
Lemma 5.4. For any τ ∈ T , if (Γ, z) ∈ B[0, τ ], then F2(Γ, z) ∈ C[0, τ ] and for
any 0 ≤ a < b ≤ τ ,
‖F2‖a,b,β ≤ κ (1 + ‖B‖a,b,β)
{
1 + ‖z‖0,a
+‖z‖a,b,β(b− a)
β + ‖Γ‖a,b,β(b − a)
β
}
. (5.12)
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Proof First, we write
F2 = η(ω) + F21 + F22 + F23 ,
where

F21(t) =
∫ t
0 b˜(s, z(s),Γ(s) + ω)ds ;
F22(t) =
∫ t
0
σ(s, z(s),Γ(s) + ω)δB(s) ;
F23(t) =
∫ t
0
∫ s
0 σ(s, z(s),Γ(s) + ω)σ˜(u, z(u),Γ(u) + ω)φ(s, u)duds .
From the assumption on b and Dφsσ, we see that for any 0 ≤ a < b ≤ τ , we have
|F21(b)− F21(a)| =
∫ b
a
|b˜(s, z(s),Γ(s) + ω)|ds
≤ κ
∫ b
a
[1 + |z(s)|] ds
≤ κ [1 + ‖z‖a,b] (b− a) .
This implies that
‖F21‖a,b,β ≤ κ [1 + ‖z‖a,b]
≤ κ
[
1 + |z(a)|+ ‖z‖a,b,β(b− a)
β
]
. (5.13)
Now we consider F23. We have
|F23(b)− F23(a)| =
∫ b
a
∫ s
0
|σ(s, z(s),Γ(s) + ω)σ˜(u, z(u),Γ(u) + ω)φ(s, u)|duds
≤ κ
∫ b
a
∫ s
0
[1 + |z(s)|]φ(s, u)duds
≤ κ [1 + ‖z‖a,b]
∫ b
a
∫ s
0
φ(s, u)duds
≤ κ [1 + ‖z‖a,b] (b
2H − a2H)
≤ κ [1 + ‖z‖a,b] (b− a) .
This implies
‖F23‖a,b,β ≤ κ
[
1 + ‖z‖0,a + ‖z‖a,b(b − a)
β
]
. (5.14)
F22 is more complicated to handle because the fractional Brownian motion B is not
differentiable. Denote σr = σ(r, z(r),Γ(r) + ω). We have for an α ∈ (1 − β, β),∣∣∣∣∣
∫ b
a
σ(r, z(r),Γ(r) + ω)δB(r)
∣∣∣∣∣ =
∣∣∣∣∣
∫ b
a
D1−αb− Bb−(r)D
α
a+σrdr
∣∣∣∣∣
≤ κ‖B‖a,b,β
∣∣∣ ∫ b
a
(b− r)α+β−1
{ σr
(r − a)α
+
∫ r
a
σr − σρ
(r − ρ)α+1
dρ
}
dr
∣∣∣
≤ κ‖B‖a,b,β
{
(1 + ‖z‖a,b)(b− a)
β + (‖z‖a,b,β + ‖Γ‖a,b,β)(b− a)
2β
}
.
This implies
‖F22‖a,b,β ≤ κ‖B‖a,b,β
{
1 + ‖z‖0,a + (‖z‖a,b,β + ‖Γ‖a,b,β)(b − a)
β
}
.(5.15)
Combining (5.13), (5.14) and (5.15), we prove the lemma.
To bound the Ho¨lder norm of the difference, we first need the following simple
general result.
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Lemma 5.5. Let B1 and B2 be two Banach spaces with norms ‖ · ‖1 and ‖ · ‖2 and
let f : B1 → B2 be twice continuously (Frechet) differentiable with bounded first
and second derivatives.
(i) If x1, x2, y1, y2 ∈ B1, then
‖f(y2)− f(y1)− f(x2) + f(x1)‖2 ≤ ‖f
′‖∞‖y2 − y1 − x2 + x1‖1
+‖f ′′‖∞ [‖y1 − x1‖1 + ‖y2 − x2‖1] ‖x2 − x1‖1 . (5.16)
(ii) Let x1, x2 : [a, b] → B1 be Ho¨lder continuous of order β. Then for any
a ≤ s < t ≤ b, we have
|f(x2(t))− f(x1(t)) − f(x2(s)) + f(x1(s))|2 ≤ ‖f
′‖∞‖x2 − x1‖s,r,β(r − s)
β
+‖f ′′‖∞ [‖x1‖s,r,β + ‖x2‖s,r,β] ‖x2 − x1‖s,r(r − s)
β .
(5.17)
Proof This inequality may be well-known. We include a short proof for the
completeness. Using the mean value theorem we have
f(y2)− f(y1)− f(x2) + f(x1)
=
∫ 1
0
f ′((1 − θ)y1 + θy2)dθ(y2 − y1)
−
∫ 1
0
f ′((1 − θ)x1 + θx2)dθ(x2 − x1)
=
∫ 1
0
f ′((1 − θ)y1 + θy2)dθ(y2 − y1 − x2 + x1)
+
∫ 1
0
[f ′((1 − θ)y1 + θy2)− f
′((1− θ)x1 + θx2)] dθ(x2 − x1)
=
∫ 1
0
f ′(y1 + θ(y2 − y1))dθ(y2 − y1 − x2 + x1)
+
∫ 1
0
∫ 1
0
f ′′ (υ [y1 + θ(y2 − y1)] + (1 − υ) [(1− θ)x1 + θx2]) dθdυ
(x2 − x1)⊗ [(1− θ)(y1 − x1) + θ(y2 − x2)] .
This proves (5.16) easily. The inequality (5.17) is straightforward consequences of
(5.16).
Lemma 5.6. Denote
F
(i)
j (t) = Fj(t,Γi, zi) , i, j = 1, 2 .
Then, we have∥∥∥∥ ddtF (2)1 (t)− ddtF (1)1 (t)
∥∥∥∥
H
≤ κ [‖z2 − z1‖0,τ + ‖Γ2 − Γ1‖0,τ ]
(5.18)
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and ∥∥∥F (2)2 − F (1)2 ∥∥∥
a,b,β
≤ κ(1 + ‖B‖a,b,β)
(
1 + ‖z1‖0,a + ‖z2‖0,a + ‖z1‖a,b,β
+‖z2‖a,b,β + ‖Γ1‖a,b,β + ‖Γ2‖a,b,β
)[
|z2(a)− z1(a)|+ ‖Γ2(a)− Γ1(a)‖
+ [‖z2 − z1‖a,b,β + ‖Γ2 − Γ1‖a,b,β] (b − a)
β
]
. (5.19)
Proof Let (Γ1, z1) and (Γ2, z2) be two elements in B[0, τ ]. We recall

F
(i)
1 (t) = ω +
∫ t
0
σ˜(s, zi(s),Γi(s) + ω)
∫ ·
0
φ(s, u)duds ;
F
(i)
2 (t) = η(ω) +
∫ t
0 b˜(s, zi(s),Γi(s) + ω)ds+
∫ t
0 σ(s, zi(s),Γi(s) + ω)δB(s)
+
∫ t
0
∫ s
0
σ(s, zi(s),Γi(s) + ω)σ˜(u, zi(u),Γi(u) + ω)φ(s, u)duds .
To simplify notation we also denote
b(i)(s) = b(s, zi(s),Γi(s) + ω) , b˜
(i)(s) = b˜(s, zi(s),Γi(s) + ω) ,
σ(i)(s) = σ(s, zi(s),Γi(s) + ω) , σ˜
(i)(s) = σ˜(s, zi(s),Γi(s) + ω) .
We have for any t ∈ [0, τ ],∥∥∥∥ ddtF (2)1 (t)− ddtF (1)1 (t)
∥∥∥∥
H
=
∥∥∥∥
∫ ·
0
[
σ˜(2)(t)− σ˜(1)(t)
]
φ(t, u)du
∥∥∥∥
H
≤ κ
∥∥∥∥
∫ ·
0
[|z2(t)− z1(t)|+ ‖Γ2(t)− Γ1(t)‖H]φ(t, u)du
∥∥∥∥
H
≤ κ [‖z2 − z1‖0,τ + ‖Γ2(t)− Γ1(t)‖0,τ ]
[∫ T
0
φ(t, u)pdu
]1/p
≤ κ [‖z2 − z1‖0,τ + ‖Γ2(t)− Γ1(t)‖0,τ ] .
This is (5.18).
As in the proof of Lemma 5.3 we denote


F
(i)
21 (t) =
∫ t
0 b˜(s, zi(s),Γi(s) + ω)ds
F
(i)
22 (t) =
∫ t
0
σ(s, zi(s),Γi(s) + ω)δB(s)
F
(i)
23 (t) =
∫ t
0
∫ s
0
σ(s, zi(s),Γi(s) + ω)σ˜(u, zi(u),Γi(u) + ω)φ(s, u)duds .
For any a, b ∈ [0, τ ], we have
|F
(2)
21 (b)− F
(1)
21 (b)− F
(2)
21 (a) + F
(1)
21 (a)|
=
∫ b
a
|b˜2(r) − b˜1(r)|dr
≤ κ
∫ b
a
[|z2(r) − z1(r)|+ ‖Γ2(r) − Γ1(r)‖H] dr
≤ κ [|z2 − z1|a,b + ‖Γ2 − Γ1‖a,b] (b − a) .
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This yields
‖F
(2)
21 − F
(1)
21 ‖a,b,β ≤ κ [|z2 − z1|a,b + ‖Γ2 − Γ1‖a,b] (b − a)
1−β
≤ κ [|z2(a)− z1(a)|+ ‖Γ2(a)− Γ1(a)‖] (b − a)
1−β
+κ [|z2 − z1|a,b,β + ‖Γ2 − Γ1‖a,b,β] (b− a)
≤ κ [|z2(a)− z1(a)|+ ‖Γ2(a)− Γ1(a)‖]
+κ [|z2 − z1|a,b,β + ‖Γ2 − Γ1‖a,b,β] (b− a)
β . (5.20)
Now we find the bounds for F
(i)
22 . We have
|F
(2)
22 (b)− F
(1)
22 (b)− F
(2)
22 (a) + F
(1)
22 (a)|
=
∣∣∣∣∣
∫ b
a
(
σ(2)(r) − σ(1)(r)
)
δB(r)
∣∣∣∣∣
=
∣∣∣∣∣
∫ b
a
D1−αb− Bt−(r)D
α
a+
(
σ(2)(r)− σ(1)(r)
)
dr
∣∣∣∣∣
=
1
Γ(1− α)
∣∣∣∣∣
∫ b
a
D1−αb− Bt−(r)
(
σ(2)(r)− σ(1)(r)
(r − a)α
+α
∫ r
a
σ(2)(r) − σ(1)(r) − σ(2)(ρ) + σ(1)(ρ)
(r − ρ)α+1
dρ
)
dr
∣∣∣∣∣
≤ κ‖B‖a,b,β [I1 + I2] , (5.21)
where
I1 =
∫ b
a
(b − r)α+β−1
∣∣σ(2)(r)− σ(1)(r)∣∣
(r − a)α
dr ; (5.22)
I2 =
∫ b
a
(b − r)α+β−1
∫ r
a
∣∣σ(2)(r) − σ(1)(r)− σ(2)(ρ) + σ(1)(ρ)∣∣
(r − ρ)α+1
dρdr .
(5.23)
It is easy to see that
I1 ≤ κ [‖z2 − z1‖a,b + ‖Γ2 − Γ1‖a,b] (b− a)
β . (5.24)
To bound I2, we need the following identity.
σ(2)(r) − σ(1)(r) − σ(2)(ρ) + σ(1)(ρ) = J1 + J2 + J3 + J4 + J5 , (5.25)
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where 

J1 = σ(r, z2(r),Γ2(r) + ω)− σ(r, z1(r),Γ2(r) + ω)
−σ(r, z2(ρ),Γ2(r) + ω) + σ(r, z1(ρ),Γ2(r) + ω) ;
J2 = σ(r, z1(r),Γ2(r) + ω)− σ(r, z1(r),Γ1(r) + ω)
−σ(r, z1(r),Γ2(ρ) + ω) + σ(r, z1(r),Γ1(ρ) + ω) ;
J3 = σ(r, z1(r),Γ2(ρ) + ω)− σ(r, z1(r),Γ1(ρ) + ω)
−σ(r, z1(ρ),Γ2(ρ) + ω) + σ(r, z1(ρ),Γ1(ρ) + ω) ;
J4 = σ(r, z1(ρ),Γ2(ρ) + ω)− σ(r, z1(ρ),Γ2(r) + ω)
−σ(r, z2(ρ),Γ2(ρ) + ω) + σ(r, z2(ρ),Γ2(r) + ω) ;
J5 = σ(r, z2(ρ),Γ2(ρ) + ω)− σ(ρ, z2(ρ),Γ2(ρ) + ω)
+σ(ρ, z1(ρ),Γ1(ρ) + ω)− σ(r, z1(ρ),Γ1(ρ) + ω) .
From Lemma 5.5, we see that
|J1| ≤ κ [‖z2 − z1‖ρ,r,β + (‖z1‖ρ,r,β + ‖z2‖ρ,r,β) ‖z2 − z1‖ρ,r] (r − ρ)
β (5.26)
and
‖J2‖ ≤ κ [‖Γ2 − Γ1‖ρ,r,β + (‖Γ1‖ρ,r,β + ‖Γ2‖ρ,r,β) ‖Γ2 − Γ1‖ρ,r,β] (r − ρ)
β . (5.27)
Use the mean value theorem to obtain
J3 =
∫ 1
0
∫ 1
0
Dσ˜((1 − υ)z1(ρ) + υz1(r), (1 − θ)Γ1(ρ) + θΓ2(ρ))dθdυ
(z1(r) − z1(ρ))(Γ2(ρ)− Γ1(ρ)) .
This shows
|J3| ≤ κ‖z1‖ρ,r,β‖Γ2 − Γ1‖ρ,r(r − ρ)
β . (5.28)
In a similar way we can obtain
|J4| ≤ κ‖Γ˙2‖ρ,r‖z2 − z1‖ρ,r(r − ρ) . (5.29)
From the assumption on σ it is to verify that
|J5| ≤ κ(r − ρ) [‖z2 − z1‖ρ,r + ‖Γ2 − Γ1‖ρ,r] . (5.30)
Combining (5.26)-(5.30), we have∣∣∣σ(2)(r)− σ(1)(r) − σ(2)(ρ) + σ(1)(ρ)∣∣∣
≤ κ
[
‖z2 − z1‖a,b,β + ‖Γ2 − Γ1‖a,b,β
+(1 + ‖z1‖a,b,β + ‖z2‖a,b,β + ‖Γ1‖a,b,β + ‖Γ2‖a,b,β) ‖z2 − z1‖a,b
+(1 + ‖z1‖a,b,β + ‖z2‖a,b,β + ‖Γ1‖a,b,β
+‖Γ2‖a,b,β) ‖Γ2 − Γ1‖a,b
]
(r − ρ)β . (5.31)
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Substituting the above inequality into (5.23) yields
I2 ≤ κ
[
‖z2 − z1‖a,b,β + ‖Γ2 − Γ1‖a,b,β
+(1 + ‖z1‖a,b,β + ‖z2‖a,b,β + ‖Γ1‖a,b,β + ‖Γ2‖a,b,β) ‖z2 − z1‖a,b
+(1 + ‖z1‖a,b,β + ‖z2‖a,b,β + ‖Γ1‖a,b,β + ‖Γ2‖a,b,β) ‖Γ2 − Γ1‖a,b
]
(b − a)2β .
(5.32)
Substituting the bounds for I1 and I2 into (5.21) we have
‖F
(2)
22 − F
(1)
22 ‖a,b,β ≤ κ‖B‖a,b,β
[
‖z2 − z1‖a,b,β + ‖Γ2 − Γ1‖a,b,β
+(1 + ‖z1‖a,b,β + ‖z2‖a,b,β + ‖Γ1‖a,b,β + ‖Γ2‖a,b,β) ‖z2 − z1‖a,b
+(1 + ‖z1‖a,b,β + ‖z2‖a,b,β + ‖Γ1‖a,b,β + ‖Γ2‖a,b,β) ‖Γ2 − Γ1‖a,b
]
(b− a)β
≤ κ‖B‖a,b,β (1 + ‖z1‖a,b,β + ‖z2‖a,b,β + ‖Γ1‖a,b,β + ‖Γ2‖a,b,β)[
|z2(a)− z1(a)|+ ‖Γ2(a)− Γ1(a)‖
+ [‖z2 − z1‖a,b,β + ‖Γ2 − Γ1‖a,b,β] (b− a)
β
]
. (5.33)
Finally, we turn to bound ‖F 223 − F
1
23‖a,b,β. We have∣∣F 223(b)− F 123(b)− F 223(a) + F 123(a)∣∣
≤
∫ b
a
∫ s
0
|σ(s, z2(s),Γ2(s))− σ(s, z1(s),Γ1(s))| |σ˜(u, z2(u),Γ2(u))|duds
+
∫ b
a
∫ s
0
|σ˜(u, z2(u),Γ2(u))− σ˜(u, z1(u),Γ1(u))| |σ(s, z1(s),Γ1(s))|duds
≤ κ(b − a) {‖z2 − z1‖a,b + ‖Γ2 − Γ1‖a,b + ‖z1‖a,b [‖z2 − z1‖0,b + ‖Γ2 − Γ1‖0,b]} .
This means ∥∥F 223 − F 123∥∥a,b,β ≤ κ(b− a)1−β{‖z2 − z1‖a,b + ‖Γ2 − Γ1‖a,b
+‖z1‖a,b [‖z2 − z1‖0,b + ‖Γ2 − Γ1‖0,b]
}
≤ κ(1 + ‖z1‖a,b) [‖z2 − z1‖0,b + ‖Γ2 − Γ1‖0,b] (b − a)
1−β
≤ κ(b− a)1−β(1 + ‖z1‖a,b)
[
|z2 − z1|0,a + ‖Γ2 − Γ1‖0,a
+ [‖z2 − z1‖a,b,β + ‖Γ2 − Γ1‖a,b,β] (b − a)
β
]
. (5.34)
Combining (5.20), (5.33), and (5.34), we prove (5.19).
Now we are ready to prove one of our main theorems of this section.
Theorem 5.7. Let T ∈ (0,∞) be any given number. Assume the hypothesis 5.2.
Then, the equation (5.4) has a unique solution. Moreover, there is a τ0 > 0 such
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that the solution satisfies
sup
0≤t≤T
|z(t)| ≤ c2 exp
{
c1‖B‖
1/β
0,T,β
}
(5.35)
sup
0≤a<b≤T,b−a≤τ0
|z|a,b,β ≤ c2 exp
{
c1‖B‖
1/β
0,T,β
}
(5.36)
for some constants c1 and c2 dependent only on β, p, T and the bound L for the
coefficients b and σ.
Proof Let B = H ⊕ R. Then F = (F1, F2) defined by (5.9) is a mapping from
(some domain of) B[0, T ] to B[0, T ]. The inequality (5.10) implies that there is a
constant c depending only on β, p, T and the bound L for the coefficients b and σ
such that
‖F1‖a,b,β ≤ c
for any a, b ∈ [0, T ]. This together with (5.12) implies that F = (F1, F2) satisfies
the condition (i) of Theorem 4.1 with κ there being replaced by c (1 + ‖B‖a,b,β).
Lemma 5.6 implies that F = (F1, F2) satisfies the condition (ii) of Theorem 4.1
with the function h¯ being given by
h¯ = h¯((Γ1, z1), (Γ2, z2)) = L(1 + ‖B‖a,b,β)
(
1 + ‖z1‖0,a + ‖z2‖0,a
+‖z1‖a,b,β + ‖z2‖a,b,β + ‖Γ1‖a,b,β + ‖Γ2‖a,b,β
)
.
Thus, we can apply Theorem 4.1 to prove that there is a x ∈ B[0, T ] satisfies the
equation x(t) = F (t, x). This means that x satisfies the equation (5.5), hence it
satisfies (5.4). The bounds (5.35) and (5.36) are immediate consequence of (4.4).
5.3. Solution to the original equation. We need the following lemmas in the
proof of the existence and uniqueness theorem for equation (5.4).
Lemma 5.8. Let Γ : T × Ω → Ω be continuously differentiable in t and H-
differentiable in ω. If Γ(t) : Ω→ Ω has an inverse Λ(t) and if Λ(t) is differentiable
in t in the Hilbert space H, then
∂Λ
∂t
(t, ω) = −(DΛ)(t, ω)
∂Γ
∂t
(t,Λ(t, ω)) . (5.37)
Proof Since Λ(t) is the inverse of Γ(t) we have
Γ(t,Λ(t, ω)) = ω , ∀ ω ∈ Ω .
Differentiating both sides with respect to ω, we have
(DΓ)(t,Λ(t, ω))(DΛ)(t, ω) = I ,
where I is an identity operator from H to H. Therefore, we obtain
[(DΓ)(t,Λ(t, ω))]
−1
= (DΛ)(t, ω) . (5.38)
On the other hand, differentiating Γ(t,Λ(t, ω)) = ω with respect to t, we have
∂Γ
∂t
(t, ω) + (DΓ)(t,Λ(t)(ω))
∂Λ
∂t
(t, ω) = 0 .
Thus
∂Λ
∂t
(t, ω) = − [(DΓ)(t,Λ(t, ω))]
−1 ∂Γ
∂t
(t,Λ(t, ω)) . (5.39)
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Combining (5.38) and (5.39) we have
∂Λ
∂t
(t, ω) = −(DΛ)(t, ω)
∂Γ
∂t
(t,Λ(t, ω)) . (5.40)
This proves the lemma.
Lemma 5.9. Let τ ∈ (0, T ] be a positive number. Assume that Γ(t) : Ω → Ω
defined by (5.4) has an inverse Λ(t) for all t ∈ [0, τ ] and assume that Λ(t) is
differentiable in t ∈ [0, τ ] in the Hilbert space H. Let z be defined by (5.4). Then
x(t) = z(t,Λ(t)), t ∈ [0, τ ] satisfies the equation (5.2).
Proof If Γ(t) defined by (5.4) has inverse Λ(t), then
ω = Γ(t,Λ(t)) = Λ(t) +
∫ t
0
σ˜(s, z(s),Γ(s))
∫ ·
0
φ(s, u)duds
∣∣∣
ω=Λ(t)
.
Or 

Λ(t) = ω +
∫ ·
0
h(t, u, ω)du with
h(t, u, ω) = −
∫ t
0 σ˜(s, z(s),Γ(s))φ(s, u)ds
∣∣∣
ω=Λ(t)
.
(5.41)
On the other hand, from (5.4) we have
d
dt
Γ(t, ω)
∣∣
ω=Λ(t)
= σ˜(t, z(t),Γ(t))
∫ ·
0
φ(t, u)du
∣∣
ω=Λ(t)
= σ˜(t, x(t, ω), ω)
∫ ·
0
φ(t, u)du . (5.42)
We apply the Itoˆ formula (3.5) to z(t,Λ(t)) with
f0 = b˜(s, z(s),Γ(s)) + σ(s, z(s),Γ(s))
∫ s
0
σ˜(u, z(u),Γ(u))φ(s, u)du
f1 = σ(s, z(s),Γ(s))
and with h defined by (5.41). We shall use σ(s, x(s)) to denote σ(s, x(s, ω), ω) etc.
Noticing z(s)
∣∣
ω=Λ(s)
= x(s), we have
x(t) = z(t,Λ(t))
= η(ω) +
∫ t
0
(∫ s
0
σ˜(u, z(u),Γ(u))φ(s, u)du
) ∣∣∣
ω=Λ(s)
σ(s, x(s))ds
+
∫ t
0
b˜(s, x(s))ds +
∫ t
0
σ(s, x(s))δB(s)
+
∫ t
0
Dz(s,Λ(s))
d
ds
Λ(s)ds+
∫ t
0
σ(s, x(s))h(s, s, ω)ds
= η(ω) + I1 + I2 + I3 + I4 + I5 . (5.43)
From (5.41) and since φ(s, u) = φ(u, s), we see that
I1 + I5 = 0 . (5.44)
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By Lemma 5.8 and then by (5.42), we have
I4 =
∫ t
0
(Dz)(s,Λ(s))
∂
∂s
Λ(s)ds
= −
∫ t
0
(Dz)(s,Λ(s))(DΛ)(s)
(
∂
∂s
Γ
)
(s,Λ(s))ds
= −
∫ t
0
[Dx(s)] σ˜(s, x(s))
∫ ·
0
φ(s, u)duds .
This yields
I4 = −
∫ t
0
σ˜(s, x(s))Dφsx(s)ds . (5.45)
Substituting (5.44) and (5.45) into (5.43) we have
x(t) = η(ω) +
∫ t
0
b˜(s, x(s))ds +
∫ t
0
σ(s, x(s))δB(s)
−
∫ t
0
σ˜(s, x(s))Dφs x(s)ds . (5.46)
This is the lemma.
Now we show that there is a positive τ such that Γ(t) has inverse Λ(t). Before
we continue, we need the following simple inequality.
Lemma 5.10. Assume that B : [0, T ] → R is a Ho¨lder continuous function of
exponent β ∈ (0, 1). Let B1 and B2 be two Banach spaces and let f : [0, T ] → B1
and g : [0, T ]→ B2 be two Ho¨lder continuous functions with exponent α ∈ (1−β, 1).
Then
‖
∫ ·
0
f(s)⊗ g(s)dB(s)‖a,b,β ≤ κ‖B‖a,b,β
{
‖f‖a,b‖g‖a,b
+ [‖f‖a,b‖g‖a,b,β + ‖g‖a,b‖f‖a,b,β] (b − a)
β
}
. (5.47)
Proof We refer to [10], and in particular, the references therein for the tensor
product. Since α+ β > 1, we can choose a λ such that λ < α and 1− λ < β. For
any a, b ∈ [0, T ], we have∥∥∥∥∥
∫ b
a
f(s)⊗ g(s)dB(s)
∥∥∥∥∥ =
∥∥∥∥∥
∫ b
a
Dλa+ [f(s)⊗ g(s)]D
1−λ
b− Bb−(s)ds
∥∥∥∥∥
≤ κ‖B‖a,b,β
∫ b
a
(b− s)β+λ−1
∥∥Dλa+ [f(s)⊗ g(s)]∥∥ ds .
From the definition of the Weyl derivative (2.1), we see essily
∥∥Dλa+ [f(s)⊗ g(s)]∥∥ ≤ κ
{
‖f‖a,b‖g‖a,b(s− a)
−λ
+ [‖f‖a,b‖g‖a,b,β + ‖g‖a,b‖f‖a,b,β] (s− a)
β−λ
}
.
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Therefore, we have∥∥∥∥∥
∫ b
a
f(s)⊗ g(s)dB(s)
∥∥∥∥∥ ≤ κ‖B‖a,b,β
∫ b
a
(b− s)β+λ−1
{
‖f‖a,b‖g‖a,b(s− a)
−λ
+ [‖f‖a,b‖g‖a,b,β + ‖g‖a,b‖f‖a,b,β] (s− a)
β−λ
}
ds
≤ κ‖B‖a,b,β
{
‖f‖a,b‖g‖a,b
+ [‖f‖a,b‖g‖a,b,β + ‖g‖a,b‖f‖a,b,β] (b− a)
β
}
(b− a)β
which implies the lemma.
By a Picard iteration procedure and by the bounds that we are going to obtain,
we can show that DΓ(t) and Dz(t) exist under the hypothesis 5.2.
From the equation (5.4), we have
DΓ(t) = I +
∫ t
0
σxx(s, z(s),Γ(s))Dz(s)⊗
∫ ·
0
φ(s, u)duds
+
∫ t
0
Dσx(s, z(s),Γ(s))DΓ(s)⊗
∫ ·
0
φ(s, u)duds
and
Dz(t) = Dη +
∫ t
0
b˜x(s, z(s),Γ(s))Dz(s)ds+
∫ t
0
Db˜(s, z(s),Γ(s))DΓ(s)ds
+
∫ t
0
σx(s, z(s),Γ(s))Dz(s)δB(s)
+
∫ t
0
Dσ(s, z(s),Γ(s))DΓ(s)δB(s) + σ(·, z(·),Γ(·))I[0,t](·)
+
∫ t
0
σx(s, z(s),Γ(s))Dz(s)
∫ s
0
σx(u, z(u),Γ(u))φ(s, u)duds
+
∫ t
0
Dσ(s, z(s),Γ(s))DΓ(s)
∫ s
0
σx(u, z(u),Γ(u))φ(s, u)duds
+
∫ t
0
σ(s, z(s),Γ(s))
∫ s
0
σxx(u, z(u),Γ(u))Dz(u)φ(s, u)duds
+
∫ t
0
σ(s, z(s),Γ(s))
∫ s
0
Dσx(u, z(u),Γ(u))DΓ(u)φ(s, u)duds .
Similar to the lemmas 5.3 and 5.4, we can obtain
Lemma 5.11. Under the hypothesis 5.2, there is a κB depending on β, p, T and
‖B‖0,T,β such that
‖
d
dt
DΓ‖0,t ≤ κB (‖Dz‖0,t + ‖DΓ‖0,t) ; (5.48)
‖Dz‖a,b,β ≤ κB
(
1 + ‖Dz‖0,a + ‖DΓ‖0,a
+‖Dz‖a,b,β(b− a)
β + ‖DΓ‖a,b,β(b− a)
β
)
. (5.49)
Proof Let us denote the integral terms in the above expression for Dz(t) by Ik,
k = 1, 2, · · · , 8. Let us explain how to bound I3 =
∫ t
0 σx(s, z(s),Γ(s))Dz(s)δB(s).
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Since z(s), Γ(s) are Ho¨lder continuous (of exponent β with respect to s), f(s) :=
σx(s, z(s),Γ(s)) is then also Ho¨lder continuous. Now the inequality (5.47) can be
invoked to obtain
‖I3‖a,b,β ≤ κ‖B‖a,b,β
{
‖f‖a,b‖Dz‖a,b
+ [‖f‖a,b‖Dz‖a,b,β + ‖Dz‖a,b‖f‖a,b,β] (b − a)
β
}
≤ κB
{
‖Dz‖a,b + [‖Dz‖a,b,β + ‖Dz‖a,b,β] (b− a)
β
}
(5.50)
since both ‖f‖a,b‖ and ‖f‖a,b,β are bounded by κB. The other terms can be treated
in exactly the same way.
Lemma 5.12. Under the hypothesis, there is a κB depending on β, p, T and B0,T,β
such that
‖DΓ‖0,T + ‖Dz‖0,T ≤ κB . (5.51)
Proof To show the existence of DΓ(t) and Dz(t) and to show the above bound
(5.51) we still use the idea in the proof of Theorem 4.1. First, we can show that the
xn defined there are H-differentiable and similar bounds holds as those in Lemma
5.11 hold recursively for all xn. This can be used to obtain the uniform bounds for
all n. Since the proof is analogous that of Theorem 4.1, we shall not provide it here
again.
Lemma 5.13. Let G : Ω→ H be continuously H-differentiable mapping such that
‖DG‖H ≤ c < 1 .
Define Γ : Ω→ Ω by
Γ(ω) = ω +G(ω) .
Then Γ has a (unique) inverse Λ such that Γ(Λ(ω)) = Λ(Γ(ω)) = ω.
Proof We define
Λ0(ω) = ω , Λn+1(ω) = ω −G(Λn(ω)) , n = 0, 1, 2, · · · .
Then
‖Λn+1(ω)− Λn(ω)‖H = ‖G(Λn(ω))−G(Λn−1(ω))‖H
≤ c ‖Λn(ω)− Λn−1(ω)‖H ≤ · · ·
≤ cn ‖Λ1(ω)− Λ0(ω)‖H .
This means that
Λn(ω)− ω =
n∑
k=1
(Λk(ω)− Λk−1(ω))
is a Cauchy sequence in H. Thus Λn(ω) converges to an element Λ(ω) in Ω. From
the construction of Λn we see that Λ satisfies
Λ(ω) = ω −G(Λ(ω)) .
Thus,
Γ(Λ(ω)) = Λ(ω) +G(Λ(ω))
= ω −G(Λ(ω)) −G(Λ(ω)) = ω .
This exactly means that Λ is the inverse of Γ.
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Now we can state the main theorem of this paper.
Theorem 5.14. Let b, σ : [0, T ]×R×Ω→ R satisfy the hypothesis (5.2). Then, the
equation (5.1) has a unique solution x(t) up to some positive random time τ > 0.
This means that there is a unique positive random time τ > 0 such that
x(t ∧ τ) = η +
∫ t∧τ
0
b(s, x(s), ω)ds+
∫ t∧τ
0
σ(s, x(s), ω)dB(s) , ∀ t ∈ [0, T ] .
(5.52)
Proof According to Lemma 5.9 the remaining main task is to show the existence
of an inverse Λ(t) of Γ(t). Since the existence and uniqueness of the solution of the
system (5.4) is known by Theorem 5.7, we only need to consider the first equation
of the system (5.4), which is
Γ(t) = ω +
∫ t
0
σ˜(s, z(s),Γ(s))
∫ ·
0
φ(s, u)duds .
Due to the presence of z(t) in the above equation it is hard to prove that Γ(t) has
an inverse for all t ∈ [0, T ]. In fact, since z(t) = z(t, ω) has been proved to exist,
we may write the above equation as
Γ(t) = ω +
∫ t
0
σˆ(s, ω,Γ(s))ds ,
where σˆ(s, ω,Γ) = σ˜(s, z(s, ω),Γ)
∫ ·
0
φ(s, u)duds is mapping from [0, T ]× Ω× Ω→
H. [As earlier we may replace Γ(t) − ω by Γ(t) so that σˆ is a mapping from
[0, T ]× Ω×H → H.] Or we can write the following differential equation in H:
Γ˙(t) = σˆ(t, ω,Γ(t)) .
The dependence on ω in the coefficient σˆ may prevent the solution Γ(t) to have
inverse for all time t. To explain we give one example in one dimension (dim(Ω) =
dim(H) = 1). We let σˆ(t, ω,Γ) = −ω − Γ. Then the solution to the equation
with initial condition Γ(0) = ω is explicitly given by Γ(t, ω) = 2ωe−t − ω. But
Γ(t, ω) = 0 when t = ln 2. So, Γ(t, ω) is not invertible when t = ln 2. Due to the
above example, we are only seeking the inverse of Γ(t) when t is sufficiently small
(but strictly positive).
We shall prove that Γ(t) : Ω → Ω has an inverse when t is sufficiently small.
Given an arbitrarily fixed positive number R, we define the following random time:
τR = τR(ω) = inf {t > 0 , |B(t, ω)| > R , ‖B‖0,t,β > R} . (5.53)
Since we have chosen a version of the Brownian motion B such that B(t) is Ho¨lder
continuous, we see that 0 < τR <∞ for all ω ∈ Ω.
Now we define
BR(t, ω) =
{
B(t, ω) when 0 ≤ t ≤ τR
B(τR, ω) when t ≥ τR .
(5.54)
It is clear that
sup
0≤t≤T
|BR(t)| ≤ R and ‖BR‖a,b,β ≤ 2R for any 0 ≤ a < b ≤ T .
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Now we consider the equation (5.4) with B replaced by BR and the corresponding
solutions are replaced by ΓR and zR:

ΓR(t) = ω +
∫ t
0
σ˜(s, zR(s),ΓR(s))
∫ ·
0
φ(s, u)duds ;
zR(t) = η(ω) +
∫ t
0
b˜(s, zR(s),ΓR(s))ds +
∫ t
0
σ(s, zR(s),ΓR(s))δBR(s)
+
∫ t
0
∫ s
0 σ(s, zR(s),ΓR(s))σ˜(u, zR(u),ΓR(u))φ(s, u)duds .
(5.55)
By the inequality (5.51) we see that
‖DΓR‖0,T + ‖DzR‖0,T ≤ cR ,
where cR is a constant independent of B (then independent of ω). This combined
with Lemma 5.11 yields
‖
d
ds
DΓ(s)‖0,T ≤ cR . (5.56)
On the other hand, we can write
DΓ(t) = I +G(t, ω) , where G(t, ω) =
∫ t
0
d
ds
DΓ(s)ds .
The inequality (5.56) implies that
‖DG(t, ω)‖ ≤ cRt ≤ 1/2 , if t ≤ 1/(2cR) .
Thus, from Lemma 5.13 it follows that Γ(t) : Ω → Ω has a (unique) inverse Λ(t)
when t ≤ t0 := 1/(2cR). Thus, the system of equation (5.55) has a unique solution
such that ΓR(t) has a (unique) inverse ΛR(t). By Lemma 5.9 we see that xR(t) =
zR(t,ΛR(t)) is a solution to
xR(t) = η +
∫ t
0
b˜(s, xR(s), ω)ds+
∫ t
0
σ(s, xR(s), ω)δBR(s)
−
∫ t
0
σ˜(s, x(s), ω)DφsxR(s)ds , 0 ≤ t ≤ t0 .
But when t ≤ τR, BR(t) = B(t). Then when t ≤ t0 ∧ τR, we have
xR(t) = η +
∫ t
0
b˜(s, xR(s), ω)ds+
∫ t
0
σ(s, xR(s), ω)δB(s)
−
∫ t
0
σ˜(s, x(s), ω)DφsxR(s)ds , 0 ≤ t ≤ t0 ∧ τR .
This can also be written as
xR(t ∧ τR) = η +
∫ t∧τR
0
b(s, xR(s), ω)ds+
∫ t∧τR
0
σ(s, xR(s), ω)dB(s) .
The theorem is then proved.
6. Linear and quasilinear cases
6.1. Quasilinear case. If the diffusion coefficient σ satisfies
σ(s, x, ω) = a1(s, ω)x+ a0(s, ω) , (6.1)
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then we say equation (1.2) is quasilinear stochastic differential equation driven by
fractional Brownian motion. Associated with this equation, the corresponding sys-
tem of equations (5.4) can be written as

Γ(t) = ω +
∫ t
0
a1(s,Γ(s))
∫ ·
0
φ(s, u)duds
z(t) = η +
∫ t
0
b˜(s, z(s),Γ(s))ds+
∫ t
0
σ(s, z(s),Γ(s))δB(s)
+
∫ t
0 σ(s, z(s),Γ(s))
∫ s
0 a1(u,Γ(u))φ(s, u)duds ,
(6.2)
where
b˜(t, x, ω) = b˜(s, x, ω) := b(s, x, ω)− xDφsσ1(s, ω)− D
φ
sσ0(s, ω) . (6.3)
This system is decoupled. We can first solve the above first equation.
Proposition 6.1. Assume that a1(t, ω) is uniformly Lipschitz in ω with respect to
H norm. Namely, there is a positive constant κ such that
|a1(t, ω + h)− a1(t, ω)| ≤ κ‖h‖H , ∀ t ∈ [0, T ] , ω ∈ Ω , h ∈ H . (6.4)
Then the first equation in (6.2) has a unique solution Γ(t). For all t ∈ [0, T ], Γ(t) :
Ω → Ω has an inverse Λ(t). Moreover, the inverse Λ(t) is given by Λ(t) = Λ(t, t),
where {Λ(·, t)} satisfies
Λ(s, t) = ω +
∫ s
0
a1(t− v,Λ(v, t))
∫ ·
0
φ(v, u)dudv , 0 ≤ s ≤ t . (6.5)
Proof From the general dynamic system theory we see that for any t0 ∈ [0, T ],
there is a unique solution Γ(t) = Γ(t, t0, ω) such that the first equation of (6.2) has
a unique solution for all t ∈ [0, T ] (even when t < t0) such that Γ(t0, t0, ω) = ω and
Γ(t, t0, ω) satisfies the flow property:
Γ(t, s,Γ(s, t0, ω)) = Γ(t+ s, t0, ω) , ∀ t0, s, t ∈ [0, T ] such that s+ t ∈ [0, T ] .
This can be used to show the proposition easily.
Once we obtain Γ(t, ω) we can substitute it into the second equation in (6.2) to
obtain the following equation
z(t) = η +
∫ t
0
b(s, z(s), ω)ds+
∫ t
0
σ(s, z(s),Γ(s))δB(s) , (6.6)
where
b(s, z, ω) = b˜(s, z,Γ(s)) + σ(s, z,Γ(s))
∫ s
0
a1(u,Γ(u))φ(s, u)du
= b(s, x,Γ(s))− xDφsσ1(s,Γ(s))− D
φ
sσ0(s,Γ(s))
+σ(s, z,Γ(s))
∫ s
0
a1(u,Γ(u))φ(s, u)du .
Now we can use Lemma 5.9 to obtain the following theorem.
Theorem 6.2. Let the diffusion coefficient σ be given by (6.1). Let Γ be the unique
solution to the first equation of (6.2). Let z be the unique solution to the second
equation of (6.2). Then (1.2) has a unique solution x(t) which is given by
x(t) = z(t,Λ(t)) . (6.7)
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Moreover, there are positive constants c1 and c2, ∆ ∈ [0, T ], depending only on
p, β, T such that for all 0 ≤ a < b ≤ T, b− a ≤ ∆

sup0≤t≤T |x(t)| ≤ c2 exp
{
c1‖B‖
1/β
0,T,β
}
‖x‖a,b,β ≤ c2 exp
{
c1‖B‖
1/β
0,T,β
}
.
(6.8)
Proof The first inequality in (6.8) is a direct consequence of (5.35) and the above
second inequality is the consequence of (5.36) together with an easy bound for
d
dtΛ(t).
Let us now try to solve equation (6.6), which can be written as
z(t) = η +
∫ t
0
b(s, z(s), ω)ds+
∫ t
0
[a1(s,Γ(s))z(s) + a0(s,Γ(s))] δB(s) .
Namely,
z(t)−
∫ t
0
[a1(s,Γ(s))z(s) + a0(s,Γ(s))] δB(s) = η +
∫ t
0
b(s, z(s), ω)ds . (6.9)
Or
dz(t)− [a1(t,Γ(t))z(t) + a0(t,Γ(t))] δB(s) = b(t, z(t), ω)dt . (6.10)
Let {
A1(t) = exp
{
−
∫ t
0 a1(s,Γ(s))δB(s)
}
A2(t) =
∫ t
0
A1(s) a0(s,Γ(s))δB(s) .
(6.11)
Denote
y(t) = A1(t)z(t)−A2(t) . (6.12)
Then the equation (6.9) can be written as
dy(t) = A1(t) {dz(t)− [a1(t,Γ(t))z(t) + a0(t,Γ(t))] δB(t)}
= A1(t)b(t, z(t), ω)dt
= B(t, y(t), ω)dt , (6.13)
where
B(t, y) = A1(t)b(t, A
−1
1 (t)(y +A2(t)), ω) (6.14)
with A−11 (t) = exp
{∫ t
0 a1(r,Γ(r))δB(r)
}
. This equation is a (pathwise) ordinary
differential equation and can be solved by classical method.
To summarize here is how we can solve the quasilinear equation of the following
form
dx(t) = b(t, x(t), ω)dt+ [a1(t, ω)x(t) + a0(t, ω)] dB(t) , x(0) = η(ω) . (6.15)
(i) First we solve the first equation in (6.2) to obtain Γ(t).
(ii) Then we solve (6.5) to obtain the inverse Λ(t) = Λ(t, t) of Γ(t).
(iii) Define A1 and A2 by (6.11).
(iv) Define B(t, y) = B(t, y, ω) by (6.14) and solve the (ordinary differential)
equation y˙(t) = B(t, y(t)) , y(0) = η.
(v) Let z(t, ω) = A−11 (t, ω)(y(t, ω) +A2(t, ω)).
(vi) The solution x(t) is then given by x(t, ω) = z(t,Λ(t, ω)).
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Remark 6.3. If b and σ are deterministic, then the system of equations (5.4)
becomes 

Γ(t) = ω +
∫ t
0 σ˜(s, z(s),Γ(s))
∫ ·
0 φ(s, u)duds ;
z(t) = η(ω) +
∫ t
0
b˜(s, z(s))ds+
∫ t
0
σ(s, z(s))δB(s)
+
∫ t
0
∫ s
0 σ(s, z(s))σ˜(u, z(u))φ(s, u)duds .
(6.16)
This system of equations is also decoupled. One may first solve the above second
equation to obtain z(t, ω) and then substitute it into the above first equation to
obtain Γ(t). However, the main diffculty remains to study the invertibility of Γ(t) :
Ω→ Ω, which is hard as explained in the proof of Theorem 5.14.
6.2. Linear case. If σ is linear as in the previous subsection and if b is also linear,
i.e. {
σ(s, x, ω) = a1(s, ω)x+ a0(s, ω)
b(s, x, ω) = β1(s, ω)x+ β0(s, ω) ,
(6.17)
then the equation is called linear equation.
Γ and Λ can be found in the same way as in the quasilinear case. As we shall see
that z also satisfies a linear equation, we explain how to obtain the explicit form
for z(t). First, notice that the second equation in (6.2) becomes
z(t) = η +
∫ t
0
β1(s,Γ(s))z(s)ds+
∫ t
0
β0(s,Γ(s))ds
−
∫ t
0
[
D
φ
sa1
]
(s,Γ(s))z(s)ds −
∫ t
0
[
D
φ
sa0
]
(s,Γ(s))ds
+
∫ t
0
a1(s,Γ(s))z(s)δB(s) +
∫ t
0
a0(s,Γ(s))δB(s)
+
∫ t
0
a1(s,Γ(s))
∫ s
0
a1(u,Γ(u))φ(s, u)duz(s)ds
+
∫ t
0
a0(s,Γ(s))
∫ s
0
a1(u,Γ(u))φ(s, u)duds . (6.18)
Introduce
Φ(t, s) := exp
(∫ t
s
[
β1(u,Γ(u))− (D
φ
ua1)(u,Γ(u))
]
du+
∫ t
s
a1(u,Γ(u))δB(u)
+
∫ t
s
a1(u,Γ(u))
∫ u
0
a1(v,Γ(v))φ(u, v)dvdu
)
. (6.19)
Then the above equation (6.20) can be solved explicitly as
z(t) = Φ(t, 0)η +
∫ t
0
Φ(t, s)
[
β0(s,Γ(s)) − (D
φ
sa0)(s,Γ(s))
]
ds
+
∫ t
0
Φ(t, s)a0(s,Γ(s))δB(s)
+
∫ t
0
Φ(t, s)a0(s,Γ(s))
∫ s
0
a1(v,Γ(v))φ(s, v)dvds . (6.20)
Thus the solution becomes
x(t) = z(t,Λ(t)) . (6.21)
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Example 6.4. If b(s, x, ω) = b(s)x and σ(s, x, ω) = a(s)x and η = x0, where b(s)
and a(s) are deterministic function of s, then the first equation of (6.2) becomes
Γ(t) = ω +
∫ t
0
a(s)
∫ ·
0
φ(s, u)duds .
Thus
Λ(t) = ω −
∫ ·
0
h(t, u)du , (6.22)
where
h(t, u) =
∫ t
0
a(s)φ(s, u)ds . (6.23)
Since Dφa = 0, we have
Φ(t, s) = exp
{∫ t
s
b(u)ds+
∫ t
s
a(u)δB(u) +
∫ t
s
a(u)
∫ u
0
a(v)φ(u, v)dvdu
}
.
(6.24)
Now since Dφb = 0 and β0 = a0 = 0, we have
z(t) = Φ(t, 0)x0 .
Since Φ(t, s) = Φ(t, s, ω) still depends on ω. Using lemma 3.1, we have
Ψ(t, s) := Φ(t, s,Λ(t))
= exp
{∫ t
s
b(u)ds+
∫ t
s
a(u)δB(u)−
∫ t
s
du
∫ t
u
a(u)a(s)φ(s, u)ds
}
(6.25)
Thus the solution to
dx(t) = b(t)x(t)dt + a(t)x(t)dB(t) (6.26)
is given by
x(t) = Ψ(t, 0)x0
= exp
{∫ t
0
b(u)ds+
∫ t
0
a(u)δB(u)
−
1
2
∫ t
0
∫ t
0
a(u)a(s)φ(s, u)duds
}
x0 . (6.27)
This is well-known (see for example [1, 4, 6, 9, 13]).
Example 6.5. In the ame way as above example, we can solve the following linear
stochastic differential equation
dx(t) = [b(t)x(t) + β(t)]dt + [a(t)x(t) + α(t)]dB(t) , x(0) = x0 , (6.28)
where x0 ∈ R, b(t), β(t), a(t), α(t) are deterministic functions, to obtain
x(t) = Ψ(t, 0)x0 +
∫ t
0
Ψ(t, s)β(s)ds +
∫ t
0
Ψ(t, s)α(s)δB(s)
+
∫ t
0
Ψ(t, s)α(s)
∫ s
0
a(v)φ(s, v)dvds , (6.29)
where Ψ is given by (6.25).
38 YAOZHONG HU
References
[1] Biagini, F.; Hu, Y.; Øksendal, B.; and Zhang, T. Stochastic calculus for fractional Brownian
motion and applications. Springer, 2008.
[2] Buckdahn, R. Skorohod stochastic differential equations of diffusion type. Probab. Theory
Related Fields 93 (1992), no. 3, 297-323.
[3] Buckdahn, R. Anticipative Girsanov transformations and Skorohod stochastic differential
equations. Mem. Amer. Math. Soc. 111 (1994), no. 533.
[4] Duncan, T. E.; Hu, Y. and Pasik-Duncan, B. Stochastic calculus for fractional Brownian
motion. I. Theory. SIAM J. Control Optim. 38 (2000), no. 2, 582-612.
[5] Friz, P. K. and Victoir, N. (2010). Multidimentional stochastic processes as rough paths,
theory and applications. vol. 120 of Cambridge studies in advanced mathematics. Cambridge
University Press, Cambridge.
[6] Hu, Y. Integral transformations and anticipative calculus for fractional Brownian motions.
Mem. Amer. Math. Soc. 175 (2005), no. 825.
[7] Hu, Y. Analysis on Gaussian space. World Scientific, Singapore, 2017.
[8] Hu, Y. Calculs formels sur les EDS de Stratonovitch. Se´minaire de Probabilite´s, XXIV,
1988/89, 453-460, Lecture Notes in Math., 1426, Springer, Berlin, 1990.
[9] Hu, Y. Multiple integrals and expansion of solutions of differential equations driven by rough
paths and by fractional Brownian motions. Stochastics 85 (2013), no. 5, 859-916.
[10] Hu, Y. Analysis on Gaussian space. World Scientific, Singapore. To appear.
[11] Hu, Y. and Nualart, D. Differential equations driven by Ho¨lder continuous functions of order
greater than 1/2. Stochastic analysis and applications, 399-413, Abel Symp., 2, Springer,
Berlin, 2007.
[12] Hu, Y. and Nualart, D. Rough path analysis via fractional calculus. Trans. Amer. Math. Soc.
361 (2009), no. 5, 2689-2718.
[13] Hu, Y. and Øksendal, B. Wick approximation of quasilinear stochastic differential equations.
Stochastic analysis and related topics, V (Silivri, 1994), 203-231, Birkha¨user, 1996.
[14] Hu, Y.; Øksendal, B. Fractional white noise calculus and applications to finance. Infin. Dimens.
Anal. Quantum Probab. Relat. Top. 6 (2003), no. 1, 1-32.
[15] Hu, Y. and Yan, J. A. Wick calculus for nonlinear Gaussian functionals. Acta Math. Appl.
Sin. Engl. Ser. 25 (2009), no. 3, 399-414.
[16] Kufner, A.; John, O. and Fucˇk, S. Function spaces. Noordhoff International Publishing, Ley-
den; Academia, Prague, 1977.
[17] Kunita, H. First order stochastic partial differential equations. Stochastic analysis
(Katata/Kyoto, 1982), 249-269, North-Holland Math. Library, 32, North-Holland, Amster-
dam, 1984.
[18] Li, T. T. Global classical solutions for quasilinear hyperbolic systems. RAM: Research in
Applied Mathematics, 32. Masson, Paris; John Wiley & Sons, Ltd., Chichester, 1994.
[19] Lyons, T. and Qian, Z. System control and rough paths. Oxford University Press, 2002.
[20] Memin, J., Mishura, Y., Valkeila, E. Inequalities for the moments of Wiener integrals with
respect to a fractional Brownian motion. Statist. Probab. Lett. 51 (2001), 197-206.
[21] Meyer, P. A. Quantum probability for probabilists. Lecture Notes in Mathematics, 1538.
Springer, 1993.
[22] Mishura, Y. S. Stochastic calculus for fractional Brownian motion and related processes.
Lecture Notes in Mathematics, 1929. Springer, Berlin, 2008.
[23] Nualart, D. The Malliavin calculus and related topics. Probability and its Applications (New
York). Springer-Verlag, Berlin, 2006.
[24] Nualart, D. and Raˇs¸canu, A. Differential equations driven by fractional Brownian motion.
Collect. Math. 53 (2002), no. 1, 55-81.
[25] Samko S. G., Kilbas A. A. and Marichev O. I. Fractional Integrals and Derivatives. Theory
and Applications. Gordon and Breach, 1993.
[26] Serre, D. Systems of conservation laws. 1. Hyperbolicity, entropies, shock waves. Translated
from the 1996 French original by I. N. Sneddon. Cambridge University Press, Cambridge,
1999.
[27] Serre, D. Systems of conservation laws. 2. Geometric structures, oscillations, and initial-
boundary value problems. Translated from the 1996 French original by I. N. Sneddon. Cam-
bridge University Press, Cambridge, 2000.
ITOˆ SDE DRIVEN BY FRACTIONAL BROWNIAN MOTION 39
[28] Young, L. C. An inequality of the Ho¨lder type connected with Stieltjes integration. Acta
Math. 67 (1936), 251-282.
[29] Za¨hle, M. Integration with respect to fractal functions and stochastic calculus. I. Prob. Theory
Relat. Fields 111 (1998), 333-374.
Department of Mathematics, University of Kansas, 405 Snow Hall, Lawrence, KS
66045-2142, Email: yhu@ku.edu
