Many applications for detection of objects such as video analysis require that candidate objects be observed over a range of perspectives in 3 dimensional space. As a result we must have a robust model and detection process for these objects in order to accurately detect them through a range of geometric transformations. In order to keep our detection process computationally efficient, we use a compact multiresolution model to represent the range of geometric transformations possible in the object to be detected. Additionally, we form an integrated likelihood ratio detection statistic to optimize the detection performance over the entire space of targets being examined. To demonstrate the performance of this algorithm we apply our results to a compressed video sequence and show the improvement of our integrated three dimensional model as a function of model order.
Abstract
Many applications for detection of objects such as video analysis require that candidate objects be observed over a range of perspectives in 3 dimensional space. As a result we must have a robust model and detection process for these objects in order to accurately detect them through a range of geometric transformations. In order to keep our detection process computationally efficient, we use a compact multiresolution model to represent the range of geometric transformations possible in the object to be detected. Additionally, we form an integrated likelihood ratio detection statistic to optimize the detection performance over the entire space of targets being examined. To demonstrate the performance of this algorithm we apply our results to a compressed video sequence and show the improvement of our integrated three dimensional model as a function of model order.
Wavelet Markov Data Model
First we shall focus on wavelet filter bank transform structures. The Mallat filter bank structure [7] shown in Figure 1 is the standard wavelet decomposition of most compression applications. The G and H filters are the high and lowpass filters respectively and each one is applied along the x and y axis alternately to extract the HH, HL, LH, and LL frequency band decompositions of the signal.
Recently there have been many studies that have shown the optimally of the wavelet transform domain for detection 141. In order to work in this domain we must first represent our signal and noise process with an appropriate data model. Such a model is known as the wavelet Markov random field model
To represent this Markov random field [7, 5] we define a given node in the quad tree structure as s, its children nodes as s c~~~, s c~~~, s a~~, s c~~ and its parent node as sy where 7 shifts the wavelet coefficients from parent sy to child s as is shown in Figure 3 . A Kth order model defined on the multiresolution structure is defined in either 1 or 2 dimensions with
We can define a similar Markov structure based on a DCT transform [9] as well. After labelling the 64 DCT coefficients as in Figure 2 we identify the parent children relationships between DCT coefficients as follows. The parent of coefficient i is [i/4] for 0 < i < 64 while the set of four children associated with coefficient j is {4j,4j+l, 4j+2, 4j+3 for 0 < j < 16. The DC coefficient 0 is the root of the DCT coefficient tree which has only three children: coefficients 1, 2, and 3. Now, defining a MRF on a 2 N~ 2N lattice, a state at the mth level represents the values of the MRF at t E { 1, 2, . . ., K( T+ 1)) . 
Auto-regressive Structure
Once we have defined the Markov structure from the wavelet or DCT transform we next take the individual coefficient elements and represent them using an autoregressive set of equations as is shown in equation 17. Our target represented by the polynomial coefficients [4] A(s) added to a Gaussian noise component w(s) represented by the B(s) coefficients. (8) In the image context we can represent the elements of the image Markov structure in terms of the recursive scale structure shown in Figure 3 with where the superscripts R represent the scale and its associated coefficients. We can characterize a given signal or texture in our image by solving for the autoregressive coefficients a(s) equation 20 first for our representative texture or object. Then using these coefficients we attempt to use them to predict the target signal in a given input signal x(s). The residual between the target signal and the input signal is then w(s). This model assumes that our target signal is uncorrelated with the input signal.
x ( s ) = A ( s ) x ( s j ) + B ( s ) w ( s )

3-Dimensional Model
We now extend the traditional 2-dimensional spatial Wavelet Markov Model to a 3 dimensional perspective model. To do this we form individual models for each potential perspective that a user would have for a given object. The model from each perspective k is then denoted This model may be utilized in several ways. For instance we may have multiple cameras looking at the same object simultaneously and trying to use their combined information to detect and register the object.
Thus each perspective is then defined as an element of the vector 2 . Another example is in the case of one camera observing the object move past it through multiple geometric configurations. Even though the objects shape changes in two dimensions it may still be effectively detected and identified using the three dimensional vector of position information. 
Transform Domain Detection Statistic
If we assume that our conditional probability density of transition between two successive scales has a white noise signal vector Wk(s) as is described below we can then express the likelihood function that an image object is Hfvs. H, as is shown in equation 13. 
In our search algorithm, a given texture or object in an image is described [5] by attempting to predict one or more coefficients in an object with the representative coefficients a(s). The coefficients that minimize this difference are described by 15a as a, =
(1 This normalization process makes the decision threshold Tto decide between a Hfvs. H, a uniform quantity independent of image noise properties. Our minimum value over the sequence of detection results for our model represents the best result over the entire sequence. We can assess the detection performance of this metric by computing probability of detection and probability of false alarm PFA using know targets with equations 18 and 19
(1 8)
-#ofdetectedpixels 1 target = s t # of target pixels 
Results
Our first application of our multiple perspective model is to show the improved detection performance of a 3 dimensional object from one video sensor moving through a sequence of poses. We build our multi-perspective model against the bee image sequence found in Figure 4 with the objective of detecting the bee throughout the entire video of approximately 100 frames using the Daubchies 8 basis set. Note that model order one corresponds to conventional detection methods. Our preliminary results in Figure 4 . show that our detection performance improves while our probability of false alarm dramatically drops as our model order increases.
Conclusion
Our multiple perspective approach for object detection allows us to reduce the complexities of 3 dimensional objects in 2 dimensional scenes for improved detection performance. The multi-resolution Markov model and associated test statistic allow us much more flexibility with IOW overhead for many applications. Video registration for stereo matching, 3-d object recognition, and compressed domain video analysis are among the many uses of this approach.
