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A spatial analytic methodology incorporating true locations is demonstrated using Monte Carlo simulations as a comple­
ment to current psychometric and quality of life indices for measuring community inclusion. Moran ’s i ,  a measure of 
spatial autocorrelation, is used to determine spatial dependencies in housing patterns for multiple variables, including 
family/friends involvement in future planning, home size, and earned income. Simulations revealed no significant spa­
tial autocorrelation, which is a socially desirable result for housing locations for people with disabilities. Assessing the 
absence of clustering provides a promising methodology for measuring community inclusion.
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Introduction
During the past decades employment, housing, educational 
policies, and other services for people with developmental 
disabilities have shifted to community settings in the United 
States. Self-determination, individualized budgets, and con­
sumer-focused planning techniques are rapidly gaining in­
fluence within the disability field as people with disabili­
ties are encouraged to explore and connect with their com­
munity, seek new experiences, learn how to live, work, rec­
reate, and go to school with non-disabled peers (Mount, 
1987; Rhodes, McFarland, & Knight, 1995). This has re­
sulted in more people with disabilities who work and live 
in increasingly more independent employment and hous­
ing settings (Braddock, Hemp, Parish, Westrich, & Park, 
1997). The objective has been to provide improved and 
relevant services in a fully integrated environment.
Spatial analysis, a methodology for assessing pat­
terns, networks, and interactions, is frequently used to 
measure access to services for the general public by urban 
planners and geographers. However, the potential benefits 
of spatial analysis have yet to be considered by human ser­
vice professionals to assess accessibility and inclusion for 
people with developmental disabilities. The use of spatial 
data as a component of social program evaluation practice 
is easily suggested by the fact that approximately 80% of 
human service organization databases have some locational 
element included (Hutchinson & Daniel, 1995).
Spatial analyses might lead to increased under­
standing of relationships, and the degree to which people 
with disabilities interact with their environment. An ex­
ample would be a study of community inclusion for people
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with developmental disabilities who have moved from in­
stitutional or segregated type housing to community set­
tings. These community settings include small group 
homes, semi-independent living, or independent living 
apartments.
Purpose of the Study
The purpose of this article is to introduce spatial 
analytic methods that compare true housing locations 
against randomly generated patterns using Monte Carlo 
simulations. The results of the simulations will be used to 
complement quality of life, psychometric, and attitudinal 
scales for examining levels of community inclusion and 
social interactions. This leads to the primary research ques­
tion: Does spatial analysis, specifically a random pattern 
of location (i.e., lack of spatial autocorrelation) as identi­
fied through Moran s /, provide a useful method for mea­
suring physical community inclusion for people with de­
velopmental disabilities?
Several explanatory variables (percentage of 
earned income to total income, size of the individual’s sup­
port system, level of disability, and number of people with 
whom the individual lives who also have a disability) will 
be used to identify spatial dependencies. For example, do 
people with disabilities who have some earned income have 
a greater level of community inclusion than people who 
only receive income from governmental sources? This 
quantification of location allowed spatial features to be 
geographically referenced and mapped. Concurrently quan­
tification of attributes facilitates the identification and 
analysis of spatial relationships.
With the greater adoption of community inclu­
sion and normalization principles in the human service 
delivery sector, people with developmental disabilities are 
increasingly finding housing options in their communities. 
This and similar shifts of human services from a central­
ized service providers to more individualized approaches 
has created the need for evaluative strategies focusing on
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environmental interactions. Decentralized services, such 
as housing patterns of people with developmental disabili­
ties, are a goal of community inclusion.
Moran’s I
Within this community inclusion context, the ab­
sence of spatial autocorrelation (SAC) will be desirable. 
That means there should be no interaction or dependence 
between points (Diggle, 1983). The ideal pattern has been 
referred to as complete spatial randomness (CSR).
The test statistic, Moran’s /, measures the degree 
of spatial autocorrelation (Cressie, 1993). It can be de­
composed from an overall value to individual observations 
for each case (Anselin, 1995a). These decomposed values 
are referred to as local indicators of spatial association 
(LISAs). Point pattern analysis was used because of the 
additional advantage of requiring only location and attribute 
data for analysis.
Moran s /  requires interval-scale observations and 
is useful in describing the spatial patterns of distributions. 
It is essentially a Pearson product-moment correlation co­
efficient modified to account for a spatial weight matrix 
(Getis, 1991). Values range from -1.0 to 1.0. Ahigh value 
(approaching 1.0) indicates a clustered pattern, while a low 
value (approaching -1.0) indicates a scattered pattern. A 
value near zero indicates randomness. As individuals be­
come more included in their communities the desire is for 
the patterns to approximate zero (0.0).
Method
Data were obtained for individuals who currently reside in 
a variety of community-based settings. The types of homes 
include supported living, shared lives, foster and adoptive 
families, and small group homes. Data were also collected 
on the number of non-related people (with disabilities) who
live in the same home.
Data were collected for eighty-six randomly se­
lected individuals. The desired sample size was derived 
from Monte Carlo studies by Anselin & Keleijian (1997), 
who suggested that samples of at least N = 81 with nor­
mally distributed error terms achieves the asymptotic form 
of Moran’s I  test, based on independent variable residuals. 
The same study indicated that the test possesses good over­
all power, but may under-reject the null hypothesis when it 
is in fact true with a smaller sample (N = 48). This sample 
size for the autocorrelation analysis is also consistent with 
Cohen (1992) for medium effect sizes of .30 and .15, re­
spectively.
The physical inclusion of people in their commu­
nities was assessed using a variety of spatial analytic ap­
proaches centering on point pattern analysis. Independent
variables included the degree to which people with dis­
abilities had involvement of family, friends and allies in 
planning their futures; number of people with disabilities 
residing in their home; and the level of individual earned 
income.
Following random selection, research procedures 
included:
1. collecting data at the individual con­
sumer level,
2. mapping of this data in a two dimen­
sional space,
3. performing autocorrelation analysis of
housing locations using Moran’s I,
4. creating local indicators of spatial asso­
ciation (LISA) for use as dependent vari­
able, and
5. generating 999 random permutations for
assessing pseudo-significance.
Data were collected from agency records and a 
review of annual planning meeting records. Data concern­
ing the income types and levels for the income records 
was obtained from the current records of the consumer lo­
cated in the medical records office of the organization.
Monte Carlo simulations were performed with 
SpaceStat software (Anselin, 1995b). Developing local 
indicators of spatial association (LISA) as the dependent 
variable required the creation of a spatial weights matrix 
using SpaceStat software. Statistics calculated included 
Moran s I  for the distance bands indexes. Simulations for 
assessing the robustness of the Moran’s I were conducted. 
This method followed Yung and Chan’s (1999) three-step 
procedure, including defining a pseudo-population, 
resampling, and evaluation. Runs of 999 drawn from the 
sample were performed for the exploratory variables that 
were believed to be potentially spatially autocorrelated.
Results
Descriptive Statistics
Descriptive statistics are summarized below. The 
most common size of household was six persons (36.9%). 
Twelve (14.3%) individuals resided alone in independent 
or semi-independent housing. The proportion of earned 
income was highly variable as demonstrated by the stan­
dard deviation (.1591) being approximately twice the mean 
(.07639). Having one non-professional person at the plan­
ning meeting was the most frequent (45.2%) followed by 
having two people present (28.6%). Males and females 
comprised 56 % (n=47), and 44% (n=37), respectively of 
the sample. Many people needed assistance with mobility. 
This was defined as the person not being able to drive, 
transport self to daily activities or use public transporta­
tion. Forty-eight (57.14%) did not need assistance while 
36 (42.86%) did.
SPATIAL RANDOMNESS IN COMMUNITY INCLUSION 
Table 1. Autocorrelation for Distance Band Measures
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Explanatory Variable Moran’s I Mean Standard Deviation Probability
Proportion of earned income -.019 -.010 .0331 .436
Size of Home .032 -.012 .0368 .330
People at Planning Meeting -.014 -.014 .0364 .250
Level of Disability -.013 -.013 .0353 .222
Mobility -.013 -.013 .0344 .123
Note: Empirical significance based on 999 random permutations.
Spatial Analyses
Monte Carlo procedures using Moran s I  spatial 
autocorrelation statistics for distance band measures did 
not reveal significant clustering for any of the exploratory 
variables. See Table 1. The distance band figures for pro­
portion of earned income were (I = -.019; p = .436), home 
size (I = -.032; p =.330), number of people at the person’s 
annual planning meeting (I = -.014; p = .250), level of 
disability (I = -.013; p = .222), and level of mobility (I = 
-.013; p = .123) respectively. The values for Moran s /  were 
small (between -.019 and .032), thus indicating the absence 
of significant spatial autocorrelation. This suggests that 
the housing pattern as measured through spatial 
autocorrelation as a construct of complete spatial random­
ness was random.
Conclusion
A goal of this research was to demonstrate that spatial analy­
sis (and more specifically point pattern analysis) methods 
incorporating true observations with Monte Carlo simula­
tions provides a potentially useful tool for organizations 
providing housing services to people with developmental 
disabilities. Although measuring autocorrelation through 
complete spatial randomness (CSR) may be a goal of in­
clusion in an ideal situation, certain restraints such as ac­
cess to public transportation may make this goal unrealis­
tic. Therefore, evaluations at the local organizational level 
must be aware and sensitive to these exigencies. Conversely, 
some level of clustering may be a reasonable response to
meet these demands.
Spatial analysis appears promising for measur­
ing the degree that physical inclusion of people with de­
velopmental disabilities occurs in their communities. The 
results address the degree to which people were dispersed 
geographically throughout their community. Further appli­
cation of these spatial methods could focus on issues preva­
lent in the current body of literature, including: the
modifiable areal (or geographic) unit problem (MAUP), 
sensitivity issues when measuring households versus indi­
viduals, integration of spatial statistics with geographical 
information systems, and improved identification of inclu­
sion through implementing a network analysis approach. 
Investigating autocorrelation through Monte Carlo simu­
lations could be simplified by using all the addresses of 
housing locations maintained by an organization. Having 
a sample with multiple people residing at one location lead 
to statistical coding problems. Simulations with the cur­
rent data set using two spatial software packages (SpaceStat 
and Systat 9.0 Spatial Statistics) were problematic due to 
co-located data. Using the addresses only once in the data 
collection process and analysis would eliminate this prob­
lem. Weights for the number of people at each location 
could be calculated into the analysis.
Paramount to understanding the logic of spatial 
analysis is to realize that it is an inductive process. Explor­
atory and interactive spatial analysis often relies on induc­
tion as opposed to a deductive hypothesis testing approach. 
This study provided initial support for the use of Monte 
Carlo simulations in spatial point pattern.
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Appendix 
Moran's I  Formula
where S0 = ΣiΣjδi j .
The expected value for the statistic is 
E(l) = -(n-1)-1
with the variance being
where
S1 = (1/2) Σi Σj (δij + δji)2
and
S2 = Σi( Σiδij + Σjδji)2
The number of geographic units is represented 
by n, The spatial relationship between the i-th and j-th units 
is S.., the frequency of the spatial phenomenon is x., and S 
0 being the number of pairs in the spatial relationship (Chou, 
1995).
