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Resumo
Modelar e simular o comportamento humano quando em multido˜es e´ essencial para com-
preender o que ocorre com os indiv´ıduos em situac¸o˜es de paˆnico. Estas informac¸o˜es sa˜o
fundamentais para que um arquiteto possa, por exemplo, projetar um espac¸o fechado da
maneira mais segura poss´ıvel, proporcionando uma circulac¸a˜o mais conforta´vel e o ra´pido
deslocamento dos pedestres ate´ a sa´ıda do local em caso de emergeˆncia. Helbing elabo-
rou um modelo chamado Social Force Model, baseado nos princ´ıpios de propagac¸a˜o de
part´ıculas, que representa esses comportamentos atrave´s de equac¸o˜es diferenciais. Neste
modelo, cada individuo e´ uma part´ıcula com uma massa inserida em um ambiente, no
qual existem: uma forc¸a de atrac¸a˜o que atrai a part´ıcula para o ponto do sa´ıda, outra
que repele ela de obsta´culos pro´ximos e tambe´m outra ainda que a repele de part´ıculas
pro´ximas. Essa pesquisa visa utilizar comportamentos de evacuac¸a˜o simulados atrave´s
do Social Force Model, os quais servem de base para o treinamento de redes neuro-fuzzy.
Depois de treinados, estes comportamentos podem ser interpretados como conjuntos fuzzy
e regras de um sistema de infereˆncia fuzzy sobre estes conjuntos.
Palavras-chave: Social Force Model, simulac¸a˜o de evacuac¸a˜o de multido˜es, rede neu-
ral, lo´gica fuzzy, redes neuro-fuzzy, Incremental Neuro-Fuzzy Gaussian Mixture Network.
Abstract
Modeling and simulating human behavior in crowds is essential to understanding what
happens to individuals in panic situations. This information is fundamental so that an
architect can, for example, design an enclosed space in the safest way possible, providing
a more comfortable circulation and the rapid displacement of the pedestrians until the
exit of the place. Helbing has developed a model called Social Force Model based on the
principles of particle propagation, which represents these behaviors through differential
equations. In this model, each individual is a particle with a mass inserted in an en-
vironment where there is a force of attraction that attracts the particle to the point of
exit, another that repels it from nearby obstacles and also another that repels it from
nearby particles. This research aims to use simulated evacuation behaviors through the
Social Force Model, which serve as the basis for the training of neuro-fuzzy systems. Once
trained, these behaviors can be interpreted as fuzzy sets and rules of a fuzzy inference
system on these sets.
Keywords: Social Force Model, simulation of crowd evacuation, artificial neural networks,
fuzzy logic, neuro-fuzzy systems, Incremental Neuro-Fuzzy Gaussian Mixture Network.
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1 Introduc¸a˜o
Modelar e simular o comportamento humano quando em multido˜es e´ essencial para
compreender o que ocorre com os indiv´ıduos em situac¸o˜es de paˆnico, como um ataque
terrorista ou um inceˆndio. Isto e´ fundamental para que um arquiteto possa, por exemplo,
projetar um espac¸o fechado da maneira mais segura poss´ıvel, evitando congestionamento
em evacuac¸o˜es, uma circulac¸a˜o mais conforta´vel e o ra´pido deslocamento dos pedestres
ate´ a sa´ıda do local.
O estudo do comportamento de multido˜es comec¸ou ha´ quarenta anos atra´s e tem
ganhando notoriedade por diversas razo˜es como a ampla quantidade de materiais mul-
timı´dia contendo dados destes comportamentos e de dados coletados empiricamente, que
sa˜o compara´veis a` paraˆmetros de modelos simulados, os quais por sua totalidade sa˜o
mensura´veis, tais como posicionamento e velocidade dos pedestres. Ale´m disso, sa˜o cons-
tatadas algumas similaridades entre ac¸o˜es em aglomerac¸o˜es de pessoas com o comporta-
mento de gases e flu´ıdos (Helbing and Molna´r, 1995). Assim, no in´ıcio das pesquisas, se
coletavam os paraˆmetros das simulac¸o˜es atrave´s de fotos, v´ıdeos e observac¸o˜es diretas.
Por muito tempo, o objetivo deste tipo de pesquisa era o fornecimento de servic¸os com
intenc¸a˜o de projetar a´reas para pedestres, tendo estas a forma de relac¸o˜es de regressa˜o,
que na˜o eram adequadas para demonstrar o comportamento de fluxos de pedestres em
situac¸o˜es de evacuac¸o˜es mais intensas ou quando a arquitetura do ambiente fosse mais
complexa (Helbing and Johansson, 2010).
Com o passar do tempo surgiram outros modelos que simulavam atuac¸o˜es humanas
em multido˜es, ao serem analisados os modelos estoca´sticos e o modelo de “comportamento
de escolha da rota”, constatou-se que nenhum deles levava em conta efeitos de organizac¸a˜o
espontaˆnea dos pedestres, citando-se como exemplo a formac¸a˜o de um padra˜o, como uma
faixa de fluxo entre eles em uma direc¸a˜o uniforme, ou a oscilac¸a˜o do fluxo de pedestre em
gargalos. (Helbing and Johansson, 2010).
Estes fenoˆmenos descritos acima ocorrem devido as interac¸o˜es entre os pedestres
e o ambiente onde esta˜o inseridos. Com isso, podemos assumir a existeˆncia de uma
“coordenac¸a˜o inteligente” entre eles, principalmente em casos de evacuac¸o˜es simples. No
entanto, existem situac¸o˜es complexas, onde esse mesmo tipo de coordenac¸a˜o da´ lugar
ao completo caos. As consequeˆncias disso sa˜o frequentes ultrapassagens entre pedestres,
desacelerac¸a˜o do fluxo ou mudanc¸as abruptas na direc¸a˜o do movimento de va´rias pessoas,
devido a` agitac¸a˜o da multida˜o.
Atualmente existem duas abordagens aceitas para modelar e simular o comporta-
mento humano: a macrosco´pica e a microsco´pica (Helbing and Molna´r, 1995). A primeira
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e´ mais generalista, leva em conta a multida˜o inteira, enquanto a segunda, estuda o movi-
mento e as interac¸o˜es de cada pedestre. Embora computacionalmente mais complexa, e´
uma modelagem que oferece maior precisa˜o.
Dentro do modelo microsco´pico existem treˆs alternativas de se representa´-lo: Celu-
lar Automaton, que apesar de seu baixo custo computacional, e´ pouco precisa na interac¸a˜o
entre pedestres. A segunda alternativa e´ o Agent Based Methods, onde sa˜o definidas regras
espec´ıficas para cada pedestre, o que se torna computacionalmente ineficiente. Por fim,
temos o modelo no qual esse trabalho se baseia, que e´ o Social Force Model, sendo este o
que melhor equilibra confiabilidade e desempenho. (Sent and Roisenberg et al., 2015).
Esse modelo foi elaborado durante a de´cada de 1990 por Helbing e se baseia em
pesquisas anteriores como a de Henderson, na de´cada de 1970, a qual obteve sucesso na
comparac¸a˜o do fluxo de pedestres com as equac¸o˜es de NAVIER-STOKES (Helbing and
Molna´r, 1995). O princ´ıpio de sua proposta e´ representar o comportamento dessas pessoas
numa evacuac¸a˜o de forma ana´loga a` propagac¸a˜o de part´ıculas (Helbing and Molna´r, 1995),
ou seja, cada individuo e´ uma part´ıcula com uma massa, inserido em um ambiente, onde
existe um tipo de forc¸a que atrai a part´ıcula para o ponto de sa´ıda, outra que repele o
pedestre de obsta´culos pro´ximos e tambe´m outra que o repele de pessoas pro´ximas, sendo
todo este processo explicado por equac¸o˜es matema´ticas de dif´ıcil compreensa˜o.
Revisando as literaturas existentes sobre o assunto, e´ poss´ıvel constatar a existeˆncias
de pesquisas que utilizaram lo´gica fuzzy para substituir esse modelo complicado de equac¸o˜es,
por uma descric¸a˜o lingu´ıstica do relacionamento entre elementos ambientais, sensac¸o˜es do
agente e as ac¸o˜es tomadas por ele, acentuando assim a interpretabilidade do problema e
permitindo reproduzir situac¸o˜es espec´ıficas, como paˆnico e visibilidade restrita. Por outro
lado, nem sempre e´ fa´cil para o projetista elaborar regras que simulem esses comportamen-
tos. Assim sendo, essa pesquisa utiliza comportamentos de evacuac¸a˜o simulados atrave´s
do Social Force Model, os quais servem de base para o treinamento de redes neuro-fuzzy.
Depois de treinados, estes comportamentos podem ser interpretados como conjuntos fuzzy
e regras de um sistema de infereˆncia fuzzy sobre estes conjuntos.
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1.1 Objetivos
1.1.1 Objetivo geral
Deseja-se analisar a substituic¸a˜o das equac¸o˜es de forc¸as do Social Force Model,
considerando as constantes fixas para o contexto de evacuac¸o˜es de multido˜es, por redes
neuro-fuzzy, conhecidas na literatura como INFGMN (Incremental Neuro-Fuzzy Gaus-
sian Mixture Network). Isso devera´ oferecer uma maneira de extrair conjuntos fuzzy e
regras lingu´ısticas do tipo Mamdani-Larsen, oferecendo a melhor relac¸a˜o de acura´cia e
interpretabilidade, para um sistema de infereˆncia fuzzy equivalente a gerac¸a˜o de forc¸as do
SFM.
1.1.2 Objetivos espec´ıficos
• Estudar o comportamento de multido˜es atrave´s do Social Force Model, apresentando
tambe´m suas equac¸o˜es.
• Introduzir fundamentos teo´ricos relativos as redes neuro-fuzzy, apresentando a INFGMN
e suas vantagens.
• Gerar conjuntos de treinamento para redes neurais multi-layer perceptron, a partir
de um simulador denominado PANIC SIMULATOR para MATLAB.
• Utilizar a INFGMN, atrave´s de uma biblioteca desenvolvida para MATLAB, para
treinar os mesmos conjuntos de dados obtidos para as redes neurais multi-layer
perceptron.
• Substituir as equac¸o˜es de forc¸a do SFM, pela INFGMN, mantendo as varia´veis que
capturem as sensac¸o˜es dos agentes.
• Avaliar se as regras geradas pela INFGMN promovem uma experieˆncia mais simples
de software para o especialista do domı´nio, ou seja, uma melhor compreensa˜o sobre
o comportamento dos agentes na simulac¸a˜o.
• Analisar a relac¸a˜o interpretabilidade versus precisa˜o em relac¸a˜o a substituic¸a˜o das
equac¸o˜es do Social Force Model pela INFGMN.
1.2 Metodologia de pesquisa
Essa pesquisa envolve duas frentes, sendo que a primeira tem por objetivo realizar
uma apresentac¸a˜o teo´rica relativa ao Social Force Model e redes neuro-fuzzy atrave´s de
artigos cient´ıficos e livros te´cnicos. A segunda parte dessa pesquisa engloba uma imple-
mentac¸a˜o pra´tica da gerac¸a˜o de forc¸as pela INFGMN. Para isso, existe um simulador
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de co´digo aberto para MATLAB R2017 chamado PANIC SIMULATOR (Schmidt and
Spa¨h, 2014) que implementa o Social Force Model, e que possui diversos recursos e pos-
sibilidades. Esse processo de substituic¸a˜o das equac¸o˜es de forc¸a contempla uma etapa
de aprendizagem supervisionada, que coleta dados dos agentes para treinamento, atrave´s
de simulac¸o˜es que ainda usam as equac¸o˜es originais e posicionam estes agentes de forma
aleato´ria no cena´rio.
Ao fim desta etapa e´ concebida uma rede neural do tipo multi-layer perceptron
(MLP) para cada forc¸a de um eixo cartesiano. A meta neste esta´gio e´ avaliar empirica-
mente, o qua˜o bom e´ esse conjunto de treinamento, bem como, se e´ capaz de reproduzir
adequadamente as forc¸as do Social Force Model. Por u´ltimo, essas redes neurais sa˜o subs-
titu´ıdas, cada uma, por uma INFGMN, que treina o mesmo conjunto de treinamento
obtido anteriormente. Nesta u´ltima etapa sa˜o avaliados os resultados de sa´ıda, isto e´ as
regras geradas (interpretabilidade) e o passo de defuzzificac¸a˜o (precisa˜o) ao reproduzir o
Social Force Model. A avaliac¸a˜o da precisa˜o e´ dividida em duas ana´lises: uma qualitativa,
relativa a reproduc¸a˜o de fenoˆmenos ocorridos em multido˜es e outra quantitativa, anali-
sando a intensidade da forc¸a gerada em cada eixo cartesiano e os tempos das simulac¸o˜es.
1.3 Estrutura do Trabalho
Este trabalho e´ dividido em sete cap´ıtulos. Ale´m da introduc¸a˜o ja´ abordada no
primeiro cap´ıtulo, no segundo, o Social Force Model e´ explicado com mais detalhes, apre-
sentando suas equac¸o˜es e fenoˆmenos decorrentes em multido˜es. No cap´ıtulo treˆs sa˜o
apresentadas as redes neuro-fuzzy, revisando conceitos de sistemas de infereˆncia fuzzy, re-
des neurais e por fim uma explanac¸a˜o completa sobre a INFGMN, a rede neuro-fuzzy a ser
adotada nessa pesquisa. O quarto cap´ıtulo apresenta um resumo do estado da arte. Ja´ nos
cap´ıtulos cinco e seis, sa˜o respectivamente descritos a implementac¸a˜o, ou seja, a descric¸a˜o
passo a passo do processo que substitui as equac¸o˜es de forc¸a pela INFGMN no MATLAB
e uma ana´lise dos resultados obtidos com a aplicac¸a˜o da INFGMN, comparando-a com a
redes neurais e o Social Force Model. Por fim, o se´timo cap´ıtulo conclui essa pesquisa e
sugere trabalhos futuros.
2 Social Force Model
Conforme ja´ discutido, o Social Force Model e´ um modelo microsco´pico que simula
realisticamente o fluxo de pedestres em diversas situac¸o˜es, como evacuac¸o˜es e tra´fego in-
tenso, atrave´s de equac¸o˜es que representam os pedestres individualmente como part´ıculas
de gases e flu´ıdos. Tambe´m neste modelo, leva-se em conta a formac¸a˜o dos padro˜es de
fluxo devido a`s interac¸o˜es na˜o lineares entre os pedestres e os efeitos que eles podem cau-
sar em situac¸o˜es normais ou de paˆnico na multida˜o. Tudo isto e´ levado em considerac¸a˜o
na formulac¸a˜o matema´tica descrita neste modelo.
Neste cap´ıtulo, a primeira sec¸a˜o define matematicamente o Social Force Model.
Inicialmente, a fo´rmula geral e´ apresentada e, em seguida, cada componente de forc¸a deste
modelo e´ detalhado. Uma vez que o PANIC SIMULATOR contempla situac¸o˜es de paˆnico,
apresentaremos especificamente os componentes de forc¸a de repulsa˜o que realizam isso.
Ja´ as duas pro´ximas sec¸o˜es abordam os fenoˆmenos decorrentes em multido˜es e evacuac¸o˜es,
os quais sa˜o replicados por este modelo.
2.1 Definic¸a˜o
Considere um pedestre α inserido em um ambiente qualquer. De acordo com
Helbing e Johansson 2010, ~rα(t), e´ a mudanc¸a de um local ~r em um instante de tempo t




Ainda segundo, Helbing e Johansson (2010) e Helbing et al. (2000), podemos
descrever a mudanc¸a de velocidade deste pedestre α, com uma massa mα, no instante t a




= ~fa(t) + ξα(t) (2.2)
Nesta equac¸a˜o, ~fα(t) e´ a forc¸a de acelerac¸a˜o para o pedestre α, correspondendo a
soma das forc¸as sociais que influenciam no movimento dele. Ja´, ξα(t) sa˜o “flutuac¸o˜es” in-
dividuais que refletem a variac¸a˜o do comportamento de α, mas que na˜o sa˜o implementadas
no PANIC SIMULATOR.
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α − ~vα) denota o ca´lculo forc¸a de desejo para α. O segundo termo
desta equac¸a˜o denota soma de forc¸as sociais no instante de tempo t, entre α e cada outro
indiv´ıduo β presente na simulac¸a˜o. O terceiro termo da equac¸a˜o, determina, tambe´m,
uma soma forc¸as de obsta´culos para o mesmo instante t, entre α e cada obsta´culo i.
Uma grande vantagem desse modelo e´ a sua flexibilidade, sendo poss´ıvel generalizar
quaisquer poss´ıveis cena´rios espec´ıficos de evacuac¸a˜o e fluxo de multido˜es, apenas pela
equac¸a˜o (2.3), sendo isto essencial para reproduzir simulac¸o˜es complexas de maneira fiel a`s
observac¸o˜es emp´ıricas (Helbing and Johansson, 2010). As pro´ximas subsec¸o˜es detalham
cada componente de forc¸a.
2.1.1 Forc¸a de Desejo
O primeiro termo da equac¸a˜o (2.3) e´ representado pela Figura 1, temos que cada
indiv´ıduo α se move com uma velocidade desejada v0α, para uma direc¸a˜o desejada ~e
0
α,




α tendendo a v
0
α e sob esse valor
subtrai-se a velocidade atual ~vα, na qual, com baixos valores de τα, os pedestres caminham
mais agressivamente (Helbing and Molna´r, 1995). Essa direc¸a˜o desejada toma como base
o local em que o pedestre α tem como objetivo final denominado por ~r0α, que se deseja
alcanc¸ar da maneira mais conforta´vel e ra´pida poss´ıvel. Esse objetivo, geralmente, e´ a
sa´ıda mais pro´xima de onde se encontra o agente. Ainda de acordo com Helbing e Molna´r
(1995) denotamos a seguinte equac¸a˜o para a direc¸a˜o desejada:
~e0α(t) =
~r0α − ~rα
‖ ~r0α − ~rα ‖
(2.4)
Nesta equac¸a˜o ~rα e´ a posic¸a˜o atual em que se encontra a entidade α. Ja´ o deno-
minador dessa frac¸a˜o corresponde a distaˆncia vetorial entre a posic¸a˜o de α e o local do
objetivo.
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Figura 1 – Exemplo de Forc¸a de Desejo para o pedestre α e o seu objetivo ~r0α.
2.1.2 Forc¸as de Repulsa˜o
Na medida em que um pedestre α se aproxima de outro pedestre β, α gradualmente
se sente mais desconforta´vel e a interac¸a˜o entre ambos pode acabar sendo agressiva. Esse e´
o modo como se representa conceitualmente a forc¸a de repulsa˜o entre ambos os pedestres.
Tambe´m no fluxo de pedestres existem obsta´culos inseridos no universo onde se encontra
a pessoa, como muros, paredes, balco˜es e outros objetos no caminho.
Conforme um pedestre α se aproxima de obsta´culo i ele tende a reduzir a sua
velocidade para na˜o colidir com este, evitando se machucar. Ana´logo com a forc¸a de
repulsa˜o entre pedestres ja´ descrita acima, isso seria a forc¸a de repulsa˜o entre pedestres e
obsta´culos.
2.1.2.1 Forc¸a Social
Seja o componente da soma ~fαβ(t) da equac¸a˜o (2.3), ele e´ um somato´rio da forc¸a
de repulsa˜o entre α e cada outro indiv´ıduo β entre uma lista de indiv´ıduos (Helbing
and Johansson, 2010). Assim, em uma multida˜o muito densa, teremos que essa forc¸a
sera´ maior sobre α. Deste modo, as forc¸as sociais sobre eles aumentam drasticamente
a intensidade quando passa-se pela seguinte condic¸a˜o de contato f´ısico: dαβ < rαβ e
rαβ = rα + rβ. Ou seja, a distaˆncia entre o pedestre α e β deve ser menor que o raio de
ambos, sendo que este e´ obtido pela soma dos raios individuais destes pedestres. Abaixo,
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a equac¸a˜o de Forc¸a Social e´ demonstrada:
~fαβ(t) =
{
Aexp(rαβ−dαβ)/B + kΘ(rαβ − dαβ)
}× ~nαβ + κΘ(rαβ − dαβ)∆vtβα~tαβ (2.5)
Observe-se que temos dαβ = ‖~ra− ~rb‖, ou seja a distaˆncia vetorial entre a posic¸a˜o
do pedestre α e o pedestre β. Assim sendo Aexp(rαβ−dαβ)/B × ~nαβ o alcance da forc¸a
repulsiva, kΘ(rαβ − dαβ) × ~nαβ a forc¸a do corpo que contrai a compressa˜o do corpo, e
kΘ(rαβ−dαβ)∆vtβα~tαβ uma “forc¸a de atrito deslizante”, impedindo o movimento tangencial
relativo. A func¸a˜o Θ retorna o pro´prio paraˆmetro, Θ(rαβ−dαβ) = rαβ−dαβ, se o resultado
for ≥ 0, caso contra´rio retorna zero.
Ainda individualmente, a varia´vel A e´ a forc¸a da interac¸a˜o em newtons e B o
alcance da mesma em metros. Helbing e Johanson (2010), mencionam que podemos
generalizar esses dados individuais de A e B para uma populac¸a˜o de caracter´ısticas ho-




e´ o vetor de direc¸a˜o normalizado do agente β para o agente α.
Por fim, tem-se tambe´m ~tαβ e ∆v
t
βα que significam respectivamente o vetor normalizado
na direc¸a˜o tangencial e a diferenc¸a de velocidade tangencial entre os agentes, sendo esta
dada por:
∆vtβα = (~vβ − ~vα)× ~tαβ (2.6)
2.1.2.2 Forc¸a de Obsta´culo
Seja o componente da soma ~fαi(t) da equac¸a˜o (2.3) ele e´ um somato´rio da forc¸a de
repulsa˜o entre α e cada outro obsta´culo i entre uma lista deles (Helbing and Johansson,
2010). Da mesma forma que na interac¸a˜o entre indiv´ıduos, em uma multida˜o cheia de
obsta´culos, teremos que esse tipo de forc¸a sera´ maior sobre α. Ainda de acordo com
Helbing e Johansson (2010), podemos tratar todas as interac¸o˜es de um pedestre α com
obsta´culos i, da mesma forma que tratamos os outros pedestres β. Ou seja, se trocarmos




Aexp(rαi−dαi)/B + kΘ(rαi − dαi)
}× ~nαi + κΘ(rαi − dαi)∆vtiα~tαi (2.7)
Como os obsta´culos esta˜o em repouso, ou seja, ~vi = 0, enta˜o apenas a velocidade
do agente α e´ considerada.
A Figura 2 ilustra os principais componentes dessa forc¸a, sobretudo a condic¸a˜o
de contato entre os pedestres e o obsta´culo. Ainda nesta Figura e´ poss´ıvel observar
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Figura 2 – Exemplo de Forc¸a em situac¸o˜es de paˆnico, envolvendo um agente α, um outro agente pro´ximo
identificado por β e um obsta´culo i.
visualmente que dαβ > rα + rβ e dαi < rα + ri, ou seja apenas no segundo caso e´
contemplado a condic¸a˜o de contato f´ısico entre o agente α e obsta´culo i.
Esse modelo de forc¸a descrito nessa sec¸a˜o e´ o que o simulador utiliza. Entretanto,
as forc¸as de atrito deslizante e a forc¸a de compressa˜o para pedestres e obsta´culos sa˜o des-
consideradas nesta pesquisa, tanto para as coletas dos conjuntos de treinamento, quanto
para obtenc¸a˜o de estat´ısticas com simulac¸o˜es envolvendo o Social Force Model. A raza˜o e´
que a ocorreˆncia dessas forc¸as acontece apenas quando ha´ toque entre as entidades da si-
mulac¸a˜o, como especifica a func¸a˜o Θ. Tambe´m, a matema´tica e´ extremamente complexa,
ao realizar muitos ca´lculos apenas para estas situac¸o˜es.
Desta maneira, necessitaria-se de muitas varia´veis para que uma rede neural ou
neuro-fuzzy reproduzisse estes eventos com uma precisa˜o minimamente aceita´vel. A me-
dida que mais varia´veis fossem consideradas, como direc¸a˜o tangencial e diferenc¸a de ve-
locidade para cada entidade vizinha, o nu´mero de regras ficaria exponencialmente maior
e o problema muito pouco interpreta´vel. Ainda assim e´ poss´ıvel reproduzir muitos dos
fenoˆmenos que sa˜o descritos nas pro´ximas duas sec¸o˜es, inclusive as forc¸as de repulsa˜o,
pois as de interac¸a˜o e o alcance da mesma sa˜o simulados para a captura da forc¸a.
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2.2 Fenoˆmenos em Multido˜es
O Social Force Model e´ um modelo robusto, sendo capaz de reproduzir fielmente
fenoˆmenos que ocorrem em multido˜es na vida real e que ja´ foram mencionados breve-
mente no cap´ıtulo introduto´rio, como a auto-organizac¸a˜o dos pedestres, na qual existem
interac¸o˜es na˜o-lineares entre eles, ou seja, na˜o ha´ nenhuma comunicac¸a˜o expl´ıcita entre
eles que determine isto. Essa auto-organizac¸a˜o e´ responsa´vel pela formac¸a˜o de padro˜es
de movimento de pedestres, que ocorrem sem que eles mesmos possam perceber essa
coordenac¸a˜o inteligente (Helbing and Johansson, 2010). A durabilidade desses padro˜es
e´ inversamente proporcional a quantidade de transformac¸o˜es que eles sofrem durante o
fluxo.
A “Formac¸a˜o de Faixas”(Lane Formation), apresentada na Figura 3, e´ um exemplo
de padra˜o de movimento contendo filas de indiv´ıduos em uma direc¸a˜o uniforme por onde
o fluxo passa. Assim, essas faixas conteˆm poucas manobras entre os pedestres. Este
fenoˆmeno surge quando pedestres esta˜o se movendo opostamente e sem intersecc¸a˜o entre
eles, a uma velocidade relativa alta e a` uma distaˆncia muito curta entre um e outro.
Este padra˜o de movimento dos pedestres ocorre, por exemplo, em lugares muito fechados,
como um centro comercial. Tambe´m entram aqui as forc¸as de repulsa˜o ja´ descritas e que
sa˜o muito atuantes quando pedestres esta˜o se movendo em direc¸o˜es opostas. Todavia,
essa forc¸a e´ minimizada quando a “Formac¸a˜o de Faixas” acontece e esses agentes que se
repulsavam sa˜o separados em faixas diferentes.
Figura 3 – Formac¸a˜o de 4 faixas, no c´ırculo branco pedestres em uma direc¸a˜o, no c´ırculo preto sa˜o
pedestres na direc¸a˜o oposta (Helbing and Molna´r, 1995).
Outro tipo de fenoˆmeno em multido˜es e´ a “Oscilac¸a˜o de Fluxos em Gargalos”(Oscil-
latory Flows at Bottlenecks), demonstrada por meio da Figura 4. Isso ocorre quando ha´
um cruzamento de fluxos de pedestres, e segundo Helbing e Johanson (2010), em uma ana-
logia com a propagac¸a˜o de part´ıculas, podemos pensar, assim que um indiv´ıduo (part´ıcula)
consegue uma passagem para seguir o seu caminho atravessando o gargalo, os outros atra´s
com a mesma direc¸a˜o fazem o mesmo, ocorrendo uma diferenc¸a de pressa˜o entre um fluxo
e outro, sendo suficientemente grande para que um fluxo pare dando passagem ao outro e
eventualmente, com as devidas alterac¸o˜es, fac¸a com que a diferenc¸a de pressa˜o se inverta
e outro fluxo consegue a passagem. Esse fenoˆmeno pode ocorrer em lugares nos quais se
tem uma passagem muito estreita.
A “formac¸a˜o de faixa em intersec¸a˜o de fluxo”(Stripe Formation in Intersecting
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Flows) indicada pela Figura 5, ocorre quando ha´ um cruzamento em direc¸a˜o oposta de
somente dois fluxos. Todavia, diferentemente dos padro˜es acima, um fluxo consegue
atravessar outro sem que haja algum tipo de parada em ambos, permitindo tambe´m a
minimizac¸a˜o dos efeitos de interac¸o˜es obstrutivas a maximizac¸a˜o da velocidade me´dia dos
indiv´ıduos (Helbing and Johanson 2010).
Figura 4 – Cruzamento do fluxo pedestres em azul com outro fluxo em laranja (Helbing and Johansson,
2010.
Figura 5 – Intersecc¸a˜o do fluxo pedestres em azul com outro fluxo em laranja (Helbing and Johansson,
2010.
2.3 Fenoˆmenos em Evacuac¸o˜es de Multido˜es
Pode-se determinar que ha´ uma evacuac¸a˜o de multido˜es quando tem-se um ambi-
ente com uma extrema densidade de pedestres e eles esta˜o sob estresse psicolo´gico devido
a necessidade de sair do local o mais ra´pido poss´ıvel, resultando no incremento de suas
velocidades desejadas e de sua flutuac¸a˜o. Situac¸o˜es como essas sa˜o coloquialmente cha-
madas “paˆnico”. Muitas evacuac¸o˜es conseguem ser relativamente organizadas, mas pode
haver alguns casos que resultam em grandes desastres com perdas humanas (Helbing and
Johansson, 2010).
Ale´m disso, temos um “comportamento pastoreiro” por parte dos pedestres, que
sem saberem o que fazer, seguem o comportamento daqueles que esta˜o pro´ximos deles,
fazendo com que se movam coletivamente em direc¸a˜o a mesma sa´ıda. Isso torna a eva-
cuac¸a˜o muito mais lenta, principalmente em situac¸o˜es com baixa visibilidade, (veja Figura
6) e menos eficiente, pois muitas sa´ıdas acabam sendo ignoradas e outras excessivamente
ocupadas.
Cap´ıtulo 2. Social Force Model 26
Acontece que, com isso, ocorre um atolamento na sa´ıda, um aumento dra´stico na
pressa˜o que um pedestre faz ao outro, devido a uma maior quantidade de interac¸a˜o entre
eles e, por fim, mudanc¸as abruptas na direc¸a˜o e intensidade da forc¸a, que podem fazer
com que os pedestres caiam e sejam pisoteados, servindo de obsta´culo para os outros
na evacuac¸a˜o. Segundo Helbing e Johanson (2010), as melhores chances de sobreviveˆncia
nessas situac¸o˜es se encontram na busca por sa´ıdas alternativas, seguindo outros pedestres.
Figura 6 – Comportamento pastoreiro de pedestres em baixa visibilidade, denotadas pela sequeˆncia
a,b,c,d. (Helbing and Johansson, 2010).
Situac¸o˜es de paˆnico costumam resultar na destruic¸a˜o de faixas de fluxo de pedes-
tres, sejam elas opostas ou na˜o, (isso e´ ilustrado pela Figura 7). Quando isso ocorre,
em analogia com a propagac¸a˜o de part´ıculas, ter´ıamos naturalmente que os flu´ıdos (faixa
contendo fluxo de pedestre) se transformassem em gases e os pedestres se moveriam des-
controladamente. No entanto, o que ocorre e´ exatamente oposto. Com a destruic¸a˜o das
faixas, os pedestres tendem a ficar em estado so´lido, ou seja, bloqueados pelo menos
temporariamente. Por isso, esse fenoˆmeno ganha o nome de “Congelamento por Aqueci-
mento”(Freezing by Heat) (Helbing and Johansson, 2010).
Ainda no contexto de evacuac¸o˜es de massas, quando o fluxo de entrada em um
gargalo e´ maior que o fluxo de sa´ıda, uma fila de pedestres e´ formada na entrada dessa
passagem estreita e os pedestres ficam agressivos ao competir pelas mesmas passagens
no local. A consequeˆncia disso sa˜o os grandes problemas na coordenac¸a˜o de movimento
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Figura 7 – “Congelamento por Aquecimento” em um fluxo oposto de pedestres (Helbing and Johansson,
2010).
dos pedestres em uma multida˜o densa, trazendo pausas constantes do deslocamento na
sa´ıda do gargalo. Todos estes fatores tornam os indiv´ıduos passivos a maiores interac¸o˜es
f´ısicas e de efeitos de atrito, causando lentida˜o na evacuac¸a˜o. Assim, o conceito para isso
e´ chamado de “Quanto Mais Ra´pido, Mais Devagar” (Faster-Is-Slower Effect) (Helbing
and Johansson, 2010). Visto isso, e´ importante que as a´reas de sa´ıda sejam largas o
suficiente, minimizando gargalos e contrafluxos causados por alguns pedestres neste tipo
de evento.
3 Redes Neuro-Fuzzy
As redes neuro-fuzzy podem ser compreendidas como uma combinac¸a˜o das carac-
ter´ısticas de sistemas fuzzy e de redes neurais. De acordo com Lin e Lee (1996), sistemas
fuzzy e redes neurais sa˜o estimadores nume´ricos com a capacidade comum de otimizar a
inteligeˆncia de sistemas em ambientes caracterizados por impreciso˜es e incertezas. Ape-
sar das similaridades, elas divergem quanto a` estrutura. Em sistemas que utilizam lo´gica
fuzzy, existe a necessidade do especialista do domı´nio estruturar o conhecimento do mundo
real em valores lingu´ısticos que correspondem a` conjuntos fuzzy e, por fim, associa´-los a`s
regras IF-THEN, que sa˜o altamente interpreta´veis, pore´m teˆm desvantagens, tais como:
a exigeˆncia de trabalho manual a´rduo para definir as regras e, segundo Lin e Lee (1996),
a dificuldade de refinar o conjunto de regras e as func¸o˜es de pertineˆncia.
Ja´ em relac¸a˜o as redes neurais, os mesmos autores argumentam que elas sa˜o sis-
temas dinamicamente treina´veis, cujas habilidades de aprendizagem, toleraˆncia a` ru´ıdo e
generalizac¸a˜o, crescem a partir de suas estruturas conexionistas, suas dinaˆmicas e suas re-
presentac¸o˜es de dados distribu´ıdos. Essas estruturas sa˜o compostas por va´rios neuroˆnios,
os quais sa˜o capazes de aprender e generalizar, por meio de padro˜es de treinamento, ou
quaisquer dados fornecidos como entrada a` rede.
Embora a capacidade de generalizac¸a˜o e aprendizagem seja uma grande vantagem,
e´ muito dif´ıcil para um especialista em um domı´nio no qual se quer resolver um problema,
compreender essas estruturas conexionistas e suas relac¸o˜es com os valores resultantes. De
toda maneira tanto um sistema fuzzy, como as redes neurais, sa˜o capazes de modelar um
comportamento complexo na˜o-linear a diferentes n´ıveis de acura´cia (Lin and Lee, 1996).
Estas diferenc¸as entre ambas as te´cnicas de inteligeˆncia computacional motivou
o interesse dos pesquisadores em integrar esses sistemas em um so´, no qual se permita
que as redes neurais provenham a capacidade de aprendizagem para sistemas fuzzy e
estes permitam que as redes neurais possam ser entendidas como regras IF-THEN de alto
n´ıvel. Assim, Lin e Lee (1996) definem redes neuro-fuzzy como “uso de redes neurais
como ferramentas em modelos fuzzy”, enquanto que Kasabov (2006), estabelece que os
sistemas de infereˆncia neuro-fuzzy consistem em um conjunto de regras e um me´todo de
infereˆncia que sa˜o incorporados ou combinados com uma estrutura conexionista para uma
melhor adaptac¸a˜o.
Dada a motivac¸a˜o inicial, este cap´ıtulo busca revisar conceitos ba´sicos a respeito do
sistema de infereˆncia fuzzy, tambe´m sobre redes neurais, discorrendo muito brevemente
sobre a rede neural multi-layer perceptron, pois o uso dela neste trabalho tem apenas
um fim secunda´rio, que envolve apenas a coleta dos dados da simulac¸a˜o original para o
28
Cap´ıtulo 3. Redes Neuro-Fuzzy 29
treinamento da INFGMN. Ja´ a INFGMN e´ a rede neuro-fuzzy usada para substituir as
equac¸o˜es de forc¸a do SFM. Por fim, esse cap´ıtulo finaliza argumentando em detalhes o
funcionamento da INFGMN, incluso aqui suas vantagens e fundamentos matema´ticos.
3.1 Revisa˜o sobre Sistemas de Infereˆncia Fuzzy
A ideia de Sistemas de Infereˆncia Fuzzy (FIS - fuzzy inference systems) e´ ser um
modelo computacional, que controla um determinado sistema atrave´s de regras fuzzy IF-
THEN, definidas por um humano especialista. Essas regras relacionam as entradas do
sistema com a sa´ıda do mesmo, sendo que as primeiras sa˜o os antecedentes das regras
condicionadas a operac¸o˜es booleanas e por u´ltimo, o lado consequente das regras. Todas
essas entradas e sa´ıdas correspondem a valores lingu´ısticos, que aumentam o poder de
expressa˜o para modelar problemas do mundo real. Estes valores sa˜o representados como
conjuntos fuzzy e esta˜o associados a um universo de discurso ou varia´vel lingu´ıstica.
Lin e Lee (1996), explicam que conjuntos fuzzy sa˜o como uma generalizac¸a˜o da
teoria dos conjuntos cla´ssicos e Zadeh (1965), define que para cada elemento de um
conjunto fuzzy, existe uma func¸a˜o de pertineˆncia, a qual mapeia esse elemento, associando-
o ao respectivo conjunto no intervalo entre [0,1]. Isso e´ compreendido como o grau de
pertineˆncia do elemento ao conjunto. Ha´ va´rios tipos de func¸o˜es de pertineˆncia como
triangular, trapezoidal e gaussiana. A Figura 8, aponta um exemplo hipote´tico de treˆs
conjuntos fuzzy: idoso (em vermelho), jovem (em verde) e adulto (em azul), inseridos em
um universo de discurso “idade”, onde os dois primeiros conjuntos sa˜o representados por
uma func¸a˜o sigmoide e o u´ltimo por uma diferenc¸a de func¸o˜es sigmoides.
Baseando-se na explicac¸a˜o de Lin e Lee (1996), o funcionamento ba´sico de um FIS
pode ser resumido em treˆs etapas principais: a fuzzificac¸a˜o, na qual valores nume´ricos
sa˜o convertidos a valores lingu´ısticos atrave´s das func¸o˜es de pertineˆncia; a fase de in-
fereˆncia, onde ocorre a ana´lise de cada regra, relacionando matematicamente os graus
de pertineˆncia dos termos antecedentes, formando um subconjunto fuzzy na varia´vel de
sa´ıda. O objetivo nessa etapa e´ agregar esses subconjuntos, criando um novo, para que
na u´ltima etapa, na defuzzificac¸a˜o, esse conjunto fuzzy resultante seja transformado em
um valor crisp, isto e´, a sa´ıda do sistema fuzzy e na˜o mais um valor difuso. Entre os
variados me´todos de defuzzificac¸a˜o, inclui-se a centroide, na qual esse valor e´ o centro de
gravidade do conjunto obtido na sa´ıda.
Dentre va´rios modelos de FIS, os dois mais conhecidos sa˜o o Takagi-Sugeno e
o modelo Mamdani-Larsen. O primeiro, apresenta maior precisa˜o e considera que na
parte consequente de cada regra, o valor de sa´ıda e´ calculado por alguma func¸a˜o que
tem as entradas dessa regra como paraˆmetros. No outro modelo, a parte consequente e´
constitu´ıda apenas de um valor lingu´ıstico, o que torna o modelo muito mais interpreta´vel
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Figura 8 – Exemplo de cojuntos fuzzy para um universo de discurso idade.
para o especialista.
3.2 Revisa˜o sobre Redes Neurais Aritificiais
As Redes Neurais Artificiais (ANN - Artificial neural networks) sa˜o sistemas de
processamento de informac¸o˜es, que possuem habilidades de aprender, recordar e genera-
lizar a partir de padro˜es de treinamento ou dados, analogamente ao ce´rebro humano (Lin
and Lee, 1996). Ainda acordo com estes mesmos autores, as redes neurais sa˜o compostas
por uma estrutura conexionista formada por nodos de processamento, os quais sa˜o co-
mumente conhecidos na literatura como neuroˆnios artificiais ou simplesmente neuroˆnios.
Esse modelo computacional e´ altamente utilizado para resolver problemas de busca por
correspondeˆncia de padro˜es ou classificac¸a˜o dos mesmos, ou aproximac¸a˜o de func¸o˜es e
clusterizac¸a˜o de dados (Lin and Lee, 1996).
Lin e Lee (1996), explicam que os modelos de redes neurais sa˜o especificados por
treˆs entidades: quanto ao processamento de elementos na pro´pria rede, a topologia da
rede e a aprendizagem da rede. Em relac¸a˜o a primeira delas, cada neuroˆnio recebe como
entrada todos os padro˜es de treinamento ou sa´ıdas de todos outros neuroˆnios, sendo
este u´ltimo o caso de um modelo multi-layer. Associada a` cada conexa˜o de entrada
desse neuroˆnio, existe um peso nume´rico determinado pela regra de aprendizagem, o
qual permite determinar um n´ıvel de ativac¸a˜o ao neuroˆnio. Um peso maior que zero e´
considerado excitato´rio, ou seja, favorece a ativac¸a˜o do neuroˆnio. Ja´ o contra´rio, tem um
efeito inibito´rio sobre esse. Finalmente sobre toda essa entrada, tem-se uma operac¸a˜o
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matema´tica, e que, segundo, Lin e Lee (1996), geralmente e´ uma soma que combina toda
essa informac¸a˜o vinda em um valor denominado net input. Sobre ele e´ aplicada uma
func¸a˜o de ativac¸a˜o, a qual produz valor de sa´ıda para esse neuroˆnio.
Em relac¸a˜o a` topologia da rede, e´ analisada a forma geome´trica com que os
neuroˆnios esta˜o conectados. Eles podem estar agrupados em uma camada, onde cada
neuroˆnio dela produz sua pro´pria sa´ıda. Na situac¸a˜o em que todas essas sa´ıdas se conec-
tam a` entradas de neuroˆnios de outra camada e quando na˜o ha´ conexa˜o entre neuroˆnios de
uma mesma camada, pode-se ter o que a literatura conceitua como multi-layer feedforward
network.
A estrutura das redes com mu´ltplas camadas pode ser compreendida assim: a
camada de neuroˆnios que recebe a entrada da rede, ja´ descrita no para´grafo acima, e´
denominada input layers e a camada contendo a sa´ıda final da rede, por sua vez, recebe
o nome de output layer. Ja´ as camadas escondidas ou hidden layers, sa˜o todas camadas
intermedia´rias entre a input layer e a output layer. Lin e Lee (1996), argumentam que as
camadas intermedia´rias tem como caracter´ıstica apenas receber como conexo˜es de entrada,
as sa´ıdas da camada antecessora. Sobre o nu´mero de camadas intermedia´rias, ele pode
ser varia´vel, ou ate´ mesmo na˜o existirem na rede, o que nesse caso implicaria na camada
de entrada se conectar diretamente a` camada de sa´ıda.
O terceiro e u´ltimo componente das redes neurais e´ a regra de aprendizagem. De
acordo com Lin e Lee (1996), existem dois tipos de aprendizagem: de paraˆmetros (parame-
ter learning) e a aprendizagem estrutural (structure learning), na˜o sendo necessariamente
mutuamente exclusivos. O primeiro tipo basicamente faz com que a rede aprenda atrave´s
da atualizac¸a˜o automa´tica dos pesos das conexo˜es e o segundo permite que a rede altere
a sua estrutura, variando no nu´mero de neuroˆnios e no tipo das conexo˜es.
Ambos tipos de aprendizagem esta˜o associadas a treˆs categorias: aprendizado su-
pervisionado (supervised learning), reinforcement learning, e unsupervised learning. Aqui
e´ destacado o papel do aprendizado supervisionado, pois e´ utilizado neste trabalho e nele
a rede e´ treinada com exemplos prontos, contendo entradas e sa´ıdas pre´-definidas. O
objetivo principal do aprendizado supervisionado e´ ajustar o peso das conexo˜es, para que
as sa´ıdas geradas da rede se aproximem das sa´ıdas originais dos padro˜es de entrada da
rede.
A Figura 9, e´ um exemplo de uma multi-layer feedforward network com 3 camadas
e 7 neuroˆnios. O vetor, x, dado por x1...x5, denota a entrada da rede sobre os neuroˆnios
da input layer, numerados de 0 a 4. A camada intermedia´ria e´ composta pelos neuroˆnios
5 e 6, dos quais tem suas sa´ıdas conectadas a camada de sa´ıda, composta pelo neuroˆnio
7. Por u´ltimo, nessa figura, wij, e´ peso que da conexa˜o entre um neuroˆnio j e um outro
i. Assim, w50 e´ o peso da conexa˜o do neuroˆnio 0 para o 5.
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Figura 9 – Exemplo de uma topologia de rede, adaptado de Lin e Lee (1996).
Entre va´rios modelos de redes neurais, Lin e Lee (1996), destacam a multi-layer fe-
edforward network com algoritmo de aprendizado back-propagation learning rule, tambe´m
conhecida na literatura como multi-layer perceptron (MLP). Nesse algoritmo, os pesos
iniciais das conexo˜es sa˜o pequenos valores definidos aleatoriamente, e a sa´ıda da rede e´
propagada para as camadas anteriores, para que os pesos das conexo˜es possam ser ajus-
tados, com o objetivo de minimizar o erro de sa´ıda. Lin e Lee (1996), relatam que esse
algoritmo e´ a resposta para um dos principais problemas no campo de redes neurais, que
e´ a aprendizagem em redes complexas de mu´ltiplas camadas e esse modelo de rede neural
e´ quase sempre a primeira abordagem a ser usada em aplicac¸o˜es.
3.3 INFGMN (Incremental Neuro-Fuzzy Gaussian Mixture Network)
A INFGMN (Incremental Neuro-Fuzzy Gaussian Mixture Network) e´ um sistema
neuro-fuzzy proposto por Mazzutti et al. (2017), e teˆm como caracter´ıstica o aprendizado
incremental permitindo a` rede aprender constantemente, sem a necessidade de retreinar
todo o conjunto de dados e de gerar um novo conjunto de regras cada vez que um novo
padra˜o e´ apresentado a` rede.
Em relac¸a˜o a` base de regras do sistema, ela tambe´m e´ mantida de forma incre-
mental, sendo que novas regras podem ser adicionadas e outras removidas, sem quaisquer
preju´ızos de desempenho a` rede. Ainda em relac¸a˜o ao conjunto de regras formado na
INFGMN, Mazzutti et al. (2017) afirmam que elas sa˜o obtidas a partir de um modelo de
misturas gaussianas, confirmando o que Gan et al. (2015) ja´ haviam sentenciado quando
demonstraram a equivaleˆncia entre esse modelo e um FIS com regras do tipo Mamdani-
Larsen.
Outra caracter´ıstica da INFGMN, e´ conseguir lidar com o dilema da acura´cia-
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interpretabilidade, obtendo um excelente equil´ıbrio entre ambos, pois em geral, esses
requisitos se tornam contradito´rios em sistemas fuzzy. Rodrigues et al. (2014), da´ um
exemplo disso, quando analisa que um sistema com milhares de regras acaba tendo exce-
lente precisa˜o, pore´m um n´ıvel de compreensa˜o bem baixo para um ser humano e o inverso
tambe´m ocorre, quando um sistema fuzzy com uma regra e´ altamente interpreta´vel, pore´m
na˜o sera´ preciso em reproduzir o fenoˆmeno desejado.
Ale´m da INFGMN, tambe´m existem outros sistemas neuro-fuzzy na literatua, mas
a grande maioria deles implementa regras do tipo Takagi-Sugeno, conforme apontam Maz-
zutti et al. (2017). Esta˜o entre eles, a ANFIS (Adaptive-Network-based Fuzzy Inference
System), Jang (1993), e a DENFIS (Dynamic Evolving Neuro-Fuzzy Inference System),
Kasabov e Song (2002), que contam com bons desempenhos. Ja´ a EFuNN (Evolving Fuzzy
Neural Network), Kasabov (2001), trabalha com regras do tipo Mamdani-Larsen, pore´m,
Rodrigues et al. (2014) afirmam que apesar da performance ra´pida, tem como desvan-
tagens a dif´ıcil configurac¸a˜o dos paraˆmetros de aprendizagem, a gerac¸a˜o automa´tica do
tipo e da quantidade de func¸o˜es de pertineˆncia para cada varia´vel de sa´ıda. Ainda em
relac¸a˜o a EFuNN, Mazzutti et al. (2017) destacaram que em testes realizados sobre treˆs
conjuntos dados da UCI (University of California, Irvine), Dheeru e Taniskidou (2017),
tais quais, o Servo, o Vinho e a I´ris, resultaram em acura´cia inferior, se comparada a
INFGMN e em um nu´mero de regras gerados muito maior que a INFGMN.
Com isso, as pro´ximas treˆs subsec¸o˜es se destinam a apresentar respectivamente o
modelo de misturas gaussianas (Gaussian Mixture Model), a arquitetura da INFGMN,
contemplando suas camadas em conjunto com o funcionamento da rede pelos seus modos
de operac¸a˜o e, por fim, um exemplo pra´tico com o conjunto de dados da ı´ris e´ discutido
em conjunto com algumas observac¸o˜es.
3.3.1 GMM (Gaussian Mixture Model)
O GMM (Gaussian Mixture Model), detalhado em Yu e Deng (2014), e´ um modelo
probabil´ıstico e que serve de base para criac¸a˜o dos termos lingu´ısticos das varia´veis e das
regras dessa rede neuro-fuzzy. Assim, Mazzutti et al. (2017), mencionam que a func¸a˜o
de densidade de probabilidade de misturas gaussianas (pdf - probability density function)
para uma varia´vel aleato´ria ou para o vetor de entrada da INFGMN, X , de dimensa˜o D,
e´ definida por:
G(X ; p, u, C) =
J∑
j=1
p(j)ND(X ;µj, Cj) (3.1)
Nesta equac¸a˜o, p(j), ∀j ∈ [1, J ], e´ a j-e´sima proporc¸a˜o de mistura independente
entre J componentes. Existem duas restric¸o˜es relativas a`s proporc¸o˜es de mistura: a
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primeira e´ para o valor de proporc¸a˜o de mistura de um componente, o qual sempre
pertence a` um intervalo fechado entre 0 e 1, e a segunda e´ referente a` soma de todas as
proporc¸o˜es de mistura, a qual e´ sempre igual a 1. Nesta mesma equac¸a˜o acima, C e´ uma
matriz de dimenso˜es: D × JD e µ e´ uma matriz com dimenso˜es: D × J . Por u´ltimo,
ND(X ;µj, Cj), e´ a densidade multivariada normal para a j-e´sima componente de mistura,
cuja fo´rmula segue abaixo:
ND(X ;µj, Cj) = (2pi)−D/2|Cj|−1/2 × exp
{−1
2
(X − µj)C−1j (X − µj)
}
(3.2)
Nessa equac¸a˜o, Cj e´ a matriz de covariaˆncia para o j-e´simo componente de mistura
e µj o vetor de me´dias para o j-e´simo componente de mistura.
3.3.1.1 IGMM (Incremental Gaussian Mixture Model)
O IGMM (Incremental Gaussian Mixture Model) e´ a versa˜o incremental do GMM,
baseada em modelos probabil´ısticos e que utiliza a distribuic¸a˜o de misturas gaussianas
conforme visto anteriormente. A vantagem deste algoritmo ser incremental e´ permitir que
a rede inicie a fase de aprendizagem com um nu´mero na˜o fixo de padro˜es de treino, para
que os novos possam ser acomodados na rede sem a necessidade de retreino completo. A
IGMM utiliza a mesma equac¸a˜o (3.1) para definir a func¸a˜o densidade de probabilidade dos
dados de entrada. Ja´ as proporc¸o˜es de mistura, tambe´m entendidas como a probabilidade
a priori, p(j), sa˜o atualizadas e as func¸o˜es de densidade de componentes sa˜o normalizadas
para respeitarem as duas restric¸o˜es de p, anteriormente discutidas (Mazzutti et al., 2017).
Adicionalmente, p(X|j), e´ a probabilidade de que o vetor de entrada, X , pertenc¸a
ao j-e´simo componente de mistura. Ela e´ calculada pela equac¸a˜o (3.2) e quando esse
nu´mero for inferior a uma frac¸a˜o, que envolve um valor configura´vel pelo usua´rio, chamado
de limiar de verossimilhanc¸a, τnov. Enta˜o, diz-se, que X e´ rejeitado por esse j-e´simo
componente de mistura. Quando X e´ rejeitado para todos os J componentes, enta˜o cria-
se novo componente, j∗, sendo que inicialmente o vetor de me´dias, uj∗ = X , e a matriz
de covariaˆncia, Cj∗ , e´ equivalente a matriz identidade multiplicada por uma constante δ
definida pelo usua´rio. Essa constante influencia no spread de uma componente de mistura
rece´m adicionada, sendo sugerido para ela, a adoc¸a˜o de um valor baixo, como 1
100
. Essa
constante e´ tambe´m multiplicada junto a` variaˆncia total de cada d-e´sima dimensa˜o do
vetor de entrada.
Segundo Mazzutti et al. (2017), para a atualizac¸a˜o das distribuic¸o˜es do IGMM,
sa˜o definidas as seguintes equac¸o˜es:
p(j|X ) = p(X|j)p(j)∑j=1
J p(X|j)p(j)
(3.3)
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sp∗j = spj + p(j|X ) ,∀j ∈ J (3.4)
wj =
sp∗j
p(j|X ) , ∀j ∈ J (3.5)
µd∗j = µj + wj(X − µdj ) ,∀j ∈ J, ∀d ∈ D (3.6)
Cd∗j = C
d
j − (µd∗j − µdj )(µd∗j − µdj )′ + wj
[
(X − µd∗j )(X − µd∗j )′
]




,∀j ∈ J (3.8)
Nas equac¸o˜es acima, spj e sp
∗
j , sa˜o respectivamente a probabilidade a posteriori
acumulada do j-e´simo componente e o seu novo valor atualizado. Ja´ µ∗j , e´ o novo vetor de
me´dias do j-e´simo componente de mistura, C∗j , a nova matriz de covariaˆncia do j-e´simo
componente de mistura e p(j)∗, a nova probabilidade a priori atualizada.
Por u´ltimo, um dado j-e´simo componente e´ removido do modelo sempre que essas
duas condic¸o˜es sejam verdades: tj > tmax e spj < spmin. A primeira condic¸a˜o significa que
o tempo de vida acumulado do j-e´simo componente na˜o deve ser maior do que um tempo
ma´ximo estipulado pelo usua´rio, para mostrar que esse componente e´ u´til ao modelo,
cuja utilidade e´ verificada pela segunda condic¸a˜o, ou seja, a probabilidade a posteriori
acumulada do j-e´simo componente na˜o pode estar abaixo de uma constante definida pelo
usua´rio, spmin.
3.3.2 Arquitetura da INFGMN
A arquitetura da INFGMN e´ dividida em cinco camadas, conforme ilustra a Figura
10 e sobre ela observam-se as seguintes notac¸o˜es: X (vetor de entrada), Y (vetor de sa´ıda),
IV (varia´veis fuzzy de entrada ou antecedentes das regras fuzzy), OV (varia´veis fuzzy
de sa´ıda ou consequentes das regras fuzzy), G (conjunto de J componentes da mistura
gaussiana), W (conjunto dos pesos das regras), R (conjunto de regras), K (nu´mero de
regras) e M (dimenso˜es do vetor de sa´ıda). Seguindo a ordem nume´rica dessa figura, as
camadas sa˜o organizadas da seguinte forma: na primeira camada teˆm-se a apresentac¸a˜o
do vetor de entrada; a segunda camada e´ relativa a IGMM; ja´ na terceira camada, cada
neuroˆnio e´ associado a uma varia´vel fuzzy, seja ela um antecedente ou consequente das
regras fuzzy, enquanto na quarta camada, cada no´ corresponde a uma regra fuzzy, e na
quinta e u´ltima camada, os no´s representam os elementos do vetor de sa´ıda.
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A INFGMN teˆm dois modos de operac¸a˜o. O primeiro deles, learning, e´ ativado nas
primeiras quatro camadas, seguindo essa ordem, e tem como objetivo gerar e atualizar um
FIS do tipo Mamdani-Larsen, a partir dos padro˜es apresentados na primeira camada. Ja´
o modo recalling e´ pre´-condicionado a uma rede ja´ estar parcialmente treinada e e´ ativado
para as treˆs u´ltimas camadas. Em sua ocorreˆncia, nenhum paraˆmetro ou estrutura da
rede sa˜o alterados, apenas tem-se a apresentac¸a˜o de um ou mais padro˜es sem sa´ıda(s)
conhecida(s) a` rede, para que ela seja responsa´vel por inferir as regras e defuzzificar a
sa´ıda.
Figura 10 – Arquitetura da INFGMN (Mazutti et al., 2017).
A primeira camada (Input Layer) e´ composta essencialmente pelo vetor de dados
da entrada, X , de dimensa˜o D, onde Xd e´ o valor da d-e´sima dimensa˜o desse vetor,
associado ao d-e´simo nodo, entre os D nodos distribu´ıdos nessa camada. Note-se que
esse vetor conte´m, tambe´m, os elementos do vetor de sa´ıda. Finalmente, todo o vetor X
correspondendo aos D nodos dessa camada e´ transmitido para todos os no´s da segunda
camada, sem quaisquer alterac¸o˜es sobre X .
A segunda camada (IGMM layer) trabalha sobre o IGMM, apo´s o vetor X ser
apresentado a essa camada. Suas func¸o˜es sa˜o: criar e ajustar os paraˆmetros de cada distri-
buic¸a˜o gaussiana, de acordo com as equac¸o˜es (3.3), (3.4), (3.5), (3.6), (3.7) e (3.8). Apo´s a
ocorreˆncia deste processo, esses valores sa˜o computados pela func¸a˜o, Gj(X ; p∗, µ∗, C∗),∀j ∈
[1, J ], a qual produz como sa´ıda o j-e´simo componente de mistura gaussiana atualizado.
Ela e´ representada pelo gra´fico 3D da Figura 10 e tambe´m matematicamente operada pela
equac¸a˜o (3.1), que e´, por fim, o modo de operac¸a˜o de learning dessa camada. Quanto aos
Cap´ıtulo 3. Redes Neuro-Fuzzy 37
valores passados para as outras camadas, as me´dias atualizadas, definidas por meio da
varia´vel µ∗ e as covariaˆncias atualizadas, representadas por, C∗, sa˜o passadas a` terceira
camada, enquanto as probabilidades a priori atualizadas, identificadas por p∗, e o vetor
de pesos, W , sa˜o repassados diretamente a quarta camada.
A terceira camada (Fuzzy variable layer), compreende a criac¸a˜o e/ou atualizac¸a˜o
dos antecedentes e consequentes de cada regra fuzzy do tipo Mamdani-Larsen, apo´s o
treinamento de todos os padro˜es terem ocorrido na segunda camada. Esta camada e´
composta por nodos que correspondem a`s varia´veis lingu´ısticas, sendo que cada uma e´
constitu´ıda de termos lingu´ısticos, que sa˜o conjuntos fuzzy com formato gaussiano. Assim,
IV i e OVo, significam, respectivamente, i-e´sima varia´vel fuzzy de entrada, ∀i ∈ [1, I], e
a o-e´sima varia´vel fuzzy de sa´ıda, ∀o ∈ [1, O]. Cada varia´vel lingu´ıstica esta´ associada a`
alguma d-e´sima dimensa˜o de Xd, ∀d ∈ [1, D]. Assim, conclui-se que, D = I +O. Logo, a
camada tem D nodos, e ainda, O = M , sendo a u´ltima significa que o nu´mero de varia´veis
fuzzy de sa´ıda e´ equivalente ao nu´mero de sa´ıdas da rede, ou, para um vetor de entrada
quaisquer, no modo learning, com O dimenso˜es de sa´ıda, teremos M sa´ıdas na rede.
Tambe´m IV i(j) e OVo(j) sa˜o respectivamente o j-e´simo conjunto fuzzy de uma
varia´vel lingu´ıstica de entrada e o outro de sa´ıda. Isso implica que cada varia´vel lingu´ıstica,
seja ela de entrada ou sa´ıda, possui fixadamente J conjuntos fuzzy. Ainda, cada j-e´simo
conjunto fuzzy e´ composto pelos paraˆmetros de resultantes da segunda camada, como,
Ci(j) ou Co(j) e µi(j) ou µo(j) . Em relac¸a˜o a` gerac¸a˜o e/ou atualizac¸a˜o das func¸o˜es de
pertineˆncias para cada termo lingu´ıstico dessas varia´veis, de acordo com Mazzutti et al.
(2017), ocorrem no modo operac¸a˜o learning, em que IV i(j)(µi(j) , Ci(j)), e´ a i(j)-e´sima func¸a˜o
de pertineˆncia de entrada, e OVo(j)(µo(j) , Co(j)), e´ a o(j)-e´sima func¸a˜o de pertineˆncia de
sa´ıda.
Por u´ltimo, Mazzutti et al. (2017), alegam que, no modo de operac¸a˜o recalling, essa
camada tem a func¸a˜o de fuzzificar o vetor de entrada X . Ou seja, para Xi, e´ executada i-
e´sima func¸a˜o de pertineˆncia da varia´vel lingu´ıstica de entrada IV i, definida por: φ(IVi) =
N1(Xi, ui(j) , Ci(j)). Ja´ para o ca´lculo da o-e´sima varia´vel lingu´ıstica de sa´ıda, OVo, a
func¸a˜o de pertineˆncia e´ fornecida por: φ(OVo) =
∫
yo
N1(yo, uo(j) , Co(j))dyo, onde, N 1 e´ a
func¸a˜o gaussiana definida anteriormente pela equac¸a˜o (3.2) para D = 1 e yo, a sa´ıda para
essa varia´vel.
Na quarta camada (Rule layer), para o modo de operac¸a˜o learning, as regras fuzzy
do tipo Mamdani-Larsen sa˜o criadas e/ou atualizadas por meio das varia´veis lingu´ısticas
de entrada e sa´ıda geradas na terceira camada. Isso se da´ a partir da equac¸a˜o (3.9),
pela qual o nu´mero de regras geradas e´ igual ao nu´mero de componentes de mistura, e,
portanto, K = J . Ale´m disso, cada regra e´ composta por I termos antecedentes, os quais
sa˜o sempre ligados pelo operador AND, e O termos consequentes.
Nessa equac¸a˜o ∀m ∈ [1,M ], XI+m e´ equivalente a` Ym, ou seja, a m-e´sima sa´ıda
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da rede vista na Figura 10. Tambe´m associada a cada regra, esta´ Wk, o peso da k-e´sima
regra, sendo ele equivalente a probabilidade a priori, p(j), respeitando as suas restric¸o˜es
ja´ mencionadas nesse cap´ıtulo.
No modo de operac¸a˜o recalling, Mazzutti et al. (2017) definem que as regras sa˜o
inferidas por meio da equac¸a˜o (3.10). Nessa equac¸a˜o, a forc¸a de disparo de cada k-e´sima
regra e´ obtida pelo resultado de um produto´rio entre todos termos antecedentes dessa
regra, multiplicado pelo peso desta k-e´sima regra,Wk. Obtida as forc¸as de disparo, enta˜o
uma operac¸a˜o de implicac¸a˜o multiplicativa e´ incidida sobre os conjuntos fuzzy de sa´ıda
de todas as regras. O pro´ximo passo e´ obter um conjunto fuzzy agregado, OV ∗m, para
cada m-e´sima varia´vel de sa´ıda, atrave´s da operac¸a˜o de agregac¸a˜o que soma cada conjunto
fuzzy obtido por essa m-e´sima varia´vel em todas as regras ativadas. Ao final do recalling,
cada m-e´sima varia´vel de sa´ıda, tem um conjunto fuzzy agregado, OV ∗m, e sua func¸a˜o de
pertineˆncia agregada, φ∗m.












· (Wk) | k ∈ K,K = J and D = I +O }
(3.9)
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ak · φ(OVo(k) ) | o ∈ O andM = O
}
(3.10)
A quinta camada (Output layer) e´ ativada apenas no modo recalling e tem como
func¸a˜o obter um valor para m-e´sima varia´vel de sa´ıda fuzzy. A equac¸a˜o (3.11) defuzzifica
cada m-e´sima sa´ıda da INFGMN, atrave´s do me´todo da centroide, o qual e´ computado
para cada m-e´simo conjunto fuzzy resultante do processo de agregac¸a˜o e aplicando sobre








dym |m ∈ M
}
(3.11)
Em que, ym, e´ o universo de discurso da m-e´sima varia´vel de sa´ıda da INFMGN e
crispym , o valor crisp obtido para m-e´sima varia´vel de sa´ıda.
Cap´ıtulo 3. Redes Neuro-Fuzzy 39
3.3.3 Exemplo e considerac¸o˜es Finais
Para demonstrar um uso pra´tico da INFGMN, suponha o cla´ssico problema de
classificac¸a˜o de dados para ı´ris (R.A Fisher, 1936). Cada elemento deste conjunto e´
composto de quatro atributos de entrada, tamanho e largura de pe´talas, tamanho e largura
de se´palas, e um atributo de sa´ıda, a classe. Para essa u´ltima sa˜o treˆs as possibilidades:
versicolor, virginica e setosa. Isso faz cada vetor de entrada ter sete dimenso˜es. O conjunto
de dados total e´ de 150 elementos, sendo que aleatoriamente 80% deste foi treinado e o
restante para fins de teste. Para o treinamento da INFGMN, a calibragem dos paraˆmetros
se deu manualmente, com δ = 0.2, tmax = 1000, spmin = 800 e τnov = 0.01.
Com treˆs regras geradas, em va´rias simulac¸o˜es, obteve-se aproximadamente 94%
de acerto. A Figura 11 mostra as regras, numeradas no canto esquerdo, e as gaussianas
de cada varia´vel fuzzy. Em amarelo, as gaussianas das varia´veis de entrada e em azul,
as de sa´ıda. Essa mesma figura ja´ e´ acoplada de um exemplo, cujo vetor de entrada
esta´ em negrito na parte superior da figura. Observa-se, para a forc¸a de disparo da
regra, por ser determinada pela conjunc¸a˜o multiplicativa dos termos antecedentes, que
basta um dos termos antecedentes ter grau de pertineˆncia zero, que independente do peso
da regra, a forc¸a de disparo sera´ nula, ou seja, o subconjunto fuzzy resultante para as
varia´veis de sa´ıda da regra, na˜o tera´ influeˆncia nenhuma na fase de agregac¸a˜o. Na fase de
defuzzificac¸a˜o, a varia´vel de sa´ıda que apresentar o maior valor crisp, e´ a classe do vetor
de entrada. Esse valor crisp e´ indicado no canto inferior esquerdo da mesma figura. Deste
modo, pode-se concluir que versicolor e´ a classe do vetor deste exemplo.
Como visto, a INFGMN e´ uma te´cnica conexionista muito promissora, princi-
palmente por oferecer regras do tipo Mamdani-Larsen. Entretanto resultados diferentes
podem ser obtidos, dependendo da forma como sa˜o calibrados os paraˆmetros. Por exem-
plo, ao utilizar valores mais altos para tmax, o tempo de vida u´til de um componente
se torna maior, o que poderia e implicar em uma reduc¸a˜o na remoc¸a˜o de componentes
(regras fuzzy). A existeˆncia de mais regras no FIS obtido o tornaria mais preciso, ao
passo que diminuiria a interpretabilidade da base de regras.
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Figura 11 – Conjuntos fuzzy gaussianos para a base de dados da ı´ris.
4 Revisa˜o de Literatura
Neste cap´ıtulo abordaremos muito brevemente quatro trabalhos, os quais utiliza-
ram lo´gica fuzzy, para simular o comportamento de multido˜es. O primeiro deles e´ um
trabalho de conclusa˜o de curso de graduac¸a˜o, Modelo para Simulac¸a˜o de Multido˜es Uti-
lizando Lo´gica Nebulosa, realizado por Nasser (2011), e o segundo a ser discutido e´ a
dissertac¸a˜o de mestrado de Sent (2016), Proposta de Modelo Fuzzy do Modelo de Forc¸as
Sociais para Simulac¸a˜o de Pedestres em Situac¸a˜o de Evacuac¸a˜o. Ja´ os dois u´ltimos traba-
lhos, sa˜o artigos acadeˆmicos, sendo o primeiro intitulado Multi-agent system for simulating
human behavior in egress simulations, escrito por Sharma e Singh (2006), o qual utiliza
lo´gica fuzzy, somado ao Social Force Model e Geometric Model em um simulador cha-
mado AvatarSimModel. Ja´ o outro trabalho e´ Fuzzy Logic-Based Model That Incorporates
Personality Traits for Heterogeneous Pedestrians, por Xue et al. (2017), que combinam
lo´gica fuzzy com um sistema multi-agente para reproduzir trac¸os de personalidade dos
agentes, como imprecisa˜o nas deciso˜es tomadas por eles.
4.1 Modelo para Simulac¸a˜o de Multido˜es Utilizando Lo´gica Nebu-
losa
Nasser (2011), em seu trabalho apresenta um modelo baseado em lo´gica fuzzy que,
por meio de uma base regras desenvolvida, realiza simulac¸o˜es de evacuac¸o˜es de agentes
em um software denominado NetLogo. Trata-se de um u´nico FIS, visando substituir as
equac¸o˜es do modelo de Helbing, Helbing et al. (1998), apresentadas ja´ aqui, e tambe´m de
outros modelos que o estendem, como A Perceptive Model for Virtual Agents in Crowds
proposto por Cony et al. (2007).
O autor descreve o modelo como sendo uma abordagem que visa simular a per-
cepc¸a˜o visual do agente, em relac¸a˜o a agentes e obsta´culos vizinhos presentes em uma
regia˜o pro´xima a ele, levando em conta, o aˆngulo e a distaˆncia. Essa percepc¸a˜o e´ dina-
micamente atualizada conforme decorre a simulac¸a˜o. Um outro modelo e´ o de Flocking,
que sincroniza o comportamento de um agente ao seu grupo de agentes, afim de evitar
coliso˜es com obsta´culos e outros agentes do ambiente.
Como ja´ dito, utiliza-se apenas um FIS para a tomada de decisa˜o de cada agente,
sendo inicialmente invocado em dois momentos alternativos. O primeiro deles sempre e´
relativo ao desvio de obsta´culo, no qual busca-se detectar um deles na a´rea de percepc¸a˜o do
indiv´ıduo da simulac¸a˜o. Caso haja essa detecc¸a˜o, enta˜o esse FIS e´ chamado, tendo como
entradas o aˆngulo e a distaˆncia com este obsta´culo e como sa´ıda o ajuste na direc¸a˜o do
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agente em graus. A alternativa da invocac¸a˜o deste mesmo FIS ocorre quando a premissa
acima e´ falsa, ou seja, na auseˆncia de um obsta´culo na percepc¸a˜o do agente.
Nessa situac¸a˜o alternativa e´ levado em considerac¸a˜o o comportamento de agrupa-
mento, o qual consiste em verificar a existeˆncia de outros agentes no cone de visa˜o deste e,
em caso afirmativo, enta˜o o FIS calcula o afastamento em graus em direc¸a˜o oposta deste
agente em relac¸a˜o aos outros, levando em conta a me´dia da distaˆncia e o aˆngulo com a
posic¸a˜o dos outros agentes. Uma vez feito isso, o cone do agente e´ atualizado e o FIS e´
utilizado para alinhar a direc¸a˜o do agente com o grupo, a partir da me´dia do aˆngulo pelo
qual os vizinhos se movem.
Por u´ltimo, novamente ocorre a atualizac¸a˜o do campo de visa˜o do agente, para que
se possa utilizar novamente o FIS, que determina quanto o agente deve se direcionar ao
centro do grupo, dada a diferenc¸a entre o aˆngulo que ele se move atualmente e o aˆngulo
com o centro do grupo e distaˆncia me´dia com a posic¸a˜o de membro do grupo.
Abaixo, as duas gravuras da Figura 12 mostram respectivamente os conjuntos
fuzzy e as regras de infereˆncia fuzzy do tipo Mamdani, propostos por Nasser (2011).
Neste FIS, a combinac¸a˜o dos conjuntos de uma regra se da´ pelo operador OR e a fase de
defuzzificac¸a˜o se da´ pelo me´todo da centroide.
Figura 12 – Conjuntos fuzzy e na imagem abaixo, a base de regras (Nasser, 2011).
Por fim, Nasser (2011), faz experimentos em quatro cena´rios sugeridos na biblio-
grafia: em corredor com alargamento, em cruzamento, em um centro de cidade e em um
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ambiente sem obsta´culos. Os resultados, de acordo com o autor, sa˜o muito pro´ximos dos
modelos originais, conseguindo reproduzir coliso˜es em casos que na˜o podem ser evitadas.
4.2 Proposta de Modelo Fuzzy de Forc¸as Sociais para Simulac¸a˜o
de Pedestres em Situac¸a˜o de Evacuac¸a˜o
Diferente do trabalho anterior, essa dissertac¸a˜o de mestrado trabalha mais a fundo
com o modelo de Helbing and Johanson (2010). O objetivo principal da dissertac¸a˜o de
Sent (2016) e´ melhorar a interpretabilidade do modelo de Helbing, a partir de um novo
modelo chamado Modelo Fuzzy de Forc¸as Sociais, o qual substitui as equac¸o˜es do modelo
de forc¸as sociais por conjuntos de regras lingu´ısticas do tipo Mamdani e conjuntos fuzzy
com a finalidade de simular as evacuac¸o˜es de multido˜es e seus fenoˆmenos decorrentes. Com
a finalidade de na˜o elevar muito o custo computacional, Sent (2016), modela para cada
componente de forc¸a do SFM um ou mais FIS, compostos por uma baixa quantidade de
regras. Sobre a implantac¸a˜o das func¸o˜es de pertineˆncia, elas sa˜o calibradas empiricamente
(Sent, 2016).
Ja´ as regras sa˜o concebidas a partir do estudo da relac¸a˜o entre varia´veis e os
resultados produzidos das equac¸o˜es, onde frequentes ajustes sa˜o feitos nas func¸o˜es de
pertineˆncia e nas regras, ate´ que se aproximem dos resultados originais. Ao fim deste
processo, o autor substitui as equac¸o˜es do SFM, pelos FIS gerados.
No total treˆs sa˜o os componentes modelados, respeitando o sistema me´trico, para
cada componente sa˜o considerados paraˆmetros como posic¸a˜o, velocidade, distaˆncia e
aˆngulo, conforme ilustra a Figura 13. O primeiro componente e´ a Forc¸a de Desejo, a
qual teˆm dois FIS, cada um com cinco regras, na qual o primeiro e´ para determinar a
intensidade da forc¸a necessa´ria para que se alcance a velocidade desejada, a partir da
raza˜o entre velocidade atual e a desejada, cuja diferenc¸a e´ inversamente proporcional a
forc¸a. O segundo FIS serve para realizar o ajuste da direc¸a˜o desejada de um agente, a
partir do seu aˆngulo atual em relac¸a˜o a sa´ıda.
O segundo componente e´ a Forc¸a de Obsta´culo, a qual so´ tem efeito em distaˆncias
menores que 30 cent´ımetros. Ela e´ composta por apenas um FIS de duas regras e considera
como entrada a distaˆncia do agente para o obsta´culo mais pro´ximo, gerando como sa´ıda,
a intensidade da forc¸a, sendo essa inversamente proporcional a essa distaˆncia. Como
terceiro componente, a Forc¸a Social e´ decomposta em treˆs FIS. O primeiro, com treˆs
regras, e´ referente ao ajuste do aˆngulo, levando em conta velocidade relativa do pedestre.
O segundo, composto de quatro regras, serve para determinar a intensidade da Forc¸a
Social sobre a mudanc¸a de direc¸a˜o do agente, levando em conta a distaˆncia com um
pedestre vizinho, o aˆngulo com o mesmo e a velocidade relativa. Destaque-se que quanto
mais pro´ximo estiver o vizinho, maiores sa˜o o desconforto do agente e a intensidade dessa
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Figura 13 – Diagrama para implementac¸a˜o do Modelo Fuzzy de Forc¸as Sociais (Sent, 2016).
forc¸a. Por u´ltimo, duas regras determinam a Forc¸a de Repulsa˜o com o agente vizinho, a
partir do aˆngulo e da velocidade relativa.
A implementac¸a˜o do trabalho de Sent (2016) se da´ em um simulador de pedestres
desenvolvido pelo mesmo autor em linguagem Julia (Sent, 2014). Em uma ana´lise qua-
litativa, verifica-se, em dois cena´rios, um de edificac¸a˜o e outro com um corredor que se
abre e fecha, os fenoˆmenos de formac¸a˜o de filas e o outro de “Quanto Mais Ra´pido Mais
Devagar”.
Por u´ltimo, na ana´lise quantitativa, em um cena´rio aberto com uma sa´ıda e va-
riando o nu´mero de pedestres em diversas simulac¸o˜es aleato´rias, sa˜o percebidas algumas
variac¸o˜es em relac¸a˜o ao modelo original, como na velocidade me´dia e distaˆncia me´dia per-
corrida pelos agentes. De toda forma, e´ constatado uma boa similaridade entre o modelo
de Sent (2016), com o de Helbing.
4.3 Multi-agent system for simulating human behavior in egress
simulations
O comportamento humano em situac¸o˜es cr´ıticas se torna imprevis´ıvel, a medida
que os indiv´ıduos ficam emocionalmente insta´veis. Assim, Sharma e Singh (2006), buscam
em seu trabalho, tratar esta incerteza comportamental tornando-a interpreta´vel, a partir
do uso da lo´gica fuzzy, a qual e´ parametrizada sobre variadas condic¸o˜es de estresse, raiva,
paˆnico e visibilidade do local. Todas essas informac¸o˜es sa˜o modeladas por meio de um
simulador chamado AvatarSim escrito em Java (Sharma, 2004). Ele implementa va´rias
te´cnicas de inteligeˆncia artificial, entre elas a abordagem multi-agente, isto e´, os agentes
agem de forma autoˆnoma e singular e suas ac¸o˜es e objetivos sa˜o determinados pelas
interac¸o˜es entre eles e o ambiente.
O AvatarSim, segundo Sharma e Singh (2006), pode ser usado para estudar
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paraˆmetros de seguranc¸a em locais fechados, a partir de estat´ısticas obtidas em simulac¸o˜es.
Esse simulador, apresentado pela Figura 14, e´ dividido em treˆs mo´dulos. O primeiro deles
e´ Social Force Model, e´ utilizado para simular a repulsa˜o entre os pedestres, principal-
mente reproduzindo os efeitos em “Quanto-mais-ra´pido-mais-devagar”em sa´ıdas estreitas,
onde o entupimento ocorre. O segundo mo´dulo e´ o Geometric Model, cuja finalidade e´
planejar para cada agente uma rota, sem colisa˜o com os objetos do cena´rios, atrave´s da
sua velocidade e posic¸a˜o atuais. O u´ltimo mo´dulo e´ o de lo´gica fuzzy, atrave´s de valores
lingu´ısticos para condic¸o˜es psicolo´gicas, ambientais e sensoriais, a partir dos quais sa˜o
montadas regras que determinam a consequeˆncia do comportamento. Sharma e Singh
(2006), da˜o um exemplo de uma regra fuzzy, que se o paˆnico e´ alto e o estresse e´ me´dio,
enta˜o um comportamento lento e´ apresentado.
Figura 14 – Mo´dulos do AvatarSim (Sharma and Singh, 2006).
Para experimentac¸a˜o e validac¸a˜o, os dados obtidos empiricamente atrave´s das
gravac¸o˜es de simulac¸o˜es em tempo real sa˜o comparados com as simulac¸o˜es no AvatarSim,
calibradas com os mesmos paraˆmetros das simulac¸o˜es gravadas. O local da simulac¸a˜o e´
uma sala de aula na Wayne State University, equipada com caˆmeras de filmagem, duas
sa´ıdas e uma falsa sa´ıda. Os experimentos gravados, sa˜o realizados com 50 estudantes que
foram entrevistados, de forma a ajudar na estimativa da calibragem de paraˆmetros para
as varia´veis fuzzy, as quais tambe´m sa˜o observadas pelos v´ıdeos po´s-experimentac¸a˜o.
Os resultados com o AvatarSim sa˜o bem acurados, demonstrando a influeˆncia das
sensac¸o˜es humanas, como baixa visibilidade e estresse, por conta do atolamento de in-
div´ıduos na sa´ıda. Por fim, Sharma e Singh (2006), sugerem a adic¸a˜o de caracter´ısticas
f´ısicas, como novas varia´veis fuzzy, mais especificamente, idade e geˆnero. Por u´ltimo, suge-
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rem que redes neuro-fuzzy, sejam capazes de aprender estes conjuntos de dados coletados
e a partir disso gerar sistemas de infereˆncia fuzzy.
4.4 Fuzzy Logic-Based Model That Incorporates Personality Traits
for Heterogeneous Pedestrians
Situac¸o˜es reais de evacuac¸o˜es nem sempre sa˜o ta˜o precisas como equac¸o˜es ma-
tema´ticas, isto e´, a capacidade do racioc´ınio humano ao tomar uma decisa˜o e´ muito
mais complexa e a`s vezes imprecisa, assumindo a existeˆncia da personalidade u´nica do
indiv´ıduo. De forma a representar isso tudo, Xue et al. (2017), incorporam um sistema
de infereˆncia fuzzy com regras Mamdani, que relaciona qualidades psicolo´gicas com a
capacidade de tomada decisa˜o por um agente autoˆnomo, em um sistema multi-agentes.
Assim a proposta de Xue et al. (2017), faz parte da categoria de modelos microsco´picos
em simulac¸o˜es de pedestres.
Cada agente autoˆnomo e´ modelado como mostra a Figura 15, ou seja, a partir de
suas percepc¸o˜es, localizac¸a˜o e obtenc¸a˜o dos dados de obsta´culos e agentes pro´ximos, e de
seus trac¸os de personalidade. O agente e´ capaz de raciocinar sobre alguns paraˆmetros,
como distaˆncia dos vizinhos e tomar deciso˜es, ou seja, ac¸o˜es, implicando em sua forma
de movimentar. As personalidades de cada agente sa˜o programadas atrave´s do modelo
OCEAN, cuja sigla corresponde a cinco trac¸os de personalidade: Openess, Conscien-
tiouness, Extraversion, Agreeableness e Neuroticism. Cada aspecto de personalidade e´
representado como um vetor, que e´ valorado de -100 a 100, no qual valores negativos
refletem o inverso do que a caracter´ıstica diz e valores positivos intensificam esse aspecto.
No caso do zero, este e´ um valor neutro para ela. Por exemplo, Neuroticism teria como
valores negativos, neutros e positivos, respectivamente: calma, ansiedade moderada e
nervosismo.
Figura 15 – Modelagem dos agentes (Xiu et al., 2017).
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Conforme mostra a Figura 16, os vetores do OCEAN sa˜o as entradas do FIS, em
que cada varia´vel fuzzy esta´ associada a uma caracter´ıstica OCEAN e teˆm treˆs conjuntos
fuzzy: negativo, neutro e positivo. A sa´ıda do FIS sa˜o varia´veis de tomada de decisa˜o,
cujos valores obtidos na defuzzificac¸a˜o influem na ac¸a˜o do agente. Tambe´m cada varia´vel
de sa´ıda possui treˆs conjuntos fuzzy. Para aumentar a interpretabilidade e reduzir o
nu´mero total de regras, cada uma delas e´ composta por duas varia´veis de entrada e uma
varia´vel fuzzy de sa´ıda. Em todas as regras elaboradas, os termos antecedentes sa˜o ligados
pelo operador AND e ao todo 45 regras sa˜o propostas, sendo 9 delas por varia´vel fuzzy
de sa´ıda.
Figura 16 – Entradas e sa´ıdas dos FIS proposto (Xiu et al., 2017).
As simulac¸o˜es se da˜o numa aplicac¸a˜o desenvolvida para Visual C++ e sa˜o exe-
cutadas sobre cena´rios com passagens estreitas e sa´ıda u´nica, composta por 200 agentes
detentores de diferentes personalidades. Os resultados mostram os diferentes efeitos da
personalidade sobre a trajeto´ria executada pelos indiv´ıduos. Por exemplo, agentes com
maior intensidade positiva de Extraversion se movem mais rapidamente sobre a multida˜o
e conseguem passar com mais facilidade em passagens estreitas, do que agentes com in-
tensidade negativa desta varia´vel. Outra observac¸a˜o e´ que quando a maioria dos agentes
se encontram muito nervosos, ou seja, com Neuroticism muito alto, eles replicam o efeito
“Quanto-mais-ra´pido-mais-devagar” e atrasam a sa´ıda.
5 Implementac¸a˜o
Toda implementac¸a˜o original do Social Force Model e da substituic¸a˜o da deter-
minac¸a˜o de suas forc¸as por redes neuro-fuzzy do tipo INFGMN para fins de experimento
ocorre sobre um software em MATLAB chamado PANIC SIMULATOR (Schmidt and
Spa¨h, 2014), que foi desenvolvido por Julian Schmidt e Alexander Spa¨h. Este capi-
tulo apresenta os princ´ıpios ba´sicos do funcionamento do software, o modelo proposto de
forc¸as que sa˜o determinadas pela INFGMN, discutindo os crite´rios adotados na captura
de dados, de treino e as regras geradas. A Figura 17 resume a abordagem adotada no
desenvolvimento pra´tico deste trabalho.
Figura 17 – Diagrama de atividades para a implementac¸a˜o de simulac¸o˜es com a INFGMN.
Uma vez compreendida a relac¸a˜o entre as varia´veis do SFM, os dados sa˜o captura-
dos e treinados com redes neurais multi-layer feedforward com algoritmo backpropagation.
Simulac¸o˜es sa˜o feitas e conforme deficieˆncias va˜o sendo encontradas, busca-se novamente
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executar o simulador original, capturar estes dados nestas situac¸o˜es, treinar e simular a
rede novamente. Esse processo e´ feito exaustivamente ate´ conseguir reproduzir com su-
cesso os experimentos propostos no Cap´ıtulo 6. Enta˜o, com o mesmo conjunto de dados
para cada eixo de forc¸a, utilizado para treinar a MLP, pretendemos treinar a INFGMN.
Nessa etapa final, os paraˆmetros da INFGMN sa˜o constantemente calibrados, ate´ con-
seguir uma precisa˜o de regressa˜o razoa´vel, buscando obter o menor nu´mero de regras
poss´ıvel.
5.1 Software PANIC SIMULATOR
O PANIC SIMULATOR e´ um simulador desenvolvido sobre o MATLAB e que,
conforme ja´ discutido, implementa o Social Force Model. O simulador trabalha com
agentes inseridos em um ambiente 2D e tem funcionalidades na tela principal de controle
como pausar, parar e reiniciar, que podem ser vistas pela Figura 18. Nesta figura, o
bota˜o verde no canto superior direito serve para comec¸ar e pausar a simulac¸a˜o. Abaixo,
ha´ o bota˜o para gravar a simulac¸a˜o atual e, por u´ltimo, o bota˜o de reiniciar a simulac¸a˜o.
Ainda no topo e´ poss´ıvel visualizar o tempo atual da simulac¸a˜o. Ale´m disso, existe a
possibilidade de configurar os paraˆmetros das equac¸o˜es, como velocidade, comprimento
e largura da arena, nu´mero de agentes, colunas, paredes, sa´ıda, bem como posiciona´-los
onde bem desejarmos.
A Figura 19 mostra as duas telas principais de configurac¸a˜o: a primeira delas a`
esquerda, permite inserir os paraˆmetros das equac¸o˜es. Ja´ na tela da direita, destacamos
os boto˜es e seus respectivos ı´cones no topo da tela: uma seta que permite posicionar ou
remover um agente ou obsta´culo (tal como alterar suas propriedades), um bota˜o verde que
permite adicionar agentes, e dois azuis realizando a mesma operac¸a˜o em relac¸a˜o a uma
parede e uma coluna. Dos u´ltimos treˆs boto˜es, dois sa˜o utilizados para inserir mu´ltiplas
colunas e o bota˜o final para inserir a sa´ıda.
Figura 18 – Tela principal do PANIC SIMULATOR.
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Figura 19 – Opc¸o˜es de configurac¸a˜o de paraˆmetros das equac¸o˜es e de selecionar o nu´mero de agentes.
O objetivo em cada simulac¸a˜o e´ fazer que com todos agentes consigam sair da
arena, interagindo entre si e com os obsta´culos inseridos no ambiente, seguindo as especi-
ficac¸o˜es das equac¸o˜es do Social Force Model. A Figura 20 identifica quem sa˜o os agentes,
paredes, colunas e a sa´ıda. Ao fim da simulac¸a˜o, um relato´rio aparece na tela informando
o tempo de te´rmino na simulac¸a˜o, que corresponde ao tempo de sa´ıda do u´ltimo agente,
e em qual instante cada agente conseguiu sair.
Figura 20 – Componentes f´ısicos de uma simulac¸a˜o, onde sua numerac¸a˜o identifica o tipo do componente.
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5.1.1 Eixos de forc¸a no PANIC SIMULATOR
Neste simulador, as forc¸as exercidas sobre os agentes sa˜o individualizadas para
abscissa e a ordenada do plano cartesiano. A Figura 21 exemplifica o sentido e a direc¸a˜o
das forc¸as do SFM na arena do PANIC SIMULATOR. Em verde, esta´ a intensidade
positiva da forc¸a para um agente e em vermelho, o valor negativo para a mesma. Essas
sinalizac¸o˜es sa˜o exclusivamente dependentes da arena. Por exemplo, se a sa´ıda na figura
estivesse a` esquerda, ao inve´s da direita, para alcanc¸ar ela seria necessa´rio que o valor da
forc¸a de desejo no eixo-x fosse negativo para o agente.
Figura 21 – Direc¸a˜o e sentido das forc¸as do SFM no PANIC SIMULATOR.
5.2 Modelo proposto
A proposta de implementac¸a˜o pra´tica deste trabalho consiste em substituir os
componentes da equac¸a˜o (2.3), ignorando a computac¸a˜o das forc¸as de compressa˜o do
corpo e atrito deslizante, por duas INFGMN, em que cada uma determina a forc¸a exercida
sobre um agente em um dado eixo cartesiano. A INFGMN calcula essa forc¸a a partir das
sensac¸o˜es locais do agente, como se estivesse sendo observado por uma caˆmera, ou seja,
sua velocidade, direc¸a˜o em relac¸a˜o a sa´ıda, distaˆncias e direc¸o˜es de seus quatro agentes
mais pro´ximos e o mesmo para o obsta´culo mais pro´ximo.
O motivo para isso e´ que atrave´s de observac¸o˜es das simulac¸o˜es originais, foi cons-
tado que sa˜o as entidades da simulac¸a˜o que possuem maior influeˆncia no ca´lculo da forc¸a
total de um agente. Ainda, neste modelo, sa˜o mantidas as equac¸o˜es (2.1) e (2.2), para
calcular as velocidades dos agentes e, consequentemente, a posic¸a˜o do agente no pro´ximo
instante de tempo da simulac¸a˜o. Em que, a velocidade no eixo-x e´ dependente da forc¸a
no mesmo eixo e isto tambe´m ocorre para determinar a velocidade na abscissa.
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Abaixo as equac¸o˜es especificam como a forc¸a e´ determinada para um agente α,
por meio da INFGMN:
~fαx = fuzzyForc¸aαx(~e
0
αx , ~vαx ,∆




αy , ~vαy ,∆
~dαβ1,∆~dαβ2,∆~dαβ3,∆~dαβ4, ~nαβ1y , ~nαβ2y , ~nαβ3y , ~nαβ4y ,∆~dαi, ~nαiy)
(5.2)
A primeira equac¸a˜o determina a forc¸a exercida no eixo-x e a segunda no eixo-y.
Ja´, ~vαx e ~vαy sa˜o respectivamente a velocidade atual de α no eixo-x e no eixo-y. ~e
0
αx e
~e0αy sa˜o as direc¸o˜es desejadas para o eixo-x e eixo-y, e por serem implementadas por eixo
do plano cartesiano, sua compreensa˜o torna-se bem mais simples, diferindo-se da equac¸a˜o









Nas equac¸o˜es demonstradas acima ~rαx − ~rex e ~rαy − ~rey, denotam respectivamente
a distaˆncia entre as abcissas do agente e da sa´ıda, e tambe´m das ordenadas entre eles.
Por u´ltimo, dαe e´ a distaˆncia euclidiana entre as duas entidades.
Ainda, nas equac¸o˜es (5.1) e (5.2), ∆dαβ e ∆dαi e´ um valor de distaˆncia dado pelas
respectivas somas: rα + rβ − dαβ e rα + ri − dαi, que representa a soma dos raios de
ambas de entidades, subtraindo a distaˆncia em relac¸a˜o ao centro da massa entre ambas
entidades. Ja´ ~nαβx , ~nαβy , ~nαix e ~nαiy sa˜o as direc¸o˜es normalizadas dos agentes, com as
entidades em um dado eixo e obtidas de forma ana´loga as equac¸o˜es (5.3) e (5.4) onde,
nesse caso ao inve´s da sa´ıda, seria o agente ou obsta´culo.
5.2.1 Captura de dados
A partir de simulac¸o˜es com o Social Force Model sa˜o montados dois conjuntos de
dados, um relativo ao eixo-x e outro relativo ao eixo-y. Para o primeiro conjunto sa˜o
coletados, como entrada, os paraˆmetros da equac¸a˜o (5.1) e como sa´ıda, a soma total de
forc¸as do Social Force Model para esse mesmo eixo. Este procedimento tambe´m e´ aplicado
ao conjunto de dados do eixo-y, possuindo como entradas as varia´veis da equac¸a˜o (5.2) e
como sa´ıda a soma total de forc¸as desse eixo.
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As simulac¸o˜es para essa coleta consideram um total de 10 a 20 agentes, estando to-
dos espalhados aleatoriamente em um cena´rio de doze metros de largura, dezessete metros
de comprimento, o qual e´ o padra˜o do software. Em algumas simulac¸o˜es, colunas tambe´m
sa˜o espalhadas no cena´rio, afim de aumentar a precisa˜o na detecc¸a˜o de coliso˜es. Para os
demais paraˆmetros das equac¸o˜es do Social Force Model, sa˜o mantidas as configurac¸o˜es
padra˜o do simulador, como a Tabela 1 mostra. Os valores para as constantes A, B, τ sa˜o
os utilizados em experimentos feitos por Helbing (2000).
Para a massa e o raio dos agentes, o simulador gera valores aleato´rios, entre 70
a 80 kg para a massa e entre 0.25 e 0.3 metros para o raio. No que se refere a veloci-
dade desejada, esse valor e´ muito varia´vel em experimentos. Entretanto, Bernadini et al.
(2014), mencionam que observando os dados obtidos em um v´ıdeo de evacuac¸o˜es urbanas,
a velocidade me´dia dos pedestres e´ no ma´ximo de 4.0 m/s, com desvio padra˜o de 0.3 m/s.
Assim, 4.0 m/s e´ o valor adotado.
Tabela 1 – Paraˆmetros do PANIC SIMULATOR
Nome do Paraˆmetro Valor
Largura da arena 12 m
Comprimento da arena 17 m




Raio dos Pedestres [0.25 m, 0.3 m]
Raio das Colunas 0.5 m
Massa [70, 80] Kg
Configurac¸a˜o de paraˆmetros para simulac¸o˜es utilizando o Social Force Model no PANIC SIMULATOR
e que coletam os dados para as varia´veis do conjunto de treinamento da MLP e INFGMN.
5.2.2 Treinamento na MLP
Para avaliar os conjuntos de dados, primeiramente e´ utilizada uma MLP para cada
eixo de forc¸a, da mesma forma que nas equac¸o˜es (5.1) e (5.2). Em ambas as redes neurais,
os dados sa˜o pre´-processados, conforme Li et al. (2000) recomendam. Neste caso, como e´
conhecida a natureza e relacionamento entre as varia´veis, por meio do estudo das equac¸o˜es
do SFM, e como os dados sa˜o precisamente capturados por um software simulador, sem
risco de inconsisteˆncia nume´rica para as varia´veis capturadas, basta, apenas, efetuar uma
normalizac¸a˜o para cada varia´vel. Como a discrepaˆncia dos valores e´ muito alta, normaliza-







· (novoMax− novoMin) + novoMin (5.5)
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Neste caso, X ∗d , e´ o valor normalizado para o d-e´simo elemento do vetor X , maxd e´ o
maior valor encontrado na d-e´sima dimensa˜o do conjunto de vetores a se normalizar, mind
e´ o menor valor encontrado na d-e´sima dimensa˜o desse mesmo conjunto. Ja´, novoMin =
−1, novoMax = +1, ou seja, a faixa de valores para qual se deseja normalizar.
A MLP utilizada tem em sua camada de entrada, neuroˆnios associados as varia´veis
de entrada das equac¸o˜es (5.1) ou (5.2) e a sa´ıda constitu´ıda apenas pela forc¸a. Para a
u´nica camada intermedia´ria sa˜o utilizados 30 neuroˆnios e a func¸a˜o de treinamento e´ o de
gradiente descendente, com regularizac¸a˜o bayesiana. Sa˜o treinados 85% de cada conjunto
de treinamento, com os 15% restantes para testes. Ao fim do treinamento, tem-se uma
regressa˜o muito pro´xima de 1. A Figura 22, mostra a regressa˜o em ambos os conjunto
de dados, considerando 100% deles, ou seja, para treino e testes. Nessa figura, para
cada ponto, a ordenada corresponde a forc¸a obtida pela rede e a abcissa o seu valor no
conjunto de treinamento. Tambe´m consegue-se uma performance de me´dia da soma dos
erros quadrados na casa de 10−7 e gradiente de 10−9. Como o cap´ıtulo de experimentos
mostra, esta rede neural simulou adequadamente os fenoˆmenos esperados.
Figura 22 – Regressa˜o da MLP para os conjuntos de treinamento da forc¸a no eixo-x e para o eixo-y.
5.2.3 Treinamento na INFGMN
O treinamento da INFGMN ocorre com os mesmos conjuntos de dados obtidos para
treinar a MLP. Tambe´m o crite´rio de pre´-processamento dos conjuntos e´ o mesmo da MLP.
Adicionalmente, cada conjunto de dados precisa ser manualmente embaralhado, visto que
a biblioteca da INFGMN na˜o realiza isso e a rede e´ sens´ıvel a ordem de entrada dos dados.
Ao todo, 100% do conjunto de dados para cada eixo de forc¸a sa˜o treinados. Os paraˆmetros
adotados sa˜o: δ = 0.001, tmax = 10000, spmin = 1 e τnov = 0.22. Eles sa˜o manualmente
calibrados, ate´ conseguir obter uma boa relac¸a˜o de regressa˜o, embora existam pequenas
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excec¸o˜es indicadas pelos pontos mais distantes da linha de regressa˜o, como tudo mostra
a Figura 23. E´ poss´ıvel melhorar a precisa˜o da regressa˜o ate´ 0.99, aumentando o valor
tmax para 20000, pore´m o nu´mero de regras seria o dobrado e isso afetaria severamente
o desempenho da aplicac¸a˜o, o que tornaria os experimentos impratica´veis. O motivo e´
que com tmax = 10000, obteve-se um resultado muito desapontador em relac¸a˜o a alta
quantidade de regras geradas e que sa˜o discutidas a seguir.
Figura 23 – Regressa˜o da INFGMN para os conjuntos de treinamento da forc¸a no eixo-x e para o eixo-y.
5.2.4 Base de regras obtida
Para o FIS da forc¸a no eixo-x, sa˜o obtidas 13839 regras e para o eixo-y, 12963
regras. Isso na˜o torna a resoluc¸a˜o do problema interpreta´vel, pois implica que cada
varia´vel fuzzy de cada FIS tem 13839 e 12963 conjuntos fuzzy, para respectivamente
eixo-x e eixo-y. Abaixo sa˜o mostrados os formatos das regras criadas:
Rx1 : IF e0x is φ1 ∧ vx is φ1 ∧ ∆dαβ1 is φ1 ... ∧ ∆dαβ4 is φ1 ∧ ~nαβ1x is φ1 ∧ ... ∧
~nαβ4x is φ1 ∧ ∆dαi is φ1 ∧ ~nαix is φ1 THEN fuzzyForc¸aαx is φ1
Rx2 IF e0x is φ2 ∧ vx is φ2 ∧ ∆dαβ1 is φ2 ... ∧ ∆dαβ4 is φ2 ∧ ~nαβ1x is φ2 ∧ ... ∧
~nαβ4x is φ2 ∧ ∆dαi is φ2 ∧ ~nαix is φ2 THEN fuzzyForc¸aαx is φ2
...
Rx13839: IF e0x is φ13089 ∧ vy is φ13089 ∧ ∆dαβ1 is φ13089 ... ∧ ∆dαβ4 is φ13089 ∧ ~nαβ1x
is φ13089 ∧ ... ∧ ~nαβ4x is φ13089 ∧ ∆dαi is φ13089 ∧ ~nαix is φ13089 THEN fuzzyForc¸aαx is
φ13089
Ry1: IF e0y is φ1 ∧ vx is φ1 ∧ ∆dαβ1 is φ1 ... ∧ ∆dαβ4 is φ1 ∧ ~nαβ1y is φ1 ∧ ... ∧
~nαβ4y is φ1 ∧ ∆dαi is φ1 ∧ ~nαiy is φ1 THEN fuzzyForc¸aαy is φ1
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Ry2: IF e0y is φ2 ∧ vy is φ2 ∧ ∆dαβ1 is φ2 ... ∧ ∆dαβ4 is φ2 ∧ ~nαβ1y is φ2 ∧ ... ∧
~nαβ4x is φ2 ∧ ∆dαi is φ2 ∧ ~nαiy is φ2 THEN fuzzyForc¸aαy is φ2
...
Ry12963: IF e0y is φ12963 ∧ vy is φ12963 ∧ ∆dαβ1 is φ12963 ... ∧ ∆dαβ4 is φ12963 ∧ ~nαβ1y
is φ12963 ∧ ... ∧ ~nαβ4y is φ12963 ∧ ∆dαi is φ12963 ∧ ~nαiy is φ12963 THEN fuzzyForc¸aαy is
φ12963
Sabe-se que o nu´mero de regras em um sistema fuzzy cresce exponencialmente
na mesma proporc¸a˜o em que mais varia´veis fuzzy sa˜o adicionadas ao sistema. Por isso,
mesmo considerando o uso de outra rede neuro-fuzzy, embora muito menos interpreta´vel
por ter regras Takagi-Sugeno, como a ANFIS, na˜o surtiria efeito significativo na reduc¸a˜o
de regras, pois ha´ dezenas de varia´veis de entrada. Uma possibilidade para reduzir o
nu´mero destes conjuntos seria reduzir o nu´mero de entradas, considerando apenas um
agente vizinho mais pro´ximo.
Neste caso, duas consequeˆncias seriam previs´ıveis: a primeira delas e´ que a re-
gressa˜o ficaria muito mais imprecisa, pois as te´cnicas conexionistas na˜o saberiam dife-
renciar, quando ha´ mais que um agente pro´ximo. Ou seja, poderia se ter intensidade de
forc¸as completamente diferentes para um vizinho posicionado no mesmo lugar e mesma
direc¸a˜o, ale´m de na˜o contemplar as sensac¸o˜es locais de um agente, se o mesmo se encontrar
cercado por outros vizinhos. Em segundo, embora menos regras fossem geradas, ainda
haveria uma quantidade absurda delas, pois no mı´nimo seriam consideradas 6 entradas,
como velocidade, distaˆncias relativas a um pedestre vizinho e ao obta´culo mais pro´ximos,
e direc¸o˜es em relac¸a˜o a sa´ıda, pedestre e obsta´culo mais pro´ximo.
Uma alternativa e´ fazer, como Sent (2016), e tratar separadamente os treˆs compo-
nentes forc¸as, o que em seu trabalho gerou pouqu´ıssimas regras, embora as tenha elabo-
rado manualmente. De toda forma, menos varia´veis seriam necessa´rias para cada sistema
de infereˆncia fuzzy: duas para a forc¸a de desejo e para obsta´culo, e no mı´nimo duas para
a forc¸a social, ou seja, dependendo do nu´mero de pedestres pro´ximos a ser considerado,
haveria o risco dessa u´ltima forc¸a conter um nu´mero alto de regras.
Isso sem contar, que o propo´sito desta pesquisa e´ gerar uma forc¸a exercida sobre
o agente em cada eixo e ignorar toda fundamentac¸a˜o teo´rica e matema´tica complicada,
que envolve entender o que cada componente de forc¸a realiza, pois existem somas de
forc¸as, constantes, exponenciac¸o˜es com as distaˆncias e por assim, se sucede. Ou seja,
na˜o haveria a abstrac¸a˜o dos componentes de forc¸as em apenas uma u´nica, de tal forma
que isso representasse a resposta de um agente a` seus est´ımulos sensoriais f´ısicos em um
instante de tempo.
6 Experimentos e Resultados
De forma a validar esses conjuntos de dados sa˜o comparadas simulac¸o˜es do SFM
com a MLP, para que posteriormente a INFGMN seja treinada com esses mesmos conjun-
tos de dados e, enta˜o, esteja sujeita a comparac¸o˜es com os outros dois modelos, observando
se os fenoˆmenos t´ıpicos de comportamentos de evacuac¸a˜o aparecem na nossa simulac¸a˜o.
Cada comparac¸a˜o e´ composta por uma ana´lise de duas etapas. A primeira, qualitativa,
busca observar os fenoˆmenos em multido˜es. Ja´ a segunda etapa e´ uma ana´lise quanti-
tativa, em que coleta-se dados estat´ısticos das simulac¸o˜es, como as me´dias referente a`s
forc¸as medidas, o tempo de durac¸a˜o e o tempo me´dio em que cada agente sai do ambiente
da simulac¸a˜o.
Em ambas as ana´lises, dois cena´rios sa˜o utilizados, mas com uma quantidade de
agentes variando, em dependeˆncia com a ana´lise feita e da te´cnica conexionista aplicada.
Isso se faz necessa´rio, uma vez que a INFGMN gerou mais de 12 mil regras para cada FIS,
deixando o desempenho do simulador extremamente lento. O primeiro cena´rio, a` esquerda
na Figura 24, e´ o cena´rio padra˜o do simulador, onde os agentes esta˜o em uma arena com
12 metros de largura e 17 metros de comprimento (12x17 metros), disputando a u´nica
sa´ıda, sendo ela cercada de duas paredes (obsta´culos). O segundo cena´rio, a` direita da
Figura 24, tem dimenso˜es de 20x35 metros e va´rias colunas e obsta´culos, espalhadas no
cena´rio e os agentes afastados o ma´ximo poss´ıvel da sa´ıda, de forma a observar melhor
seus movimentos a uma distaˆncia maior.
Figura 24 – Cena´rios de simulac¸a˜o do PANIC SIMULATOR para INFGMN e MLP.
A tabela abaixo indica quais paraˆmetros do Social Force Model sa˜o utilizados nos
experimentos e quais sa˜o ignorados, dependendo do modelo simulado. A justificativa do
uso destes valores para a maior parte dos paraˆmetros e´ a mesma fornecida no cap´ıtulo
anterior. Entretanto, para a obtenc¸a˜o da velocidade, o valor da massa foi uniformizado
e segundo, Bernadini et al. (2014), e´ utilizado 80 kg para adultos em simulac¸o˜es de
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pedestres.
Tabela 2 – Paraˆmetros para experimentos
Paraˆmetro Modelo
Nome Valor SFM MLP INFGMN
Velocidade Desejada 4.0 m/s sim na˜o na˜o
A 2000 sim na˜o na˜o
B 0.08 m sim na˜o na˜o
τ 0.5 s sim sim sim
Raio dos Pedestres [0.25, 0.3] m sim sim sim
Raio das Colunas 0.5 m sim sim sim
Massa 80 Kg sim sim sim
Configurac¸a˜o de paraˆmetros para simulac¸o˜es do PANIC SIMULATOR, utilizando o Social Force
Model, redes neurais do tipo MLP e redes neuro-fuzzy do tipo INFGMN.
6.1 Ana´lise qualitava
Para ilustrar o potencial dos conjuntos de dados coletados, utilizou-se muito mais
agentes para os experimentos com a MLP do que para INFGMN. Assim, as simulac¸o˜es
na MLP utilizam 50 agentes, a quantidade padra˜o do simulador para o experimento no
primeiro cena´rio e 80 agentes no segundo. Para a INFGMN, os dois cena´rios sa˜o simulados
com 10 agentes.
As gravuras da Figura 24 representam o tempo zero em ambos o cena´rios com a
MLP. No primeiro cena´rio, a Figura 25 mostra treˆs momentos importantes da simulac¸a˜o
e, sequencialmente, ordenados de a ate´ c. Neste local e´ poss´ıvel observar os pedestres se
dirigindo para a sa´ıda (forc¸a de desejo), a repulsa˜o entre os agentes vizinhos, e tambe´m
a repulsa˜o com os obsta´culos, o que respectivamente impede os agentes de ocuparem
um mesmo espac¸o e de atravessarem as paredes. Entre os fenoˆmenos capturados, as
duas u´ltimas gravuras destacam o “Quanto-mais-ra´pido-mais-devagar”e parcialmente o
“Congelamento-por-aquecimento”, visto que sem as forc¸as de compressa˜o e deslize, os
indiv´ıduos diminuem drasticamente suas velocidades, mas na˜o ficam completamente pa-
ralisados no gargalo.
Ja´ o segundo experimento com a MLP, apresentado na Figura 26, conte´m sete
momentos ordenadas de a ate´ f. Os primeiros treˆs momentos, demonstram a atuac¸a˜o
da forc¸a de repulsa˜o com as colunas do cena´rio e a “Formac¸a˜o de Faixas”em um mesmo
sentido, havendo uma faixa na parte de baixo e outras duas na parte de cima da arena.
Ale´m disso, vis´ıvel entre a segunda e quarta gravura, ha´ um cruzamento entre treˆs fluxos
de pedestres, ocorrendo assim o fenoˆmeno da “Oscilac¸a˜o de fluxos em gargalos”, onde esses
treˆs se alternam na u´nica passagem dispon´ıvel, a qual e´ a sa´ıda. Tambe´m o “Quanto-
mais-ra´pido-mais-devagar”, se faz presente nas treˆs u´ltimas gravuras, em conjunto com o
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Figura 25 – Sequeˆncia de simulac¸a˜o para a MLP, no primeiro cena´rio e ordenada da gravura a ate´ c.
“Congelamento-por-aquecimento”, que se da´ por haver uma quantidade muito maior de
pedestres no gargalo, o que permite visualizar a ideia de que eles ficam em um estado
so´lido. Assim, nas duas u´ltimas gravuras, e´ poss´ıvel verificar que os pedestres que esta˜o
no meio do atolamento e aqueles pro´ximos a`s paredes da sa´ıda, esta˜o paralisados.
Utilizando a INFGMN, os resultados ficam aque´m do esperado, conferindo-se isso
pelas Figuras 27, no cena´rio 1, e 28, para o cena´rio 2. Logo, essa te´cnica e´ incapaz de
reproduzir quaisquer fenoˆmenos em multido˜es, sequer conseguindo simular as forc¸as de
repulsa˜o, ou seja, os agentes atravessam as paredes, como consta na segunda gravura
das Figuras 27 e 28, e tambe´m na˜o se repelem entre si, ignorando a existeˆncia de outros
agentes.
Ainda assim, os agentes seguem para o sentido da arena de onde se localiza a sa´ıda
e, em alguns casos do primeiro cena´rio, como nas duas u´ltimas ilustrac¸o˜es da Figura 27, e´
poss´ıvel observar alguns indiv´ıduos atingirem exatamente a posic¸a˜o de onde se encontra
a sa´ıda, reproduzindo assim a Forc¸a de Desejo. Dois poss´ıveis motivos para isso, e´ que a
maior parte do conjunto de treinamento e´ obtido em um cena´rio muito pro´ximo a` esse,
e que a INFGMN responde melhor para agentes dos quais seus vizinhos e obsta´culos
pro´ximos estejam mais distantes.
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Figura 26 – Sequeˆncia de simulac¸a˜o para a MLP, no segundo cena´rio e ordenada da gravura a ate´ f.
6.2 Ana´lise quantitativa
Para a u´ltima etapa de ana´lise sa˜o simulados 10 agentes para o SFM, MLP e
a INFGMN, sendo que em todos os treˆs casos, os agentes esta˜o exatamente na mesma
posic¸a˜o para um dado cena´rio. O posicionamento nessa simulac¸a˜o na˜o e´ importante, desde
que respeite o intervalo das varia´veis no conjunto de treinamento. A Figura 29 indica esse
posicionamento nos dois cena´rios.
Cap´ıtulo 6. Experimentos e Resultados 61
Figura 27 – Sequeˆncia de simulac¸a˜o para a INFGMN, no segundo cena´rio e ordenada da gravura a ate´ d.
Figura 28 – Sequeˆncia de simulac¸a˜o para a INFGMN, no segundo cena´rio, ordenada de a ate´ b.
As Figuras 30 e 31 mostram a me´dia da forc¸a obtida para os 10 agentes em cada
passo, ou seja, para cada invocac¸a˜o do SFM ou MLP ou INFGMN. O nu´mero de passos
em cada simulac¸a˜o varia, dependendo da intensidade de forc¸a obtida pelos agentes. Visto
isso, e´ poss´ıvel averiguar uma boa similaridade entre as me´dias obtidas pelo SFM e o
MLP, principalmente para forc¸as do eixo-x, o que por consequeˆncia permite reproduzir
mais fielmente as forc¸as e fenoˆmenos do SFM.
Em contrapartida, no caso da INFGMN, ela apresenta uma similaridade nume´rica
muito baixa com o SFM e conte´m grandes picos de forc¸a, fazendo com que os agentes saiam
muito antes do previsto. Isso e´ percept´ıvel principalmente no segundo cena´rio, onde com
intensidade de forc¸as muito altas nos dois eixos, os agentes iniciam a simulac¸a˜o realizando
movimentos completamente descoordenados, para que depois, havendo um certo ajuste
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Figura 29 – Posicionamento dos agentes para a coleta de dados estat´ısticos, para o cena´rio 1 e 2.
na forc¸a do eixo-x, consigam sair do cena´rio, embora geralmente saiam pelas laterais da
arena.
As Tabelas 3 e 4 mostram para cada modelo, a me´dia total das forc¸as obtidas
na simulac¸a˜o a um dado eixo e o seu respectivo desvio padra˜o. Todos os valores foram
arredondados para as duas primeiras casas decimais. Como resultado, novamente destaca-
se uma proporc¸a˜o nume´rica muito similar entre as estat´ısticas obtidas pela MLP e a
SFM, demonstrando a alta capacidade regressa˜o da MLP. Apesar da INFGMN ter me´dias
bem mais distantes dos outros dois modelos, o seu desvio padra˜o mostra-se parcialmente
compat´ıvel com eles, principalmente no cena´rio 2.
Tabela 3 – Resultados das forc¸as para o cena´rio 1
Medida SFM MLP INFGMN
Me´dia da forc¸a (eixo-x) 49.66 N 58.0 N 186.73 N
Me´dia da forc¸a (eixo-y) 2.24 N -1.45 N 39.32 N
Desvio padra˜o da forc¸a (eixo-x) 588.82 N 663.57 N 355.66 N
Desvio padra˜o da forc¸a (eixo-y) 420.52 N 502.32 N 347.63 N
Tabela 4 – Resultados das forc¸as para o cena´rio 2
Medida SFM MLP INFGMN
Me´dia da forc¸a (eixo-x) 16.33 N 18.50 N 262.73 N
Me´dia da forc¸a (eixo-y) 0.40 N 0.80 N 21.70 N
Desvio padra˜o da forc¸a (eixo-x) 504.25 N 413.49 N 514.09 N
Desvio padra˜o da forc¸a (eixo-y) 518.19 N 598.12 N 484.30 N
A seguir, os dois gra´ficos de barra, 32 e 33, expo˜em respectivamente para o primeiro
e segundo cena´rios, os tempos de sa´ıda de cada agente em uma simulac¸a˜o com SFM,
MLP e INFGMN. As abcissas desse gra´fico indicam o nu´mero de agentes que sa´ıram ate´
o instante de tempo fornecido pelas ordenadas. Observa-se ali que, por consequeˆncia da
boa regressa˜o obtida pela MLP, o tempo de sa´ıdas dos agentes para MLP e SFM sa˜o
muito pro´ximos, o que demonstra que os conjuntos de selecionados sa˜o realmente muito
bons. Para a INFGMN, mesmo com fraca aproximac¸a˜o nume´rica na obtenc¸a˜o das forc¸as,
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Figura 30 – Me´dia das forc¸as no cena´rio 1 para o eixo-x e eixo-y
os tempos de sa´ıda foram muito pro´ximos aos da MLP e SFM. Isso ocorre porque a maior
parte do conjunto de treinamento e´ obtido em um cena´rio pro´ximo do primeiro.
Depois, as Tabelas 5 e 6, indicam para cada cena´rio em cada modelo, a durac¸a˜o
da simulac¸a˜o em segundos que equivale ao tempo de sa´ıda do u´ltimo agente, a me´dia
de tempo da sa´ıda dos agentes e seu respectivo desvio padra˜o. Todos os valores sa˜o
arredondados para as duas primeiras casas decimais. A partir disso, nota-se uma boa
aproximac¸a˜o na durac¸a˜o de simulac¸a˜o do cena´rio 1, com os treˆs modelos e uma grande
diferenc¸a para INFGMN no cena´rio 2, onde por possuir grandes pico de forc¸a, a sa´ıda dos
agentes torna-se precipitada e a durac¸a˜o da simulac¸a˜o mais curta.
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Figura 31 – Me´dia das forc¸as no cena´rio 2 para o eixo-x e eixo-y
Tabela 5 – Tempos para o cena´rio 1
Medida SFM MLP INFGMN
Durac¸a˜o da simulac¸a˜o 5.75 s 4.95 s 6.43 s
Me´dia dos agentes 2.59 s 3.08 s 3.29 s
Desvio padra˜o 1.60 s 1.16 s 1.39 s
Tabela 6 – Tempos para o cena´rio 2
Medida SFM MLP INFGMN
Durac¸a˜o da simulac¸a˜o 12.94 s 12.06 s 5.10 s
Me´dia dos agentes 9.51 s 9.43 s 3.80 s
Desvio padra˜o 2.20 s 1.74 s 0.83 s
Cap´ıtulo 6. Experimentos e Resultados 65
Figura 32 – Tempos de sa´ıda para os agentes no cena´rio 1.
Figura 33 – Tempos de sa´ıda para os agentes no cena´rio 2.
6.3 Considerac¸o˜es finais
Em todas as ana´lises efetuadas e´ poss´ıvel concluir que os conjuntos de dados sele-
cionados sa˜o suficientemente bons. Uma vez que uma te´cnica conexionista adequada para
resolver problemas de regressa˜o multivariada, como a MLP, consigam uma reproduc¸a˜o fiel
da maioria dos fenoˆmenos descritos e tambe´m apresentem boa aproximac¸a˜o nume´rica com
o modelo do Helbing sob as restric¸o˜es ja´ especificadas. Por outro lado, a INFGMN, mesmo
conseguindo em sua fase de treinamento uma boa taxa de regressa˜o, nos experimentos
pra´ticos na˜o se tem sucesso em reproduzir adequadamente os fenoˆmenos em multido˜es.
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Uma poss´ıvel hipo´tese para isso, e´ que ao lidar com o dilema da precisa˜o-inter-
pretabilidade, o uso de regras Mamdani-Larsen implicam em menor precisa˜o ao simular
diferentes evacuac¸o˜es de multido˜es, pois o me´todo da centroide na˜o oferece valores dife-
renciados para situac¸o˜es extremas em evacuac¸o˜es, como a repulsa˜o entre pedestres e de
pedestres com obsta´culos.
Segundo, Diab e Saade (2004), o me´todo da centroide na˜o consegue obter valores
crisp, que alcancem os limites do conjunto fuzzy de sa´ıda agregado. Isso pode acabar
influindo bastante, se o valor da centroide corresponder a um grau de pertineˆncia baixo
nesse conjunto agregado. Ross (2009) comenta essa u´ltima situac¸a˜o, como a plausibilidade
do valor crisp, sendo este um crite´rio para medir a qualidade do me´todo de defuzzificac¸a˜o.
A obtenc¸a˜o de um valor na˜o adequado para um eixo de forc¸a de um agente possui
um efeito cumulativo ao longo da simulac¸a˜o, pois a velocidade desse agente e´ atualizada
com um valor desconhecido ao intervalo dessa varia´vel. Em virtude disso, como ela e´
uma das entradas do FIS nesse eixo de forc¸a, o pro´ximo ca´lculo produz novamente um
valor errado, pois na etapa de fuzzificac¸a˜o, o grau de pertineˆncia dessa nova velocidade
e´ de zero, ou ta˜o pro´ximo quanto em todas as regras. Isso impede a ativac¸a˜o das regras
e faz com que o valor crisp seja pouco plaus´ıvel. Por fim, e´ o motivo pelo qual o agente
reproduz movimentos descoordenados durante a simulac¸a˜o.
Ale´m disso, sa˜o dezenas de varia´veis a serem treinadas, o que requer um volume
de dados exponencialmente maior, afim de englobar o ma´ximo de combinac¸o˜es poss´ıveis
entre os valores das varia´veis. A justificativa e´ que a INFGMN seria mais eficaz em
agrupar os dados em menos conjuntos fuzzy de sa´ıda e para que os valores crisp obtidos
pelo me´todo da centroide reproduzissem adequadamente os comportamentos de pedestres
nas inu´meras situac¸o˜es de evacuac¸o˜es. O fato de haver mais de doze mil conjuntos fuzzy
(componentes de mistura gaussianos) em ambos FIS, implica que o conjunto de dados
na˜o e´ suficientemente correlacionado para a INFGMN.
Sendo assim, o uso eficiente dessa rede neuro-fuzzy nesses experimentos implicaria
em fazer uma outra abordagem na etapa de treinamento. Uma possibilidade para con-
seguir um melhor agrupamento e´ tentar especializar o conjunto de treinamento para um
cena´rio espec´ıfico, restringindo o intervalo de valores que as varia´veis possam ter, favo-
recendo a correlac¸a˜o entre elas. Isso otimizaria a precisa˜o na etapa de defuzzificac¸a˜o e
evitaria a criac¸a˜o excessiva de componentes de mistura gaussianos, tornando o desempe-
nho da aplicac¸a˜o mais satisfato´rio. Entretanto, isso em nada contribuiria para tornar este
problema mais interpreta´vel, dado que o nu´mero de entradas permaneceria igual.
7 Conclusa˜o
Essa pesquisa buscou analisar a possibilidade de que o modelo de forc¸as de Hel-
bing pudesse ser substitu´ıdo por redes neuro-fuzzy que gerassem regras do tipo Mamdani-
Larsen, como a Incremental Neuro-Fuzzy Gaussian Mixture Network. Uma revisa˜o sobre
o Social Force Model foi efetuada e constatou-se que ao desconsiderar as forc¸as de com-
pressa˜o do corpo e atrito deslizante, seria poss´ıvel ter um modelo mais simples e com
precisa˜o pro´xima da original. Ale´m disso, as redes neuro-fuzzy foram apresentadas a par-
tir de uma breve introduc¸a˜o sobre lo´gica fuzzy e redes neurais artificiais, como a MLP.
Por fim, apresentou-se a arquitetura da INFGMN, demonstrando o seu potencial com um
pequeno exemplo de classificac¸a˜o do conjunto da ı´ris.
Muitos dos trabalhos que buscaram melhorar a interpretabilidade do Social Force
Model o fizeram atrave´s da criac¸a˜o de sistemas de infereˆncia fuzzy, embora ainda man-
tivessem parte do modelo original de Helbing. Nesta pesquisa, foram dois os sistemas
de infereˆncia fuzzy obtidos: um para a determinac¸a˜o de forc¸as nas ordenadas e outro
para abcissas. Cada sistema recebeu de entrada doze varia´veis fuzzy, que representam
sensac¸o˜es dos agentes no ambiente de evacuac¸a˜o, tais como suas velocidades e direc¸o˜es em
relac¸a˜o a sa´ıda, distaˆncias e direc¸o˜es dos quatro pedestres mais pro´ximos e do obsta´culo
mais pro´ximo.
O processo de implementac¸a˜o pra´tica foi realizado seguinte forma: montagem
dos conjuntos de dados, atrave´s de um simulador que implementa o Social Force Model,
treinamento com a MLP, validac¸a˜o do modelo atrave´s da observac¸o˜es de replicac¸o˜es de
fenoˆmenos e da regressa˜o satisfato´ria em simulac¸o˜es. Por fim, esses mesmos conjuntos de
dados sa˜o treinados com a INFGMN, cujos paraˆmetros sa˜o calibrados manualmente. O
nu´mero de regras obtido foi extremamente alto e nada interpreta´vel para um especialista
do domı´nio, totalizando mais de doze mil regras por FIS. Esse nu´mero se justifica, pois, o
crescimento no nu´mero de regras e´ exponencialmente proporcional ao nu´mero de varia´veis
fuzzy presentes na modelagem do sistema.
Ao fim, duas ana´lises foram realizadas, comparando os desempenhos da MLP,
INFGMN com o Social Force Model, onde foi poss´ıvel concluir que o conjunto de dados
obtido e´ realmente bom, pois a MLP conseguiu uma excelente regressa˜o nume´rica com o
SFM e tambe´m uma reproduc¸a˜o de fenoˆmenos muito pro´xima da real. Entretanto, para
os sistemas de infereˆncia fuzzy gerados pela INFGMN, mesmo com dezenas de milhares de
regras, na˜o foi poss´ıvel reproduzir os fenoˆmenos em multido˜es e as forc¸as obtidas tiveram
valores muito distantes das obtidas pelo SFM.
Assim, essa pesquisa sugere a necessidade de uma outra abordagem na montagem
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desses conjuntos de treinamento multivariados para INFGMN. Por exemplo, levar em
conta apenas cena´rios de evacuac¸o˜es espec´ıficos, de tal forma que o intervalo de valores
dessas varia´veis seja menor. Isso favoreceria o agrupamento desses dados de entrada em
termos lingu´ısticos de sa´ıda, o que reduziria o nu´mero de conjuntos fuzzy gerados, por
haver menos componentes de mistura gaussianas, ao passo que o me´todo da centroide
seria mais preciso em resoluc¸o˜es de problemas como este.
7.1 Trabalhos Futuros
Para trabalhos futuros sugere-se ignorar as sensac¸o˜es locais dos agentes e adotar
uma abordagem que foque mais na interpretabilidade dos componentes do Social Force
Model do que em sua unidade. Como exemplo, quebrar o SFM nos treˆs componentes
de forc¸a, gerando uma INFGMN para cada um, por eixo de forc¸a e comparar com outra
rede neuro-fuzzy, como a ANFIS e com o modelo de Sent (2016). Um outro caminho
totalmente diferente seria rever o modelo de Helbing de forma a pesquisar a possibilidade
de estados anteriores dos agentes ter influeˆncia em seus pro´ximos movimentos, como por
exemplo sua forc¸a anterior. Para isso, poderia-se utilizar redes neurais recorrentes e, se
houver uma reduc¸a˜o significativa de varia´veis, enta˜o estudar a possibilidade de uma nova
pesquisa com a INFGMN.
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Abstract. Modeling and simulating human behavior in crowds is essential to
understanding what happens to individuals in panic situations. Helbing has de-
veloped a model called textit Social Force Model which represents these beha-
viors through differential equations. In this model, each individual is a particle
with a mass inserted in an environment, where there are forces of attraction and
repulsion between particles and entities of that area. Thus, this research aims
to use simulated evacuation behaviors through the Social Force Model, which
serve as the basis for the training of neuro-fuzzy systems, so that they can be
interpreted as fuzzy sets and rules of an inference system fuzzy on these sets.
Resumo. Modelar e simular o comportamento humano quando em multido˜es
e´ essencial para compreender o que ocorre com os indivı´duos em situac¸o˜es de
paˆnico. Helbing elaborou um modelo chamado Social Force Model que repre-
senta esses comportamentos atrave´s de equac¸o˜es diferenciais. Neste modelo,
cada individuo e´ uma partı´cula com uma massa inserida em um ambiente, onde
existem forc¸as de atrac¸a˜o e repulsa˜o entre partı´culas e entidades dessa a´rea.
Assim sendo, essa pesquisa visa utilizar comportamentos de evacuac¸a˜o simula-
dos atrave´s do Social Force Model, os quais servem de base para o treinamento
de redes neuro-fuzzy, para que possam ser interpretados como conjuntos fuzzy
e regras de um sistema de infereˆncia fuzzy sobre estes conjuntos.
1. Introduc¸a˜o
Modelar e simular o comportamento humano quando em multido˜es e´ essencial
para compreender o que ocorre com os indivı´duos em situac¸o˜es de paˆnico. Isto e´ fun-
damental para que um arquiteto possa, por exemplo, projetar um espac¸o fechado da ma-
neira mais segura possı´vel, evitando congestionamento em evacuac¸o˜es, promovendo uma
circulac¸a˜o mais conforta´vel e o ra´pido deslocamento dos pedestres ate´ a saı´da do local.
Atualmente existem duas abordagens aceitas para modelar e simular o comporta-
mento humano: a macrosco´pica e a microsco´pica [Helbing and Molna´r, 1995]. Embora
computacionalmente mais complexa, a segunda e´ uma modelagem que oferece maior pre-
cisa˜o. Dentro do modelo microsco´pico existe o Social Force Model o qual esse trabalho
se baseia e de acordo com, Sent and Roisenberg et al. [2015], e´ o que melhor equilibra
confiabilidade e desempenho.
O princı´pio da proposta de Helbing e´ representar o comportamento dessas pes-
soas numa evacuac¸a˜o de forma ana´loga a` propagac¸a˜o de partı´culas [Helbing and Molna´r,
1995]. Ou seja, cada individuo e´ uma partı´cula com uma massa, inserido em um ambi-
ente, onde existe um tipo de forc¸a que atrai a partı´cula para o ponto de saı´da, outra que
repele o pedestre de obsta´culos pro´ximos e tambe´m outra que repele pessoas pro´ximas e
tudo isso e´ explicado por equac¸o˜es matema´ticas de difı´cil compreensa˜o.
Assim sendo, essa pesquisa visa utilizar comportamentos de evacuac¸a˜o simulados
atrave´s do Social Force Model, os quais servem de base para o treinamento de redes
neuro-fuzzy. Depois de treinados, estes comportamentos podem ser interpretados como
conjuntos fuzzy e regras de um sistema de infereˆncia fuzzy sobre estes conjuntos.
Durante o artigo sa˜o apresentadas fundamentac¸o˜es teo´ricas sobre Social Force
Model e a rede neuro-fuzzy utilizada para o fim dessa pesquisa. A quarta sec¸a˜o discute
como a pesquisa e´ desenvolvida em um simulador, que implementa o Social Force Model.
Na quinta sec¸a˜o, sa˜o apresentados os experimentos com os conjuntos de dados obtidos.
Comparando o desempenho entre o modelo original, a INFGMN e a multi-layer percep-
tron (MLP). A u´ltima sec¸a˜o conclui o trabalho, sugerindo pesquisas futuras.
2. Social Force Model
Considere um pedestre α inserido em um ambiente qualquer. Segundo, Helbing e
Johansson [2010] e Helbing et al. [2000], podemos descrever a forc¸a de acelerac¸a˜o deste

















α−~vα) denota o ca´lculo forc¸a de desejo para α. O segundo termo
desta equac¸a˜o, denota soma de forc¸as sociais no instante de tempo t, entre α e cada outro
indivı´duo β presente na simulac¸a˜o. O terceiro termo da equac¸a˜o, determina tambe´m uma
soma forc¸as de obsta´culos para o mesmo instante t, entre α e cada obsta´culo i.
2.1. Forc¸a de Desejo
No primeiro termo da Equac¸a˜o (1), temos que cada indivı´duo α se move com uma
velocidade desejada v0α, para uma direc¸a˜o desejada ~e
0
α, ao qual temos um certo tempo
de acelerac¸a˜o τα, com v0α~e
0
α tendendo a v
0
α e sob esse valor subtrai-se a velocidade atual
~vα. Essa direc¸a˜o desejada toma como base o local que o pedestre α tem como objetivo
final denominado por ~r0α, a qual se deseja alcanc¸ar da maneira mais conforta´vel e ra´pida
possı´vel.
2.2. Forc¸a Social
Seja o componente da soma ~fαβ(t) da Equac¸a˜o (1), ele e´ um somato´rio da forc¸a
de repulsa˜o entre α e cada outro indivı´duo β entre uma lista de indivı´duos [Helbing and
Johansson, 2010]. A repulsa˜o entre os pedestres e´ causada pela alta proximidade fı´sica
entre eles. Abaixo, a equac¸a˜o de Forc¸a Social e´ demonstrada:
~fαβ(t) =
{
Aexp(rαβ−dαβ)/B + kΘ(rαβ − dαβ)
}× ~nαβ + κΘ(rαβ − dαβ)∆vtβα~tαβ (2)
Onde dαβ = ‖~ra − ~rb‖, ou seja a distaˆncia vetorial entre a posic¸a˜o do pedestre α e
o pedestre β. Assim sendo Aexp(rαβ−dαβ)/B×~nαβ o alcance da forc¸a repulsiva, kΘ(rαβ−
dαβ)×~nαβ a forc¸a do corpo que contrai a compressa˜o do corpo, e kΘ(rαβ−dαβ)∆vtβα~tαβ
uma ”forc¸a de atrito deslizante” impedindo o movimento tangencial relativo. A func¸a˜o
Θ retorna o pro´prio paraˆmetro, Θ(rαβ − dαβ) = rαβ − dαβ , se o resultado for ≥ 0, caso
contra´rio retorna zero.
2.3. Forc¸a de Obsta´culo
De acordo com Helbing e Johansson [2010], se trocarmos β por i obterı´amos a
mesma equac¸a˜o da Forc¸a Social, para a Forc¸a de Obsta´culo. A diferenc¸a e´ que como os
obsta´culos esta˜o em repouso, ou seja, ~vi = 0, enta˜o apenas a velocidade do agente α e´
considerada.
Esse modelo de forc¸a descrito nessa sec¸a˜o e´ o que o simulador utiliza, entretanto
as forc¸as de atrito deslizante e a forc¸a de compressa˜o para pedestres e obsta´culos, sera˜o
desconsideradas nesta pesquisa. A raza˜o principal e´ que a matema´tica e´ extremamente
complexa, necessitando-se de muitas varia´veis para que uma te´cnica conexionista repro-
duzisse estes eventos com uma precisa˜o minimamente aceita´vel, ale´m de tornar o modelo
pouquı´ssimo interpreta´vel. Ainda assim e´ possı´vel reproduzir as forc¸as de repulsa˜o.
2.4. Fenoˆmenos em multido˜es e evacuac¸o˜es
O Social Force Model e´ um modelo capaz de reproduzir fielmente fenoˆmenos
que ocorrem em multido˜es na vida real. Assim sendo, A “Formac¸a˜o de Faixas” e´ um
exemplo de padra˜o de movimento contendo filas de indivı´duos em uma direc¸a˜o uniforme
por onde o fluxo passa. Ja´, a “Oscilac¸a˜o de Fluxos em Gargalos” (Oscillatory Flows at
Bottlenecks), e´ quando ha´ um cruzamento de fluxos de pedestres no mesmo sentido e sobre
uma passagem muito estreita, formando um gargalo. Ocorre-se enta˜o uma alternaˆncia de
passagem entre os fluxos, onde um fluxo que exercer uma pressa˜o maior sobre o outro,
ocupa a passagem momentaneamente.
Uma evacuac¸a˜o de multido˜es ocorre quando tem-se um ambiente com uma ex-
trema densidade de pedestres e eles esta˜o sob estresse psicolo´gico devido a necessidade
de sair do local o mais ra´pido possı´vel. Nesse contexto e´ comum ocorrer a destruic¸a˜o das
faixas, com os pedestres a ficando parados temporariamente. Esse fenoˆmeno tem o nome
de “Congelamento por Aquecimento” (Freezing by Heat) [Helbing and Johansson, 2010].
Tambe´m, quando o fluxo de entrada em um gargalo e´ maior que o de saı´da, os indivı´duos
ficam passivos a maiores interac¸o˜es fı´sicas e de efeitos de atrito, causando lentida˜o na
evacuac¸a˜o. O fenoˆmeno para isso e´ chamado de “Quanto Mais Ra´pido, Mais Devagar”
(Faster-Is-Slower Effect) [Helbing and Johansson, 2010].
3. Redes Neuro-Fuzzy
As redes neuro-fuzzy podem ser compreendidas como uma combinac¸a˜o das ca-
racterı´sticas de sistemas fuzzy e de redes neurais. A integrac¸a˜o desses sistemas em um so´,
permite com que as redes neurais provenham a capacidade de aprendizagem para siste-
mas fuzzy e estes permitam com que as redes neurais possam ser entendidas como regras
IF-THEN de alto nı´vel. Assim, Kasabov [2006], estabelece que os sistemas de infereˆncia
neuro-fuzzy consistem em um conjunto de regras e um me´todo de infereˆncia que sa˜o in-
corporados ou combinados com uma estrutura conexionista para uma melhor adaptac¸a˜o.
3.1. INFGMN (Incremental Neuro-Fuzzy Gaussian Mixture Network)
A INFGMN (Incremental Neuro-Fuzzy Gaussian Mixture Network) e´ um sistema
neuro-fuzzy proposto por Mazzutti et al. [2017], e teˆm como caracterı´stica: o apren-
dizado incremental permitindo a` rede aprender constantemente, sem as necessidades de
retreinar todo o conjunto de dados e de gerar um novo conjunto de regras, cada vez que um
novo padra˜o e´ apresentado a rede. A INFGMN tambe´m lida com o dilema da acura´cia-
interpretabilidade, equlibrando o nu´mero de regras obtido com a precisa˜o do sistema.
Ainda em relac¸a˜o ao conjunto de regras Mamdani-Larsen formado na INFGMN, elas sa˜o
obtidas a partir de um modelo de misturas gaussianas.
3.1.1. GMM (Gaussian Mixture Model)
Mazzutti et al. [2017], mencionam que a func¸a˜o de densidade de probabilidade
de misturas gaussianas (pdf - probability density function) para uma varia´vel aleato´ria ou
para o vetor de entrada da INFGMN, X , de dimensa˜o D, e´ definida por:
G(X ; p, u, C) =
J∑
j=1
p(j)ND(X ;µj, Cj) (3)
Onde p(j), ∀j ∈ [1, J ], e´ a j-e´sima proporc¸a˜o de mistura independente entre J
componentes, ou probabilidades a priori. Em que a soma dessas proporc¸o˜es equivale
sempre a 1 . Nesta mesma equac¸a˜o acima, C e´ uma matriz de covariaˆncia. Por u´ltimo,
ND(X ;µj, Cj), e´ a densidade multivariada normal para a j-e´sima componente de mis-
tura.
3.1.2. IGMM (Incremental Gaussian Mixture Model)
O IGMM (Incremental Gaussian Mixture Model) e´ a versa˜o incremental do GMM.
Assim IGMM utiliza as mesmas equac¸o˜es apresentadas anteriormente, so´ que com alguns
paraˆmetros adicionais. Com isso p(X|j), e´ a probabilidade de que o vetor de entrada, X ,
pertenc¸a ao j-e´simo componente de mistura. Ela e´ calculada pela densidade multivariada
normal e quando esse nu´mero for inferior a uma frac¸a˜o, que envolve um valor confi-
gura´vel, chamado de limiar de verossimilhanc¸a, τnov. Enta˜o, diz-se, que X e´ rejeitado por
esse j-e´simo componente de mistura.
Quando X e´ rejeitado para todos os J componentes, enta˜o cria-se novo compo-
nente, j∗, onde inicialmente o vetor de me´dias, uj∗ = X , e a matriz de covariaˆncia, Cj∗ ,
e´ equivalente a matriz identidade multiplicada por uma constante personaliza´vel δ, da
qual sugere-se um valor baixo, como 1
100
. Essa constante e´ tambe´m multiplicada junto e´
variaˆncia total de cada d-e´sima dimensa˜o do vetor de entrada.
Segundo, Mazzutti et al. [2017], para a atualizac¸a˜o das distribuic¸o˜es do IGMM,
sa˜o definidas as seguintes equac¸o˜es:
p(j|X ) = p(X|j)p(j)∑j=1
J p(X|j)p(j)
(4)
sp∗j = spj + p(j|X ) ,∀j ∈ J (5)
wj =
sp∗j
p(j|X ) ,∀j ∈ J (6)
µd∗j = µj + wj(X − µdj ) ,∀j ∈ J, ∀d ∈ D (7)
Cd∗j = C
d
j − (µd∗j − µdj )(µd∗j − µdj )′ + wj
[
(X − µd∗j )(X − µd∗j )′
]




,∀j ∈ J (9)
Onde, spj e sp∗j , sa˜o respectivamente a probabilidade a posteriori acumulada do
j-e´simo componente e o seu novo valor atualizado. p∗, µ∗, C∗ sa˜o os outros paraˆmetros
atualizados.
Por u´ltimo, um dado j-e´simo componente e´ removido do modelo, sempre que
essas duas condic¸o˜es sejam verdades: tj > tmax e spj < spmin. Isto e´, o tempo de vida
acumulado do j-e´simo componente na˜o deve ser maior que um tempo ma´ximo estipulado
pelo usua´rio, para mostrar que esse componente e´ u´til ao modelo, sendo isso verificado
pela segunda condic¸a˜o, em que spmin e´ tambe´m uma constante personaliza´vel.
3.1.3. Arquitetura da INFGMN
A arquitetura da INFGMN e´ dividida em cinco camadas, conforme ilustra a Figura
1 e sobre ela observam-se as seguintes notac¸o˜es: IV , OV , G, W , R, K e M , que sa˜o
respectivamente as varia´veis fuzzy de entrada (antecedentes das regras fuzzy), as varia´veis
fuzzy de saı´da (consequentes das regras fuzzy), o conjunto de J componentes da mistura
gaussiana, o conjunto dos pesos das regras, o conjunto de regras, o nu´mero de regras e o
nu´mero de dimenso˜es do vetor de saı´da.
A INFGMN teˆm dois modos de operac¸a˜o, o primeiro deles, learning, e´ ativado
nas primeiras quatro camadas, seguindo essa ordem, e tem como objetivo gerar e atua-
lizar um (Fuzzy Inference System - FIS) do tipo Mamdani-Larsen, a partir dos padro˜es
apresentados na primeira camada. Ja´ o modo recalling e´ pre´-condicionado a uma rede ja´
estar parcialmente treinada e e´ ativado para as treˆs u´ltimas camadas. Em sua ocorreˆncia,
tem-se a apresentac¸a˜o de um ou mais padro˜es sem saı´da(s) conhecida(s) a` rede, para que
ela seja responsa´vel por inferir as regras e defuzzificar a saı´da.
A primeira camada (Input Layer) e´ composta essencialmente pelo vetor de dados
da entrada, X , de dimensa˜o D, em que Xd e´ o valor da d-e´sima dimensa˜o desse vetor
associado ao d-e´simo nodo, entre os D nodos distribuı´dos nessa camada. Finalmente,
todos nodos dessa camada sa˜o transmitidos de forma intacta para todos os no´s da segunda
camada.
A segunda camada (IGMM layer) trabalha sobre o IGMM, apo´s o vetor X ser
apresentado a essa camada. Suas func¸o˜s sa˜o: criar e ajustar os paraˆmetros de cada
distribuic¸a˜o gaussiana, de acordo com as equac¸o˜es (4), (5), (6), (7), (8) e (9). Apo´s isso,
esses valores sa˜o computados pela func¸a˜o, Gj(X ; p∗, µ∗, C∗),∀j ∈ [1, J ], a qual produz
como saı´da o j-e´simo componente de mistura gaussiana atualizado.
Figura 1. Arquitetura da INFGMN (Mazutti et al., 2017).
A terceira camada (Fuzzy variable layer), no modo de operac¸a˜o learning com-
preende a criac¸a˜o e/ou atualizac¸a˜o dos antecedentes e consequentes de cada regra fuzzy
do tipo Mamdani-Larsen. Esta camada e´ composta por nodos que correspondem a`s
varia´veis linguı´sticas, onde cada varia´vel e´ associada a` alguma d-e´sima dimensa˜o de Xd,
∀d ∈ [1, D], logo a camada tem D nodos. Ale´m disso todas as varia´veis possuem a
mesma quantidade termos linguı´sticos, ou seja uma quantidade conjuntos fuzzy gaussi-
anos equivalente ao nu´mero de componentes gaussianos. Ja´ o j-e´simo conjunto fuzzy
de cada varia´vel e´ composto das matrizes de covariaˆncia e me´dia referente ao j-e´simo
componente dessa varia´vel.
Por u´ltimo, Mazzutti et al. (2017), alega que no modo de operac¸a˜o recalling,
essa camada tem a func¸a˜o de fuzzificar o vetor de entrada, X . Ou seja, para Xi, sera´
executada i-e´sima func¸a˜o de pertineˆncia da varia´vel linguı´stica de entrada, IV i, definida
por: φ(IVi) = N1(Xi, ui(j) , Ci(j)). Ja´ para o ca´lculo da o-e´sima varia´vel linguı´stica de
saı´da, OVo, a func¸a˜o de pertineˆncia e´ fornecida por: φ(OVo) =
∫
yo
N1(†o, uo(j) , Co(j))dyo.
Na quarta camada (Rule layer), para o modo de operac¸a˜o learning, as regras fuzzy
do tipo Mamdani-Larsen sa˜o criadas e/ou atualizadas, por meio das varia´veis linguı´sticas
de entrada e saı´da geradas na terceira camada. Onde o nu´mero de regras geradas e´ igual
ao nu´mero de componentes de mistura, e portanto, K = J . Ale´m disso, cada regra e´
composta por, I termos antecedentes, os quais sa˜o sempre ligados pelo operador AND, e
O termos consequentes, portanto D = I + O. Tambe´m associada a cada regra, esta´Wk,
o peso da k-e´sima regra, sendo ele equivalente a j-e´sima probabilidade a priori.
No modo de operac¸a˜o recalling, ocorre a infereˆncia das regras, a partir da forc¸a
de disparo de cada k-e´sima regra, obtida pelo resultado de um produto´rio entre todos
termos antecedentes dessa regra, multiplicado pelo peso dessa k-e´sima regra,Wk. Obtida
as forc¸as de disparo, enta˜o uma operac¸a˜o de implicac¸a˜o multiplicativa e´ incidida sobre os
conjuntos fuzzy de saı´da de todas as regras. O pro´ximo passo e´ obter um conjunto fuzzy
agregado, OV ∗m, para cada m-e´sima varia´vel de saı´da, ∀ m ∈ [1, M ], atrave´s de uma
agregac¸a˜o aditiva sobre os conjuntos dessa varia´vel e sua func¸a˜o de pertineˆncia agregada,
φ∗m.
A quinta camada (Output layer) e´ ativada apenas no modo recalling e tem como
func¸a˜o obter um valor crisp para cada m-e´sima varia´vel de saı´da fuzzy, a partir da
defuzzificac¸a˜o pelo me´todo da centroide, o qual computa para cada m-e´simo conjunto
fuzzy agregado, a sua func¸a˜o de pertineˆncia, φ∗m.
4. Implementac¸a˜o
A implementac¸a˜o original do Social Force Model e da substituic¸a˜o da
determinac¸a˜o de suas forc¸as por redes neuro-fuzzy do tipo INFGMN para fins de experi-
mento ocorre sobre um software em MATLAB chamado PANIC SIMULATOR (Schmidt
and Spa¨h, 2014). O simulador trabalha com agentes inseridos em um ambiente 2D e o
objetivo em cada simulac¸a˜o e´ fazer que com todos agentes consigam sair da arena. A
Figura 2 identifica quem sa˜o os agentes, paredes, colunas e a saı´da.
Figura 2. Componentes fı´sicos de uma simulac¸a˜o, onde sua numerac¸a˜o identi-
fica o tipo do componente.
Uma vez compreendida a relac¸a˜o entre as varia´veis do SFM, os dados sa˜o captu-
rados e treinados com redes neurais multi-layer feedforward com algoritmo backpropa-
gation. Simulac¸o˜es sa˜o feitas e conforme deficieˆncias va˜o sendo encontradas, busca-se
capturar estas situac¸o˜es com o simulador original. Enta˜o, a rede e´ treinada e simulada no-
vamente. Esse processo e´ feito exaustivamente ate´ conseguir reproduzir com sucesso os
experimentos propostos da pro´xima sec¸a˜o. Posteriormente com o mesmos conjuntos de
dados obtidos para treinar a MLP, treina-se com a INFGMN ate´ conseguir uma precisa˜o
de regressa˜o razoa´vel e buscando obter o menor nu´mero de regras possı´vel.
4.1. Modelo proposto
A proposta de implementac¸a˜o pra´tica deste trabalho, consiste em substituir os
componentes da Equac¸a˜o (1), ignorando a computac¸a˜o das forc¸as de compressa˜o do corpo
e atrito deslizante, por duas INFGMN, em que cada uma determina a forc¸a exercida
sobre um agente em um dado eixo cartesiano. A INFGMN calcula essa forc¸a a partir
das sensac¸o˜es locais do agente, como distaˆncias e direc¸o˜es de seus quatro agentes mais
pro´ximos e o mesmo para o obsta´culo mais pro´ximo. O motivo para isso e´ que atrave´s
de observac¸o˜es das simulac¸o˜es originais, foi constado que sa˜o as entidades da simulac¸a˜o
que possuem maior influeˆncia no ca´lculo da forc¸a total de um agente.
Abaixo as equac¸o˜es especificam como a forc¸a e´ determinada para um agente α,
por meio da INFGMN:
~fαx = fuzzyForc¸aαx(~e
0
αx , ~vαx ,∆




αy , ~vαy ,∆
~dαβ1,∆~dαβ2,∆~dαβ3,∆~dαβ4, ~nαβ1y , ~nαβ2y , ~nαβ3y , ~nαβ4y ,∆~dαi, ~nαiy)
(11)
A primeira equac¸a˜o determina a forc¸a exercida no eixo-x e a segunda no eixo-y.
Ja´, ~vαx e ~vαy sa˜o respectivamente a velocidade atual de α no eixo-x e no eixo-y. ~e0αx e ~e
0
αy
sa˜o as direc¸o˜es desejadas normalizadas para o eixo-x e eixo-y.
De volta, nas Equac¸o˜es (10) e (11), ∆dαβ e ∆dαi e´ um valor de distaˆncia dada
pelas respectivas somas: rα+rβ−dαβ e rα+ri−dαi. Quanto mais negativo for esse valor,
mais distante os corpos esta˜o um do outro e positivo, quando as entidades se colidem. Ja´
~nαβx , ~nαβy , ~nαix e ~nαiy sa˜o as direc¸o˜es normalizadas dos agentes com as entidades em um
dado eixo.
4.1.1. Captura de dados
A partir de simulac¸o˜es com o Social Force Model, sa˜o montados dois conjuntos
de dados, um relativo ao eixo-x e outro relativo ao eixo-y. Para o primeiro e segundo
conjunto sa˜o coletados como entrada, os paraˆmetros das equac¸o˜es (10) e (11). Ja´ a saı´da
para ambos os conjuntos e´ a forc¸a obtida nessas equac¸o˜es.
As simulac¸o˜es para essa coleta se decorriam num total de 10 a 20 agentes, estando
todos espalhados aleatoriamente em um cena´rio de doze metros de largura, dezessete
metros de comprimento, o qual e´ o padra˜o do software. Tambe´m, colunas sa˜o adicio-
nadas para aumentar a precisa˜o na detecc¸a˜o de coliso˜es. Para os demais paraˆmetros das
equac¸o˜es do Social Force Model, sa˜o mantidas as configurac¸o˜es padra˜o do simulador,
como a Tabela 1 mostra.
4.1.2. Treinamento na MLP
Para avaliar os conjuntos de dados, primeiramente e´ utilizada uma MLP para cada
eixo de forc¸a, da mesma forma que nas Equac¸o˜es (10) e (11). Em ambas as redes neu-
rais, os dados sa˜o pre´-processados, conforme Li et al. (2000), recomendam. Neste caso,
como e´ conhecida a natureza e relacionamento entre as varia´veis, por meio do estudo das
equac¸o˜es do SFM, e como os dados sa˜o precisamente capturados por um software simu-
lador, sem risco de inconsisteˆncia nume´rica para as varia´veis capturadas, basta, apenas,
efetuar uma normalizac¸a˜o para cada varia´vel. Como a discrepaˆncia dos valores e´ muito
alta, normaliza-se esses atributos entre -1 e 1, aplicando a te´cnica min-max.
Tabela 1. Paraˆmetros do PANIC SIMULATOR
Nome do Paraˆmetro Valor
Largura da arena 12 m
Comprimento da arena 17 m




Raio dos Pedestres [0.25 m, 0.3 m]
Raio das Colunas 0.5 m
Massa [70, 80] Kg
A MLP utilizada consta de 30 neuroˆnios na u´nica camada intermedia´ria e a func¸a˜o
de treinamento e´ a de gradiente descendente, com regularizac¸a˜o bayesiana. Sa˜o treina-
dos 85% de cada conjunto de treinamento, com 15% restantes para testes. Ao fim do
treinamento obteve-se uma regressa˜o de mais de 0.999 em ambos os conjuntos de dados.
4.1.3. Treinamento na INFGMN
O treinamento da INFGMN ocorreu com os mesmos conjuntos de dados obtidos
para treinar a MLP. O crite´rio de pre´-processamento do conjunto, foi o mesmo utilizado
na MLP. Tambe´m, cada conjunto de dados foi manualmente embaralhado, visto que a
biblioteca da mesma na˜o realiza isso e a rede e´ sensı´vel a ordem de entrada dos dados. Ao
todo, 100% do conjunto de dados para cada eixo de forc¸a, foram treinados. Os paraˆmetros
utilizados foram: ∆ = 0.001, tmax = 10000, spmin = 1 e τnov = 0.22. Eles foram manu-
almente calibrados ate´ conseguir obter uma boa relac¸a˜o de regressa˜o, um total de 0.97 por
conjunto de dados. Entretanto apesar da precisa˜o boa na regressa˜o, que e´ proporcional
ao valor adotado em tmax, obteve-se um resultado muito desapontador em relac¸a˜o a alta
quantidade regras geradas e que sa˜o discutidas a seguir.
4.1.4. Base de regras obtida
Para o FIS da forc¸a no eixo-x, sa˜o obtidas 13839 regras e para o eixo-y, 12963
regras. Isso na˜o torna a resoluc¸a˜o do problema interpreta´vel, pois isso implicada que cada
varia´vel fuzzy de cada FIS tem 13839 e 12963 conjuntos fuzzy, para respectivamente
eixo-x e eixo-y. Abaixo sa˜o mostrados os formatos das regras criadas para uma j-e´sima
regra de cada eixo:
Rxj : IF e0x is φj ∧ vx is φj ∧ ∆dαβ1 is φj ... ∧ ∆dαβ4 is φj ∧ ~nαβ1x is φj ∧ ... ∧
~nαβ4x is φj ∧ ∆dαi is φj ∧ ~nαix is φj THEN fuzzyForcaαx is φj
Ryj : IF e0y is φj ∧ vy is φj ∧ ∆dαβ1 is φj ... ∧ ∆dαβ4 is φj ∧ ~nαβ1y is φj ∧ ... ∧
~nαβ4y is φj ∧ ∆dαi is φj ∧ ~nαiy is φj THEN fuzzyForcaαy is φj
Sabe-se que o nu´mero de regras em um sistema fuzzy cresce exponencialmente,
na mesma proporc¸a˜o em que mais varia´veis fuzzy va˜o sendo adicionadas ao sistema.
Ao considerar um nu´mero menor de agentes vizinhos, a regressa˜o ficaria muito mais
imprecisa, pois a te´cnica conexionista na˜o saberia diferenciar, quando ha´ mais que um
agente pro´ximo. Ou seja, poderia se ter intensidade de forc¸as completamente diferentes
para um vizinho posicionado no mesmo lugar e mesma direc¸a˜o.
Uma alternativa e´ fazer, como Sent (2016) e tratar separadamente os treˆs compo-
nentes forc¸as, o que em seu trabalho gerou pouquı´ssimas regras, embora as tenha elabo-
rado manualmente. Entretanto, o propo´sito desta pesquisa e´ ignorar toda fundamentac¸a˜o
teo´rica e matema´tica complicada, que envolve entender o que cada componente de forc¸a
realiza. Ou seja, na˜o haveria a abstrac¸a˜o dos componentes de forc¸as em apenas uma u´nica,
de tal forma que isso representasse a resposta de um agente a` seus estı´mulos sensoriais
fı´sicos em um instante de tempo.
5. Experimentos e Resultados
De forma a validar esses conjuntos de dados sa˜o comparadas simulac¸o˜es do SFM
com a MLP, para que posteriormente a INFGMN seja treinada com esses mesmos con-
juntos de dados e, enta˜o, esteja sujeita a comparac¸o˜es com os outros dois modelos. Cada
comparac¸a˜o e´ composta por uma ana´lise de duas etapas. A primeira, qualitativa, busca
observar os fenoˆmenos em multido˜es. Ja´ a segunda etapa e´ uma ana´lise quantitativa, em
que coleta-se dados estatı´sticos das simulac¸o˜es.
Em ambas as ana´lises, dois cena´rios sa˜o utilizados, mas com uma quantidade
de agentes que varia. Isso se faz necessa´rio, uma vez que a INFGMN gerou mais de
12 mil regras para cada FIS, deixando o desempenho do simulador extremamente lento.
O primeiro cena´rio, a` esquerda na Figura 3, e´ o cena´rio padra˜o do simulador. O se-
gundo cena´rio, a` direita da Figura 3, tem dimenso˜es de 20x35 metros e va´rias colunas,
obsta´culos, espalhadas no cena´rio e os agentes afastados o ma´ximo possı´vel da saı´da, de
forma a observar melhor seus movimentos a uma distaˆncia maior.
Figura 3. Cena´rios de simulac¸a˜o do PANIC SIMULATOR para INFGMN e MLP.
5.1. Ana´lise qualitativa
Para ilustrar o potencial dos conjuntos de dados coletados, utilizou-se muitos
mais agentes para os experimentos com a MLP, que para INFGMN. Nos experimentos
com a MLP, ale´m das forc¸as de desejo e repulsa˜o, constam entre os fenoˆmenos captura-
dos: o “Quanto-mais-ra´pido-mais-devagar”em ambos cena´rios e o “Congelamento-por-
aquecimento” no segundo cena´rio. Este u´ltimo visto no segundo cena´rio, pois ha´ mais
agentes sendo simulados e os que se encontram no meio do atolamento, ficam paralisados.
Tambe´m, no segundo cena´rio foi possı´vel observar a “Formac¸a˜o de Faixas”de pedestres
que ficam nas laterais da arena. Posteriormente, essas faixas se cruzam em direc¸a˜o a` saı´da
da˜o forma a “Oscilac¸a˜o de fluxo de gargalo”.
Utilizando a INFGMN, os resultados ficam aque´m do esperado. Essa te´cnica e´
incapaz de reproduzir quaisquer fenoˆmenos em multido˜es, sequer conseguindo simular as
forc¸as de repulsa˜o, ou seja, os agentes atravessam as paredes e tambe´m na˜o se repelem
entre si, ignorando a existeˆncia de outros agentes. Ainda assim, os agentes seguem para
o sentido da arena de onde se localiza a saı´da e em alguns casos do primeiro cena´rio e´
possı´vel observar alguns indivı´duos atingirem exatamente a posic¸a˜o de onde se encon-
tra a saı´da, reproduzindo assim a Forc¸a de Desejo. Dois possı´veis motivos para isso, e´
que a maior parte do conjunto de treinamento e´ obtido em um cena´rio muito pro´ximo a`
esse, e que a INFGMN responda melhor para agentes, da qual seus vizinhos e obsta´culos
pro´ximos estejam mais distantes.
5.2. Ana´lise quantitativa
Para a u´ltima etapa de ana´lise, sa˜o simulados 10 agentes para o SFM, MLP e
a INFGMN, sendo que em todos os treˆs casos, os agentes esta˜o exatamente na mesma
posic¸a˜o para um dado cena´rio.
As Figuras 4 e 5 mostram a me´dia da forc¸a obtida para os 10 agentes em cada
passo, ou seja, para cada invocac¸a˜o do SFM ou MLP ou INFGMN. O nu´mero de passos
em cada simulac¸a˜o varia, dependendo da intensidade de forc¸a obtida pelos agentes. Visto
isso, e´ possı´vel averiguar uma boa similaridade entre as me´dias obtidas pelo SFM e o
MLP. Em contrapartida, no caso da INFGMN, ela apresenta uma similaridade nume´rica
muito baixa com o SFM e conte´m grandes picos de forc¸a, fazendo com que os agentes
saiam muito antes do previsto. Isso e´ perceptı´vel principalmente no segundo cena´rio.
A seguir, os dois gra´ficos de barra, 6 e 7, expo˜em respectivamente para o primeiro
e segundo cena´rios, os tempos de saı´da de cada agente em uma simulac¸a˜o com SFM,
MLP e INFGMN. As abcissas desse gra´fico indicam o nu´mero de agentes que saı´ram ate´
o instante de tempo fornecido pelas ordenadas. Observa-se ali que, por consequeˆncia da
boa regressa˜o obtida pela MLP, o tempo de saı´das dos agentes para MLP e SFM sa˜o muito
pro´ximos. Para a INFGMN, mesmo com fraca aproximac¸a˜o nume´rica na obtenc¸a˜o das
forc¸as, os tempos de saı´da foram muito pro´ximos aos da MLP e SFM. Isso ocorre porque
a maior parte do conjunto de treinamento e´ obtido em um cena´rio pro´ximo do primeiro.
5.3. Considerac¸o˜es finais
Os conjuntos dados selecionados sa˜o suficientemente bons, uma vez que a MLP
consegue uma reproduc¸a˜o fiel da maioria dos fenoˆmenos descritos. Por outro lado, com
a INFGMN, na˜o se tem sucesso em reproduzir adequadamente os fenoˆmenos em mul-
tido˜es. Uma possı´vel hipo´tese para isso, e´ que o me´todo da centroide na˜o oferece valores
diferenciados para situac¸o˜es de repulsa˜o.
A obtenc¸a˜o de um valor na˜o adequado para um eixo de forc¸a de um agente possui
um efeito cumulativo ao longo da simulac¸a˜o, pois a velocidade desse agente e´ atualizada
com um valor desconhecido ao intervalo dessa varia´vel. Em virtude disso, na etapa de
fuzzificac¸a˜o, o grau de pertineˆncia dessa nova velocidade ira´ tender a` zero. Isso impede a
Figura 4. Me´dia das forc¸as no cena´rio 1 para o eixo-x e eixo-y
ativac¸a˜o das regras e faz com que o valor crisp para forc¸a seja pouco plausı´vel. Por fim, e´
o motivo pelo qual o agente reproduz movimentos descoordenados durante a simulac¸a˜o.
O fato de haver mais de doze mil conjuntos fuzzy em ambos FIS, implica que o
conjunto de dados na˜o e´ suficientemente correlacionado para a INFGMN. Uma possibi-
lidade para corrigir isso e´ tentar especializar o conjunto de treinamento para um cena´rio
especı´fico, restringindo o intervalo de valores que as varia´veis possam ter. Isso otimi-
zaria a precisa˜o na etapa de defuzzificac¸a˜o e agruparia os dados em menos componentes
de mistura gaussianos, tornando o desempenho da aplicac¸a˜o mais satisfato´rio. Entretanto,
isso em nada contribuiria para tornar este problema mais interpreta´vel, dado que o nu´mero
de entradas permaneceria igual.
6. Conclusa˜o
Essa pesquisa buscou analisar a possibilidade de que o modelo de forc¸as de Hel-
bing pudesse ser substituı´do por redes neuro-fuzzy que gerassem regras do tipo Mamdani-
Larsen, como a INFGMN. Duas ana´lises foram realizadas, comparando os desempenhos
da MLP, INFGMN com o Social Force Model. Sendo possı´vel concluir que o conjunto de
Figura 5. Me´dia das forc¸as no cena´rio 2 para o eixo-x e eixo-y
Figura 6. Tempos de saı´da para os agentes no cena´rio 1.
dados obtido e´ realmente bom, pois a MLP conseguiu reproduzir adequadamente os com-
Figura 7. Tempos de saı´da para os agentes no cena´rio 2.
portamentos de multido˜es. Entretanto, para a INFGMN, mesmo com dezenas de milhares
de regras, na˜o foi possı´vel reproduzir esses fenoˆmenos e as forc¸as resultantes tiveram
valores muito distantes das obtidas pelo SFM.
Assim, essa pesquisa sugere a necessidade de uma outra abordagem na montagem
desses conjuntos de treinamento multivariados para INFGMN. Por exemplo, levar em
conta apenas cena´rios de evacuac¸o˜es especı´ficos, de tal forma que o intervalo de valores
dessas varia´veis seja menor. Isso favoreceria o agrupamento desses dados de entrada em
termos linguı´sticos de saı´da, o que reduziria o nu´mero de conjuntos fuzzy gerados, por
haver menos componentes de mistura gaussianas, ao passo que o me´todo da centroide
seria mais preciso em resoluc¸o˜es de problemas como este.
Para trabalhos futuros sugere-se ignorar as sensac¸o˜es locais dos agentes e adotar
uma abordagem que foque mais na interpretabilidade dos componentes do Social Force
Model do que em sua unidade. Um caminho diferente, seria rever o modelo de Helbing
de forma pesquisar a influeˆncia de estados anteriores dos agentes, como sua forc¸a, em
seus pro´ximos movimentos, reduzindo o nu´mero final de varia´veis. Para isso poderia-se
utilizar redes neurais recorrentes.
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