We design a nonadaptive algorithm that, given a Boolean function f : {0, 1} n → {0, 1} which is α-far from monotone, makes poly(n, 1/α) queries and returns an estimate that, with high probability, is anÕ( √ n)-approximation to the distance of f to monotonicity. Furthermore, we show that for any constant κ > 0, approximating the distance to monotonicity up to n 1/2−κfactor requires 2 n κ nonadaptive queries, thereby ruling out a poly(n, 1/α)-query nonadaptive algorithm for such approximations. This answers a question of Seshadhri (Property Testing Review, 2014) for the case of nonadaptive algorithms. Approximating the distance to a property is closely related to tolerantly testing that property. Our lower bound stands in contrast to standard (non-tolerant) testing of monotonicity that can be done nonadaptively withÕ( √ n/ε 2 ) queries.
Introduction
Property testing [54, 39] was introduced to provide a formal model for studying algorithms for massive datasets. For such algorithms to achieve their full potential, they have to be robust to adversarial corruptions in the input. Tolerant property testing [50] and, equivalently 1 , distance approximation, generalize the standard property testing model to allow for errors in the input.
In this work, we study the problem of approximating the distance to several properties of Boolean functions, with the focus on monotonicity. A function f : {0, 1} n → {0, 1} is monotone if f (x) ≤ f (y) whenever x ≺ y, i.e., x i ≤ y i for all i ∈ [n]. The (relative) distance between two functions over {0, 1} n is the fraction of the domain points on which they differ. Given a function f and a set P (of functions with the desired property), the distance from f to P, denoted dist(f, P), is the distance from f to the closest function in P. Given α ∈ (0, 1/2), a function is α-far from P if its distance from P is at least α; otherwise, it is α-close. We study randomized algorithms which, given oracle access to a Boolean function, output an approximation of distance to monotonicity by making only a small number of queries. Specifically, given an input function f : {0, 1} n → {0, 1} which is promised to be at least α-far from monotone, an algorithm that achieves a c-approximation for c > 1 should output a real numberε ∈ (0, 1) that satisfies, with probability at least 2/3, dist(f, Mono) ≤ε ≤ c · dist(f, Mono).
Our goal is to understand the best approximation ratio c that can be achieved 2 in time polynomial in the dimension n and 1/α. Fattal and Ron [32] investigated a more general problem of approximating the distance to monotonicity of functions on the hypergrid [t] n . They gave several algorithms which achieved an approximation ratio O(n) in time polynomial in n and 1/α; for better approximations, they designed an algorithm with approximation ratio n/k, for every k, but with running time exponential in k. For the special case of the hypercube domain, an O(n)-approximation can be obtained by simply estimating the number of decreasing edges of f , that is, edges (x, y) of the hypercube for which x ≺ y but f (x) > f (y). This follows from early works on monotonicity testing [30, 51, 38, 36] . These early works showed that the number of decreasing edges of a Boolean function f : {0, 1} n → {0, 1} is between dist(f, Mono) · 2 n and dist(f, Mono) · n2 n . Thus, by obtaining a constant-factor approximation to the number of violated edges, one gets an O(n)-approximation to dist(f, Mono). Prior to this work, no nontrivial hardness results were known for this problem, other than the corresponding lower bounds on (standard) property testing.
Our Results. All our results are on nonadaptive algorithms. An algorithm is nonadaptive if it makes all of its queries in advance, before receiving any answers; otherwise, it is adaptive. Nonadaptive algorithms are especially straightforward to implement and achieve maximal parallelism. Additionally, every nonadaptive algorithm that approximates the distance to monotonicity of Boolean functions can be easily converted to an algorithm for approximating the L p -distance to monotonicity of real-valued functions [7] .
We design a nonadaptiveÕ( √ n)-approximation algorithm for distance to monotonicity that runs in time polynomial in the number of dimensions, n, and 1/α. Our algorithm improves on the O(n)-approximation obtained by Fattal and Ron [32] . Theorem 1.1 (Approximation Algorithm). There is a nonadaptive (randomized) algorithm that, given a parameter α ∈ (0, 1/2) and oracle access to a Boolean function f : {0, 1} n → {0, 1} which is α-far from monotone, makes poly(n, 1/α) queries and returns an estimate that, with probability at least 2/3, is anÕ( √ n)-approximation to dist(f, Mono).
Our algorithm works by estimating the size of a particular class of matchings parameterized by subsets S ⊆ [n] and consisting of decreasing edges along the directions in S. For every S, the size of the matching, divided by 2 n , is a lower bound for dist(f, Mono), because any monotone function g : {0, 1} n → {0, 1} must disagree with f on at least one endpoint of each decreasing edge. The important feature of this class of matchings is that the membership of a given edge in a specified matching can be verified locally by querying f on the endpoints of the edge and their neighbors. Finally, we use a slightly improved version of the (robust) directed isoperimetric inequality by Khot et al. [42] . Our improvements to isoperimetric inequalities of [42] are stated in Theorems 2.7 and A.1 and proved in Appendix A. We use Theorem 2.7 to show that if f is ε-far from monotone, then either the algorithm samples some set S ⊆ [n] where the corresponding matching has size at leastΩ(ε/ √ n) · 2 n , or there exist ε √ n · 2 n decreasing edges (see Lemma 2.6) . In the latter case, the fact that the number of decreasing edges, divided by 2 n , is an n-approximation to the distance to monotonicity is sufficient to obtain anÕ( √ n)-approximation for this quantity.
be the number of decreasing edges incident on x. Khot et al. [42] proved that
(See, also, related statements in Theorems 2.7 and A.1). Hence, an algorithm that evaluates I − f (x) on a uniformly random x ∈ {0, 1} n would, in expectation, get at leastΩ(ε) on inputs f which are ε-far from monotone. The problem is in deducing an upper bound on this estimate for functions which areÕ(ε/ √ n)-close to monotone. For example, consider the function f : {0, 1} n → {0, 1} defined as follows:
where Maj(·) is the majority function. Then, dist(f, Mono) = 2/2 n , yet
The lower and the upper bound differ by a factor of Θ(n), precluding us from getting anÕ( √ n)approximation.
Chakrabarty and Seshadhri, in a personal communication, notified us of an alternative approach towards a O( √ n)-approximation via estimating the size of a maximal matching of decreasing edges.
Results in [42, 20] imply that the size of a maximal matching is an O( √ n)-approximation to the distance to monotonicity, and there are sublinear time algorithms for approximating this quantity [60, 48] . However, these algorithms are adaptive.
Next, we show that a slightly better approximation, specifically, with a ratio of n 1/2−κ for an arbitrarily small constant κ > 0, requires exponentially many queries in n κ for every nonadaptive algorithm. Theorem 1.3 (Approximation Lower Bound). Let κ > 0 be any small constant. There exist α = poly(1/n) and ε = poly(1/n) with ε α = Ω(n 1/2−κ ), for which every nonadaptive algorithm requires more than 2 n κ queries to f : {0, 1} n → {0, 1} to distinguish functions f that are α-close to monotone from those that are ε-far from monotone with probability at least 2/3. This result, in combination with Theorem 1.1, answers an open question on the problem of approximating the distance to monotonicity by Seshadhri [57] for the case of nonadaptive algorithms. It is the first lower bound for this problem, and it rules out nonadaptive algorithms that achieve approximations substantially better than √ n with poly(n, 1/α) queries, demonstrating that Theorem 1.1 is essentially tight. This bound is exponentially larger than the corresponding lower bound in the standard property testing model and, in fact, than the running time of known algorithms for testing monotonicity. We elaborate on this point in the discussion below on separation.
To obtain Theorem 1.3, we investigate a variant of the property testing model, called erasureresilient testing. This variant, proposed by Dixit et al. [29] , is intended to study property testing in the presence of adversarial erasures. An erased function value is denoted by ⊥. An α-erasureresilient ε-tester for a desired property gets oracle access to a function f : {0, 1} n → {0, 1, ⊥} that has at most an α fraction of values erased. The tester has to accept (with probability at least 2/3) if the erasures can be filled in to ensure that the resulting function has the property and to reject (with probability at least 2/3) if every completion of erasures results in a function that is ε-far from having the property. As observed in [29] , the query complexity of problems in this model lies between their complexity in the standard property testing model and the tolerant testing model. Specifically, a (standard) ε-tester that, given a parameter ε, accepts functions with the property and rejects functions that are ε-far from the property (with probability at least 2/3), is a special case of an α-erasure-resilient ε-tester with α set to 0. Importantly for us, a tolerant tester that, given α, ε ∈ (0, 1/2) with α < ε, accepts functions that are α-close and rejects functions that are ε-far (with probability at least 2/3) can be use to get an α-erasure-resilient ε-tester. The erasureresilient tester can be obtained by simply filling in erasures with arbitrary values and running the tolerant tester. We prove a lower bound for erasure-resilient monotonicity testing.
Our method yields lower bounds for two other properties of Boolean functions: unateness, a natural generalization of monotonicity, and being a k-junta. A Boolean function f : {0, 1} n → {0, 1} is unate if, for every variable i ∈ [n], the function is nonincreasing or nondecreasing in that variable. A function f : {0, 1} n → {0, 1} is a k-junta if it depends on at most k (out of n) variables.
We prove the following result on erasure-resilient testing which implies Theorem 1.3.
Theorem 1.4 (Erasure-Resilient Lower Bound). Let κ > 0 be a small constant. There exist α = poly(1/n) and ε = poly(1/n) with ε α = Ω(n 1/2−κ ), for which every nonadaptive α-erasure-resilient ε-tester requires more than 2 n κ queries to test monotonicity of functions f : {0, 1} n → {0, 1}. The same bound holds for testing unateness and the n/2-junta property. Theorem 1.4 directly implies lower bounds analogous to the one stated in Theorem 1.3 for unateness and being an n/2-junta. Lower bounds for approximating the distance to unateness and to being a k-junta have been investigated by Levi and Waingarten [46] . They showed that every algorithm approximating the distance to unateness within a constant factor requiresΩ(n) queries and strengthened their lower bound toΩ(n 3/2 ) queries for nonadaptive algorithms. They also showed that every nonadaptive algorithm that provides a constant approximation to the distance to being a k-junta must makeΩ(k 2 ) queries. Our lower bounds are exponentially larger than those obtained by Levi and Waingarten [46] and hold for larger approximation factors.
Separation. Our lower bounds provide natural properties for which erasure-resilient property testing (and hence, distance approximation) is exponentially harder than standard property testing with nonadaptive algorithms. Previously, such strong separation was only known for artificially constructed properties based on PCPs of proximity [34, 29] . For testing monotonicity of Boolean function, the celebrated nonadaptive algorithm of Khot, Minzer and Safra [42] makesÕ( √ n/ε 2 ) queries. Unateness can be tested nonadaptively with O( n ε log n ε ) queries [3] whereas the property of being a k-junta can be tested nonadaptively withÕ(k 3/2 /ε) queries [9] . Our lower bound shows that, for all three properties, nonadaptive testers requires exponentially many queries when the ratio ε/α is substantially smaller than √ n. This stands in contrast to examples of many properties provided in [29] , for which erasure-resilient testers have essentially the same query complexity as standard testers.
Previous Work
Testing monotonicity and unateness (first studied in [38] ), as well as k-juntas (first studied in [35] ), are among the most widely investigated problems in property testing ( [31, 30, 51, 45, 36, 1, 33, 41, 4, 50, 2, 8, 14, 11, 18, 19, 13, 17, 22, 21, 42, 5, 25, 49] study mononicity testing, [43, 3, 25, 26, 24 ] study unateness testing, and [27, 9, 10, 15, 56, 23, 55 ] study k-junta testing). Nearly all the previous work on these properties is in the standard testing model. The best bounds on the query complexity of these problems are anÕ( √ n)-query algorithm of [42] and lower bounds ofΩ( √ n) (nonadaptive) andΩ(n 1/3 ) (adaptive) [25] for monotonicity, and tight upper and lower bounds ofΘ(n 2/3 ) for unateness testing [24, 25] , as well as Θ(k log k) for k-junta testing [9, 55] .
Beyond the (standard) property testing, the questions of erasure-resilient and tolerant testing have also received some attention ( [29, 52] study the erasure-resilient model, and [40, 50, 34, 37, 2, 44, 47, 32, 16, 7, 6, 58, 12, 46, 28] study the tolerant testing model). Specifically for monotonicity, in [29] , an erasure-resilient tester for functions on hypergrids is designed. For the special case of the hypercube domain, it runs in time O(n/ε) and works when ε/α = Ω(n). Using the connection between distance approximation and erasure-resilient testing, our approximation algorithm implies an erasure-resilient tester that has a less stringent restriction on ε/α, specifically, Ω( √ n). For approximating the distance to k-juntas [12, 28] , the best algorithm with additive error of ε makes 2 k · poly(k, 1/ε) queries [28] , and the best lower bound was Ω(k 2 ) for nonadaptive algorithms [46] .
An Approximation Algorithm for Distance to Monotonicity
This section is devoted to proving Theorem 1.1. We provide a nonadaptive algorithm that gets a parameter α > 0 and oracle access to a function f : {0, 1} n → {0, 1} promised to be α-far from monotone, makes poly(n, 1/α) queries, and returns an estimateε > 0 that satisfies, with probability at least 2/3,
Our main algorithm, ApproxMono, whose performance is summarized in Lemma 2.1, distinguishes functions that are close to monotone from those that are far. Note that the distance from any Boolean function to monotonicity is at most 1/2, since the constant-0 and constant-1 functions are monotone. As a result, Theorem 1.1 follows directly from Lemma 2.1, by running the algorithm ApproxMono with ε set to 1 2 , 1 4 , 1 8 , . . . , α appropriate number of times. (See, for example, [2, Section 3.3] for more details on how to get an approximation algorithm from a tolerant tester.). Lemma 2.1. There exists a nonadaptive algorithm, ApproxMono, that gets a parameter ε ∈ (0, 1/2) and oracle access to a function f : {0, 1} n → {0, 1}, makes poly(n, 1/ε) queries and outputs "close" or "far" as follows:
n·poly(log n) , it outputs "close" with probability at least 2/3.
2.
If dist(f, Mono) ≥ ε, it outputs "far" with probability at least 2/3.
The main algorithm, ApproxMono, is described in Figure 1 is that, as long as the estimates of Matching-Estimation(S, δ, f ) and Edge-Violations(δ, f ) are correct, we can certify a lower bound on the distance to monotonicity of f . We then prove that if f is ε-far from monotone, either the number of decreasing edges of f is large, (and thus line 2 declares "far"), or the Matching-Estimation subroutine can verify a lower bound on the distance to monotonicity.
Recall that an edge (x, y) in a hypercube is a pair of points x, y ∈ {0, 1} n with x i = 0 and y i = 1 for some i ∈ [n], and x j = y j for all j ∈ ([n] \ {i}). For a function f : {0, 1} n → {0, 1}, an edge (x, y) is decreasing if f (x) > f (y), i.e., f (x) = 1 and f (y) = 0. For a dimension i ∈ [n], a point x ∈ {0, 1} n , and a bit b ∈ {0, 1}, we use x (i→b) to denote the point in {0, 1} n whose i th coordinate is b and the remaining coordinates are the same as in x. We use x (i) to denote the point
We summarize the properties of the subroutine Edge-Violations(δ, f ) in Fact 2.2. It can be easily proved by an application of the Chernoff bound. 
Subroutine ApproxMono (ε, f )
Input: A parameter ε ∈ (0, 1/2) and oracle access to a function f : {0, 1} n → {0, 1}. Output: Either "close" or "far".
1. Letγ ← Edge-Violations(ε/(2 √ n), f ) be an estimate to the fraction of decreasing edges up to an additive error ε/(2 √ n).
up to an additive error 1/(4t).
(c) Ifξ ≥ 3/(4t), output "far".
4. If the procedure has not yet produced an output, output "close". 3. Repeat the following steps t times:
(a) Sample x ∼ {0, 1} n and i ∼ [n], both uniformly at random, and query f (x (i→0) ) and f (x (i→1) ). x ) is nondecreasing. Consider the set of decreasing edges of f given by E X = {{x, y x } : x ∈ X}. If x 1 , x 2 from X are distinct, then y x 1 = y x 2 , because otherwise y x 1 would violate Item 2 in Definition 2.3. Thus, E X is a matching. Each edge is added to E X at most twice (once for each endpoint), so |E X | ≥ |X|/2. Since we have a matching of at least |X|/2 decreasing edges, at least |X|/2 values of f must be changed to make it monotone. Lemma 2.6. Let f : {0, 1} n → {0, 1} be ε-far from monotone, with fewer than ε √ n · 2 n decreasing edges. Then, for some d = 2 h where h ∈ {0, . . . , log 2 n},
n · poly(log n) . The proof of Lemma 2.6 appears in Section 2.1. We use Lemmas 2.5 and 2.6 to complete the proof of Lemma 2.1.
Proof of Lemma 2.1. By a union bound over the invocation of Edge-Violations(ε/(2 √ n), f ) and at most t(log 2 n + 1) ≤ n/ε invocations of Matching-Estimation(S, 1/(2t), f ), we get that, with probability at least 3/4, all outputs produced by these subroutines satisfy the conclusions of Facts 2.2 and 2.4.
First, we prove the contrapositive of part 1 of Lemma 2.1. Suppose that ApproxMono(ε, f ) outputs "far". Since the total number of edges in the hypercube {0, 1} n is n2 n−1 , if the output was produced by line 2, the number of decreasing edges in f is at least (ε/ √ n)·n2 n−1 = (ε √ n/2)·2 n . The number of decreasing edges in f divided by n2 n is a lower bound on the distance to monotonicity 3 . Hence, dist(f, Mono) ≥ ε/(2 √ n). Otherwise, ApproxMono(ε, f ) outputs "far" in line 3(c), but then Lemma 2.5 implies dist(f, Mono) ≥ 1/(4t) = ε/( √ n · poly(log n)), completing the proof of part 1. Next, we prove part 2 of the Lemma 2.1. Suppose that f : {0, 1} n → {0, 1} is ε-far from monotone. If the number of decreasing edges in f is at least ε √ n · 2 n , then line 2 outputs "far". Otherwise, by Lemma 2.6, there exists some d = 2 h with h ∈ {0, . . . , log 2 n} for which, Then,
Using (1) and (2), we get β ≥ µ/2. Since t = √ n · poly(log n)/ε is high enough so that t ≥ (2/µ) · log n, we have that, with probability at least 1 − 1/n, there exists some S ⊆ [n] sampled in line 3(a) of ApproxMono(ε, f ) such that Pr x∼{0,1} n [Capture(x, S, f ) = 1] ≥ µ/2 ≥ 1/t. When this occurs, line 3(c) outputs "far".
Proof of Lemma 2.6
To prove Lemma 2.6, we use the main (robust) directed isoperimetric inequality of [42] as the starting point. We use notation from [42] . . . , n} be the functions given by:
We crucially rely on the main theorem of [42] , which is stated next, with a minor improvement in the bound. We obtain the improvement in Appendix A. In this coloring, each decreasing edge in f is counted in (3) towards its endpoint adjacent to a higher number of decreasing edges. For each d = 2 h , where h ∈ {0, . . . , log 2 n }, define the subsets of points
The sets (H d,red , H d,blue : d = 2 h , h ∈ {0, . . . , log 2 n }) partition the endpoints of decreasing edges. By (3), there exist d * = 2 h * , for some h * ∈ {0, . . . , log 2 n }, and a color b * ∈ {red, blue} such that
Fix such d * and b * . Let
> 0} be the subset of points in H d * ,b * which are endpoints of decreasing edges colored b * . Note that (4) still holds if the summation is changed to be over H d * ,b * instead of H d * ,b * . We further partition (4) and an argument similar to the one used in deriving (4), there exists some s * = 2 q * for some q * ∈ {0, . . . , log 2 d * } satisfying
where we used the fact that d * ≤ n. Each x ∈ H d * ,b * ,s * is an endpoint of at least d * decreasing edges of f . Moreover, the sets of decreasing edges incident on different points in H d * ,b * ,s * are disjoint.
Consequently, by the bound on the number of decreasing edges in the statement of Lemma 2.6,
Together with (5) , this gives
Next, we show that for each x ∈ H d * ,b * ,s * , the probability that Capture happens is sufficiently large. 
where we used Claim 2.8, (5) and (6) to get the second, third and fourth inequalities, respectively.
A Nonadaptive Lower Bound for Erasure-Resilient Testers
In this section, we prove Theorem 1.4 that gives a lower bound on the query complexity of erasureresilient testers of monotonicity, unateness and the k-junta property. We prove the lower bound by constructing two distributions D + and D − on input functions f : {0, 1} n → {0, 1, ⊥} that are hard to distinguish for any nonadaptive tester and then applying Yao's Minimax principle [59] .
Recall that ⊥ denotes an erased function value. We say that a function f : {0, 1} n → {0, 1, ⊥} is α-erased if at most an α fraction of its values are erased. If α is not specified, we call such a function partially erased. A completion of a partially erased function f : {0, 1} n → {0, 1, ⊥} is a function f : {0, 1} n → {0, 1} that agrees with f on all nonerased values, that is, for all x ∈ {0, 1} n , if f (x) = ⊥ then f (x) = f (x). A partially erased function f is monotone (or, more generally, has property P) if there exists a monotone completion of f (respectively, a completion of f that has P). A partially erased function is ε-far from monotone (or, more generally, from having property P) if every completion of f is ε-far from monotone (respectively, from having property P).
Proof of Theorem 1.4. We start by defining distributions D + and D − on α-erased functions. Later, we show that D + is over monotone functions whereas D − is over functions that are ε-far from monotone. Interestingly, the same distributions work to prove our lower bounds for unateness and k-juntas: all functions in the support of D + are unate (because they are monotone) and also n/2juntas. We will also show that all functions in the support of D − are ε-far from unate and ε-far from n/2-juntas. The core of the argument is demonstrating that the two distributions are hard to distinguish for nonadaptive testers that make too few queries.
For every x ∈ {0, 1} n , let |x| denote the Hamming weight of x, and let x S denote the vector x ∈ {0, 1} n restricted to the dimensions in the set S ⊆ [n].
Let n be a multiple of 4. We first describe a collection of random variables used for defining the distributions D + and D − . 
Functions from D + and D − are sampled by first letting M ⊂ [n] be a random set of control dimensions and then letting P M be a random subcube partition set. A function f sampled from D + and D − will be identical to g M ,P M on points x ∈ {0, 1} n for which g M ,P M (x) ∈ {0, 1, ⊥}, but differ on the remaining values (see Figures 5 and 6 ). Specifically, for functions in D + , the values 0 and 1 are replaced with 0 and 1, respectively. That is, f ∼ D + is defined by sampling M and P M , and letting: For functions in D − , the value 0 is replaced with the majority function, denoted Maj(·), evaluated on the bits indexed by M , whereas 1 is replaced with the antimajority of those bits. That is, f ∼ D − is defined by sampling M and P M , and letting: show that f can be completed to an n/2-junta. Let M and P M be the set of control dimensions and the subcube partition set used in defining f , respectively. Define a completion f :
Then f only depends on coordinates in M . Hence, f can be completed to an n/2-junta. Now consider a partially erased function f in the support of D − . Let M and P M be the set of control dimensions and the subcube partition set used in defining f , respectively. By standard arguments (see, e.g., [36, Lemma 22] ), in each action subcube {0, 1} M , there is a perfect matching between points x on which f (x) = 1 and points y on which f (y) = 0, where each pair (x, y) in the matching has comparable x, y. Specifically, if x M ∈ P M for this action subcube (that is, g M,P M (x) = g M,P M (y) = 0 ), then y ≺ x, and the function f is increasing on the pair (x, y) in the subset of dimensions of M on which x and y differ. If x M / ∈ P M for this action subcube (that is, g M,P M (x) = g M,P M (y) = 1 ), then x ≺ y, and the function f is decreasing on the pair (x, y) in the dimensions on which x and y differ. This matching contains all nonerased points of the action subcube, and in half of the action subcubes at least half of the points in the matching need to be changed to make the function monotone. Since Θ(1/ √ n) fraction of points participates in the action subcubes, the distance to monotonicity is Ω(1/ √ n). Moreover, we can pair up action subcubes in which g got assigned 0 values with those in which g got assigned 1 values. Consider the corresponding matchings for both action subcubes. Suppose (x, y) is a matched pair in an action subcube with 0 values, and (x , y ) is the corresponding matched pair in the action subcube with 1 values, that is x M = x M and y M = y M . Then the function f has to change on at least one of the four points x, x , y, y to become unate, since a unate function has to be consistently either nondecreasing or nonincreasing in each dimension. Therefore, a constant fraction of all points participating in the action subcubes must be changed to make f unate. So, the distance from f to unateness is also Ω(1/ √ n).
Finally, we prove that all functions f in the support of D − are ε-far from being n/2-juntas for ε = Ω( 1 √ n ). For a dimension i ∈ [n], an edge (x, y) of a hypercube {0, 1} n is called an i-pair if x and y differ in only their i-th bits, that is, x i = y i , but x j = y j for all j ∈ [n] \ {i}. We say that a function f is independent of a variable i ∈ [n] if f (x) = f (y) for all i-pairs (x, y). Observe that f is an n/2-junta iff it is independent of n/2 variables.
Next, for each i ∈ M , we show that f is ε-far from being independent of i. Fix i ∈ M . We construct a large set M i of nonconstant i-edges (x, y), that is, i-edges satisfying f (x) = f (y). At least one of f (x) and f (y) for each such edge has to change to make f independent of i. Since M i is a matching, |M i |/2 n is a lower bound on the distance from f to functions that do not depend on variable i.
Recall that the set Ψ M = {x M ∈ {0, 1} M : |x M | = n 4 }, the set of all "prefixes" of x that lie in the middle layer of the subcube {0, 1} M . We define, for every dimension i ∈ M,
Note that x i = y i and, by construction of functions g in the definition of D − , we have f (y) = g(y) = y i . Therefore, f (x) = f (y) for all i-edges (x, y) ∈ M i . For each x M ∈ Ψ M , more than 1/3 of the points x in the corresponding action subcube are assigned f (x) = 0, and the same holds for f (x) = 1. Since each action subcube has 2 n/2 points, the size of M i is at least 1 3 · 2 n/2 · |Ψ M | = 1 3 · 2 n/2 · n/2 n/4 = Ω( 2 n √ n ). That is, the distance from f to being independent of variable i is at least ε, where ε = Ω( 1 √ n ). Thus, if we change less than an ε fraction of values of f , we cannot eliminate the dependence on any of the n/2 variables in M . The only remaining possibility to make f an n/2-junta with fewer than ε · 2 n modifications is to eliminate the dependence on all variables in M . This can happen only if the modified function becomes constant on all the action subcubes, which again requires changing at least 1 3 · 2 n/2 · |Ψ M | values of f . Thus, f is ε-far from the set of n/2-juntas, where ε = Ω( 1 √ n ).
Next, we show that the distributions D + and D − are hard to distinguish for nonadaptive testers. For two distributions D 1 and D 2 and a constant δ, let D 1 ≈ δ D 2 denote that the statistical distance between D 1 and D 2 at most δ.
Consider a deterministic tester that makesueries. Let a 1 . . . a q (f ) be the answers to the queries on input f . Define D + -view to be the distribution on a 1 . . . a q (f ) when f ∼ D + . Similarly, define D − -view. We use the version of Yao's principle stated in [53] that asserts that to prove a lower bound q on the worst-case query complexity of a randomized algorithm, it is enough to give two distributions D + and D − , on positive and negative instances, respectively, for which the statistical distance between D + -view and D − -view is less than 1/3. Proof. The key point is the following: the only way a tester can distinguish the two distributions is by querying a pair of points x, y ∈ {0, 1} n that fall in the same action subcube, but in different nonerased layers -one below erasures, the other above erasures. If it queries no such pair, then its view (that is, the distribution on the answers it receives) is identical for the two cases: f ∼ D + and f ∼ D − . Observe that any such x and y must have weights that differ by at least 2n κ + 2.
Consequently, x and y differ on at least 2n κ + 2 bits.
Let T = {i ∈ [n] | x i = y i } denote the set of all coordinates on which the points x and y differ. Then |T | ≥ 2n κ + 2. Observe that x M = y M iff T ∩ M = ∅. Since M is a uniformly random subset of [n] of size n/2, the probability Pr M [T ∩ M = ∅] = n−|T | n/2 n n/2 = (n−|T |)! (n/2)!·(n/2−|T |)! n! (n/2)!·(n/2)! = (n/2)! (n/2 − |T |)! · (n − |T |)! n! = n/2 · (n/2 − 1) · · · (n/2 − |T | + 1) n · (n − 1) · · · (n − |T | + 1)
Let BAD be the event that one of the q 2 pairs of points the tester queries ends up in the same action subcube, on different sides of erasures, as discussed above. Then, by a union bound,
By the discussion above, conditioned on BAD not occurring, the view of the tester is the same for both distributions:
Conditioning on BAD does not significantly change the view distributions. We use the following claim [53, Claim 4] to formalize this statement. A Removing the Logarithmic Dependence from Isoperimetric Inequalities in [42] In this section, we give a sketch of the proof of slightly improved versions of the isoperimetric inequalities of Khot 
The statements of Theorems 1.6 and 1.9 in [42] show that the left hand sides of (3) and (7) are at least Ω( ε log n+log(1/ε) ). We slightly modify the proof of [42] to get a stronger lower bound of Ω(ε). Using the original, weaker inequality for our algorithm would result in an approximation to the distance to monotonicity within a multiplicative factor of √ n · poly(log n, log(1/ε)). This would mean that our algorithm is anÕ( √ n)-approximation only if ε ≥ 1/2 poly(log(n)) . To prove Theorems 2.7 and A.1, we first set up some notation. For a function f : {0, 1} n → {0, 1}, a set S ⊆ [n], and a string z ∈ {0, 1} S , let f (·, z) : {0, 1} S → {0, 1} denote the function f restricted to the subcube {0, 1} S and obtained from f by setting the input bits in {0, 1} S to z. For a real number p ∈ (0, 1], let S(p) denote the distribution on subsets S ⊆ [n], where each i ∈ [n] is included in S with probability p independently at random.
In the following proposition, used in the proof of [42, Theorem 1.6], we consider the following experiment: We sample a subset S ∼ S(p) and a uniformly random z ∼ {0, 1} S . Then we consider f (·, z), a random restriction of f .
completing the proof of Theorem A.1. Similarly, Proposition A.4 implies Theorem 2.7.
