Abstract-The Hanford Thyroid Disease Study (HTDS) is one of the largest and most complex epidemiologic studies of the relation between environmental exposures to 131 I and thyroid disease. The study detected no dose-response relation using a 0.05 level for statistical significance. The results for thyroid cancer appear inconsistent with those from other studies of populations with similar exposures, and either reflect inadequate statistical power, bias, or unique relations between exposure and disease risk. In this paper, we explore these possibilities, and present evidence that the HTDS statistical power was inadequate due to complex uncertainties associated with the mathematical models and assumptions used to reconstruct individual doses. We conclude that, at the very least, the confidence intervals reported by the HTDS for thyroid cancer and other thyroid diseases are too narrow because they fail to reflect key uncertainties in the measurement-error structure. We recommend that the HTDS results be interpreted as inconclusive rather than as evidence for little or no disease risk from Hanford exposures. Health Phys. 92(2):99 -111; 2007
INTRODUCTION
THE HANFORD Thyroid Disease Study (HTDS) (Davis et al. 2002 examined a large number of doseresponse relationships for thyroid disease endpoints using multiple methods of analysis. The study detected no dose-response relation using a 0.05 level for statistical significance. The authors concluded that the cancer risk for children exposed to 131 I from Hanford releases is much lower than from similar doses from external exposures to penetrating radiation, from internal exposures to shorter-lived isotopes of iodine, or from exposures to 131 I after the Chernobyl accident. In companion papers, the authors maintained they had adequate statistical power to exclude false-negative results (Stram and Kopecky 2003; Davis et al. 2004; Kopecky et al. 2004 Kopecky et al. , 2005 . As discussed below, these findings are inconsistent with those from studies of other populations with environmental exposures to 131 I and raise important issues for radiation health research. Moreover, it is difficult to reconcile the HTDS results with the evidence for thyroid disease that has been reported for the Chernobyl accident, which also includes exposures primarily to 131 I. With this paper we hope to generate a dialogue on these issues. To begin the discussion, we describe the inconsistencies between the findings of the HTDS and other studies and the explanations that have been proposed for these differences. We then propose steps that can be taken to further clarify the issue, and suggest how the HTDS findings might be regarded by the scientific community in the interim.
OUTLINE OF POSITIONS
The authors of the HTDS attribute the differences in excess risk estimation between HTDS and other studies to differences in the dose and dose rates delivered by Hanford 131 I, the absence of releases of shorter-lived radionuclides that would elevate the dose rate of the total dose incurred, and the fact that many children exposed downwind of Chernobyl were deficient in stable dietary iodine. They have maintained in companion papers that their study had adequate statistical power to detect an excess risk of disease that would be consistent with results from other epidemiological investigations of children exposed to external radiation, weapons fallout, and Chernobyl 131 I (Stram and Kopecky 2003; Davis et al. 2002 Davis et al. , 2004 Kopecky et al. 2004 Kopecky et al. , 2005 . They contend that if an excess risk was present in the Hanford cohort, it was very low.
We believe that the anomalous findings of the HTDS can be explained by uncertainties associated with the mathematical models and assumptions used to reconstruct individual doses, which were more extensive than acknowledged. In their analysis of statistical power, the authors of the HTDS made the assumption that all uncertainties are non-differential, unshared Berkson measurement errors. Correcting for the presence of differential, systematic overestimation of individual dose with respect to the model covariates that determine individual dose would result in a reduction of the statistical power of the HTDS and an increase in the central value of the dose-response relationship, as well as an increase in the upper bound of the interval estimate. Accounting for the presence of large non-differential uncertainties (composed of mixtures of shared and unshared Berkson and classical measurement errors) results in a further reduction of the statistical power, an increase in the central values of the dose-response relationship, and a further widening of interval estimates about the excess relative risk (ERR) per unit dose .
Correcting for the presence of systematic and random sources of uncertainty would cause the intervals to overlap central estimates of the dose-response relationship reported for other epidemiologic studies of radiation-induced thyroid cancer. This overlap is particularly evident when the original dose-response data from exposure to external sources of radiation are adjusted for the effects of low doses and low dose rates through division by a distribution of values reported for the dose and dose-rate effectiveness factor (DDREF).
We believe that available scientific evidence does not support the assumption that the very large differences in dose response between the HTDS and other studies were caused by differences in the rates and types of exposure, the mixture of radionuclides involved, or the amount of stable iodine in the diet.
CONFLICTING EVIDENCE
Although the carcinogenicity of 131 I has been debated for decades, the issue has been settled by recent data from the Chernobyl accident. Studies of children exposed to 131 I from Chernobyl indicate that the risk for thyroid cancer increases with dose and that the quantitative estimates of excess risk obtained to date are not substantially different from excess risk estimates obtained from cohorts exposed to external sources of radiation (IOM/NRC 1999; UNSCEAR 2000) (Table 1) .
Although iodine deficiency appears to increase the ERR for 131 I-induced thyroid cancer by about a factor of three (Cardis et al. 2005) , the risk from 131 I is independent of that from iodine deficiency (Shakhtarin et al. 2003; Cardis et al. 2005; Tronko et al. 2006) . For the populations exposed to Chernobyl radiation releases, the contributions to thyroid dose from mixtures of both shortlived radionuclides (e.g., 132 I, radiotelluriums) or longlived radionuclides (e.g., 137 Cs) were less than a few percent (Gavrilin et al. 2004; Cardis et al. 2005; Minenko et al. 2006) .
There is also evidence supporting a causal relation between 131 I and thyroid neoplasia from follow-up studies of children exposed to fallout from atmospheric testing conducted at the Nevada Test Site (NTS) ( Table  1 ; Mallick et al. 2002; Lyon et al. 2006; Simon et al. 2006) . The estimates of excess risk from this population are similar to those identified for children exposed to external gamma and x rays from medical procedures; the similarity becomes stronger when the excess risks observed from acute exposure to high energy gamma rays and fractionated x rays are adjusted for low-dose and low dose-rate effects (Table 1) .
In their recent report, the BEIR VII Committee (NRC/ NAS 2006) concluded that the most realistic model for estimating radiogenic cancer risk is linear, with an ERR per unit dose that decreases with age at exposure. For thyroid cancer, the BEIR VII preferred model is:
ERR per Gy ϭ 0.53 exp ͓Ϫ0.083 ͑e Ϫ 30͔͒ for males,
and ERR per Gy ϭ 1.05 exp ͓Ϫ0.083 ͑e Ϫ 30͔͒ for females, (2) where e is the age at time of exposure. For chronic exposures to low linear energy transfer (LET) radiation such as 131 I, BEIR VII recommended dividing the ERR in the above equations by a DDREF that is described by a lognormal distribution with a geometric mean (GM) of 1.5 and an adjusted geometric standard deviation (GSD) of 1.35. The overall uncertainty in the ERR per Gy/ DDREF is approximated by a GSD of about 2.0.
For thyroid cancer, the risk coefficients developed by BEIR VII were derived from epidemiologic studies of children and adolescents exposed to external sources of penetrating radiation (Ron et al. 1995) . The BEIR VII committee relied on data from external exposures because risk coefficients based on epidemiologic data from populations exposed to internal sources of radiation are highly uncertain.
The BEIR VII committee concluded: "Although there are no strong reasons to think that the doseresponse from internal low-LET exposure would differ Land et al. 2003.) from that for external exposure, there is additional uncertainty in applying the BEIR VII risk models to estimate risks from internal exposure" (NRC/NAS 2006). As noted above, when quantifying the risk of thyroid cancer from prolonged low-dose exposures to low-LET radiation, the BEIR VII committee adjusted its preferred risk model through division by a DDREF, which introduced both a bias correction and additional uncertainty associated with chronic exposure to low-LET radiation.
In light of the preceding evidence for thyroid cancer risk following 131 I exposure, we conclude that the HTDS findings are either falsely negative or truly negative and explained by unique conditions. We explore each possibility in the following sections and suggest ways to clarify the controversy.
DOSE MODELS AND STATISTICAL POWER
Based on analyses of statistical power, the HTDS authors maintain that their findings are not falsely negative (Davis et al. 2002 Kopecky et al. 2004 Kopecky et al. , 2005 . However, if these analyses did not account for all factors that could reduce power, then the HTDS assertions overstate the certainty of the results and the power of the HTDS might be substantially lower than the authors claimed.
In the HTDS, cumulative doses to the thyroid were estimated for the 3,191 subjects by using a series of mathematical models to calculate the release, downwind dispersion, deposition, food-chain contamination, inhalation and ingestion of 131 I, and the absorption of energy resulting from the decay of 131 I in each subject's thyroid gland (Farris et al. 1994; Davis et al. 2002; . These models were linked with data obtained from individual exposure histories and estimates of the commercial distribution of fresh dairy products within the spatial and temporal domains of the HTDS. The information obtained for individual subjects in interviews and the assumptions made in characterizing the distribution of fresh dairy products are uncertain for a variety of reasons. These uncertainties, as well as those associated with other variables, such as estimates of 131 I release, dispersion, deposition, and food-chain transport, can widen the interval estimates of dose and ERR, and lower the statistical power of a study.
The exclusive reliance upon models for reconstructing 131 I exposures from the Hanford facility differs from the dose reconstructions for the NTS and Chernobyl. For the NTS study (Simon et al. 2006) , modeled doses were based on external exposure measurements or on the quantification of radionuclides deposited on gummed film collectors. The mathematical models used to estimate the interception of 131 I in NTS fallout by vegetation and the subsequent 131 I contamination of milk were somewhat similar to those used at Hanford, but Hanford modelers chose values for transfer coefficients that were markedly larger than those for the NTS, resulting in higher estimates of dose per unit deposition.
In contrast to the exclusive reliance upon mathematical models and assumptions about model coefficients by the HTDS, a variety of models and measurements were used to estimate doses for subjects in Chernobyl studies. These measurements included deposition of multiple radionuclides in soil and vegetation, radionuclide concentrations in milk and other foods, and measurements of radionuclide burdens in the thyroid glands of a large number of subjects. For the investigation of Chernobyl cohorts, models calibrated against available data were used to estimate individual exposures in those situations where direct measurements were unavailable (Gavrilin et al. 2004; Cardis et al. 2005; Tronko et al. 2006) .
Below, we describe the sources of dose uncertainty in the HTDS in more detail, and discuss the extent to which they have been considered in analyses of statistical power for the HTDS.
UNCERTAINTIES IN RESIDENCE HISTORIES AND DIETS OF SUBJECTS
Because HTDS subjects were infants or young children at the time of the largest 131 I releases, the most reliable residence and dietary information was obtained from parents or other knowledgeable respondents. For 1,979 of the subjects (62%), detailed residence and dietary histories were obtained through computerassisted telephone interviews (CATI) with these respondents . In the CATI interviews for those subjects who were born or breast-fed after the releases of 131 I began, interviewers obtained a limited dietary history for the subjects' mothers to estimate doses from prenatal exposures and from ingestion of human breast milk.
For the 1,212 subjects (38%) who could not identify knowledgeable sources of historical information, an abbreviated in-person interview was administered to obtain residence history and to determine whether subjects consumed fresh milk or dairy products. These subjects were assigned the same rates of food intake, based on typical diets. Because the dietary histories and breastfeeding practices of the mothers of these subjects could not be obtained, it was assumed that cow's milk consumption began at birth. This assumption was not, however, supported by the HTDS data obtained from those subjects who were able to provide interviews, since 69% of the subjects with CATI interviews reportedly did not consume fresh dairy products in the first 6 mo of life . The dose estimates for 38% of the study subjects were, therefore, far more uncertain than those for the remainder of the study population. This uncertainty includes the potential for bias in the dose estimate for these study subjects.
For the HTDS, the absence of reliable information on residence history, dietary intake of 131 I-contaminated food, and the impact of breast-feeding on exposure to 131 I all lead to increased uncertainty and the potential for both non-differential and differential misclassification of dose estimates for individual subjects and for groups of subjects. Individual-dose error that is independent of the true exposure, outcome, covariates, and other errors (classical error) would, under these circumstances, bias estimates of risk towards the null and obscure positive dose-response relations (Rothman and Greenland 1998; Carroll et al. 2006) . In dose-response models, classical error and systematic overestimation of dose have similar effects-both induce bias towards underestimating the true dose-response relationship (NRC/NAS 2006) .
The HTDS reported no evidence of bias associated with the lack of exposure information for the subjects without CATI interviews, and did not detect confounding by or heterogeneity across the sources of dosimetry data (Davis et al. 2002 . However, the study authors did not consider the impacts of systematic overestimation of doses for the 38% of subjects without CATI interviews on (a) the modeling of dose-response relationships, (b) their confidence intervals (Davis et al. 2002 , or (c) the estimates of statistical power for these models (Stram and Kopecky 2003; Kopecky et al. 2004) .
The methods used for reconstructing individual exposure histories for Hanford subjects are different from those applied to other populations with environmental exposures to 131 I. For the studies of children exposed to NTS fallout, residence and dietary histories were obtained directly from the parents of child subjects or from other knowledgeable sources within 15 y of exposure (Simon et al. 2006) . In the Chernobyl studies with dose estimates for individual subjects, data for exposure reconstruction were also obtained through interviews, which were conducted within no more than a few years of exposure.
UNCERTAINTIES IN DOSE MODELS
Dose estimates made with mathematical exposure models are known to be associated with large and complex uncertainties (Hoffman 1999; Mallick et al. 2002; Schafer and Gilbert 2006) . These uncertainties include shared and unshared mixtures of Berkson (i.e., true doses independently distributed about assigned values) and classical measurement errors (i.e., dose estimates or measurements independently distributed about true values), as well as sources of bias leading to differential errors (errors that depend on covariates or outcomes) and dependent errors across subjects or groups of subjects.
For example, one of the most important parameters in dose reconstruction models for 131 I is the coefficient used to represent the transfer from animal intake to milk (F m ). The HTDS assigned median values to F m of 0.012 d L Ϫ1 for milk produced by commercial dairy cows, and 0.009 d L Ϫ1 for backyard cows (Snyder et al. 1994) . For the NTS study, the median value of F m was about 0.004 d L Ϫ1 for both sources of cow's milk (Stevens et al. 1992; NCI 1997) . Recent model testing using Hanford data from 1963 indicates that the median value for F m could be as low as 0.002 d L Ϫ1 (Apostoaei 2005) . There is also an indication that the uncertainty in F m was substantially underestimated in the HTDS. For commercial sources of milk, the uncertainty for F m was constrained to a standard deviation of 0.0002 d L Ϫ1 about a mean value of 0.012 d L Ϫ1 (approximating a GSD of 1.18) (Snyder et al. 1994) . For the NTS study, a GSD of close to 2.0 was assigned (Stevens et al. 1992) . In their analyses of statistical power, the HTDS did not consider the impact of different, but possibly true values of F m among various sources of commercial and noncommercial milk. Because thyroid dose is a linear function of F m , it is likely that the HTDS thyroid doses were overestimated and their uncertainties underestimated for individuals who consumed commercial sources of fresh cow's milk. Problems associated with the choice of a distribution of values for F m in the HTDS have been identified in previous reviews (Hoffman 1993; NRC/ NAS 2000) .
In this paper, we do not have sufficient space to discuss other sources of uncertainty and potential bias in the dose reconstruction data used in the HTDS. We have, however, summarized the important ones in Table 2 .
DOSE UNCERTAINTY AND VARIABILITY
In the HTDS, the uncertainty in dose estimation was represented by 100 unique sets, or vectors, of alternate dose realizations for each of 3,191 subjects. These realizations of dose were implemented with Monte Carlo sampling of the probability distributions assigned to the model inputs and coefficients for which uncertainties had been characterized. These 100 dose realizations approximated a lognormal distribution, characterized by a GM and a GSD. The average of the GSDs for uncertainty in the doses estimated for each single subject was 2.16. The range of individual dose GSDs was from 1.56 to 5.42.
We found that the dose uncertainties for individual subjects produced by the suite of Hanford dose reconstruction models are too low when compared with the uncertainty in the coefficients responsible for individual doses. The individual dose uncertainties reported for specific subjects in the HTDS are also low compared with the dose uncertainties produced by other modeling methodologies (NCI 1997; Stevens et al. 1992; Simon et al. 2006; Apostoaei 2005) .
The uncertainty in the dose conversion factors for ingestion of 131 I used to determine HTDS doses was described by a GSD of 2.0 (Snyder et al. 1994) . Given that the dose conversion factor applied to a specific individual is highly correlated, even for an individual exposed in one or more years, the overall uncertainty in doses to specific members of the HTDS cohort should be characterized by a GSD of at least 2.0 or greater. Accounting for uncertainty in the dose conversion factors and for the uncertainty in other parts of the model (including the forementioned uncertainty in the F m for commercial cow's milk), we estimate that the GSD in the doses for any member of the HTDS cohort should be described by a GSD of at least 2.3 or higher. However, more than 50% of the GSDs estimated in the HTDS for subject-specific doses are smaller than 2.3 (Davis et al. 2002) . We believe that the reason for this apparent suppression of uncertainty is the assumption of independence among uncertain model parameters when doses were obtained by summation over a series of days, months, and locations-conditions for which the uncertainty in model parameters is not independent.
For the dose distribution of an individual subject, a GSD of 2.3 or higher indicates high potential for dose misclassification, given that the uncertainty in each individual's dose will only be partially correlated with the uncertainty in the dose for other individuals in the HTDS cohort. Compared with the range of intraindividual dose uncertainty, the inter-individual variability of median doses in the HTDS was relatively low. The median doses for subjects ranged from 0.0029 to 2823 mGy, with a GSD of 2.69. Thus, the range of uncertainty about an individual's dose could span much of the entire range of the variability for the median individual doses for all study subjects.
SIMULATIONS OF EXCESS RISK AND STATISTICAL POWER WITH DOSE UNCERTAINTIES
The HTDS authors noted that uncertainties in the individual dose estimates could reduce study power and conducted simulation analyses that showed the impact of these uncertainties on study power to be negligible (Davis et al. 2002) . These analyses were expanded by "An important qualifying issue, however, that merits some discussion here are errors in individual-level input data to the system, such as location, milk drinking habits, etc. In constructing a dosimetry system physicists tend to assume that these individual-level data are known without error, which may be very far from true in situations like the Hanford Thyroid Disease Study, which relied in part upon interview responses regarding personal behavior occurring more than 4 decades in the past. One approach to dealing with this issue from the point of view of the user of the system is to adopt a model for the errors in the input data and to perturb those data according to that model in repeated runs of the dosimetry system . . . Note that assuming a Berkson model for errors in the input data (in which the true input data is assumed to be distributed around the reported data independently for each individual) generally is not appropriate . . . A much better approach to dealing with errors in the input data is to adopt a classical error model in which the reported input data are distributed with mean equal to the truth. This leads to a classical "pull toward the center" of the distribution when the distribution of true input data around reported input data is constructed. . . . Perturbing . . . in this fashion reduces the variance . . . and hence reduces the estimate of study power appropriately" [emphasis added].
To explore the impact of Berkson and classical uncertainties on statistical power, we used the model of Reeves et al. (1998) and Mallick et al. (2002) Simulations were performed with Berkson errors ranging between 70% and 100%, with correlation in uncertainties of 0% and 50%. The parameter values and supporting assumptions were selected to produce conditions similar to those for the dose-response analyses for thyroid neoplasia in the HTDS. Statistics were computed using likelihood methods. We restricted the ERR/Gy estimates and the upper end of confidence intervals to between 0.0 and 40.0. For hypothesis testing and confidence intervals, we used likelihood-ratio statistics; all tests were two-sided.
For these simulations, the true ERR/Gy was arbitrarily specified as 4.0, resulting in a statistical power of 0.80 when all uncertainty was unshared Berkson error. The simulation scenarios depended on the percentage of Berkson uncertainty and the common correlation in the shared Berkson uncertainties. For each of the eight scenarios, 500 simulated data sets were constructed. The mean number of disease cases for each scenario was computed by simulating samples of 3,000 subjects a total of 5,000 times and then averaging.
The results of the simulation experiment (Table 3) show that the simulated estimates of the number of cases and ERR per Gy are comparable to those reported in the HTDS, indicating that inferences regarding the effects of dose uncertainty on statistical power are relevant to the conditions of the HTDS dose-response analysis. The simulations indicate that shared (correlated) Berkson uncertainties lower statistical power over the spectrum of combinations of Berkson and classical uncertainties. The greatest impact of shared uncertainty on power occurs when all uncertainty is Berkson, resulting in a reduction in power from 75% to 66% (Table 3) . This is consistent with the results of Stram and Kopecky (2003) in their simulation of Berkson uncertainties. The presence of classical uncertainties also lowers statistical power. For example, if all uncertainties are Berkson and unshared, the power is 75%; if the Berkson uncertainties are all unshared but 20% of the total uncertainty is classical, then the power drops to 55%; if Berkson errors are 50% unshared, then the power drops to 49%.
The upper end of the 95% confidence interval for ERR/Gy is not dramatically affected by the presence of shared Berkson uncertainties (Table 3 ). The presence of classical error leads to smaller upper confidence limits for the correctly specified measurement error-corrected estimator.
We also conducted a second set of simulations with conditions similar to those for the first set, except that the cumulative baseline risks per person were lower (for men, 0.0024, and for women, 0.0070) and the ERR was higher (6.5 per Gy). The results, not given here, paralleled the first simulation experiment, producing drops in power with increases in the proportion of shared Berkson uncertainty and with increases in the proportions of classical uncertainty.
Because it is possible that more than 20% of the uncertainty in HTDS doses estimates was classical, our simulations suggest that the HTDS dose-response analyses could have been underpowered. In any event, the intervals for the dose response presented by the HTDS do not incorporate uncertainty about the structure of the measurement error and hence are too narrow, particularly the upper ends of the confidence intervals for the estimates of the ERR per Gy. The extent of this problem can be studied with a more detailed analysis of the classical uncertainties in the HTDS dose estimates.
ESTIMATES OF EXCESS RISK WITH IMPROVED ACCOUNTING FOR DOSE UNCERTAINTIES
Regardless of whether or not the HTDS was underpowered, it is possible to make inferences about the exposure-risk relation based on existing data. Specifically, accounting more thoroughly for the effects of dose uncertainty on estimating the thyroid cancer risk should raise the central values and widen the confidence intervals of the risk estimates reported by Davis et al. (2002 Davis et al. ( , 2004 . Even when dose uncertainty is ignored, the upper 95% confidence limit of the cumulative individual risk of thyroid cancer per Gy reported by the HTDS is 0.017. This is equivalent to an ERR at 1 Gy of 4.2 [commensurate with a cumulative background risk of 0.006 per person for females and 0.002 for males (Davis et al. 2002) ]. When uncertainty in the slope per Gy and cumulative background are taken into account, the ERR/Gy ranges from 0.0 to 4.6, with a central value of 0.48 (Table 1 ). An ERR per Gy of 4.6 is a value well within the confidence intervals of the ERR reported in other epidemiologic studies (Table 1) and produced by the preferred models of BEIR VII (NRC/NAS 2006). Mallick et al. (2002) have shown that accounting for mixtures of Berkson and classical measurement errors will increase the upper confidence limits of ERR/Gy estimates by a factor of as much as two over those produced using mean estimates of individual doses and ignoring the presence of dose uncertainty. Increasing the upper confidence limit of the HTDS ERR at 1 Gy by factors of 2 to 4 (from 4.6 to 9.2, up to 18.4) to account for complex combinations of mixtures of systematic and random sources of dose uncertainty will cause the range of cancer risk estimates in the HTDS to overlap the central values of most ERR per Gy estimates published for children exposed to external radiation or fallout 131 I (Table 1) .
The estimates of ERR per Gy in Table 1 have been adjusted using a probability distribution for the DDREF, in order to account for differences in the ERR per Gy between acute exposures to high energy gamma radiation (or fractionated exposures to x rays) and the ERR per Gy resulting from chronic, low dose-rate exposures to low-LET radiation, such as for exposure to 131 I. The probability distribution of the DDREF is taken from Land et al. (2003) , and is specific for the radiogenic risk of thyroid cancer. Although not shown, similar results would have been obtained using the probability distribution of DDREF for all solid tumors, as was recently recommended by the BEIR VII Committee of the National Academy of Sciences (NRC/NAS 2006) .
STATISTICAL POWER FOR ALTERNATE ANALYSES
The HTDS conducted a variety of alternate analyses to determine whether their results could have been influenced by a variety of factors associated with dose estimation and statistical analyses. These included: 1) alternate definitions of disease outcome; 2) alternate dose-response models; 3) alternate sources of exposure data for individual subjects; 4) explorations of the impact of including or excluding participants who might have strong influences on dose-response relations; and 5) assessments of confounding and effect modification by selected covariates for outcomes other than thyroid neoplasia (Davis et al. 2002 . The HTDS authors determined that the conclusions from their primary analyses were not altered by the results of the alternate analyses .
The HTDS also conducted analyses that did not rely on estimated doses for individual subjects by using county of residence as a surrogate for dose (Davis et al. 2002) . The results from these analyses did not change the results from the primary analyses, and the study authors concluded that this evidence provided some reassurance that exposure misclassification was not responsible for the results in their primary analyses .
Each of the alternate analyses was performed with the primary analytic dataset, or with a subset composed of fewer subjects than the original-resulting in the same problems with low statistical power that were identified for the primary analyses. Since ecologic exposure estimates are far more uncertain and variable than the individual doses used in the HTDS primary analyses, the statistical power for the alternate analyses would be expected to be even lower than for the primary analyses.
Consistency between negative findings from epidemiologic studies with low statistical power is not informative with regard to the issue of disease causation, as both the absence of a causal relation and the presence of type-two errors can explain the consistency equally well. Therefore, the negative results from the alternate HTDS analyses do not definitively support the primary findings. The same can be said for the consistency between the HTDS findings and those from a recent analysis of thyroid cancer mortality in Hanford-area counties (Boice et al. 2006) -an ecologic study with a high potential for exposure uncertainty, misclassification and low statistical power.
It is not surprising, therefore, that the alternate analyses produced statistically inconclusive results.
PROPOSED EXPLANATIONS FOR HTDS NEGATIVE FINDINGS
Both the HTDS researchers and the BEIR VII Committee proposed possible explanations for why the HTDS results are different from those of the studies of persons exposed to 131 I from the NTS and Chernobyl (Davis et al. 2002 NRC/NAS 2006) . These include: (a) doses from short-lived radionuclides at Chernobyl and NTS, rather than 131 I, were responsible for the elevated risks for thyroid cancer in studies of NTS and Chernobyl populations; (b) the prevalence of an iodine-deficient diet in Chernobyl populations was responsible for the elevated thyroid cancer risks from Chernobyl; c) investigator bias explains the positive findings in studies of children exposed to NTS fallout; and (d) children at Hanford were exposed to 131 I at dose rates that were substantially lower than those for other exposed populations, and the cancer risk at these lower dose rates is less than that from higher dose rates.
The first three of these explanations were proposed with no supporting data and are contradicted by available evidence. Short-lived radionuclides were not important contributors to thyroid doses from NTS fallout; rather, 131 I has been found to be the major source, and thyroid doses in the reports by Simon et al. (2006) and Lyon et al. (2006) were based on doses that were predominantly from 131 I and 133 I. For Chernobyl, the doses to children were predominantly from 131 I, with external radiation and shorter-lived isotopes of iodine and other radionuclides contributing merely a few percent to the total dose (Gavrilin et al. 2004; Cardis et al. 2005; Minenko et al. 2006) . There is no evidence to support the theory that the excess risk for thyroid cancer from 131 I in Chernobyl populations is due exclusively to iodine-deficient diets, and recent findings indicate that the effects of iodine deficiency are independent of those from 131 I (Cardis et al. 2005; Tronko et al. 2006) .
Regarding investigator bias in the reports of Stevens et al. (1992) and Kerber et al. (1993) , the reanalysis of these data included a blind review of all diagnoses by medical experts who concurred with most of the original diagnoses; most corrections in the reanalysis were to dose estimates for individual subjects (Lyon et al. 2006; Simon et al. 2006) . Moreover, the finding of a doseresponse relation based on estimated doses (which were unknown at the time of examination) is unlikely to have been influenced by medical examiners knowing where a subject lived and whether or not they had been diagnosed with thyroid cancer.
WAS THE PATTERN OF HANFORD 131 I EXPOSURES UNIQUE?
The fourth proposed explanation for the differences between the results of the HTDS and those of NTS and Chernobyl cohorts is based on the untested hypothesis that there are differences between the biological effectiveness of various low-dose-rate exposures to ionizing radiation. The HTDS authors proposed that the 131 I releases from Hanford occurred over longer time periods than those from the NTS or from Chernobyl, and that the thyroid cancer risk per unit dose from 131 I at these lower dose rates was much less than the risk from exposures at higher dose rates. This explanation is based on two suppositions: the doses from Hanford 131 I were actually delivered at dose rates that were substantially different from those for the NTS and Chernobyl, and the difference in dose rates could produce the differences between excess risk estimates that were observed.
At Hanford, the 131 I releases were nearly episodic in frequency, and the majority of the total dose to the thyroid glands of exposed persons was delivered over several months during 1945 (Heeb and Bates 1994) . Because most of the subjects in the HTDS cohort received the greatest contribution to total individual dose from 131 I releases that occurred in 1945, thyroid doses were actually delivered over time periods that were not much longer than those for Chernobyl or the NTS. By comparison, the majority of the thyroid dose for Chernobyl subjects was delivered over a period of about 6 weeks following the initial 10 days of releases that occurred beginning on 26 April 1986 (UNSCEAR 2000). For the NTS cohorts, doses were accumulated during a period of about four weeks subsequent to each deposition event, and many subjects were exposed to fallout from multiple atmospheric tests (Simon et al. 2006) . Although there are differences between the low dose rates encountered at Hanford, the NTS and Chernobyl, these differences are not substantial.
We are aware of no evidence that directly supports the hypothesis that modest differences in low dose rates substantially influence thyroid cancer risks from 131 I exposures in the ranges of thyroid doses reported for NTS, Chernobyl and Hanford. At no point in its report did the BEIR VII Committee (NRC/NAS 2006) conclude that prolonged exposures at very low dose rates result in lower risks per unit dose than chronic low dose-rate exposures at somewhat higher dose rates. Rather, the BEIR VII Committee applied the same distribution for the DDREF over the entire spectrum of low dose rates, including doses accumulated chronically and continuously over a lifetime.
Moreover, the BEIR VII committee did not conclude that the risk per unit dose for thyroid cancer from exposures to pure 131 I would be lower than the risk from internal exposure to mixtures of 131 I and other shorterlived radionuclides or from fractionated or prolonged exposure to external sources of radiation. On the other hand, BEIR VII did acknowledge evidence for a higher radiobiological effectiveness on the order of a factor of two to three associated with exposure to low-energy photons or x rays. These differences are small compared to the order-of-magnitude difference between point estimates from the HTDS dose-response models for thyroid cancer and those reported for other studies (Table 1) .
The HTDS low-dose-rate hypothesis has little support from the consensus of experts or from epidemiologic evidence. Although data from the HTDS might be used in re-analyses to explore whether the risks for subjects who received doses at very low dose rates are different from those for subjects who received doses delivered over shorter time intervals, it is unlikely that such analyses would have adequate statistical power.
CONCLUSION
We have provided evidence that the negative results of the HTDS could be due to inadequate statistical power due to the presence of large and complex uncertainties in the modeled doses for individual subjects. Although HTDS researchers have addressed this possibility to some extent (Stram and Kopecky 2003; Kopecky et al. 2004) , there is a need for additional analyses. Further investigations should address the effects on statistical power or interval estimates of the ERR/Gy from shared and unshared Berkson errors mixed with classical errors, combined with varying potential degrees of systematic bias within the dose estimates for each individual member of the HTDS cohort.
Even if there is no consensus that low statistical power best explains the negative results, the incomplete accounting for complex combinations of uncertainties about the error structure of individual dose estimates has resulted in interval estimates on the dose-response relationships for specific thyroid disease endpoints that are too narrow. These should be adjusted appropriately. Similar conclusions were reached by Kopecky et al. (2006) , who addressed the effect of classical errors in dose estimates on the ERR/Gy for thyroid cancer in childhood cohorts in Russia who were exposed to Chernobyl 131 I. By incorporating the effect of classical errors, the point estimate of the ERR/Gy nearly tripled over the case where uncertainty in dose estimation was ignored. In addition, the 95% interval about the point estimate of the ERR/Gy increased markedly.
Until the issues we have identified are resolved, it is premature to conclude that excess thyroid cancer risks in the Hanford cohort are lower than those that have been estimated from other epidemiologic studies. We recommend that in the interim, estimates of excess risk for persons exposed to 131 I from Hanford combine data from other epidemiologic studies with those from the HTDS. This task will require a more detailed analysis of the effect of errors in dosimetry on the interval estimates of the ERR per Gy, with methods of Monte Carlo or Bayesian bias analyses, as suggested by Greenland (2005) .
Although we have addressed only thyroid neoplasia, our concerns are also relevant to the other disease endpoints evaluated in the HTDS, as are our recommendations for estimating excess risks of these thyroid diseases. We hope that our paper will foster continuing debate and discussion of these issues.
