Then there exists a unique element {ey} El2 such that the infimum in («') inf { ¿ | h -a¡\2: {a,} G P, ¿ k,\ at\2 g M2} is achieved. This is given by e¡ = (1 -\-'Kkj)~1hj, where X is the unique positive root of £"-0 kj(l +\k])-1\hj\2 = M2. Davis proved the result by first considering the extremal problem for ra dimensional Euclidean space Rn. In this case the problem has the following geometric interpretation :
(a") Let E be the hyperellipse {(oi, • • • , an): ]£?"" kjOJ^M2} in Rn and suppose that h = (hi, • ■ ■ , hn) is not in E. Find the vector e in E such that the distance from h to e is a minimum.
This Rn problem is readily handled by Lagrange multipliers. The growth condition on the k¡ permits the use of finite dimensional approximations to deduce the more general result. See [l] It is clear that (a') is a special case of (a). If A is specialized so that A-1 exists and is a Schmidt-Hilbert operator, then Davis' theorem and Theorem 1 are in fact equivalent.
Our proof of Theorem 1 is carved up into three lemmas. ThroughReceived by the editors May 11, 1964. n-*» n-»« Thus A**a = b, and since A is closed, Aa = b. \\Aa\\ ^lim infn..00||ylan!| M, so a is in the convex set.
The following lemma is basic for our proof, and despite appearances, is quite geometrical in nature. Suppose 3C = P" and consider the situation of (a")-2(i) states that if a is tangent to the boundary of E at e, then h -e is perpendicular to a. 2 (ii) shows that the angle between h -e and e satisfies -tt/2^6^t/2.
Lemma 2. (i)
If aE£>iA) and {Ae, .4a) = 0, then {h-e, a) = 0. In particular, if Ae = 0 then e = h.
(ii) (h-e, e) = 0.
Proof. We shall give the proof for complex Hilbert spaces only as the real case can be then handled by simple modifications. Assume the hypotheses of (i). With no loss in generality we may assume that \\Aa\\ = M. Let ß and v be complex numbers such that | ju 12+1 ¡> |2 :£ 1.
Then \\A(jj.e+va)\\¿M.
Thus Og||Ä-jue-i'ß||2-||A-e||2, so 0 á2 Re[(l-ß*)(h-e, e)]-2 Re[v*(h-e,a)]+\\il-ß)e-w\\2,where * is the complex conjugation operation. We derive (i) and (ii) by selecting suitable ß and v. To prove (i) choosey = 1 -t, 0 <t < 1, and v = (2/ -i2)1'2 sgn (h -e, a). Then0^-2i2t-t2)1i2\(h-e,a)\ +0(t) as i->0 + , and this implies (i). Next we prove (ii). Pick 6 so cos 0>O, and set ß* = l-ei6t, 0</, t small, a = 0, and v = 0. Then 0^2« Re[eie(h-e, e)]+0(t2) as t-+0+, so Re[eie(h -e, e)]=0. This implies (ii). This problem is equivalent to (a') by an obvious change of variables.
We turn now to a generalization of (ß'). 
