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Abstract
High-dimensional graphical models are important tools for characterizing complex
interactions within a large-scale system. In this thesis, our emphasis is to utilize
the increasingly popular regularization technique to learn sparse graphical models,
and our focus is on two types of graphs: Ising model for binary data and nonpara-
normal graphical model for continuous data. In the first part, we propose an effi-
cient procedure for learning a sparse Ising model based on a non-concave penalized
composite likelihood, which extends the methodology and theory of non-concave pe-
nalized likelihood. An efficient solution path algorithm is devised by using a novel
coordinate-minorization-ascent algorithm. Asymptotic oracle properties of our pro-
posed estimator are established with NP-dimensionality. We demonstrate its finite
sample performance via simulation studies and real applications to study the Human
Immunodeficiency Virus type 1 protease structure. In the second part, we study the
nonparanormal graphical model that is much more robust than the Gaussian graph-
ical model while retains the good interpretability of the latter. In this thesis we
show that the nonparanormal graphical model can be efficiently estimated by using
a unified regularized rank estimation scheme which does not require estimating those
unknown transformation functions in the nonparanormal graphical model. In partic-
ular, we study the rank-based Graphical LASSO, the rank-based Dantzig selector and
the rank-based CLIME. We establish their theoretical properties in the setting where
the dimension is nearly exponentially large relative to the sample size. It is shown
that the proposed rank-based estimators work as well as their oracle counterparts in
both simulated and real data.
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Chapter 1
Introduction
Nowadays, massive high-dimensional data are being routinely generated in various
research fields, such as image processing, web mining, computational biology, climate
studies, risk management and so on. How to succinctly characterizing complex inter-
actions within a large-scale system is still an extremely challenging problem rooted
in many real-world applications throughout science and engineering.
• One of our motivating examples is to study the associated viral mutations in
the drug resistance of HIV-1-infected patients by investigating the inter-residue
contacts between HIV-1 protease mutations and susceptibility to HIV antiretro-
viral therapy drugs. The viral mutation data are binary, and the Ising models
from the statistical physics are usually used to study the underlying interactions
of binary networks in practice. However, estimating the high-dimensional Ising
model requires extremely intensive computation due to the intractable partition
function. Thus, it is still a complicated task to discover the interaction patterns
in the large scale binary network.
• The other motivating example is to analyze microarray gene expression measure-
ments for recovering the isoprenoid genetic regulatory network in Arabidposis
thaliana, which is one popular model organism in plant biology and genetics.
The gene expression values are continuous data, and the common approach is
1
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to study the underlying interactions (i.e. conditional dependencies) under the
Gaussian graphical model. However, as evidenced in the normality test, the
normal assumption usually appears to be inappropriate for the gene expression
values with or without the log-transformation preprocessing. How to estimate
the complex network effectively and efficiently from the high-dimensional non-
normal data is still a difficult task.
In addition to these two examples, similar problems to construct large-scale binary
or non-normal networks also arise in the real-world analysis of biological, geological,
social or financial networks.
In this thesis, we emphasize the desirable parsimony in the estimation of graphical
models, which offers an accurate predictive graph with a concise representation of
complex interactions within a large-scale system. In particular, we utilize the well-
developed regularization technique to learn sparse graphical models, and our focus
is on two types of graphs: Ising model for binary data and nonparanormal graphical
model for continuous data. In what follows, we outline the main results of this thesis.
The details of Chapter 2 and Chapter 3 correspond to Xue et al. (2012) and Xue and
Zou (2011) respectively.
In Chapter 2, we consider the problem of estimating a sparse Ising model for the
binary data. To this end, we propose an efficient procedure for learning a sparse
Ising model based on a non-concave penalized composite likelihood, which extends
the methodology and theory of non-concave penalized likelihood. An efficient solution
path algorithm is devised by using a novel coordinate-minorization-ascent algorithm.
Asymptotic oracle properties of our proposed estimator are established with NP-
dimensionality. Technical proofs are given in the Appendix A.
In Chapter 3, we consider the problem of estimating a sparse nonparanormal
graphical model for the non-normal data. The nonparanormal graphical model is
introduced as a robust alternative to the Gaussian graphical model, while it retains
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the good interpretability of conditional independencies as in the latter model. We
show that the nonparanormal graphical model can be efficiently estimated by using
a unified regularized rank estimation scheme which does not require estimating these
unknown transformation functions. In particular, we study the rate of convergence
and the graphical model selection consistency of the rank-based Graphical LASSO,
the rank-based Dantzig selector and the rank-based CLIME in the high-dimensional
setting where the dimension is nearly exponentially large relative to the sample size.
Simulated and real data demonstrate that the proposed rank-based estimators work
as well as their oracle counterparts. Technical proofs are given in the Appendix B.
Chapter 2
Estimating Sparse Ising Models
2.1 Introduction
The Ising model was first introduced in statistical physics (Ising, 1925) as a mathemat-
ical model for describing magnetic interactions and the structures of ferromagnetic
substances. Although rooted in physics, the Ising model has been successfully ex-
ploited to simplify complex interactions for network exploration in various research
fields such as social-economics (Stauffer, 2008), protein modeling (Irba¨ck et al., 1996),
and statistical genetics (Majewski et al., 2001). Following the terminology in physics,
consider an Ising model with K magnetic dipoles denoted by Xj, 1 ≤ j ≤ K. Each
Xj equals +1 or −1, corresponding to the up or down spin state of the j-th magnetic
dipole. The energy function is defined as E = −1
4
(
∑
i 6=j βijXiXj), where the coupling
coefficient βij describes the physical interactions between dipoles Xi and Xj under the
external magnetic field, βii = 0 and βij = βji for any (i, j). According to Boltzmann’s
law, the joint distribution of X = (X1, · · · , XK) should be
Pr(X1 = x1, · · · , XK = xK) = 1
Z(β)
exp(
∑
(i,j)
βijxjxi
4
), (2.1)
where Z(β) is the partition function.
4
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In this chapter we focus on learning sparse Ising models, i.e., many coupling
coefficients are zero. Our research is motivated by the HIV drug resistance study
where understanding the inter-residue couplings (interactions) could potentially shed
light on the mechanisms of drug resistance. A suitable statistical learning method is
to fit a sparse Ising model to the binary data, in order to discover the inter-residue
couplings. More details are given in Section 2.5. In the recent statistical literature
penalized likelihood estimation has become a standard tool for sparse estimation.
See a recent review paper by Fan and Lv (2010). In principle we can follow the
penalized likelihood estimation paradigm to derive a sparse penalized estimator of
the Ising model. Unfortunately, the penalized likelihood estimation method is very
difficult to compute under the Ising model because the partition function Z(β) is
computationally intractable when the number of dipoles is relatively large. On the
other hand, the composite likelihood idea (Lindsay, 1988; Varin et al., 2011) offers a
nice alternative. To elaborate, suppose we have N independent identically distributed
(iid) realizations of X from the Ising model, denoted by {(x1n, ..., xKn), n = 1, ..., N}.
Let θj = P (Xi = xj|X(−j)), describing the conditional distribution of the jth dipole
given the remaining dipoles, where X(−j) denotes X with the j-th element removed.
By (2.1), it is to easy see that for the n-th observation
θjn =
exp(
∑
k:k 6=j βjkxjnxkn)
exp(
∑
k:k 6=j βjkxjnxkn) + 1
.
Note that θjn does not involves the partition function. The conditional log-likelihood
of the j-th dipole given the remaining dipoles is given by
`(j) =
1
N
N∑
n=1
log(θjn).
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As in Lindsay (1988) a composite log-likelihood function can be defined as
`c =
K∑
j=1
`(j).
This kind of composite conditional likelihood was also called pseudo-likelihood in
Besag (1974). Another popular type of composite likelihood is composite marginal
likelihood (Varin, 2008). Maximum composite likelihood is especially useful when
the full likelihood is intractable. Such an approach has important applications in
many areas including spatial statistics, clustered and longitudinal data and time
series models. A nice review on the recent developments in composite likelihood can
be found in Varin et al. (2011).
To estimate a high-dimensional sparse Ising model, we consider the following
penalized composite likelihood estimator
β̂ = arg max
β
{`c(β)−
K∑
j=1
K∑
k=j+1
Pλ(|βjk|)} (2.2)
where Pλ(t) is a positive penalty function defined on [0,∞). In this work we focus
primarily on the LASSO penalty (Tibshirani, 1996) and Smoothly Clipped Absolute
Deviation (SCAD) penalty (Fan and Li, 2001). The LASSO penalty is Pλ(t) = λt.
The SCAD penalty is defined by
P ′λ(t) = λ
{
I(t ≤ λ) + (aλ− t)+
(a− 1)λ I(t > λ)
}
, t ≥ 0; a > 2.
Following Fan and Li (2001) we set a = 3.7. We should make it clear that when
Pλ(t) is non-concave, β̂ should be understood as a good local maximizer of (2.2). See
discussions in Section 2.2.
The optimization problem in (2.2) is very challenging because of two major issues:
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(1) the number of unknown parameters is 1
2
K(K − 1) and hence the optimization
problem is high-dimensional in nature; and (2) the penalty function is concave and
non-differentiable at zero, although `c is a smooth concave function. We propose
to combine both strengthes of the coordinate-ascent and minorization-maximization
principles, which results in two new algorithms, CMA and LLA-CMA, for computing
a local solution of the non-concave penalized composite likelihood. See Section 2.2
for details. With the aid of the new algorithms, the SCAD penalized estimators are
able to enjoy computational efficiency comparable to that of the LASSO penalized
estimator.
Fan and Li (2001) advocated the oracle properties of the non-concave penalized
likelihood estimator in the sense that it performs as well as the oracle estimator which
is the hypothetical maximum likelihood estimator knowing the true submodel. Zhang
(2010a) and Lv and Fan (2009) were among the first to study the concave penalized
least-squares estimator with NP-dimensionality (i.e. p can grow faster than any poly-
nomial function of n). Fan and Lv (2011) studied the asymptotic properties of non-
concave penalized likelihood for generalized linear models with NP-dimensionality. In
this chapter we show that the oracle model selection theory remains to hold nicely for
non-concave penalized composite likelihood methods with NP-dimensionality. Fur-
thermore, we show that under certain regularity conditions the oracle estimator can
be attained asymptotically via the LLA-CMA algorithm.
There is some related work in the literature. Ravikumar et al. (2010) viewed the
Ising model as a binary Markov graph and used a neighborhood LASSO-penalized
logistic regression algorithm to select the edges. Their idea is an extension of neigh-
borhood selection by LASSO regression proposed by Meinshausen and Bu¨hlmann
(2006) for estimating Gaussian graphical models. Ho¨fling and Tibshirani (2009)
suggested using the LASSO-penalized pseudo-likelihood to estimate binary Markov
graphs. However, they did not provide any theoretical result nor application. In this
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chapter we compare the LASSO and the SCAD penalized composite likelihood esti-
mators and show the latter has substantial advantages with respect to both numerical
and theoretical properties.
The rest of this chapter is organized as follows. In Section 2.2, we introduce the
CMA and LLA-CMA algorithms. The statistical theory is presented in Section 2.3.
Monte Carlo simulation results are shown in Section 2.4. In Section 2.5 we present
a real application of the proposed method to study the network structure of the
amino-acid sequences of retroviral proteases using data from the Stanford HIV drug
resistance database. Technical proofs are relegated to the Appendix A.
2.2 Computing Algorithms
In this section we discuss how to efficiently implement the penalized composite like-
lihood estimators. As mentioned before, the computational challenges come from (1)
penalizing the concave composite likelihood with a non-concave penalty which is not
differentiable at zero; (2) the intrinsically high dimension of the unknown parame-
ters. Zou and Li (2008) proposed the local linear approximation (LLA) algorithm to
derive an iterative `1 optimization procedure for computing non-concave penalized
estimators. The basic idea behind LLA is the minorization-maximization principle
(Lange et al., 2000; Hunter and Lange, 2004). Coordinate-ascent (or descent) algo-
rithms (Tseng, 1988) have been successfully used for solving penalized estimators with
LASSO-type penalties. See, e.g., Fu (1998), Daubechies et al. (2004), Genkin et al.
(2007), Yuan and Lin (2006), Meier et al. (2008), Wu and Lange (2008) and Friedman
et al. (2010). In this work we combine the strengthes of minorization-maximization
and coordinatewise optimization to overcome the computational challenges.
2.2. Computing Algorithms 9
2.2.1 The CMA algorithm
Let β˜ be the current estimate. The coordinate-ascent algorithm sequentially updates
β˜ij by solving the following univariate optimization problem
β˜jk ⇐ arg max
βjk
{
`c(βjk; βj′k′ = β˜j′k′ , (j
′, k′) 6= (j, k))− Pλ(|βjk|)
}
. (2.3)
However, we do not have a closed-form solution for the maximizer of (2.3). The
exact maximization has to be conducted by some numerical optimization routine,
which may not be a good choice in the coordinate-ascent algorithm because the
maximization routine needs to be repeated many times to reach convergence. On the
other hand, one can find an update to increase rather than maximize the objective
function in (2.3), maintaining the crucial ascent property of the coordinate-ascent
algorithm. This idea is in line with the generalized E-M algorithm (Dempster et al.,
1977) in which one seeks to increase the expected log likelihood in the M-step.
First, we observe that for any βij
∂2`c(β)
∂β2jk
= − 1
N
N∑
n=1
(θkn(1− θkn) + θjn(1− θjn)) ≥ −1
2
. (2.4)
Thus, by Taylor’s expansion we have
`c(βjk; βj′k′ = β˜j′k′ , (j
′, k′) 6= (j, k)) ≥ Q(βjk)
where
Q(βjk) ≡ `c(βjk = β˜jk; βj′k′ = β˜j′k′ , (j′, k′) 6= (j, k))
+z˜jk(βjk − β˜jk)− 1
4
(βjk − β˜jk)2 (2.5)
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z˜jk =
∂`c(β)
∂βjk
∣∣∣β=β˜ = 1N
N∑
n=1
xknxjn(2− θkn(β˜)− θjn(β˜)). (2.6)
Next, Zou and Li (2008) showed that
Pλ(|βjk|) ≤ Pλ(|β˜jk|) + P ′λ(|β˜jk|) · (|βjk| − |β˜jk|) ≡ L(|βjk|). (2.7)
Combining (2.5)–(2.7) we see that Q(βjk)−L(|βjk|) is a minorization function of the
objective function in (2.3). We update β˜jk by
β˜newjk = arg max
βjk
{Q(βjk)− L(|βjk|)} , (2.8)
whose solution is given by
β˜newjk = S(β˜jk + 2z˜jk, 2P
′
λ(|β˜jk|))
with S(r, t) = sgn(r)(|r|−t)+ being the soft-thresholding operator (Tibshirani, 1996).
The above arguments lead to the following Algorithm 1 which we call the coordinate-
minorization-ascent (CMA) algorithm.
Algorithm 1 The CMA algorithm
1. Initialization of β˜.
2. Cyclic coordinate-minorization-ascent: sequentially update β˜ij (1 ≤ j < k ≤ K)
via soft-thresholding β˜jk ⇐ S(β˜jk + 2z˜jk, 2P ′λ(|β˜jk|)).
3. Repeat the above cycle till convergence.
Remark 3.1. It is easy to prove that Algorithm 1 has a nice ascent property which
is a direct consequence of the minorization-maximizaton principle. Note that Algo-
rithm 1 can be directly used to compute the LASSO-penalized composite likelihood
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estimator. We simply modify the coordinate-wise updating formula as
β˜jk ⇐ S(β˜jk + 2z˜jk, 2λ).
In practice we need to specify the λ value. BIC has been shown to perform very
well for selecting the tuning parameter of the penalized likelihood estimator (Wang,
Li and Tsai, 2007). The BIC score is defined as
λˆ = arg max
λ
{2`c(β̂(λ))− log(n) ·
∑
(j,k)
I(βˆjk(λ) 6= 0)}. (2.9)
The above BIC score is used to tune all methods considered in this work. We use
SCAD1 to denote the SCAD solution computed by Algorithm 1 with the BIC tuned
LASSO solution being the starting value.
For computational efficiency considerations, we implement Algorithm 1 by using
the path-following idea and some other tricks including warm-starts and active-set-
cycling (Friedman et al., 2010). We have implemented the algorithm in R language
functions. The core cyclic coordinate-wise soft-thresholding operations were carried
out in C.
2.2.2 Issues of local solution and the LLA-CMA algorithm
The objective function in (2.2) is generally non-concave if a non-concave penalty
function is used. Using Algorithm 1 we find a local solution to (2.2) but there is no
guarantee that it is the global solution. A similar case is Schelldorfer et al. (2011)
where the objective function is the LASSO-penalized maximum likelihood of a high-
dimensional linear mixed-effects model and the authors derived a coordinate-wise
gradient descent algorithm to find a local solution.
The local solution issue should not be considered as a special weakness of Algo-
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rithm 1 or other coordinate-wise descent algorithm as in Schelldorfer et al. (2011)
that the algorithm can only find a local solution, because in the current literature
there is no algorithm that can guarantee to find the global solution of non-concave
maximization (or non-convex minimization) problems, especially when the dimension
is huge. Consider, for example, the E-M algorithm which is perhaps the most fa-
mous algorithm in statistical literature. The E-M algorithm often offers an elegant
way to fit some statistical models that are formulated as non-concave maximization
problems. However, the E-M algorithm provides a local solution in general. A re-
cent application of the E-M algorithm to high-dimensional modeling can be found in
Sta¨dler et al. (2010) who considered a LASSO-penalized maximum likelihood estima-
tor of a high-dimensional linear regression model with inhomogeneous errors that are
modeled by a finite mixture of Gaussians. To handle the computational challenges in
their problem, Sta¨dler et al. (2010) proposed a generalized E-M algorithm in which a
coordinate descent loop is used in the M-step and showed that the obtained solution
is a local solution.
Our numerical results show that in the penalized composite likelihood estimation
problem the SCAD performs much better than the LASSO. To offer theoretical under-
standing of their differences, it is important to show that the obtained local solution
of the SCAD-penalized likelihood has better theoretical properties than the LASSO
estimator. In Section 2.3 we establish the asymptotic properties of the LASSO es-
timator and a local solution of (2.2) with the SCAD penalty. However, a general
technical difficulty in non-concave maximization problems is to show that the com-
puted local solution is the one local solution with proven theoretical properties. In
Sta¨dler et al. (2010) and Schelldorfer et al. (2011), nice asymptotic properties are
established for their proposed methods but it is not clear whether the computed local
solutions could have those theoretical properties. The same issue exists in Fan and
Lv (2011).
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To circumvent the technical difficulty, we can consider combining the LLA idea
(Zou and Li, 2008) and Algorithm 1 to solve (2.2) with a non-concave penalty. The
LLA algorithm turns a non-concave penalization problem into a sequence of weighted
LASSO penalization problems. Similar ideas of iterative LLA convex relaxation have
been used in Candes et al. (2008), Zhang (2010b) and Bradic et al. (2011). Applying
the LLA algorithm to (2.2), we need to iteratively solve
β̂
(m+1)
= arg max
β
{`c(β)−
K∑
j=1
K∑
k=j+1
wjk · |βjk|} (2.10)
for m = 0, 1, 2, . . . where wjk = P
′
λ(|β˜(m)jk |). Note that Algorithm 1 can be used to
solve (2.10) by simply modifying the coordinate-wise updating formula as
β˜jk ⇐ S(β˜jk + 2z˜jk, 2wjk).
Therefore, we have the following LLA-CMA algorithm for computing a local solution
of (2.2).
Algorithm 2 The LLA-CMA algorithm
1. Initialize β˜
(0)
and compute wjk = P
′
λ(|β˜(0)jk |).
2. For m = 0, 1, 2, 3, . . ., repeat the LLA iteration.
(2.a) Use Algorithm 1 to solve β̂
(m+1)
defined in (2.10).
(2.b) Update the weights wjk by P
′
λ(|β˜(m+1)jk |).
In Section 2.3 we show that if the LASSO estimator is chosen as the initial solu-
tion β˜
(0)
then under certain regularity conditions the LLA-CMA algorithm finds the
oracle estimator with an overwhelming probability, which is the maximum likelihood
estimator over the true support set and will be formally introduced in Section 2.3.
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In fact, after two LLA iterations, the LLA-CMA algorithm converges to the oracle
estimator with probability tending to 1. These results suggest us to take the following
steps to compute the SCAD solution by the LLA-CMA algorithm.
Proposed three-step procedure for computing a SCAD estimator
Step 1. Use Algorithm 1 to compute the LASSO solution path and find the LASSO
estimator by BIC.
Step 2. Use the LLA-CMA algorithm to compute the two-step LLA-CMA solution path
and find the two-step LLA-CMA solution by BIC.
Step 2a. Use the LASSO estimator as β˜
(0)
in the LLA-CMA algorithm to compute
the solution path. Choose the best λ by BIC and find the corresponding
β˜
(1)
as the one-step LLA-CMA estimator.
Step 2b. Use the one-step LLA-CMA estimator as β˜
(0)
in the LLA-CMA algorithm
to compute the solution path. Choose the best λ by BIC and the cor-
responding β˜
(1)
is referred as the two-step LLA-CMA solution in what
follows and we denote it by SCAD2.
Step 3. For the chosen λ in Step 2b, use Algorithm 2 to compute the fully converged
SCAD solution with SCAD2 being the starting value. Denote this SCAD solu-
tion by SCAD2∗∗.
Note the fully converged LLA-CMA solution (i.e. SCAD2∗∗) is essentially com-
puted by Algorithm 2 with the BIC tuned one-step LLA-CMA estimator being the
starting value. Based on our experience, the fully converged SCAD2∗∗ works slightly
better than the two-step LLA-CMA solution (i.e. SCAD2) but these two solutions are
generally very close. Both SCAD2 and SCAD2∗∗ perform better than SCAD1, which
is the solution by Algorithm 1. The tradeoff is that SCAD2 and SCAD2∗∗ require
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almost another half computing time of that for SCAD1. Generally we recommend
using SCAD2∗∗ in the real-world applications. These numerical results are consistent
with the numerical evidence provided by Bu¨hlmann and Meier (2008) to advocate the
two-step adaptive LASSO for the non-convex penalized regression problem.
2.3 Theoretical Properties
In this section we establish the statistical theory for the penalized composite con-
ditional likelihood estimator using the SCAD and the LASSO penalty, respectively.
Such results allow us to compare the SCAD and the LASSO estimators theoretically.
In order to present the theory we need some necessary notation. For a matrix
A = (aij), we define the following matrix norms: the Frobenius norm ‖A‖F =√∑
(i,j) a
2
ij, the entry-wise `∞ norm ‖A‖max = max(i,j) |aij| and the matrix `∞ norm
‖A‖∞ = maxi
∑
j |aij|. Let β∗ = {β∗jk : j < k} denote the true coefficients. Define
the true support set
A = {(j, k) : β∗jk 6= 0, j < k}
and its cardinality s = |A|. Define ρ(s,N) = min(j,k)∈A |β∗jk| which represents the
weakness of the signal. Let H be the Hessian matrix of `c such that
H(j1k1),(j2k2) = −
∂2`c(β)
∂βj1k1∂βj2k2
for 1 ≤ j1 < k1 ≤ K and 1 ≤ j2 < k2 ≤ K. For simplicity we use H∗ = H(β∗).
We partition H and β according to A as
HAA HAAc
HAcA HAcAc
 and β = (βTA,βTAc)T ,
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respectively. We let
XA = (Xj : (j, k) or (k, j) ∈ A for some k)
and
xAn = (xjn : (j, k) or (k, j) ∈ A for some k).
Finally, we define
b = λmin(E[H
∗
AA]),
B = λmax(E[XAXTA])
and
φ = ‖E[H∗AcA](E[H∗AA])−1‖∞.
Define the oracle estimator as
β̂
oracle
= (β˜
hmle
A , 0)
where
β˜
hmle
A = arg max
βA
`c((βA, 0)).
If we knew the true submodel, then we would use the oracle estimator to estimate
the Ising model.
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Theorem 2.1 Consider the SCAD-penalized composite likelihood defined in (2.2).
We have the following two conclusions.
(1) For any R < b
3B
√
N
s
, we have
Pr
(
‖β˜hmleA − β∗A‖2 ≤
√
s
N
R
)
≥ 1− τ1 (2.11)
with τ1 = exp(−R2 b283 ) + 2s2 exp(−Ns2 b
2
2
) + 2s2 exp(−N
s2
B2
8
).
(2) Pick a λ satisfying
λ < min(
ρ(s,N)
2a
,
(2φ+ 1)b2
3sB
).
With probability at least 1 − τ2, β̂
oracle
is a local maximizer of the SCAD-
penalized composite likelihood estimator where
τ2 = exp(−R2∗
b2
83
) +K2 exp(− Nλ
2
32(2φ+ 1)2
)
+ exp(− Nλ
3B(2φ+ 1)s
b2
83
) +K2s exp(−Nb
2
2s3
) + 2s2 exp(−b
2N
8s3
)
+4s2[exp(−N
s2
b2
2
) + exp(−N
s2
B2
8
)] (2.12)
and
R∗ = min(
1
2
√
N
s
ρ(s,N),
b
3B
√
N
s
). 
We also analyzed the theoretical properties of the LASSO estimator. If the LASSO
can consistently select the true model, it must equal to the hypothetically oracle
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LASSO estimator (β˜A, 0) where
β˜A = arg max
βA
{`c((βA, 0))− λ
∑
(j,k)∈A
|βjk|}.
Theorem 2.2 Consider the LASSO-penalized composite likelihood estimator.
(1) Choose λ such that λs < 8b
2
3B
, and then we have
Pr
(
‖β˜A − β∗A‖2 ≤
16λ
√
s
b
)
≥ 1− τ ′1
with
τ ′1 = e
−Nλ2/2 + 2s2[exp(
−Nb2
2s2
) + exp(
−NB2
8s2
)].
(2) Assume the ir-representable condition that φ ≤ 1− η < 1. Choose λ such that
λs < min(
b2
162B
η/3
4− η ,
8b2
3B
).
Then (β˜A, 0) is the LASSO-penalized composite likelihood estimator with prob-
ability at least 1− τ ′2, where
τ ′2 = e
−Nλ2/2 +K2s exp(−Nb
2η2
8s3
) +K2 exp(− Nλ
2η2
32(4− η)2 )
+2s2[exp(− Nb
2η2
2s3(2− η)2 ) + exp(
−Nb2
2s2
) + exp(
−NB2
8s2
)]. 
In Theorems 2.1 and 2.2 the three quantities b, B and φ do not need to be con-
stants. We can obtain a more straightforward understanding of the properties of
the penalized composite likelihood estimators by considering the asymptotic conse-
quences of these probability bounds. To highlight the main point, we consider b, B
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and φ are fixed constants and derive the following asymptotic results.
Corollary 2.1 Suppose that b, B and φ are fixed constants and further assume
N  s3 log(K)
and
ρ(s,N)
√
log(K)
N
.
(1) Pick the SCAD penalty parameter λscad satisfying
λscad < min(
ρ(s,N)
2a
,
(2φ+ 1)b2
3sB
), λscad 
√
log(K)
N
.
With probability tending to 1, the oracle estimator is a local maximizer of the
SCAD-penalized estimator and
‖β̂oracleA − β∗A‖2 = OP (
√
s
N
).
(2) Assume the ir-representable condition in Theorem 2.2. Pick the LASSO penalty
parameter λlasso satisfying
min(
1√
s
ρ(s,N),
1
s
) λlasso  1√
N
then the LASSO estimator consistently selects the true model and
‖β̂lassoA − β∗A‖2 = OP (λlasso
√
s). 
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Remark 3.2. For the LASSO-penalized least squares, it is now known that the model
selection consistency critically depends on the ir-representable condition Meinshausen
and Bu¨hlmann (2006); Zou (2006); Zhao and Yu (2007). A similar condition is again
needed in the LASSO-penalized composite likelihood. Furthermore, Corollary 2.1
shows that even when it is possible for the LASSO to achieve consistent selection,
λlasso should be much greater than
√
1
N
, which means that
λlasso
√
s
√
s
N
.
So the LASSO yields larger bias than the SCAD.
Remark 3.3. We have shown that asymptotically speaking the oracle estimator
is in fact a local solution of the SCAD-penalized composite likelihood model. This
property is stronger than the oracle properties defined in Fan and Li (2001). Our
result is the first to show that the oracle model selection theory holds nicely for non-
concave penalized composite conditional likelihood models with NP-dimensionality.
The usual composite likelihood theory in the literature is only applied to the fixed-
dimension setting. Our result fills a long-standing gap in the composite likelihood
literature.
What we have shown so far is the existence of a SCAD-penalized estimator that
is superior to the LASSO-penalized estimator. Moreover, we would like to show that
the computed SCAD estimator is equal to the oracle estimator. As discussed earlier
in Section 2.2, such a result is very difficult to prove due to the non-concavity of the
penalized likelihood function. See also Fan and Lv (2011), Sta¨dler et al. (2010) and
Schelldorfer et al. (2011).
If one can prove that the objective function has only one maximizer, then the
computed solution and the theoretically proven solution must be the same. This idea
has been used in Fan and Lv (2011) to study the non-concave penalized generalized
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linear models and Bradic et al. (2012) to study the non-concave penalized Cox’s
proportional hazards models. Their arguments are based on the observation that
the SCAD penalty function has a finite maximum concavity (Zhang, 2010; Lv and
Fan, 2009). Hence, if the smallest eigenvalue of the Hessian matrix of the negative
log-likelihood is sufficiently large, the overall penalized likelihood function is concave
and hence has a unique global maximizer. This argument requires the sample size
is greater than the dimension, otherwise the Hessian matrix does not have full rank.
To deal with the high-dimensional case, Fan and Lv (2011) further refined their
arguments by considering a subspace denoted by Ss which is the union of all s-
dimensional coordinate subspaces. Under some regularity conditions, Fan and Lv
(2011) showed that the oracle estimator is the unique global maximizer in Ss, which
was referred to as restricted global optimality. Then by assuming that the computed
solution has exactly s nonzero elements, it can be concluded that the computed
solution is in Ss and hence equals the oracle estimator. See Proposition 3.b of Fan
and Lv (2011). However, a fundamental problem with these arguments is that we
have no idea whether the computed solution selects s nonzero coefficients, because s
is unknown.
Here we take a different route to tackle the local solution issue. Instead of trying
to prove the uniqueness of maximizer, we directly analyze the local solution by the
LLA-CMA algorithm and discuss under which regularity conditions the LLA-CMA
algorithm can actually find the oracle estimator.
Theorem 2.3 Consider the SCAD-penalized composite likelihood estimator in (2.2).
Let β̂
scad
be the local solution computed by Algorithm 2 (the LLA-CMA algorithm)
with β˜
(0)
being the initial value. Pick a regularization parameter λ satisfying
λ < min(
ρ(s,N)
2a
,
(2φ+ 1)b2
3sB
).
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Write τ0 = Pr(‖β˜
(0) − β∗‖∞ > λ).
(1) The LLA-CMA algorithm finds the oracle estimator after one LLA iteration
with probability at least 1− τ0 − τ3 where
τ3 = K
2 exp(
−Nλ2
32(2φ+ 1)2
) + exp(
−Nλ
3B(2φ+ 1)s
b2
83
) +K2s exp(
−Nb2
2s3
)
+2s2[exp(−Nb
2
8s3
) + exp(−N
s2
b2
2
) + exp(−N
s2
B2
8
)]. 
(2) The LLA-CMA algorithm converges after two LLA iterations and β̂
scad
equals
the oracle estimator with probability at least 1− τ0 − τ2, where τ2 is defined in
(2.12).
Theorem 2.3 can be used to drive the following asymptotic result.
Corollary 2.2 Suppose that b, B and φ are fixed constants and further assume
N  s3 log(K)
and
ρ(s,N) max(
√
log(K), 16
√
s/b)√
N
.
Consider the SCAD-penalized composite likelihood estimator with the SCAD penalty
parameter λscad satisfying
λscad < min(
ρ(s,N)
2a
,
(2φ+ 1)b2
3sB
), λscad 
√
log(K)
N
.
(1) If τ0 → 0, then with probability tending to one, the LLA-CMA algorithm
converges after two LLA iterations and the LLA-CMA solution (or its one-step
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version) is equal to the oracle estimator.
(2) Consider using the LASSO estimator as β˜
(0)
. Assume the ir-representable con-
dition in Theorem 2.2 and pick the LASSO penalty parameter λlasso satisfying
1√
N
 λlasso  min( 1√
s
ρ(s,N),
1
s
), λlasso <
λscad√
s
b
16
.
Then τ0 → 0 and the conclusion in (1) holds. 
Remark 3.4. Part (1) of Corollary 2.2 basically says that any estimator that con-
verges to β∗ in probability at a rate faster than λscad can be used as the starting value
in the LLA-CMA algorithm to find the oracle estimator with high probability. Note
that such a condition is not very restrictive. Part (2) of Corollary 2.2 shows that the
LASSO estimator satisfies that condition. We could also consider using other estima-
tors as the starting value in the LLA-CMA algorithm. For example, we can use the
neighborhood selection estimator as β˜
(0)
. Following Ravikumar et al. (2010) we as-
sume an ir-representable condition for each of the K neighborhood LASSO-penalized
logistic regression and some other regularity conditions. Then it is not hard to show
that the neighborhood selection estimator is also a qualified starting value. In this
work, we would like to faithfully follow the composite likelihood idea and hence prefer
to use the LASSO-penalized composite likelihood estimator as the starting value in
the LLA-CMA algorithm.
2.4 Numerical Properties
2.4.1 Monte-Carlo simulations
In this section we use simulation to study the finite sample performance of the SCAD-
penalized composite likelihood estimator. For comparison, we also include other two
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methods: neighborhood selection by LASSO-penalized logistic regression (Ravikumar
et al., 2010) and the LASSO-penalized composite likelihood estimator.
For each coupling coefficient βjk, the LASSO-penalized logistic method provides
two estimates: βˆj 7→k based on the model for the jth dipole and βˆk 7→j based on the
model for the kth dipole. Then we carry out two types of neighborhood selections:
(i) aggregation by intersection (NSAI) based on βˆNSAIjk , and (ii) aggregation by union
(NSAU) based on βˆNSAUjk , where
βˆNSAIjk =
0 if βˆj 7→kβˆk 7→j = 0βˆj 7→k+βˆk 7→j
2
otherwise
and
βˆNSAUjk =

0 if βˆj 7→k = 0 and βˆk 7→j = 0
βˆj 7→k if βˆj 7→k 6= 0 and βˆk 7→j = 0
βˆk 7→j if βˆj 7→k = 0 and βˆk 7→j 6= 0
βˆj 7→k+βˆk 7→j
2
if βˆj 7→kβˆk 7→j 6= 0
.
BIC has been shown to perform very well for selecting the tuning parameter of the
penalized likelihood estimator (Wang et al., 2007; Sta¨dler et al., 2010; Schelldorfer
et al., 2011). We used BIC to tune all competitors.
Two sparse Ising models were considered in our simulation. Their graphical struc-
ture is displayed in Figure 1 where solid dots represent the dipoles and two dipoles
are connected if and only if their coupling coefficient is non-zero. We generated the
nonzero coupling coefficients as follows. If dipoles i and j are connected, we let βij be
tijsij where tij is a random variable following the uniform distribution on [1, 2] and
sij is a Bernoulli variable with Pr(sij = 1) = Pr(sij = −1) = 0.5. For each model,
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(A) Model 1: 127 dipoles and 126
nonzero coupling coefficients.
(B) Model 2: 104 dipoles and 24
nonzero couplingcoefficients.
Figure 2.1: Plots of two simulated Ising models.
we used Gibbs sampling to generate 100 independent datasets consisting 300 obser-
vations. For comparison we use three measurements: the total number of discovered
edges (NDE), the false discovery rate (FDR) and mean square errors (MSE).
(N, p) Neighborhood LASSO SCAD1 SCAD2 SCAD2∗∗
Selection
Model 1 51.1 32.7 67.9 84.7 95.1
(300,7875)
Model 2 29.8 16.0 34.8 42.6 51.2
(300,5356)
Table 2.1: Total time (in seconds) for computing solutions at 100 penalization param-
eters, averaged over 3 replications. Timing was carried out on a laptop with an Intel
Core 1.60GHz processor. The timing of SCAD1, SCAD2 and SCAD2∗∗ includes the
timing for computing the starting value.
In Table 2.1 we compare the run times of the three methods. Compared to the
LASSO case, the run time for fitting the SCAD model is doubled or tripled, but it is
still very manageable for the high-dimensional data.
Based on the simulation results summarized in Table 2.2, we make the following
interesting observations:
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Model 1 Model 2
MSE NDE FDR MSE NDE FDR
NSAI
22.96 138.9 0.09 8.16 26.8 0.16
(0.18) (0.4) (0.01) (0.12) (0.2) (0.01)
NSAU
17.34 197.3 0.36 6.38 39.7 0.39
(0.14) (1.0) (0.01) (0.16) (0.5) (0.01)
LASSO
21.33 332.5 0.62 12.19 117.1 0.79
(0.13) (3.8) (0.04) (0.12) (3.0) (0.05)
SCAD1
2.86 145.0 0.12 5.64 30.0 0.22
(0.10) (2.4) (0.01) (0.17) (1.8) (0.02)
SCAD2
2.43 129.2 0.07 4.41 26.1 0.17
(0.05) (0.5) (0.01) (0.13) (0.7) (0.02)
SCAD2∗∗
2.42 128.6 0.06 4.39 25.7 0.16
(0.05) (0.5) (0.01) (0.13) (0.6) (0.02)
Table 2.2: Comparing different estimators using simulation models 1 and 2 with
standard errors in the bracket.
• NSAU, while selecting larger models than NSAI, provides more accurate esti-
mation. Neighborhood selection outperforms the LASSO-penalized composite
likelihood estimator.
• Note that SCAD2∗∗ has the smallest MSE in both models. SCAD2∗∗ and
SCAD2 gave almost identical results and their improvement over SCAD1 is
statistically significant. All three SCAD solutions perform much better than
the LASSO for fitting penalized composite likelihood in terms of estimation
and selection.
• The SCAD solutions and NSAI have similar model selection performance, but
the SCAD is substantial better in estimation. Using the relaxed LASSO can
improve the estimation accuracy of neighborhood selection methods, but their
improved MSEs are still significantly higher than those of SCAD2 and SCAD2∗∗.
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2.4.2 Applications to the HIV drug resistance data
We illustrate our methods in a real example using a HIV antiretroviral therapy (ART)
susceptibility dataset obtained from the Stanford HIV Drug Resistance Database
(Rhee et al., 2004). The data for analysis consists of virus mutation information at
99 protease residues for N = 702 isolates from the plasma of HIV-1-infected patients.
This dataset has been previously used in Rhee et al. (2006) and Wu et al. (2010).
A well recognized problem with current ART treatment such as PIs for treating
HIV is that individuals who initially respond to therapy may develop resistance to
it due to viral mutations. HIV-1 protease plays a key role in the late stage of viral
replication and its ability to rapidly acquire a variety of mutations in response to
various PIs confers the enzyme with high resistance to ARTs. A high cooperativity
has been observed among drug-resistant mutations in HIV-1 protease (Ohtaka et al.,
2003). The sequence data retrieved from treated patients is likely to include mutations
that reflect cooperative effects originating from late functional constraints, rather
than stochastic evolutionary noise (Atchley et al., 2000). However, the molecular
mechanisms of drug resistance is yet to be elucidated. It is thus of great interest to
study inter-residue couplings which might be relevant to protein structure or function
and thus could potentially shed light on the mechanisms of drug resistance. We apply
the proposed method to the protease sequence data to investigate such inter-residue
contacts. Our analysis included K = 79 of the 99 residues that contain mutations.
We split the data into a training set with 500 data and a test set with 202 data.
Model fitting and selection were done on the training set and the test data were used
to compare the model errors. For a given estimate β̂ obtained from the training set,
its model error is gauged by the composite likelihood evaluated on the test set, i.e.,
ME(β̂) = −`testc (β̂) = −
1
202
202∑
n=1
79∑
j=1
log(θjn(β̂)).
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NSAI NSAU LASSO SCAD1 SCAD2 SCAD2∗∗
NDE 57 305 631 101 141 132
ME 26.38 36.34 18.35 18.30 16.76 16.74
Stability selection NSAI NSAU LASSO SCAD1 SCAD 2 SCAD2∗∗
NSE (pithr = 0.9) 15 63 160 17 20 20
E[V] ≤ 3.2 ≤ 48 ≤ 147.5 ≤ 4.3 ≤ 8.0 ≤ 7.2
Table 2.3: Application to HIVRT data. NSE is the number of “stable edges”. E[V ]
is the expected number of falsely selected edges. Its upper bounds were computed by
Theorem 1 in Meinshausen and Bu¨hlmann (2009).
We report the analysis results in Table 2.3. There are total 3081 coupling coeffi-
cients to be estimated. Graphical presentations of the selected models are shown in
Figure 3.2. Note that SCAD2 and SCAD2∗∗ again gave almost identical results and
performed better SCAD1. We also performed stability selection (Meinshausen and
Bu¨hlmann, 2010) on each method to find “stable edges”. A remarkable property of
stability selection is that under some suitable conditions stability selection achieves
finite sample control over the expected number of false discoveries in the set of “sta-
ble edges”. We use the SCAD selector to explain the stability selection procedure.
We took a random subsample of size 250 and fitted the SCAD model. The process
was repeated 100 times. On average, SCAD1 selected 103.1 edges, SCAD2 selected
140.7 edges and SCAD2∗∗ chose 133.4 edges. For each coefficient βjk we computed
its frequency of being selected, denoted by Πˆjk. The set of “stable edges” is de-
fined as {(k, j) : Πˆkj > pithr}. In Table 3, we report the results using the threshold
pithr = 0.9, as suggested by Meinshausen and Bu¨hlmann (2009). Stability selection
found 17 edges in the SCAD1. SCAD2 and SCAD2∗∗ selected the same 20 stable
edges. By theorem 1 in Meinshausen and Bu¨hlmann (2009), among these 17 stable
edges selected by SCAD1, the expected number of false discoveries is no greater than
4.3, and among the 20 stable edges selected by SCAD2 or SCAD2∗∗, the expected
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number of false discoveries is at most 7.2. Likewise, we did stability selection with
the LASSO selector and neighborhood selection and the results are reported in Table
3 as well. Figure 3 shows the “stable edges” by stability selection. We see that the
computed upper bounds are very useful for the SCAD selector and NSAI and not so
informative for the LASSO selector and NSAU. Interestingly, both NSAI and SCAD
suggest there are about 12 true discoveries by stability selection. In fact, we found
that NSAI and SCAD have 11 “stable edges” in common, and NSAI and SCAD2 (or
SCAD2∗∗) have 12 “stable edges” in common.
These results are consistent with some of the previous findings. For example, it
has long been known that co-substitutions at residues 30 and 88 are most effective
in reducing the susceptibility of nelfinavir (Liu et al., 2008). Among the top 30
most common drug resistance mutations (Rhee et al, 2004), 7 of those had a joint
mutation at residues 54 and 82, the joint mutation at residues 88 and 30 was the
second most common mutations among all. A co-mutation at residues 54, 82 and 90
was associated with high resistance to multiple drugs and an additional co-mutation
at 46 was associated with an even higher level of resistance. It is interesting to
note that using a larger set of isolates from treated HIV patients, Wu et al. (2003)
reported (54, 82), (32, 47), (73, 90) as the three most highly correlated pairs. All
these three pairs showed up as the stable edges in our analysis. Mutation at residue
71, often described as a compensatory or accessory mutation, has been reported as a
critical mutation which appears to improve virus growth and contribute to resistance
phenotype (Markowitz et al., 1995; Tisdale et al., 1995; Muzammil et al., 2003).
Accessory mutations contribute to resistance only when present with a mutation in
the substrate cleft or flap or at residue 90 (Wu et al., 2003). The stable edges connect
this accessory mutation with residues 90 and 54 (a flap residue), as well as with
another flap residue at 46 through residue 10.
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(A1) The LASSO model. (A2) “Stable edges” in the LASSO
model.
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(B1) The SCAD2∗∗ model.
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(B2) “Stable edges” in the SCAD2∗∗
model.
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(C1) The model by neighborhood
selection.
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Figure 2.2: Shown in the left three panels (A1,B1,C1) are the selected models by BIC.
The right three panels (A2,B2,C2) show the stability selection results using pithr =
0.9. SCAD2 and SCAD2∗∗ select the same stable edges. Neighborhood selection
and SCAD1 have 11 common stable edges. Neighborhood selection and SCAD2 (or
SCAD2∗∗) select 12 common stable edges.
Chapter 3
Estimating Sparse Nonparanormal
Graphical Models
3.1 Introduction
Estimating covariance or precision matrices is of fundamental importance in multi-
variate statistical methodologies and applications. In particular, when data follow a
joint normal distribution, i.e. X = (X1, · · · , Xp) ∼ Np(µ,Σ), the precision matrix
Θ = Σ−1 can be directly translated into a Gaussian graphical model. The Gaussian
graphical model serves as a non-causal structured approach to explore the complex
systems consisting of Gaussian random variables, and among many interesting ap-
plications are gene expression genomics (Friedman, 2004; Wille et al., 2004), image
processing (Li, 2009), and macroeconomics determinants study (Dobra et al., 2009).
The precision matrix plays a critical role in the Gaussian graphical models because
the zero entries in Θ =
(
θij
)
1≤i,j≤p precisely capture the desired conditional indepen-
dencies, i.e. θij = 0 if and only if Xi ⊥ Xj| X \ {Xi, Xj}. See Lauritzen (1996) and
Edwards (2000) for more details.
The sparsity pursuit in precision matrices was initially considered by Demp-
ster (1972) as the covariance selection problem. In the statistical literature, mul-
tiple testing methods have been employed for network exploration in the Gaussian
31
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graphical models (Edwards, 2000; Drton and Perlman, 2004). With rapid advances
of the high-throughput technology (e.g. microarray, functional magnetic reasoning
imaging), estimation of a sparse graphical model has become increasingly important
in the high-dimensional setting. Some well-developed penalization techniques have
been used for estimating sparse Gaussian graphical models. In a highly-cited pa-
per, Meinshausen and Bu¨hlmann (2006) proposed the neighborhood selection scheme
which tries to discover the smallest index set neα for each variable Xα satisfying
Xα ⊥ X \ {Xα,Xneα}| Xneα . Meinshausen and Bu¨hlmann (2006) further proposed
to use the LASSO (Tibshirani, 1996) to fit each neighborhood regression model. Af-
terwards, one can summarize the zero patterns by aggregation via union or intersec-
tion. Yuan (2010) instead considered the Dantzig selector (Candes and Tao, 2007)
as an alternative to the LASSO penalized least squares in the neighborhood selec-
tion scheme to estimate the precision matrix. Peng et al. (2009) proposed the joint
neighborhood LASSO selection. Penalized likelihood methods have been studied for
Gaussian graphical modeling. (Yuan and Lin, 2007; Banerjee et al., 2008; Friedman
et al., 2008; Rothman et al., 2008). Friedman et al. (2008) developed a fast block-
wise coordinate descent algorithm called Graphical LASSO for efficiently solving the
LASSO penalized Gaussian graphical model. Witten et al. (2011) further developed
a faster version of the Graphical LASSO. Rate of convergence under the Frobenius
norm was established by Rothman et al. (2008). Ravikumar et al. (2008) obtained
the convergence rate under the elementwise `∞ norm and the spectral norm. Lam
and Fan (2009) studied the non-convex penalized Gaussian graphical model where a
non-convex penalty such as SCAD (Fan and Li, 2001) is used to replace the LASSO
penalty in order to overcome the bias issue of the LASSO penalization. Zhou et al.
(2011) proposed a hybrid method for estimating sparse Gaussian graphical models:
they first infer a sparse Gaussian graphical model structure via thresholding neighbor-
hood selection and then estimate the precision matrix of the submodel by maximum
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likelihood. Cai et al. (2011) recently proposed a constrained `1 minimization es-
timator called CLIME for estimating sparse precision matrices and established its
convergence rates under the elementwise `∞ norm and Frobenius norm.
Although the normality assumption can be relaxed if we only focus on estimating
a precision matrix, it plays an essential role in making the neat connection between a
sparse precision matrix and a sparse Gaussian graphical model. Without normality,
we ought to be very cautious when translating the output of a good sparse precision
matrix estimation algorithm into an interpretable sparse Gaussian graphical model.
However, the normality assumption often fails in reality. For example, the observed
data are often skewed or have heavy tails. To illustrate the issue of non-normality
in real applications, let us consider the gene expression data to construct isoprenoid
genetic regulatory network in Arabidposis thaliana, which included 16 genes from
the mevalonate (MVA) pathway in the cytosolic, 18 genes from the plastidial (MEP)
pathway in the chloroplast, and also 5 encode proteins in the mitochondrial. The data,
initially used by Wille et al. (2004), contained the gene expression measurements of
39 genes assayed on n = 118 Affymetrix GeneChip microarrays. For more details
about the data, we refer readers to Wille et al. (2004) and Gilbert et al. (2009). This
dataset was later re-analyzed by Li and Gui (2006); Drton and Perlman (2007) and
Gilbert et al. (2009) in the context of Gaussian graphical modeling after taking the
log-transformation of the expression data. However, the normality assumption may
be inappropriate for this dataset even after the log-transformation. To show this,
we conduct the normality test at the significance level of 0.05 as in Table Table 3.1,
it is clear that at most 9 out of 39 genes would pass any of three normality tests,
and even after log-transformation, at least 60% genes reject the null hypothesis of
normality. Under Bonferroni correction there are still over 30% genes that fail to
pass any normality test. Figure Figure 3.1 plots the histograms of two key isoprenoid
genes MECPS in the MEP pathway and MK in the MVA pathway after the log-
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Table 3.1: Testing for Normality of the gene expression data in the Arabidposis
thaliana data. This table illustrate the number out of 39 genes rejecting the null
hypothesis of normality at the significance level of 0.05.
critical value Cramer–von Mises Lilliefors Shapiro–Francia
raw data
0.05 30 30 35
0.05/39 24 26 28
log data
0.05 29 24 33
0.05/39 14 12 16
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Figure 3.1: Illustration of the non-normality after the log-transformation preprocess-
ing in the isoprenoid gene expression data.
transformation preprocessing, clearly showing the non-normality of the data after the
log-transformation.
Using transformation to achieve normality is a classical idea in statistical mod-
eling. The celebrated Box-Cox transformation is widely used in regression analysis.
However, any parametric modeling of the transformation suffers from model mis-
specification which could lead to misleading inference results. In this chapter we take
a nonparametric transformation strategy to handle the non-normality issue. Let F (·)
be the CDF of a continuous random variable X and Φ−1(·) be the inverse of the CDF
of N(0, 1). Consider the transformation from X to Z by Z = Φ−1(F (X)). Then it
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is easy to see that Z is standard normal regardless of F . Motivated by this simple
probabilistic result, we consider modeling the data by the nonparanormal model:
The nonparanormal model: X = (X1, · · · , Xp) follows a nonpara-
normal distribution if there is a vector of unknown univariate monotone
increasing transformations, denoted by f = (f1, · · · , fp), such that the
transformed random vector follows a multivariate normal distribution with
mean 0 and covariance Σ:
f(X) = (f1(X1), · · · , fp(Xp)) ∼ Np(0,Σ), (3.1)
where without loss of generality the diagonals of Σ are all equal to 1.
Note that model (3.1) implies that fj(Xj) is a standard normal random variable.
Thus, fj must be Φ
−1 ◦ Fj where Fj is the CDF of Xj. Since the marginal normal-
ity can be always achieved by transformations, model (3.1) basically assumes that
after transformation those marginally normal distributed variables also follow a joint
normal distribution. Define Z = (Z1, . . . , Zp) = (f1(X1), · · · , fp(Xp)). By the joint
normality assumption of Z, we know that θij = 0 if and only if Zi ⊥ Zj| Z \{Zi, Zj}.
Interestingly, we have that
Zi ⊥ Zj| Z \ {Zi, Zj} ⇐⇒ Xi ⊥ Xj| X \ {Xi, Xj}.
Therefore, a sparse precision matrix Θ can be directly translated into a sparse graph-
ical model for presenting the original variables. In other words, the nonparanormal
model nicely retains the good interpretability of the Gaussian model. We follow Liu
et al. (2009) to call model (3.1) the nonparanormal model, but model (3.1) is in fact a
semiparametric Gaussian copula model. The semiparametric Gaussian copula model
is a nice combination of flexibility and interpretability. Semiparametric Gaussian cop-
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ulas have generated a lot of interests in statistics, econometrics and finance (Klaassen
and Wellner, 1997; Song, 2000; Tsukahara, 2005; Chen and Fan, 2006). Much of the
existing theoretical work on the inference of semiparametric Gaussian copulas focuses
on the classical asymptotic setting where the dimension is fixed and the sample size
goes to infinity.
In this work we primarily focus on estimating Θ which is then used to construct a
nonparanormal graphical model. As for the nonparametric transformation function,
by the expression fj = Φ
−1 ◦ Fj, we have a natural estimator for the transformation
function of the jth variable as fˆj = Φ
−1 ◦ Fˆ+j where Fˆ+j is a Winsorized empirical
CDF of the jth variables. Note that the Winsorization is used to avoid infinity value
and to achieve better bias-variance tradeoff; see Liu et al. (2009) for detailed discus-
sion. In this chapter we show that we can directly estimate Θ without estimating
these nonparametric transformation functions at all. This statement seems to be a
bit surprising because a natural estimation scheme is a two-stage procedure: first esti-
mate fj and then apply a well-developed sparse Gaussian graphical model estimation
method to the transformed data zˆi = fˆ(xi), 1 ≤ i ≤ n. Liu et al. (2009) have actually
studied this “plug-in” estimation approach. They proposed a winsorized estimator
of the nonparametric transformation function and used the Graphical LASSO in the
second stage. They established convergence rate of the “plug-in” estimator when p
is restricted to a polynomial order of n. However, the “plug-in” approach does not
yield a satisfactory rate of convergence, for the rate of convergence can be established
for the Gaussian graphical model even when p grows with n almost exponentially fast
(Ravikumar et al., 2008). As noted in Liu et al. (2009), it is very challenging to push
the theory of the “plug-in” approach to handle exponentially large dimensions. The
“plug-in” estimator has a much slower rate of convergence, largely due to the fact that
it requires uniform convergence over p nonparametric functions in order to ensure a
certain rate of convergence for estimating Θ, which was proved only for polynomial
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large dimensions in Liu et al. (2009). One might ask if using a better estimator for the
transformation functions could improve the rate of convergence such that p could be
allowed to be nearly exponentially large relative to n. This is a legitimate direction
for research. We do not pursue this direction in this work. Instead, we show that we
could use a rank-based estimation approach to achieve the exact same goal without
estimating these transformation functions at all.
Our estimator is constructed in two steps. First, we propose a nonparametric
rank-based sample estimate of Σ and prove its rate of convergence under the matrix
entry-wise `∞ norm. As the second step, we compute a sparse estimator Θ from the
rank-based sample estimate of Σ. For that purpose, we consider several regularized
rank estimators, including the rank-based Graphical LASSO, the rank-based neigh-
borhood Dantzig selector and the rank-based CLIME. The complete methodological
details are presented in Section 3.2. In Section 3.3 we establish theoretical properties
of the proposed rank-based estimators regarding both precision matrix estimation
and graphical model selection. Section 3.4 contains simulation results and the rank-
based analysis of the isoprenoid genetic regulatory network. Section 3.5 contains the
concluding remarks, and technical proofs are presented in the Appendix B.
3.2 Proposed Methodology
We first introduce some necessary notation. For a matrix A = (aij), we define its
entry-wise `1 norm as ‖A‖1 =
∑
(i,j) |aij|, and its entry-wise `∞ norm as ‖A‖max =
max(i,j) |aij|. For a vector v = (v1, · · · , vl), we define its `1 norm as ‖v‖`1 =
∑
j |vj|
and its `∞ norm as ‖v‖`∞ = maxj |vj|. To simplify notation, define MA,B as the sub-
matrix of M with row indexes A and column indexes B, and define vA as the sub-
vector of v with indexes A. Let (k) be the index set {1, . . . , k−1, k+1, . . . , p}. Denote
by Σ(k) = Σ(k),(k) the sub-matrix of Σ with both k-th row and column removed, and
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denote by σ(k) = Σ(k),k the vector including all the covariances associated with the
k-th variable. In the same fashion, we can also define Θ(k), θ(k), and so on.
3.2.1 The oracle procedures
Suppose an oracle knows the underlying transformation vector, then the oracle could
easily recover “oracle data” by applying these true transformations, i.e. zi = f(xi)
for 1 ≤ i ≤ n. Before presenting our rank-based estimators, it is helpful to revisit the
“oracle” procedures that are defined based on the “oracle data”.
• The oracle Graphical LASSO. Let Σˆo be the sample covariance matrix for
the “oracle” data, and then the “oracle” log-profile-likelihood becomes
log det(Θ)− tr(ΣˆoΘ).
The “oracle” Graphical LASSO solves the following `1 penalized likelihood prob-
lem:
min
Θ0
− log det(Θ) + tr(ΣˆoΘ) + λ
∑
i 6=j
|θij|. (3.2)
• The oracle neighborhood LASSO selection. Under the nonparanormal
model (3.1), for each k = 1, . . . , p, the “oracle” variable Zk givenZ(k) is normally
distributed as
N
(
ZT(k)Σ
−1
(k)σ(k), 1− σT(k)Σ−1(k)σ(k)
)
,
which can be equivalently written as
Zk = Z
T
(k)βk + εk
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with
βk = Σ
−1
(k)σ(k) and εk ∼ N(0, 1− σT(k)Σ−1(k)σ(k)).
Notice that βk and εk are closely related to the precision matrix Θ, i.e.
θkk = 1/Var(εk)
and
θ(k) = −βk/Var(εk).
Thus for the k-th variable, θ(k) and βk share exactly the same sparsity pattern.
Following Meinshausen and Bu¨hlmann (2006), the oracle neighborhood LASSO
selection obtains the solution βˆ
o
k from the following LASSO penalized least
squares problem,
min
β∈Rp−1
1
n
n∑
i=1
(zik − zTi(k)β)2 + λ‖β‖`1 , (3.3)
and then the sparsity pattern of Θ can be estimated by integrating the neigh-
borhood support set of βˆ
o
k = (βˆ
o
kj)j 6=k, i.e. nˆek = {j : βˆokj 6= 0} via intersection
or union.
We notice the fact that
1
n
n∑
i=1
(zik − zTi(k)β)2 = βT Σˆ
o
(k)β − 2βT σˆo(k) + σˆokk
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Then (3.3) can be written in the following equivalent form
min
β∈Rp−1
βT Σˆ
o
(k)β − 2βT σˆo(k) + λ‖β‖`1 . (3.4)
• The oracle neighborhood Dantzig selector. Following Yuan (2010), the
LASSO penalized least squares in (3.3) in the neighborhood approach can be
replaced with the Dantzig selector as follows:
min
β∈Rp−1
‖β‖`1 subject to ‖
1
n
n∑
i=1
zi(k)(z
T
i(k)β − zik)‖`∞ ≤ λ. (3.5)
Then the sparsity pattern of Θ can be similarly estimated by integration via
intersection or union. Furthermore, we notice that
1
n
n∑
i=1
zi(k)(z
T
i(k)β − zik) = Σˆ
o
(k)β − σˆo(k).
Then (3.5) can be written in the following equivalent form
min
β∈Rp−1
‖β‖`1 subject to ‖Σˆ
o
(k)β − σˆo(k)‖`∞ ≤ λ. (3.6)
• The oracle CLIME. Following Cai et al. (2011) we can estimate sparse pre-
cision matrices by solving a constrained `1 minimization problem:
arg min
Θ
‖Θ‖1 subject to ‖ΣˆoΘ− I‖max ≤ λ. (3.7)
Cai et al. (2011) compared the CLIME and the Graphical LASSO and show
that the CLIME enjoys nice theoretical properties without assuming the irrep-
resentable condition of Ravikumar et al. (2008) for the Graphical LASSO.
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3.2.2 The proposed rank-based estimators
The existing theoretical results in the literature can be directly applied to these oracle
estimators. However, the “oracle data” z1, z2, . . . ,zn are unavailable and thus the
above-mentioned “oracle” procedures are not genuine estimators. Naturally we wish
to construct a genuine estimator that can mimic the oracle estimator. To this end, we
can derive an alternative estimator of Σ based on the actual data x1,x2, . . . ,xn and
then feed this genuine covariance estimator to the Graphical LASSO, the neighbor-
hood selection or CLIME. To implement this natural idea, we propose a rank-based
estimation scheme. Note that Σ can be viewed as the correlation matrix as well, i.e.
σij = corr(zi, zj). Let (x1i, x2i, . . . , xni) be the observed values of variable Xi. We
convert them to ranks denoted by ri = (r1i, r2i, . . . , rni). Spearman’s rank correla-
tion rˆij is defined as Pearson’s correlation between ri and rj, i.e. rˆij = corr(ri, rj).
Spearman’s rank correlation is a nonparametric measure of dependence between two
variables. It is important to note that ri are the ranks of the “oracle” data. There-
fore, rˆij is also identical to the Spearman’s rank correlation between the “oracle”
variables Zi, Zj. In other words, in the framework of rank-based estimation, we can
treat the observed data as the “oracle” data and avoid estimating p nonparametric
transformation functions.
The nonparanormal model implies that (Zi, Zj) follows a bivariate normal distri-
bution with correlation parameter σij. Then a classical result due to Kendall (1948)
shows the relationship between σij and rˆij is as follows
lim
n→+∞
E(rˆij) =
6
pi
arcsin(
1
2
σij), (3.8)
which indicates that rˆij is a biased estimator of σij. To correct the bias, Kendall
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(1948) suggested using the adjusted Spearman’s rank correlation
rˆsij = 2 sin(
pi
6
rˆij). (3.9)
Combining (3.8) and (3.9) we see that rˆsij is an asymptotically unbiased estimator of
σij. Naturally we define the rank-based sample estimate of Σ as follows
Rˆ
s
= (rˆsij)1≤i,j≤p.
In Section 3 we show Rˆ
s
is a good estimator of Σ. Then we naturally come up
with the following rank-based estimators of Θ by using the Graphical LASSO, the
neighborhood Dantzig selector and CLIME:
• The rank-based Graphical LASSO:
Θˆ
s
g = arg min
Θ0
− log det(Θ) + tr(RˆsΘ) + λ
∑
i 6=j
|θij|. (3.10)
• The rank-based neighborhood Dantzig selector: A rank-based estimate
of βk can be solved by
βˆ
s.nd
k = arg min
β∈Rp−1
‖β‖`1 subject to ‖Rˆ
s
(k)β − rˆs(k)‖`∞ ≤ λ. (3.11)
The support of Θ can be estimated from the support of βˆ
s
1, · · · , βˆ
s
p via integra-
tion by union or intersection as in Meinshausen and Bu¨hlmann (2006). We can
also construct the rank-based precision matrix estimator
Θˆ
s
nd = (θˆ
s.nd
ij )1≤i,j≤p
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with
θˆs.ndkk =
(
(βˆ
s.nd
k )
T Rˆ
s
(k)βˆ
s.nd
k − 2(βˆ
s.nd
k )
T rˆs.nd(k) + 1
)−1
and
θˆ
s.nd
(k) = −θˆs.ndkk βˆ
s.nd
k
for k = 1, . . . , p. We can symmetrize Θˆ
s
nd by solving the following optimization
problem (Yuan, 2010),
Θ˘
s
nd = arg min
Θ: Θ=Θ′
‖Θ− Θˆsnd‖`1 .
We also consider using the adaptive Dantzig selector in the rank-based neigh-
borhood estimation in order to achieve better graphical model selection perfor-
mance. See Section 3.3.2 for more details.
• The rank-based CLIME:
Θˆ
s
c = arg min
Θ
‖Θ‖1 subject to ‖RˆsΘ− I‖max ≤ λ. (3.12)
By Lemma 1 in Cai et al. (2011) the above optimization problem can be further
decomposed into p subproblems of vector minimization, i.e. for k = 1, . . . , p,
θˆ
s.c
k = arg min
θ∈Rp
‖θ‖`1 subject to ‖Rˆ
s
θ − ek‖`∞ ≤ λ, (3.13)
where ek’s are the natural basis in Rp. Then Θˆ
s
c is exactly equivalent to
(θˆ
s.c
1 , · · · , θˆ
s.c
p ). Note that Θˆ
s
c could be asymmetric. Following Cai et al. (2011)
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we consider
Θ˘
s
c = (θ˘
s.c
ij )1≤i,j≤p
with
θ˘s.cij = θˆ
s.c
ij I{|θˆs.cij |≤|θˆs.cji |} + θˆ
s.c
ji I{|θˆs.cij |>|θˆs.cji |}.
In the original CLIME paper Cai et al. (2011) proposed to use hard threshold-
ing for graphical model selection. Borrowing the basic idea from the adaptive
LASSO (Zou, 2006), we propose an adaptive version of the rank-based CLIME
in order to achieve better graphical model selection performance. See Section
3.3.3 for more details.
We would like to point out that using ranks of the raw data is a fundamental
idea in the classical nonparametric statistics. The rank-based methods has been
widely considered in several fields of statistics including hypothesis testing, point and
interval estimates, and various simultaneous inference procedures, for example, the
Friedman’s test in analysis of variance, and the Wilcoxon signed-rank test. We refer
Lehmann (1998) for more discussions about the rank-based methods. In this chapter,
we show that this classical idea is still powerful for an interesting high-dimensional
statistical problem.
3.2.3 Rank-based neighborhood LASSO?
One might consider the rank-based neighborhood LASSO defined as follows:
min
β∈Rp−1
βT Rˆ
s
(k)β − 2βT rˆs(k) + λ‖β‖`1 . (3.14)
3.2. Proposed Methodology 45
However there is a technical problem for the above definition. The Spearman’s rank
correlation matrix Rˆ is always positive semidefinite, but Rˆ
s
could become indefinite
after the unbiasedness adjustment. To our best knowledge, Devlin et al. (1975) was
the first to point out the indefinite issue of the estimated rank correlation matrix.
Here we also use a toy example to illustrate this point. Consider the 3×3 correlation
matrix
A =

1 0.7 0
0.7 1 0.7
0 0.7 1
 .
Note that A is positive-definite with eigenvalues 1.99, 1.00 and 0.01, but 2 sin(pi
6
A)
becomes indefinite with eigenvalues 2.01, 1.00 and −0.01. The negative eigenvalues
will make (3.14) an ill-defined optimization problem. Fortunately, the positive definite
issue does not cause any problem for the Graphical LASSO, Dantzig selector and
CLIME. Notice that the diagonal elements of Rˆ
s
are obviously strictly positive, and
thus Lemma 3 in Ravikumar et al. (2008) suggests that the rank-based graphical
lasso always has a unique positive definite solution for any regularization parameter
λ > 0. The rank-based neighborhood Dantzig selector and the rank-based CLIME are
still well-defined even when Rˆ
s
(k) becomes indefinite, and the according optimization
algorithms also tolerate the indefiniteness of Rˆ
s
(k).
We can construct a hybrid neighborhood estimator by using both the LASSO and
Dantzig selector. We can always first check whether Rˆ
s
is positive definite or not.
If it is positive definite, we perform the rank-based neighborhood LASSO. If not,
we perform the rank-based neighborhood Dantzig selector instead. We have tried
this hybrid estimator in numerical studies and found that it works very similarly to
the rank-based neighborhood Dantzig selector. This can be understood by the fact
that the LASSO penalized least squares and Dantzig selector in generally work very
similarly (Bickel et al., 2009; Efron et al., 2007; James et al., 2009). Due to space
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consideration we do not present the hybrid method in this chapter.
3.3 Theoretical Properties
For a vector v = (v1, . . . , vl), let ‖v‖min denote the minimum absolute value, i.e.
‖v‖min = minj |vj|. For a matrix A = (aij), we define the following matrix norms: the
matrix `1 norm ‖A‖`1 = maxj
∑
i |aij|, the matrix `∞ norm ‖A‖`∞ = maxi
∑
j |aij|,
and the Frobenius norm ‖A‖F = (
∑
(i,j) a
2
ij)
1/2. For any symmetric matrix, its matrix
`1 norm coincides its matrix `∞ norm. Denote by λmin(A) and λmax(A) the smallest
and largest eigenvalues of A respectively. Define Σ∗ as the true covariance matrix,
and let Θ∗ be its inverse. Let A be the support set of Θ∗, and denote Ac as the
complement of A. Let d = maxj
∑
i: i 6=j I{θ∗ij 6=0} be the maximal degree over the
underlying graph corresponding to Θ∗, and let s =
∑
(i,j): i 6=j I{θ∗ij 6=0} be the total
degree over the whole graph.
In this section we establish the rate of convergence and the graphical model selec-
tion consistency for the proposed rank-based estimators. The main conclusion drawn
from these theoretical results is that the rank-based graphical lasso, neighborhood
Dantzig selector and CLIME work as well as their oracle counterparts in terms of
the rates of convergence and graphical model selection consistency. To this end, we
first provide useful concentration bounds concerning the accuracy of the rank-based
sample correlation matrix estimator Rˆ
s
.
Lemma 3.1 For 0 < ε < 1 and n ≥ 12pi
ε
, there exits some absolute constant c0 > 0
such that we have the following concentration bounds
Pr(|rˆsij − σij| > ε) ≤ 2 exp(−c0nε2);
Pr(‖Rˆs −Σ‖max > ε) ≤ p2 exp(−c0nε2). 
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3.3.1 On the rank-based Graphical LASSO
Denote by ψmin = min(i,j)∈A |θ∗ij| the minimal entry of Θ∗ in the absolute scale. Define
KΣ∗ = ‖Σ∗AA‖`∞ and KH∗ = ‖(H∗AA)−1‖`∞ . For notation convenience, we define H∗
as the Kronecker product Σ∗
⊗
Σ∗.
Theorem 3.1 Assume that ‖H∗AcA(H∗AA)−1‖`∞ < 1− κ for κ ∈ (0, 1).
(a) Rate of convergence: if the regularization parameter λ is chosen such that
λ <
1
6(1 + κ
4
)KΣ∗KH∗ max{1, (1 + 4κ)K2Σ∗KH∗}
· 1
d
,
with probability at least 1−p2 exp(−κ2
16
c0nλ
2), the rank-based Graphical LASSO
estimator Θˆ
s
g satisfies that θˆ
s.g
ij = 0 for any (i, j) ∈ Ac and moreover
‖Θˆsg −Θ∗‖max ≤ 2KH∗(1 +
κ
4
)λ.
(b) Graphical model selection consistency: picking a regularization parameter λ to
satisfy that
λ < min
{
ψmin
2(1 + κ
4
)KH∗
,
1
6(1 + κ
4
)KΣ∗KH∗ max{1, (1 + 4κ)K2Σ∗KH∗}
· 1
d
}
,
then with probability at least 1−p2 exp(−κ2
16
c0nλ
2), Θˆ
s
g is sign consistent satisfy-
ing that sign(θˆs.gij ) = sign(θ
∗
ij) for any (i, j) ∈ A and θˆs.gij = 0 for any (i, j) ∈ Ac.
In Theorem 3.1, the condition that ‖H∗AcA(H∗AA)−1‖`∞ < 1−κ is also referred to
as the irrepresentable condition for studying the theoretical properties of the Graph-
ical LASSO (Ravikumar et al., 2008). We can obtain a more straightforward under-
standing of Theorem 3.1 by considering its asymptotic consequences.
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Corollary 3.1 Suppose there is a constant κ ∈ (0, 1) such that
‖H∗AcA(H∗AA)−1‖`∞ < 1− κ.
Assume that ψmin, KΣ∗ and KH∗ are all fixed constants.
(a) Rates of convergence: further assume n d2 log p, and pick λ such that
1
d
 λ = O(
√
log p
n
).
Then we have
‖Θˆsg −Θ∗‖max = OP (
√
log p
n
).
Furthermore, the convergence rates in both Frobenius and matrix `1-norms can
also be obtained as follows,
‖Θˆsg −Θ∗‖F = OP (
√
(s+ p) log p
n
);
‖Θˆsg −Θ∗‖`1 = OP (
√
min{s+ p, d2} log p
n
).
(b) Graphical model selection consistency: further assume n d2 log p, and pick a
regularization parameter λ satisfying that
1
d
 λ = O(
√
log p
n
).
Then we have the sign consistency that sign(θˆs.gij ) = sign(θ
∗
ij) for any (i, j) ∈ A
and sign(θˆs.gij ) = 0 for any (i, j) ∈ Ac. 
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Under the same conditions of Theorem 3.1 and Corollary 3.1, by the results in
Ravikumar et al. (2008), we know that the conclusions Theorem 3.1 and Corollary
3.1 hold for the oracle Graphical LASSO. In other words, the rank-based Graph-
ical LASSO estimator is comparable to its oracle counterpart in terms of rates of
convergence and graphical model selection consistency.
3.3.2 On the rank-based neighborhood Dantzig selector
Define b = mink θ
∗
kk, B = λmax(Θ
∗) and M = ‖Θ∗‖`1 . For each variable Xk, define
the corresponding active set Ak = {j 6= k : θ∗kj 6= 0} with the maximal cardinality
d = maxk |Ak|. Then we can organize θ∗(k) and Θ∗(k) with respect to Ak as
θ∗(k) = (θ
∗
Ak ,θ
∗
Ack)
and
Θ∗(k) =
 Θ∗AkAk Θ∗AkAck
Θ∗AckAk Θ
∗
AckAck
 .
In the similar way, we can partition σ∗(k) and Σ
∗
(k) with respect to Ak as well.
Theorem 3.2 Pick the λ such that dλ = o(1) and bnλ ≥ 12piM . With a probability
at least 1 − p2 exp(−c0 b2M2nλ2), there exists some quantity Cb,B,M > 0 depending on
b, B and M only such that
‖Θ˘snd −Θ∗‖`1 ≤ ‖Θˆ
s
nd −Θ∗‖`1 ≤ Cb,B,Mdλ. 
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Corollary 3.2 Assume that n d2 log p, and pick a tuning parameter λ such that
1
d
 λ = O(
√
log p
n
).
Suppose both b, B and M are fixed constants. Then we have
‖Θ˘snd −Θ∗‖`1 = OP (d
√
log p
n
);
‖Θˆsnd −Θ∗‖`1 = OP (d
√
log p
n
). 
Yuan (2010) established the rates of convergence of the neighborhood Dantzig
selector under the `1 norm, which can be directly applied to the oracle neighbor-
hood Dantzig selector under the nonparanormal model. Comparing Theorem 3.2 and
Corollary 3.2 to the results in Yuan (2010), we see that the rank-based neighborhood
Dantzig selector and the oracle neighborhood Dantzig selector achieve the same rates
of convergence.
The Dantzig selector and the LASSO are closely related (Bickel et al., 2009; Efron
et al., 2007; James et al., 2009). Similar to the LASSO, the Dantzig selector tends to
over-select. Zou (2006) proposed the adaptive weighting idea to develop the adaptive
LASSO which improves the selection performance of the LASSO and corrects its bias
too. The very same idea can be used to improve the selection performance of Dantzig
selector which leads to the adaptive Dantzig selector (Dicker and Lin, 2009). We
can easily extend the rank-based neighborhood Dantzig selector to the rank-based
neighborhood adaptive Dantzig selector. Given adaptive weights wk, consider
βˆ
s.nad
k = arg min
β∈Rp−1
‖wk ◦ β‖`1 subject to |Rˆ
s
(k)β − rˆs(k)| ≤ λwk, (3.15)
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where ◦ denotes the Hadamard product, and ad×1 ≤ bd×1 denotes the set of entry-
wise inequalities ai ≤ bi (1 ≤ i ≤ d) for ease of notation. In both our theoretical
analysis and numerical implementation, we utilize the optimal solution βˆ
s.nd
k s from
the rank-based Dantzig selector to construct the adaptive weights wk by
wdk = (|βˆ
s.nd
k |+
1
n
)−1. (3.16)
Define β∗Ak = (Θ
∗
AkAk)
−1θ∗Ak , and let β
∗
k = (β
∗
Ak , 0). Thus the support of β
∗
k
exactly coincides with that of θ∗(k), and then it is further equivalent to the active set
Ak. Define ψk = ‖β∗Ak‖min, Gk = ‖(Σ∗AkAk)−1‖`∞ and Hk = ‖Σ∗AckAk(Σ
∗
AkAk)
−1‖`∞ .
Theorem 3.3 For each k = 1, 2, · · · , p, we pick λ = λdantzig as in (3.11) such that
λdantzig ≥ 12piM
bn
and o(1) = dλdantzig ≤ min
{
ψk
2C0
,
1
4C0d(ψk + 2Gk)
− 1
C0n
}
,
where C0 = 4B
2(2 + b
M
). We further pick λ = λadantzig as in (3.15) such that
ψ2k
8Gk
≥ λadantzig ≥ max
{
12pi
n
, (C0dλdantzig +
1
n
) · Hkψk
Gk
}
.
and
o(1) = dλadantzig ≤ min
{
λmin(Σ
∗
AkAk),
1
2Gk
,
ψk
8Gk(ψk +Gk)
}
,
Then we choose wk = w
d
k as in (3.16) for any k. With a probability at least
1 − p2 exp(−c0n ·min(λ2adantzig, b
2
M2
λ2dantzig)), for each k = 1, 2, · · · , p, the rank-based
adaptive Dantzig selector finds the unique optimal solution βˆ
s.nad
k = (βˆ
s.nad
Ak , βˆ
s.nad
Ack )
with sign(βˆ
s.nad
Ak ) = sign(β
∗
Ak) and βˆ
s.nad
Ack = 0, and thus the rank-based neighborhood
adaptive Dantzig selector is sign consistent for the Graphical model selection. 
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Corollary 3.3 Assume that b, B, M , ψk, Gk and Hk (1 ≤ k ≤ p) are all fixed
constants, and also assume that n d4 log p. Suppose that for each k,
λmin(Σ
∗
AkAk) d2
√
log p
n
,
and then we pick the regularization parameters λdantzig and λadantzig such that
1
d
≥ λdantzig = O(
√
log p
n
),
and
min
{
1
d
· λmin(Σ∗AkAk),
1
d
}
 λadantzig  dλdantzig = O(d
√
log p
n
).
Then with probability tending to 1, for each k = 1, 2, · · · , p, the rank-based adaptive
Dantzig selector with wk = w
d
k as in (3.16) finds the unique optimal solution of
(3.15) to be βˆ
s.nad
k = (βˆ
s.nad
Ak , βˆ
s.nad
Ack ) with sign(βˆ
s.nad
Ak ) = sign(β
∗
Ak) and βˆ
s.nad
Ack = 0,
and thus the rank-based neighborhood adaptive Dantzig selector is sign consistent
for the Graphical model selection.. 
Our treatment of the adaptive Dantzig selector is fundamentally different from
Dicker and Lin (2009). Dicker and Lin (2009) focused on the classical linear regres-
sion model and constructed the adaptive weights as inverse of the absolute values
of ordinary least square estimator. Their theoretical results only hold in the classi-
cal setting with a fixed p as n go to infinity. In our problem p can be much bigger
than n. The choice of adaptive weights in (3.16) plays a critical role to establish
the graphical model selection consistency for the adaptive Dantzig selector under the
high-dimensional setting, where p is at a nearly exponential rate to n. Our techni-
cal analysis uses some key ideas such as the strong duality and the complementary
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slackness from the linear optimization theory (Bertsimas and Tsitsiklis, 1997; Boyd
and Vandenberghe, 2004).
3.3.3 On the rank-based CLIME
Compared to the graphical lasso, the CLIME can enjoy nice theoretical properties
without assuming the irrepresentable condition (Cai et al., 2011). This continues to
hold when comparing the rank-based graphical lasso and the rank-based CLIME.
Theorem 3.4 Recall that M = ‖Θ∗‖`1 . Pick a λ such that nλ ≥ 12piM . With a
probability at least 1− p2 exp(− c0
M2
nλ2), we have
‖Θˆsc −Θ∗‖max ≤ 2Mλ.
Moreover, assume that n  d2 log p and suppose M is a fixed constant. Pick a
regularization parameter λ = O(
√
log p
n
). Then we have
‖Θˆsc −Θ∗‖max = OP (
√
log p
n
). 
Theorem 3.4 is parallel to Theorem 6 in Cai et al. (2011) which can be used to
establish the rate of convergence of the oracle CLIME.
To improve graphical model selection performance, Cai et al. (2011) suggested an
additional thresholding step by applying the entrywise hard-thresholding rule to Θˆ
s
c:
HT (Θˆ
s
c) = (θˆ
s.c
ij · I{|θˆs.cij |≥τn})1≤i,j≤p. (3.17)
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where τn ≥ 2Mλ is the threshold, and λ is given in Theorem 3.4. To establish the
graphical model selection consistency, Theorem 7 in Cai et al. (2011) requires
τn < min
(i,j)∈A
1
2
|θ∗ij|.
We could apply the thresholding idea to the rank-based CLIME. However, we pre-
fer to develop an adaptive version of the rank-based CLIME by using the adaptive
penalization idea in the adaptive LASSO and the adaptive Dantzig selector.
Given an adaptive weight matrix W we define the rank-based adaptive CLIME
as follows:
Θˆ
s
ac = arg min
Θ
‖W ◦Θ‖1 subject to |RˆsΘ− I| ≤ λW , (3.18)
whereAp×p ≤ Bp×p is a simplified expression for the set of inequalities aij ≤ bij for all
1 ≤ i, j ≤ p. Write W = (w1, · · · ,wp). By Lemma 1 in Cai et al. (2011) the above
linear programming problem in (3.18) is exactly equivalent to p vector minimization
subproblems:
θˆ
s.ac
k = arg min
θ∈Rp
‖wk ◦ θ‖`1 subject to |Rˆ
s
θ − ek| ≤ λwk.
for k = 1, . . . , p, and Θˆ
s
ac is equal to (θˆ
s.ac
1 , · · · , θˆ
s.ac
p ). In both our theory and imple-
mentation, we utilize the rank-based CLIME’s optimal solution Θˆ
s
c to construct an
adaptive weight matrix W by
W c = (|Θˆsc|+
1
n
)−1. (3.19)
We now prove the graphical model selection consistency of the rank-based adap-
tive CLIME. Denote Θ∗ as (θ∗1, · · · ,θ∗p) and define A˜k = Ak ∪ {k}. Then we
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can organize θ∗k and Σ
∗ with respect to A˜k and A˜ck. For k = 1, . . . , p, we define
G˜k = ‖(Σ∗A˜kA˜k)−1‖`∞ and H˜k = ‖Σ
∗
A˜ckA˜k
(Σ∗A˜kA˜k)
−1‖`∞ .
Theorem 3.5 Recall ψmin = min(i,j)∈A |θ∗ij|. Pick λ = λclime as in (3.12) such that
min
{
ψmin
4M
,
1
4M(ψmin + 2G˜k)d
− 2
Mn
}
≥ λclime ≥ 12piM
n
and dλclime = o(1),
and further pick λ = λaclime as in (3.18) such that
ψ2min
8G˜k
≥ λaclime ≥ max
{
12pi
n
, (2Mλclime +
1
n
) · H˜kψmin
G˜k
}
,
and
o(1) = dλaclime ≤ min
{
λmin(Σ
∗
AkAk),
1
2G˜k
,
ψmin
4G˜k(ψmin + G˜k)
}
Besides, we choose the adaptive weights W = W c as in (3.19). Then the rank-based
adaptive CLIME’s optimal solution Θˆ
s
ac is sign consistent for the graphical model
selection, i.e. sign(θˆs.acij ) = sign(θ
∗
ij) for any (i, j) ∈ A and sign(θˆs.acij ) = 0 for any
(i, j) ∈ Ac, with a probability at least 1− p2 exp(−c0nmin(λ2aclime, 1M2λ2clime)). 
Corollary 3.4 Assume that M , ψmin, G˜k and H˜k (1 ≤ k ≤ p) are all fixed constants.
Let n d2 log p. Suppose that for each k, we have
λmin(Σ
∗
AkAk) d
√
log p
n
,
and then we pick the regularization parameters λclime and λaclime such that
1
d
≥ λclime = O(
√
log p
n
),
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and
min
{
1
d
· λmin(Σ∗AkAk),
1
d
}
 λaclime  λclime.
Then we choose the adaptive weights W = W c as in (3.19). With probability
tending to 1, the rank-based adaptive CLIME’s solution Θˆ
s
ac is sign consistent, i.e.
sign(θˆs.acij ) = sign(θ
∗
ij) for (i, j) ∈ A and sign(θˆs.acij ) = 0 for (i, j) ∈ Ac. 
The choice of adaptive weights in (3.19) plays a critical role to establish the graph-
ical model selection consistency for the rank-based adaptive CLIME estimator under
the nonparanormal model in the high-dimensional setting. Similarly as the rank-
based adaptive Dantzig selector, the rank-based adaptive CLIME does not require
the strong ir-representable condition to establish the sparsity recovery property.
3.4 Numerical Properties
In this section we present both simulation studies and real examples to demonstrate
the finite sample performance of the proposed rank-based estimators.
3.4.1 Monte-Carlo simulations
In the simulation study, we consider both Gaussian data and nonparanormal data.
In models 1–4 we draw n independent samples from Np(0,Σ) with four different Θ:
Model 1: θii = 1 and θi,i+1 = 0.5;
Model 2: θii = 1, θi,i+1 = 0.4 and θi,i+2 = θi,i+3 = 0.2;
Model 3: Randomly choose 16 nodes to be the hub nodes in Θ, and each of them
connects with 5 distinct nodes with Θij = 0.2. Elements, not associated with
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hub nodes, are set as 0 in Θ. The diagonal element σ is chosen similarly as that
in the previous model.
Model 4: Θ = Θ0 + σI, where Θ0 is a zero-diagonal symmetric matrix. Each off-
diagonal element Θ0ij independently follows a point mass 0.99δ0 + 0.01δ0.2, and
the diagonal element σ is set to be the absolute value of the minimal negative
eigenvalue of Θ0 to ensure the semi-positive-definiteness of Θ.
Model 1–2 are used in Yuan and Lin (2007), and Model 4 is similarly considered
as a random network in Rothman et al. (2008) and Cai et al. (2011). Model 3 is to
mimic the hub network. In Model 1b–4b we first generate n independent data from
Np(0,Σ) and then transfer the normal data using transformation functions
g = [f−11 , f
−1
2 , f
−1
3 , f
−1
4 , f
−1
5 , f
−1
1 , f
−1
2 , f
−1
3 , f
−1
4 , f
−1
5 , . . .],
where f1(x) = x, f2(x) = log(x), f3(x) = x
1
3 , f4(x) = log(
x
1−x) and
f5(x) = f2(x)I{x<−1} + f1(x)I{−1≤x≤1} + (f4(x− 1) + 1)I{x>1}.
In all cases we let n = 300 and p = 100. We summarize the total number of zero
entries out of the total p = k(k − 1)/2 = 4950 off-diagonal entries in the precision
matrix for Model 1–4 in Table Table 3.2.
Table 3.2: Summary of the total number of zero entries in the precision matrix for
Model 1–4.
Simulation Model 1 2 3 4
# Nonzero Entries 99 390 80 ≈50
Table 3.3 summarizes all the estimators investigated in our study. For each es-
timator, the tuning parameter is chosen by cross-validation. For all neighborhood
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approaches (i.e. MB, R-NDS and R-NADS), we summarize the zero patterns by both
aggregation strategies via union or intersection, denoted as the suffixes .au and .ai re-
spectively. Estimation accuracy is measured by the average matrix `1-norm over 100
replications, and selection accuracy is evaluated by the average false positive/negative.
Table 3.3: List of all estimators in the Monte Carlo simulation study.
Notation Details
GLASSO Penalized likelihood estimation via Graphical LASSO
MB Neighborhood selection via LASSO (Meinshausen and Bu¨hlmann, 2006)
NDS Neighborhood selection via Dantzig selector
CLIME Constrained `1 minimization estimator
LLW The “plug-in” extension of GLASSO (Liu et al., 2009)
R-GLASSO Proposed rank-based extension of GLASSO
R-NDS Proposed rank-based neighborhood selection by Dantzig selector
R-NADS Proposed rank-based neighborhood selection by adaptive Dantzig selector
R-CLIME Proposed rank-based extension of CLIME
R-ACLIME Proposed rank-based adaptive extension of CLIME
The simulation results are summarized in Table 3.4–Table 3.7. First of all, we
can see that the Graphical LASSO, neighborhood selection and CLIME do not have
satisfactory performance under Models 1b–4b due to the lack of ability to handle non-
normality. Second, the three rank-based estimators perform similarly to their oracle
counterparts. Note that in Models 1b–4b the oracle Graphical LASSO, the oracle
neighborhood Dantzig and the oracle CLIME are actually the Graphical LASSO, the
neighborhood Dantzig and the CLIME in Models 1–4. In terms of precision matrix
estimation the rank-based CLIME seems to be the best, while the rank-based adaptive
CLIME has the best graphical model selection performance.
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Table 3.4: Estimation performance in the Gaussian graphical model.
Gaussian
Model 1 Model 2 Model 3 Model 4
GLASSO
1.06 2.18 0.98 0.89
(0.02) (0.03) (0.01) (0.01)
LLW
1.28 2.23 0.99 0.93
(0.01) (0.03) (0.01) (0.01)
R-GLASSO
1.23 2.26 0.93 0.95
(0.01) (0.02) (0.01) (0.01)
NDS
1.11 2.15 0.86 0.73
(0.02) (0.02) (0.01) (0.01)
R-NDS
1.21 2.24 0.91 0.82
(0.01) (0.03) (0.01) (0.01)
CLIME
1.03 2.04 0.83 0.75
(0.01) (0.02) (0.01) (0.01)
R-CLIME
1.17 2.21 0.89 0.86
(0.01) (0.03) (0.01) (0.01)
Table 3.5: Estimation performance in the Nonparanormal graphical model.
Nonparanormal
Model 1b Model 2b Model 3b Model 4b
GLASSO
2.36 4.48 2.12 1.91
(0.01) (0.08) (0.04) (0.03)
LLW
1.28 2.23 0.99 0.93
(0.01) (0.03) (0.01) (0.01)
R-GLASSO
1.23 2.26 0.93 0.95
(0.01) (0.02) (0.01) (0.01)
NDS
2.32 4.03 1.78 1.58
(0.01) (0.05) (0.05) (0.03)
R-NDS
1.21 2.24 0.91 0.82
(0.01) (0.03) (0.01) (0.01)
CLIME
2.11 4.23 2.05 1.37
(0.02) (0.04) (0.03) (0.02)
R-CLIME
1.17 2.21 0.89 0.86
(0.01) (0.03) (0.01) (0.01)
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Table 3.6: Selection performance in the Gaussian graphical model. Selection accuracy
is measured by counts of false negative (#FN) or false positive (#FP). The standard
errors are shown in the parenthesis.
Model 1 Model 2 Model 3 Model 4
#FN #FP #FN #FP #FN #FP #FN #FP
GLASSO
0.00 521.21 263.16 45.21 0.00 114.48 0.03 35.33
(0.00) (1.91) (0.58) (1.26) (0.00) (1.94) (0.02) (1.29)
LLW
0.00 518.84 264.18 43.45 0.00 116.02 0.04 35.08
(0.00) (1.91) (0.56) (1.34) (0.00) (2.01) (0.02) (1.19)
R-GLASSO
0.00 505.77 264.86 48.01 0.00 114.89 0.03 37.13
(0.00) (1.67) (0.57) (1.57) (0.00) (2.17) (0.02) (1.07)
MB.au
0.00 154.81 232.99 89.61 0.00 44.03 0.02 41.22
(0.00) (1.29) (0.74) (1.37) (0.00) (0.81) (0.01) (0.77)
R-NDS.au
0.00 163.78 230.77 118.46 0.00 69.16 0.03 49.31
(0.00) (1.27) (0.79) (2.12) (0.00) (0.92) (0.02) (0.88)
R-NADS.au
0.00 80.90 218.69 83.62 0.00 60.75 0.03 48.59
(0.00) (2.52) (1.02) (2.90) (0.00) (1.04) (0.02) (0.92)
MB.ai
0.00 30.62 260.76 21.79 0.00 9.42 0.04 9.58
(0.00) (0.53) (0.55) (0.60) (0.00) (0.31) (0.02) (0.34)
R-NDS.ai
0.00 38.62 259.66 29.34 0.00 11.52 0.07 11.87
(0.00) (0.52) (0.61) (0.68) (0.00) (0.40) (0.04) (0.40)
R-NADS.ai
0.06 14.92 256.16 24.62 0.00 10.54 0.08 10.98
(0.02) (0.11) (0.68) (0.79) (0.00) (0.36) (0.04) (0.38)
CLIME
0.00 143.88 263.77 34.71 0.00 32.53 0.02 32.59
(0.00) (0.10) (0.57) (1.42) (0.00) (0.78) (0.01) (1.17)
R-CLIME
0.00 148.24 265.81 38.23 0.00 37.44 0.04 36.56
(0.01) (3.11) (1.22) (2.55) (0.05) (2.45) (0.33) (1.18)
R-ACLIME
0.00 82.53 264.74 34.52 0.00 29.83 0.07 31.09
(0.00) (0.13) (0.63) (2.60) (0.00) (0.61) (0.03) (1.02)
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Table 3.7: Selection performance in the Nonparanormal graphical model. Selection
accuracy is measured by counts of false negative (#FN) or false positive (#FP). The
standard errors are shown in the parenthesis.
Model 1b Model 2b Model 3b Model 4b
#FN #FP #FN #FP #FN #FP #FN #FP
GLASSO
58.81 470.05 286.40 44.70 9.82 134.70 8.06 44.20
(0.35) (5.30) (0.74) (1.48) (0.41) (2.08) (0.36) (1.33)
LLW
0.00 518.84 264.18 43.45 0.00 116.02 0.04 35.08
(0.00) (1.91) (0.56) (1.34) (0.00) (2.01) (0.02) (1.19)
R-GLASSO
0.00 505.77 264.86 48.01 0.00 114.89 0.03 37.13
(0.00) (1.67) (0.57) (1.57) (0.00) (2.17) (0.02) (1.07)
MB.au
56.28 472.86 283.15 61.69 12.99 99.10 8.28 57.65
(0.26) (4.11) (0.64) (1.04) (0.46) (1.31) (0.36) (0.90)
R-NDS.au
0.00 163.78 230.77 118.46 0.00 69.16 0.03 49.31
(0.00) (1.27) (0.79) (2.12) (0.00) (0.92) (0.02) (0.88)
R-NADS.au
0.00 80.90 218.69 83.62 0.00 60.75 0.03 48.59
(0.00) (2.52) (1.02) (2.90) (0.00) (1.04) (0.02) (0.92)
MB.ai
68.68 197.44 304.71 22.72 16.88 50.25 11.67 23.88
(0.16) (1.12) (0.61) (0.56) (0.52) (0.92) (0.42) (0.50)
R-NDS.ai
0.00 38.62 259.66 29.34 0.00 11.52 0.08 11.87
(0.00) (0.52) (0.61) (0.68) (0.00) (0.40) (0.04) (0.40)
R-NADS.ai
0.06 14.92 256.16 24.62 0.00 10.54 0.08 10.98
(0.02) (0.11) (0.68) (0.79) (0.00) (0.36) (0.04) (0.38)
CLIME
47.14 385.95 286.16 45.25 10.02 123.31 7.87 46.38
(0.39) (1.99) (0.74) (1.45) (0.41) (2.11) (0.36) (1.34)
R-CLIME
0.00 148.24 265.81 38.23 0.00 37.44 0.04 36.56
(0.01) (3.11) (1.22) (2.55) (0.05) (2.45) (0.33) (1.18)
R-ACLIME
0.00 82.53 264.74 34.52 0.00 29.83 0.07 31.09
(0.00) (0.13) (0.63) (2.60) (0.00) (0.61) (0.03) (1.02)
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3.4.2 Applications to gene expression genomics
We illustrate our proposed rank-based estimators on a real data set to recover the
isoprenoid genetic regulatory network in Arabidposis thaliana including 16 genes from
the mevalonate (MVA) pathway in the cytosolic, 19 genes from the plastidial (MEP)
pathway in the chloroplast, and also 5 encode proteins in the mitochondrial. The data,
initially used by Wille et al. (2004), contained the gene expression measurements of
39 genes (excluding protein GGPPS7 in the MEP pathway) assayed on n = 118
Affymetrix GeneChip microarrays.
Table 3.8: Bootstrap selection in the isoprenoid gene pathway, and counts of stable
edges selected by each estimator are listed.
GLASSO MB CLIME LLW R-GLASSO R-NADS R-ACLIME
Stable Edge 100 101 67 87 88 50 52
We use seven estimators (GLASSO, MB, CLIME, LLW, R-GLASSO, R-NADS
and R-ACLIME) to reconstruct the regulatory network. The first three estimators
are performed after taking the log-transformation of the original data, and the other
four estimators are directly applied to the original data. To be more conservative, we
only consider the integration by union for the neighborhood selection procedures. We
compare the final model decided using the Bootstrap method with the cutoff value as
0.8. For each estimator, we draw 100 independent Bootstrap samples, and perform
the estimator for each Bootstrap sample. Then, the final model only includes genes
selected by at least 80 times over 100 Bootstrap samples. We report the counts of the
selected edges for each estimator in Table 3.8. We also compare pairwise intersection
of the selected edges among different estimators. More than 70% of the selected edges
by GLASSO, MB or CLIME turn out to be validated by both LLW and R-GLASSO,
and more than 40% of the selected edges by GLASSO, MB or CLIME are justified by
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R-NADS and R-ACLIME. Moreover, though in different means, the selected models
all support the biological argument that the interaction between the pathways do
exist although both pathways operate independently under normal conditions (Laule
et al., 2003; Rodriguez-Concepcion et al., 2004). Thus, the normality assumption
after log-transformation appears to be effective in this means.
Chapter 4
Conclusion
4.1 Summary of Contributions
In Chapter 2, we studied the estimation of a sparse high-dimensional Ising model for
the binary data. In methodology, we propose efficient procedures to learn a sparse
Ising model via the penalized composite conditional likelihood with non-concave
penalties. In computation, we design a novel coordinate-minorization-ascent algo-
rithm to efficiently solve the underlying optimization problem, which combines both
strengths of coordinate-ascent and minorization-maximization principles. We extend
the theory of non-concave penalized likelihood to penalized composite conditional
likelihood estimation under the NP-dimensionality, and provide a rigorous discussion
of the optimality of the computed local solution. Our proposed procedure is ap-
plied to study the Human Immunodeficiency Virus type 1 protease structure based
on data from the Stanford HIV Drug Resistance Database. Our statistical learning
results match the known biological findings very well, although no prior biological
information is used in the data analysis procedure.
In Chapter 3, we studied the estimation of a sparse nonparanormal graphical model
for the high-dimensional non-normal data. In methodology, we propose a unified reg-
ularized rank estimation scheme under the robust nonparanormal graphical model.
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In particular, we study the rank-based Graphical LASSO, the rank-based Dantzig se-
lector and the rank-based CLIME. In theory, we establish their theoretical properties
in the setting where the dimension is nearly exponentially large relative to the sample
size, and we show that the proposed rank-based estimators work as well as the oracle
procedures with the oracle information of transformations.
4.2 Future Directions
Estimation of the High-dimensional Log-linear Graphical Model.
In this thesis, we have proposed efficient procedures to effectively estimate sparse
ising models and sparse nonparanomal networks for binary data and continuous data
respectively. Then, one interesting research direction is to estimate the log-liner
graphical model for discovering complex interactions for a large-scale system of dis-
crete data, which is motivated by inferring genetic networks from the high-throughput
sequencing data. Recently, in the same spirit of the neighborhood selection in the
Gaussian graphical model Meinshausen and Bu¨hlmann (2006) and the binary Markov
random field Ravikumar et al. (2010), Allen and Liu (2012) developed the neighbor-
hood `1-penalized Poisson regression called the Poisson Graphical Lasso to estimate
the high-dimensional log-linear graphical model. Therefore, the rigorous theoretical
analysis of the graphical model selection property must be developed for the Poisson
Graphical Lasso method under the high-dimensional setting. Meanwhile, the penal-
ized composite likelihood approach is worth pursuing as an alternative procedure.
Local Solution Issue of the General Non-convex Penalized Methodology.
Chapter 2 has discussed the local solution issue of the non-concave penalized com-
posite likelihood methodology, and established theory to show that the computed
local solution would exactly match the oracle solution with an overwhelming proba-
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bility. The similar idea of convex relaxation by iterative local linear approximation
has been used in the statistical literature such as Candes et al. (2008), Zhang (2010b)
and Bradic et al. (2011), while most research works focus on the non-convex penal-
ized least square problem, and none of these papers provides a rigorous theoretical
justification for a general non-convex penalization problem. Thus it would be very
interesting to generalize the theoretical result as in Theorem 2.3 and Corollary 2.2 of
Chapter 2 for the non-concave penalized composite likelihood to more general convex
loss functions with a folded concave penalty function, i.e.
min
β
`(β) +
∑
j
Pλ(|βj|), (4.1)
where `(·) is a convex loss and Pλ(·) satisfies (i). P ′λ(|t|) ≥ λ for |t| ≤ λ; (ii).
P ′λ(|t|) = 0 for |t| ≥ aλ and a > 1. The folded concave penalty includes several
popular concave penalty functions proposed in the statistical literature, for example
the SCAD (Fan and Li, 2001) and the MCP (Zhang, 2010a).
Large Covariance Matrix Estimation under the Nonparanormal Model.
The precision matrix plays an important role in the linear discriminant analysis and
the quadratic discriminant analysis, whereas the covariance matrix is indispensable
to the principal component analysis and the clustering. In Chapter 3, we have pro-
posed the unified regularized rank procedure to estimate the sparse precision matrix
under the nonparanormal model. Then it would be very interesting to extend the
regularized rank approach to the large covariance matrix estimation problem under
the nonparanormal model, for example Xue and Zou (012a) and Xue and Zou (012b).
One motivating example is to consider the small round blue-cell tumors microarray
data (Khan et al., 2001), which have 64 training tissue samples with four types of
tumors and 6567 gene expression values for each sample. Rothman et al. (2009)
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Figure 4.1: Illustration of non-normality in the small round blue-cell data: Panel (A)
has two modes, while Panel (B) is highly skewed.
constructed the thresholding covariance matrix estimator on the top 40 and bottom
160 genes selected by the F statistic. Here we conducted various normality tests on
these 200 genes and report the results in Table 4.1. More than 60% genes are unable
to pass any of four normality tests, and under Bonferroni correction there are still over
30% genes that fail to pass the normality tests. At least 30 of the top 40 genes fail
to pass any normality test. Figure 4.1 plots the histograms of two genes to visually
illustrate the non-normality.
Table 4.1: Normality test results for the small round blue-cell gene expression data.
The counts of genes that fail to pass each normality test are shown in the table.
critical value Cramer–von Mises Lilliefors Pearson’s Chi-square
0.05
all 200 153 143 127
top 40 40 40 39
0.05/200
all 200 84 66 65
top 40 35 31 30
Another motivating example is to consider the telephone call center data consist-
ing of daily call records from 7:00 am until midnight of a major U.S. northeastern
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Figure 4.2: Illustration of the non-normality for the call center data
.
financial organization in the year of 2002 (Shen and Huang, 2005). This dataset has
observations for 239 weekdays, and each observation recorded the number of tele-
phone calls received for each of the 102 ten-minute intervals of the 17-hour period.
In particular, Huang et al. (2006) and Bickel and Levina (2008) preprocessed the
data by applying the square root transformation (Brown et al., 2005) to approximate
the normality, and then constructed the regularized covariance matrix estimator by
banding the Cholesky factors. However, Table 4.2 shows that the suggested square
root transformation does help to approximate the normality, but there is still about
half of 10-minute recording periods to be non-normal at the significance level of 0.05
even after transformation. Figure 4.2 plots histograms of three ten-minute intervals
to visually illustrate the non-normality.
Table 4.2: Testing for Normality of the call center data. The counts of time intervals
that fail to pass each normality test are shown in the table.
Cramer-von Mises Lilliefors Pearson Chi-square
raw data 77 76 52
sqrt data 76 70 49
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Appendix A
Proof of Chapter 2
Before presenting the proof, we first define some useful quantities. The score functions
of the negative composite likelihood (−`(j)) and the Hessian matrices are defined as
follows:
ψ
(j)
k = −
∂`(j)(β(j))
∂βjk
=
1
N
N∑
n=1
xjnxkn(θjn − 1), k 6= j
H
(j)
k1,k2
= −∂
2`(j)(β(j))
∂βjk1∂βjk2
=
1
N
N∑
n=1
xk1nxk2n(1− θjn)θjn, k1, k2 6= j
Similarly, let ψ be the score function of −`c such that
ψ(jk) =
∂ − `c(β)
∂βjk
for 1 ≤ j < k ≤ K. By definition we have the following identities
ψ(jk) = ψ
(j)
k + ψ
(k)
j .
In what follows we write ψ∗ = ψ(β∗).
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A.1 Proof of Theorem 2.1
Proof A.1 We first prove part (1).
Consider V (αA) = −`c(β∗A + dNαA) + `c(β∗A) and its minimizer is
α˜hmleA =
1
dN
(β˜
hmle
A − β∗A).
By definition, V (α˜hmleA ) ≤ V (0) = 0. Fix any R > 0 and consider any αA satisfying
‖αA‖2 = R. Using Taylor’s expansion, we know that
V (αA) = dNαTAψ
∗
A +
1
2
d2Nα
T
AH
∗
AAαA +
1
2
d2Nα
T
A [HAA(β(t))−H∗AA)]αA
≡ T1 + T2 + T3, (A.1)
for some t ∈ [0, 1] and β(t) = β∗A+ tdNαA. Note that E[ψ∗A] = 0 and ‖ψ∗A‖∞ ≤ 2. By
Cauchy-Schwartz inequality |αTAψ∗A| ≤ 2
√
sR. Using Hoeffding’s inequality we have
Pr(T1 ≥ −dN) ≤ exp(− N
2
8sR2
). (A.2)
For the second term we first have T2 ≥ d
2
N
2
λmin(H
∗
AA)R
2. Each entry of H∗ is between
−1
2
and 1
2
. Thus Hoeffding’s inequality and the union bound yield
Pr(‖H(N)j −Hj‖2F ≥
b2
4
) ≤ 2s2 exp(−N b
2
2s2
).
So by the inequality that λmin(H
∗
AA) ≥ b− ‖H∗AA − E[H∗AA]‖F we have
Pr(T2 ≥ d2NbR2/4) ≥ 1− 2s2 exp(−
Nb2
2s2
). (A.3)
For |T3|, let λmax( 1N
∑N
n=1 xAnx
T
An) = BN . Define η¯jn(β) = θjn
(
1 − θjn
)(
2θjn − 1
)
.
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Using the mean value theorem, for some t′ ∈ [0, t] and β(t′) = β∗A+ t′dNαA, we have
|T3| = d
3
N
2
| 1
N
∑
n
K∑
j=1
∑
k1 6=j
k2 6=j
αjk1αjk2xk1nxk2nt
′η¯jn(β(t′))(
∑
k′ 6=j
αjk′xjnxk′n)|
≤ d
3
N
2
(
√
sR2
4
) · (2BN
∑
(j,k)∈A
α2jk) =
d3NBN
4
√
sR3. (A.4)
In the last step we have used |η¯jn(β(t′))| ≤ 14 for any j and αAc = 0. Moreover,
BN ≤ B + ‖ 1N
∑N
n=1 xAnx
T
An − E[xAxTA]‖F . Since xjn = ±1, we apply Hoeffding’s
inequality and the union bound to obtain the following probability bound
Pr(‖ 1
N
N∑
n=1
xAnxTAn − E[xAxTA]‖F ≥ B/2) ≤ 2s2 exp(−
NB2
8s2
),
which leads to
Pr(|T3| ≤ 3d
3
NB
8
√
sR3) ≥ 1− 2s2 exp(−NB
2
8s2
). (A.5)
Taking R < b
3B
√
N
s
and combining (A.2), (A.3) and (A.5), we have
T1 + T2 + T3 ≥ bR
2
8
d2N −
3B
8
R3d3N
√
s > 0
with probability at least 1− τ1. Thus, the convexity of V implies that
Pr
(
‖β˜hmleA − β∗A‖2 ≤
√
s
N
R
)
≥ 1− τ1.
We now prove part (2). First, we show that if min(j,k)∈A |β˜hmlejk | > aλ and
‖ψAc(β̂
oracle
)‖∞ ≤ λ, then β̂
oralce
is a local maximizer of `c(β) −
∑
(j,k) Pλ(|βjk|).
To see that, consider a small ball of radius t with β̂
oralce
being the center. Let β be
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any point in the ball. So ‖β− β̂oralce‖2 ≤ t. Clearly, for a sufficiently small t we have
min(j,k)∈A |βjk| > aλ and max(j,k)∈Ac |βjk| < λ. By Taylor’s expansion we have
{−`c(β) +
∑
(j,k)
Pλ(|βjk|)} − {−`c(β̂
oracle
) +
∑
(j,k)
Pλ(|βˆoraclejk |)}
= (βA − β˜
hmle
)TψAc(β̂
oracle
) +
1
2
(β − β̂oracle)TH(β′)(β − β̂oracle)
+
∑
(j,k)∈Ac
λ|βjk|
≥
∑
(j,k)∈Ac
(λ− |ψ(jk)(β̂
oracle
)|)|βjk|
≥ 0.
A probability bound for the event of min(j,k)∈A |β˜hmlejk | > aλ is given by
Pr( min
(j,k)∈A
|β˜hmlejk | > aλ)
≥ Pr
(
‖β˜hmleA − β∗A‖2 ≤
√
s
N
R∗
)
≥ 1− exp(−R2∗
b2
83
)− 2s2 exp(−N
s2
b2
2
)− 2s2 exp(−N
s2
B2
8
). (A.6)
Now consider Pr(‖ψAc(β̂
oracle
)‖∞ < λ). There exists some t ∈ [0, 1] such that
ψ(β̂
oracle
) = ψ(β∗) +H∗(β̂
oracle − β∗) + r (A.7)
where r = (H(β∗ + t(β̂
oracle − β∗))−H∗)(β̂oracle − β∗). Note ψA(β̂
oracle
) = 0, so
β˜A − β∗A = (H∗AA)−1(−ψA − rA).
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Then ‖ψAc(β̂
oracle
)‖∞ ≤ λ becomes
‖H∗AcA(H∗AA)−1(−ψA − rA) + ψAc + rAc‖∞ ≤ λ
which is guaranteed if
(‖H∗AcA(H∗AA)−1‖∞ + 1)(‖ψ‖∞ + ‖r‖∞) ≤ λ.
Therefore we have a simple lower bound for Pr(‖ψAc(β̂
oracle
)‖∞ ≤ λ):
Pr(‖ψAc(β̂
oracle
)‖∞ ≤ λ)
> 1− Pr(‖H∗AcA(H∗AA)−1‖∞ > 2φ)− Pr(‖ψ‖∞ >
λ
4φ+ 2
)− Pr(‖r‖∞ > λ
4φ+ 2
).
Using Hoeffding’s inequality and the union bound we have
Pr(‖ψ‖∞ ≤ λ
4φ+ 2
) ≥ 1−K2 exp(− Nλ
2
128(φ+ 1
2
)2
). (A.8)
Write α = β˜
hmle − β∗, and thus αAc = 0. By the mean value theorem we have a
bound for r(jk)
|r(jk)| = | 1
N
N∑
n=1
∑
k2 6=j
∑
k′ 6=j
xknxjnxk2nxk′nαjk2αjk′t
′η¯jn(β(t′))
+
1
N
N∑
n=1
∑
j2 6=k
∑
j′ 6=k
xjnxknxj2nxj′nαkj2αkj′t
′η¯kn(β(t′))|
≤ BN · ‖β˜A − β∗A‖22.
In the last step we have used |η¯jn(β(t′))| ≤ 14 for any j and αAc = 0. Moreover, recall
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that
BN ≤ B + ‖ 1
N
N∑
n=1
xAnxTAn − E[xAxTA]‖F .
Thus,
Pr
(
‖r‖∞ < λ
4φ+ 2
)
≥ 1−exp( −Nλ
3B(2φ+ 1)s
b2
83
)−2s2 exp(−Nb
2
2s2
)−2s2 exp(−NB
2
8s2
).
(A.9)
For notation convenience define
c = ‖(E[H∗AA])−1‖∞ ≤
√
s‖(E[H∗AA])−1‖2
and
δ = ‖H∗AcA(H∗AA)−1 − E[H∗AcA](E[H∗AA])−1‖∞
δ1 = ‖(H∗AA)−1 − (E[H∗AA])−1‖∞
δ2 = ‖H∗AA − E[H∗AA]‖∞
δ3 = ‖H∗AcA − E[H∗AcA]‖∞
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Then by definition
δ = ‖(H∗AcA − E[H∗AcA])((H∗AA)−1 − (E[H∗AA])−1)
+E[H∗AcA](E[H
∗
AA])
−1(−H∗AA + E[H∗AA])(H∗AA)−1
+(H∗AcA − E[H∗AcA])(E[H∗AA])−1‖∞
≤ δ3δ1 + φδ2‖(H∗AA)−1‖∞ + δ3c
≤ δ3δ1 + φ(c+ δ1)δ2 + δ3c.
Note that
δ1 = ‖(H∗AA)−1(E[H∗AA]−H∗AA)(E[H∗AA])−1‖∞
≤ ‖(H∗AA)−1‖∞ · ‖E[H∗AA]−H∗AA‖∞ · ‖(E[H∗AA])−1‖∞
≤ (δ1 + c)δ2c.
Hence as long as δ2c < 1, both δ1 ≤ δ2c21−δ2c and δ ≤ (δ3 +φδ2) c1−δ2c hold. Then we have
Pr(δ2 <
1
4c
) ≥ 1− Pr(‖H∗AcA − E[H∗AcA]‖max >
1
4cs
)
≥ 1− 2s2 exp(− N
8c2s2
). (A.10)
Pr(δ3 <
φ
2c
) ≥ 1− Pr(‖H∗AcA − E[H∗AcA]‖max >
φ
4cs
)
≥ 1−K2s exp(− Nφ
2
2c2s2
). (A.11)
Finally we have c ≤ √s/b. Therefore, part (2) is proven by combining (A.6), (A.8),
(A.9) and (A.10), (A.11). This completes the proof. 
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A.2 Proof of Theorem 2.2
Proof A.2 We first prove part (1).
Consider
V (αA) = (`c(β
∗
A + dNαA)− `c(β∗A)) + λ
∑
(j,k)∈A
(|β∗jk + dNαjk| − |β∗jk|) (A.12)
and its minimizer is
α˜A =
1
dN
(β˜A − β∗A).
By definition, V (α˜A) ≤ V (0) = 0. Fix a R > 0 and consider any αA satisfying
‖αA‖2 = R. Using Taylor expansion, for some t ∈ [0, 1] and β(t) = β∗A + tdNαA,
V (αA) = dNαTAψ
∗
A +
1
2
d2Nα
T
AH
∗
AAαA +
1
2
d2Nα
T
A [HAA(β(t))−H∗AA]αA
+λ
∑
(j,k)∈A
(|β∗jk + dNαjk| − |β∗jk|)
≡ T1 + T2 + T3 + T4. (A.13)
We derive an upper bound for |T1|. Note that E[ψ∗A] = 0 and ‖ψ∗A‖∞ ≤ 2. By
Cauchy-Schwartz inequality |αTAψ∗A| ≤ 2
√
sR. Using Hoeffding’s inequality we have
Pr(T1 ≥ −dN) ≤ exp(− N
2
8sR2
). (A.14)
We derive a lower bound for T2. First note that T2 ≥ d
2
N
2
λmin(H
∗
AA)R
2.
λmin(H
∗
AA) ≥ λmin(E[H∗AA]) + λmin(H∗AA − E[H∗AA])
≥ b− ‖H∗AA − E[H∗AA]‖F
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Each entry of H∗ is between −1
2
and 1
2
. Thus Hoeffding’s inequality and the union
bound yield
Pr(‖H(N)j −Hj‖2F ≥
b2
4
) ≤ 2s2 exp(−N b
2
2s2
). (A.15)
So we have
Pr(T2 ≥ d2NbR2/4) ≥ 1− 2s2 exp(−
Nb2
2s2
). (A.16)
We derive an upper bound for |T3|. Let λmax( 1N
∑N
n=1 xAnx
T
An) = BN . Define
η¯jn(β) = θjn
(
1 − θjn
)(
2θjn − 1
)
. Using the mean value theorem, we have that, for
some t′ ∈ [0, t] and β(t′) = β∗A + t′dNαA,
|T3| = d
3
N
2
| 1
N
∑
n
K∑
j=1
∑
k1 6=j
k2 6=j
αjk1αjk2xk1nxk2nt
′η¯jn(β(t′))(
∑
k′ 6=j
αjk′xjnxk′n)|
≤ d
3
N
2
(
√
sR2
4
) · (2BN
∑
(j,k)∈A
α2jk) =
d3NBN
4
√
sR3. (A.17)
In the last step we have used |η¯jn(β(t′))| ≤ 14 for any j. Moreover,
BN ≤ B + λmax( 1N
∑N
n=1 xAnx
T
An − E[xAxTA])
≤ B + ‖ 1
N
∑N
n=1 xAnx
T
An − E[xAxTA]‖F
Since xjn = ±1, we apply Hoeffding’s inequality and the union bound to obtain the
following probability bound
Pr(‖ 1
N
N∑
n=1
xAnxTAn − E[xAxTA]‖F ≥ B/2) ≤ 2s2 exp(−
NB2
8s2
),
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which leads to
Pr(|T3| ≤ 3d
3
NB
8
√
sR3) ≥ 1− 2s2 exp(−NB
2
8s2
). (A.18)
For T4 it is easy to see
|T4| ≤ λdN
∑
(j,k)∈A
|αjk| ≤ λdN
√
sR. (A.19)
Let  = dNR
2 b
8
then
T1 + T2 + T3 + T4 ≥ bR
2
8
d2N −
3B
8
R3d3N
√
s− λdN
√
sR ≡ L(dN , λ) (A.20)
with probability at least
1− exp(−R2 b
2
83
Nd2N
s
)− 2s2 exp(−N
s2
b2
2
)− 2s2 exp(−N
s2
B2
8
).
Furthermore, let dN = λ
√
s 16
bR
and λs < 8b
2
3B
. Then L(dN , λ) > 0 and hence part (1)
is proved.
We now prove part (2). Let β˜ = (β˜A, 0). There exists some t ∈ [0, 1] such that
ψ(β˜) = ψ(β∗) +H∗(β˜ − β∗) + (H(β∗ + t(β˜ − β∗))−H∗)(β˜ − β∗) (A.21)
We call the third term r (the reminder). To prove β˜ = (β˜A, 0) = β̂
lasso
, we only need
to show
‖ψAc(β˜)‖∞ ≤ λ. (A.22)
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On the other hand, we have
ψA(β˜) = −λz (A.23)
for some vector z and ‖z‖∞ ≤ 1. Using (A.21) we can write (A.23) as
ψA +H∗AA(β˜A − β∗A) + rA = −λz
which yields
β˜A − β∗A = (H∗AA)−1(−λz − ψA − rA). (A.24)
Combining (A.24) and (A.22), we need to show
‖H∗AcA(H∗AA)−1(−λz − ψA − rA) + ψAc + rAc‖∞ ≤ λ (A.25)
which is guaranteed if
‖H∗AcA(H∗AA)−1‖∞(‖ψ‖∞ + ‖r‖∞ + λ)+‖ψ‖∞ + ‖r‖∞ ≤ λ. (A.26)
By the condition ‖E[H∗AcA](E[H∗AA])−1‖∞ ≤ 1− η, (A.26) holds if
‖H∗AcA(H∗AA)−1 − E[H∗AcA](E[H∗AA])−1‖∞ < η/2, (A.27)
‖ψ‖∞ ≤ λ η/4
2− η/2 , and ‖r‖∞ ≤ λ
η/4
2− η/2 . (A.28)
We first provide probability bounds for the two events in (A.28). Using Hoeffding’s
A.2. Proof of Theorem 2.2 91
inequality and the union bound, we have
Pr(‖ψ‖∞ < λ η/4
2− η/2) ≥ 1−K
2 exp(−Nλ2 (η/4)
2
8(2− η/2)2 ). (A.29)
Write α = β˜ − β∗, and thus αAc = 0. Similar to (A.17), by the mean value theorem
we have a bound for r(jk)
|r(jk)| = | 1
N
N∑
n=1
∑
k2 6=j
∑
k′ 6=j
xknxjnxk2nxk′nαjk2αjk′t
′η¯jn(β(t′))
+
1
N
N∑
n=1
∑
j2 6=k
∑
j′ 6=k
xjnxknxj2nxj′nαkj2αkj′t
′η¯kn(β(t′))|
≤ BN · ‖β˜A − β∗A‖22. (A.30)
In the last step we have used |η¯jn(β(t′))| ≤ 14 for any j and αAc = 0. Moreover, recall
that
BN ≤ B + ‖ 1
N
N∑
n=1
xAnxTAn − E[xAxTA]‖F .
Letting
λs < min(
b2
162B
η/3
4− η ,
8b2
3B
)
and using part (1), it follows that
Pr
(
‖r‖∞ < λ η/4
2− η/2
)
≥ 1− e−Nλ2/2− 2s2[exp(−Nb
2
2s2
) + exp(
−NB2
8s2
)]. (A.31)
We now provide a probability bound for the event in (A.27). First we have
c = ‖(E[H∗AA])−1‖∞ ≤
√
s‖(E[H∗AA])−1‖2 ≤
√
s/b.
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For notation convenience define
δ = ‖H∗AcA(H∗AA)−1 − E[H∗AcA](E[H∗AA])−1‖∞
δ1 = ‖(H∗AA)−1 − (E[H∗AA])−1‖∞
δ2 = ‖H∗AA − E[H∗AA]‖∞
δ3 = ‖H∗AcA − E[H∗AcA]‖∞
Then by definition
δ = ‖(H∗AcA − E[H∗AcA])((H∗AA)−1 − (E[H∗AA])−1)
+E[H∗AcA](E[H
∗
AA])
−1(−H∗AA + E[H∗AA])(H∗AA)−1
+(H∗AcA − E[H∗AcA])(E[H∗AA])−1‖∞
≤ δ3δ1 + (1− η)δ2‖(H∗AA)−1‖∞ + δ3c
≤ δ3δ1 + (1− η)(c+ δ1)δ2 + δ3c. (A.32)
Note that
δ1 = ‖(H∗AA)−1(E[H∗AA]−H∗AA)(E[H∗AA])−1‖∞
≤ ‖(H∗AA)−1‖∞ · ‖E[H∗AA]−H∗AA‖∞ · ‖(E[H∗AA])−1‖∞
≤ (δ1 + c)δ2c.
Hence as long as δ2c < 1 we have δ1 ≤ δ2c21−δ2c and (A.32) yields
δ ≤ (δ3 + (1− η)δ2) c
1− δ2c. (A.33)
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Pr(δ2 <
η
4c(1− η/2)) ≥ 1− Pr(‖H
∗
AA − E[H∗AA]‖max >
η
4cs(1− η/2))
≥ 1− 2s2 exp(− Nη
2
2c2s2(2− η)2 ). (A.34)
Pr(δ3 <
η
4c
) ≥ 1− Pr(‖H∗AcA − E[H∗AcA]‖max >
η
4cs
)
≥ 1−K2s exp(− Nη
2
8c2s2
). (A.35)
Therefore,
Pr(δ < η/2) ≥ 1− 2s2 exp(− Nη
2
2c2s2(2− η)2 )−K
2s exp(− Nη
2
8c2s2
) (A.36)
≥ 1− 2s2 exp(− Nb
2η2
2s3(2− η)2 )−K
2s exp(−Nb
2η2
8s3
) (A.37)
Combining (A.29), (A.31) and (A.37), we obtain the desired result. This completes
the proof. 
A.3 Proof of Corollary 2.1
Proof A.3 Corollary 2.1 follows directly from Theorems 2.1 and 2.2, and thus we
omit its proof here. 
A.4 Proof of Theorem 2.3
Proof A.4 Under the event {‖β˜(0) − β∗‖∞ ≤ λ}, we have |β˜
(0)
jk | ≤ λ for (j, k) ∈ Ac
and |β˜(0)jk | ≥ aλ for (j, k) ∈ A. Therefore, β˜
(1)
is the solution of the following penalized
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composite likelihood
β̂
(1)
= arg max
β
{`c(β)− λ
∑
(j,k)∈Ac
|βjk|}. (A.38)
It turns out that β̂
oracle
is the global solution of (A.38) under the additional proba-
bility event that {‖ψAc(β̂
oracle
)‖∞ ≤ λ}. To see this, we observe that for any β
(−`c(β) + λ
∑
(j,k)∈Ac
|βjk|)− (−`c(β̂
oracle
) + λ
∑
(j,k)∈Ac
|βˆoraclejk |)
≥
∑
(j,k)∈Ac
(λ− |ψ(jk)(β̂
oracle
)|) · |βjk|
≥ 0,
where we used the convexity of −`c. In the proof of Theorem 2.1 we have shown that
Pr(‖ψAc(β̂
oracle
)‖∞ > λ)
< K2 exp(− Nλ
2
32(2φ+ 1)2
) + exp(− Nλ
3B(2φ+ 1)s
b2
83
) +K2s exp(−Nb
2
2s3
)
+2s2[exp(−b
2N
8s3
) + exp(−N
s2
b2
2
) + exp(−N
s2
B2
8
)]
≡ τ3.
Therefore, the LLA-CMA algorithm finds the oracle estimator with probability at
least 1− τ3 − Pr(‖β˜
(0) − β∗‖∞ > λ). This proves part (1).
If we further consider the event {min(j,k)∈A |βˆoraclejk | > aλ}. Then β˜
(2)
is the
solution of the following penalized composite likelihood
max
β
{`c(β)− λ
∑
(j,k)∈Ac
|βjk|},
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which implies that β˜
(2)
= β˜
(1)
and hence the LLA loop will stop. From (A.6) we have
obtained a probability bound for the event of {min(j,k)∈A |βˆoraclejk | ≤ aλ} as follows
Pr( min
(j,k)∈A
|β˜hmlejk | ≤ aλ)
≤ exp(−R2∗
b2
83
) + 2s2 exp(−N
s2
b2
2
) + 2s2 exp(−N
s2
B2
8
)
≡ τ4.
Then we have β˜
(m)
= β˜
(1)
= β̂
oracle
for m = 2, 3, . . . which means the LLA-CMA
algorithm converges after two LLA iteration and finds the oracle estimator with prob-
ability at least 1 − τ3 − Pr(‖β˜
(0) − β∗‖∞ > λ) − τ4. Note that τ3 + τ4 = τ2. This
proves part (2). 
A.5 Proof of Corollary 2.2
Proof A.5 Part (1) follows directly from Theorem 2.3. We only prove part (2).
With the chosen λlasso, Theorem 2.2 shows that with probability tending to one,
β̂
lasso
= (β̂
lasso
A , β̂
lasso
Ac ) satisfies that β̂
lasso
A = β˜A, β̂
lasso
Ac = 0 and
Pr(‖β˜A − β∗A‖2 ≤ 16λlasso
√
s/b)→ 0.
Note that 16λlasso
√
s/b < λscad and ‖β˜A − β∗A‖∞ ≤ ‖β˜A − β∗A‖2, we then conclude
τ0 = Pr(‖β̂
lasso − β∗‖∞ ≤ λscad)→ 0. 
Appendix B
Proof of Chapter 3
B.1 Proof of Lemma 3.1
Proof B.1 First, Spearman’s rank correlation rˆij can be written in terms of the
Hoeffding decomposition (Hoeffding, 1948)
rˆij =
n− 2
n+ 1
uij +
3
n+ 1
dij (B.1)
where
dij =
1
n(n− 1)
∑
k 6=l
sign(xki − xli) · sign(xkj − xlj),
and
uij =
3
n(n− 1)(n− 2)
∑
k 6=l,k 6=m,l 6=m
sign(xki − xli) · sign(xkj − xmj). (B.2)
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Direct calculation yields that
E(uij) = 3 · E
[
sign(xki − xli) · sign(xkj − xmj)
]
= 12 · E[(Φ(Zi)− 1
2
)(Φ(Zj)− 1
2
)
]
=
6
pi
sin−1(
σij
2
),
where the last step follows from Kendall (1948). Then we can write
σij = 2 sin(
pi
6
E(uij)).
By definition rˆsij = 2 sin(
pi
6
rˆij). Note that 2 sin(
pi
6
·) is a Lipschitz function with the
Lipschitz constant pi/3. Then we have
Pr(|rˆsij − σij| > ε) ≤ Pr(|rˆij − E(uij)| >
3ε
pi
).
Applying (B.1) and (B.2) yields that
rˆij − E(uij) = uij − E(uij) + 3
n+ 1
dij − 3
n+ 1
uij.
Note that |uij| ≤ 3 and |dij| ≤ 1. Hence, both
|uij| ≤ ε
4pi
(n+ 1)
and
|dij| ≤ ε
4pi
(n+ 1)
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always hold provided that n > 12pi/ε, which are satisfied by the assumption in Lemma
1. For such chosen n, we have
Pr(|rij − E(uij)| > 3ε
pi
) ≤ Pr(|uij − E(uij)| > 3ε
2pi
).
Lastly, we observe that uij is a function of independent samples (x1, . . . ,xn). If we
replace the t-th sample by some x˜t, we make a claim that the change in uij will be
bounded as
sup
x1,...,xn,x˜t
|uij(x1, . . . ,xn)− uij(x1, . . . ,xt−1, x˜t,xt+1, . . . ,xn)| ≤ 15
n
. (B.3)
Then applying the McDiarmid’s inequality (McDiarmid, 1989) concludes that for
some absolute constant c0 > 0,
Pr(|rˆsij − σij| > ε) ≤ Pr(|uij − E(uij)| ≥
3ε
2pi
) ≤ 2 exp(−c0nε2).
Now it remains to verify (B.3) to complete the proof of Lemma 1. We provide a
brief proof for this claim. To this end, we assume that xt = (x1t, · · · , xpt)′ is replaced
by x˜t = (x˜1t, · · · , x˜pt)′, and we want to prove that the change of uij is at most 15n .
Without loss of generality we may assume that
ni = #{s : sign(x˜ti − xsi) = −sign(xti − xsi), s 6= t}
and
nj = #{s : sign(x˜tj − xsj) = −sign(xtj − xsj), s 6= t}.
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Recall that
uij =
3
n(n− 1)(n− 2)
∑
k 6=l,k 6=m,l 6=m
sign(xki − xli) · sign(xkj − xmj).
Then we have
∣∣uij(x1, . . . ,xn)− uij(x1..xt−1, x˜t,xt+1..xn)∣∣
≤ 3
n(n− 1)(n− 2)
∣∣ ∑
k 6=t,k 6=m,m 6=t
(
sign(xki − xti)− sign(xki − x˜ti)
) · sign(xkj − xmj)
+
∑
k 6=t,k 6=l,l 6=t
(
sign(xkj − xtj)− sign(xkj − x˜tj)
) · sign(xki − xli)
+
∑
l 6=t,m 6=t,l 6=m
(
sign(xti − xli) · sign(xtj − xmj)− sign(x˜ti − xli) · sign(x˜tj − xmj)
)∣∣
≤ 3
n(n− 1)(n− 2) · 2[ni(n− 2) + nj(n− 2) + nj(n− 1− ni) + ni(n− 1− nj)]
=
6[(ni + nj)(2n− 3)− 2ninj]
n(n− 1)(n− 2)
≤ 12
n
(1 +
1
4
· 1
(n− 1)(n− 2))
≤ 15
n
where the third inequality holds if and only if ni = nj = n − 32 . This completes the
proof of Lemma 3.1. 
B.2 Proof of Theorem 3.1
Proof B.2 By Lemma 3 of Ravikumar et al. (2008), Θˆ
s
g  0 is uniquely characterized
by the sub-differential optimality condition,
Rˆ
s − (Θˆsg)−1 + λZˆ = 0,
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where Zˆ is the sub-differential with respect to Θˆ
s
g satisfying
zˆij =

0 if i = j;
sign(θˆsij) if i 6= j & θˆsij 6= 0;
∈ [−1,+1] if i 6= j & θˆsij = 0.
Define the oracle estimator Θ˜
s
g exactly supported in the true support set A by
Θ˜
s
g = arg min
Θ0, ΘAc=0
− log det(Θ) + tr(ΣˆoΘ) + λ
∑
i 6=j
|θij|. (B.4)
Then we can construct Z˜
s
to satisfy that
Rˆ
s − (Θ˜sg)−1 + λZ˜
s
= 0. (B.5)
Follow the same line of the proof in Ravikumar et al. (2008), we can show that
Z˜
s
is the sub-differential of Θ˜
s
g. Define ∆ = Θˆ
s
g − Θ∗, W = Rˆ
s − Σ∗ and U =
(Θ˜
s
g)
−1−Σ∗+ Σ∗∆Σ∗. We use the notation ~A = vec(A) to denote the vectorization
of the matrix A. Notice that H∗ ~∆ = (Σ∗
⊗
Σ∗) ~∆ = Σ∗∆Σ∗ by the properties of
Kronecker product. Now the equation (B.5) can be written as
Σ∗∆Σ∗ +W −U + λZˆs = 0,
or equivalently as
H∗~∆ + ~W − ~U + λ ~˜Zs = ~0.
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Now partition the matrices H∗ and ~˜Zs according to A asH∗AA H∗AAc
H∗AcA H
∗
AcAc
 and
 ~˜ZsA
~˜ZsAc

respectively. Similarly, we can partition ~∆, ~W and ~U according to A as well. By
definition, we have ~∆Ac = 0, and then the equation (B.5) is further equivalent to the
following equations
H∗AA~∆A + ~WA − ~UA + λ ~˜ZsA = 0
H∗AcA~∆A + ~WAc − ~UAc + λ ~˜ZsAc = 0
To show that Z˜
s
is the sub-differential of Θ˜
s
g, it remains to prove that ‖ ~˜ZsAc‖`∞ <
1. Solving the above linear equations yields that
λ ~ˆZ∗Ac = − ~WAc + ~UAc −H∗AcA(H∗AA)−1( ~WA − ~UA + λ ~ˆZ∗A).
We claim that ‖U‖max ≤ κ4λ holds under the event S1 = {‖W ‖max ≤ κ4λ},
which will be justified later. Then it is easy to see that under the event S1, the
oracle estimator Θ˜
s
g is exactly the same as the `1-penalized semiparametric likelihood
estimator Θˆ
s
g since Θ˜
s
g satisfies that Z˜
s
A = sign(Θˆ
∗
A) by construction and also that
‖ ~˜ZsAc‖`∞ ≤
κ
2
+ (1− κ)(κ
2
+ 1) = 1− κ
2
2
< 1,
where we use the assumption ‖H∗AcA(H∗AA)−1‖`∞ < 1− κ and the fact ‖ ~˜ZsA‖`∞ ≤ 1.
Now it remains to prove that ‖U‖max ≤ κ4λ holds under S1. Picking λ such that
(1 +
κ
4
)λ ≤ 1
6d
·min
{
1
KΣ∗KH∗
,
1
(1 + 4
κ
)K3Σ∗K
2
H∗
}
, (B.6)
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Lemma 6 in Ravikumar et al. (2008) suggests that under the event S1,
‖∆‖max ≤ 2KH∗(‖W ‖max + λ) ≤ 2KH∗(1 + κ
4
)λ.
Obviously ‖∆‖max ≤ (3dKΣ∗)−1 holds. Lemma 5 in Ravikumar et al. (2008) yields
‖U‖max ≤ 3
2
d‖∆‖2maxK3Σ∗ . (B.7)
Now combining both (B.6) and (B.7) implies that
‖U‖max ≤ 6dK3Σ∗K2H∗(1 +
κ
4
)2λ2 ≤ κ
4
λ.
Then the rate of convergence under matrix `1 norm can be derived from the entry-
wise `∞ bound. Besides, as long as λ is chosen to satisfy (B.6) and also that λ ≤ κ48pin,
we can obtain the following probability lower bound,
Pr(Θˆ
s
g = Θ˜
s
g) ≥ Pr(S1) ≥ 1− p2 exp(−
κ2
16
c0nλ
2).
The selection consistency can be similarly proved. Under the same event S1, Θˆsg
satisfies ‖Θˆsg−Θ∗‖max ≤ 2KH∗(1 + κ4 )λ. The sign consistency can be easily obtained
as claimed by noting the fact that ψmin > 2KH∗(1 +
κ
4
)λ. This completes the proof
of Theorem 3.1. 
B.3 Proof of Theorem 3.2
Proof B.3 Note we only need to prove the risk bound for Θˆ
s
nd because its risk
uniformly dominates that of Θ˘
s
nd by a factor of 2,
‖Θ˘snd −Θ∗‖`1 ≤ ‖Θ˘
s
nd − Θˆ
s
nd‖`1 + ‖Θˆ
s
nd −Θ∗‖`1 ≤ 2‖Θˆ
s
nd −Θ∗‖`1 .
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To bound the difference between Θˆ
s
nd and Θ
∗ under the `1-norm, we should bound
|θˆs.ndkk −θ∗kk| and ‖θˆ
s.nd
(k) −θ∗(k)‖`1 for k = 1, . . . , p, respectively. In the sequel we consider
the probability event {‖Rˆs−Σ∗‖max ≤ bMλ}. Under this event, we make a claim that
for any k = 1, . . . , p, we have
‖Rˆs(k)β∗k − rˆs(k)‖`∞ ≤ λ and ‖βˆ
s.nd
k − β∗k‖`1 ≤ C0dλ, (B.8)
where C0 is some quantity depending on b, B and M only. The first inequality in the
claim (B.8) implies that β∗k is a feasible solution to the optimization problem (3.11)
of the rank-based Dantzig selector and thus ‖βˆs.ndk ‖`1 ≤ ‖β∗k‖`1 naturally holds.
Now we derive a probability bound |θˆs.ndkk − θ∗kk| under the same probability event.
To this end, we derive a probability upper bound for |(θˆs.ndkk )−1− (θ∗kk)−1| first. Recall
that (θˆs.ndkk )
−1 = (βˆ
s.nd
k )
T Rˆ
s
(k)βˆ
s.nd
k − 2(βˆ
s.nd
k )
T rˆs(k) + 1 and (θ
∗
kk)
−1 = 1 − (σ∗(k))Tβ∗k.
Note that ‖Rˆs(k)βˆ
s.nd
k − rˆs(k)‖`∞ ≤ λ obviously holds since βˆ
s.nd
k is a feasible solution,
and thus by the triangle inequality we have
|(θˆs.ndkk )−1 − (θ∗kk)−1| (B.9)
= |(βˆs.ndk )T Rˆ
s
(k)βˆ
s.nd
k − 2(βˆ
s.nd
k )
T rˆs(k) + (σ
∗
(k))
Tβ∗k|
≤ |(βˆs.ndk )T Rˆ
s
(k)βˆ
s.nd
k − (βˆ
s.nd
k )
T rˆs(k)|+ |(βˆ
s.nd
k )
T rˆs(k) − (σ∗(k))Tβ∗k|
≤ ‖Rˆs(k)βˆ
s.nd
k − rˆs(k)‖`∞ · ‖βˆ
s.nd
k ‖`1 + |(rˆs(k))T βˆ
s.nd
k − (σ∗(k))Tβ∗k|
≤ λ‖βˆs.ndk ‖`1 + |(rˆs(k))T βˆ
s.nd
k − (σ∗(k))T βˆ
s.nd
k |+ |(σ∗(k))T βˆ
s.nd
k − (σ∗(k))Tβ∗k|
≤ λ‖β∗k‖`1 + ‖Rˆ
s −Σ∗‖max · ‖βˆs.ndk ‖`1 + ‖σ∗(k)‖`∞ · ‖βˆ
s.nd
k − β∗k‖`1
≤ (1 + b
M
) · λ‖β∗k‖`1 + ‖βˆ
s.nd
k − β∗k‖`1 . (B.10)
Notice that
|θˆs.ndkk − θ∗kk| = |(θˆs.ndkk )−1 − (θ∗kk)−1| · |θˆs.ndkk | · |θ∗kk|,
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and
|θˆs.ndkk | ≤ |θˆs.ndkk − θ∗kk|+ |θ∗kk|.
Then |θˆs.ndkk − θ∗kk| can be upper bounded as follows,
|θˆs.ndkk − θ∗kk| ≤
|(θˆs.ndkk )−1 − (θ∗kk)−1| · |θ∗kk|2
1− |(θˆs.ndkk )−1 − (θ∗kk)−1| · |θ∗kk|
. (B.11)
Recall that β∗k = −(θ∗kk)−1θ∗(k), and then it is easy to show that
‖β∗k‖`1 =
‖θ∗(k)‖`1 + |θ∗kk|
|θ∗kk|
− 1 ≤ M
b
− 1.
Thus we combine (B.8) and (B.10)-(B.11) to obtain the following upper bound
|θˆs.ndkk − θ∗kk| ≤
B2[(1 + b
M
)M
b
λ+ C0dλ]
1−B[(1 + b
M
)M
b
λ+ C0dλ]
, (B.12)
where the fact that |θ∗kk| ≤ λmax(Θ∗) = B is used. Since dλ = o(1), for ease of
notation, we denote the right hand side of (B.12) as C1dλ for some quantity C1 > 0.
Next, we want to bound ‖θˆs.nd(k) − θ∗(k)‖`1 . Observe that
θˆ
s.nd
(k) − θ∗(k) = −θˆs.ndkk βˆ
s.nd
k + θ
∗
kkβ
∗
k,
and then we have
‖θˆs.nd(k) − θ∗(k)‖`1 ≤ ‖(θˆs.ndkk − θ∗kk)βˆ
s.nd
k ‖`1 + ‖θ∗kk(βˆ
s.nd
k − β∗k)‖`1
≤ |θˆs.ndkk − θ∗kk| · ‖βˆ
s.nd
k ‖`1 + |θ∗kk| · ‖βˆ
s.nd
k − β∗k‖`1
≤ |θˆs.ndkk − θ∗kk| · ‖β∗k‖`1 +B · C0dλ
≤ C1dλ · b−1M +B · C0dλ. (B.13)
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Therefore, under the same event, we can combine (B.12) and (B.13) to conclude that
‖Θˆsnd −Θ∗‖`1 = max
1≤k≤p
(
|θˆs.ndkk − θ∗kk|+ ‖θˆ
s.nd
(k) − θ∗(k)‖`1
)
≤ Cb,B,Mdλ.
To complete the proof, we shall prove the claim (B.8) under the probability event
{‖Rˆs − Σ∗‖max ≤ bMλ}. The first part of the claim can be justified by noting that
Σ∗(k)β
∗
k = σ
∗
(k) and then we have
‖Rˆs(k)β∗ − rˆs(k)‖`∞ ≤ ‖(Rˆ
s
(k) −Σ∗(k))β∗‖`∞ + ‖σ∗(k) − rˆs(k)‖`∞
≤ ‖Rˆs −Σ∗‖max · (‖β∗k‖`1 + 1)
≤ λ.
For the second part, we first partition β∗k and βˆ
s.nd
k according to the active set Ak
such that β∗k = (β
∗
Ak ,0) and βˆ
s.nd
k = (βˆ
s.nd
Ak , βˆ
s.nd
Ack ). Due to the fact that
‖β∗Ak − βˆ
s.nd
Ak ‖`1 − ‖βˆ
s.nd
Ack ‖`1 ≥ ‖β
∗
Ak‖`1 − ‖βˆ
s.nd
k ‖`1 = ‖β∗k‖`1 − ‖βˆ
s.nd
k ‖`1 ≥ 0,
it immediately follows that
‖βˆs.ndAck ‖`1 ≤ ‖β
∗
Ak − βˆ
s.nd
Ak ‖`1 .
Then, we can apply the Cauchy inequality to obtain that
‖βˆsk − β∗k‖`1 ≤ 2‖βˆ
s
Ak − β∗Ak‖`1
≤ 2d1/2‖βˆsAk − β∗Ak‖`2
≤ 2d1/2λ−1min(Σ∗(k))
[
(βˆ
s.nd
k − β∗k)TΣ∗(k)(βˆ
s.nd
k − β∗k)
]1/2
≤ 2Bd1/2 · ‖βˆs.ndk − β∗k‖1/2`1 · ‖Σ∗(k)(βˆ
s.nd
k − β∗k)‖1/2`∞ ,
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where λ−1min(Σ
∗
(k)) is bounded by λ
−1
min(Σ
∗) = λmax(Θ∗) ≤ B in the last inequality.
Note that Σ∗(k)β
∗
k = σ
∗
(k) by definition, and thus we can obtain the upper bound
‖βˆs.ndk − β∗k‖`1
≤ 4B2d · ‖Σ∗(k)(βˆ
s.nd
k − β∗k)‖`∞
≤ 4B2d · (‖(Σ∗(k) − Rˆ
s
(k))βˆ
s.nd
k ‖`∞ + ‖Rˆ
s
(k)βˆ
s.nd
k − σ∗(k)‖`∞)
≤ 4B2d · (‖Σ∗(k) − Rˆ
s
(k)‖max · ‖βˆ
s.nd
k ‖`1 + ‖Rˆ
s
(k)βˆ
s.nd
k − rˆs(k)‖`∞ + ‖rˆs(k) − σ∗(k)‖`∞)
≤ 4B2(2 + b
M
)dλ
≡ C0dλ. 
where ‖Rˆs − Σ∗‖max ≤ bMλ, ‖βˆ
s.nd
k ‖`1 ≤ ‖β∗k‖`1 ≤ Mb and ‖Rˆ
s
(k)βˆ
s.nd
k − rˆs(k)‖`∞ ≤ λ
are used in the last inequality. Now we complete the proof of Theorem 3.2.
B.4 Proof of Theorem 3.3
Proof B.4 Throughout the following proof, we consider the probability event
{‖Rˆs −Σ∗‖max ≤ min(λadantzig, b
M
λdantzig)}. (B.14)
For ease of notation, we define λdantzig = λ0 and λadantzig = λ1. Recall that β
∗
k =
−(θ∗kk)−1θ∗(k), and thus the graphical model selection consistency can be easily ob-
tained as long as we can prove the sign consistency of βˆ
s.nad
k for k = 1, · · · , p. Now
we focus on the proof of the sign consistency of βˆ
s.nad
k in the sequel.
Under the probability event (B.14), Rˆ
s
AkAk is always positive-definite for any k.
To see this, we use the Weyl’s inequality to obtain that
λmin(Rˆ
s
AkAk) + λmax(Rˆ
s
AkAk −Σ∗AkAk) ≥ λmin(Σ∗AkAk),
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and then we can derive the positive lower bound for the minimal eigenvalue of Rˆ
s
AkAk .
λmin(Rˆ
s
AkAk) ≥ λmin(Σ∗AkAk)− ‖Rˆ
s
AkAk −Σ∗AkAk‖`2
≥ λmin(Σ∗AkAk)− ‖Rˆ
s
AkAk −Σ∗AkAk‖F
≥ λ1(d−
√
d(d− 1))
>
λ1
2
> 0.
To establish the sign consistency of βˆ
s.nad
k , we introduce the associated dual vari-
ables α+k = (α
+
j )j 6=k ∈ Rp−1+ and α−k = (α−j )j 6=k ∈ Rp−1+ for any k. Then the Lagrange
dual function of (3.15) is defined as
L(β;α+k ,α
−
k ) = ‖wdk◦β‖`1+(Rˆ
s
(k)β−rˆs(k)−λ1wdk)Tα+k +(−Rˆ
s
(k)β+rˆ
s
(k)−λ1wdk)Tα−k .
Let (Rˆ
s
(k)β − rˆs(k))j denote its j-th coordinate. Due to the strong duality of linear
programming (Boyd and Vandenberghe, 2004), the complementary slackness condi-
tion holds for the primal problem with respect to any primal and dual solution pair
(β,α+k ,α
−
k ), which implies that
α+j · [(Rˆ
s
(k)β − rˆs(k))j − λ1wdj ] = 0
and
α−j · [−(Rˆ
s
(k)β − rˆs(k))j − λ1wdj ] = 0
for any j 6= k. Observe that only one of α+j and α−j can be zero because only one
of the following two equations (Rˆ
s
(k)β − rˆs(k))j = λ1wdj and (Rˆ
s
(k)β − rˆs(k))j = −λ1wdj
can hold. Thus we can uniquely define αk = α
+
k − α−k . Then we can rewrite the
B.4. Proof of Theorem 3.3 108
Lagrange dual function as
L(β;αk) = (w
d
k ◦ sign(β))Tβ + (Rˆ
s
(k)β − rˆs(k))Tαk − λ1(α+k +α−k )Twdk
= (wdk ◦ sign(β)− Rˆ
s
(k)αk)
Tβ − λ1‖wdk ◦αk‖`1 −αTk rˆs(k).
By the Lagrange duality theory, the corresponding dual problem of (3.15) is
max
α∈Rp−1
−λ1‖wdk ◦αk‖`1 − 〈αk, rˆs(k)〉 subject to |Rˆ
s
(k)αk| ≤ wdk
Now we shall construct an optimal primal and dual solution pair (β˜k, α˜k) to the rank-
based adaptive Dantzig selector. In addition, we will prove that (β˜k, α˜k) is indeed the
unique solution pair to the rank-based adaptive Dantzig selector, and β˜k is exactly
supported in the true active set Ak. To this end, we construct (β˜k, α˜k) as
α˜k = (α˜Ak , α˜Ack) = (α˜Ak ,0)
and
β˜k = (β˜Ak , β˜Ack) = (β˜Ak ,0),
where
α˜Ak = −(Rˆ
s
AkAk)
−1wdAk ◦ sign(β∗Ak),
and
β˜Ak = (Rˆ
s
AkAk)
−1(rˆsAk + λ1w
d
Ak ◦ sign(α˜Ak)).
In what follows, we first show that (β˜k, α˜k) satisfies four optimality conditions,
B.4. Proof of Theorem 3.3 109
which play the central role to prove that (β˜k, α˜k) is a unique optimal primal and dual
solution pair. Now, we introduce these four optimality conditions.
Rˆ
s
AkAkβ˜Ak − rˆsAk = λ1wdAk ◦ sign(α˜Ak) (B.15)
Rˆ
s
AkAkα˜Ak = −wdAk ◦ sign(β˜Ak) (B.16)
|RˆsAckAkβ˜Ak − rˆ
s
Ack | < λ1w
d
Ack (B.17)
|RˆsAckAkα˜Ak | < w
d
Ack (B.18)
where (B.15) and (B.17) are primal constraints, and (B.16) and (B.18) are dual
constraints. Note that (B.15) can be easily verified by substituting α˜Ak and β˜Ak .
Under the same probability event (B.14), to show (B.16), (B.17) & (B.18), we also
need to derive the upper bounds for the following two useful quantities
K1 = ‖(RˆsAkAk)−1 − (Σ∗AkAk)−1‖`∞ ,
and
K2 = ‖RˆsAckAk(Rˆ
s
AkAk)
−1 −Σ∗AckAk(Σ
∗
AkAk)
−1‖`∞ .
Note that
K1 = (Rˆ
s
AkAk)
−1 · (RˆsAkAk −Σ∗AkAk) · (Σ∗AkAk)−1,
and then we have
K1 ≤ ‖(RˆsAkAk)−1‖`∞ · ‖Rˆ
s
AkAk −Σ∗AkAk‖`∞ · ‖(Σ∗AkAk)−1‖`∞
≤ dλ1Gk(Gk +K1).
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Some simple calculation leads to the following upper bound for K1.
K1 ≤ dλ1G
2
k
1− dλ1Gk
On the other hand, K2 can be upper bounded using triangle inequalities.
K2 ≤ ‖(RˆsAckAk −Σ
∗
AckAk) · (Rˆ
s
AkAk)
−1‖`∞ + ‖Σ∗AckAk · ((Σ
∗
AkAk)
−1 − (RˆsAkAk)−1)‖`∞
≤
(
‖RˆsAckAk −Σ
∗
AckAk‖`∞ +Hk · ‖Rˆ
s
AkAk −Σ∗AkAk‖`∞
)
· ‖(RˆsAkAk)−1‖`∞
≤ (dλ1 +Hk · dλ1) · (Gk +K1)
≤ dλ1Gk(1 +Hk)
1− dλ1Gk
Under the same event (B.14), we make a claim about the adaptive weights wdk
that
‖wdAck‖min ≥
dλ1Gk +Hk
2λ1Gk
ψk +
1 + dGk
1− dλ1Gk ; (B.19)
‖wdAk‖∞ ≤
1− dλ1Gk
2λ1Gk
ψk − dGk − 1. (B.20)
These claims are very useful to prove the other three optimality conditions (B.16),
(B.17) & (B.18), and their proofs will be provided later.
Now we are ready to prove (B.16), (B.17) and (B.18) for the solution pair (β˜k, α˜k).
To prove (B.16), it suffices to show the sign consistency that sign(β∗Ak) = sign(β˜Ak)
since its left hand side becomes Rˆ
s
AkAkα˜Ak = −wdAk ◦ sign(β∗Ak) if we plug in α˜Ak .
Recall that β∗Ak = (Σ
∗
AkAk)
−1σ∗Ak . Now consider the difference between β˜Ak and β
∗
Ak .
β˜Ak−β∗Ak = (Rˆ
s
AkAk)
−1(rˆsAk−σ∗Ak+λ1wdAk◦sign(α˜Ak))−((Rˆ
s
AkAk)
−1−(Σ∗AkAk)−1)σ∗Ak
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Then we apply the triangle inequality to obtain an upper bound.
‖β˜Ak − β∗Ak‖`∞ ≤ (Gk +K1)(λ1 + λ1‖wdAk‖`∞) +K1‖σ∗Ak‖`∞
≤ λ1Gk
1− dλ1Gk (1 + ‖w
d
Ak‖`∞) +
dλ1G
2
k
1− dλ1Gk
≤ 1
2
‖β∗Ak‖min
< ‖β∗Ak‖min
where the third inequality obviously holds due to the claim (B.20). Then by the above
upper bound, the sign consistency of sign(β∗Ak) = sign(β˜Ak) is immediately satisfied.
Next, we can obtain the condition (B.18) via the triangular inequality as follows,
‖RˆsAckAkα˜Ak‖`∞ ≤ ‖Rˆ
s
AckAk(Rˆ
s
AkAk)
−1 ·wdAk‖`∞
≤ (Hk +K2) · ‖wdAk‖`∞
≤ dλ1Gk +Hk
1− dλ1Gk · ‖w
d
Ak‖`∞
< ‖wdAck‖min,
where the last inequality can be shown by using both claim (B.19) and (B.20).
Now it remains to prove (B.17). Using the facts that θ∗Ack = 0 and Σ
∗Θ∗ = I,
some simple calculation yields a useful equality that
Σ∗AckAk(Σ
∗
AkAk)
−1σ∗Ak = σ
∗
Ack .
Then we can equivalently rewrite the left hand side of (B.17) as follows.
Rˆ
s
AckAkβ˜Ak − rˆ
s
Ack = Rˆ
s
AckAk(Rˆ
s
AkAk)
−1(rˆsAk + λ1w
d
Ak ◦ sign(α˜Ak))− rˆsAck
= Rˆ
s
AckAk(Rˆ
s
AkAk)
−1(rˆsAk − σ∗Ak + λ1wdAk ◦ sign(α˜Ak)) +
(Rˆ
s
AckAk(Rˆ
s
AkAk)
−1 −Σ∗AckAk(Σ
∗
AkAk)
−1)σ∗Ak + (σ
∗
Ack − rˆ
s
Ack)
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Again we apply the triangle inequality to obtain an upper bound.
‖RˆsAckAkβ˜Ak − rˆ
s
Ack‖∞ ≤ (Hk +K2)(λ1 + λ1‖w
d
Ak‖∞) +K2‖σ∗Ak‖∞ + λ1
≤ dλ
2
1Gk + λ1Hk
1− dλ1Gk (1 + ‖w
d
Ak‖∞) +
dλ1Gk(1 +Hk)
1− dλ1Gk + λ1
< λ1‖wdAck‖min,
where the last inequality has used the following fact that
(1− dλ1Gk) · ‖wdAck‖min > (dλ1Gk +Hk)(
1− dλ1Gk
2λ1Gk
ψk − dGk) + dGk(1 +Hk) + 1
≥ (dλ1Gk +Hk) · (1 + ‖wdAk‖∞) + dGk(1 +Hk) + 1,
which is due to the claims (B.19) & (B.20).
So far, four optimality conditions has been verified for (β˜k, α˜k). In the sequel, we
shall show that β˜k is indeed a unique optimal solution for the primal problem (3.15).
To this end, we first note that due to (B.15)–(B.18), (β˜k, α˜k) are feasible solutions to
the primal and dual problems respectively. Next, (B.15) and (B.16) further show that
(β˜k, α˜k) satisfy the complementary-slackness conditions for both the primal and the
dual problems. Thus, (β˜k, α˜k) are optimal solutions to these problems by Theorem 4.5
in Bertsimas and Tsitsiklis (1997). Now it remains to show the uniqueness. Suppose
there exists another optimal solution β˘k, and we have ‖wdk ◦ β˘k‖`1 = ‖wdk ◦ β˜k‖`1 . Let
Γk denote the support of β˘k, and then β˘k = (β˘Γk ,0). By the strong duality we have
‖wdk ◦ β˘k‖`1 = ‖wdk ◦ β˜k‖`1
= −λ1‖wdk ◦ α˜k‖`1 − 〈α˜k, rˆs(k)〉
= inf
β
L(β; α˜+k , α˜
−
k )
≤ L(β˘k; α˜+k , α˜−k )
≤ ‖wdk ◦ β˘k‖`1 .
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Thus L(β˘k; α˜
+
k , α˜
−
k ) = ‖wdk ◦ β˘k‖`1 , which immediately implies that the complemen-
tary slackness condition holds for the primal problem, i.e.
(Rˆ
s
(k)β˘k − rˆs(k) − λ1wdk)T α˜+k = 0 (B.21)
and
(−Rˆs(k)β˘k + rˆs(k) − λ1wdk)T α˜−k = 0. (B.22)
Now let β˘+k = max(β˘k,0) and β˘
−
k = min(β˘k,0). Similarly, we can show that the
complementary slackness condition also holds for the dual problem, i.e.
(Rˆ
s
(k)α˜k −wdk)T β˘+k = 0 (B.23)
and
(−Rˆs(k)α˜k −wdk)T β˘−k = 0. (B.24)
Notice that α˜Ak 6= 0 and α˜Ack = 0 by definition. Then we can equivalently rewrite
(B.21)–(B.24) in terms of Ak and Γk as
Rˆ
s
AkΓkβ˘Γk − rˆsAk = λ1wdAk ◦ sign(α˜Ak) (B.25)
and
Rˆ
s
ΓkAkα˜Ak = −wdΓk ◦ sign(β˘Γk). (B.26)
Observe that in the equation (B.26), for any index j such that j ∈ Γk but j 6∈ Ak,
Rˆ
s
jAkα˜Ak = −wdj · sign(β˘j) cannot hold since it contradicts with (B.18). Then it is
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easy to see that Γk ⊂ Ak obviously holds for βˆAk and β˘Γk . We further notice that
combining Γk ⊂ Ak and (B.25) immediately imply that both βˆAk and β˘Γk satisfy the
same optimality condition (B.15). Thus the uniqueness follows from (B.15), (B.25)
and the non-singularity of Rˆ
s
AkAk .
Now it remains to verify the claims (B.19) and (B.20) under the same event (B.14).
In particular, under the event {‖Rˆs − Σ∗‖max ≤ bλ0/M}, Theorem 3.2 has shown
that for some quantity C0 = 4B
2(2 + b
M
) > 0, we have ‖βˆs.ndk −β∗k‖`1 ≤ C0dλ0. Then
we can derive a lower bound for ‖wdAck‖min.
‖wdAck‖min =
1
max
j∈Ack
|βˆsj |+ 1n
≥ 1
C0dλ0 +
1
n
,
which immediately yields the desired lower bound as in (B.19) by noting that
Gk · dλ1 +Hk
2Gk · λ1 ·ψk +
1 +Gk · d
1−Gk · dλ1 ≤
Hkψk
2Gk · λ1 + (ψk + 2Gk) · d+ 2 ≤
1
C0dλ0 +
1
n
where both inequalities follow from the proper choices of tuning parameters λ0 & λ1
as stated in the assumptions of Theorem 3.3. On the other hand, we notice that
1−Gk · dλ1
2Gk · λ1 ψk − dGk − 1 ≥
ψk
2Gk · λ1 − (ψk +Gk) · d− 1 ≥
ψk
4Gk · λ1 ,
where the last inequality follows from the proper choice of λ1 as in Theorem 3.3, and
then we can similarly show the second claim (B.20) by noting that
‖wdAk‖∞ ≤
1
min
j∈Ak
|βˆsj |
≤ 1
ψk − C0dλ0 ≤
2
ψk
≤ ψk
4Gk · λ1
where last two inequalities are due to ψk ≥ 2C0dλ0 and ψ2k ≥ 8Gkλ1. Now two
aforementioned claims are proved, which completes the proof of Theorem 3.3. 
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B.5 Proof of Theorem 3.4
Proof B.5 To bound the difference between Θˆ
s
c and Θ
∗ under the entry-wise `∞-
norm, we consider the probability event {‖Rˆs−Σ‖max ≤ λ/M}. First, we show that
Θ∗ is always a feasible solution under the above event, i.e.
‖RˆsΘ∗ − I‖max ≤ ‖(Rˆs −Σ∗)Θ∗‖max ≤ ‖Rˆs −Σ‖max · ‖Θ∗‖`1 ≤ λ.
Note that Θˆ
s
c is the optimal solution, and then Θˆ
s
c is naturally a feasible solution.
Hence by definition, it is easy to see that
‖RˆsΘˆsc − I‖max ≤ λ
and
‖Θˆsc‖`1 ≤ ‖Θ∗‖`1
obviously hold. Now we can obtain the desired upper bound under the entrywise
matrix `∞-norm as follows.
‖Θˆsc −Θ∗‖max ≤ ‖Θ∗‖`1 · ‖Σ∗Θˆ
s
c − I‖max
= M · ‖(Σ∗ − Rˆs)Θˆs + RˆsΘˆsc − I‖max
≤ M · ‖Σ∗ − Rˆs‖max · ‖Θˆsc‖`1 +M · ‖Rˆ
s
Θˆ
s
c − I‖max
≤ λ‖Θ∗‖`1 +Mλ
= 2Mλ.
This completes the proof of Theorem 3.4. 
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B.6 Proof of Theorem 3.5
Proof B.6 Throughout the proof, we consider the probability event
{‖Rˆs −Σ∗‖max ≤ min(λaclime, 1
M
λclime)}. (B.27)
For ease of notation, we define λclime = λ0 and λaclime = λ1. To prove the graphical
model selection consistency, it suffices to prove the selection consistency for the p
subproblems of vector minimization under the same probability event (B.27).
Under this event, Rˆ
s
A˜kA˜k is always positive-definite for any k due to the Weyl’s
inequality that
λmin(Rˆ
s
A˜kA˜k) ≥ λmin(Σ∗A˜kA˜k)− ‖Rˆ
s
A˜kA˜k −Σ∗A˜kA˜k‖F
≥ λ1(d−
√
d(d− 1))
>
λ1
2
> 0.
To establish selection consistency for the k-th subproblem (1 ≤ k ≤ p), we in-
troduce the dual variables α+k = (α
+
j )1≤j≤p ∈ Rp+ and α−k = (α−j )1≤j≤p ∈ Rp+. Let
W c = (wc1, · · · ,wcp). Then by Boyd and Vandenberghe (2004), the Lagrange dual
function is defined as
L(θ;α+k ,α
−
k ) = ‖wck ◦θ‖`1 +(Rˆ
s
θ−ek−λ1wck)Tα+k +(−Rˆ
s
θ+ek−λ1wck)Tα−k .
Note that only one of α+j and α
−
j can be zero for each j = 1, · · · , p, and then we can
uniquely define α = α+k − α−k . Then we can rewrite the Lagrange dual function in
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terms of α as
L(θ;α) = (wck ◦ sign(θ)− Rˆ
s
α)Tθ − λ1‖wck ◦α‖`1 −αTek.
By the Lagrange duality theory, the dual problem is
max
α∈Rp
−λ1‖wck ◦α‖`1 − 〈α, ek〉 subject to |Rˆ
s
α| ≤ wck
Now we shall construct an optimal primal and dual solution pair (θ˜k, α˜k) to the
subproblem. In addition, we further show that (θ˜k, α˜k) is actually the unique solution
pair, and θ˜k is exactly supported in the true active set A˜k. To this end, denote
ek = (eA˜k , eA˜ck), and then we consider
α˜k = (α˜A˜k , α˜A˜ck) = (α˜A˜k ,0)
and
θ˜k = (θ˜A˜k , θ˜A˜ck) = (θ˜A˜k ,0)
with
α˜A˜k = −(Rˆ
s
A˜kA˜k)
−1wcA˜k ◦ sign(θ
∗
A˜k),
and
θ˜A˜k = (Rˆ
s
A˜kA˜k)
−1(eA˜k + λ1w
c
A˜k ◦ sign(α˜A˜k)).
B.6. Proof of Theorem 3.5 118
First we want to show that (θ˜k, α˜k) satisfies the following four optimality conditions:
Rˆ
s
A˜kA˜k θ˜A˜k − eA˜k = λ1wcA˜k ◦ sign(α˜Ak) (B.28)
Rˆ
s
A˜kA˜kα˜Ak = −wcA˜k ◦ sign(θ˜A˜k) (B.29)
|RˆsA˜ckAk θ˜A˜k | < λ1w
c
A˜ck
(B.30)
|RˆsA˜ckAkα˜A˜k | < w
c
A˜ck
(B.31)
where (B.28) and (B.30) are primal constraints, and (B.29) and (B.31) are dual
constraints. Note that (B.28) can be easily verified by substituting α˜A˜k and θ˜A˜k . To
prove the other optimality conditions, we need to consider two related quantities
K˜1 = ‖(RˆsA˜kA˜k)−1 − (Σ∗A˜kA˜k)
−1‖`∞
and
K˜2 = ‖RˆsA˜ckA˜k(Rˆ
s
A˜kA˜k)
−1 −Σ∗A˜ckA˜k(Σ
∗
A˜kA˜k)
−1‖`∞ .
Under the same probability event (B.27), similarly as in Theorem 3.3, we can obtain
the following upper bounds for K˜1 and K˜2.
K˜1 ≤ G˜
2
k
1− dλ1G˜k
dλ1 and K˜2 ≤ G˜k(1 + H˜k)
1− dλ1G˜k
dλ1.
Further, we make a claim about wck = (w
c
A˜k ,w
c
A˜ck
), which will be proved later.
‖wcA˜ck‖min ≥
dλ1G˜k + H˜k
2λ1G˜k
ψmin +
dG˜k
1− dλ1G˜k
; (B.32)
‖wcA˜k‖∞ ≤
1− dλ1G˜k
2λ1G˜k
ψmin − dG˜k. (B.33)
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Now we are ready to prove (B.29), (B.30) and (B.31) for the solution pair (θ˜k, α˜k).
To prove (B.29), it is enough for us to show that sign(θ∗A˜k) = sign(θ˜A˜k). Note that
Σ∗A˜kA˜kθ
∗
A˜k = eA˜k , and thus θ
∗
A˜k = (Σ
∗
AkAk)
−1eA˜k . Then we can write the difference
between θ˜A˜k and θ
∗
A˜k as
θ˜A˜k − θ∗A˜k = (Rˆ
s
A˜kA˜k)
−1(λ1wcA˜k ◦ sign(α˜A˜k))− ((Rˆ
s
A˜kA˜k)
−1 − (Σ∗A˜kA˜k)
−1)eA˜k .
Next, we apply the triangle inequality to obtain the upper bound
‖θ˜A˜k − θ∗A˜k‖`∞ ≤ (G˜k + K˜1) · λ1‖w
c
A˜k‖∞ + K˜1
≤
λ1G˜k · ‖wcA˜k‖∞
1− dλ1G˜k
+
dλ1G˜
2
k
1− dλ1G˜k
≤ 1
2
ψmin
< ‖θ∗A˜k‖min
where the third inequality holds by the claim (B.33). Then the desired sign consis-
tency of sign(θ∗A˜k) = sign(θ˜A˜k) obviously holds.
Moreover, we can easily obtain (B.31) via the following triangular inequality,
‖RˆsA˜ckA˜kα˜A˜k‖`∞ ≤ ‖Rˆ
s
A˜ckA˜k(Rˆ
s
A˜kA˜k)
−1wcA˜k‖`∞
≤ (H˜k + K˜2) · ‖wcA˜k‖∞
≤ dλ1G˜k + H˜k
1− dλ1G˜k
· ‖wcA˜k‖∞
≤ dλ1G˜k + H˜k
2λ1G˜k
ψmin
< ‖wcA˜ck‖min,
where the fourth inequality obviously holds due to the claims (B.32) and (B.33).
Now it remains to prove (B.30). Partition Σ∗θk = ek with respect to A˜k, and
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then we will have Σ∗A˜kA˜kθ
∗
A˜k = eA˜k and Σ
∗
A˜ckA˜k
θ∗A˜k = eA˜ck . Thus we have
Σ∗A˜ckA˜k
(Σ∗A˜kA˜k)
−1eA˜k = eA˜ck = 0.
Then we can rewrite the left hand side of (B.30) as follows.
Rˆ
s
A˜ckA˜k θ˜A˜k = Rˆ
s
A˜ckA˜k(Rˆ
s
A˜kA˜k)
−1 · (λ1wcA˜k ◦ sign(α˜A˜k))
+(Rˆ
s
A˜ckA˜k(Rˆ
s
A˜kA˜k)
−1 −Σ∗A˜ckA˜k(Σ
∗
A˜kA˜k)
−1)eA˜k
Here we apply the triangle inequality again to obtain the upper bound.
‖RˆsA˜ckA˜k θ˜A˜k‖∞ ≤ (H˜k + K˜2) · λ1‖w
c
A˜k‖∞ + K˜2 < λ1‖w
c
A˜ck
‖min,
where the last inequality has used the fact that
(1− dλ1G˜k) · ‖wcA˜ck‖min > (dλ1G˜k + H˜k) · (
1− dλ1G˜k
2λ1G˜k
ψmin − dG˜k) + dG˜k(1 + H˜k)
≥ (dλ1G˜k + H˜k) · ‖wcA˜k‖∞ + dG˜k(1 + H˜k),
which is due to the claims (B.32) and (B.33).
Now four optimality conditions are proved. Moreover, the feasibility and the
uniqueness of (θ˜, α˜) can be similarly proved by following the same line of proof as in
Theorem 3.3. Thus, it remains to verify both claims (B.32) and (B.33) to complete
the proof of Theorem 3.5. Under the event {‖Rˆs − Σ∗‖max ≤ λ0/M}, Theorem 3.4
shows that ‖Θˆsc −Θ∗‖max ≤ 2Mλ0. Then we can derive a lower bound for ‖wcAck‖min.
‖wcAck‖min =
1
max
j∈Ack
|θˆs.cj |+ 1n
≥ 1
2Mλ0 +
1
n
,
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which immediately yields the desired lower bound by noting that
G˜k · dλ1 + H˜k
2G˜k · λ1
ψmin +
G˜k · d
1− G˜k · dλ1
≤ H˜kψmin
2G˜k · λ1
+ (ψmin + 2G˜k) · d ≤ 1
2Mλ0 +
1
n
,
where both inequalities follow from the proper choices of tuning parameters λ0 & λ1
as stated in the assumptions of Theorem 3.5.
On the other hand, similarly as in Theorem 3.4, we can show that
‖wcAk‖∞ ≤
1
min
j∈Ak
|θˆs.cj |
≤ 1
ψmin − 2Mλ0 ≤
2
ψmin
≤ ψmin
4G˜k · λ1
and
1− G˜k · dλ1
2G˜k · λ1
ψmin − G˜k ≥ ψmin
2G˜k · λ1
− (ψmin + G˜k) · d ≥ ψmin
4G˜k · λ1
where both inequalities follow from the proper choices of tuning parameters λ0 & λ1
as stated in the assumptions of Theorem 3.5. Now two aforementioned claims, i.e.
(B.32) and (B.33), are proved, which completes the proof of Theorem 3.5. 
