I. INTRODUCTION
Many fast algorithms [1]-[8] for the computation of the discrete cosine transform (DCT) have been proposed since its first introduction in [9] . However, most algorithms were proposed for the computation of a 2"-point DCT. Recently, Yang and Narasimha [lo] , and Lee [l I], discussed a prime factor decomposed computation algorithm such that one can deal with DCT with lengths other than 2" and therefore have a wider choice of the sequence length for which the DCT can be realized.
In this note, a new radix-3 and a new radix-6 algorithm are first presented to compute a length-3"' and a length-6" DCT respectively, Further analyses are then made on using the prime factordecomposed computation algorithm and a suggested mixed-radix algorithm for the fast computation of the DCT.
II. RADIX-3 DISCRETE COSINE TRANSFORM
The DCT [9] If N = 3", where m is a positive integer, we can realize the following three formulations to obtain the DCT result of the sequence { x ( i ) } instead of realizing ( 1 ) directly.
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with 2N/3 -2 additions. Hence, one can realize an N-point DCT via the realization of three N/3-point DCT's. The overhead of this process involves the formation of input sequences of the three N / 3 -point DCT's. Specifically, to obtain the sequence {(2a, -b, -c,) 
. N / 3 -1 ), only one additional multiplication is required for each i. Hence, generally, three multiplications are required for each i to obtain all three input sequences. However, when i = 1 / 2 ( N / 3 -I), we have CY, = ~/ 6 .
In such case, two more multiplications can be saved during the computation of these items.
In summary, the mathematical complexity of an N (= 3")-point DCT to be realized by this new algorithm is given by the following set of equations: . cos (67r(2i,i 1)k)
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Note that A ( k ) , B ( k ) , C ( k ) , D ( k ) , E ( @ , and F ( k ) are all N/6-point DCT's. Similar to the above section, one can obtain the se- 
N / 6 -I}, only one additional multiplication is required for each i. Hence, in general, eight multiplications are required for each i to obtain all six input sequences. However, when N = 36, we have 401 = ~/ 6 and 204 = s / 4 . In this case, we can further save one multiplication and three additions during the computation of these items.
Note that the realization of a 6-point DCT module requires four nontrivial multiplications and 16 additions (see Appendix). Hence, the mathematical complexity of the proposed algorithm is given by the following equations: ditions per point compared with the radix-2 algorithm when length, N , is small. In particular, the virtual breakeven point is at N = 200 when the number of multiplications per point is concerned. This symptom is due to the fact that the realization of the length-3 DCT module is more efficient than that of the length-2 DCT module while the decomposition overhead required for the radix-3 algorithm is larger than that for the radix-2 algorithm. On the other hand, our proposed radix-6 algorithm requires the least computational complexity among three algorithms whether the number of multiplications or additions per point is concerned. In fact, when N is suffi- Fig. 3 . Flowgraph of a 9-point DCT ciently large, the radix-2 algorithm becomes more efficient than the radix-6 algorithm. However, this virtual breakeven point occurs at N = 1.69 X lOI3 when the number of multiplications per point is concerned, which would imply cases that are far from the practical considerations.
Basically, both radix-3 and radix-6 algorithms are decimationin-frequency algorithms and therefore their computation structures are as simple as that of a radix-2 decimation-in-frequency algorithm such as Lee's algorithm [I] . Fig. 3 shows the flowgraph of the realization of a 9-point DCT. Similar flowgraphs can be obtained for the realization of the 6"-point DCT's, which applies the radix-6 algorithm. Note, that the two proposed algorithms not only show their superiority in terms of the computational efficiency compared with the radix-2 algorithms, they also provide a wider choice of sequence lengths. Typically, a zero-padding technique has to be applied to realize a DCT of size N # 2". The existence of these algorithms provides a considerable reduction of this unnecessary computational effort. Fig. 4 shows the computational effort in terms of the number of the multiplications required to realize the DCT of different lengths when various algorithms are used.
V . MIXED-RADIX ALGORITHM
By making use of the 1-to-3 and the 1-to-6 decomposition algorithms proposed in the above sections and those well-developed 1-to-2 decomposition techniques, an efficient mixed-radix algorithm can be developed to realize an N-point DCT for any N = 2"3" (where m , n > 0). Note that the decomposition overhead varies according to the transform length even though the same decomposition algorithm is applied. This variation in overhead is due to the fact that some additional saving in computation can be achieved during the decomposition of some special lengths. For example, if one performs a 1-to-6 decomposition on a DCT with length N = 6
x 3" (where m > 0), then from (5) and (6) (2a, -b, -c, -d, -e, + 2j), B, = (b, -c, -d, + e,) . Table I shows the overhead involved for the decomposition when various decomposition algorithms are applied to decompose an N-point DCT. Typically, for a given length-N( = 2"3") DCT, there Table I1 shows the comparison between our mixed-radix algorithm and the prime-factor-decomposed algorithm (PFA) [ 111. Note that our radix-3 algorithm has already been applied to greatly enhance the performance of the PFA in [ 1 11. It shows that the performance of the mixed-radix algorithm is always better than that of the PFA even though the PFA has already made use of the most efficient radix-3 and radix-2 algorithms. Specifically, the proposed mixed-radix algorithm always requires smaller numbers of both multiplications and total computational operations for the DCT realization. On the other hand, as our mixed-radix algorithm involves mainly a recursive decomposition, it is much more structural than that of the PFA. Complicated data management and data routing algorithms can be avoided. 
TABLE I ARITHMETIC OPERATIONS O V E R H E A D FOR S E L E C T E D DECOMPOSKTION ALGORITHMS APPLIED T O A N N-POINT DCT

VI. CONCLUSIONS
In this note, we first present a new radix-3 and a new radix-6 algorithm to compute a length-3"' and a length-6m DCT respectively. The number of multiplications per point of these new algorithms show their superiority in mathematical complexity compared with that of radix-2 algorithms when N is small. They also provide a wider choice of the sequence lengths for which the DCT can be realized and support the prime-factor-decomposed computation algorithm to reduce the computational complexity. A mixedradix algorithm is also presented, which gives the optimal performance in terms of the number of operations and the data managing requirements. Note that the realization of a 3-point DCT requires one multiplication and four additions. Hence, four multiplications and 16 additions are required for the realization of a 6-point DCT.
