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RÉSUMÉ : La médecine factuelle fait souvent appel à la com-
paraison de deux interventions thérapeutiques dans des essais 
cliniques contrôlés avec la démonstration d’une supériorité 
(par rapport à un placebo ou un comparateur actif) ou au 
moins d’une non-infériorité (par rapport à un comparateur 
actif)  en ce qui concerne un critère de jugement primaire 
décidé a priori (survenue d’un événement clinique majeur, 
par exemple). La différence dans la survenue d’un événement 
entre les deux interventions thérapeutiques testées peut être 
analysée, sur le plan statistique, par la réduction du risque 
absolu, la réduction du risque relatif, le hasard ratio ou encore 
l’odds ratio (rapport de cotes). Cet article discute les nuances, 
parfois importantes, concernant la signification de ces diffé-
rents indices et analyse les précautions à prendre et les pièges 
à éviter dans leur interprétation et leur utilisation. Le clinicien 
est, en effet, de plus en plus souvent confronté aux résultats 
d’études cliniques, mais est généralement peu informé quant 
aux subtilités des analyses présentées. 
Mots-clés :  Analyse statistique - Critères de jugement -  
Efficacité - Essais cliniques contrôlés - Médecine factuelle - 
Médicament
 How i explore …. A risk difference in tHe occurrence of 
An event in clinicAl triAls 
SUMMARY : Evidence-based medicine often requires the 
comparison of two therapeutic interventions in controlled cli-
nical trials with the demonstration of a superiority (versus a 
placebo or an active comparator) or at least a non-inferiority 
(versus an active reference) concerning a primary endpoint 
that has been defined a priori (occurrence of a major clinical 
event, for instance). The difference in the occurrence of such 
an event between two treatments may be statistically analyzed 
by absolute risk reduction, relative risk reduction, hazard 
ratio or odds ratio. The present article discusses the nuances, 
sometimes of importance, concerning the significance of these 
various indices and analyses the cautions to be taken and the 
pitfalls to be avoided in their interpretation and use in prac-
tice. The clinician is, indeed, increasingly confronted to results 
of clinical trials, but is generally poorly informed regarding 
the nuances of these various statistical analyses. 
keywords : Drug - Efficacy - Evidence-based medicine -  
Outcomes - Randomised clinical trials - Statistical analysis
COMMENT J’EXPLORE …
Une différence de risque de survenue d’un  
événement dans les études cliniques 
introduction
Les essais cliniques contrôlés sont le fonde-
ment de la médecine factuelle ou «Evidence-
Based-Medicine» (EBM) (1). Ceux-ci visent à 
démontrer la supériorité d’une approche thé-
rapeutique par rapport à un comparateur, que 
ce soit un placebo ou un traitement actif de 
référence (2). Pour ce faire, il convient, dans 
la plupart des cas, de démontrer une différence 
statistiquement significative dans la survenue 
d’un événement (utilisé comme critère de juge-
ment), par exemple un infarctus du myocarde 
ou un décès dans les essais de prévention car-
dio-vasculaire (3-5).
Plusieurs indices sont utilisés couramment 
dans la littérature scientifique pour quantifier 
l’importance de la différence observée, à savoir 
la réduction absolue du risque (RAR), la réduc-
tion relative du risque (RRR), le hasard ratio 
(HR) et l’odds ratio (OR) (rapport de cotes en 
français) (6, 7). Devant cette diversité, le pra-
ticien non averti éprouve souvent des difficul-
tés à discerner les nuances entre ces différents 
indices. Par ailleurs, la différence (ou l’absence 
de différence) doit parfois être interprétée 
avec circonspection, en évitant de tomber dans 
quelques pièges inhérents à la méthodologie 
des essais cliniques (8). Le but de cet article est 
de familiariser le lecteur avec les différences 
sémantiques relatives aux indices utilisés ainsi 
que de le mettre en garde en mentionnant 
quelques précautions élémentaires à prendre 
pour une analyse critique des résultats publiés 
dans la littérature scientifique (9).
Modes d’expression utilisés dAns lA 
littérAture 
Divers indices peuvent être utilisés pour 
évaluer la différence d’efficacité entre deux 
traitements et notamment pour estimer, quan-
titativement, la différence de risque de surve-
nue d’un événement dans un groupe (traité par 
un nouveau médicament sensé exercer un effet 
protecteur)  par rapport  à un autre groupe de 
référence (par exemple recevant  un placebo). 
1) Réduction Absolue du Risque (RAR)
Le risque absolu (RA) peut être défini comme 
le risque de survenue d’un événement (décès, 
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infarctus du myocarde) par rapport à l’initiation 
de l’intervention. Le HR peut donc être consi-
déré comme un rapport des taux d’incidence 
et est l’indice recommandé pour comparer des 
courbes actuarielles (12). 
Les courbes actuarielles ont d’abord été 
popularisées dans les études oncologiques pour 
analyser la survie des patients en fonction du 
temps. Par extension, les survies sans progres-
sion de la maladie («progression-free survival») 
ou sans rechute («recurrence-free survival», 
«relapse-free survival») sont couramment utili-
sées en cancérologie. La taille de l’effet traite-
ment est alors mesurée à l’aide du rapport des 
risques instantanés («hazard ratio»). Le HR est 
le rapport du risque instantané dans le groupe 
traité (h
1
) divisé par le risque dans le groupe 
contrôle (h
0
). En pratique, à partir des données 
de survie, le HR est estimé soit à partir de la 
méthode statistique du logrank, soit en utilisant 
le modèle de Cox (13).
Dans les publications, le HR est parfois pré-
senté comme un RR dont il est souvent proche 
numériquement. Par exemple, dans un essai de 
mortalité versus placebo, un HR de 0,5 signi-
fie que, sous traitement, le risque instantané de 
décès est seulement la moitié du risque (instan-
tané) sans traitement. 
4) odds RAtio (oR)
L’odd ou la cote est le rapport entre le pour-
centage de sujets qui présentent un événement 
(morbide ou fatal) et le pourcentage de ceux qui 
ne le présentent pas. L’odd est donc égal à p / 
(1-p), où p est la proportion des sujets présen-
tant l’événement. L’odds ratio (OR, dont une 
traduction littérale en français peut être «rap-
port des cotes») est le rapport entre deux odds, 
à savoir l’odds de l’événement (sa cote) dans le 
groupe traité divisé par l’odds de l’événement 
dans le groupe contrôle. Un OR de 1 corres-
pond à l’absence d’effet. En cas d’effet béné-
fique, l’OR est inférieur à 1 et il est supérieur à 
1 en cas d’effet délétère. Plus l’OR est éloigné 
de 1, plus l’effet est important (10).
L’OR s’interprète de façon similaire au RR 
dont il est d’ailleurs fort proche. L’OR est d’au-
tant plus proche du RR que le risque de base 
dans le groupe contrôle est faible. Par contre, 
l’OR aura tendance à surestimer l’effet du trai-
tement quand le risque de base est élevé. Dans 
ce cas, les résultats présentés avec un OR seront 
plus favorables au traitement que ceux basés 
maladie) dans un intervalle de temps donné. La 
différence des risques (DR), appelée aussi dif-
férence absolue ou bénéfice absolu, est égale à 
la différence entre le RA sous traitement (r
1
) et 
le RA sans traitement (r
0
). Elle se calcule par : 




. La différence des risques donne la 
taille de l’effet, non ajustée sur la valeur initiale. 
Il est assez habituel de rapporter la différence 
des risque sous forme de réduction absolue des 
risques (RAR  ou «absolute reduction in risk») 
qui est égale à RAR = (1- DR) x 100 et est 
exprimée en pour cent (tableau I). 
2) Réduction RelAtive du Risque (RRR)
Le risque relatif (RR) est le rapport du risque 
de morbidité ou mortalité lié à un facteur donné 
sur celui existant en l’absence de ce facteur 





, dans laquelle r
1
 est le RA sous traite-
ment et r
0
 est le RA sans traitement. En épidé-
miologie, le facteur pronostique considéré peut 
être l’âge, le sexe, le diabète, le taux de cho-
lestérol, … Dans les essais cliniques, le facteur 
considéré est le traitement testé par rapport au 
comparateur (placebo ou référence active). La 
RRR se calcule par l’équation RRR = (1-RR) 
x 100 et est également exprimée en pour cent 
(tableau I). 
La RRR est souvent utilisée par l’indus-
trie pharmaceutique dans les documents 
promotionnels distribués aux médecins pres-
cripteurs potentiels. Il faut cependant savoir 
que cet indice a tendance à présenter le béné-
fice escompté de l’intervention thérapeutique 
de façon trop optimiste. Par exemple, une RRR 
de 50 %, particulièrement impressionnante s’il 
s’agit de mortalité peut contraster avec la réduc-
tion du risque absolu (RRA), généralement plus 
modeste, ou avec le nombre de sujets à traiter 
pour éviter un événement (relativement élevé), 
comme nous le verrons plus loin  (tableau II) 
(11).
3) HAsARd RAtio (HR)
Le hasard ratio (HR) correspond au rapport 
des pentes de survenue d’un événement (mor-
bide ou mortel) en fonction du temps, selon 
la présence ou non d’un facteur donné (dans 
un essai d’intervention pharmacologique, un 
médicament donné). Cette mesure est proche 
de celle du RR, mais, contrairement à ce der-
nier, elle tient compte  d’un facteur supplémen-
taire, le facteur temps, c’est-à-dire le moment 
de survenue de l’événement (par exemple, un 
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r
0
). Le NNT doit toujours comprendre un cadre 
temporel (3 ans, 5 ans, etc.).
Depuis son introduction par Sackett et ses 
collaborateurs (3, 14), cet indice a obtenu un 
grand succès, sans doute en raison du fait qu’il 
apparaît très «parlant» pour les praticiens. Il a 
cependant tendance à faire croire qu’il existe 
réellement un individu qui ne présentera pas 
l’événement avec le traitement alors qu’il 
l’aurait présenté sans traitement. Il crée donc 
une individualisation du bénéfice, mais cette 
interprétation est évidemment fausse. La vraie 
sur le RR et un OR ne peut plus être interprété 
comme un RR (voir plus loin : tableau II).
5) nombRe de sujets nécessAiRe de tRAiteR (nnt)
Cet indice, nommé par l’abréviation NNT 
pour Nombre de sujets Nécessaire de Traiter 
(ou en anglais «Number Needed to Treat»), cor-
respond au nombre moyen de sujets qu’il est 
nécessaire de traiter pour éviter 1 événement 
sur une période donnée. Il est égal à l’inverse 
de la différence des RA : NNT = 1/DR = 1/(r
1
 – 
Tableau I. ComparaIson des dIfférenTs IndICes uTIlIsés pour quanTIfIer l’effICaCITé dans les essaIs ClInIques ConTrôlés.
Abréviation Indice Explication Mode de calcul
RAR Réduction Absolue du Risque Différence de risque (DR), soit 
taux d’événements dans le groupe 
témoin (r
0
) - taux d’événements 
dans le groupe expérimental (r
1
)





RRR Réduction Relative du Risque Taux d’événements dans le groupe 
expérimental (r
1
) divisé par le 









HR Hasard Ratio Rapport des pentes de survenue d’un 
premier événement en fonction du 
temps selon la présence ou non du 
traitement testé
Rapport du risque instantané dans le 
groupe traité (h
1
) divisé par le risque 
instantané dans le groupe contrôle (h
0
)




OR Odds Ratio ou Rapport de cotes Rapport entre l’odd (cote) de l’événe-
ment dans le groupe traité (1) divisé 
par l’odd de l’événement dans le 
groupe contrôle (0) (où p représente 
la probabilité de survenue de l’événe-










NNT Nombre de sujets Nécessaire de 
Traiter
Nombre moyen de sujets qu’il est 
nécessaire de traiter pour éviter 1’évé-
nement sur une période donnée
NNT = 1 / RAR = 1 /[(1-DR) x 100]
Tableau II. ComparaIson des valeurs des dIfférenTs IndICes déCrITs dans le Tableau I CalCulé dans un essaI ClInIque de prévenTIon  
CardIo-vasCulaIre d’une durée de 5 ans ComparanT un médICamenT aCTIf à un plaCebo aveC deux sCénarIos quI dIffèrenT par un rIsque de 
base faIble (sCénarIo a) ou élevé (sCénarIo b). dans les deux Cas de fIgure, la rrr esT Comparable (50%, CorrespondanT à une  
réduCTIon de moITIé de la morTalITé), alors que les valeurs de rra eT de nnT varIenT d’un faCTeur 20 enTre les deux groupes. par  
aIlleurs, l’or s’abaIsse par rapporT à rrr aveC l’aCCroIssemenT du rIsque de base (sCénarIo b par rapporT au sCénarIo a).
Indice Scénario A : risque faible Scénario B : risque élevé
                         Placebo : 20 décès / 1.000 patients / 5 ans
Actif : 10 décès / 1.000 patients / 5 ans
Placebo : 400 décès / 1.000 patients / 5 ans
Actif : 200 décès / 1.000 patients / 5 ans
RRR = Réduction Relative du Risque 50 % 50 %
OR = Odds Ratio 0,44 0,375
RAR = Réduction Absolue du Risque 1 % 20%
NNT = Nombre de sujets Nécessaire de Traiter 100 5
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la réduction du risque relatif (RRR) et l’odds 
ratio (OR). Cependant, ces deux indices ne 
sont pas parfaitement identiques. Contraire-
ment à la RRR qui est indépendante du risque 
de base dans la population étudiée, l’OR varie 
en fonction de celui-ci et est d’autant plus bas 
que le risque de base est élevé. Dès lors, d’une 
façon générale, l’OR surestime la RRR. C’est 
seulement lorsque l’événement est relative-
ment rare, c’est-à-dire survenant dans moins 
de 10% des cas dans la population étudiée, que 
les valeurs des OR correspondent aux valeurs 
des RRR.  Pour un RR < 1 (ce qui est habituel-
lement le cas dans les essais cliniques testant 
l’efficacité d’un nouveau médicament), l’OR 
sera plus proche de 0 que le RR et ce, d’autant 
plus que l’incidence des événements est spon-
tanément élevée. En termes d’efficacité d’un 
traitement, l’OR aura tendance à surestimer 
l’effet du traitement quand le risque de base est 
élevé (au dessus de 25% environ). Dans ce cas, 
les résultats présentés avec un OR seront plus 
favorables au traitement que ceux basés sur le 
risque relatif et un OR ne peut plus être inter-
prété comme un risque relatif. C’est ce que l’on 
appelle le «biais intrinsèque» de l’OR : l’OR 
est égal au RR multiplié par le biais de l’OR. A 
titre d’exemple, si le critère d’évaluation est le 
décès, l’OR est un RR amplifié par le rapport 
de survie du groupe de référence sur celle du 
groupe traité. 
En clinique, la RRR est généralement pré-
férée à l’OR car elle est d’interprétation plus 
intuitive et il s’agit d’un indice  qui vient natu-
rellement à l’esprit pour mesurer l’effet d’un 
traitement. Par contre, les OR sont habituelle-
ment utilisés dans les méta-analyses regroupant 
divers essais dont les populations peuvent avoir, 
par définition, un risque de base et une durée de 
suivi variables d’une étude à l’autre. 
précAutions à prendre dAns les  
interprétAtions
 Après avoir fait le discernement entre les 
différents indices susceptibles d’être utilisés, il 
convient d’attirer l’attention sur certains pièges 
à identifier et éviter.
1) inteRvAlle de confiAnce (ic)
Quel que soit  l’indice pris en compte, il 
est essentiel de tenir compte de l’intervalle de 
confiance (IC) de part et d’autre de la valeur 
obtenue (17). Cet IC est un indicateur de la 
signification statistique de la différence obte-
interprétation est que tous les patients béné-
ficient un peu du traitement (il y a réduction 
de leur probabilité de faire un événement) : 
cette réduction, en termes de NNT, se traduit 
en moyenne par une différence de 1 du nombre 
moyen d’événements attendus avec et sans trai-
tement. 
La notion de NNT peut être étendue aux 
événements délétères. Il s’agit alors du «Num-
ber Needed to Harm (NNH)» qui quantifie le 
nombre de patients qu’il faut exposer au traite-
ment pour observer, en moyenne, un effet indé-
sirable du traitement (15).
6) difféRences d’inteRpRétAtion selon les indices
De façon schématique, on peut donc  séparer 
les indices en deux grandes catégories, ceux qui 
prennent en compte le bénéfice absolu (RAR, 
NNT) et ceux qui testent le bénéfice relatif 
(RRR, OR). Une différence essentielle entre 
les deux catégories réside dans le fait que les 
indices décrivant le bénéfice absolu dépendent 
non seulement de l’efficacité intrinsèque du 
traitement, mais sont aussi influencés par le 
risque de base de la population testée (qui peut 
varier sensiblement d’un essai à l’autre). Par 
contre, les indices prenant en compte le béné-
fice relatif ne dépendent pas (pour RRR) ou 
dans une moindre mesure (dans le cas d’OR) de 
ce facteur confondant.  En cas de risque de base 
faible, une RRR importante pourra se traduire 
par une RRA faible et donc un NNT élevé, ce 
qui limite l’intérêt clinique de l’intervention 
thérapeutique (tableau II).
Compte tenu de cette influence majeure du 
risque de base, les NNT ne doivent pas être uti-
lisés pour comparer deux essais, encore moins 
pour comparer deux traitements concurrents 
pour une même pathologie. Des différences 
de NNT peuvent témoigner aussi bien d’une 
différence d’efficacité des traitements considé-
rés que de différences de risques de base des 
patients entre les essais (15, 16). Pour que la 
comparaison soit pertinente et fiable, les traite-
ments doivent avoir été mis à l’essai dans des 
échantillons de population similaires, ayant la 
même affection mais aussi les mêmes caracté-
ristiques, en utilisant le même comparateur, la 
même période de temps de suivi et les mêmes 
critères de jugement. En pratique, toutes ces 
conditions ne peuvent être garanties que dans 
des études de comparaison directe («head-to-
head trials» : voir plus loin)
En ce qui concerne l’évaluation du béné-
fice relatif, deux indices peuvent être utilisés, 
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risque concernant des critères secondaires ou 
même des critères utilisés uniquement à titre 
exploratoire. C’est le cas lorsque le critère 
d’évaluation primaire n’atteint pas la signifi-
cation statistique alors que l’un ou l’autre des 
autres critères, plus accessoires, est statistique-
ment significatif, précisément celui qui plaide 
en faveur de la molécule étudiée. Selon les 
règles relatives aux essais cliniques, si le critère 
d’évaluation primaire n’atteint pas le seuil de 
signification statistique, la conclusion générale 
doit être qu’il s’agit d’un «essai négatif» et on 
ne peut donc conclure à une quelconque supé-
riorité de la molécule mise en avant (5). La dif-
férence observée dans le critère secondaire doit 
être considérée comme génératrice d’hypothèse 
et non comme preuve en termes de médecine 
factuelle.
4) AnAlyse post Hoc ou A posteRioRi
Les seules analyses qui ont force de preuve 
sont celles qui concernent des analyses pré-
vues a priori, au moment de la conception 
de l’étude. Toutes les analyses réalisées au 
moment de l’analyse finale des résultats, non 
prévues a priori, n’ont qu’une valeur explora-
toire et aucunement susceptible d’emporter la 
conviction (18). Pourtant, de nombreuses ana-
lyses de ce type sont réalisées et insérées dans 
les résultats d’articles scientifiques relatifs à 
des essais cliniques, en particulier des analyses 
sur des sous-groupes de patients non prévues 
au moment de la conception de l’étude. Il faut 
savoir que la définition de sous-groupes a priori 
impose d’augmenter le nombre de patients à 
recruter dans l’étude de façon à garantir une 
puissance statistique suffisante, permettant une 
conclusion avec un risque d’erreur minimal 
(par exemple, inférieur à 5%). Dès lors, la ten-
tation est grande de réaliser ces analyses par 
sous-groupes a posteriori.
5) mAnque de puissAnce stAtistique
Plutôt que de démontrer une supériorité, l’ob-
jectif de certaines études est de démontrer une 
non-infériorité (voire une équivalence) d’une 
molécule avec un médicament de référence, 
considéré comme étant le «gold standard» dans 
sa classe.  Si le nombre de patients inclus dans 
l’essai n’est pas suffisamment élevé, l’étude ne 
pourra pas démontrer une différence significa-
tive entre les deux interventions, uniquement 
par manque de puissance statistique (19). Il 
s’agit d’une erreur de type B (ou de deuxième 
espèce), à savoir le fait de conclure qu’il n’y a 
nue entre les deux interventions thérapeutiques. 
Ainsi, un IC large (dont les limites franchisent 
la zone de neutralité correspondant générale-
ment à 1 pour RR, HR et OR) signifie que la 
différence observée, même importante, n’est 
pas «statistiquement significative». Dès lors, 
il existe une telle incertitude autour du résul-
tat obtenu que le chercheur ou le clinicien ne 
peuvent être certains que l’effet observé ne soit 
pas dû au hasard et donc difficile (voire impos-
sible) à reproduire. Au contraire, un IC étroit 
(ne franchissant pas la barre de 1) plaide pour 
un effet qui, toute chose étant égale par ail-
leurs, devrait pouvoir être reproduit. Le risque 
d’erreur d’alpha utilisé le plus souvent en sta-
tistique est fixé à 5 % (ce qui correspond au 
classique p < 0,05). 
2) compARAison indiRecte
La tentation est grande de comparer des 
différences de risque de survenue d’un évé-
nement observées dans des études différentes 
(comparaison indirecte). C’est notamment le 
cas lorsque l’industrie pharmaceutique veut 
comparer l’efficacité d’une molécule d’une 
classe pharmacologique avec une autre molé-
cule de la même classe pour vanter les mérites 
de «sa» molécule par rapport à certaines de ses 
concurrents. Il convient de se méfier de toutes 
les comparaisons indirectes. En effet, une éven-
tuelle différence mise en exergue peut, de fait, 
être attribuée à une plus grande efficacité de 
la molécule mise en avant. Cependant, elle 
peut aussi résulter de différences concernant 
les caractéristiques des populations étudiées ou 
encore le protocole d’étude utilisé (critère de 
jugement pris en compte, durée de l’étude, …). 
Il existe donc une série de facteurs confondants 
potentiels que seule une étude comparative 
directe («head-to-head trial») est susceptible 
de gommer.  Comme déjà mentionné, le calcul 
d’un NNT est influencé, bien entendu, par 
l’efficacité de la stratégie thérapeutique testée, 
mais aussi par le risque de base de la population 
étudiée (qui, par définition, peut varier d’une 
étude à l’autre, même si l’on croit s’adresser à 
des populations a priori comparables) (Tableau 
II). 
3) AnAlyse suR des cRitèRes secondAiRes ou à visée 
exploRAtoiRe
L’analyse statistique qui doit primer est celle 
qui concerne le critère d’évaluation principal 
(«primary endpoint»). La tentation est parfois 
grande de mettre en avant des différences de 
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pas de différence alors qu’il y en a une (mais 
qui n’a pu être statistiquement démontrée par 
un manque de puissance). Il est donc indispen-
sable de calculer, dès le moment de la concep-
tion de l’étude, le nombre de sujets à inclure 
dans l’étude pour être en mesure de conclure 
à propos de l’objectif fixé, avec un niveau de 
risque raisonnable (20). Ce calcul de puissance 
est maintenant exigé dans le descriptif de la 
méthodologie de l’essai et doit, idéalement, 
être décrit dans toute publication d’une étude 
clinique.
6) RecouRs Aux métA-AnAlyses
Un moyen d’augmenter la puissance statis-
tique est de procéder à une méta-analyse de 
différents essais testant une hypothèse com-
mune. En effet, rassembler les résultats de 
plusieurs essais, testant une même hypothèse 
selon un protocole similaire, permet d’aug-
menter le nombre de sujets finalement analysés 
et, en l’occurrence, le nombre d’événements 
d’intérêt dans le groupe expérimental (médi-
cament testé) et dans le groupe témoin, ce qui 
permet de conclure avec un plus grand degré 
de confiance. Cependant, la qualité des méta-
analyses dépend, de façon cruciale, à la fois de 
l’exhaustivité et de la fiabilité des essais pris 
en compte. Nous avons décrit les pré-requis et 
les principaux pièges à éviter dans un article 
précédent (21).
conclusion
La littérature médicale rapporte, de plus en 
plus, les résultats d’études cliniques à visée 
thérapeutique, typiquement des essais qui 
comparent un médicament actif à un placebo 
ou une nouvelle molécule à un médicament de 
référence pris comme comparateur. Le clini-
cien est ainsi confronté, de façon croissante, à 
ce type de publication sans qu’il soit nécessai-
rement préparé à pouvoir bien discerner toutes 
les subtilités inhérentes à une analyse critique 
des résultats présentés. Cet article est sensé 
contribuer à une meilleure compréhension des 
nuances entre les indices statistiques exprimant 
l’efficacité d’un traitement (un nouveau médi-
cament, par exemple) et des pièges à éviter sus-
ceptibles d’aboutir à des conclusions erronées. 
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