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Abstract In this paper, we study the existence and multiplicity of homoclinic solutions for
following Hamiltonian systems with asymptotically quadratic nonlinearities at infinity
u¨(t)− L(t)u+∇W (t, u) = 0.
We introduce a new coercive condition and obtain a new embedding theorem. With this theorem,
we show that above systems possess at least one nontrivial homoclinic orbits by Generalized
Mountain Pass Theorem. By Variant Fountain Theorem, infinitely many homoclinic orbits are
obtained for above problem with symmetric condition. Our asymptotically quadratic conditions
are different from previous ones in the references.
Keywords Homoclinic solutions; Asymptotically quadratic Hamiltonian systems; Embed-
ding theorem; Generalized Mountain Pass Theorem; Variant Fountain Theorem.
1 Introduction
In this paper, we consider the following systems
u¨(t)− L(t)u+∇W (t, u) = 0, (1)
where W ∈ C1(R× RN ,R) and L ∈ C(R,RN2) is a symmetric matrix. A solution u(t) of (1) is
called nontrivial homoclinic if u 6≡ 0, u(t) → 0 as t → ±∞. Moreover, given a N × N matrix
M, we say M≥ 0 if inf |x|=1(Mx, x) ≥ 0 and M  0 if M≥ 0 does not hold.
In last decades, along with the development of variational methods, many mathematicians
showed the existence and multiplicity of solutions for differential equations(see[1–37]). One of
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the difficulties to obtain homoclinic orbits for (1) is the lack of compactness of embeddings. To
solve this problem, Rabinowitz and his co-authors introduced the periodic and coercive condi-
tions. With the periodic assumption, Rabinowitz [13] obtained homoclinic solutions for (1) by
taking limit of a sequence of subharmonic orbits. After then there are many papers concerning
on the existence and multiplicity of homoclinic solutions for problem (1) under periodic assump-
tion. Without periodic assumptions, Rabinowitz and Tanaka [14] introduced following coercive
condition on L(t) to retrieve the compactness.
(L′) Let L be a positively definite matrix and
l(t) = inf
|x|=1
(L(t)x, x)→ +∞ as |t| → ∞.
Omana and Willem [9] used condition (L′) to obtain a compact embedding theorem. In 2010,
Wang, Zhang and Xu [25] introduced the following new coercive condition.
(L′′) The measure of the set Λb := {t ∈ R : L(t) < bIN} is finite for some b > 0, where IN
is the identity matrix of order N .
Under condition (L′′), the spectrum of the operator −(d2/dt2)+L(t) can go to −∞ and the
corresponding functional of problem (1) becomes strong indefinite, i.e. unbounded from below
and from above on infinite dimensional spaces. Another coercive condition can be found in [7]
as follow.
(L′′′) Form some r0 > 0,
lim
|s|→+∞
meas ({t ∈ (s− r0, s+ r0) : L(t)  yIN}) = 0, ∀y > 0.
In 1995, in order to get the homoclinic solutions for subquadratic Hamiltonian systems,
Ding [4] introduced the following condition.
(L′′′′) From some ς < 1, l(t)|t|ς−2 → +∞ as |t| → ∞.
As far as we know, in [4], Ding has considered the case L(t) is not positively definite for
the first time. Combining with the coercive condition, L(t) possesses finite negative eigenvalues.
Using similar conditions, in [3], Chen obtained the ground state homoclinic solution for (1) when
0 lies in the gap of spectrum of −(d2/dt2) + L(t). Recently, Schechter [15] studied problem (1)
with the conditions weak enough to make the linear operator have the essential spectrum possibly
and the author considered different cases according to the number of the negative eigenvalues.
As we know, the growth of nonlinear term W is important in showing the geometric struc-
ture of the corresponding functional and the boundedness of the asymptotic critical points
sequence. The growth of W is mainly classified into superquadratic, subquadratic and asymp-
totically quadratic cases. In this paper, we consider problem (1) with a set of new asymptotically
quadratic growth conditions at infinity. There are already many results concerning on homoclinic
solutions for the Hamiltonian systems with asymptotically quadratic growth. By investigating
the references, we can find that, when dealing with the asymptotically quadratic Hamiltonian
systems, some mathematicians considered the following condition.
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(G1) W˜ (t, x) < 0 if x 6= 0 and W˜ (t, x)→ −∞ as |x| → ∞ uniformly in t, and
inf
t∈R,c1≤|x|≤c2
W˜ (t, x)
|x|2 < 0
for all 0 < c1 < c2 < +∞, where W˜ (t, x) = 2W (t, x)− (∇W (t, x), x).
Let H be the self-adjoint extension of −(d2/dt2) + L(t) with D(H) ⊂ L2(R,RN ). Some
other mathematicians [8] assumed that
(G2) Let W satisfy
∇W (t, x) = a(t)x+∇G(t, x),
where a(t) satisfies
inf
t∈R
[
inf
|x|=1
(a(t)x, x)
]
> inf(σ(H) ∩ (0,+∞)),
where σ(H) the spectrum of H and G(t, x) is subquadratic at infinity in x.
By above conditions and some other auxiliary conditions, mathematicians obtained the
homoclinic solutions for (1). More details can be found in [2, 4, 5, 8, 15–17, 21, 24, 27, 28].
However, in these papers, the authors required that
(G3) W˜ (t, x) ≤ 0 for all t ∈ R with |x| large enough.
In this paper, we consider the nonlinearities with asymptotic quadratic growth at infinity
with (G3) being not satisfied. To regain the compactness, we introduce the following new
coercive condition.
(L1) there exist α > 1 and M > 0 such that
lim
R→+∞
meas
({
|t| ≥ R : L(t)|t| lnα |t| ≤MIN
})
= 0.
Besides, we assume the following condition.
(L2) there exists L0 > 0 such that (L(t)x, x) ≥ −L0|x|2 for all (t, x) ∈ R× RN .
By (L1) and (L2), similar to [4], we can set E = D(|H|1/2) be the domain of |H|1/2 and
the inner product and norm on E are (u,w)o = (|H|1/2u, |H|1/2w)2 + (u,w)2, which shows
that E is a Hilbert space. It can be proved that σ(H) consists of a sequence of eigenvalues
λ1 ≤ λ2 ≤ · · · → ∞, and a sequence of eigenfunctions (en)(Hen = λnen) forms an orthogonal
basis in L2, where σ(H) is the spectrum of H. Let n−, n0 and n¯ stand for the numbers of the
negative, null and nonpositive eigenvalues respectively. Set E−, E0 and E+ be the negative,
null and positive space spanned with negative, null and positive eigenvectors respectively. Then
E = E− ⊕ E0 ⊕ E+. We can define
(u,w) = (|H|1/2u, |H|1/2w)2 + (u0, w0)2 and ‖u‖ = (u, u)1/2,
where u = u− + u0 + u+ and w = w− + w0 + w+ ∈ E. Clearly, ‖ · ‖o is equivalent to ‖ · ‖
according to the proof of Lemma 2.1 in [4]. Our main results are as follow.
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Theorem 1.1. Let (L1), (L2) hold and W (t, x) satisfy
(W1) W (t, 0) = 0, ∀t ∈ R, there exists b1 > 0 such that
|∇W (t, x)| ≤ b1|x| ∀(t, x) ∈ R× RN ;
(W2) there exist b2, r1 > 0 and µ > 1 such that
W˜ (t, x) ≥ b2|x|µ if |x| ≥ r1 ∀t ∈ R;
(W3) there exists b3 > 0 such that
W˜ (t, x) ≥ −b3|x| ∀t ∈ R and |x| < r1;
(W4) there exist r2, σ0 > 0 such that
|W (t, x)| ≤ λn¯+1 − σ0
2
|x|2 for any |x| ≤ r2 and t ∈ R;
(W5) there exist ε0 > 0, r∞ > 0 such that
W (t, x) ≥
(
λn¯+1
2
+ ε0
)
|x|2 for any |x| ≥ r∞ and t ∈ R;
(W6) W (t, x) ≥ 0 for all (t, x) ∈ R× RN .
Then there exists a homoclinic solution for (1).
Theorem 1.2. Let (L1)-(L2), (W1)-(W6) hold andW (t, x) is even in x, then there are infinitely
many homoclinic solutions for (1).
Remark 1. Compared to condition (L′′′′), l(t) may not have limit under conditions (L1) and
(L2). Moreover, our conditions are also different from (L′), (L′′) and (L′′′).
Remark 2. In our theorems, we introduce a set of new asymptotically quadratic growth condi-
tions where the potentials W (t, x) does not satisfy (G3).
Remark 3. As we know, there are many papers in which the infinitely many homoclinic solutions
are obtained for superquadratic and subquadratic Hamiltonian systems. However, there are only
few similar results for (1) under asymptotically quadratic growth conditions. In Theorem 1.2,
we conclude that problem (1) has infinitely many homoclinic solutions under asymptotically
quadratic growth condition without periodic conditions.
2 Preliminaries
Similar to [4], let I : E → R be as follow.
I(u) =
∫
R
(
1
2
|u˙(t)|2 + 1
2
(L(t)u(t), u(t)) −W (t, u(t))
)
dt
=
1
2
‖u+‖2 − 1
2
‖u−‖2 −
∫
R
W (t, u(t))dt. (2)
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Lemma 2.1. Assume (L1) and (L2) hold, then E →֒ Lp(R,RN ) is compact for any p ∈ [1,+∞]
and there is Cp > 0 such that
‖u‖Lp ≤ Cp‖u‖, ∀u ∈ E. (3)
Proof. We adopt some ideas from [1] and [4]. For R > 0, set
ΓR = {t ∈ R : |t| ≤ R}
and
DM (R) =
{
t ∈ ΓcR :
L(t)
|t| lnα |t| ≤MIN
}
.
Since ‖ · ‖o is equivalent to ‖ · ‖, we use the norm ‖ · ‖o to show the proof. First, we suppose
that l(t) ≥ 1 for all t ∈ R. Then |H| = H and
‖u‖2o =
∫
R
(|u˙(t)|2 + (L(t)u(t), u(t)) + |u(t)|2) dt.
Let K ⊂ E satisfy ‖u‖ ≤ M1 for all u ∈ K for some M1 > 0. Next, we show K is precompact
in Lp(R,RN ) for any p ∈ [1,+∞].
First, we put p = 1. By Soblolev embedding compact theorem, for any ε > 0, there are u1,
. . ., um ∈ K such that for ∀u ∈ K, we can find ui(i ∈ [1,m]) such that∫
ΓR
|vi(t)|dt ≤ 1
2
ε,
where vi(t) = u(t)− ui(t). Obviously, one has∫
Γc
R
|vi(t)|dt ≤
∫
DM (R)
|vi(t)|dt+
∫
Γc
R
\DM (R)
|vi(t)|dt. (4)
Letting 1 < η < α and Ωn = {t ∈ R : (|t| lnη |t|)|vi| ≤ 1}, we obtain that∫
Γc
R
\DM (R)
|vi(t)|dt
≤
∫
(Γc
R
\DM (R))
⋂
Ωn
1
|t| lnη |t|dt+
∫
(Γc
R
\DM (R))
⋂
Ωcn
(|t| lnη |t|)|vi(t)|(|t| lnη |t|)−1dt
≤
∫
(Γc
R
\DM (R))
⋂
Ωn
1
|t| lnη |t|dt+
∫
(Γc
R
\DM (R))
⋂
Ωcn
(lnη−α |t|)(|t| lnα |t|)|vi(t)|2dt
≤
∫
Γc
R
\DM (R)
1
|t| lnη |t|dt+
1
M
∫
Γc
R
\DM (R)
(lnη−α |t|)(L(t)vi(t), vi(t))dt. (5)
From (4) and (5), there is M2 > 0 such that∫
Γc
R
|vi(t)|dt ≤
∫
DM (R)
|vi(t)|dt+
∫
Γc
R
\DM (R)
|vi(t)|dt
≤
√
meas(DM (R))
(∫
DM (R)
|vi(t)|2dt
) 1
2
+
∫
Γc
R
\DM (R)
1
|t| lnη |t|dt
+
1
M
∫
Γc
R
\DM (R)
(lnη−α |t|)(L(t)vi(t), vi(t))dt
≤
√
meas(DM (R))‖vi‖o +
∫
Γc
R
1
|t| lnη |t|dt+
1
M lnα−η R
‖vi‖2o
≤ 2M1
√
meas(DM (R)) +
M2
lnη−1R
+
M1
M lnα−η R
.
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From (L1), we can choose R large enough such that
∫
{t∈R:|t|≥R} |vi(t)|dt < 12ε. Then we can see
K has a finite ε-net. Therefore, K is precompact in L1(R,RN ).
Second, we put p = +∞. For ∀n ∈ N and t ∈ R, we have
u(t) =
∫ t+1
t
(−u˙(τ)(t+ 1− τ)n+1 + u(τ)(n + 1)(t+ 1− τ)n)dτ.
Then one has
|u(t)| ≤ 1√
2n+ 3
(∫ t+1
t
|u˙(τ)|2dτ
) 1
2
+ (n+ 1)
(∫ t+1
t
|u(τ)|dτ
)
. (6)
For any u, v ∈ K with |t| ≥ R+ 1, where R ≥ r0, it follows from (L1), (L2) and (6) that
|u(t)− v(t)|
≤ 1√
2n + 3
(∫
Γc
R
|u˙(τ)− v˙(τ)|2dτ
) 1
2
+ (n+ 1)
∫
[t,t+1]
⋂
DM (R)
|u(τ)− v(τ)|dτ
+(n+ 1)
∫
[t,t+1]\DM (R)
|u(τ)− v(τ)|dτ
≤
√
2√
2n + 3
(‖u‖o + ‖v‖o) + (n+ 1)
∫
DM (R)
|u(τ)− v(τ)|dτ
+(n+ 1)
√
meas([t, t+ 1] \DM (R))
(∫
[t,t+1]\DM (R)
|u(τ)− v(τ)|2dτ
) 1
2
≤ 2
√
2M1√
2n + 3
+ (n+ 1)
√
meas(DM (R))
(∫
DM (R)
|u(τ) − v(τ)|2dτ
) 1
2
+(n+ 1)
(∫
Γc
R
\DM (R)
|u(τ) − v(τ)|2dτ
) 1
2
≤ 2
√
2M1√
2n + 3
+ (n+ 1)
√
meas(DM (R))
(∫
R
|u(τ) − v(τ)|2dτ
) 1
2
+
n+ 1√
M
(∫
Γc
R
\DM (R)
|τ |−1 ln−α |τ |(L(τ)(u(τ) − v(τ)), u(τ) − v(τ))dτ
) 1
2
≤ 2
√
2M1√
2n + 3
+ 2(n + 1)
√
meas(DM (R)) (‖u‖o + ‖v‖o)
+
n+ 1√
MR
1
2 ln
α
2 R
(∫
Γc
R
\DM (R)
(L(τ)(u(τ) − v(τ)), u(τ) − v(τ))dτ
) 1
2
≤ 2
√
2M1√
2n + 3
+ 4M1(n+ 1)
√
meas(DM (R)) +
(n+ 1)√
MR
1
2 ln
α
2 R
(‖u‖o + ‖v‖o)
≤ 2
√
2M1√
2n + 3
+ 4M1(n+ 1)
√
meas(DM (R)) +
2M1(n + 1)√
MR
1
2 ln
α
2 R
.
Then there exists n0 such that
2
√
2M1√
2n+3
< 13ε for any n ≥ n0. Then we can choose R large enough
such that the last two terms in above inequality are both smaller than 13ε. Then one can deduce
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that
max
t∈Γc
R+1
|u(t)− v(t)| ≤ ε.
Similar to the case p = 1, K is precompact in L∞(R,RN ).
Finally, we will show our conclusion holds without l(t) ≥ 1. From (L1), we can see L(t) is
bounded from below. Hence there exists a constant a > 0 such that l(t) + a ≥ 1 for all t ∈ R.
On D((A+ a) 12 ), we introduce a norm
‖u‖2∼ =
∥∥∥(A+ a) 12u∥∥∥2
2
+ ‖u‖22.
Then it follows from the proof of Lemma 2.1 in [4] that ‖ · ‖∼ is equivalent to ‖ · ‖o and ‖ · ‖.
We obtain our conclusion. 
Lemma 2.2. Under the conditions of Theorem 1.1, we see I is of C1 class and
〈I ′(u), u〉 = ‖u+‖2 − ‖u−‖2 −
∫
R
(∇W (t, u(t)), u(t)))dt, ∀u ∈ E.
Proof. The proof is similar to Lemma 2.2 in [28]. 
Next, we show problem (1) has at least a nontrivial homoclinic solution by the Generalized
Mountain Pass Theorem under (PS) condition (see Theorem 5.29 in [12]). First, we show I
satisfies the (PS) condition.
Lemma 2.3. Suppose (L1)-(L2) and (W1)-(W6) hold, then any (PS) sequence of I is bounded.
Proof. Assume that {un} ⊂ E is a (PS) sequence, then there is a M3 > 0 such that
|I(un)| ≤M3, ‖I ′(un)‖ ≤M3. (7)
Now we show the boundedness of {un}. We adopt an indirect argument. Assuming that
‖un‖ → +∞ as n→∞, then one can deduce from (7), (W2) and (W3) that
2M3 +M3‖un‖ ≥ 〈I ′(un), un〉 − 2I(un)
=
∫
R
W˜ (t, un(t))dt
=
∫
{t∈R:|un|≤r1}
W˜ (t, un(t))dt +
∫
{t∈R:|un|≥r1}
W˜ (t, un(t))dt
≥ −b3
∫
{t∈R:|un|≤r1}
|un(t)|dt+ b2
∫
{t∈R:|un|≥r1}
|un(t)|µdt. (8)
Let
vn(t) =
{
un(t) for |un(t)| ≤ r1
0 for |un(t)| ≥ r1
and
wn(t) = un(t)− vn(t).
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Then we have
b2‖wn‖µµ ≤ 2M3 +M3‖un‖+ b3‖un‖1.
Since E− ⊕ E0 is of finite dimension, there is M4 > 0 such that
‖u−n + u0n‖22 = (u−n + u0n, un)2
= (u−n + u
0
n, vn)2 + (u
−
n + u
0
n, wn)2
≤ ‖u−n + u0n‖1‖vn‖∞ + ‖u−n + u0n‖
L
µ
µ−1
‖wn‖µ
≤ M4‖u−n + u0n‖2(1 + ‖wn‖µ),
Moreover, there exist M5, M6 > 0 such that
‖u−n + u0n‖ ≤M5‖u−n + u0n‖2 ≤M4M5(1 + ‖wn‖µ) ≤M6(1 + ‖un‖
1
µ ).
Then one has
‖u−n + u0n‖
‖un‖ → 0 as n→∞. (9)
Choosing 0 < s < min
{
1, µ2 ,
µ
2(µ−1)
}
, we can deduce from (3) and (8) that∫
{t∈R:|un|≥r1}
|un(t)|2dt =
∫
{t∈R:|un|≥r1}
|un(t)|2s|un(t)|2(1−s)dt
≤
(∫
{t∈R:|un|≥r1}
|un(t)|µdt
) 2s
µ
(∫
{t∈R:|un|≥r1}
|un(t)|
2µ(1−s)
µ−2s dt
)µ−2s
µ
≤ M7
(
1 +
∫
{t∈R:|un|≤r1}
|un(t)|dt+ ‖un‖
) 2s
µ
‖un‖2(1−s)2µ(1−s)
µ−2s
≤ M8 (1 + ‖un‖)
2s
µ ‖un‖2(1−s)
≤ M9
(
‖un‖2(1−s) + ‖un‖
2(s+µ−sµ)
µ
)
(10)
for some M7, M8, M9 > 0. By (7), we obtain
M3(1 + ‖un‖) ≥ ‖I ′(un)‖(1 + ‖un‖)
≥ ‖I ′(un)‖(1 + ‖u+n ‖)
≥ |〈I ′(un), u+n 〉|
=
∣∣∣∣‖u+n ‖2 − ∫
R
(∇W (t, un(t)), u+n (t))dt
∣∣∣∣
≥ ‖u+n ‖2 −
∫
R
|∇W (t, un(t)||u+n (t)|dt. (11)
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By (W1), (10) and (11), we deduce
‖u+n ‖2
≤
∫
R
|∇W (t, un(t)||u+n (t)|dt+M3(1 + ‖un‖)
≤ b1
∫
R
|un(t)||u+n (t)|dt+M3(1 + ‖un‖)
= b1
(∫
{t∈R:|un|≤r1}
|un(t)||u+n (t)|dt+
∫
{t∈R:|un|≥r1}
|un(t)||u+n (t)|dt
)
+M3(1 + ‖un‖)
≤ b1
r1 ∫
{t∈R:|un|≤r1}
|u+n (t)|dt+
(∫
{t∈R:|un|≥r1}
|un(t)|2dt
) 1
2
(∫
{t∈R:|un|≥r1}
|u+n (t)|2dt
) 1
2

+M3(1 + ‖un‖)
≤ M10
(
‖u+n ‖+ ‖u+n ‖
(
‖un‖1−s + ‖un‖
s+µ−sµ
µ
))
+M3(1 + ‖un‖)
≤ M11
(
‖un‖+ ‖un‖2−s + ‖un‖
s+2µ−sµ
µ
)
+M3(1 + ‖un‖)
for some M10, M11 > 0. Hence one obtains
‖u+n ‖2
‖un‖2 → 0 as n→∞. (12)
Formula (9) and (12) show a contradiction. Therefore {un} is bounded. 
Lemma 2.4. Suppose (L1)-(L2) and (W1)-(W6) hold, then we can find α, ̺ > 0 such that
I |S≥ α, where S is a sphere in E+ of radius ̺, i.e. S = {u ∈ E+| ‖u‖ = ̺}.
Proof. Set
̺ =
r2
C∞
, α =
σ0
2λn¯+1
̺2 > 0.
One sees that 0 < ‖u‖∞ ≤ r2, ∀u ∈ S. By (2) and (W4), one can see that
I(u) =
1
2
‖u‖2 −
∫
R
W (t, u(t))dt
≥ 1
2
‖u‖2 − λn¯+1 − σ0
2
∫
R
|u(t)|2dt
≥ 1
2
(
1− λn¯+1 − σ0
λn¯+1
)
‖u‖2
=
σ0
2λn¯+1
‖u‖2. (13)
By the definitions of ̺ and α, (13) implies I |S≥ α. We obtain our conclusion. 
Lemma 2.5. Suppose (L1)-(L2) and (W1)-(W6) hold, then there exists ρ > ̺ > 0 such that
sup∂Q I(u) ≤ 0, where
Q = {ζen¯+1| 0 ≤ ζ ≤ ρ} ⊕ {u ∈ E− ⊕ E0| ‖u‖ ≤ ρ}.
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Proof. It follows from (W5) and (W6) that
W (t, x) ≥
(
λn¯+1
2
+ ε0
)
(|x|2 − r∞|x|) (14)
for (t, x) ∈ R× RN . By the definition of Q, for any u ∈ Q, we have
u = ζen¯+1 + v (15)
for some 0 ≤ ζ ≤ ρ and v ∈ E− ⊕ E0 with ‖v‖ ≤ ρ. It can be deduced from (2), (14) and (15)
that
I(u) ≤ 1
2
‖u+‖2 −
(
λn¯+1
2
+ ε0
)∫
R
|u(t)|2dt+M12
∫
R
|u(t)|dt
≤ ζ
2
2
‖en¯+1‖2 −
(
λn¯+1
2
+ ε0
)∫
R
(|ζen¯+1(t)|2 + |v(t)|2)dt+M13‖u‖
≤ ζ
2
2
‖en¯+1‖2 − ζ2
(
λn¯+1
2
+ ε0
)
‖en¯+1‖22 −
(
λn¯+1
2
+ ε0
)
‖v‖22 +M13‖u‖
≤ − ζ
2ε0
λn¯+1
‖en¯+1‖2 −
(
λn¯+1
2
+ ε0
)
‖v‖22 +M13‖u‖. (16)
for some M12, M13 > 0 and any u ∈ Q. By the definition of Q, we shows
∂Q = Q1 ∪Q2 ∪Q3,
where
Q1 = {u ∈ E− ⊕ E0| ‖u‖ ≤ ρ}.
Q2 = ρen¯+1 ⊕ {u ∈ E− ⊕ E0| ‖u‖ ≤ ρ}.
Q3 = {ζen¯+1| 0 ≤ ζ ≤ ρ} ⊕ {u ∈ E− ⊕ E0| ‖u‖ = ρ}.
Therefore, we deduce from (W6) that supu∈Q1 I(u) ≤ 0. By (16), one has
sup
u∈Q2
I(u) ≤ − ρ
2ε0
λn¯+1
‖en¯+1‖2 +M13ρ,
which implies that supu∈Q2 I(u) ≤ 0 for ρ large enough. Finally, one can deduce from (16) that
sup
u∈Q3
I(u) ≤ −M14ρ2 +M13ρ
for some M14 > 0 since dim(E
− ⊕ E0) < ∞, which implies that supu∈Q3 I(u) ≤ 0 for ρ large
enough. Then we obtain our conclusion. 
Proof of Theorem 1.1. From Lemmas 2.4, 2.5 and the Generalized Mountain Pass
theorem, there exists a sequence {uk} such that that {I(uk)} is bounded, I ′(uk)→ 0 as k →∞.
It can be obtained from Lemma 2.3 that {uk} is a bounded sequence in E. Then we can find a
subsequence, which is still denoted by {uk}, such that uk ⇀ u0 in E, which implies that uk → u0
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in L2(R,RN ). One can imply that
‖u+k − u+0 ‖2
= 〈I ′(uk)− I ′(u0), u+k − u+0 〉+
∫
R
(∇W (t, uk(t))−∇W (t, u0(t)), u+k (t)− u+0 (t))dt
≤ ‖I ′(uk)‖(‖u+k ‖+ ‖u+0 ‖)− 〈I ′(u0), u+k − u+0 〉
+
∫
R
|∇W (t, uk(t))−∇W (t, u0(t))||u+k (t)− u+0 (t)|dt
≤ o(1) + b1
∫
R
(|uk(t)|+ |u0(t)|)|u+k (t)− u+0 (t)|dt
≤ o(1) + 2b1(‖uk‖2 + ‖u0‖2)
(∫
R
|u+k (t)− u+0 (t)|2dt
) 1
2
≤ o(1) + 2b1C2(‖uk‖+ ‖u0‖)
(∫
R
|u+k (t)− u+0 (t)|2dt
) 1
2
→ 0 as k →∞.
Then uk → u0 as n→∞ since E− ⊕ E0 is of finite dimensions. Therefore, we have I ′(u0) = 0.
Finally, we need to prove that u0 ∈ D(H). It is easy to see that u0 ∈ C2 satisfies (1). Then by
(1), (3) and (W1), we have
‖Hu0‖22 =
∫
R
|∇W (t, u0(t))|2dt ≤ b21
∫
R
|u0(t)|2dt ≤ b21C22‖u0‖2 < +∞.
Thus u0 ∈ D(H). We obtain our conclusion. 
3 Proof of Theorem 1.2
Subsequently, it will be shown that I possesses infinitely many critical points if W (t, x) is even
in x, which are gotten by the Variant Fountain Theorem by Zou in [29]. For any j ∈ N, define
Xj = span{ej}. Set Yk =
⊕k
j=1Xj , Zk =
⊕∞
j=kXj, Bk be a ball in Yk with radius ρk and
centered at origin. Let Nk be the boundary of a ball in Zk with radius rk and centered at
origin for ρk > rk > 0. Obviously, we have E =
⊕
j∈NXj . Next, we show that I satisfies the
geometrical structure of the Variant Fountain Theorem. Set
T (u) =
1
2
‖u+‖2, P (u) = 1
2
‖u−‖2 +
∫
R
W (t, u(t))dt
and
Iλ(u) = T (u)− λP (u).
Suppose that Iλ(u) satisfies
(A1) Iλ is a bounded map uniformly in λ ∈ [1, 2]. And Iλ(−u) = Iλ(u) for ∀(λ, u) ∈ [1, 2]×E;
(A2) P (u) is nonnegative on E; T (u) or P (u) is coercive; or
(A′2) P (u) is nonpositive on E; −P (u) is coercive.
For k > 2, let
Σk := {π ∈ C(Bk, E) : π is an odd map, π|∂Bk = id},
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ck(λ) := inf
pi∈Σk
max
u∈Bk
Iλ(π(u)),
bk(λ) := inf
u∈Zk,‖u‖=rk
Iλ(u),
ak(λ) := max
u∈Yk,‖u‖=ρk
Iλ(u),
Lemma 3.1. (Zou[29]) Assume (A1) and (A2)(or (A
′
2)). If bk(λ) > ak(λ) for ∀λ ∈ [1, 2], then
ck(λ) ≥ bk(λ) for ∀λ ∈ [1, 2]. Furthermore, for a.e. λ ∈ [1, 2], there is {ukn(λ)}∞n=1 such that
sup
n
‖ukn(λ)‖ <∞, I ′λ(ukn(λ))→ 0 and Iλ(ukn(λ))→ ck(λ) as n→∞.
Lemma 3.2. Suppose (L1)-(L2), (W1)-(W6) hold, then we can find rk > 0, bk → +∞ as
k →∞ such that bk(λ) ≥ bk for ∀λ ∈ [1, 2].
Proof. For k ∈ N and p ∈ [1,+∞], we set
βk(p) = sup
u∈Zk, ‖u‖=1
‖u‖Lp .
Obviously, βk(p) → 0+ as k → ∞. Then, one has Zk ⊂ E+ and βk(2) ≤ 14(λn¯+1−σ0) for k large
enough. By (W1) and (W4), we conclude that
|W (t, x)| ≤ λn¯+1 − σ0
2
|x|2 +M15|x|q for ∀(t, x) ∈ R× RN (17)
for some M15 > 0 and q > 2. For any u ∈ Zk, we can deduce that
Iλ(u) =
1
2
‖u‖2 − λ
∫
RN
W (t, u(t))dt
≥ 1
2
‖u‖2 − (λn¯+1 − σ0)
∫
RN
|u(t)|2dt− 2M15
∫
RN
|u(t)|qdt
≥ 1
2
(1− 2(λn¯+1 − σ0)βk(2)) ‖u‖2 − 2M15βqk(q)‖u‖q
=
1
4
‖u‖2 − 2M15βqk(q)‖u‖q .
Let
rk =
(
1
16M15β
q
k(q)
) 1
q−2
.
Obviously, we have rk → +∞ as k →∞. When k large enough, we can conclude
bk(λ) = inf
u∈Zk,‖u‖=rk
Iλ(u)
≥ 1
4
r2k − 2M15βqk(q)rqk
≥ r2k
(
1
4
− 2M15βqk(q)rq−2k
)
=
1
8
r2k
.
= bk.
Then bk → +∞ as k →∞. 
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Lemma 3.3. We can find ρk big enough such that ak(λ) ≤ 0 for ∀λ ∈ [1, 2].
Proof. For ∀u ∈ Yk \ {0}, ξ ∈ (0, 1) and δ > 0, set
Γδ(u) = {t ∈ R : |u|ξ ≥ δ‖u‖}.
Subsequently, we prove that there exists ε1 > 0 such that
meas(Γε1(u)) ≥ ε1 for all u ∈ Yk \ {0}. (18)
Otherwise, there exists {un}n∈N such that
meas(Γ 1
n
(un)) ≤ 1
n
. (19)
Set vn =
|un|
‖un‖ , then ‖vn‖ = 1 for ∀n ∈ N, which implies that there exists v0 ∈ Yk such that
‖v0‖ = 1 and vn → v0 in L2(R,RN ). Then one obtains∫
R
|vn(t)− v0(t)|2dt→ 0 as n→∞. (20)
Furthermore, we can obtain that there exist τ1, τ2 > 0 such that
meas(Γτ1(v0)) ≥ τ2. (21)
If not, we have meas(Γ 1
n
(v0)) = 0 for ∀n ∈ N. Then one gets
0 ≤
∫
R
|v0(t)|1+ξdt =
∫
R
|v0(t)|ξ|v0(t)|dt ≤ 1
n
∫
R
|v0(t)|dt ≤ C1
n
→ 0 as n→∞,
which contradicts ‖v0‖ = 1. Then (21) holds. For n large enough, we can deduce that
|vn(t)− v0(t)|2 ≥ ||vn(t)| − |v0(t)||2 ≥
(
τ
1
ξ
1 −
(
1
n
) 1
ξ
)2
≥ 1
4
τ
2
ξ
1 (22)
for all t ∈ Γc1
n
(vn)
⋂
Γτ1(v0). By (19) and (21), we obtain that
m
(
Γc1
n
(vn)
⋂
Γτ1(v0)
)
= m
(
Γτ1(v0) \
(
Γ 1
n
(vn)
⋂
Γτ1(v0)
))
≥ m (Γτ1(v0))−m
(
Γ 1
n
(vn)
⋂
Γτ1(v0)
)
≥ τ2 − 1
n
. (23)
Consequently, we have∫
R
|vn(t)− v0(t)|2dt ≥
∫
Γc1
n
(vn)
⋂
Γτ1 (v0)
|vn(t)− v0(t)|2dt
≥ 1
4
τ
2
ξ
1
(
τ2 − 1
n
)
≥ 1
8
τ
2
ξ
1 τ2
> 0 (24)
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for n big enough, which contradicts (20). Therefore (18) holds.
For any u ∈ Yk and t ∈ Γε1(u) with ‖u‖ ≥ r
ξ
∞
ε1
, it follows from (W5) that
W (t, u(t)) ≥
(
λn¯+1
2
+ ε0
)
|u(t)|2 ≥
(
λn¯+1
2
+ ε0
)
ε
2
ξ
1 ‖u‖
2
ξ . (25)
We can choose ρk > max
{
rξ∞
ε1
, rk
}
, then for any u ∈ Yk with ‖u‖ = ρk, it follows from (2),
(W6), (18) and (25) that
Iλ(u) =
1
2
‖u+‖2 − λ
(
1
2
‖u−‖2 +
∫
R
W (t, u(t))dt
)
≤ 1
2
‖u‖2 −
∫
Γε1 (u)
W (t, u(t))dt
≤ 1
2
‖u‖2 −
(
λn¯+1
2
+ ε0
)∫
Γε1 (u)
|u(t)|2dx
≤ 1
2
‖u‖2 −
(
λn¯+1
2
+ ε0
)
ε
ξ+2
ξ
1 ‖u‖
2
ξ
≤ 0,
which means ak(λ) ≤ 0 for ρk large enough since ξ ∈ (0, 1). 
By Lemma 3.1, we can obtain
Lemma 3.4. There exist λn → 1 as n → ∞, {un(k)}∞n=1 ⊂ E sastisfying I ′λn(un(k)) = 0 and
Iλn(un(k)) ∈ [bk, ck], where ck = supu∈Bk I(u).
Proof of Theorem 1.2. From Lemmas 2.3 and 3.4, {un(k)}∞n=1 is a bounded sequence.
Similar to Theorem 1.1, we can conclude that un(k) → u(k) as n → ∞, which implies that I1
possesses a critical point uk with I1(u(k)) ∈ [bk, ck]. Therefore, we obtain a sequence of critical
points of I1 since bk → +∞ as k →∞. 
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