There is consensus that the best way for reducing insolvency situations in financial institutions is through good risk management, which involves a good client selection process. In the market, there are methodologies for credit scoring, each analyzing a large number of microeconomic and/or macroeconomic variables selected mostly depending on the type of credit to be granted. Since these variables are heterogeneous, the review process carried out by credit analysts takes time. The objective of this article is to propose a solution for this problem by applying fuzzy logic to the creation of classification rules for credit granting. To achieve this, linguistic variables were used to help the analyst interpret the information available from the credit officer. The method proposed here combines the use of fuzzy logic with a neural network and a variable population optimization technique to obtain fuzzy classification rules. It was tested with three databases from financial entities in Ecuador -one credit and savings cooperative and two banks that grant various types of credits. To measure its performance, three benchmarks were used: accuracy, number of classification rules generated, and antecedent length. The results obtained indicate that the hybrid model that is proposed performs better than its previous versions due to the addition of fuzzy logic. At the end of the article, our conclusions are discussed and future research lines are suggested.
Introduction
Credit risk is defined as the probability of loss due to non-compliance by the borrower with the required payments in relation to any type of debt. Credit risk assessment is the process carried out by financial institutions to establish the ability of borrowers to meet their financial obligations. "Credit scoring" models are mathematical or statistical econometric methods used to measure the risk and/or the probability of non-compliance of the borrower;
1 therefore, they are considered as a decision-making model where credit applications from good and bad clients are accepted and the ultimate goal is to reject, through the use of statistical procedures, or machine learning algorithms, those credit requests that involve a higher risk.
In general, credit risk assessment is linked to several characteristics of the borrower, such as reputation, leverage, revenue volatility, intended use of the credit, guarantees, and so forth. Traditional credit scoring techniques allow assessing borrowers based on characteristics such as ability to pay, backup available capital, collateral as loan guarantee, general economy conditions. All of these characteristics can be combined in the microeconomic and macroeconomic variable analysis. It should be noted that granted credit data contain interesting relations between the characteristics of credit holders and their delinquency rates. These characteristics also depend on the general economy of the country where they live and, as a result, the macroeconomic context of the credit holder should also be considered in the analysis. However, financial institutions oftentimes worry about recovering their money, since credit holders usually behave in a confusing and unpredictable manner. It is difficult for financial institutions to assess the credit score of clients with just a few input characteristics, since in that case, the assessment would become almost intuitive and the end result could be lacking in accuracy. To attract more clients, the granting process should be quick. As a result, banks need to improve accuracy when approving loans to avoid non-compliance risks and at the same time they need to reduce the time required to grant such loans to achieve a competitive advantage. Credit risk analysis research typically has considered two issues; namely, unbalanced data and deciding whether to grant the credit or not. The first issue, unbalanced data, stems from the fact that the minority group is always that of credits that should not have been granted or clients who are bad payers, which, in the best of cases, represents 20% of the total body. The second issue, deciding whether to grant the credit or not, relates to the selection of client characteristics to be analyzed. These characteristics can be various in nature and different from one financial institution to another. This article focuses on the second issue. Data mining presents a set of models that have been applied in the credit scoring field to characterize borrowers and help decide whether the credit should be granted or not. In the literature, there are many success cases where these models are an alternative that is better than the subjective assessment usually applied to decide credit granting.
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There are several models that link delinquency and borrower characteristics, such as the ones described by Reinke 4 and Zeller. 5 However, these models have several issues, including a lack of robustness due to their being based on small-sized samples and using variables that are not always available. Some of these aspects have been solved by using machine learning techniques. Such is the case of Qiao, 6 who used a SOM competitive neural network to group clients based on their most representative characteristics. In that article, clients were split into several groups and the characteristics of the clients in each group were then analyzed. Interesting conclusions were obtained, such as observing that the group with the highest risk was that corresponding to the clients that had the highest average revenue. One of the reasons why clients in this group have easy access to credits is precisely due to their higher revenues, but the analysis of microeconomic variables is not adequate and macroeconomic variables are not considered.
The model proposed in this article corresponds to the predictive model category, since it can return a response to a new credit request and it uses a set of fuzzy classification rules. A classification rule is an expression with the following format:
IF condition THEN Result = Possible answer where "condition" is a combination of expressions with the format (variable = value). The variables in the antecedent can be qualitative or quantitative. Since these are classification rules, the consequent always shows the same attribute the one used to refer to the expected response.
3 In this paper, classification rules operate on numeric information in a fuzzy manner, thus avoiding the use of hard thresholds when establishing the conditions that are included in the antecedent of the rule. The rules are generated through a model that combines a competitive neural network with an optimization technique based on a particle swarms, or PSO (Particle Swarm Optimization). The neural network is used to identify the starting point for the optimization technique. It should be noted that this technique, unlike the traditional methods for building rules, is not based on successively splitting available information, but rather on simultaneously selecting those conditions whose combination creates the antecedent of each rule. The rule set obtained is characterized for its low cardinality and higher accuracy than the method proposed in Refs. 23 and 24, where fuzzy logic was not used. Also, unlike, 23, 24 information about the economic situation of the country was included as part of the information about the borrower. The characteristics of the borrower also included aspects relating to delinquency.
The remaining sections of this article are organized as follows: Section 2 briefly mentions some related works, Section 3 describes the method proposed, Section 4 discusses the results obtained applied to real databases from financial institutions, and Section 5 summarizes our conclusions and proposes some future lines of work.
Related Works
In relation to credit assessment, there are several computer-based techniques that can be mentioned, including the statistical approaches that use techniques such as linear discriminant 7, 8 and logistic regression. [9] [10] [11] These approaches work with ideal assumptions, since variables are considered to have a multivariate normal distribution, which limits the performance of the models.
Machine learning offers other solutions, such as the C4.5 method, 12 which consists in generating a classification tree, or the PART method, 13 which allows obtaining a rule set. In either case, it is essential that the rule set obtained covers the examples with a preset error level, regardless of the number of rules generated.
In recent years, researchers have proposed new approaches to improve the performance of credit scoring models. Li et al.
14 propose a semi-supervised SVM to improve credit model performance; the performance of the model proposed is higher than reference measurements. Zhao et al. 15 also propose an improvement for a model that uses a multi-layer Perceptron neural network based on back propagation to improve credit scoring, which results in increased model performance. However, this approach has issues when working with unbalanced classes. Studies have shown that that the combination of models yields better results than using a single technique to rank credit risk. 16 Wang and Ma 17 propose a new technique based on SVM and two set classification strategies, and the performance of this model was better than that of other classification models. Oreski and Oreski 25 use a hybrid algorithm based on genetic algorithms and neural networks to predict credit granting classification accuracy. Zieba et al. 26 use Extreme Gradient Boosting to train a set of decision trees, used to predict financial loss.
There are other approaches, such as fuzzy sets theory, stemming from Zadeh's work, 35 which is very useful in cases such as credit scoring, where limits are not very well-defined, which requires the knowledge of the credit expert. The authors in Ref. 33 discuss the importance of using fuzzy logic in machine learning, considering it a key element in the development of artificial intelligence. Uncertainty representation and management is one of the topics in which fuzzy logic can better contribute by reasonably supplementing the probability theory, since not all types of uncertainty are probabilistic in machine learning. For this reason, the role of fuzzy sets in data learning must be accurately assessed. The authors in Refs. 28 -30 highlight the importance of using fuzzy logic for understanding the models. This is also true in the method proposed in this article. Chia 28 proposes a method based on PSO to build a fuzzy rules system. In this method, each individual in the population represents an entire fuzzy system. This is an alternative approach to the method proposed in this article that obtains rules individually as examples are covered. Thus, there is no need to define beforehand the maximum number of rules to be generated. As a side note, it should be noted that the authors of Ref. 28 
Jang
31 used an adaptive partition in the input space to design a fuzzy system based on ANFIS (adaptive-network-based fuzzy inference system). In this case, the network's adaptive partitioning scheme has the disadvantage that the number of fuzzy sets for each input variable is preset. Wong and Wong 18 applied a binarycoded genetic algorithm (GA) to determine an appropriate number of fuzzy sets for each input variable and membership functions. However, to obtain accurate central positions for the membership functions, lengthy coding is required, which results in an increase in training time. Additionally, the fuzzy partition used for the input space has drawbacks, since the number of fuzzy rules increases considerably as the number of dimensions increases, generating fictional rules due to the lack of training data in fuzzy regions. Each fuzzy region maps the premise of a fuzzy rule that is associated to several membership functions. Several grouping techniques have been used to determine the premises of a fuzzy system, such as the fuzzy algorithm cmean (FCM) 39, 40 and the method based on ART. 20 The latter proposes a method to generate the regions that will determine the premise of a fuzzy system. Basically, it consists in grouping input data into clusters, the number of fuzzy rules being the same as the number of clusters.
Sugeno and Yasukawa 5 apply the FCM algorithm to determine the premise of the fuzzy system. However, the disadvantage of FCM is that the number of clusters must be preset. Additionally, the results of the FCM grouping algorithm are affected by the selected initial centers and the distance.
Fuzzy rules are used in Ref. 32 to control class imbalance by improving the performance of the fuzzy rule-based scoring system. To do this, a starting linguistic rule base is built and a genetic algorithm is then applied to it to select the best rules. One of the issues here is that the method used to generate the initial rules produces a rule set that is too large, which hinders understability.
In previous research works, we have combined a neural network and an optimization technique to obtain this type of model. [21] [22] [23] [24] The solution presented then did not use fuzzy logic. The results obtained when applying it to the database used in the Ecuadorian financial market yielded an accuracy that was 1% lower than conventional methods; however, its simplicity made using it worth it. No macroeconomic information was used.
The variation presented in this article introduces fuzzy logic as a mechanism to guide how solutions are improved through the optimization technique. This helps improve the accuracy of the method. Finally, rule antecedent will consist of nominal and/or linguistic variables, which will assist credit officers when interpreting the results.
Methodology
This article presents a hybrid methodology that uses fuzzy variables, combining a competitive neural network with a variable population optimization technique to obtain a set of fuzzy classification rules. Therefore, before describing the methodology itself in Section 3.4, a brief description of each of these concepts will be provided.
Neural networks SOM and LVQ
The competitive neural networks used in this work were SOM (Self Organization Map) and Learning Vector Quantization (LVQ). Considering only their common characteristics, it can be said that both are aimed at grouping input data and that, as a result, they offer a set of centroids. Each centroid represents a set of input data based on similarity or distance metrics previously defined. As regards the differences between these networks, they are mainly related to their learning methods, since SOM uses non-supervised training and LVQ is the opposite. SOM is aimed at providing additional information about how groups are organized. This is better than any other grouping technique of the winner-take-all" type, such as k-means. On the other hand, since LVQ uses the information from the expected response during training, its centroids are better adjusted. In this article, both architectures were used, LVQ being the one that yielded a better performance. For this reason, its training procedure is briefly described below. LVQ is based on a competitive neural network formed by three layers. The first layer receives input information, the second layer is where the competition takes place, and finally, the last layer is responsible for the classification process and returning the output values. Each neuron in the competitive layer is associated to a number vector whose dimension is the same as that of the input examples, and a label that indicates the class that it is going to represent. Once the adaptive process finishes, these vectors contain the information related to the classification centroids or prototypes. In LVQ, when the algorithm is started, the number K of centroids to be used must be indicated. This defines network architecture, since this value matches the number of competitive neurons that will form the intermediate layer. These centroids are initialized taking K random examples. Then, the examples are entered one at a time and centroids are adapted as described below. For each example, the closest centroid is calculated. Then, if it belongs to the same class, it is "moved closer" by strengthening its representation; otherwise, it is "moved away". These movements are done by means of a factor or adaptation speed. The process is repeated until the modifications to be done are below a preset threshold, or until the examples are identified with the same centroids in two consecutive iterations, whichever happens first. For more information about both neural networks, see Ref. 34.
Fuzzy logic
Fuzzy logic is multivalued logic that allows mathematically representing uncertainty and vagueness. It was proposed by Zadeh in 1965. 35 Unlike classic logic, fuzzy logic uses the concept of degree of membership as a tool to express the degree of truth for a given event to occur. This led to the concept of fuzzy sets, adding a membership function to the conventional definition of a set. This function matches each input value with a real value within the interval [0, 1], thus establishing the degree of membership of each element to the corresponding fuzzy set.
We refer to Ref. 36 for a deeper analysis on the development of fuzzy logic, and a detailed survey of established and prospective applications of it in various areas of human affairs.
Risk analysis is one of the areas where the usefulness of fuzzy logic was first acknowledged, and it was used for the first time in Clements.
27 To achieve this, a method based on linguistic variables was developed, where the subjective assessments of risk experts could be properly used together with any other (objective) data available. In this article, the membership functions associated with each fuzzy set were defined by credit risk experts.
Nowadays, neuro-fuzzy systems have attracted increasing interest from researchers in various scientific and engineering fields 37 due to their effective learning and reasoning abilities. Neuro-fuzzy systems are highly significant, since they combine the learning power of artificial neural networks and the explicit knowledge representation features of fuzzy inference systems. There are three essential characteristics that models have to analyze: computer speed, accuracy and complexity. Using fuzzy logic can directly improve reasoning and machine learning inference. Qualitative knowledge, even though it lacks accuracy, can be modeled to allow automated learning symbolic expression using fuzzy logic. The use of neural networks complements learning with capacity, robustness and mass parallelism in the system. For this reason, the knowledge representation and automated learning ability in a neuro-fuzzy system make this type of systems into a powerful framework to solve machine learning problems. Among neuro-fuzzy systems based on learning algorithms, there are systems that are trained in gradients, hybrid systems, systems that use populational techniques and systems that use techniques based on Support Vector Machine (SVM). The same as back-propagation and other supervised learning algorithms that use the gradient-based technique, neuro-fuzzy systems can also run into the issue of local minima and premature convergence.
Neuro-fuzzy techniques based on particle swarm optimization (PSO) are used due to their implementation simplicity, reduced use of memory, and reduced time required to converge to the optimal solution. This neurofuzzy technique has been used in financial predictions with the extraction of fuzzy variables based on PSO.
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After studying several neuro-fuzzy techniques in Ref. 37 , it was concluded that those methods that use PSO are better than those that use gradient-based techniques. ELM or SVM are among the best, since their convergence speed is low, algorithm complexity is medium, classification ability is also medium range, their accuracy is good, and they do not get trapped in local minima, all of which is a safeguard for the model developed here.
Particle swarm optimization (PSO)
Particle Swarm Optimization or PSO is a population-based metaheuristic algorithm proposed by Kennedy and Eberhart in Ref. 41 where each individual in the population, called particle, represents a possible solution to the problem and changes following three factors: its current knowledge (its ability to solve the problem), its historical knowledge or previous experiences (its memory), and the historical knowledge or previous experiences of neighboring individuals (its social knowledge).
In this paper, PSO was used to obtain fuzzy classification rules. For simplicity, each particle represents the antecedent of a single rule. The consequent is determined by a value of the attribute corresponding to the class chosen beforehand, and it is the same for all particles. Therefore, when the adaptive process ends, the best individual in the population will contain the best fuzzy classification rule for the examples and the class indicated at the beginning.
The antecedent consists of two parts -one that is binary and another one that is continuous. The binary part is used to choose the pairs (qualitative attribute = value) or (linguistic variable = value) using the binary PSO version defined in Refs. 42 -44 . The real part is only applied to fuzzy variables, and its purpose is logging the degree of membership to each fuzzy set. This determines the value of the fuzzy variable that will be used if the corresponding position of the binary vector calls for it. As regards the movement of the continuous part, the version defined in Ref. 22 is modified by using, in addition to inertia and particle cognitive and social values, a voting" factor to update speed. This factor is obtained by calculating the average degree of membership for the examples that meet the conditions of the rule. Thus, individuals prioritize movement in the direction of the highest value, which is the one that received the highest "vote".
The adaptive process is repeated, updating the positions of the particles until it detects that the best solution cannot be improved for a certain number of attempts. At this point, the optimal value is considered to have been found and the best particle or rule found is used as the solution.
This process is repeated a certain number of times reducing the set of input examples and selecting the appropriate class each time. This is described in greater detail in the following section.
Proposed method: FRvarPSO
The goal of the method proposed, FRvarPSO, is obtaining a set of low-cardinality classification rules that has an adequate accuracy level and is easy to interpret. To achieve this, two important aspects were considered the first of these aspects in relation to the method's ability to operate with linguistic variables, and the second aspect in relation to the insertion of information based on degrees of membership, both for fitness evaluation as well as for the search process using the optimization technique. 
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The method starts by establishing the fuzzy sets and the membership functions for each fuzzy variable associated with each of the sets. These functions are triangular and were defined by a credit risk expert. The sets used are defined so that the value of a fuzzy variable can only simultaneously belong to two of them at most. Then, training examples are further grouped using a competitive neural network. Network size is an input parameter whose value depends on whether PSO is used with fixed-or variable-sized population. The similarity measurement used is the Euclidean distance. Once the network is trained, the classification rules are obtained one by one by repeatedly running the chosen PSO version. In each opportunity, first the class for which the fuzzy rule will be built is chosen based on the number of uncovered examples (highest first). Then, the particle population is initialized using centroid information from the competitive neural network mentioned above. Thus, instead of starting at random positions, the search process starts at promising regions, requiring only a few steps to find an adequate antecedent.
To evaluate the performance of each particle, the following fitness function is used:
Where support and confidence are the values corresponding to the rule that represents the particle; factor1 is a penalization value in case the support is not found within the ranges set in the algorithm; the second term in the fitness function reflects the significance given to the number of attributes included in the antecedent, and factor2 is a constant.
Once the first rule has been obtained, the degree of membership for each of the examples that meet the conditions of the rule is also obtained G pi , where G pi is the degree of membership of example i that meets the conditions of the rule, which is given by a t-standard that uses the minimum operator between the degrees of membership of the fuzzy attributes involved in the antecedent of the rule. Then, the Vote Criterion CV is calculated, which is given by the average of the degrees of membership of the examples that meet the conditions of the rule.
This vote criterion is used in the movement for the next particle, added to the speed, and a new position is obtained for the particle, which is updated as follows:
where • W is the inertia factor, which increases as algorithm iterations are performed.
• V (t) is the speed value of particle at time t.
• φ 1 , φ 2 are constant values that represent the cognitive and social factors.
• rand 1 , rand 2 are values within interval [0, 1], which are set randomly. • pBest stores the best solution found by the particle.
• p is the position of the particle.
• localBest gives the position of the closest neighbor with a fitness function value higher than this one.
The vote criterion, used when selecting fuzzy attributes, is taken into account for the movement of the individual, considering that individuals will prioritize towards the highest value, i.e., the value that obtained the highest "vote", where fuzzy classification plays a direct role. If this rule is met with the appropriate confidence and support, it is added to the rule set. Then, those examples that are correctly covered by that rule are removed from the input dataset and the class selection process starts over to determine the consequent for the next rule. The process keeps iterating until the maximum number of iterations is reached or until a sufficient number of examples has been covered, whichever happens first. The steps required in the design of the fuzzy system are shown in the pseudocode presented in Algorithm 1.
Data and Results
The method proposed was tested with three credit risk databases. The first one is a database from a credit and savings cooperative in Ecuador in Segment 2 of the Superintendency of Popular and Solidarity Economy, with assets in the range between 20,000,000.00 and 80,000,000.00. The other two databases come from banking institutions one of them in the microcredit business, specialized in mass credit placement, and the other working in the consumer credit and productive or business credit market The information from all three financial institutions corresponding to credit operations between January 2012 and December 2016 was analyzed.
The following fuzzy microeconomic variables were considered: granted credit value, interest rate, equity, household value, income, expenditures, and delinquency. The fuzzy macroeconomic variables used were Consumer Price Index (CPI), Unified Base Salary (UBS) and value of favorite stocks. Additionally, the variables credit type, province, and credit granting year and month were also considered.
A study of credit behavior after granting the credit was carried out. Among the data analyzed, client delinquency was reviewed, and whether delinquency exceeded sixty days, or cases where credit recovery was minimal or almost non-existent, which is known as written-off portfolio. If these conditions were present, it meant that credit holder behavior was not appropriate, meaning that the credit should have not been granted. The resulting class should have been "Denied".
If client delinquency was between zero and sixty days, it was considered that the credit involved some risk. The advantage of this analysis of data is that credit holder behavior was reviewed for a period of time, including client past behavior, also considering the financial situation of the country through the macroeconomic variables, which allowed predicting credit holder behavior.
An expert in credit risk was consulted to define the fuzzy sets for each of the variables, based on the economy of Ecuador. All fuzzy variables were assigned to while the particle population does not reach a stable status do Identify the best solution found so far for each particle do Calculate voting criterion (average degree of membership of the examples that meet the rule indicated by the particle)
Calculate the speed and add it to the vote criterion mentioned above.
Obtain the new position of the particle by adding the speed mentioned above and limit as appropriate.
end for If using elitism, recover the best solution from the previous iteration. end while Obtain the best rule for the population if the rule meets support and confidence requirements then Add the rule to the ruleset Remove from the input set those examples that are correctly covered Recalculate the minimum support for the class that has been considered end if end while three fuzzy sets: LOW, MEDIUM and HIGH. The membership functions associated to each of these fuzzy sets were triangular.
To determine if the method proposed is effective, the performance of several methods was tested first. These methods combined two types of PSO, one with fixed population and one with variable population, initialized with two different competitive neural networks: LVQ and SOM.
Twenty-five separate runs were done for each of the methods. The method proposed and the control methods were compared as regards how they find the classification rules they use, and the proposed method, unlike the others, uses in its algorithm random values that result in particle movement being not excessively deterministic. The most important characteristic of the results obtained is the improvement in accuracy versus the results reported in Ref. 4 , which is obtained by generating the set of fuzzy classification rules from micro-and macroeconomic variables.
Below, six tables are presented, each of them with a confusion matrix indicating the number of classes predicted. This matrix contains the information for correct classifications, i.e., those credits that were correctly classified in granted or denied credits. Those credits that were denied when they should have been accepted based on the analysis of the credit holder, which are the credits that meet the condition of the antecedent of the classification rule but not its consequent, are classified as a Type I error, also called False Positive. Type II errors, or False Negatives, are those credits that should have been denied for not meeting the conditions of the antecedent of the classification rule but were granted instead. These are the credits that have a record of delinquency, and are the ones that represent the highest risk for the financial institution. For each of these values, the corresponding standard deviation is indicated.
Then, accuracy is also included, which is calculated as the ratio between correct predictions and the total number of predictions (correct and incorrect). The average number of rules obtained can also be seen, as well as the average number of variables used to form the antecedent of the rule.
For the database of the credit and savings cooperative, the LVQ+varPSO method has an accuracy of 78.94%; for the microcredit bank, the LVQ+varPSO method has an accuracy of 97.78%; and finally, for the financial institution granting consumption and productive or business credits, the LVQ+varPSO method has an accuracy of 98.80%.
Using the fuzzy models with the credit and savings cooperative database, the FRvarPSO method yielded an accuracy of 79.88% with 1% fewer rules than the non-fuzzy method. For the microcredit bank, specialized in mass credit placement, the FRvarPSO method yielded an accuracy of 98.80% with 13.4% fewer rules than the non-fuzzy method. Finally, for the financial institution granting consumption and productive or business credits, the FRvarPSO method yielded an accuracy of 85.01% with 4.62% fewer rules.
As it can be seen in Table 7 , for all three financial institutions, the accuracy of the classification obtained using fuzzy FRvarPSO is better, compared with the other methods that do not use fuzzy logic. Thus, the goal of allowing credit officers to respond quickly and with a high level of accuracy, using microeconomic and macroeconomic variables, to clients applying for credit is achieved.
We consider that this method that uses fuzzy logic is an excellent alternative for use in financial institutions, since it allows obtaining the profile of a good client, which results in credit risk reduction through reduced delinquency rates. In the future, it is going to be able to sort clients into "good clients", "risky clients", and "bad clients". 
Conclusions
In this article, a new method for obtaining classification rules that have fuzzy variables in their antecedent has been presented. These rules were applied to credit risk analysis using microeconomic and macroeconomic variables. The method introduces fuzzy logic, and it is based on combining a competitive neural network with an optimization technique based on variable population particle swarms. To build antecedents that are easier to understand and improve model accuracy significantly, fuzzy (microeconomic and macroeconomic) variables were used at the beginning of the process, and a fuzzy vote criterion was defined that uses the degree of membership of fuzzy variables, directly affecting the speed vector that controls particle movement. The FRvarPSO method, the same as its previous version, LVQ+varPSO, still offers a set of low cardinality rules that are easy to interpret thanks to the reduced length of their antecedents. The improvement obtained with this new version lies in an increased rule set accuracy. The variables available for credit scoring are fuzzy in nature, which is why the use of fuzzy logic in the method allows obtaining better results, as shown in Table 7 .
The results obtained allow stating that fuzzy logic, used to guide particle movement, which is reflected on the fitness function, significantly improved rule set accuracy, in addition to making rules easier to understand since, by using fuzzy variables, they are not limited by hard values.
To check method performance, two bank databases and one database from a credit and savings cooperative from the Ecuadorian financial system were used, applying the fuzzy logic approach, dynamically analyzing clients, and incorporating expert input to decrease risk when granting credits.
The analysis carried out in this article is highly relevant for credit officials, since in addition to the use of microeconomic variables to assess credit scoring, which affect the borrower macroeconomic variables are also used, which take into account the conditions affecting the general environment where the credit is granted, which directly affect delinquency rates.
In future research lines, the use of the degree of membership corresponding to credit holder analysis as a condition for meeting a rule should be considered as an addition to the model, as a way of assessing current credit risk in granted credits. We will also explore how sudden changes in macroeconomic variables (e.g. a large financial crisis) could affect the model's accuracy.
