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I. INTRODUCTION 
A recent theoretical study by Evenson and Liu (1) indicates that the 
Fermi surface geometry is the dominant factor in the determination of the 
magnetic ordering periodicity in the heavy rare earth metals. In this 
work, they have calculated the generalized susceptibility function %(q) 
from the relativistîc augmented-plane-wave, RAPW, energy bands (2) and 
find that large "nested" regions of the Fermi surface give a peak in 
y(^) at the wave vector, q, which connects these nested regions. This q-
dependent susceptibility can be related to the Ruderman-Kittel-Kasuya-
Yosida (RKKY) indirect exchange interaction which in turn determines the 
magnetic ordering periodicity in the heavy rare earth metals.(3). From 
this sort of analysis, one finds that a maximum in the susceptibility 
corresponds to a minimum in the exchange energy and, therefore, one finds 
a stable magnetic structure with a periodicity determined by the q vector 
for the x(q) peak. 
There is a striking similarity in the energy bands and Fermi surfaces 
of the heavy rare earths (2). As one proceeds from Gd to Dy to Er to Lu, 
there is a small systematic change in the magnitude of the q vector which 
connects the nested regions, and there also is a systematic change in the 
amount of Fermi surface area which satisfies the nesting conditions. Hence, 
both the periodicity of the order and the magnitude of the peak in 
shifts from one element to another. In Gd, for example, the peak in %(q) 
is at q = 0, indicating there are no sizable nesting regions, and the 
metal shows no antiferromagnetic state (4). In Dy, however, the peak in 
x(q) is at q = .6«/c, where c is the c-axis lattice constant, and there is 
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a well-defined helical structure with approximately this wave length (5). 
The presence of these periodic magnetic states has been detected by 
several different experimental techniques, including magnetic moment, 
(6,7) electrical resistivity, (8,9,10) and neutron diffraction (5,11) 
measurements. The electrical resistivity, for example, characteristically 
increases abruptly by about 5% as the temperature is lowered through this 
ordering temperature and then decreases rapidly as the temperature is 
lowered further. 
The primary objective of this study is to obtain direct experimental 
verification of the importance of this nesting feature of the rare earth 
Fermi surfaces in determining the magnetic order. To accomplish this 
objective, gadolinium, which does not order antiferromagnetically, was 
diluted with tetravalent thorium or divalent magnesium in an attempt to 
introduce a periodic magnetic state in an alloy by changing the Fermi 
level. Evenson and Liu (1) have shown that if the Fermi level of Gd was 
reduced by 0.005 Ry then the modified Gd Fermi surface would have the large 
nesting regions which characterize the Fermi surfaces of the other heavy 
rare earths which order in a periodical structure. From the density of 
states curve for Gd (2) one would expect that an alloy composed of 90 a/o 
Gd and 10 a/o Mg would have a Fermi level 0.005 Ry below the Fermi level 
of Gd. If the addition of Mg to Gd did not significantly alter the Gd 
band structure or density of states curve near the Fermi level, and if 
the Evenson and Liu predictions are correct, then a Gd rich alloy contain­
ing 10 a/o, or more, Mg should order in a periodic structure in some 
temperature range. As a control on these experiments we have also 
3  
investigated alloys with a tetravalent impurity. Thorium added to Gd 
would raise, rather than lower, the Fermi level and these alloys would 
not be expected to order in a periodic arrangement. 
If this program is to be successful, it is important to establish that 
the addition of Th or Mg does not change the band structure or the density 
of states curve very much so that one can sensibly discuss the shift in 
Fermi level envisaged by Evenson and Liu (1). Stated another way, if the 
band structure and density of states curve for Gd are not changed by the 
addition of the solute metal, as is assumed in the rigid-band model (12), 
then the only effect of the solute is to change the Fermi level by filling 
the density of states curve to a level corresponding to the alloy electrons 
per atom ratio. The rigid-band model, which has been used to explain the 
electronic properties of many alloy systems (12), must then be a valid 
description for the Gd-Th and Gd-Mg alloys for the concentrations used in 
this study if the objective is to be realized. 
In this study, the primary method for detecting the onset of the 
periodic magnetic order is by electrical resistivity measurements. The 
onset of this ordering is often accompanied by a change in the Fermi 
surface area which in turn affects the transport properties. The elec­
trical resistivity of Dy (9), for example, increases slowly as the tempera­
ture is lowered from about 200°K to T^ = 179°K, the ordering temperature, 
where an abrupt change in slope is followed by a 10% increase in the 
resistivity over a range of approximately 20°K after which the resistivity 
decreases rapidly with decreasing temperature. Extensive measurements 
with other rare earth metals have shown that this change in Fermi surface 
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area can consistently be detected by electrical resistivity measurements 
on rare earth metals (8,9,10). 
In addition to the electrical resistivity measurements, the thermo­
electric power was measured so that the Gortner-Nordheim relation (13) 
and Ziman's "R parameter" (14) could be used to experimentally determine 
the validity of the rigid-band model for the alloys measured in this 
study. The thermal conductivity was also measured in an attempt to 
determine the approximate value for the magnon thermal conduction in 
gadolinium at low temperatures. By adding thorium to gadolinium, the 
electronic thermal conduction should be significantly reduced because of 
the increased electron scattering from the charged impurities. The phonon 
plus magnon thermal conduction can then be a considerable fraction of the 
total conduction and accurately determined by the Wiedemann-Franz relation 
at low temperatures. The theoretical predictions for the temperature 
dependence of magnon and phonon thermal conductivity would then be used 
to separate these two effects. 
5  
I I. THEORY 
A. Magnetic Ordering of the Heavy Rare Earths 
The rare earth, or lanthanide, series of elements, running from 
lanthanum to lutetium, have many very similar chemical and physical pro­
perties and yet possess a wide variety of magnetic structures. This situa­
tion, which is unique among the elements, is a result of the electron 
configuration given by 
(4f)"(5s)2(5p)*(5d)'(6s): 
where n increases from zero to fourteen across the series. Each member of 
the series has three conduction electrons (the outer s and d-electrons) 
and therefore, the chemical and physical properties, such as lattice con­
stants, crystal structure, etc., which depend principally on the conduction 
electron-ion interactions are all very similar. It then follows that the 
band structures are also quite similar. 
The various magnetic structures (some rare earths order in up to three 
distinct magnetic structures) are determined by an indirect exchange inter­
action between the localized 4f-electrons (15). This exchange interaction 
is mediated by the conduction electrons and is very sensitive to the shape 
of the Fermi surface. Increasing the number of 4f-electrons as one pro­
ceeds across the series alters the ionic potential and hence the band 
structure and Fermi surface of these elements. It is this small, systema­
tic change in the Fermi surface and the subsequent effect upon the exchange 
interaction which is responsible for much of the unusual magnetic be­
havior. 
6  
In this study we are primarily interested in the relationship be­
tween the Fermi surface geometry and periodic magnetic ordering in the 
heavy rare earths. Lomer (16) was the first to suggest this relationship 
when he pointed out that the periodic magnetic moment arrangement in Cr 
is characterized by a vector q which is equal to the separation between 
parallel portions of the Fermi surface. This is illustrated in Figure 1 
which shows a hypothetical Fermi surface with large parallel areas, the 
so-called nesting regions, separated by the vector q. Later Williams eit 
al. (17) proposed a similar mechanism for periodic magnetic ordering in 
the heavy rare earths based on the exchange interaction between the local­
ized 4f-electrons and the conduction electrons. They proposed that the 
significant feature of the Fermi surfaces must be the existence of regions 
in which hole and electron surfaces are parallel. 
The calculated Fermi surfaces of the heavy rare earths do show such 
parallel surfaces (2). These nesting surfaces form the "webbing" located 
between the "toes" of the rare earth Fermi surface. Figure 2 shows the 
complete Gd hole Fermi surface where the toes are shown on either side of 
the symmetry point L. The webbing, which is present on all of the heavy 
rare earth Fermi surfaces except that of Gd, fills in the region between 
the toes, and encompasses the symmetry point L. The thickness of this 
webbing, that is, the length of the vector q, increases as one proceeds 
from Gd (q = 0) to Er (q = .57 it/c) across the series. 
Evenson and Liu (1) have placed this discussion on a quantitative 
basis by calculating the q-dependent susceptibility, y^(q), which is ex­
pected to show a peak at the wave vector, q, which corresponds to the 
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Figure 1. A hypothetical Fermi surface with large parallel 
areas separated by the vector q. A material with 
this Fermi surface would be expected to order in 
a periodic magnetic moment arrangement characterized 
by the vector q. 
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Figure 2. The complete paramagnetic Fermi surface for gadolinium. 
This is the hole surface in the double zone representation* 
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wave length of the stable magnetic structures. They report that the 
agreement between the wave lengths which maximize %(q) and the observed 
magnetic wave vectors is satisfactory. These same wave lengths also 
correspond to the thickness of the webbing as can be seen in Figures 3 and 
4 which show cross-sections of the electron Fermi surfaces of Gd and Dy. 
The area of interest surrounds the symmetry point L where Gd has an elec­
tron surface and Dy does not. The vector labeled in Figure 4 is the 
vector which maximizes %(q) for Dy. 
A general feature of this calculation by Evenson and Liu is that for 
a given set of energy bands, lowering the Fermi level will increase the 
wave vector q at which the maximum in the susceptibility occurs. In par­
ticular, they show that lowering the Fermi level of Gd by 0.005 Ry will 
produce a Fermi surface which has this webbing feature. Presumably then, 
y(q), which is maximized at q = 0 in Gd, would be maximized at some non­
zero value for q, thus favoring a periodic magnetic moment arrangement. 
Observing this experimentally is the object of this study. 
A reduction in the total Fermi surface area often accompanies the on­
set of the periodic magnetic ordering (15). The periodicity in the 
magnetic lattice will introduce superzone planes, or extra planes of 
energy discontinuity, in the electronic structure. These planes will be 
separated by the vector q, which characterizes the magnetic periodicity, 
and they will be located on the positions of these large nesting regions 
thereby considerably reducing the projected area of the Fermi surface in 
the direction normal to the planes. This is illustrated graphically in 
Figure 5, which shows three vertical cross-sections of a Fermi surface 
GADOLINIUM Ep =0.425RYD 
Figure 3. Fermi surface cross-section for gadolinium (1). 
Er=0.505RYD DYSPROSIUM 
Figure 4. Fermi surface cross-section for dysprosium (1) showing the vector Qj 
which maximizes x(q). 
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which is representative of the rare earth paramagnetic Fermi surface 
(light solid lines). The locations of the magnetic superzone planes are 
shown by the horizontal lines which in this figure correspond to a 
periodicity along the c-axis of 3.5 lattice constants. The dark solid 
lines represent the periodic structure Fermi surface. It can be seen that 
the locations of the superzone planes are such that the essentially par­
allel, horizontal planes of the paramagnetic Fermi surface are destroyed 
by the energy discontinuities produced by these superzone planes. 
It is this decrease in Fermi surface area upon ordering which allows 
one to detect the ordering by electrical resistivity measurements. Re­
moving sizable regions from the Fermi surface removes electrons from the 
conduction process. This is expressed analytically by Ziman (14, p. 268) 
2 
a.. = —^ r TV. ds , (2.1) 
'J 4*3* ' J 
where h is Planck's constant divided by 2jt, e is the charge on the electron, 
V .  is the ith component of the electron velocity at the Fermi surface, T  
is the relaxation time, and dS. is an element of area of the Fermi surface 
J 
with normal in the jth direction. The product T V  is the mean free path, 
A, for the electrons. 
One would expect from the preceding discussion and expression 2.1 
that as the temperature is lowered through the ordering region the electri­
cal resistivity would increase rapidly due to the decrease in Fermi surface 
area while at the same time the increased order, and therefore, increased 
mean free path would cause the resistivity to decrease, resulting in a 
measured resistivity which has a maximum somewhat below the ordering 
r K 
A > 
r M 
A 
r 
Figure 5» Three vertical cross-sections of the paramagnetic rare earth Fermi surface (light 
solid lines) and the Fermi surface of a periodic magnetic structure (heavy solid 
lines) showing how the energy discontinuities associated with the magnetic superzones 
(horizontal lines) decrease the Fermi surface area. 
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temperature. As the temperature is lowered further the resistivity should 
decrease due to the increasing mean free path as the spin disorder scatter­
ing gradually disappears due to the increasing magnetic order. This be­
havior is actually observed for the heavy rare earth metals (8,9,10) as 
shown in Figure 6 which is a sketch of the electrical resistivity of Dy 
(9), a typical antiferromagnetic rare earth metal. The ordering tempera­
tures, T|^ and T^, have been determined by neutron diffraction measure­
ments (11) and coincide nicely with the abrupt changes of slope in the 
resistivi ty. 
B. Rigid-Band Model 
If a divalent or tetravalent impurity is added to a trivalent host, 
there are at least two important changes in the electronic structure. 
First, the impurity tends to add or subtract an electron from the con­
duction band and hence change the Fermi energy. Second, the energy levels 
and wave function symmetries of the impurity atom may not match those of 
the host so an adjustment in energy bands and density of states curve is 
required to accommodate them. For the alloy systems selected here we have 
tried to find impurities which add or subtract electrons from the con­
duction band but do not cause appreciable changes in the energy bands or 
density of states curve (12). This is just the rigid-band model which 
must be a reasonably good approximation for these alloys if the program is 
to be successful. 
In the rigid-band model it is assumed that the constant energy sur­
faces and the density of states curve for the host are not changed by the 
addition of the solute metal and that the only effect of the solute is to 
E 
u 
I 
A 
a. 
DYSPROSIUM 
180 220 260 100 140 
T K 
Figure 6. The electrical resistivity of dysprosium (9). 
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change the Fermi level by filling the density of states curve to a level 
corresponding to the alloy electrons per atom ratio. This very elementary 
model has predicted the electronic properties of many alloy systems with 
surprising success which has led several authors to comment on the appli­
cability of this model. Two of these discussions, which are particularly 
relevant to the alloy systems of this study, are presented below. 
Beeby (18), in discussing transition metal alloys, has given a simple 
picture of an alloy which can be used to make predictions concerning rigid-
band model behavior. If an alloy is formed by slowly bringing together 
two ions with different energy levels then the perturbation of the wave 
function at any site depends on the relative positions of the energy levels 
in the different ions. In every case, however, the degenerate levels of 
each type of ion will interact forming a band where the bandwidth depends 
on the separation between ions and the wave function symmetries. The 
rigid-band model fails when the bandwidths are small compared to the sepa­
ration between energy levels for then the electrons from the different 
ions do not interact forming a common band holding one electron per ion 
but instead form separate bands from both parent metals. It is assumed 
here that the energy levels of the different ions correspond to electron 
wave functions with the same symmetries. Usually the bandwidths for s-
bands are so wide that a common band will be formed, and therefore, the 
rigid-band model will be valid. The d-bands, however, are usually very 
narrow, and the above considerations become important for alloys contain­
ing elements, such as Th and Gd, which have d-electrons in the conduction 
band. 
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Stern (19) has discussed the validity of the rigid-band model in 
terms of the degree of charging, or localization of electron-shielding 
clouds, which is present in alloys where there is a valence difference be­
tween the constituents. He imagines that the alloy is formed in the 
following sequence. The solute atoms with their electrons are added to 
the pure metal matrix, but the interaction between them is assumed 
initially to be turned off. Thus, the electrons added by the solute atoms 
spread throughout the alloy and become additional free electrons causing 
the Fermi sphere to swell to a larger diameter to accommodate them. This 
is the rigid-band model. Then the interaction between the solute atoms 
and the electrons is turned on in a continuous and gradual fashion until 
it reaches its final value. At this point the solute atoms will have 
localized electron-shielding clouds in their vicinities and the alloy is 
In its final and correct configuration. Stern then shows that if (a) the 
excess charge of the solute is localized around it; (b) the mean free path 
of the electrons is many interatomic spacings; (c) the electron states of 
the pure metal in the vicinity of the Fermi energy are i-i one band and are 
greatly separated in energy from other bands—all of the features of the 
rigid-band model are valid except that the density of states in the alloy 
differs from that of the pure solvent. 
For the alloys considered in this study, we would like to argue that 
the rigid-band model should apply rather well. The most serious challenge 
against this model is expected to come from the requirement (c) in Stern's 
discussion, because Gd has two bands which overlap very near the Fermi 
level. This requirement is included because it is important that the 
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number of states below a constant-shaped energy surface remain the same 
after the perturbation caused by the solute atoms is turned on. This 
perturbation will mix states from the two bands and cause an increase in 
the density of states in the region where the bands are close together. 
In this study, this requirement can be relaxed, because in the heavy 
rare earths the d-band is of more interest than the s-band which lies be­
low the Fermi level. The density of states is already very large in the 
d-band and it is unlikely that the mixing of s-states into the wave 
function by the perturbation could significantly change the total number 
of states below the Fermi level. For dilute alloys it is usually safe to 
assume that the conditions (a) and (b) are valid (19). The discussion by 
Beeby suggests that rigid-band behavior should be observed for the Gd-Mg 
alloys because Mg has only s-electrons which should interact with the Gd 
s-electrons forming a common band in the alloy. 
The arguments of the preceding paragraphs seem to indicate that rigid-
band model behavior is expected for the alloys used in this study. Corrob­
orative evidence from the electrical resistivity and thermoelectric power 
(TEP) measurements will provide experimental evidence to confirm or deny 
this prediction. 
If the rigid-band model is valid for an alloy system, then the Fermi 
surface area should increase (decrease) as--the number of conduction 
electrons per atom increases (decreases). Ziman (14, p. 373) discussed a 
relation between the resistivity due to the electron-phonon interaction 
and the Fermi surface area. For non-magnetic metals at temperature above 
the Debye temperature, 0^, the electrical resistivity due to the electron-
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phonon interaction is given by 
— /u <2.2, 
\ S / 
where D is the Debye radius, k is Boltzmann's constant, m is the mass of 
the ion, and I is a dimensionless double integral which depends on the 
shape of the Fermi surface and on the form of the scattering probability 
but is quite insensitive to these factors and is taken as a constant for a 
particular alloy system. The number of conduction electrons is given by 
n, and S) is the ratio of the area which the Fermi surface would 
have had if there had been n free electrons per atom forming a spherical 
surface in k-space to the actual Fermi surface area. Ziman (14, p. 374) 
then defines an "R parameter" which is given by 
Therefore, R can be calculated from experimental data on the element or 
alloy. From the general expression, formula 2.2, R should depend mainly 
on the area of the Fermi surface, i.e. 
By this method it is possible to determine the effect of alloying on the 
Fermi surface and thereby make a judgment on the validity of the rigid-
band model for the alloy system. 
P 
P 
(2.3) 
(2.4) 
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To determine this R parameter in a magnetic material it is necessary 
to be able to separate the phonon contribution of the electrical resistiv­
ity from the spin disorder resistivity (electron-magnon scattering). 
Dekker (20) has obtained an expression for the spin disorder resistivity 
above the ordering temperature, for a binary alloy containing one 
magnetic component. In obtaining this expression, it was .assumed that the 
conduction electrons were free with an effective mass independent of the 
composition of the alloy. This expression shows that the high tempera­
ture spin disorder resistivity is independent of temperature and is given 
by 
3it in 2 ? ? 9 ? 
P .(T > T ) = = [ xG^(g-l)^ J(J+l)-x(l-x)G^(g-l)^J^ ] (2.5) 
^ 2e^A 0 
Here m is the effective mass of the electrons, x is the concentration of 
the magnetic component, is the Fermi level, Q is the atomic volume, 
G is a quantity with units of energy times volume, g, is the Lande factor, 
and J is the magnitude of the localized angular momentum. 
Figure 7 shows a representation of the electrical resistivity as a 
function of temperature for a typical ferromagnetic rare earth alloy. 
Here p. is that part of the residual resistivity which would be present in 
the pure metal caused by small concentrations of impurities and lattice 
defects. The residual resistivity, Pj(o), is due to disorder effects and 
is the sum of a Coulomb scattering term, p.^, and an incomplete magnetic 
lattice term, py(T > T^) is the temperature independent disorder 
resistivity for values of temperature above the ordering temperature and 
is given by formula 2.5. The phonon contribution can then be obtained by 
^(0) 
0 
Figure 7. A representation of the electrical resistivity of a typical ferromagnetic 
rare earth alloy. 
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extrapolating the linear portion of the curve for temperatures above the 
ordering temperature to T = 0. 
Measurements of the thermoelectric power (TEP) can also be used to 
determine the validity of the rigid-band model. This can be accomplished 
by using the Gortner-Nordheim (GN) relation to study the change in the 
diffusion TEp caused by alloying, as discussed by Blatt and Lucke (21). 
This relation is valid when the conduction electrons are in one band and 
carry all of the heat, and also when the electron scattering mechanisms 
are independent of one another and do not affect the Fermi surface (13). 
Blatt and Lucke show that these last assumptions, requiring that the im­
purities act independently and do not affect the Fermi surface, mean that 
the GN relation will hold for alloys which show rigid-band behavior and 
will not hold only when the Fermi surface of the alloy departs signifi­
cantly from that of the pure metal. 
For non-magnetic metals, the GN relation is derived by considering 
the diffusion TEP of a combination of conductors in series, which is 
equivalent to the case of a single conductor where the electrons are in 
one band and have independent scattering mechanisms. In this case, 
MacOonald (13, p. 107) shows that the diffusion TEP, S^, is given by 
Sg = Z.W.S./E.W., (2.6) 
where S. is that part of due to the ith electron scattering mechanism, 
and W. is that part of the electronic thermal resistance due to the ith 
electron scattering mechanism. MacDonald (13, p. 110) then shows that if 
the Wiedemann-Franz law is valid for each electron scattering mechanism. 
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then 
~ FjPj^j f TjPg) (2.7) 
where p ^ is the electrical resistivity due to the i-th electron scattering 
mechanism. Now, if the electrical resistivity of a metal is given by 
Matthiessen's rule, p = + p^, where pj is the temperature dependent 
resistivity of the metal and p^ is that part caused by the increased 
electron-impurity scattering, then by equation 2.7, one obtains the GN 
relation, 
S = $2 + (S, - Sg) -p— . (2.8) 
Here S is the total measured diffusion TEP of the alloy, Sj is the TEP of 
the host, $2 is the limiting value of S when the impurity completely 
dominates the electron scattering, or the so called intrinsic TEP of the 
solute 2 in the host, and p is the measured electrical resistivity of the 
alloy. Therefore, a plot of the measured TEP against the inverse of the 
total electrical resistivity should be a straight line if the rigid-band 
model is a valid description for the alloys. 
For a magnetic material or for materials which deviate from 
Matthiessen's rule, it is necessary to use a modification of the GN re­
lation. Blatt and Lucke (21) have shown for non-magnetic materials that 
a modified GN relation is valid for alloy systems for which Matthiessen's 
rule is badly broken if the rule fails because of changes only in the 
lattice dynamics and not by changes in the band structure. When this is 
An A 
the case, Matthiessen's rule becomes p = p ^  + "2 where now p^ is the 
temperature and concentration dependent part of the resistivity or the 
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"ideal" resistivity of the alloy instead of the temperature dependent part 
of the pure metal. Then pp in expression 2.8 is replaced by pj and a 
straight line plot still indicates rigid-band behavior. We believe on 
the basis of this argument that if Matthlessen's rule is broken because of 
changes in the total spin disorder resistivity caused only by diluting the 
magnetic component in the alloy and not because of changes in the band 
structure, then the modified GN relation will still be applicable and all 
of the conclusions which can be drawn from this relation are still valid. 
Finally, the validity of the Wiedemann-Franz law, which is also used 
to obtain the GN relation, should be considered. This law relates the 
electronic thermal conductivity, K^, and the electrical conductivity, a, 
and is given by Ziman (14, p. 260) 
2 2 
K = — -V- Ta , (2.9) 
® 3 
or 
where is the Lorenz number, and k is Boltzmann's constant. This re­
lation results from the fact that the same electrons are carrying both the 
heat and the charge and is valid if the electrons are scattered elastic-
ally. The Wiedemann-Franz law is then valid at very low temperatures 
where impurity scattering dominates and at high temperatures where phonon 
scattering is considered to be elastic. Impurity scattering is pre­
dominantly elastic because the impurity is bound to the lattice and can 
not be displaced by the collision. We have applied this rule only when 
these conditions are met. 
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C. Thermal Conductivity 
A second objective of this study is to try to observe experimentally 
magnon thermal conductivity at low temperatures in the ferromagnetic 
alloys. There is, however, no theory at present which describes the ther­
mal conductivity of an alloy. The general procedure when investigating 
the thermal conductivity of an alloy is to assume the temperature de­
pendence of the various interaction terms remains essentially the same in 
the alloy as in the pure metals and then try to predict the change in the 
magnitude of these various resistivity terms when the alloy is formed 
(22,23). 
Figure 8 shows the lattice and electronic thermal conductivity of a 
typical metal and also shows the interactions which determine the con­
ductivities in the various temperature ranges. In pure metals it is known 
from experiment that at very low temperatures the phonon resistivity is 
determined primarily by phonon-electron, phonon-boundary and phonon-defect 
interactions, which are proportional to T , T , and T , respectively 
(24). The low temperature electronic thermal conductivity is determined by 
electron-impurity scattering proportional to T^. At high temperatures the 
phonon conduction is limited by phonon-phonon interactions, proportional 
to T ', and the electronic conduction is limited by electron-phonon inter­
actions, proportional to T°. it is assumed that magnon conduction could 
only be important at low temperatures where phonon and electron conduction 
is small. Ziman (14) and Wilson (25) give a complete discussion of these 
terms. 
In pure non-magnetic metals at low temperature the electronic thermal 
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Figure 8. The lattice and electronic thermal conductivity of a metal. 
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conductivity is usually many times larger than the lattice thermal 
conductivity. Often the lattice thermal conductivity is about the same 
percent of the total thermal conductivity as the percent error in the 
measurement. A separation of the lattice term from the total conductivity 
by the Wiedemann^Franz law is then often of little valoe In pure metals. 
This is not the case, however, in alloys where the atomic number of the 
constituents is similar but there is a valence difference. in this case 
the electronic term can be greatly reduced while the lattice term is 
affected only slightly. It then becomes of value to use the Wiedemann-
Franz law to separate the terms. In magnetic alloys the electronic con­
ductivity can be separated from the lattice plus magnon conductivity by 
the Wiedemann-Franz law. 
Bar'yakhtar and Urushadze (26) using kinetic theory and many-body 
techniques derived expressions for magnon and phonon conductivities, 
and W^, at low temperature when the conductivity is limited primarily by 
impurity scattering. Their expressions give 
"1= , (2.11) 
V O 
and 
Wl = T , (2.12) 
where 0^ is the Curie temperature, is the Debye temperature, a is a 
lattice constant, Ç, is the impurity concentration, is the magnetic 
moment density at saturation and is the Bohr magneton. 
A more recent study by Bar'yakhtar, Savchenko, and Tarasenko (27) using 
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the same techniques has determined the magnon and phonon conductivity, 
and W^, at low temperatures when the conductivity is limited by dis­
location scattering. The expressions are 
D s' 6 9 3/2 
—  ( ^ )  ,  ( 2 . 1 4 )  
where 6 is the dislocation density. The fact that the temperature de­
pendence for the magnon and phonon conductivities is different for both 
impurity and dislocation scattering suggests that these terms can be 
separated if either dislocations or impurities limit the conduction. 
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III. EXPERIMENTAL PROCEDURE 
A. Sample Preparation 
The metals used in this study were purified at the Ames Laboratory. 
The rare earths which were used as the solvents were separated from the 
other rare earths by an ion exchange process (28) and purified to better 
than 99.9%. 
The Gd-Th and Y-Th alloys were formed by arc-melting the constituents 
together and then allowing the alloy to freeze on a cold copper hearth. 
The alloy was rolled over and remelted at least five times to insure a 
homogeneous sample. A comparison of the weight of the alloy with the 
total weight of the constituents before melting indicated that the alloy 
constituency was known in every case to less than 0.1% error. 
Alloys of Gd g^Th and Gd g^Th were prepared by arc-melting. 
Because the alloys are strained by freezing them on the cold copper hearth 
it was decided to attempt to grow single crystals by the strain anneal 
technique which has been successful for many of the heavy rare earths (29). 
Single crystals were obtained by this method and it was possible to obtain 
both the basal plane and c-axis samples from the same button. The crystals 
were aligned by Laue back-reflection of X rays and cut by a Servomet spark 
erosion apparatus. The samples were cut in the form of rectangular paral­
lelepipeds with the c-axis and a basal plane axis parallel to the long 
dimension for the c-axis and basal plane samples, respectively. 
The Gd-Mg alloys could not be formed by arc-melting because the vapor 
pressure of Mg would exceed several atmospheres before the Gd and Mg had 
melted forming the alloy. This would result in a considerable loss of Mg 
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and a large uncertainty in the concentration of the alloy. Instead the 
Mg and Gd were sealed in a tantalum crucible under 0.5 atm. of helium. 
The crucible was then heated to above the Gd melting temperature in vacuum 
in an r. f. induction furnace. 
For the concentrations of Mg used in this study a single phase solid 
solution alloy would not be in equilibrium at room temperature. The phase 
diagram of the Gd-Mg system indicates that a single phase solid solution 
alloy containing up to l4% Mg would be in equilibrium at 700°C (30). So, 
the crucible containing the alloy was sealed in a pyrex container under 
0.5 atm. of helium and heated at 700°C for eight days to insure that 
equilibrium had been obtained. The samples were then quenched to freeze 
this equilibrium solution by breaking the pyrex and plunging the tantalum 
crucible containing the alloy into ice water. It was necessary to heat 
the tantalum crucible in an inert atmosphere because tantalum oxidizes 
very rapidly when heated in the presence of oxygen. A sample of 
Gd g^Mg gg and a sample of Gd ggMg were prepared by this procedure. 
Each sample was a single phase solid solution as determined by a metallo-
graphic inspection. 
Several attempts were made to obtain single crystals of the Gd-Mg 
alloys by the strain anneal method, but without success. Other methods 
could not easily be tried because heating an alloy containing Mg would 
cause a sizable loss of Mg unless the alloy was sealed in a small con­
tainer. The alloys were strained by either swaging or compressing to 
obtain between 1% and 5% change in cross-sectional area. They were then 
resealed in a tantalum crucible, which was then sealed in a quartz 
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container in an inert atmosphere, and annealed at various temperatures 
for up to 8 days before quenching. The combination of the correct per­
cent strain and correct annealing temperature necessary to cause the 
growth of usable single crystals was never obtained. A more accurate 
Gd-Mg phase diagram would help to locate the correct annealing temperature. 
The polycrystal1ine Qd-Mg samples were also cut in the form of 
rectangular parallelepipeds on the spark erosion apparatus. The grain 
2 
size was typically in the order of 1mm . 
The metallic impurities present in all of the materials was deter­
mined by spectrographic analysis and the gaseous impurities were determined 
by a vacuum fusion analysis. These results as well as the sample dimen­
sions are listed in the Appendix. The sample dimensions were measured 
with a Brown and Sharpe micrometer accurate to the nearest 0.001 inch. 
B. Measurement of Thermal Conductivity 
The thermal conductivity, K, was calculated from the expression 
a= KA , (3.1) 
where Q. is the power flowing parallel to a temperature gradient, AT, 
through a metal of cross-sectional area. A, and length, L. The steady 
state heat flow method was used in this study. 
The sample holder is shown in Figure 9. The sample is first electro-
polished and then mounted with indium solder to the copper posts and 
positioned as shown in this figure. The samples were tinned with indium 
solder by using an ultrasonic soldering iron. The resistivity probes were 
then positioned and held in contact with the sample by a teflon insulated 
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spring. The two copper cans were soldered in place using Wood's metal 
and then the sample holder was placed in a dewar system similar to that 
described by Sill (31) in his thesis. 
This apparatus is an improvement on the apparatus described by Boys 
in his thesis (32). In this system the radiation shield (the inner 
copper can) forms a vacuum seal isolating the sample chamber and allowing 
the outer chamber to be used as a heat leak chamber. Then by controlling 
the amount of exchange gas in the heat leak chamber it is possible to 
control accurately the temperature of the sample even in the region near 
the bath temperature. 
The basic temperature control system is described elsewhere (32,33). 
This system was modified during this study by replacing the error sensing 
amplifier and heater power supply by the proportional temperature con­
troller shown in Figures 10 and 11. This system was designed to use car­
bon or copper sensing elements to control to + 0.001°K for periods of one 
hour. This degree of temperature control could be realized if the voltage 
supply for the Wheatstone bridge was a well-regulated constant voltage 
supply. A Kepco model CK 18-3 (M) voltage/current regulated power supply 
was adequate for this purpose. The output voltage of this supply is 
specified to change less than 0.01% for a no load to full load change and 
is stable to 0.01% for a period of 8 hours after warm up. 
Figure 12 shows the complete circuit used to measure thermal con­
ductivity, thermoelectric power, and electrical resistivity. That part 
which was needed to measure the thermal conductivity will be discussed 
now. 
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Cu versus Au-0.03% Fe and Cu versus constantan thermocouples were 
inserted in the copper posts at each end of the sample to measure the 
temperature gradient. The two thermocouples anchored to the heat sink 
and inserted at the cold end of the sample were also used to determine 
the absolute temperature. The thermocouple calibration procedure and the 
temperature gradient measuring circuit are described by Nell is in his 
thesis (34). 
The thermocouple voltage corresponding to the'absolute temperature 
was measured with a Leeds and Northrup K-3 potentiometer and a Leeds and 
Northrup model 9834 null detector. The absolute accuracy of the cali­
bration procedure is about 0.5°K, but the relative accuracy of a tempera­
ture measurement was 0.1°K. 
The power supplied to the gradient heater was determined by measuring 
the current through the heater, I, and the voltage drop across the heater, 
V^. Then 
% = IV^ . (3.2) 
The current was determined by measuring the voltage drop across a one 
ohm standard resistor with a Leeds and Northrup K-5 potentiometer and a 
Leeds and Northrup model 9834 null detector. The voltage drop across the 
heater was measured with a Keithley model 662 differential voltmeter, 
accurate to + 0.1%. 
The power flowing through the sample could then be determined if the 
corrections for heat losses through the lead wires attached to the hotter 
end of the sample and heat losses through radiation were known for any 
absolute temperature and temperature gradient. This correction can be 
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determined by the method of Norén and Beckman (35) which is described in 
detai1 by Nellis (34). 
C. Measurement of the Thermoelectric Power 
If an electrically-insulated metal is subjected to a temperature 
gradient then an electric field will exist parallel to the temperature 
gradient. The expression, 
Ë* = svr , (3.3) 
relates the electric field, Ê*, to the change in temperature, ûT, across 
the metal and defines the absolute thermoelectric power, S, of the material 
The basic thermoelectric circuit shown in Figure 13 is used to ex­
perimental ly measure S. The open circuit potential difference & is 
given by 
A = - ^  E • dr , (3.4) 
where dr is an infinitesimal displacement along the circuit and E is the 
electric field. Using Equation 3.3 and the temperatures defined in 
Figure 13, Equation 3.4 becomes 
T+AT T T 
A ^AX = I T^ S^dT + J S^dT + J y dT , (3.5) 
which can be written 
T+AT 
' V = ; T '^A - =X> 
in the limit AT/T « 1, 
A Vax = - V AT = S^x AT, (3.7) 
where - S^. Since only and AT are measured directly only 
the difference in absolute thermoelectric power between the sample and 
lead wires can be determined by an experimental measurement. 
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It is necessary, then, to determine the absolute thermoelectric 
power of the copper lead wires. To do this the sample is replaced by lead. 
The absolute thermoelectric power of lead has been determined by Borelius 
et (36) and Christian et al. (37) and is used as a standard to cali­
brate the circuit. The calibration and measurement procedure is des­
cribed in detail by Edwards in his thesis (38). 
In this study the thermoelectric power of the alloys was measured at 
the same time that the thermal conductivity data was taken. Therefore, 
the temperature gradient was known. The voltage, was measured with 
a Rubicon model 2771 microvolt potentiometer, Guildline 5214/9660 photo­
cell galvanometer amplifier, and a Guildline type SR21/9461 secondary 
galvanometer. The voltage could be measured with a resolution of 0.01 
microvolts with this system. 
D. Measurement of the Electrical Resistivity 
The resistivity measurements were made using the standard four-probe 
technique described by Colvin et £]_. (39). The voltage was measured using 
the same potentiometer system as used for the thermoelectric power measure­
ments. The current was determined by measuring the voltage drop across a 
0.1 ohm standard resistor with the potentiometer system used to determine 
the gradient heater current. The current was supplied by the constant 
current power supply shown in Figure 14. Figure 12 shows the complete 
measuring circuit. 
The transport properties were measured by first cooling the system to 
5°K with a liquid helium bath and sufficient exchange gas in the heat 
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Figure 14. The circuit diagram for the constant current supply. 
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leak chamber. The thermal conductivity and thermoelectric power data 
were then taken while warming to 330°K. The dewar system was designed so 
that liquid hydrogen could be used as the bath in the temperature range 
20°K to 80°K when it was available. Liquid nitrogen could also be used in 
the temperature range 45°K to 330°K where the pressure over the liquid 
was reduced to obtain temperatures in the range 45°K to 77°K. After a 
complete set of data was taken to determine the thermal conductivity and 
thermoelectric power, the system was again cooled to 5°K and the resistiv­
ity data taken while warming to 330°K. 
It was desirable to be able to obtain a complete set of data on each 
sample before making a decision concerning the concentration of the next 
alloy to be measured. For this reason the sample holder was designed so 
that all of the measurements could be obtained from one experimental 
apparatus. This requirement added considerably to the degree of difficulty 
in wiring the sample holder and in mounting the samples and increased the 
probability of a malfunction caused by a broken wire or improper vacuum 
seal. It is suggested that, where possible, the electrical resistivity 
should be measured in a separate experimental apparatus, it is, however, 
very convenient to simultaneously measure both the thermal conductivity 
and the thermoelectric power. 
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IV. RESULTS 
A. Electrical Resistivity 
The magnetic properties of the Gd-Th and Gd-Mg alloy systems have not 
been studied, so there is no prior knowledge as to the nature of the mag­
netic ordering in these samples. Magnetic ordering is, however, accompa­
nied by anomalous behavior in the transport properties of the heavy rare 
earths particularly near the transition temperatures. It is expected that 
similar behavior will be seen in the dilute rare earth alloys, and there­
fore, this behavior can be used to locate the transition temperatures and 
describe the nature of the magnetic ordering. 
Both the magnetic properties (40) and transport properties (8,40,41,42) 
of Gd have been determined experimentally, so it is possible to relate the 
anomalous behavior of the transport properties of Gd to known magnetic 
transitions. Neutron diffraction studies have shown that Gd orders only 
in the ferromagnetic state (4). The moment is along the c-axis between 
T^ = 294°K and T = 232°K and then moves away from the c-axis to a maximum 
deviation of 65° at 180°K and then back to within 32° of the c-axis as 
the temperature is lowered further. The appropriate transport property 
data of Gd is reproduced in the figures of this section. 
Figure 15 shows the electrical resistivity versus temperature in the 
basal plane direction for the Gd, Gd Th , and Gd .^Th ._ samples. The 
• "5 # # yU • i U 
Gd data was given by Nell is (34) and is shown here for comparison. The 
residual resistivities have not been subtracted from the total. All of 
the curves have a portion which is linear in temperature above a character­
istic temperature. This characteristic temperature is known to be the 
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Curie temperature, T^, for Gd and is, therefore, considered to be the 
Curie temperature for the alloys. Below the resistivity falls rapidly 
to the residual resistivity region. This is typical behavior of a ferro­
magnetic metal. This figure on an expanded scale was used to locate the 
values given for T^JQ and TCQJ* These values are TCJQ = 230 + 2°K and 
Tcgg = 270 + 1°K, where the uncertainty in the temperature is due to the 
increased difficulty in locating the change in slope at T^ as the alloy is 
made less dilute. 
Figure 16 shows the c-axis electrical resistivity for the same Gd-Th 
concentrations as shown in Figure 15. The Gd data is given by Nell is (34) 
and is again shown for comparison. These curves all have essentially the 
same shape, but again, the features are not as well pronounced in the 
alloys as in the pure metal. The small hump located several degrees below 
T^ in Gd has been attributed to a diffuse transition to ferromagnetic 
ordering.(40). 
The electrical resistivity of the polycrystal1ine Gd-Mg alloys is 
shown in Figures 17 and 18. Alstad £t (43) have shown that for the 
rare earths the electrical resistivity of a polycrystalline sample, 
PpGLyj can be related to measurements on single crystals by 
PpOLY = Pc + 2/3 Pb , (4.1) 
where and are the c-axis and basal plane resistivities, respectively. 
Figure 17, then, is again typical of a ferromagnetic metal where the 
slight hump can be attributed to the c-axis contribution and the more 
rapid decrease in resistivity below the ordering temperature is typical of 
both c-axis and basal plane resistivities. The Curie temperature appears 
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to be between 240°K and 260°K. 
Figure 18 shows the electrical resistivity of the Gd ggMg ^^ poly-
crystalline sample. The resistivity has a minimum at about 270°K and in­
creases with decreasing temperature for an interval of about 200°K having 
a maximum at about 80°K. The resistivity then decreases with decreasing 
temperature having a second, shallower minimum below 20°K and then rises 
again to the lowest temperature measured. The difference between the 
maximum and minimum values of the resistivity is about 8 pfi-cm which is 
approximately a 4.5% change in resistivity. This curve, which is not 
typical of that of a ferromagnetic material, will be discussed in more 
detail later. 
The resistivity curves of the Y-Th alloys. Figure 19, are essentially 
parallel and linear in temperature above the residual resistivity region 
which is typical of non-magnetic alloy systems. The Y data is given by 
Hal 1 ^  _aj. (44). 
B. Thermal Conductivity 
Figures 20 and 21 show the thermal conductivity of the basal plane 
and c-axis Gd-Th alloys, respectively. The Gd data is given by Nell is 
(34). The significant effect on the thermal conductivity caused by form­
ing a disordered alloy by adding an element with a different valence is to 
sharply reduce the low temperature peak which is present in the pure metal. 
This effect, which is obvious in all of the thermal conductivity data, 
will be discussed in the next section. , 
The magnetic transitions, which show up quite clearly as abrupt 
changes in slope in the Gd data, are very difficult to observe in the 
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alloys. The locations of T^, as determined by the resistivity measure­
ments, are marked on the figures and at these temperatures it is possible 
to observe a slight change in the slope of the curves. 
The fact that the thermal conductivity of these alloys is practically 
temperature independent for a considerable temperature range appears to be 
an accident caused by the sum of a linearly decreasing phonon conductivity 
and a linearly increasing electron conductivity which is constant for this 
temperature range. More will be said about this later. 
Figure 22 shows the thermal conductivity data for the Gd-Mg and Y-Th 
alloy systems. These curves also appear to be typical of disordered alloys 
in that the low temperature peak is not present and the magnitude at all 
temperatures is quite small. There does not seem to be any indication in 
the Gd-Mg data of any magnetic ordering even though the electrical resisti­
vity data did indicate that the Gd g^Mg sample did order ferromagneti-
cally between 240°K and 260°K. 
C. Thermoelectric Power 
The Gd-Th basal plane and c-axis thermoelectric power (TEP) measure­
ments are shown in Figures 23 and 24, respectively. The Gd data is given 
by Sill et (4l). The rather remarkable feature of these curves is the 
large peak in the alloy data near T = 55°K for both crystallographic 
directions which is considerably larger than any drag effects in the pure 
metal for either crystallographic direction. The peak is not as large in 
the Gd Th , alloy as it is in the Gd ._Th alloy. The sample labeled $ 90 • 10 # yt) • u%> 
Gd Th (1) in Figure 23 was measured and later found to have an un-
• yî) • 
usually large concentration of gaseous impurities. The sample Gd g^Th 
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(il) had a normal level of gaseous impurities. (See Appendix.) Both 
curves are included in this figure to show that the effect of the im­
purities is considerable at T = 55°K but disappears at the Curie tempera­
ture, = 270°K. Figure 2k shows the result of an attempt to reduce the 
magnitude of this peak by straining the Gd «rTh c-axis sample. Strain-
ing the sample by reducing the width by 5% unexpectedly increased the 
magnitude of this peak. The probable cause of this peak and the effect 
of impurities and strain on the magnitude of this peak is discussed in the 
next section. 
It is obvious in Figures 23 and 2k that the TEP of the alloys is not 
at all like that of the pure metal below the ordering temperature. Above 
the ordering temperature, however, the curves are quite similar in that 
the TEP of the alloys and Gd are linear in temperature and have approxi­
mately the same slope. 
An enlarged drawing of Figure 23 can be used to determine the order­
ing temperature with the same degree of accuracy as the electrical re­
sistivity measurements. The rather abrupt change in slope of the TEP 
versus temperature at the ordering temperature is located in the range of 
temperatures determined by the electrical resistivity measurements. 
The TEP of the Gd-Mg polycrystalIine alloys is shown in Figure 25. 
The polycrystal I ine Gd data is given by Born et aj^. (42). In this 
figure the similarities between the alloy data and that of the pure metal 
are more apparent than the differences. These similarities are the 
presence of portions at higher temperatures which are linear in tempera­
ture and the approximately equal slopes in this region. The structure 
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Figure 26. The thermoelectric power as a function of temperature for the basal plane 
Y-Th and yttrium (4l) crystals. 
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which is present in the Gd data below is considerably reduced in the 
alloys. The significant difference between the Gd ^^Mg gg and Gd ggMg 
samples as shown in the electrical resistivity data is not apparent in the 
TEP data. 
Figure 26 shows the basal plane TEP of Y and the Y-Th alloys. The Y 
data is given by Sill et^ 21» (4l). Here again, both the alloys and pure 
metal have linear portions at higher temperatures and approximately equal 
slopes. The significant differences are in the magnitude of the measured 
TEP and the reduction of the peak in the Y data located at about 80°K. 
The TEP of all of the alloys will be discussed in more detail in the 
next section. Attention will be given to explaining the similarities and 
differences between the alloy data and that of the pure metals. 
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V. DISCUSSION 
A. Magnetic Ordering 
The primary objective of this study was to verify experimentally the 
importance of the nesting feature of the rare earth Fermi surfaces in de­
termining the magnetic order. To accomplish this objective, Gd was di­
luted with tetravalent thorium or divalent magnesium in an attempt to 
introduce a periodic magnetic structure in an alloy by changing the Fermi 
level. A calculation by Evenson and Liu (1) indicates that if the Fermi 
level of Gd were reduced by 0.005 Ry^ then this nesting feature, which is 
not present on the Gd Fermi surface, would be present on the modified 
Fermi surface. An increase, however, in the Fermi level would not pro­
duce this feature. Therefore, if a Gd alloy containing 10 a/o or more Mg, 
which in the rigid-band approximation reduces the Fermi level of Gd by at 
least 0.005 Ry, showed a behavior typical of a material with a periodic 
magnetic structure it would be strong evidence that these nesting regions 
on the Fermi surface were indeed the necessary features for the existence 
of the periodic magnetic state in the heavy rare earth metals. This be­
havior should not be present in the Gd-Th alloys which raise the Fermi 
level of Gd. Electrical resistivity measurements were used to detect the 
presence of this state by measuring the effect on the resistivity caused 
by the change in Fermi surface area which accompanies this magnetic 
ordering. 
Two Gd-Mg solid solution polycrystal1ine alloys were measured in this 
study. The electrical resistivity of the Gd g^Mg sample (see Figure 
17) shows the typical behavior of a ferromagnetic material as can be seen 
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by comparing it to the curve for Gd shown in Figure 16. The electrical 
resistivity of the Gd ggMg sample of Figure 18 Indicates the presence 
of a periodic magnetic moment arrangement. Tb (8) and Dy (9), for example, 
show electrical resistivity increases of about 5 - 10% while the tempera­
ture is lowered through a 15 - 20°K ordering region and then the resistiv­
ity falls rapidly as the temperature is lowered further. The electrical 
resistivity of the Gd ggMg ^g alloy also increases about 5% as the tempera­
ture is lowered through an ordering region of approximately 200°K. On the 
basis of this measurement and the general shape of the Tb and Dy resistiv­
ity curves near the ordering temperature, we suggest that this sample has 
ordered in a periodic magnetic structure with the ordering temperature at 
approximately 180°K. 
There is also quantitative theoretical support for this interpreta­
tion. The 5% increase in resistivity corresponds to a calculation by 
Evenson (45) which indicates that the Fermi surface area of the heavy rare 
earth metals decreases by about 5% during this periodic ordering. There­
fore, a 5% increase in resistivity with decreasing temperature is taken as 
being strong evidence that a rare earth rich alloy has ordered in a perio­
dic structure, particularly since the same feature is used to indicate 
this ordering in the pure rare earth metals (8,9,10). 
The long ordering region in the alloy can probably be attributed to 
local ordering effects caused by inhomogeneities in the sample or by a 
sizable reduction in the mean free path of the conduction electrons which 
must mediate the indirect exchange interaction. 
To complete the argument it is necessary to show that the rigid-band 
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model is a valid description for this alloy system. On theoretical 
grounds, there is good reason to expect this model to hold for the Gd-Mg 
alloys because the symmetry of the atomic wave function is favorable. As 
mentioned earlier, the rigid-band model is expected to be valid when the 
bandwidths of the host and solute in the alloy are large enough so that 
the bands overlap. When this is the case, the conduction electrons of the 
solute will simply become part of the band structure of the solvent. The 
conduction electrons of Mg are s-electrons, which usually form wide bands, 
so it is expected that the s-bands of Mg and Gd will overlap and the Mg 
conduction electrons will become part of the s-electron band structure of 
Gd and the rigid-band model will hold for these alloys. 
This argument was extended in an earlier discussion by Stern (19) on 
the validity of the rigid-band model. As was pointed out there, the rigid-
band model is expected to be valid if the number of states below a con­
stant-shaped energy surface remains the same after the alloy is formed. 
This is an important requirement because the density of states curve and 
the total number of conduction electrons determines the Fermi level so a 
significant change in the density of states curve could considerably alter 
the Fermi surface even if the band structure near the Fermi level remained 
unchanged. The number of electron states below the Fermi level for Gd is 
very large because of the presence of d-bands. Mg has only s-bands 
below the Fermi level and, therefore, a small density of states in this 
region, so it is unlikely that adding Mg to Gd would significantly alter 
the total number of states below the Fermi level. From these theoretical 
arguments, it can then be concluded that the rigid-band model should be a 
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valid description for the Gd-Mg alloy system. 
This discussion by Stern indicates that there is a possibility that 
the rigid-band model may not be valid for the gadolinium alloys be­
cause of the thorium d-level s which contain a large density of states be­
low the Fermi level. These d-level s can act as centers for "virtual d-
bound states" in an alloy containing thorium, as discussed in detail by 
Friedel (46,47) in connection with alloys containing transition metals. 
The d-level of the thorium atom in the alloy is almost strong enough to 
have a d-bound state which means that d-electrons in the conduction band 
of the alloy will be strongly attracted by this potential forming a 
"virtual d-bound state." There is a large density of states associated 
with these "virtual d-bound states" which could significantly increase 
the total number of states below the Fermi level causing the rigid-band 
model to breakdown. 
There is, however, experimental evidence which indicates that the 
rigid-band model is valid for Gd-Mg and Gd-Th alloys measured in this 
study. This evidence is based on the determination of Ziman's R para­
meter and the Gortner-Nordheim (GN) plots. Ziman's R parameter, formula 
2.4, allows one to determine experimental 1 y the ratio of the area which 
the Fermi surface would have had if there had been n free electrons per 
atom forming a spherical surface in k-space to the actual Fermi surface 
area. To determine this parameter it is necessary to know the Debye 
temperature and the slope of the electrical resistivity versus tempera­
ture in the paramagnetic region. The Debye temperature was determined by 
a linear interpolation between the values for the pure metals. The slope 
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of the curve for resistivity versus temperature was determined directly 
from the data where possible. This slope was not well defined in the 
temperature interval over*which measurements were taken for the Gd-Mg and 
Gd-Th c-axis samples so the R parameter could not be determined for these 
samples. Table 1 lists the R parameter values for the Gd-Th and Y-Th 
basal plane alloys. This table indicates that the Fermi surface is ex­
panding as Th is added to Gd or Y as would be expected from the rigid-
band model. 
Table 1. Electronic parameters for Gd-Th and Y-Th alloys 
Alloy R S/Sfree 
Gd 26.7 .279 
Gd.95Th.05 21.9 .310 
Gd.goTh.]0 10.2 .456 
Y 85.5 .156 
Y.95^^.05 
66.2 
.179 
0
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46.0 .215 
The GN plot is shown in Figure 27. In this figure the total measured 
o A 
TEP of the alloy at T = 300 K is plotted against DJ/DJ the product of the 
inverse of the total measured electrical resistivity, and the alloy 
"ideal" resistivity also measured at T = 300°K, as suggested by the modi­
fied GN relation. 
Y-Th 
axis 
Gd-Th 
basal plane 
<r> 
o\ 
I 
P 300°K 
Figure 27. The modified Gortner-Nordhelm plots at 300°K for the Y-Th, Gd-Th, and Gd-Mg alloys. 
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A 
S = $2 + (Sj - Sg) —^ o (5o 1 ) 
Here is the so-called intrinsic TEP of the impurity in the host, Sj is 
the TEP of the pure metal, Q is the resistivity of the alloy, and 
A 
Oi = p - P2 where 's that part of the resistivity caused by impurity 
scattering. Values at 300°K were used since magnon and phonon-drag 
effects are expected to be zero at this temperature. The straight line 
connecting the data points for the Gd-Mg alloys is a definite indication 
that the rigid-band model is valid for these alloys since the GN relation 
is not valid for alloys not obeying the rigid-band model. The data for 
the Gd-Th alloy systems are connected by approximately straight lines and, 
therefore, there is also no significant departure from rigid-band behavior 
expected for these alloys. The Y-Th alloys, however, appear to deviate 
from rigid-band behavior. This could possibly be due to the presence of 
virtual d-bound states as discussed earlier. The success of this study, 
however, does not depend on having rigid-band behavior for these alloys, 
so there is no real need to determine the exact nature of their electronic 
structure. 
The straight lines (or lack of straight lines) connecting the data 
points is the only meaningful feature of these figures. The intercepts 
determine values for Sg and the slopes are related to Sj - Sg which is 
the change in TEP of the host caused by adding a particular impurity. At 
present, however, there is no theory which can be used to discuss the 
observed value for these terms. 
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B. Thermal Conductivity 
A first view of the thermal conductivity of the alloys does not 
appear to be particularly instructive, but if the electronic term is sub­
tracted by using the Wiedemann-Franz law, the resulting phonon plus mag-
non contribution and the electronic contribution show several distinct 
features as shown in Figure 28. The Wiedemann-Franz law has been con­
sidered to be valid at all temperatures even though this would normally 
be a gross simplification. This law is expected to be valid only when 
the electrons are scattered primarily by impurities or at high temperatures 
where the electron-phonon interaction can be considered to be elastic. 
This figure shows that the electronic component is greatly reduced in the 
alloys, as expected, and is linear in temperature over practically the 
entire temperature range which would indicate that impurities are the 
dominant scatterers of the electrons at all temperatures studied. The 
fact that the electronic thermal conduction is dominated by the electron-
impurity interaction is the justification for using the Wiedemann-Franz 
law over the entire temperature range. Notice that, as expected, this 
justification can not be made for pure metals. 
The phonon plus magnon thermal conductivity has a hump at low tempera­
tures and then falls off inversely proportional to temperature for a con­
siderable temperature range. The size of the hump is determined by the 
phonon-impurity interaction and the behavior at higher temperatures is 
governed by anharmonic coupling as discussed earlier and illustrated in 
Figure 8. The fact that the thermal conductivity of some of the alloys is 
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Figure 28. and K-K^ as a function of temperature for the basal plane Gd-Th and 
gadolinium (34) single crystals. 
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essentially temperature independent seems to be an accident resulting 
from the total thermal conductivity being the sum of a linearly decreasing 
phonon conductivity and a linearly increasing electron conductivity which 
is constant for this temperature range. (See Figure 28.) 
The low temperature, T < 20°K, phonon plus magnon thermal conductivity 
has been examined in detail in an attempt to observe magnon thermal con­
duction. Figures 29 and 30 show the tempers cure dependence of the low 
temperature phonon plus magnon thermal conduction by plotting the log of 
the conductivity versus the log of T so that the slope of the line is 
equal to the exponent of T. Several lines representing different powers 
of T have been drawn for comparison. These curves show a temperature 
3/2 
dependence of approximately T for the magnetic materials. 
If the dislocation density is large enough then the low temperature 
thermal conductivity will be dominated by the magnon and phonon-disloca-
tion interactions. Phonon-disiocation interactions would give rise to a 
2 
thermal conductivity proportional to T while magnon-dis location inter-
3/2 
actions would give rise to a term proportional to T (27). There is no 
3/2 
theory which predicts this T temperature dependence for the resulting 
thermal conductivity for any other magnon or phonon interactions. Al­
though Figures 29 and 30 indicate a sizable magnon thermal conduction 
limited by dislocation scattering, the temperature range is too short to 
be able to base a firm conclusion on this data. Perhaps extending the 
data to lower temperatures would be valuable in this respect. A Gd sample 
was strained in an attempt to increase the magnon-dis location scattering 
but the data was also inconclusive. 
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Figure 29, K-K^ as a function of temperature for the Gd-Th and 
gadolinium (34) single crystals. 
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Figure 30. K-K^ as a function of temperature for the Gd-Mg and 
Y-Th alloys. 
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C. Thermoelectric Power 
In the pure rare earth metals it is difficult to determine the cause 
for the complicated nature of the TEP. This could be caused by the topo­
graphy of the Fermi surface or by having two groups of carriers or by the 
influence of electrons scattering from one conduction band to the other. 
A study of the TEP of the rare earth alloys could possibly resolve this 
question. 
Any discussion on this point should explain the differences between 
the TEP of the alloys and the TEP of the pure metals. The differences 
caused by alloying are; 
(1) The magnitude of the high temperature, T > T , TEP is changed 
c 
by a1loying. 
(2) The Gd-Th alloys show a large magnon-drag peak which Gd does not. 
(3) The Gd-Mg alloys do not show any significant drag effects. 
(4) The TEP of the Y-Th alloys is almost zero for a considerable 
temperature range where the TEP of Y is quite large. 
The change in the magnitude of the TEP at high temperatures, T > T^, can 
be understood by considering the mcclified Gortner-Nordheim relation, 
A 
S = Sg + (S, - Sg) (5.1) 
and already discussed in this section. The diffusion TEP of the alloy is 
different from that of the pure metal because in the alloy the electrons 
are being scattered by an additional mechanism, namely electron-impurity 
scattering, which gives rise to the term S^, the so called intrinsic TEP 
of the solute in the host. 
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The large negative peaks in the TEP of the Gd-Th alloys. Figures 23 
and 24, are believed to be magnon-drag peaks. Several facts lead to this 
conclusion. The peaks are centered at 55°K which is approximately T^/5, 
the temperature predicted by theory for the maximum value of a magnon-
drag peak (13,48). Also, measurements were taken on two Gd g^Th basal 
plane samples. The sample labeled Gd ^^Th (I) (Figure 23) was measured 
first and was later discovered to have a very large concentration of 
gaseous impurities. The sample labeled Gd g^Th (II), (also Figure 23), 
which had a normal concentration of gaseous impurities, was then measured. 
The TEP data from both of these samples is shown in Figure 23 to illustrate 
the effect of impurities on the TEP of this alloy. The fact that the 
difference in the TEP of these two samples is largest at T^/5 and disap­
pears at the Curie temperature indicates that magnon scattering is the 
important interaction in determining the shape of these curves. 
The effect of magnon-impurity scattering can be seen by considering 
the expression for magnon-drag given by Bhandari et aj_. (49). 
1 
Sm = - 3^ E ^ a (a;K,K';G)A(o + G) ' V , (5.2) 
where is the group velocity of magnons, is the magnon equilibrium 
distribution, and N is the number of unit cells per unit volume. The 
magnon-electron interaction is represented by 
K' - t = a + G , (5.3) 
where K and a refer to electron and magnon wave Vectors, respectively, 
and G is a reciprocal lattice vector. a(cr;K,K';G) is the relative proba­
bility that a magnon a wi11 interact via the electron process K -• K' and 
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is given by 
- 1  
Vi 
where t is the relaxation time for the scattering of a magnon by an 
em 
electron via the process given by expression 5.3. T. refers to all mag­
non scattering processes not involving electrons (such as magnon-impurity 
and magnon-phonon processes). The expression for the phonon-drag TEP is 
exactly the same after making the appropriate changes in notation (48). 
In sample (I), then, is larger than it is in sample (II) which accounts 
for the lowering of the magnon-drag peak. If this peak was due to phonon-
drag TEP then the difference between the curves would disappear at the 
Debye temperature which is estimated to be about 150°K for this alloy. 
The Gd g^Th c-axis sample was strained by reducing its width by 5% 
-I 
in an attempt to introduce dislocations to increase and thereby re­
duce the magnon-drag TEP. As can be seen in Figure 24 this had the effect 
of increasing the magnitude of the peak. The only simple explanation for 
this result is that part of the total TEP in this region is due to a posi­
tive phonon-drag effect which was reduced more than the magnon-drag TEP 
was reduced by the increased dislocation density. The result could then 
be a larger negative value for the total TEP. This explanation seems 
reasonable since the difference in the two curves disappears at approxi­
mately the Debye temperature indicating that phonon interactions are 
causing the difference between the two curves. 
It still remains to be explained why the magnon-drag peaks are 
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present in the Gd-Th alloys and not in Gd, why the Gd-Mg alloys do not 
show any drag effects, and why the TEP of the Y-Th alloys is practically 
zero for a considerable temperature range. To do this, consider what 
changes have been made by forming the alloys. It has been concluded that 
the density of states at the Fermi level has not been significantly chang­
ed, and therefore, the s-d scattering should not have been effected since 
this depends on the density of states in each band. Alloying has, however, 
changed the relative number of carriers in each band and perhaps con­
siderably. 
Gd and Y have one d and two s-electrons in the conduction band, but 
because the d band is higher in energy than the s band, the d-electrons 
dominate the transport properties. By adding Th to these metals, one 
additional d-electron has been added for each Gd or Y atom removed while 
the number of s-electrons has remained the same. In the Gd-Th alloys, 
then, the number of d-electrons has been increased by up to ten percent. 
Now, if the magnon-drag effect is a result of magnon-d-electron inter­
actions, then these alloys could have a larger drag effect than the pure 
metal. In the Gd-Mg system d-electrons have been removed since Mg only 
contributes two s-electrons and no d-electrons. The drag effects in these 
alloys are considerably reduced from those in the pure metal. 
There are no magnetic moments in the Y-Th alloys so magnon-drag 
effects are not important. It is possible, however, that the TEP in these 
alloys is determined by the number of d-electrons in the conduction band. 
It was suggested that the Th atoms were centers for "virtual d-bound 
states" in these alloys which would mean that by forming the alloy the 
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effective number of d-electrons has been considerably reduced. If the 
d-electrons do indeed determine the TEP then this could explain the 
essentially zero TEP over a wide temperature range for these alloys. 
Although no firm conclusion can be made concerning the complicated 
nature of the TEP in the rare earth metals, the measurements on these 
alloys seem to suggest that the presence of two bands of carriers where 
the d-electrons are the important carriers is a significant consideration 
for the study of the TEP in these metals. 
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VI. SUMMARY 
This discussion can be summarized as follows. A periodic magnetic 
structure has been detected in the Gd ggMg alloy by observing a 5% in­
crease in the electrical resistivity with decreasing temperature, the 
same method used to detect periodic magnetic ordering in the pure rare 
earth metals. The magnitude of the resistivity change corresponds to the 
t 
calculated change in the Fermi surface area during this ordering process. 
The rigid-band model is believed, from theoretical considerations and ex­
perimental measurements, to hold for the Gd-Mg alloys. The Gd-Th alloys 
also show this behavior even though the theory suggests that this alloy 
system might not be accurately described by this model. The observed 
periodic magnetic ordering in the Gd ggMg alloy and the absence of this 
ordering in the other alloys is then strong evidence that the large nesting 
areas of the Fermi surface of the heavy rare earths are the features which 
are necessary for the existence of a periodic magnetic state. 
Additional data should be taken to support the conclusions of this 
study. Magnetic data should be taken to confirm the existence of this 
magnetic ordering since in this study the presence of this ordering was 
based on the observation of a secondary effect, namely the change in re­
sistivity presumably due to the change in Fermi surface area. Also, the R 
parameter, which indicates the validity of the rigid-band model, should be 
determined for the Gd-Mg alloys by extending the resistivity measurements 
to higher temperatures. 
Magnon thermal conduction is indicated by the observed temperature 
dependence of the magnon plus phonon thermal conductivity below about lO^K. 
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The temperature range over which this is observed, however, is too short 
to allow for a firm conclusion to be based on the data. 
The TEP measurements indicate the presence of large magnon-drag 
effects in the Gd-Th alloys which are not present in the pure metal. From 
this effect and other differences between the TEP of the alloys and pure 
metals we suggest that the d-electrons are responsible for the unusual TEP 
of Gd and Y. 
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IX. APPENDIX 
A. Sample Dimensions 
The length, height, width, and cross-sectional area of all of the 
samples used in this study are listed in Table 2. 
Table 2. Sample dimensions and cross-sectional areas 
Sample Length 
(cm) 
Height 
(mm) 
Width 
(mm) 
Cross-sectional 
Area (mm) 
Gd.95^^.05 (b) 0.877 2.664 2.479 6.604 
Gd'95^^.05 (c) 1.198 2.576 2.855 7.354 
Gd.90Th.10 (a) 0.939 1.684 2.314 3.897 
Gd.90^^.10 (c) 1.019 3.360 3.780 12.701 
Gd.94M9.O6 (poly) 1.296 2.677 2.748 7.356 
Gd.88M9.i2 (poly) 1.454 2.906 2.799 8.134 
Y.95^^.05 
(a) 1.010 2.723 2.814 7.663 
Y.go^h.10 (b) 1.181 3.030 3.249 9.844 
B. Sample Impurities 
The gaseous impurities were determined by vacuum fusion analysis and 
the other impurities by emission spectroscopy analysis. Only the im­
purities which are present in a quantity of at least 100 ppm by weight 
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in the alloy are recorded. 
Table 3. Sample impurities 
Impurities Gd-Th alloys" Gd-Mg alloys Y-Th alloys 
0 118 167 
Ta < 200 1000 < 500 
W < 300 
Y « 500 < 500 
Sm < 200 
Tb < 500 
Ho < 200 < 200 
"Sample labeled Gd g^Th b-axis (I) had IO8O ppm oxygen, 90 ppm 
hydrogen, and 114 ppm nitrogen as determined by vacuum fusion analysis. 
The impurities in the other Gd-Th alloys are given by the values in the 
table. 
C. Tabulation of Electrical Resistivity Data 
The resistivities are recorded in units of pD-cm and the temperatures 
- 0|/ 
are in K. 
Table 4. Experimental data for the Gd g^Th b-axis crystal 
0 T 0 T p T 
35.71 5.8 35.88 10.7 36.57 16.1 
35.75 7.4 36.02 12.3 37.30 19.1 
35.82 9.3 36.26 14.3 38.72 23.6 
86 
Table 4. (Continued) 
P T P T P T 
40.39 27.8 103.30 144.7 136.97 272.1 
42,96 32.9 109.76 160.0 137.14 274. 1 
45.98 37.8 114.70 175.2 137.30 276.1 
48.10 41.3 119.52 190.3 137.44 278.0 
50.50 45.2 123.73 205.4 137.58 280.0 
49.10 43.0 127.59 220.8 137.81 283.1 
52.91 49.0 130.67 235.1 137.99 286.0 
56.10 54.1 132.64 245.4 138.29 289.8 
59.82 60.0 133.55 250.4 138.61 295.0 
64.31 67.3 134.34 255.5 138.96 300.1 
68.75 74.5 135.10 260.2 139.67 310.0 
74.55 84.7 135.57 263.0 140.43 320.2 
82.73 100.0 136.08 266.2 141.45 335.1 
90.10 114.9 136.38 268.0 
97.01 129.9 136.72 270.1 
Table 5. Experimental data for the Gd.95^^.05 c-axis crystal 
P I P T P T 
31.03 5.5 32.85 20.0 60.10 70.8 
31.08 6.9 33.50 22.0 64.80 79.8 
31.09 8.0 32.83 20.1 63.78 77.8 
31.17 9.0 34.51 25.0 72.47 95.4 
31.21 10.1 37.03 30.1 78.93 109.5 
31.27 11.0 40.73 37.2 85.15 124.0 
31.34 12.0 45.29 45.0 90.98 138.7 
31.60 14.0 49.26 51.9 96.82 154.4 
31.92 16.0 47.91 49.6 101.85 169.3 
32.31 18.0 54.61 61.0 106.66 185.3 
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Table 5. (Conti nued) 
P T P T P T 
110.54 200.4 117.27 250,3 114.86 290.4 
113.70 215.6 117.32 255.4 114.28 305,8 
115.95 230.8 117.17 260.6 114.08 320.2 
116.29 233.8 116.91 265.7 114.13 335,1 
116.73 239.0 116.47 271.0 
117.10 245.2 115.96 276.0 
Table 6. Experimental data for the go^h.]0 a-axis crystal 
0 T P T P T 
61.67 4.5 77.07 48.7 120.59 200.1 
61.67 7.0 82.80 60.1 121.00 204.8 
61.86 9.0 87.50 70.3 121.35 210.4 
62.10 11.0 91.69 80.0 121.76 214.4 
62.32 13.0 92.32 78.0 122.09 220.0 
62.67 15.0 96.75 89.7 122,30 224.4 
63.08 17.0 101.90 104.8 122.88 240.3 
63.58 19.0 106.47 120.0 123.21 254.9 
64.18 21.0 110.20 135.3 123,53 270.2 
63.82 20.6 113.44 150.2 123.97 284.8 
65.95 26.2 116.10 165.5 124.55 300.4 
68.50 31.9 118.13 179.9 125.13 314.7 
71.84 38.6 119.90 195.3 125.71 330.0 
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Table ?• Experimental data for the Gd.90Th.10 c-axis crystal 
P T P T P T 
56.85 5.6 70.11 43.8 115.65 205.5 
56.85 8.1 71.70 46.7 115.83 210.8 
56.92 9.4 73.49 50.1 115.96 214.4 
57.15 11.8 75.12 53.3 115.94 219.9 
57.28 13.0 76.61 56.1 115.91 225.3 
57.62 15.3 78.89 60.6 115.80 230.0 
58.03 17.1 80.72 64.3 115.66 234.8 
58.46 18.7 82.59 68.4 115.30 240.2 
58.73 19.9 84.56 72.8 114.17 254.8 
59.00 20.6 86.15 76.4 114.02 257.3 
59.41 21.9 87.88 80.6 113.88 259.5 
60.13 23.8 86.68 77.6 113.76 261.7 
61.16 26.1 92.08 91.3 113.63 264.0 
62.13 28.3 96.93 105.4 113.38 270.8 
62.95 30.1 101.50 120.3 113.18 279.8 
64.21 32.7 105.38 135.1 113.21 295.7 
64.58 33.4 J 08.77 150.4 113.40 310.5 
65.96 35.9 111.52 165.7 113.73 323.0 
67.17 38.4 113.63 181.0 114.13 334.6 
68.62 41.2 115.01 195.2 
Table 8. Experimental data for the Gd. 94^9.06 sample 
P T P T P T 
113.71 5.7 113.91 11.8 116.52 28.9 
113.78 6.8 114.02 13.8 117.64 33.2 
113.78 7.7 114.31 16.8 119.00 38.1 
113.81 8.7 114.71 19.8 120.05 42.0 
113.82 9.8 115.65 25.3 121.92 47.7 
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Table 8. (Continued) 
P T P T P T 
120.98 44.7 145.36 141.1 153.74 260.3 
124.29 55.3 147.62 154.7 153.43 275.7 
127.39 65.3 149.79 170.1 153.30 290.2 
131.57 79.6 151.46 184.2 153.40 305.0 
129.34 71.9 152.90 200.4 153.94 320.5 
135.78 95.4 153.85 215.4 153.77 334.8 
139.36 110.4 154.30 230.1 
142.57 125.4 154.29 245.5 
Table 9- Experimental data for the 6^.88^9.12 sample 
P T P T P T 
181.18 5.0 182.30 55.2 179.27 164.4 
181.04 7.0 182.51 65.1 178.22 180.1 
180.97 9.0 182.60 69.0 177.05 195.2 
180.87 11.0 182.66 73.4 176.08 210.3 
180.83 14.0 182.67 77.4 175-42 225.6 
180.94 17.0 182.69 82.5 174.99 240.2 
180.97 20.1 182.63 87.1 174.86 255.6 
181.02 24.0 182.53 90.4 174-81 270.4 
181.18 28.1 181.90 104.8 174.89 285.4 
181.38 33.6 181.58 119.3 175.02 300.8 
181.57 39.1 180.97 134.0 175.26 315.8 
181.92 47.1 180.25 148.6 175.52 331.0 
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Table 10. Experimental data for the Y orTh _,c a-axis crystal 
• vv ® Up 
63» 60 4.9 66.41 36.2 90.32 149.5 
63.58 5.9 67.14 40.0 94.27 169.8 
63.62 6.9 68.13 43.7 98.13 190.3 
63.63 9.0 69.04 47.9 101.83 210.5 
63.63 10.1 70.06 52.3 105.22 230.8 
63.67 12.0 71.51 58,7 108.60 250.3 
63.64 16.0 72.76 65.5 112.11 270.8 
64.26 20.0 75.43 77.4 115.40 290.3 
64.70 24.1 78.34 90.3 118.79 310.9 
65.23 27.5 82.42 109.2 
65.64 32.1 86.50 129.0 
Table 11. Experimental data for the Y.goTh.io b-axis crystal 
P T P T P T 
107.74 4.9 107.51 27.0 117.00 90.3 
107.57 6.0 107.30 20.7 119.07 105.1 
107.49 7.0 107.59 26.2 121.13 119.7 
107.37 9.0 107.78 29.8 123.86 139.7 
107.33 11.0 108.49 35.6 126.33 159.8 
107.24 13.0 109.09 40.1 128.87 179.9 
107.02 15.3 110.23 47.7 131.31 200.1 
107.11 16.9 111.51 55.7 133.71 220.4 
107.10 19.0 112.78 64.0 136.05 240.4 
107.16 21.0 114.12 72.5 137.99 259.7 
107.27 23.0 115.30 80.1 140.28 280.4 
107.36 25.1 115.03 77.3 142.53 301.0 
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D. Tabulation of Thermoelectric Power and 
Thermal Conductivity Data 
The thermoelectric power data is recorded in units of n volts/°K, 
the thermal conductivity data is in units of milliwatts/cm - and the 
temperatures are in °K. 
Table 12, Experimental data for the Gd ^Th b-axis crystal 
S K T S K T 
- 1.001 15.4 5.8 -8.625 66.4 101.0 
- 1.221 17.6 6.4 -7.944 66.2 114.6 
- 1.631 21.6 7.5 -7.218 67.1 130.1 
- 2.414 27.5 9.4 -6.533 66.7 144.9 
- 3.323 33.6 11.5 -5,843 67.1 159.8 
- 4.276 39.8 13.6 -5.064 66.3 176.0 
- 5.007 44.0 15.6 -4.488 66.7 190.8 
- 5.876 48.6 17.6 -3.829 66.9 206.0 
- 6.527 51.5 19.6 -3.201 67.0 220.2 
- 7.402 55.4 22.6 -2.585 66.8 235.2 
- 8.216 58.8 25.7 -2.019 66.8 250.3 
- 9.166 62.7 30.6 -1.618 66.6 261.1 
- 9.839 65.8 35.6 -1.437 66.5 266.1 
-10.399 66.6 40.7 -1.259 67.0 270.9 
-lOt 596 67.0 45.7 -1.192 67.4 274.0 
-10. 752 67.8 50.7 -1.146 67.3 277.0 
-10.539 66.4 46.1 -1.077 68.0 281.5 
-10.739 67.6 55.5 -0.934 69.1 290.8 
-10.500 68.4 64.9 -0.734 71.8 305.4 
-10.085 68.9 74.9 -0.539 73.2 320.5 
- 9.360 66.2 84.9 - 0,3 76 73.4 336.0 
"This sample is labeled Gd g^Th gg b-axis (II) in Figure 23 • 
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Table 13. Experimental data for the Gd ggTh c-axis crystal 
S K T S K T 
- 0.984 21.9 5.7 -7.870 78.3 85.6 
- 1.125 23.7 6.5 -6.567 77.8 100.8 
- 1.408 27.5 7.4 
-5.393 78.5 115.2 
- 2.078 34.1 9.5 -4.365 77-5 129.7 
- 2.961 41.1 11.5 -3.442 78.3 144.3 
- 3.901 48.3 13.6 
-2.533 77.6 160.1 
- 4.654 52.7 15.6 -1.801 77.8 175.0 
- 5.555 57.6 17.7 -1.108 78.1 191.8 
- 6.288 61.0 19.6 - 0.63 9 77.9 205.1 
- 7.397 65.8 22.7 -0.264 78.1 220.4 
- 8.169 68.1 25.3 -0.019 79.0 235.7 
- 9.480 72.8 30.6 0.076 79.7 244.9 
-10.153 74.8 35.5 0.089 80.0 250.1 
-10.688 77.1 40.9 0.098 82.0 255.6 
-10.843 77.9 45.2 0.080 83.1 260.6 
-10.642 78.0 51.5 0.036 83.3 265.7 
-10.950 79.2 43.7 -0.008 84.8 275.8 
-10.482 79.3 55.9 0.041 88.3 292.0 
- 9.801 80.0 65.6 0.176 91.4 311.9 
- 8.843 79.2 75«1 0.306 91.8 330.4 
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Table 14. Experimental data for the Gd ggTh ^ g a-axis crystal 
S K T S K T 
-0.672 9.3 5.4 -4.411 56.3 105.1 
-0. 768 9.1 7.4 -3.681 56.9 120.6 
-1.393 14.3 9.5 -2.981 56.7 135.2 
-2.129-•- 19.1 12.4 -2.500 58.9 150.1 
-2.854 25.5 15.5 -2.027 59.2 164.0 
-3.191 27.7 18.6 -1.540 61.6 180.1 
-3.729 31.2 21.4 -1.151 62.4 195.9 
-4.129 34.0 24.6 -0.940 62.8 205.4 
-4.594 37.3 27.5 -0.764 63.2 215.1 
-4.004 33.2 21.1 -0.695 64.1 220.2 
-4.684 37.3 26.8 -0.616 64.7 225.1 
-5.155 39.9 32.7 -0.497 65.4 235.3 
-5.580 43.4 40.2 -0.391 67.1 250.2 
-6.369 49.5 49.8 -0.284 69.7 269.2 
-6.294 52.8 60.1 -0.140 72.9 290.6 
-5.907 53.5 70.1 -0.025 75.4 309.7 
-5.661 53.3 77.8 0.127 76.3 330.0 
-5.119 56.3 90.7 
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Table 15* Experimental data for the Gd gqTh 0-3X1 S crystal 
S K T s K T 
-a38o 11.5 5.1 -Oo 620 61.8 185.4 
-0.953 18.0 7.2 -0.270 63.5 200.9 
-1.359 21.6 8.7 -0.004 65.1 215.1 
-2.237 28.0 11.2 0.173 68,1 230.4 
-3.020 33.1 14.2 0.063 65.9 220.3 
-3.574 36.3 16.9 0.116 66.7 225.4 
-4.444 40.6 20.5 0.184 67.9 232.4 
-4.723 40.1 20.7 0.197 68.9 236.0 
-5.092 41.3 23.3 0.258 69.2 240.6 
-5.577 43.1 27.2 0.251 70.1 245.7 
-6.226 46.4 31.4 0.286 71.3 250.8 
-6.628 48.5 35.0 0.294 72.9 255.9 
-7.113 49.1 40.3 0.3 06 73.9 260.0 
-7.320 50.7 48.4 0.328 73,7 263.2 
-7.109 52.0 56.7 0.347 74,7 266.2 
-6.790 53.0 64.1 0.373 75.7 269.3 
-6.280 52.5 71.8 0.386 76.2 272.4 
-5.721 53.1 80.3 0.396 77.4 275.5 
-5.174 53.5 88.8 0.422 78.2 279.6 
-5.908 52.4 77.9 0.466 79.8 285.7 
-4.668 54.3 96.4 0.495 81.0 290.8 
-3.788 55.1 110.1 0.528 81.7 295.0 
-3.011 55.7 124.8 0.570 83.0 300.1 
-2.294 57.3 139.3 0.618 85.1 305.3 
-1.629 57.9 155.0 0.728 88» 5 320.8 
-1.088 60.2 169.8 0.840 89.5 335.1 
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Table 16. Experimental data for the Gd sample 
S K T S 
-0.239 9.6 5.5 -2.904 42.6 75.7 
-0,368 12.2 6.2 
-3.095 43.6 90.3 
-0.489 13.8 7.1 -3.105 43.6 105.7 
-0.690 16.9 8.3 -3.031 44.8 121.0 
-0.999 20.8 10.4 -2.891 44.8 136.3 
-1.238 24.9 12.6 -2.632 45.4 151.6 
-1.330 28.5 14,9 -2.307 47.1 170.6 
-1.384 31.3 17.1 -1.992 47.8 185.7 
-1.469 34.8 21.0 -1.738 48.3 200.1 
-1.543 37.4 25.7 -1.471 49.3 216.7 
-1.722 39.2 30.4 -1.375 49.7 230.5 
-1.848 40.7 34.9 -1.322 50.1 245.8 
-2.034 42.1 39.4 -1.243 51.9 261.2 
-2.292 42.0 45.4 -1.156 53.3 275.6 
-2.483 42.5 51.2 -1.043 54.3 291.4 
-2.306 41.5 45.7 -0.946 55.3 305.4 
-2.613 42.9 55.5 -0.814 -56; 2 326.2 
-2.793 43.6 65.8 
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Table 17« Experimental data for the Gd ggMg ^2 sample 
S K I  S  K  T  
a 105 13.0 5.2 -1.462 28.6 72.9 
0.03'- 13.0 6.3 -1.560 29.4 77.7 
-0.043 14.0 7.4 -1.607 29.6 83.2 
-0.223 16.0 9.4 -1.617 29.3 87.5 
-0.382 17.8 11.5 -1.631 30.0 95.9 
-0.415 19.6 13.7 -1.599 31.0 110.3 
-0.388 20.9 15.6 -1.547 31.9 124.7 
-0.375 22.1 17.7 -1.438 33.3 140.1 
-0.369 23.7 20.8 -1.301 34,8 154.8 
-0.439 25.3 24.7 -1.191 35.9 169.8 
-0.504 26.6 28.8 -1.138 38.2 190.0 
-O.66O 26.9 33.5 -1.123 40.8 210.3 
-0.821 27.9 38.9 -1.056 42.8 230.7 
-1.144 28.0 48.8 -0.982 45.2 250.1 
-1.018 28.3 46.1 
-0.893 47.4 270.6 
-1.267 29.3 55.5 -0.801 48.6 290.5 
-1.329 28.8 60.9 -0.635 49.7 320.2 
-1.403 28.8 67.5 
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Table 18. Experimental data for the Y _[Th „ a-axis crystal 
o yi) o U3 
s K T S K T 
0.420 11.8 5.3 -0.675 49.9 74.7 
&364 12.0 6.4 -0.663 51.5 80.7 
0.317 13.2 7.4 -0.586 55.3 95.6 
0.202 17.4 10.3 -0.420 58.2 110.9 
0.215 21.1 13.6 -0.253 61.5 124.5 
0.380 24.0 16.7 -0.024 64.1 140.3 
O.5O8 27.5 20.7 0.287 67.0 159.8 
a 509 31.0 24.7 0.588 70.7 179.8 
0.415 32.2 28.7 0.868 71.8 199.8 
0.204 36.3 34.7 1.131 74.6 220.1 
-0.111 39.6 42.4 1.370 77.1 240.5 
-0.396 42.8 50.7 1.601 77.8 260.0 
-0.290 42.0 45.6 1.794 81.5 281.2 
-0. 626 47.1 60.6 1.995 82.4 301.2 
Table 19. Experimental data for the Y ggTh JQ b-axis crystal 
S K T S K T 
&3I0 7.5 5.3 -0.024 35.3 76.1 
0.241 8.6 6.4 -0.095 34.7 77.8 
0.202 10.1 7.4 -0.061 36.5 90.9 
0. 100 12.5 9.6 0.038 39.1 105.2 
0.020 13.8 11.1 0.163 42.0 119.9 
0.092 16.9 13.7 0.351 44.6 139.3 
0.177 18.1 15.6 0.568 46.7 158.9 
0.271 19.5 17.6 0.789 50.3 180.2 
0.359 20.6 19.7 0.975 52.9 200.2 
0.396 22.6 21.8 1.184 55.4 220.4 
0.421 23.3 23.7 1.404 58.2 241.0 
0.390 25.4 28.7 1.608 61.4 260.2 
0.296 27.3 34.7 1.796 63.8 281.4 
0.129 29.0 42.3 1.774 64.2 280.5 
-0.015 3 1 . 1  50.6 1.855 65.7 290.8 
-0.082 33.0 58.7 1.954 66.9 301.2 
0.088 30.3 45.4 2.040 67.8 311.5 
-0.054 32.2 55.8 2.150 68.2 326.0 
-0.064 33.8 65.5 
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Table 20. Experimental data for the b-axis (1) crystal 
S T S T S T 
-0.501 5.3 -8.146 48.5 -3.218 210.0 
-1.268 8.1 
-8.415 56.7 -2.650 225.3 
-1.878 10.1 - 80 486 64.0 -2.168 240.6 
-2.631 12.6 
-8.294 72,2 -1.729 254.9 
-3.268 15.2 -8.150 77.6 -1.553 260.0 
-4.039 17.9 -8.097 80.4 -1.400 265.2 
-4.544 20.1 
-7.836 90.8 -1.263 270.3 
-5.015 22.4 -7.268 105.3 -1.196 275.4 
-5.474 25.3 -6.632 119.7 -1.098 280.6 
-4.334 20.8 -6.074 135.3 -1.033 285.7 
-5.565 26.1 -5.508 150.0 -0.851 300.2 
-6.242 30.4 -4.904 165.1 -0.689 315.6 
-7.013 35.0 -4.339 179.9 -0.511 335.2 
-7.513 40.1 -3.744 195.0 
Table 21. Experimental data for the Gd.95Th.05 c-axis (strained) crystal 
S T S T S T 
-a 703 5.8 - 3.160 11.6 -7.663 90.4 
-0.591 5.5 - 3.534 12.5 -5.058 120.8 
-0.842 6.1 - 4.538 14.6 -2.520 161.2 
-0.947 6.5 - 5.899 17.6 -0.826 200.9 
-1.241 7.3 - 8.644 24.7 0.038 240.5 
-1.407 7.8 -10.481 33.2 0.977 250.8 
-1.697 8.5 -11.046 44.8 0.452 261.1 
-2.025 9.3 -10.871 55.6 -0.048 270.4 
-2.221 9.8 -10.008 66.1 - 0.058 281.2 
-2.466 10.3 - 9.105 75.7 0.140 321.3 
1 0 0  
E. Discussion of Errors 
The electrical resistivity is computed from 
p = (~^ ) "L • (9*1) 
The fractional error is given by 
as discussed by Young (50, p. 99)° The relative error is determined by 
the first two terms in the brackets. The voltage, V, was measured to 
within 0.10% at low temperatures where the resistivity was small and to 
within 0.005% at high temperatures. The current was stable to 0.007% 
during the period of a measurement. The maximum relative error in the 
electrical resistivity measurement is then about 0.10%. Thermal voltages 
were eliminated by reversing the current. 
The length, L, of the sample was measured to within 1%. The cross-
sectional area. A, was measured to within 4%. The ratio L/A is, there­
fore, known to within about 4%, The absolute error in the resistivity 
measurements i s then about 4%. 
The temperature gradient is computed from 
~ A^AC ^  ^ AC ' 
where i s the sum of the measured output of the comparator and the 
zero temperature difference correction. is the thermocouple sensi­
tivity. The maximum error in AT  occurs in the temperature region 20 to 
30°K. In this region is small for both thermocouples and, therefore. 
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also small. Thîs maximum fractional error in AT  is about 2% and 
reduces to about 1% at higher temperatures. 
The relative thermoelectric power is determined by 
^AX ~ A^AX / AT . (9.^) 
The absolute thermoelectric power is determined by 
At low temperatures, T < 20°K, the error in is considerable because 
the thermal voltages are large and the measured value for is small. 
This error could be as large as 10%. However, during the calibration to 
determine the thermal s were also present and, therefore, the error 
caused by the thermal s in the absolute thermoelectric power is virtually 
eliminated. The absolute error in is estimated to be 10% for T < 10°K 
where is small and gradually decreases to 2% at higher temperatures 
where is larger and AT  is known more accurately. The lack of scatter 
in the data indicates that the relative error in is less than 1%. 
The thermal conductivity is computed by 
K» . (9.6) 
and the fractional error is given by 
1 / 2  
• (9.7) 
The relative error is determined by the first two terms in the brackets 
while all of the terms determine the absolute error. Q, is the power 
flowing through the sample and is given by 
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Q, = P - AP 
where P is the measured joule heating produced in the gradient heater and 
ûP ÎS the power lost through conduction by the lead wires and through 
radiation. P was measured to within 0.5%» The error in the determination 
of the radiation losses is estimated to be 2% at about 100°K and increases 
to about 4% at higher temperatures where the radiation losses are a 
considerable fraction of the power supplied to the gradient heater. Thus, 
Q is known to within 2 - 4%. 
The other terms In Equation 9» 7 have already been discussed. The 
relative error in K Is, then, about 4% and the absolute error Is 5 - 6%. 
F. Magnetic Susceptibility Measurements 
Magnetic susceptibility measurements on the Gd ggMg ^^ sample indicate 
that this sample orders in a periodic magnetic moment arrangement as 
suggested in this study. Figure 31 shows the magnetic moment per Gd atom 
for this sample and for a polycrystal1ine Gd sample for temperatures be­
tween 100°K and 300°K. We interpret this data as showing that the 
Gd ggMg J2 siloy orders in a conical ferromagnetic arrangement at 190°K. 
Below this temperature the moments are believed to lie on a cone about the 
c-axis producing a susceptibility which is zero in the basal plane and has 
a c-axis value which depends on the angle between the moment and the c-
axis. The increasing susceptibility as the temperature is lowered from 
190°K is probably due to a gradually decreasing angle between the c-axis 
and the moment direction. 
The susceptibility measurements were taken by a ballistic 
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galvanometer method. The sample was placed in the core of a pick-up coil 
in the presence of a weak magnetic field and then rapidly removed from 
the coil causing an induced voltage which was measured by a ballistic 
galvanometer. A straightforward analysis of a circuit consisting of a 
shunted galvanometer and a pick-up coil in series will show that the 
magnetic moment per atom, M, of the sample producing the induced voltage 
is related to the galvanometer deflection, d, the resistance of the pick­
up coil and shunt, a and p, the length of the sample, L, and the mass of 
the sample, m. The relation is given by 
d (CT + p) 
M a 
L m 
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Figure 31. Magnetic moment per gadolinium atom as a function of temperature for the 
polycrystal 1 ine Gd ggMg Gd samples. 
