Abstract
Introduction
Data streams are ordered sequences of vast continuous data that can be read/accessed only once or a small number of times. Sources of data streams are ubiquitous in daily life. Network intrusion detection systems handle computer network data streams as one of its applications. Currently used intrusion detection systems are classified into two major categories: signature based and anomaly based. A signature recognition system, such as Bro [18] or SNORT [21] , operates in much the same way as a virus scanner by searching for a known identity or signature for each specific intrusion event. In contrast, an anomaly detection system such as SPADE [26] , NIDES [1] , ADAM [2] , or PHAD [14] builds a model of normal traffic and detects deviations from the normal model. A large departure of any traffic from the normal model is likely to be anomalous. An extensive review of various approaches to novelty detection can be found in [15, 16] .
An ingredient to the success of any intrusion detection system is a set of meaningful features that are extracted from a data stream of network traffic. The features can be quantitative or qualitative. That is, the data can have any scales of measurement, nominal or ordinal scales for qualitative features, and interval scales for quantitative features. As an example, network traffic data may consist of features such as the protocol type in nominal scales, user authorization level in ordinal scales, and package size in interval scales. A feature measured in nominal or ordinal scales can take on numerical or non-numerical values. For nominal scales, the numbers only indicate the category and serve as the names or labels to distinguish one category from another with no orders involved. Which number is assigned to which category is completely arbitrary. On the other hand, in ordinal scales, a feature has the values that indicate not only the category but also the magnitude. The categories have a fixed a priori order that can be ranked. However, if numerical values are used, the distance between scale points need not be equal. In contrast, a quantitative feature in interval scales has numerical values on a well-defined scale, either discrete or continuous, which tells the magnitude with the property of an equal distance. The difference between the scale points is interpreted as the distance between cases on that feature [27] .
Some intrusion detection methods process qualitative data naturally, e.g., k-nearest neighbor and decision tree algorithm; while some methods only work with quantitative data, e.g., the methods based on some distance measures and the principal component classifier (PCC) [24, 25] . For those methods in the latter group, qualitative data need to be transformed to numerical values prior to the analysis. Many approaches to quantify qualitative variables have been proposed in the literature. It can be as simple as mapping each category to sequential integer values [10] or converting the name of a category to a decimal number by adding the ASCII values of all its characters [12] . Some researchers go one step further, after getting the integer values for all categories, by implementing scaling. For instance, the nominal values are mapped into integer values ranging from 0 to C-1, where C is the number of categories the nominal feature has. Then each feature is linearly scaled to the range [0.0, 1.0] [22] .
Despite the simplicity, there are some criticisms to the aforementioned approaches. Since the categories of a nominal feature are merely labels with no fixed order, the different ordering of the categories will lead to different numerical values for each category. Besides, even with features measured in ordinal scales, assuming an equal distance or a linear scale usually is not sensible. A more preferable method in statistical analysis to quantify the categories of a qualitative variable is to employ the indicator or dummy variables. Indicator variables convert qualitative information into quantitative information by means of a binary coding scheme [17] .
The scaling of qualitative variables inevitably affects the validity of the results from an intrusion detection method. It is our interest in this paper to explore the use of a scaling method from multiple correspondence analysis (MCA) in the intrusion detection problem. Simple correspondence analysis (CA) is typically used as a graphical technique to study the association of two qualitative variables in a twoway contingency table [6] . The extension of simple CA to more than two qualitative variables case is called MCA. We will examine the effectiveness of MCA as compared to the indicator variable approach in dealing with non-numeric data for some intrusion detection methods. Specifically, we will enhance the ability of the PCC method to handle all types of data. As the method constructs a classifier from principal components, it requires data to be numeric. The experiments with PCC conducted in [24] demonstrated its good performance with numeric features. The method has high detection rates and low false alarms, and does not need to make any distributional assumption on data. It is expected that the additional information on traffic behaviors contained in other non-numeric features, when properly used, will increase the accuracy of the detection further.
The organization of the paper is as follows. Section 2 discusses the application of the indicator variables and the algebraic development of correspondence analysis. The use of MCA as a scaling technique for nominal features is illustrated through a set of experiments with the PCC scheme and another anomaly detection method based on the Canberra metric. Section 3 describes the experimental setting in details and provides an overview of these two detection methods. The results of the experiments are summarized and discussed in Section 4. Section 5 concludes our study.
Handling Nominal Features
Nominal features are common in network traffic data stream. However, many intrusion detection methods, particularly statistical based, are designed for numerical data. In order for these methods to utilize information from nominal features in detection, some coding schemes or transformations are exploited. We consider two approaches in this study, namely indicator variables and the multiple correspondence analysis.
Indicator (Dummy) Variables
There are many different but equivalent ways to quantitatively identify the categories of a nominal feature. The most familiar coding scheme is the binary coding which simply uses a 1 to indicate the occurrence of a category of interest and a 0 to indicate its nonoccurrence [17] . Accordingly, for a nominal feature with C distinct categories, a set of C indicator variables can be generated.
1 if the category is 1 0 otherwise
. .
Since the C indicator variables are linearly dependent, any C-1 out of the C variables sufficiently identify a category. It is not unusual to find some nominal features in network traffic having a large number of different categories. The conversion of these features to indicator variables will increase the dimensionality of data greatly. Thus, it is helpful to reduce the number of categories by grouping similar values into a few numbers of essential categories before creating indicator variables. Some clustering techniques may be used to achieve this purpose.
Correspondence Analysis
Categorical data come from the population that has a discrete distribution and require a different type of analysis from continuous data. In the analysis of the categorical data, typically, the first step is to crosstabulate the data and to present the frequencies or counts in a two-way or multiway contingency table. An exploratory technique called correspondence analysis (CA) is designed to analyze the correspondence between the rows and columns of a contingency table with the objective to represent the associations in the table in a low-dimensional space. The singular value decomposition (SVD) is utilized to analyze the data matrix in CA. The outcome of such an analysis is usually a pair of bivariate plots superimposed on one another showing the spatial relationships among the categories of categorical variables. In essence, it is a weighted form of principal component analysis that is appropriate for frequency or categorical data [23] .
Using the case of two qualitative variables as described in [8] , let N be an I × J two-way contingency table whose (i, j) entry is n ij , and then the rows and columns of N correspond to different categories of two variables. Let I ≥ J and assume that N is of full column rank J. The correspondence matrix P is defined as P = be the vectors of row and column sums of P, and D r and D c be the diagonal matrices whose diagonal entries are the elements of r and c respectively. Then P − rc can be viewed as the matrix of the residuals when fitting the independence model to P, and the scaled matrix P * can be constructed as shown in Equation 1, where rank(P * ) = rank(P − rc ) ≤ J − 1.
CA is based on the generalized SVD of P − rc , which is equivalent to SVD of P * [9] . Let U and V be two orthogonal matrices, and Λ be a diagonal matrix that contains the singular values ordered from largest to smallest
* can be represented as given in Equation 2.
If we defineŨ = D From Equations 1 and 2, the SVD of P − rc can be expressed as shown in Equation 3 , where the columns ofŨ define the principal axes for the points representing the column profiles of P, and the columns ofṼ define the principal axes for the points representing the row profiles of P. These lead to the end-products of CA. That is, the coordinates of the row and column profiles are given in Equations 4 and 5, respectively.
The coordinate pairs of the row (or column) points in the best two-dimensional representation of the data are in the first two columns of Y (or Z), and produce one bivariate plot in which each row (or column) category is plotted. The two pairs of dimensions (one for the row profiles and one for the column profiles) are merely a scaling of the row and column categories. Therefore, CA can be regarded as a scaling method that determines the scales when the amount of variation explained among profile deviations is maximized.
However, SVD can only be used in simple CA with twoway tables, but in a general case when the table is of a higher dimension than two, SVD will not directly work on N. Instead, it will be applied to the indicator matrix B of size [n × (I + J)] as defined in [6] . In B, its rows correspond to the observations; while its first I (or last J) columns are the indicator variables corresponding to the categories of the row (or column) variable of N. For each observation, the value 1 is assigned to the indicator column for each qualitative variable; whereas the remaining indicator columns in that row are zeroes. Greenacre noted the close connection between the CA of N and B [6] . For example, when there are n observations from Q categorical variables, B will have n rows and J columns, where J = J 1 +J 2 +. . .+J Q , J q denotes the number of different categories of the q th variable, and q = 1, 2, . . . , Q. It was also shown that the standard coordinates of the columns in the analysis of B are identical to the standard coordinates of the rows or columns in the analysis of the inner product of the indicator matrix (B B), which is called Burt matrix.
In fact, MCA offers insightful information into the relationships among the categorical variables via visual displays of the first two principal axes from MCA. Hence, the knowledge of the relationships provided by the principal axes should be valuable in detection. In our proposed approach, all the nominal features that have more than two categories will first be scaled using MCA, and then the first two principal axes will be used to represent each of these nominal features. For the nominal features that have only two categories, a binary variable with values 0 and 1 is used.
Experiments
To study the potency of MCA and indicator variables in coping with the nominal features found in intrusion detection problems, several experiments on two anomaly detection methods using the KDD 1999 data are conducted. The two methods are the PCC scheme and the detection method based on Canberra metric.
The KDD CUP 1999 Data
Due to the fact that it is forbidden to generate real intrusions in the real network environment, in this paper, we use the Knowledge Discovery and Data Mining (KDD) 1999 data set in our experiments since KDD CUP 1999 data has been widely used for testing an intrusion detection system [5, 19, 22] . Though we may collect real traffic data from the real network environment, for the purpose of evaluating the intrusion detection methods, we first need to identify the attacks either via expert judgment or via some well-known intrusion detection tools such as BRO and SNORT. However, this does not guarantee the identification will be error-free, and the evaluation will be obscured by such errors. Furthermore, real traffic data usually do not contain a wide variety of attack types and it takes a long time to gather enough attack data to provide an adequate testing. On the other hand, the KDD data set contains a rich set of different attack types, and it is well-accepted and publicly available.
As the KDD test data are from different probability distribution than its training data, only the KDD training data is used in our study. It has 494,021 connection records in the training data set. Here, a connection is a sequence of TCP packets containing values of 41 features and labeled as either normal or an attack. There are 24 attack types, but we treat all of them as one attack group due to our interest in detecting any connections that are not normal. The features include 34 numeric features and 7 symbolic features. For nomial features, some have many different values, and some values have only very few observations. The number of categories for all nominal features is given in Table 1 . A complete listing of features and details can be found in [11, 13] .
For example, the Service and Flag features have many categories but few observations in some categories. It is better to reduce the number of categories by combining some of them when taking the indicator variables approach. For this purpose, we adopt a clustering technique that uses domain knowledge as the basic concept [3] . For the Service feature, there are 64 discrete values denoting the network service on the destination, and each service is assigned to one of the ports used in TCP [20] to name the ends of the logical connections which carry long term conversations. To provide services to unknown callers, a service contact . By analyzing the applications of the ports that are used by the services residing in the training set in details, each port is then grouped into eight clusters depending on their usage. The basic clusters are given as follows.
1. Services used to get the remote access of another machine (e.g., telnet, ssh).
2. Services used in file and document transfer (e.g., ftp, tftp).
3. Services used in mail transfer (e.g., smtp, imap4).
4. Services used in web applications (e.g., http).
5. Services used to get system parameters and statistics (e.g., systat, netstat).
6. Services used in name servers (e.g., hostname, domain).
7. Services used in ICMP protocol.
Others.
The Flag feature of a connection consists of 13 values and we cluster them by the nature of the connections into 6 groups as shown in 
Anomaly Detection by Canberra Metric
Many anomaly detection methods base their detection criterion on some distance measure. Here we use the Canberra metric that was studied by Emran and Ye [4] .
The Canberra metric is defined for nonnegative variables only. Let x = (x 1 , x 2 , . . . , x p ) and y = (y 1 , y 2 , . . . , y p ) be two p-dimensional observations. The distance between observations x and y as measured by the Canberra metric is
The procedure commonly used to detect multivariate outliers in a data set is to measure the distance of each observation from the center of the data. A large distance value would indicate the observation might be an outlier. Let X 1 , X 2 , . . . , X n be a random sample from a multivariate distribution with the mean vector µ, where
X i and the Canberra distance of an observation X from the mean vector is d(X,X). Any observation X that has the distance larger than a threshold value is considered an outlier. Since the distribution of this distance is hard to derive even under the normality assumption, the threshold is figured from the empirical distribution of the distance.
Principal Component Classifier (PCC)
PCC differentiates attacks from normal instances using an outlier detection rule which is constructed from principal components of normal training sample [25] . Let λj in the training data. For more details on the PCC method, see [24, 25] . 
Experimental Framework
Our experiments involve training and testing the classifiers, and we sample the data from the KDD training data set to use in both stages. Out of the 494,021 connection records in the training set, 396,742 records are attacks and 97,279 records are normal connections. The experiments are carried out as follows.
• Each training data set consists of 5,000 normal connections selected by systematic sampling from 97,279 normal connection records in the KDD training data.
• To assess the accuracy of the classifiers, we do five independent experiments, each with different training samples. The classifiers are tested with a test set composed of 10% of the attack data. This amounts to 39,674 attack connections randomly selected from the 396,742 records in the KDD training data set.
• As the detection rate depends on the critical values which are determined by the false alarm rate that we specify, we vary the false alarm rate from 1% to 10% in the experiments. We then estimate the false alarm rate by the observed false alarms that actually take place using a total of 92,279 normal connections remained in the KDD training set after 5,000 records are selected as a training sample described earlier.
• For the indicator variables approach, we cluster and convert the Service and Flag features to indicator variables. This gives us a data set with 52 variables, 34 numeric and 18 indicator variables shown in Table 3 .
• We apply MCA to the nominal features that have more than 2 categories. For those with only two categories, we convert them to binary variables having values 0 and 1. Hence, the data set consists of 44 variables, which include 34 original numeric variables, 4 nominal features that have binary values, 6 variables from 
Experimental Results and Discussion
Presented in Table 4 are the average detection rates from 5 independent experiments. In comparing the performance of the PCC and the Canberra metric when using indicator variables and MCA, it is obvious that MCA works much better than the indicator variables with the Canberra metric. For PCC, MCA and indicator variables do not give any significantly different results when the false alarm rate is 2% or more. Both yield very high detection rates, all above 99%. At 1% false alarm level, however, indicator variables cannot compete with MCA. The performance from the indicator variables is not consistent as seen from the standard deviation of 38.01%. Sometimes it can do well, and sometimes it does poorly. On the other hand, MCA can still help PCC detect very well with the detection rate higher than 99% again.
We take a closer look at the detection results for each attack type. In KDD 1999 training data, there are 24 attack types that fall into 4 big categories: DOS -denial-ofservice, Probe -surveillance and other probing, U2R -unauthorized access to local superuser (root) privileges, and R2L -unauthorized access from a remote machine. Figures 1-4 show the receiver operating characteristic (ROC) curves of these four attack types. It can be easily seen from these figures that using MCA always helps us detect DOS attack type better than using the indicator variables approach. For Indicator variables approach is easier to use than MCA, but when a feature has many different categories and some categories have very few observations, it may be necessary to combine some categories to reduce the number of categories to a more manageable level. As in our experiments, it appears that clustering the categories for the Service and Flag features can cause some information to be overlooked, and thus makes the indicator variables approach to be less effective. Overall speaking, we conclude that MCA is a better choice when we have to deal with nominal features. 
Conclusion
This paper discusses how to handle the nominal features found in computer network data stream for intrusion detection purposes. We incorporate qualitative information from the symbolic features in the detection via the use of an optimal scaling method called MCA, and a coding scheme called indicator variables. Both approaches convert the categories of nominal features to numerical values, which then can be used together with other numeric features in any detection methods. In a comparative study where we experiment with two anomaly detection methods, the PCC and the Canberra metric, MCA is found to perform better than the indicator variables.
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