Abstract. Free-form curves and surfaces represented by control points together with well-defined basis functions are widely used in computer aided geometric design. Efficient evaluation of points and derivatives of free-form curves and surfaces plays an important role in interactive rendering or CNC machining. In this paper we show that free-form curves with properly defined basis functions are the solutions of linear differential systems. By employing typical numerical methods for solving the differential systems, points and derivatives of free-form curves and surfaces can be computed in a dynamical way. Compared with traditional methods for evaluating free-form curves and surfaces there are two advantages of the proposed technique. First, the proposed method is universal and efficient for evaluating a large class of free-form curves and surfaces. Second, the evaluation needs only arithmetic operations even when the free-form curves and surfaces are defined using some transcendental functions.
1. Introduction. Free-form curves and surfaces constructed by blending control points with a set of basis functions have been widely used in the fields of geometric modeling, computer graphics, and computer aided manufacturing [6] . Besides polynomial based basis functions, the blending functions can also be transcendental functions. The nonpolynomial basis functions can be used to represent some typical curves without rational forms [37] or represent machining trajectories with low frequencies [9] . The basis functions other than polynomials used in the fields of geometric modeling and manufacturing include the exponential function [24] , the trigonometric functions [3, 32, 29, 14] , the hyperbolic functions [19] , or their mixtures with polynomial functions [2, 34] .
Efficient sampling and evaluation of points and derivatives of free-form curves and surfaces play important roles in fast rendering or high speed machining. Many methods have been developed for evaluating free-form curves and surfaces with polynomial bases. Points on polynomial or rational Bézier curves and surfaces can be evaluated robustly by the de Casteljau algorithm or the rational de Casteljau algorithm with simple arithmetic operations [6, 4] . Due to their fractal nature, Bézier curves can even be rendered by iterating from an arbitrary initial shape [10] . By converting the basis functions into power bases, Bézier or NURBS (Nonuniform rational B-spline) curves and surfaces can be rendered efficiently by employing forward differencing [18, 20, 8] .
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However, the differencing method cannot be extended to general types of free-form curves and surfaces. If the bases are defined by some transcendental functions the points and derivatives of the free-form curves and surfaces have to be evaluated by using specially designed procedures or devices [15, 25] .
Several popular basis functions for constructing free-form curves and surfaces are chosen as the elements of null spaces of certain constant coefficient differential operators [12, 16] . Based on the nice properties of the differential operators, blossoming or recursive evaluation algorithms can be derived for the basis functions. In this paper we show that free-form curves represented by control points and a large class of basis functions are the solutions of linear differential systems when the spaces spanned by the basis functions are closed with respect to a differential operation. By employing typical numerical methods such as the Taylor method or the implicit midpoint scheme to solve the differential systems, the points and derivatives of free-form curves can be calculated exactly or approximately with high accuracies. It is also shown that a tensor-product surface can be generated by evaluating a set of isoparametric curves through solving linear differential systems. By representing free-form curves as the solutions of linear differential systems, free-form curves defined in various function spaces can be evaluated in the same way. Since the linear differential systems can be solved using only elementary arithmetic operations, free-form curves and surfaces defined by polynomials as well as transcendental basis functions can be evaluated or rendered on general computing machines.
The rest of this paper is structured as follows. In section 2 we show that a wide class of free-form curves used in computer aided geometric design are the solution curves of linear differential systems. A dynamic approach to evaluating free-form curves and surfaces is introduced in section 3 by employing popular numerical methods to solve the differential systems. Several interesting examples and comparisons with some existing methods of curve generation are given in section 4. Section 5 concludes the paper with a brief summary of our work.
2. Representing free-form curves as the solutions of linear differential systems. In this section we show that free-form curves that are constructed by blending control points with basis functions are the solutions of linear differential systems when the spaces spanned by the basis functions are closed with respect to a differential operation. Rational curves are also the solutions of differential systems when the points are represented by homogeneous coordinates.
2.1. Construction of linear differential systems for representing freeform curves in R n+1 . A control point based free-form curve in R d can be represented by
where X i ∈ R d , i = 0, 1, . . . , n, are the control points and φ i (t), i = 0, 1, . . . , n, are the blending or the basis functions. In particular, if the functions φ i (t) in (1) are chosen as the Bernstein basis functions, i.e., φ i (t) = B i,n (t) =
. . , n, the free-form curve X(t) is just the well-known Bézier curve [7] . To represent circles, cylinders, or more general types of curves and surfaces with periodic property in nonrational form, the blending functions are constructed by trigonometric functions [30] or a combination of trigonometric functions and polynomials [37, 3, 21] . If hyperbolic curves are generated, the blending functions include the hyperbolic 
Free-form curves
The space of basis functions (Ω) Bézier curves [1, 7] span{B 0,n (t), B 1,n (t), . . . , Bn,n(t)} C-curves [37] span{1, t, cos t, sin t} Trigonometric curves [31] span{1, cos t, sin t, . . . , cos nt, sin nt} Hyperbolic curves [33] span{1, cosh t, sinh t, . . . , cosh nt, sinh nt} Involute compatible [22] span{1, t, cos t, sin t, t cos t, t sin t} Algebraic-trigonometric [3] span{1, t, . . . , t n−2 , cos t, sin t} Algebraic-hyperbolic [17] span{1, t, . . . , t n−2 , cosh t, sinh t} Hyperbolic-trigonometric [2] span{1, cosh t, sinh t, cos t, sin t} AHT Bézier curves [36] span{1, t, . . . , t n−5 , cosh t, sinh t, cos t, sin t} Intrinsically defined [35] span{1, cos t, sin t, t cos t, t sin t, . . . , t n cos t, t n sin t} functions [17, 36, 2] . Several typical blending functions constructed by polynomials, transcendental functions, or their mixtures are summarized in Table 1 . Using linear combinations of the initial algebraic or transcendental functions, a system of normalized totally positive (NTP) bases can be constructed for a known function space. A change of basis does not change the vector space spanned by the original bases and the free-form curves defined by NTP bases follow the shapes of their control polygons very well [26, 28] . Besides the description of free-form curves using control polygons, a fair planar curve can be represented using ordinary bases when it is designed based on an intrinsic expression of planar curves [35] . From Table 1 we can easily check that the space Ω spanned by each set of basis functions is closed with respect to differentiation by d/dt. We show that the free-form curves constructed by these basis functions are the solutions of differential systems, and then new methods will be developed for evaluating the free-form curves and surfaces based on the new representation. Theorem 1. Suppose that φ i (t), i = 0, 1, . . . , n, are a set of basis functions for a linear space Ω and φ i (t) ∈ Ω for i = 0, 1, . . . , n. Let X i = (x 0i , x 1i , . . . , x ni ) T , i = 0, 1, . . . , n, be a set of points in R n+1 . If the matrix M X = (X 0 , X 1 , . . . , X n ) is nonsingular, the curve X(t) = n i=0 X i φ i (t), t ∈ [α, β], is one solution curve of a linear differential system. Proof. To prove the theorem we first rewrite the free-form curve as
. . .
Under the assumption that the matrix M X = (X 0 , X 1 , . . . , X n ) is nonsingular, the basis vector can be reformulated as
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On the other hand, because φ i (t) ∈ Ω we have
for i = 0, 1, . . . , n. Hence, the derivative of X(t) is
By substituting (X 0 , X 1 , . . . , X n ) −1 X(t) for the basis vector, we obtain a linear differential system
where
This proves the theorem.
From Theorem 1 we know that a free-form curve X(t) = n i=0 X i φ i (t) passing through a point X orig ∈ R n+1 at t = α is just the solution curve of the differential system
where the coefficient matrix A is given by (2).
2.2. Construction of linear differential systems for representing freeform curves in R 2 or R 3 . For practical modeling free-form curves are often defined on a plane or in three-dimensional (3D) space. Except for a few special cases, the number of control points of a planar or a spatial free-form curve is usually greater than the dimension of the space in which the curve is defined. To construct a differential system for representing these free-form curves, we take a similar technique as in [10] , lifting the control points and the curves as well to a space of higher dimension. When a lifted curve has been evaluated, the points of the original curve are computed by orthogonal projection of the sampled points onto the plane or the 3D space.
We illustrate the method by constructing differential systems for representing free-form curves in R 3 . Differential systems for representing planar curves can be constructed in a similar way.
Suppose that
T , i = 0, 1, . . . , n, are a sequence of control points in 3D space and a free-form curve is defined by
It is known that the matrix M P = (P 0 , P 1 , . . . , P n ) is not a square matrix for n ≥ 3 and the coefficient matrix of the differential system (3) can no longer be derived by (2) . Nevertheless, the free-form curve can still be represented as the solution curve of a differential system by lifting the control points to R n+1 when the original matrix M P has a rank of 3.
Without loss of generality we assume that the 3 × 3 matrix composed of points P n−2 , P n−1 , and P n has full rank. We lift the control points from
T , and
Since the matrix (P n−2 , P n−1 , P n ) is nonsingular, the matrix M X is also regular. Denote the matrix M X as a block matrix
where I n−2 is the identity matrix of order n − 2, P I and P II are the corresponding submatrices of M X . The inverse of the matrix M X is
According to Theorem 1, X(t) is the solution curve of a differential system as given by (2) and (3) where the matrix (X 0 , X 1 , . . . , X n ) is now defined by (4) . Since the solution curve of the differential system lies in R n+1 , the original curve P (t) can be restored by choosing the first three coordinates of X(t).
From a geometric point of view, if a line that passes through two distinct points on the xy-plane does not pass through the origin, the 2 × 2 matrix composed of the coordinates of the two points is not singular. Similarly, if three points in 3D space do not lie on the same line and the plane spanned by the three points does not pass through the origin, the 3 × 3 matrix composed of the coordinates of the three points has full rank. For a free-form curve P (t) defined on the xy-plane or in 3D space, we have the following proposition.
Proposition 2. Suppose that the linear space Ω = span{φ 0 (t), φ 1 (t), . . . , φ n (t)} is closed with respect to a differential operation and P (t) = n i=0 P i φ i (t) is either a curve lying on the xy-plane or a curve in 3D space. If a line that passes through two distinct control points on the xy-plane or a plane spanned by three control points in the 3D space does not pass through the origin, the lifted curve in R n+1 is the solution curve of a differential system.
Besides orthogonal projection, a free-form curve in R 2 or R 3 can also be generated by a projective transformation of a normal curve which lies in a space of higher dimension [11] . Let E i , i = 0, 1, . . . , n, be the ith column vector of an identity matrix of order n + 1; a normal curve in R n+1 is given by
, is then generated by the projective transformation P (t) = (P 0 , P 1 , . . . , P n )ϕ(t). Based on Theorem 1, ϕ(t) is the solution curve of a linear differential system. When ϕ(t) and its derivatives are evaluated by solving a differential system, points and derivatives on P (t) will be generated by the projective transformation. Even though it is guaranteed that a differential system can be constructed to represent a normal curve, the orthogonal projection method is still preferred for evaluating free-form curves since there is no need to compute a projective transformation.
Construction of linear differential systems for representing rational curves.
Besides their nonrational counterparts, rational curves and surfaces are still mandatory for shape representation and geometric modeling [5] . Some typical curves can even be represented exactly by using rational transcendental functions [14] . Suppose that the real weights ω i , i = 0, 1, . . . , n, of rank 1 are associated with the control points
where φ i (t) are basis functions that are defined by polynomials or by a mixture of polynomials and transcendental functions. If the denominator does not vanish for any t ∈ [α, β] the rational curve R(t) is valid over the parameter domain. A rational curve can also be defined by control points together with a set of rational basis functions, i.e., R(t) = n i=0 P iφi (t), whereφ i (t) = ωiφi(t) n j=0 ωj φj (t) , i = 0, 1, . . . , n. Unless all denominators of functionsφ i (t) are equal to a constant, the space spanned by the rational basis functions is not closed with respect to a differential operation. Then, the rational curve R(t) is not the solution of any explicit differential system. Nevertheless, a differential system can still be constructed for representing the original rational curve by employing homogeneous coordinates. Let
. Thus, the rational curve R(t) is the projection of R(t) onto hyperplane ω = 1 [6] . When points on the curve R(t) have been evaluated, the points on the rational curve R(t) can be generated by projecting the points from R d+1 onto hyperplane ω = 1. Since a rational curve with two or three control points is just a line or a planar curve which can be generated by even simpler methods, we consider the construction of differential systems for representing planar rational curves that have at least three control points or representing spatial rational curves that have at least four control points.
Proposition 3. Suppose that the linear space Ω = span{φ 0 (t), φ 1 (t), . . . , φ n (t)} is closed with respect to a differential operation and
, is a valid rational curve lying on the xy-plane or in 3D space, where ω i = 0 are the weights and
T are the control points. If all of the control points do not lie on the same line on the xy-plane or all control points do not lie on the same plane in the 3D space, the preimage of the rational curve R(t) is the solution curve of a differential system. Proof. We prove the proposition for the planar case; the differential systems for representing rational curves in 3D space can be constructed in a similar way.
Suppose that a rational curve R(t) lies on the xy-plane; the homogeneous coordinates of the control points are (ω i x i , ω i y i , ω i )
T , i = 0, 1, . . . , n. Assume that n ≥ 2 and the last three control points do not lie on the same line on the xy-plane, which implies that the vectors P n − P n−2 and P n−1 − P n−2 are not parallel. Then the determinant
By lifting the points (ω i x i , ω i y i , ω i ) T to a space of dimension n + 1, the matrix composed of the lifted control points is
Denote the column vectors of the above matrix from left to right as X i , i = 0, 1, . . . , n.
The lifted free-form curve in R n+1 is X(t) = n i=0 X i φ i (t). Since the matrix composed of the lifted control points is nonsingular, a differential system for which the lifted free-form curve X(t) is a solution can be constructed by the same technique as in section 2.2.
Popular rational spline curves such as NURBS curves can always be decomposed into piecewise rational curves using the knot insertion technique [27] . After knot insertion, each piece of a rational curve is represented as the solution curve of an individual differential system.
3. Evaluating free-form curves and surfaces by solving linear differential systems. In this section we pay attention to techniques for generating free-form curves by numerically solving linear differential systems. Free-form surface generation by computing points and derivatives of series of free-form curves will also be discussed.
3.1. Dynamic evaluation of free-form curves. The solution of differential system (3) can be formulated as X(t) = e A(t−α) X orig . However, the solution curve can be evaluated explicitly only when the exponential of the coefficient matrix has an explicit expression. Though many methods have been given in the literature to tackle this problem, the exponentials of matrices are not always computed by simple elementary functions [23] . Even if the coefficient matrix A is diagonalizable, the elements of the exponential matrix are still represented by transcendental functions which eventually need special procedures to compute. Instead of computing exponentials of matrices, in this paper we evaluate free-form curves and surfaces by employing efficient numerical methods to solve the linear differential systems. The numerical methods need only arithmetic operations and can give high accuracy or even exact results for general types of linear differential systems.
The first method we use to solve the differential system (3) is the Taylor method. This method can give exact solutions when the solution curves of the differential system are polynomial curves and the technique usually gives high-accuracy results for other types of solution curves. Assume K points are evaluated on the interval [α, β] except for the initial point X orig ; the time step can be chosen as ∆t = β−α K . Starting from the initial point Y 0 = X orig , all other points Y i , i = 1, 2, . . . , K, are computed sequentially.
Suppose that X(t i ) is a point on the curve and let h = ∆t. The point X(t i + h) is computed by the Taylor method as
s! and I is the identity matrix of order n+1. Since the coefficient matrix M h is independent of any specially chosen point, the numerical solution of (3) is
From the above derivation we know that if X(t) is a polynomial curve of degree n, the discrete points generated by (6) lie on the original curve exactly when s ≥ n.
Another simple but efficient method we can use to solve the differential system (3) is the implicit midpoint scheme [13] . Suppose that X(t i ) and X(t i + ∆t) are two neighboring points on the curve. The differential system (3) is discretized as
If X(t i ) is known, X(t i + ∆t) can then be estimated by solving this discrete system. We generalize the implicit midpoint scheme for computing the discrete solutions of the differential system (3). Let ∆t = β−α K be the time step and Y i , i = 0, 1, . . . , K, be the sequence of points to be estimated with time step ∆t. Starting from the initial point Y 0 = X orig , the remaining points are computed by solving the equation
where h(∆t) is a function that satisfies h(0) = 0 and h (0) > 0. By solving for Y i from (7) we obtain the iteration formula
for the discrete solutions. Equation (8) reduces to the implicit midpoint scheme by choosing h(∆t) = ∆t. Next we show that points of a quadratic curve at selected parameters can be evaluated exactly by solving a differential system using the iteration formula (8) .
, are points that satisfy det(X 0 , X 1 , X 2 ) = 0 and a quadratic curve is defined by X(t) = 2 i=0 X i B i,2 (t), where B i,2 (t) are the Bernstein basis functions. By choosing h(∆t) = ∆t, the points sampled on the curve with time step ∆t can be computed sequentially by solving a linear differential system using (8).
Proof. Similar to the derivation of (2) or (9), the quadratic curve X(t) = 2 i=0 X i B i,2 (t) is just the solution curve of the differential system
Let t 1 and t 2 be two distinct parameters in [0, 1] and consider the sample points X(t 1 ) and X(t 2 ). To prove that the sample points satisfy (7) or (8), we show that
By substituting
into the above equation, both sides of the equation are equal to (X
T . This proves that the point X(t + ∆t) can be computed exactly by (8) 
from a known point X(t).
Besides evaluating quadratic curves, the generalized midpoint scheme can also be used to exactly compute points either on circles or on spheres.
Proposition 5. Suppose that the coefficient matrix A of (3) is a 3 × 3 skewsymmetric matrix. Then the solution curve X(t) of the differential system is a circle. If h(∆t) = 2 tan( Proof. Without loss of generality, we assume that the skew-symmetric matrix is
where n x , n y , and n z are the components of a unit vector n in 3D space. Based on Rodrigues' rotation formula 1 the differential system (3) can be reformulated as X (t) = AX(t) = n×X(t). This differential equation implies that the derivative of the curve X(t) is perpendicular to the vector n and the curve X(t) = X(α) + t α X (ξ)dξ lies on the plane that passes through the point X(α) with normal n. On the other hand, X(t) · X (t) can be computed by
orig . Since X(t) lies on a plane and a sphere simultaneously, X(t) is a circle. Suppose that the radius of the circle is r, the Euclidean norm of X(t) is R, and the angle between n and X(t) is θ. Then r = R sin θ.
Replacing X(t) by X (t) within X(t) · X (t) = 0, we have X (t) · X (t) = 0 and [X (t)] 2 = X (t) 2 ≡ const. This shows that the curve X(t) has uniform parametrization and t is proportional to the arc length or the central angle of the circle. Since the length of the derivative X (t) is computed by X (t) = n×X(t) = R sin θ = r, the parameter t is just the central angle of the circle. Assuming X(t) and X(t + ∆t) are two distinct points on the circle, the unit vector corresponding to the chord from X(t) to X(t + ∆t) is
. Because X (t) = X (t + ∆t) = r and the angle between X (t) and X (t + ∆t) is ∆t, the unit vector corresponding to the average of tangents X (t) and X (t + ∆t) is
. Since the two unit vectors are the same, we have
This equation can be simplified to
By choosing h(∆t) = 2 tan ∆t 2 , the points computed by (8) are just the points sampled on the curve X(t) with fixed time step ∆t.
From Proposition 5 if we know the generalized time step h(∆t), the points on a circle can be computed sequentially just by elementary arithmetic operations. In particular, h(∆t) = 2 tan ∆t 2 can be evaluated to within any high precision by Taylor expansion, which needs only arithmetic operations.
When a sequence of points have been evaluated by either of the mentioned numerical methods, the derivatives of the curve at the evaluated points can be computed immediately based on the differential system. In particular, A l Y i , l = 1, 2, . . . , are the lth derivatives of the curve at point Y i .
The time complexity for evaluating a free-form curve by solving a linear differential system using either the Taylor method or the implicit midpoint scheme can be analyzed as follows. Assuming the coefficient matrix A of (3) is of order n + 1, the coefficient matrices of (6) or (8) are of order n + 1, too. If the time step for solving a linear differential system is fixed, the coefficient matrices of (6) or (8) are unchanged when a sequence of points are evaluated. By computing the coefficient matrices in advance, evaluation of each point Y i needs (n + 1) 2 multiplications and n(n + 1) additions by either of the two numerical schemes.
Dynamic generation of free-form surfaces.
Based on the techniques of dynamic generation of free-form curves, a tensor-product surface can be generated by evaluating a series of isoparametric curves or a grid of points.
Suppose C i (v), i = 0, 1, . . . , n, are a sequence of curves defined by
where X ij are the control points and G j (v), c ≤ v ≤ d, are the blending or the basis functions. Assuming F i (u), a ≤ u ≤ b, i = 0, 1, . . . , n, are another set of blending or basis functions, a tensor-product surface can then be defined by
Before generating the free-form surface X(u, v), we first evaluate all curves C i (v) with the same parameter step. Let ∆v = d−c L and v l = c + l∆v. The points C i (v l ), 0 ≤ l ≤ L, can be evaluated for every curve C i (v) by employing the curve generation techniques stated in section 3.1. When the points C i (v l ), i = 0, 1, . . . , n, l = 0, 1, . . . , L, have been computed, isoparametric curves X(u, v l ) = n i=0 C i (v l )F i (u), 0 ≤ l ≤ L, are then defined explicitly. These isoparametric curves can be evaluated numerically by employing the differential system representation.
The partial derivative
can be evaluated based just on the differential representation of the isoparametric curve and the evaluated point of X(u, v l ). If the derivative
should be evaluated at the selected points, C i (v l ) will first be computed along with the evaluation of C i (v l ). The derivative
can then be computed by evaluating the curve
4. Examples and comparisons. The proposed algorithm for evaluating freeform curves and surfaces was implemented using C++ on a laptop with an Intel Core i7-4910MQ CPU@2.90 GHz 2.89 GHz and 8G RAM. Comparisons between the proposed method and some existing algorithms will be given.
Example 1. The first example is about dynamic evaluation of Bézier curves. Suppose that X(t) = n i=0 X i B i,n (t) is a Bézier curve in R n+1 . The derivative of the curve can be computed by X (t) = n i=0 X i B i,n (t). Furthermore, the derivative of the basis vector can be formulated as
Denote the matrix before the basis vector as C n . Let M X = (X 0 , X 1 , . . . , X n ) and
X . The Bézier curve is the solution of the linear differential system
For a planar Bézier curve of degree at least 2 or a spatial Bézier curve of degree at least 3 the control points should be lifted to R n+1 using the technique discussed in section 2.2.
From section 3.1 we know that evaluating a point on a Bézier curve of degree n with a fixed time step needs (n + 1) 2 multiplications and n(n + 1) additions by the proposed dynamic approach. Evaluating a point on a Bézier curve of degree n in R d by the traditional de Casteljau algorithm needs n(n + 1)d multiplications and n(n + 1)d/2 additions. Therefore, evaluating points on Bézier curves of degree greater than or equal to 2 the dynamic approach usually needs much less time than the traditional de Casteljau algorithm. Table 2 illustrates the time costs for generating Bézier curves of degree 3, 5, 8, or 16 in 3D space by our proposed method using (6) or by the de Casteljau algorithm. From the table we can see that the time costs for both methods are approximately proportional to the numbers of points. The time costs for computing the coefficient matrices of linear differential systems are also given in the table. As the time costs for computing the matrices are very small, they can even be ignored when a large number of points are evaluated by the dynamic approach. Example 2. Similar to Bézier curves, free-form curves defined by trigonometric or hyperbolic functions can be described by control points together with normalized B-basis [31, 33] or cyclic basis [30] . We show here the dynamic generation of Bézier-like curves defined by trigonometric functions. Other control point based curves can be generated in the same way. As discussed in [31] , for all fixed values of the shape parameter β ∈ (0, π) the unique nonnegative normalized B-basis of order n (degree 2n) of the vector space
, where {t , i = 0, 1, . . . , n.
For notational simplicity, in the following we use t i to represent the normalizing coefficients when they are used to construct a linear differential system. Suppose that a Bézier-like curve is defined by
, where X i , i = 0, 1, . . . , 2n, are the given or the lifted control points in R 2n+1 . Let
The curve can then be reformulated as X(u) = M X Φ(u). Based on [31] , the derivative of the basis vector is
Thus, the linear differential system that represents the curve X(u) is by loading the mathematical library functions, and it takes 6.250 × 10 −6 or 3.140 × 10 −5 seconds to compute the coefficient matrix for a differential system that represents a free-form curve of degree 8 or degree 16. When a differential system is established, we no longer need any computation of transcendental functions for generating a trigonometric curve and the time complexity for solving a differential system is the same as that for generating a Bézier curve of the same degree. We note that any point on the curve X(u) = 2n i=0 X i T β i,2n (u) can also be evaluated by a Horner algorithm which has a linear time complexity in general, but transcendental functions have to be evaluated to generate a point.
Example 3. In the third example we generate a planar curve defined by a given curvature radius function. Unlike curves defined by normalized B-bases, an intrinsically defined planar curve can have an unlimited parameter domain [35] . Suppose that ρ(t) represents the curvature radius of a planar curve and θ is the angle between the tangent direction of the curve and the positive direction of x-axis. The Cartesian coordinates of the intrinsically defined curve are given by
In particular, we choose ρ(t) = at
Using the same technique as discussed in section 2.2, we lift the curve from R 2 to R 9 . Denote the lifted curve as X(θ) with new coefficient vectors X i ∈ R 9 , i = 0, 1, . . . , 8; we construct a matrix of order 9 as M X = (X 0 , X 1 , . . . , X 8 ). Furthermore, a differential of the basis vector with respect to the parameter θ is 
Denote the coefficient matrix of above equation as C ρ and let A = M X C ρ M −1 X . A linear differential system for representing the curve X(θ) is (12) X (θ) = AX(θ), θ ∈ [0, +∞), X(0) = X 0 + X 2 . . Since the coefficient matrix of differential system (12) has the same order as that of differential system (9), which represents a Bézier curve of degree 8, the time costs for computing the coefficient matrix or generating the integral curve by solving the differential system are almost the same with that for generating a Bézier curve of degree 8. We note that for this example evaluating points on the integral curve by loading the mathematical library functions and using a lookup table takes about one-third of time costs needed by our proposed evaluation method. Nevertheless, the new approach benefits from using only arithmetic operations during the whole evaluation process. As no special library functions are needed for solving the linear differential system, our proposed method can be used to evaluate intrinsically defined curves on general computing machines.
Example 4. The fourth example is about generating a circle in 3D space. Suppose that n, U , and V are unit vectors in R 3 that are perpendicular to each other. A circle centered at O = d 0 n with radius r > 0 is given by X(t) = O +rU cos t+rV sin t, t ∈ [0, 2π]. Since the space Ω = span{1, cos t, sin t} is closed under differentiation with respect to t, the differential system of which the circle is the solution curve is
In particular, the coefficient matrix is
It is easily verified that the coefficient matrix is skew-symmetric for both cases.
To guarantee that the evaluated points lie on the circle exactly, we employ the generalized implicit midpoint scheme discussed in section 3 to solve the differential system (13) . To compute K points uniformly on the circle we choose ∆t = (8), we generate all K sampled points on the circle from the given beginning point. Note that all these points are computed just by elementary arithmetic operations.
Concretely, we choose d 0 = 0.5 and r = 1.0 for defining a circle by (13) and the number of the evaluated points K varies between 100 and 1000. A set of points have then been generated by applying the generalized implicit midpoint scheme or the Taylor method to solve the differential system (13) . For comparison, we also evaluate the same set of points from the circle by direct computation of the functions sin t and cos t. Since Y 0 and Y K are theoretically identical, we use the distance between Y 0 and Y K as an accuracy measure of various evaluation methods. From the experiments we know that the evaluation accuracy by the generalized implicit midpoint scheme or by the direct computation of the transcendental functions does not depend much on the sampling step; the norms Y K − Y 0 by these two methods are around 10
for various choices of K. Nevertheless, the generalized implicit mid-point scheme is much faster than direct evaluation of the transcendental functions. It takes 0.265 seconds to compute 10 7 points by the proposed method, while the direct approach needs 0.703 seconds. When we solve the differential system (13) by the Taylor method (with s = 7), the accuracy evidently depends on the time step. The absolute distance between Y 0 and Y K is 1.557 × 10 −7 when K = 100 and the distance reduces to 1.554 × 10 −11 when K = 1000. Example 5. The last example is about evaluating the Zhukovsky profile (also known as the airfoil profile), which is represented by a closed rational trigonometric curve [14] . Let z = x + iy be a complex number. The Zhukovsky profile is generated by the conformal mapping z + The Cartesian coordinates of the Zhukovsky profile are computed by the rational functions (14) x(t) = x1(t) x3(t) , y(t) = x2(t) x3(t) ,
B439
where    x 1 (t) = a 1 cos 2t + b 1 sin 2t + c 1 cos t + d 1 sin t + e 1 , x 2 (t) = a 2 cos 2t + b 2 sin 2t + c 2 cos t + d 2 sin t + e 2 , t ∈ [0, 2π]. x 3 (t) = c 3 cos t + d 3 sin t + e 3 ,
Since the space Ω = span{1, cos t, sin t, cos 2t, sin 2t} is closed under differentiation with respect to t, the homogeneous coordinates x 1 (t), x 2 (t), x 3 (t) of the curve form the solutions of a differential system. By lifting the homogeneous coordinates of the curve to R 5 , the curve can be represented by As in [14] we choose r = 1.1, C y = 0.1, and C x = 1.0 − √ 1.1 2 − 0.1 2 . The differential system (15) is solved numerically using the Taylor method. By choosing the coordinates x 1 , x 2 , and x 3 and applying (14) we generate the Zhukovsky profile. As points (x(0), y(0)) T and (x(2π), y(2π)) T are theoretically identical, we measure the accuracy of the numerical results using the distance between the starting point and the last point when a closed curve is generated. The evaluation accuracy using the Taylor algorithm (s = 6) is 1.564 × 10 −3 , 1.581 × 10 −9 , or 3.164 × 10 −13 when the time step is chosen as ∆t = Figure 2(a) illustrates the plotted curve with 100 evaluated points and Figure 2 (b) shows a surface that is generated by a series of isoparametric curves.
5.
Conclusions. This paper has shown that free-form curves with properly defined basis functions are the solution curves of linear differential systems. Points and derivatives of the free-form curves can then be evaluated by employing typical numerical methods to solve the differential systems. Not only can the numerical algorithms achieve high accuracy or even exact results for point and derivative evaluation, but the new method also benefits from computational efficiency and uses only simple arithmetic operations for generating free-form curves and surfaces that are defined by algebraic as well as transcendental functions. Fig. 2 . Dynamic generation of airfoil profile and airfoil surface: (a) the profile together with the evaluated points; and (b) the airfoil surface generated from a series of isoparametric curves.
