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A bstract
P red iction  and C ontrol o f  A sy m m etr ic  V ortical Flows 
around Slender B od ies U sin g  N avier-S tokes Equations
Tin-Chee Wong 
Old Dominion University, 1991 
Director: Dr. Osama A. Kandil
Steady and unsteady vortex-dominated flows around slender bodies at high 
angles of attack are solved using the unsteady, compressible Navier-Stokes equations. 
An implicit upwind, finite-volume scheme is used for the numerical computations.
For supersonic flows past pointed bodies, the locally-conical flow assumption 
has been used. Asymmetric flows past five-degree semiapex cones using the thin- 
layer Navier-Stokes equations at different angles of attack, freestream Mach numbers, 
Reynolds numbers, grid fineness, computational domain size, sources of disturbances 
and cross-section shapes have been studied. The onset of flow asymmetry occurs 
when the relative incidence of pointed forebodies exceeds certain critical values. At 
these critical values of relative incidence, asymmetric flow develops irrespective of 
the sources of disturbances. The results of unsteady asymmetric flows show that 
periodic vortex shedding exists at larger angles of attack and it is independent of the 
numerical schemes used.
Passive control of steady and unsteady asymmetric vortical flows around cones 
using vertical fins and side-strakes have also been studied. Side-strakes control of 
flow asymmetry over a wide range of angles of attack requires shorter strake heights 
than those of the vertical-fin control and produces higher lift for the same cone.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Three-dimensional, incompressible flows past a prolate spheroid and a tangent- 
ogive cylinder are solved and compared with experimental data for validation of 
the numerical scheme. Three-dimensional supersonic asymmetric flows around a 
five degree semiapex angle circular cone at different angles of attack and Reynolds 
numbers are presented. Flow asymmetry has been obtained using short-duration 
disturbances. The flow asymmetry becomes stronger as the Reynolds number and 
angle of attack are increased. The asymmetric solutions show spatial vortex shedding 
which is qualitatively similar to the temporal vortex shedding of the unsteady locally- 
conical flow.
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C hapter 1 
Introduction
1.1 M otivation
Most flight vehicles are designed for attached flow at low angle-of-attack cruise 
conditions. However, for fighter aircraft under maneuvering conditions or missiles, 
the high angle-of-attack flight regime is of vital importance. At high angle of attack, 
slender bodies and highly swept wings, similar configuration to both fighter aircraft 
and missiles, lead to extensive regions of vortical flow on the leeside of the body due 
to three-dimensional boundary-layer separation. If the vortices are both symmetric 
and stable, their influences could be exploited favorably to provide high lift and 
maneuverability for the vehicle. This region of favorable influence is terminated by 
the onset of asymmetric vortices and the occurrence of vortex breakdown. Such 
phenomena produce large side forces and moments, which may be larger than those 
attainable by the vehicle control system, thus jeopardizing flight safety. Other vortex- 
induced phenomena include onset of buffeting due to vortex breakdown and vortex 
impingement on vehicle control surfaces causing controllability problems.
In addition to the critical importance to the high angle-of-attack flow regime, 
vortical flow has been studied near the region where separated and attached flows 
are coexistent in order to improve the cruise performance of aircraft. For example, 
the implementation of leading- edge vortex flaps, which attem pt to recover a thrust
1
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component and a lift component from the vortex-induced normal forces on the flap 
of the aircraft, is one of these improvements.
In many flow cases, very simple bodies produce complex patterns of three- 
dimensional boundary-layer separation and reattachment. Our understanding to 
such three-dimensional flow separation and its vortex-flow structure based on the 
flow-visualization techniques is still incomplete because of the limitations on both 
the modeling and facilities, in addition to the expensive test time. Vortical flows 
are complicated further by transitional or turbulent boundary layers, vortex-shock 
interactions, and shock-boundary-layer interactions as well as unsteady vortex-core 
formation and breakdown. Alternatively, high-speed digital computers have made it 
possible for the aerodynamicists to attem pt numerical solutions to these important 
fluid-dynamics problems. This new methodology has been known as computational 
fluid dynamics (CFD). Since each of these approaches has its own inherent strengths 
and weaknesses, both approaches are necessary for a complete predictive understand­
ing of vortex flow phenomena.
The literature and recent research work, both computational and experimental, 
show extensive work in the area of study of symmetric vortex flows. Surprisingly, very 
limited research work exists in the area of steady and unsteady asymmetric flows. 
Recently, a small number of computational research studies by several investigators 
have been focused on predicting and analyzing the onset of flow asymmetry over 
slender bodies. This asymmetric vortex formation is still an outstanding problem 
whose physics are poorly understood. On the other hand, experimental studies have 
produced flow visualization of steady and unsteady asymmetric flows on slender bod­
ies, but the mechanisms which lead to flow asymmetry are not well understood and 
cannot be isolated with current instrumentation. Since non-intrusive measurements 
are almost certainly required, experiments are not likely to address these fundamen­
tal questions in the near future. Currently, two mechanisms exist in the literature
2
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for explaining the evolution of flow asymmetry. The first mechanism applies to both 
laminar and fully turbulent flows. It suggests that the asymmetry occurs due to 
instability of the velocity profiles in the vicinity of the enclosing saddle point that ex­
ists in the crossflow planes above the body vortices. The second mechanism suggests 
that the asymmetry occurs due to asymmetric transition of the boundary- layer flow 
either at the nose in the axial direction or on both sides of the body in the crossflow 
planes. One of the obvious challenges to computational fluid dynamicists is to simu­
late the asymmetric vortex flows through these mechanisms. The second challenge is 
to investigate the determinable parameters for the onset of vortical flow asymmetry. 
These challenges represent the motivation behind the present research work.
1.2 Present W ork
In the present research effort, the unsteady, compressible Navier-Stokes equa­
tions are used to study separated and vortex-dominated flows. Highly swept, round- 
and sharp-leading-edge wings and pointed slender bodies are common aerodynamic 
components to fighter aircraft and missiles. Steady and unsteady vortical flows 
around these isolated aerodynamic components are used to study the mechanism 
and structure of flow asymmetry. The onset of flow asymmetry occurs when the 
relative incidence (ratio of angle of attack to nose semiapex angle) of pointed fore­
bodies exceeds certain critical values. At these critical values of relative incidence, 
flow asymmetry develops due to natural and/or forced disturbances. In actual flows, 
the origin of natural disturbances may be due to a transient sideslip, an acoustic dis­
turbance, or similar disturbances of short duration. The origin of forced disturbances 
may be due to geometric imperfections in the nose region, or similar disturbances of 
a permanent nature. The present work is focused on the evolution of flow asymme­
try due to assumed natural-type disturbances. Two types of flow disturbances are 
studied; a random round-off error or a random truncation-error disturbance and a
3
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controlled transient sideslip disturbance with short duration. In addition to a rela­
tive incidence parameter as one of the determinable parameters for the onset of flow 
asymmetry, the freestream Mach number, Reynolds number and body cross-section 
shapes were studied extensively and have been determined to be important parame­
ters. Passive control of asymmetric flows was also studied by introducing side strakes 
and vertical fins.
Because of the expensive computational resources required for solving three- di­
mensional problems, most of the computational studies in the present research work 
have been applied to supersonic, locally-conical flows around pointed cones. Under 
those conditions, computations of such applications are essentially two-dimensional; 
and most of the asymmetric vortex flow features can be simulated using the locally- 
conical flow assumption. Therefore, the mechanism for the onset of steady and un­
steady flow asymmetry and its control can be studied efficiently and delineated by 
solving the locally-conical problems before the three-dimensional problems are ex­
amined. Since a number of detailed flow measurements and computational results 
exist for incompressible flows over a prolate spheroid and tangent-ogive cylinder, 
the present formulation, numerical scheme and code have been validated using these 
available data for symmetric vortex flows. Finally, three-dimensional asymmetric 
supersonic flows over a cone were investigated.
In Chap. 2, a literature survey of research work in computational vortex-flow 
dynamics is presented. In Chap. 3, the unsteady compressible three-dimensional 
Navier-Stokes equations are presented. The conical form of the Navier-Stokes equa­
tions are obtained and the validity of the locally-conical flow assumption is addressed. 
Chapter 4 covers the numerical implementation of the formulation using implicit, 
finite-volume, flux-vector splitting and flux-difference splitting schemes. The justifi­
cation of thin-layer approximations are addressed in this chapter. Also, at the end
4
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of the chapter, the implementation of a turbulence model and boundary conditions 
are presented.
Numerical results are presented in Chap. 5-7. In Chap. 5, implicit upwind 
schemes are applied to simulate asymmetric vortex flows around cones with different 
cross-section shapes, angles of attack, Reynolds numbers and Mach numbers. Solu­
tions of steady asymmetric flows and unsteady asymmetric flow with vortex shedding 
are presented. In Chap. 6, passive control of supersonic asymmetric vortical flows 
around cones using vertical fins and side-strakes are investigated. In Chap. 7, so­
lutions of steady three-dimensional subsonic flows around a prolate spheroid and 
a tangent-ogive cylinder are presented. Asymmetric steady and unsteady three- 
dimensional supersonic solutions around a cone are also studied. Conclusions from 
the present research work and recommendations for future research are presented in 
Chap. 8.
5
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Chapter 2 
L iterature Survey
In this chapter, a literature survey of both computational and experimental 
research work on vortical flows past slender bodies is presented. In the first section 
of this chapter, the physical characteristics of vortical flows about various bodies 
are described. This is followed subsequently by a literature survey of the computa­
tional research work on vortical flows using inviscid and viscous approaches as well 
as some related experimental data. Emphasis is placed on research works using the 
Navier-Stokes equations formulation and experimental studies on high angle-of-attack 
asymmetric vortex flows.
Many comprehensive reviews on experimental, theoretical and numerical as­
pects of high angle-of-attack vortical flows have been published by Hoeijmakers [1], 
Smith [2], Peake and Tobak [3], Hemsch and Nielsen [4], Newsome and Kandil [5], as 
well as in references [6, 7], and much of the work described in these references will 
also be referred to in this survey.
2.1 P h ysics o f Vortical Flows
Keener and Chapman [8] categorized vortical flow regimes into four distinct 
flow patterns for slender bodies at various angles of attack (with zero sideslip). These 
patterns also reflect the diminishing influence of the axial flow component (Fig. 2.1). 
The first pattern develops in the very low angle-of-attack range, where the flow is 
attached, vortex free and the axial flow is dominant. At moderate to high angles of
6
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attack, crossflow influence becomes of the same order of magnitude as that of the 
axial flow, and large scale vortices are formed on the leeward side of bodies due to 
three-dimensional boundary-layer separation. In this range of angle of attack, the 
vortices are both stable and symmetric, and the large increments in normal force, due 
to the low pressure induced on the leeward surface by the vortices, can be exploited 
to aerodynamic advantage. A majority of the research work in vortical flows has been 
focused on understanding this region. At even higher angles of attack, the crossflow 
effects start to dominate, the vortices may lose their stability or even symmetry, 
which may lead to asymmetric vortices about a symmetric body or breakdown of the 
vortices. Either phenomenon may occur in a quasi-steady or unsteady fashion. Both 
the asymmetric disposition of the vortices and vortex breakdown give rise to sudden 
and potentially catastrophic changes in side-force and moment characteristics. Hence, 
prediction and understanding of the onset of vortex asymmetry and vortex breakdown 
are essential. The fourth flow pattern develops at extremely high angles of attack 
(up to 90°), where the crossflow influence dominates completely and the leeside flow 
is characterized by an unsteady diffuse wake, with the possibility of having either 
random or periodic vortex shedding depending upon the Reynolds number, Mach 
number and geometric details. The asymmetric time-dependent vortex shedding is 
similar to the von Karman vortex sheet in two-dimensional flows around cylinders.
Historically, highly swept, round and sharp leading-edge wings and pointed slen­
der bodies are common generic models for the principal components of real fighter 
aircraft and missiles. The study of vortical flows around these isolated aerodynamic 
components plays an important role in the understanding of vortex flows under vari­
ous conditions including unsteady vortex-dominated flows, vortex-shock interaction, 
asymmetric vortex flow and vortex breakdown. For the design of modern fighter 
aircraft and missiles, the prediction of the onset of vortical flow asymmetry is es­
sential. For isolated pointed forebodies, the onset of asymmetry occurs when the
7
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relative incidence exceeds a certain value, e.g.; for a pointed circular cone the relative 
incidence must be higher than two [9]. This flow pattern develops about symmetric 
slender bodies at zero degree sideslip in response to small perturbations in body ge­
ometry at the nose or in the flight conditions such as transient sideslip and acoustic 
disturbances. The sudden changes in side force and moment characteristics resulting 
from the asymmetry, in many instances, are sufficiently large to trigger aircraft and 
missile to spin. At relative incidences near the onset of the asymmetry, the flow is 
nominally steady. At sufficiently high relative incidences, the flow becomes unsteady 
and asymmetric with vortex shedding either randomly or periodically.
The mechanisms which lead to asymmetric vortex wakes are not well under­
stood. However, two mechanisms exist in the literature for explaining the evolution 
of asymmetry [9, 10, 11, 12]. The first of two hypotheses appear to operate in both 
the laminar and fully turbulent separation regimes. It suggests that the asymmetry 
occurs due to the instability of the velocity profiles in the vicinity of the saddle point 
that exists in the crossflow planes above the projections of the body vortices. The 
second hypothesis relates the asymmetry to the occurrence of asymmetric boundary- 
layer transition leading to an effectively asymmetric mean flow about a given body. 
The onset of asymmetry over slender bodies is accompanied by a rapid, local asym­
metric movement of the secondary separation line and then the primary separation 
lines circumferentially, precipitated by an asymmetric transition region. Although 
the second mechanism is operable only within the transition zone, the former mecha­
nism plays a role in both laminar and fully turbulent flow. For pointed slender bodies, 
the first mechanism produces higher side forces than those produced by the second 
mechanism. Nevertheless, the implications from the experimental work of Lamont 
[11, 13] with tangent-ogive cylinders is that the vortex wake is less structured in the 
transition domain, leading to reduced side and normal forces. In the laminar or fully
8
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turbulent regions, the vortex structure is well organized giving rise to larger force 
characteristics.
The asymmetric vortex wake usually develops from asymmetric separation line 
positions on the body, but the latter does not appear to be a necessary condition 
for the former to occur. Asymmetric flow has been documented for sharp-edge delta 
wings where the primary separation is fixed at the leading edge [8,14, 15,16]. Gener­
ally, even though the separation lines are fixed at the sharp leading edges, asymmetry 
occurs at higher relative incidences than those obtained with smooth pointed forebod­
ies or forebody-cylinder configurations. The occurrence of asymmetry is attributed 
to the hydrodynamic instability in the vortex flowfield resulting from the crowding 
together of the vortices as the wing semi-nose angle is decreased. In the present work, 
numerical simulation of flows around isolated slender bodies in the angle-of-attack 
range where steady or unsteady asymmetric vortex wake develops, is the primary 
goal.
2.2 P otentia l Form ulation
The recent advance in supercomputers with vector and parallel processors, 
made numerical simulation of vortex flows far more flexible and less expensive than 
those using experimental approaches.
Numerical methods for the prediction of vortical flow can be classified under 
two categories as: (1) methods which model the vortex in an approximate manner or 
(2) methods which capture the vortical region as a part of solutions to the governing 
equations. A substantial volume of research work has been and is still being done 
by many researchers using different levels of mathematical models. Next, a review of 
major research work in the vortex-flow area is presented.
Numerical methods for solving the potential flow equations can be classi­
fied generally as: Integral-equation methods and finite-difference methods. The
9
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integral-equation methods whether directly or indirectly obtained from Green’s func­
tion solutions and the associated solution procedures are mathematically involved. 
But the method is computationally efficient since its accuracy depends on the evalua­
tion of integrals rather than derivatives as in the finite-difference methods. Moreover, 
the far-field boundary conditions are automatically satisfied and, hence, only a small 
computational region is needed around the body and its wake.
Due to the irrotationality assumption of the potential formulation, vorticity in 
the flowfield has to be modeled as a singular solution to the linearized potential equa­
tion. Either point, line, or panel singularities are distributed on the body and also in 
the flowfield at the assumed location of the vortex. The strength of the singularities 
and the location and shape of the vortex sheets are determined by satisfying the 
boundary conditions on the surface and on the vortex sheets. The integral equation 
approach has been applied principally to the prediction of leading-edge vortex flow 
about sharp-edged wings since the location of the separation line and the topology of 
the vortical flow are known a priori. Extensive reviews on integral-equation methods 
for incompressible subsonic flow applications are give by Hoeijmakers [1] and Smith 
[2].
The earlier integral-equation numerical computation of leading-edge vortex 
flows are based on simplifying assumptions, such as the slender-body approxima­
tion and conical theory. The advantage of using such an approximation is that the 
formulation is reduced to the solutions of Laplace’s equation in the crossflow plane. 
This approach gives reasonable pressure distribution predictions near the apex where 
the flow is conical, but the solution overpredicts the pressure near the trailing edge. 
The reason is tha t the slender body approximation does not satisfy the K utta condi­
tion at the trailing edge. Methods of this type were presented by Brown and Michael 
[17], Mangier and Smith [18] and Smith [19].
10
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W ith the advent of high speed computers, new techniques which avoid these 
simplifying assumptions have been developed for fully three-dimensional applications. 
Existing methods in this category are the nonlinear discrete-vortex method [20], 
the doublet-panel methods [21, 22], the vortex-panel method [23] and the velocity- 
potential method [24]. To first-order, flow compressibility has been accounted for by 
using the Prandtl-Glauret transformation based on the freestream Mach number [20]. 
Also, Kandil and Yates [25] have extended the nonlinear discrete-vortex method to 
solve the steady full-potential equation for transonic delta-wing applications in which 
shocks are captured as parts of the solutions.
Numerical studies of unsteady flows using integral-equation methods are lim­
ited. Kandil and his co-workers [26] have extended the nonlinear-discrete vortex 
method in a moving frame-of-reference for asymmetric flows past a wing with leading- 
edge separation. The method is applied to delta wings undergoing steadily or un­
steadily rolling motions at zero angle of attack and for yawed wings at large angles 
of attack. Asymmetric flows are obtained due to the forced motion. Later, Kandil et 
al. [27] have developed the vortex-panel method which was formulated in a moving 
frame-of-reference for subsonic flows over low-aspect-ratio rectangular wings at high 
angles of attack.
Integral-equation methods have been used extensively to study vortex- 
dominated flows about slender sharp-edged wings, where the line of separation is 
known a priori and the K utta condition can be applied explicitly. Smith [28] has 
shown how the vortex-sheet model, described in reference [19], may be used to study 
separation from bodies having no salient edges and to study the behavior of the 
vortex sheet at separation from a smooth surface. The first point to realize is that 
the vortex sheet must leave the surface tangentially with a locally infinite curvature 
(sharp edge) or a curvature equal to that of the body surface. Later, Smith [29] 
was able to generalize the case of a vortex sheet leaving along a separation line at
11
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arbitrary inclination to the local flow and be was also able to predict the location 
of the separation line by coupling the inviscid vortex-sheet model with a triple-deck 
description of laminar separation. This is more realistic since flow separation is a 
viscous phenomenon and should be Reynolds number dependent. The approach is 
based on the asymptotic theory of laminar separation at large Reynolds numbers 
which has been put forward by Sychev [30] and completed by Smith [31]. The use of 
this approach, coupling the vortex-sheet model with a laminar boundary-layer calcu­
lation, makes it possible to calculate the position of the separation line as a function 
of Reynolds number. The extension of the vortex-sheet model with a separation 
model to describe the separation from smooth surfaces has been reported by Fiddes 
[32] for the case of symmetric flows over slender elliptic cone at incidence.
Dyer and his co-workers [33] and Fiddes [34] have used the line-vortex model 
(a degenerate form of the vortex-sheet model) and vortex-sheet model to show that 
two families of solutions exist for a symmetrically separated flow on a slender cir­
cular cone. The first family yields symmetric vortex core position and zero side 
force. The second family of solutions predicts asymmetric vortex core locations and 
produces large levels of side force which are close to the maximum side-force levels 
found experimentally. Furthermore, the second family of solutions does exist in the 
high relative-incidence regime. Reference [34] also includes a comparison of forces 
predicted by the vortex-sheet model using the separation positions corresponding to 
some unpublished work by Mundell at Royal Aircraft Establishment. The theoret­
ical and experimental force coefficients are in good agreement. The discrepancy is 
not surprising, since the slender-body approximation relies on the angle of incidence 
(a  =  36°, in the experiment) being small. Further studies of the prediction of the 
second family solutions over cone-cylinder and ogive-cylinder models have been given 
by Fiddes [35]. The effect of cross-sectional area on the strength of asymmetry was 
also studied. Fiddes strongly suggests that asymmetric flows of the type found for
12
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the cone configurations do not occur on wings. This conclusion is drawn based on 
inviscid and irrotational mathematical models. In fact viscous effects play an impor­
tant role in the real fluid and in asymmetric flows. Moreover, asymmetric flows and 
vortex shedding have been documented for sharp-edge delta wings [14] in the early 
60’s.
Due to the irrotational-flow assumption of the potential formulation, the finite- 
difference solutions using this formulation cannot treat flows that include non-planar 
vortex wakes. Murman and Stremel [36] have used an adaptation of Baker’s “cloud in 
cell” algorithm to compute the vortical flows of three-dimensional wings. Modeling 
the vortex points in a Lagrangian frame-of-reference, the roll-up of the vortex wake 
behind a large-aspect-ratio wing with a known spanwise lift distribution has been 
obtained.
2.3 Euler and N avier-Stokes Form ulation
The potential formulation is computationally inexpensive and has been widely 
used for preliminary analysis and design in vortical-flow regimes. The isentropic 
and irrotational-flow assumptions limit the application of the potential formulation. 
Moreover, in order to model vorticity field in vortical flow, one can only use the 
integral-equation methods, and the line of separation has to be known a priori in 
order to apply the Kutta condition explicitly. Therefore, most of the applications 
using the integral-equation methods are for sharp-edged wings and smooth slender 
bodies where the line of separation is known a priori through either the geometric 
shape or a separation model, respectively. However, such formulations cannot treat 
high-speed vortex-dominated flows since the compressibility and vorticity effects are 
of the same order of magnitude as those of the flow disturbances, and hence they are 
not small.
13
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The unsteady Euler equations adequately model: shock waves and their mo­
tion, entropy production across shocks and vorticity production, and convection be­
hind shocks. Moreover, the computational solutions of Euler equations model flow 
separation from sharp edges without explicitly specifying the K utta  condition. The 
numerical dissipation in the difference equations introduces small numerical viscous 
terms which implicitly satisfy the K utta  condition. However, for smooth-surface 
separation, round-edge separation, shock-induced separation, viscous diffusion and 
dissipation, vortex breakdown, as well as flow transition and turbulence; the full 
Navier-Stokes equations or an approximate form of these equations must be used. 
Although the full Navier-Stokes equations model the relevant flow physics correctly 
and provide a uniformly valid description of vortical flow about arbitrary geometries 
throughout the range of flight speeds and Reynolds numbers, fine grids must be used 
so that the viscous layers and numerical dissipation terms can be resolved adequately. 
As a consequence, the computational resources, both memory and time, to solve the 
Navier-Stokes equations are much more substantial than those of the Euler equa­
tions. In the case of flows with high Reynolds numbers, thin-layer Navier-Stokes 
equations are used in order to decrease the computational requirements. At each 
grid point, the additional calculations due to the viscous terms in the chosen direc­
tion are only a small percentage of the inviscid calculations. In the present research 
work, the unsteady, compressible thin-layer Navier-Stokes equations are used, and 
their applicability to the problems under consideration are explained in more detail 
in Chap. 4.
In the next section, numerical schemes for the Euler and Navier-Stokes formu­
lations are reviewed. Most of these schemes can be applied to both formulations for 
all flow regime unless otherwise stated.
14
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2.3.1 O verview  o f N um erica l Schem es
The unsteady Euler or Navier-Stokes equations in conservative form have been 
used to study vortical flows where discontinuities in the flowfield, such as shocks and 
vorticity, can be captured naturally. Most of the schemes to be presented are of this 
type. Using the unsteady form of the equations, both steady and unsteady com­
putations can be performed using the same solvers. The development of numerical 
schemes has ranged from explicit, finite-difference methods using central differencing 
to implicit, finite-volume methods using upwind differencing. For detailed reviews of 
numerical schemes, one can refer to Anderson, Tannehill and Pletcher [37].
The explicit Lax-Wendroff scheme was used in one of the earliest Euler com­
putations for two-dimensional applications by Magnus and Yoshihara [38]. Later, 
MacCormack [39] developed an explicit, predictor-corrector finite-difference scheme 
which has been widely used in vortical flows. Due to the limitation on small time- 
steps, required for explicit schemes, implicit schemes like the one developed by Beam 
and Warming [40] started to become popular. The Beam and Warming algorithm 
was later extended to generalized coordinates in two- and three-dimensional flow ap­
plications by Steger and Pulliam [41, 42]. Later, Jameson and his co-workers [43] 
developed an explicit multi-stage Runge-Kutta finite-volume scheme which has been 
used by many researchers in the vortical flow area [44, 45, 46]. The reason is that 
the structure of the scheme is simple and can be programmed readily to exploit the 
architecture of vector and parallel processing supercomputers.
The schemes mentioned above are mainly central differencing in spatial dis­
cretization, which are numerically dispersive but not dissipative. Even-order 
artificial-viscosity terms have to be added explicitly to the schemes to render them 
stable and non-oscillatory. One of the most widely used adaptive artificial dissipa­
tion sets was introduced by Jameson et al. [43]. The adaptive artificial dissipation 
is a combined form of second- and fourth-order difference dissipation terms. The
15
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second-difference term is turned on by a sensor for discontinuities in the flowfield, 
with the second difference of pressure used as the sensor. The fourth-order differ­
ence term is used in the smooth regions of the flowfield to maintain stability of the 
scheme. The effect of numerical dissipation has been studied extensively by Kandil 
and Chuang [47] for vortical flows. Several variants of the basic dissipation model in­
troduced by Jameson have been used in many central-differencing, finite-volume and 
finite-difference schemes [48, 49, 50]. Recently, a matrix-valued dissipation model 
has been developed by Turkel and Vatsa [51] for finite-volume, central difference 
schemes. The numerical accuracy of the solutions is improved through the reduction 
of the artificial viscosity.
Another way to capture flow discontinuities is to use upwind differencing 
schemes, such as flux-vector splitting and flux-difference splitting. The advantage 
of these upwind schemes over the central differencing schemes is that they are nat­
urally dissipative. In addition, the essential idea behind these schemes is to match 
the numerics to the physics of the flow by identifying the characteristic directions 
of signal propagation and upwind differencing along those directions. Many of these 
schemes have been developed following the pioneering work by Godunov [52]. The 
flux-vector splitting scheme developed by Steger and Warming [53] has been used 
widely. However, the flux-vector in this particular scheme is not continuous at the 
sonic point [54]. van Leer [55] has proposed another way to split the flux-vectors 
to preserve the smoothness. Also, the flux-difference scheme, first developed by Roe 
[56], has been widely used. In the present research work, the flux-vector splitting 
and flux-difference splitting schemes are used. They are explained in more detail in 
Chap. 4.
Other than the explicit schemes mentioned above, there are a variety of im­
plicit schemes which have been used to solve vortex flows. The approximate- 
factorization scheme of Beam and Warming [40] is used extensively in both two- and
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three-dimensional applications. Pulliam and Steger [57] have diagonalized the 
inviscid-flow Jacobian matrices based on similarity transformation [58], so the scalar- 
tridiagonal systems of equations is solved instead of the block-tridiagonal system [59]. 
This approach reduces both the computational memory and time.
The LU-decomposition scheme [43, 60] and relaxation scheme [61] have been 
developed for solving the Euler and Navier-Stokes equations. Later, Obayashi and 
co-workers [62, 63] have developed the LU-ADI factorization algorithm to improve 
efficiency. Thomas and Newsome [64] have also used a combination of the approxi­
mate factorization and relaxation schemes by taking advantage of the diagonal dom­
inance due to upwinding. A hybrid upwind/central-differencing implicit scheme has 
also been developed and used extensively in vortex-dominated flow simulation [65]. 
Moreover, the Euler equations in a moving frame-of-reference have been formulated 
by Kandil and Chuang [6 6 , 67] for unsteady computation of vortex-dominated flows. 
Later, the same formulation has also been extended to various viscous applications 
[6 8 , 69]
For steady-state solutions, there are various techniques which have been applied 
to vortical flows to accelerate or improve convergence of the solutions. Local time- 
stepping [57, 59] is one of the most popular convergence acceleration techniques. 
The multigrid method [46, 70] is also a widely-used acceleration technique. The idea 
behind multigrid is to damp-out error propagation by using a sequence of meshes. 
The fine grid serves to dampen the high-frequency errors, while the coarse grids 
dampen the low-frequency errors; both locally through the interpolation between the 
fine and coarse grids.
If one seeks steady-state solutions, the steady Euler or Navier-Stokes equations 
can be used. Klopfer and Nielsen [71, 72] have applied a spatial marching tech­
nique using the MacCormack scheme solving the Euler equations for supersonic flows. 
Also, algorithms for the parabolized Navier-Stokes equations have been applied to
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supersonic vortical flows by Lubard and Helliwell [73], Vigneron et al. [74], Schiff 
and Steger [75].
For turbulent flow applications, one has to use the Reynolds averaged, Navier- 
Stokes equations. However, turbulence models are needed for closure of the equations. 
Although many algebraic and differential-equation type turbulence models exist, they 
have not been widely incorporated in the vortical flow problem. Most turbulence 
models are restricted to certain types of geometries or flow conditions and depend 
widely on experimental data to evaluate the undetermined coefficients. Thus, all 
existing models have serious limitations on their applications. The Baldwin-Lomax 
turbulence model [76] has been widely used for turbulent vortical flows. This sim­
ple algebraic model introduces uncertainty into the computation of complex, three- 
dimensional, massive flow separation, and Degani and Schiff [77] proposed modifica­
tions to this basic model for crossflow separation applications. Such modifications 
have improved the computational results significantly from an engineering point of 
view. In the present research work, this algebraic model is used, and it will be 
discussed in Chap. 4.
An alternative approach to reduce the required computational resources is to 
use the Euler/Navier-Stokes zonal approach [78, 79]. The method refers in a more 
general manner to the division of a flowfield into distinct regions which are determined 
by the physics of the flow geometry of the problem and/or through an order of 
magnitude analysis of the governing equations. Using such an approach, the whole 
flowfield is subdivided into zones and each zone is solved using the simplest and 
most efficient equation system which is valid for the particular flow region. That is, 
only viscous calculations are performed in regions where viscous effects are dominant, 
such as in free shear layers and boundary layers. Therefore, using fine grids in viscous 
regions and coarse grids in inviscid regions, the computational time can be reduced.
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Lastly, for complex configurations, the requirement for complicated grid gener­
ation techniques are required. One such approach is domain decomposition. In that 
approach, the whole computational domain is subdivided into several subdomains 
and grids are generated for each subdomain separately. Communication between 
grid subdomains is accomplished by some type of interpolation method of either 
non-conservative or conservative nature. Grid patching [80, 81] and grid overlapping/ 
embedding methods [82, 83, 84] are two of the most commonly used techniques. An­
other form of grid patching is the hybrid domain method which has been developed 
by Nakahashi et al. [85]. The hybrid method divides a complex domain into regions 
of structured and unstructured grids. Structured grids are used in the viscous regions 
and are patched together using unstructured grids.
2.3 .2  Inviscid  A pp lications
The development of methods which solve the Euler equations and the applica­
tion of these methods to the prediction of vortical flow about delta wings and slender 
bodies at high angle of attack have been reported by many researchers. However, 
controversy centers on the cause of flow separation in the simulation of an inviscid 
flow and the degree of realism behind the physics.
The relationship between entropy and vorticity for an inviscid flow in terms of 
the velocity and total enthalpy is given by the Crocco theorem [8 6 ]. Since entropy is 
constant along a streamline, except across a shock wave where there is an increase 
in entropy proportional to local-shock strength, the Euler equations in conservative 
form provide shock-jump conditions. Furthermore, since curved shocks have non­
constant strength, a transverse entropy gradient exists behind curved shock which 
in turn results in vorticity production. The existence of vorticity coupled with an 
adverse pressure gradient are necessary for flow separation. Moreover, computa­
tional schemes usually have either implicit or explicit dissipation terms which are
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viscous-like terms. The interaction of flow vorticity, the adverse pressure gradient 
and the numerical viscous terms will produce flow separation.
Sym m etric Flows
In the past several years, numerous solutions to the conservative Euler equations 
for steady supersonic vortical flows have been reported. The steady, supersonic Euler 
equations can be shown to represent exact conical flows about pointed bodies. They 
are computationally economic and provide physical insight for three-dimensional flow 
problems. Solutions for supersonic conical flows have been presented for sharp- and 
rounded leading-edge separation flows using a variety of numerical schemes. For 
sharp-edged delta-wings, Murman and co-workers [87, 8 8 ] used the finite-volume 
Runge-Kutta algorithm and Newsome [89] used the MacCormack’s unsplit, explicit 
finite-difference scheme. Separated-flow solutions have been obtained independent of 
the grid fineness. In contrast to the central-difference schemes, the upwind finite- 
volume scheme with flux-vector splitting for sharp-edged wings have produced at­
tached flows using coarse grids and separated flows using fine grids [90]. On the 
other hand, the computational solutions of the upwind flux-vector splitting scheme 
[90] for round-edged wings have produced attached flows irrespective of the grid fine­
ness, while the MacCormack’s scheme solutions have shown separated-flow with fine 
grids [89, 90]. Chakravarthy and Ota [91] using an upwind flux-difference splitting 
scheme with a very coarse grid have claimed that the separated or attached flow solu­
tions for round-edged wings are sensitive to local or global time stepping calculations. 
But later, Kandil and Chuang [47] have shown conclusively that leading-edge sepa­
ration for round-edged wings is strongly dependent upon the numerical dissipation 
and is insensitive to the local or global time stepping used in the computations.
Several papers have been published for the total pressure loss in Euler equation 
solutions. Murman et al. [87] have compared the Euler solutions of total pressure loss
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with the experimental data of Monnerie and Werle [92]. Powell and his co-workers 
[8 8 , 93] have concluded that the magnitude of the total pressure loss in the vortex 
core is insensitive to all numerical parameters, grid topologies and boundary condition 
implementations, even though the distribution of total pressure loss may vary with 
different parameters. The explanation for the total pressure loss is due to the finite 
thickness of a vortex sheet in a numerical solution. Marconi [94] has given solutions 
using the lambda scheme of Moretti[95] for leading-edge separated flows about sharp- 
edged delta wings with no total pressure loss. Since the non-conservative form of the 
Euler equations is used in the lambda scheme, the shocks have to be fitted. For 
steady flow, total enthalpy is constant and Crocco’s theorem is satisfied only when 
the vorticity vector is parallel to the velocity vector. The parallel alignment of these 
two vectors has been verified numerically. Powell and Murman [96] have modified the 
formulation to obtain similar solutions with no total pressure loss. Kandil, Chuang 
and Shifflette [44] have used several sets of non-standard Euler equations in which the 
isentopic relation (since shocks in their applications were weak) was used to calculate 
the leading-edge separation flows. Both groups have shown separated-flow solutions 
with zero total pressure loss.
Spatial marching solutions to the steady-state Euler equations for supersonic 
inviscid flow have been presented by several authors. Klopfer and Nielson and their 
co-workers [71, 72, 97] have applied the space-marching, finite-difference MacCormack 
scheme to predict the vortical flow about missile wings, forebodies and forebody/wing 
flows. Flow separation about smooth bodies at various angles of attack have also been 
investigated. Marconi [98] has predicted flow separation on cones by using the forced 
separation model of Smith [28].
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A sym m etric Flows
Flow asymmetry and/or unsteadiness may originate from a time dependent 
rigid-body translation (e.g., forward acceleration and heaving oscillations) and ro­
tation (e.g., rolling, pitching and yawing oscillations, flapping motion, aeroelastic 
deformations) and/or flow instabilities (e.g., instability of the singular saddle point 
above the body, vortex breakdown, wing rocking, transition to turbulence and asym­
metric boundary-layer transition), among others. These types of flow phenomena 
exist in maneuvering conditions of highly swept wings, slender bodies and wing-body 
configurations in the high angle-of-attack regime. The asymmetric and/or unsteady 
flows around these configurations are characterized by the existence of large (pri­
mary) and small (secondary, tertiary) scale vortices, moving shock waves with differ­
ent strengths, vortex-shock interactions, shock-boundary-layer interactions, unsteady 
vortex shedding, as well as unsteady vortex-core formation and breakdown.
Extensive research work using the unsteady Euler equations for vortical flows 
have recently been published by several researchers. Kandil and Chuang [99] have 
presented the only known time-accurate vortex-dominated, Euler solutions for sharp- 
edged delta-wings undergoing forced-rolling oscillations. They used the locally- 
c
mean (high) angle of attack or about zero angle of attack. The unsteady Euler 
equations were formulated for flow relative motion in a moving frame-of-reference, 
and the equations were solved by using an explicit, multi-stage time stepping, finite- 
volume scheme. Periodic solutions have been achieved in the third cycle of the rolling 
oscillation. The first time-accurate Euler-equations solution for a three-dimensional 
sharp-edged delta wing undergoing pitching oscillation around the quarter-chord axis 
about a large mean angle of attack for subsonic flows has also been demonstrated by 
Kandil and Chuang [100, 101]. Their unsteady results were obtained using an implicit 
approximately-factored finite-volume scheme and those results were compared with
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those from an implicit upwind finite-volume scheme. There are few unsteady Euler 
computations for flows past wings. Sankar et al. [102] have reported unsteady Euler 
computations for fixed and rotary wing configurations. Results for a rectangular wing 
undergoing pitching oscillations were compared with unsteady full-potential-equation 
solutions. Anderson et al. [103, 104] have developed a flux-vector splitting scheme 
to solve the unsteady Euler equations on dynamic meshes. Ruo and Sankar [105] 
have presented unsteady flows over supercritical wings.
All of the asymmetric flows mentioned above are subject to forced disturbances 
due to time dependent rigid body motions. As mentioned previously, flow asymmetry 
may develop due to natural disturbances such as a transient sideslip, an acoustic 
disturbance, or similar disturbances of short duration. Marconi [98] has used the Euler 
equations along with a forced separation model of Fiddes [35] to simulate asymmetric 
vortical flows around a slender cone. The pseudo time stepping was carried out until 
the residual error reached machine zero while the flow is symmetric. Proceeding 
with the time stepping, an asymmetric solution was obtained and remained stable 
thereafter. It is believed tha t the asymmetry was triggered by small disturbances 
from the machine round-off error at the saddle point above the body. Marconi’s work 
showed that the mechanism which leads to the asymmetric vortex flow is basically 
an inviscid mechanism.
2.3.3 V iscous A p p lica tion s  
Sym m etric Flows
For smooth-surface separation, round-edge separation, shock-induced separa­
tion, viscous diffusion and dissipation, vortex breakdown, flow transition and turbu­
lence; viscosity must be included in the Euler equations to recover the full Navier- 
Stokes equations or an approximate form of these equations. In principle, all relevant 
flow physics are modeled correctly. In practice, the accuracy of numerical solutions
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is limited by the grid resolution, in-core memory and speed constraints of available 
computers and is usually restricted by the lack of an adequate turbulence model.
Vigneron et al. [74] provided early viscous computations of supersonic flow 
around delta wings by using a parabolized scheme along with the conical flow as­
sumptions. The delta wing studied experimentally by Monnerie and Werle [92] was 
used in the numerical study. Although the primary vortex was captured, resolution 
was not sufficient to capture the secondary vortex, and the pressure did not agree 
with the experimental data. Later, the same scheme was modified by Venkatapathy 
et al. [106] to compute hypersonic flows about blunt delta wings. The computed 
pressure and shock shape were in good agreement with the experimental data.
Rizzetta and Shang [107], as well as Buter and Rizzetta [108] have presented 
three-dimensional Navier-Stokes solutions for the Monnerie and Werle delta wing. 
Thomas and Newsome [64] have also presented both three-dimensional and coni­
cal, thin-layer, Navier-Stokes solutions for round and sharp leading-edge geometries. 
Computational results have been in good agreement with the experimental data of 
Miller and Wood [109] and Squire [110].
Fujii and Kutler [111] have reported three-dimensional, laminar, compressible, 
thin-layer Navier-Stokes solutions for a delta wing and strake-delta wing with rounded 
leading edges at subsonic speeds. A second computation [112] has been reported for 
a delta wing similar to that of Hummel’s incompressible data [113]. Both primary 
and secondary separation were predicted. However, due to the differences in leading- 
edge geometry between the computation and experiment, the comparison is not fair. 
Thomas et al. [114] have applied an upwind finite-volume algorithm to model the 
Hummel’s delta wing from zero to forty degrees angle of attack using the thin-layer 
Navier-Stokes equations. The results are reported to be in good agreement with the 
experimental data. The computations also indicate the onset of vortex breakdown 
occurs in the angle of attack range between 30° and 35°. However, no comparison of
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the vortex-core flow with tha t of the experimental data was shown. Taylor et al. [115] 
have reported thin-layer Navier-Stokes solutions to flow over a 75° swept delta wing. 
Detailed flowfield comparison is made with the experimental data produced at the 
NASA Langley, Basic Aerodynamic Research Tunnel. Differences in the magnitudes 
of the pitot pressures, velocity and vorticity in the region of primary vortex core were 
primarily due to the lack of grid resolution. Later, Krist and co-workers[116] have 
developed a state-of-the-art embedded grid technique to improve the numerical res­
olution of the vortex region. However, this algorithm will be difficult to apply unless 
the overall topology of the flow structure is known a priori. Recently, Ekaterinaris 
and Schiff [117] have presented three-dimensional thin-layer Navier-Stokes solutions 
to subsonic vortical flow over the same 75° swept delta wing for a range of angles of 
attack using an embedded grid technique. Results do not exhibit vortex breakdown 
at moderate angles of attack and the results are in reasonable agreement with the 
experimental measurements [113]. Bubble-type vortex breakdown has been reported 
for an angle of attack range of 32° to 40°. It has been shown that grid resolution plays 
an important role in predicting the correct size and location of the vortex breakdown 
bubble. However, the computed flowfield for the flow with vortex breakdown does 
not show unsteadiness even for the finest grid resolution used. Also, Ekaterinaris 
and Schiff [118] have presented a progression from breakdown to steady bubble-type 
breakdown and to unsteady spiral-type breakdown on a delta wing with increasing 
angles of attack. Prediction of the bursting location and size of the breakdown region 
has been shown to be sensitive to turbulence modeling.
Prediction of vortical flows on wings using the incompressible Navier-Stokes 
equations has been presented by Krause, et al. [119], and Hartwich and Hsu [120]. 
Hartwich and Hsu have applied the flux-difference splitting scheme to solve the artifi­
cial compressibility form of the incompressible Navier-Stokes equations for Hummel’s 
delta wing. Also, results for double-delta wings [121, 122] examined experimentally
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in References [123, 124], as well as a study of vortex bursting on Hummel’s wing
[125] have been presented using the same formulation. The effect of wing planform 
on the aerodynamic characteristics has been investigated by Hsu and Liu [126]. Good 
comparisons with experimental data have been shown. Recently, Hsu and co-worker
[126] have implemented a preconditioned method to the same formulation in order 
to improve the rate of convergence to a steady-flow solution as well as the numerical 
accuracy. Results of flow over a double-delta wing are in good agreement with the 
low speed wind-tunnel data [123] and better numerical accuracy has been obtained.
Slender bodies, such as pointed cones and bodies of revolution, serve as generic 
model for the principal components of real aircraft and missiles. They have been the 
major geometries studied both theoretically and experimentally. The parabolized 
Navier-Stokes solutions of Lubard and Helliwell [73], Lin and Rubin [127] and the 
conical Navier-Stokes solutions of McRae [128] were among the first viscous vortical 
flow solutions over slender cones. All these methods were applied to laminar flow 
and general agreement with experimental data was reported for the surface pressure 
and locations of the separation line and bow shocks.
For turbulent flow, the prediction of leeside vortical flow depends upon the 
turbulence model used in the region of massive separation. McRae and Hussaini [128] 
have proposed modifications to the existing turbulence model, in order to reduce the 
predicted eddy viscosity in the separated region, by implementing a relaxation model. 
Results have shown better agreement with the experimental measurements of Peake 
and his co-workers [9]. Degani and Schiff [77] have applied the same formulation for 
flow about supersonic cones and ogive-cylinders with modifications in the outer eddy 
viscosity, velocity and length scales for crossflow separation. Improved agreement 
with the experimental data has been shown. The major difference between the two 
modified models is that a priori knowledge of the flowfield is required for the McRae 
and Hussaini modification. Newsome and Adams [129] used MacCormack’s explicit
26
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
scheme to solve for vortical flow over an elliptical section missile body. The turbulence 
model modification, as suggested by Degani and Schiff[77], was implemented. The 
computed results were in good agreement with the experimental data.
Numerical solution of incompressible flow past a prolate spheroid over a wide 
range of angles of attack has been given by several investigators using different levels 
of equation approximation. Rosenfeld et al. [130] have used the parabolized Navier- 
Stokes equations to compute a three-dimensional, steady, laminar flowfield about 
prolate spheroids at incidence. Favorable agreement with experimental results of 
Kreplin et al. [131] were shown in the laminar flow region. A significant difference 
has been shown due to transition to turbulence in the separated flow region. Pan and 
Pulliam [132] have used the implicit factorization scheme to solve the compressible 
thin-layer Navier-Stokes equations for incompressible flow over a 6:1 prolate spheroid 
at incidence. The results were compared with the experimental data of Meier et 
al. [131, 133, 134]. However, the sting-support of the body in the experiments 
was not modeled in the numerical study. Their results cover a laminar flow and a 
turbulent flow which is tripped at a quarter of the body length from the body nose, 
where the Baldwin and Lomax turbulence model was used. Significant differences 
have been shown between the computational results and the experimental data on 
the leeward side of the body where separation occurs and at the downstream end 
near the sting support as well. The same scheme has also been used by Panaras and 
Steger [135] to solve the same problem at different Reynolds numbers with a modified 
turbulence model. Vatsa et al. [49] have used two finite-volume schemes-one is an up­
wind scheme and the other is a central-difference scheme, to solve the same problem. 
The computations cover a laminar flow and a fixed transitional flow. The turbulence 
model is turned on at locations corresponding to the experimentally measured tran­
sition line. For low Reynolds number and low angle of attack, the transition line is 
found downstream of the primary separation line. For higher Reynolds numbers, the
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transitional line is found at a fixed location of twenty percent of the body length, 
ahead of the separation line. At high angles of attack and Reynolds number, a  very 
small region of laminar flow is measured in the nose region. In general, the results of 
the two schemes were in good agreement with each other and with the experimental 
data of Meier et al..
Wong, Kandil and Liu [136] have presented detailed comparisons of vortical 
flows past the same 6 :1  prolate spheroid at different angles of attack and different 
Reynolds numbers. The results of these calculations are presented in Chap. 7. Re­
cently, Gee and his co-workers [137] have applied the hybrid scheme developed by 
Ying et al. [65] to study the flow about the same 6:1 prolate spheroid at high inci­
dence. The effect of five different turbulence models on the flowfield solution and the 
characteristics of the predicted flows parameters are analyzed.
Hartwich and Hall [138] have computed an incompressible flow over a tangent- 
ogive cylinder using the implicit upwind scheme of reference [120]. A rational modifi­
cation of the Baldwin and Lomax turbulence model has been reported. The computed 
flowfield results are in good agreement with the experimental data by Lamont [11]. 
Kandil and his coworkers [139] have used an upwind scheme to solve the same prob­
lem for fully laminar flow at low angles of attack. The computed results are presented 
in Chap. 7. Recently, Baysal and his co-workers [140] have simulated vortical super­
sonic flow over a blunt-nose-cylinder at high angles of attack. Results are compared 
fairly with experimental data with and without turbulence model. Asymmetric vor­
tex flow has not been captured due to the nose bluntness and the subcritical Reynolds 
number.
Numerical simulations of vortical flows around complex configurations using the 
Navier-Stokes equations have been presented by several authors. Fujii and Obayashi 
[63] have presented Navier-Stokes solutions of a wing-body combination at transonic 
speeds using the LU-ADI solver. Shang and Scherr [141] have produced the first
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Navier-Stokes results for a complete aircraft. Recently, two groups of researchers have 
developed patched grid [81, 142] and a multi-block grid technique [143] to simulate 
flow over the F-18 fuselage using the Navier-Stokes equations.
A sym m etric Flows
Successful time-accurate solutions of the thin-layer Navier-Stokes equations for 
vortical flows past delta wings undergoing forced disturbances have been presented by 
several authors. Kandil and Chuang [6 8 ] have presented the first thin-layer Navier- 
Stokes solutions to the rolling oscillation of a round-edged delta wing about a large 
mean angle of attack, using the locally-conical flow assumption. The round-edged 
delta wing flow problem is a typical case where the Euler equations fail to produce 
a unique flow solution. Reasonable flow characteristics have been presented and 
described to study the behavior of the primary vortex, secondary vortex and shock 
waves, including their interaction.
Kandil and his co-workers [69] have presented locally-conical flow solutions to 
flexible wings using the unsteady thin-layer Navier-Stokes equations in conjunction 
with the unsteady, linearized Navier-Displacement equations for the grid deforma­
tions. Applications to unsteady, transonic flow about a pulsating bicircular-arc airfoil 
and supersonic flow about a sharp-edged delta wing, undergoing a bending-mode os­
cillation have demonstrated the capability of this formulation [69]. Their formulation 
can accommodate the solutions of the associated dynamic and aeroelastic problems.
Different approaches have been developed to deal with grid deformation. They 
are based either on grid deformation [144] or simulation of the grid as an elastic 
truss in static or dynamic equilibrium [145]. Recently, Obayashi and Guruswamy 
[146] have developed a streamwise upwind scheme to solve unsteady-flow problems. 
The scheme is incorporated into an existing aeroelastic code for the wing aeroelastic 
calculations. The relative motion of the moving grid system is taken into account.
29
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Steady solutions of the incompressible full Navier-Stokes equations for vortical 
flow over a sideslipping delta wing have first been presented by Hsu and Liu [147]. 
Results were compared with measured data for force and moment coefficients as well 
as vortex-core positions. However, the vortical strength was underpredicted, due 
either to a lack of grid resolution in the vortical region or an inadequate turbulence 
model for this massively separated flow. Strong flow asymmetry was obtained due 
to a 1 2 ° sideslip angle.
Recently, several attem pts have been carried out to computationally simulate 
steady and unsteady asymmetric vortical flows around slender bodies of revolution. 
Graham and Hankey [148] presented the first attempt to compute asymmetric vorti­
cal flow over a cone-cylinder body, which was tested experimentally by Thomson and 
Morrison [149]. They used the MacCormack explicit finite-difference scheme to solve 
the unsteady full Navier-Stokes equations for a laminar flow on a relatively coarse 
grid. The computed asymmetric vortex wake was found to be numerically induced 
by the MacCormack algorithm due to noncentered spatial differencing. It is believed 
that a very small perturbation was induced by the finite-difference algorithm trun­
cation error which triggers an instability at the saddle point above the body. This 
was the first mechanism for flow asymmetry. Hence, the instability is induced by nu­
merical bias which is physically amplified to produce the asymmetry. By switching 
the algorithm’s sweep direction, the asymmetry pattern was reversed. Discrepan­
cies between numerical and wind-tunnel results were attributed to insufficient grid 
resolution since small disturbances will not be amplified.
In an attem pt to simulate asymmetric vortex flow around an ogive-cylinder 
body at very high angles of attack, at subsonic speeds, Degani and Schiff [150] have 
presented asymmetric flow solutions to the thin-layer Navier- Stokes equations by 
introducing a forced asymmetric disturbance near the body nose in the form of a 
small surface jet. When the jet was turned off, the flow asymmetry was dissipated
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and the flow recovered its symmetry. Also, Schiff and his co-workers [151] have used 
the unsteady, thin-layer Navier-Stokes equations to compute the same problem. Vor­
tex unsteadiness developed with increasing angles of attack. The behavior of the 
fluctuations with incidence paralleled the trends observed in experiments by Degani 
and Zilliac [152]. In a later paper by Degani [153], the same computational scheme 
was used to predict the flow around the same ogive-cylinder body over a wide range 
of angles of attack; a  =  20° to 80°. His numerical experiments were focused on 
investigating the origin of the vortex asymmetry. Based on his results, the flowfield 
around slender bodies can be divided into three main groups depending on the angle- 
of-attack range. This range may change by ±10°, depending on the flow conditions. 
In the range 0° <  a  <  30°, the flow is symmetric and introduction of small distur­
bances near the nose has a small effect on the flow asymmetry. In the second range, 
30° < a  < 60°, the flow becomes steady asymmetric upon introduction of a spaced- 
fixed forced disturbance near the nose. However, when the disturbance is removed 
the flow recovers its symmetric shape. The origin of asymmetry is attributed to a 
convective-type-instability mechanism. In the very high range, 60° <  a  <  80°, the 
flow becomes unsteady with vortex shedding upon introduction of a small transient 
disturbance with short duration. The origin of flow unsteadiness and vortex shedding 
is attributed to an absolute-type-instability mechanism. Although this investigation 
reveals good tentative conclusions, there are several remaining questions to be ad­
dressed, related to  the dissipative effects of the scheme, particularly in the crossflow 
planes, and to the grid fineness and its resolution of the disturbance growth as well 
as higher levels of mathematical model.
Hartwich e t al. [154] have used incompressible thin-layer Navier-Stokes equa­
tions to study vortex asymmetries due to small surface imperfections. A turbulence 
model has been modified as suggested by Hartwich and Hall [138] to solve for tur­
bulent flow over a  3.5-diameter tangent-ogive cylinder at high angle of attack. The
31
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
results of their calculations for the body with a perturbed elliptical nose tip geome­
try are in good agreement with experimental data, but no secondary separation was 
captured even with a fine grid.
Asymmetric vortical flow simulation due to natural disturbances have been 
attem pted by several investigators. Kandil et al. [155, 156, 157] have presented 
the unsteady, thin-layer Navier-Stokes solutions to asymmetric supersonic vortex 
flows around circular and noncircular cones over wide ranges of angles of attack with 
locally-conical flow assumptions. Unsteady asymmetric vortex flows with periodic 
vortex shedding have been captured using several different schemes. The results of 
these calculations are presented in Chap. 5.
Siclari and Marconi [158] have also used the unsteady, full Navier-Stokes equa­
tions with a multi-grid, central difference, finite-volume scheme to solve for steady 
asymmetric locally-conical flows around a 5°-semiapex angle cone over a wide range 
of angles of attack. At very high incidences, a steady asymmetric solution has been 
captured which which will be explained in Chap. 5. Recently, the same scheme has 
been applied to solve for steady asymmetric locally-conical flows around cones with 
elliptic, diamond and biparabolic sections [159]. The steady-flow results of reference 
[158] are similar to those of the present work.
2.3 .4  C ontrol o f F low  A sy m m etry
The problem of control of asymmetric vortex flows about slender bodies and 
wings in the high-angle-of-attack range has received considerable attention by re­
searchers in the experimental study area. Experimental research efforts have been 
directed to control asymmetric flows for eliminating or attenuating the asymmetric 
forces and the resulting moments by using either passive-control or active-control 
methods. For a review of flow control, one can refer to references [9, 10, 160].
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Passive-control methods include: the use of a vertical fin on the leeward side, 
along the plane of geometric symmetry [161]; the use of fixed or movable forebody 
strakes [1 0 , 162]; or the use of a rotatable forebody tip having variable cross section, 
from a circular shape at its base to an elliptic shape at its tip [163]. Computational 
simulations of some of these approaches have been presented by Kandil et al. [156, 
164] and Liu et al. [165] to study the effectiveness of passive-control methods. The 
results are presented in Chap. 6 .
Active-control methods use blowing ports primarily with various blowing rates 
and blowing directions on the forebody surface [166] and some work has focused on the 
use of coning motion [160]. High angle-of-attack forebody vortex control simulations 
using the Navier-Stokes equations have been presented by Travella et al. [167] and 
Rosen and Davis [168].
2.4 Sum m ary
A review of computational schemes and results of steady and unsteady, sym­
metric and asymmetric vortical flows calculations has been presented and discussed. 
Although the methods using the potential formulations are computationally econom­
ical, the isentropic and irrotational flow assumptions limit their application. Due to 
the computer technology improvements in both speed and memory capability, solu­
tions which employ the Euler and Navier-Stokes equations have been made possible. 
Euler solutions provide details in the structure of the vortical region of sharp-edged 
bodies. However, for smooth surface separation, viscous diffusion and dissipation, 
vortex breakdown, etc., one has to rely on the Navier-Stokes solutions. In the present 
work, the Navier-Stokes equations or an approximate form of these equations have 
been used to study vortical flows around slender bodies. Emphasis of the numerical 
applications are on steady and unsteady asymmetric flow problems.
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F ig u re  2.1: Effect of angle-of-attack on leeside flow field
34
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
C hapter 3 
Form ulation
Before the rapid advancements in computer technology, most numerical solu­
tions of fluid dynamic problems were obtained using the potential flow formulation. 
However, due to the isentropic and irrotational flow assumptions, many fluid prob­
lems cannot be solved correctly using such a formulation. Until the last two decades, 
improvements in speed and increases in memory capabilities in the computer tech­
nology encouraged computational fluid dynamicists to formulate flow problems using 
higher levels of mathematical approximations, such as the Euler and the Navier- 
Stokes equations. The Navier-Stokes equations require a very fine grid to resolve the 
smallest scale in the viscous region; especially if the flow is turbulent. The grid fine­
ness plays an important role in capturing the unsteady fluctuation of the turbulence.
In high Reynolds number viscous flows the effects of viscosity are mostly con­
centrated near bodies and in wake regions. Owing to computer memory limitations, 
only a limited number of grid points are available to cluster mesh points near sur­
faces. As a result, fine-grid spacing is only available in directions which are nearly 
normal to surfaces and coarse-grid spacing must be used tangent to the surface. In 
boundary-layer theory, perturbation analysis shows that streamwise components of 
the viscous components can be neglected relative to normal terms. Similar arguments 
can be applied to the Navier-Stokes equations as a justification for the thin-layer 
approximation. The thin-layer approximation is not the same as boundary-layer the­
ory, since the normal momentum equation is solved and pressure can vary across
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the boundary-layer thickness. The thin-layer approximation breaks down for low 
Reynolds numbers and in the regions where viscous effects become significant in all 
directions. Of course, the full Navier-Stokes equations can be incorporated if suffi­
cient resolution is provided by the limited grid and the physical situation warrants 
it. Therefore, in the present research work, thin-layer Navier-Stokes equations are 
chosen to formulate two- and three-dimensional flow problems.
In this chapter, the three-dimensional full Navier-Stokes equations in a space- 
fixed frame-of-reference are presented first. Subsequently, the use of locally-conical 
flow assumptions to reduce the three-dimensional Navier-Stokes equations to a set of 
two-dimensional equations is presented.
3.1 T hree-D im ensional N avier-Stokes Equations
3.1.1 N avier-S tokes E quations
The non-dimensional conservation form of the unsteady, compressible Navier- 
Stokes equations in Cartesian coordinates (s i, x 2, x3) is given by
dq d (E j — E v j )
d i  +
where the flowfield vector is
dxi
9 =
=  0 ;j =  1,2 ,3
P
put 
PU2 
pu 3
and the inviscid fluxes are
E i =
pui P U 2 P U 3
plt-L2 +  p P U 1U 2 p U \U 3
P U \U 2 , E 2 = pu2 2 +  p 5 E 3  — P U 2U 3
puiu3  
. «i {et +  p)
pu2 u3  
. U2 {et +  p)
pu3 2 +  p
. 113 {et +  p) .
(3.1)
(3.2)
(3.3)
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and the viscous fluxes are
0
rji
E v j =  Tj2 \ j  = 1,2,3
Tj3
(3.4)
The flow variables are introduced in non-dimensional form where, each is referenced 
to its appropriate freestream value. The non-dimensional density, p, Cartesian ve­
locity components, u\, u2, u3, total energy, et, viscosity, p. and speed of sound, a 
are defined as the ratio of the corresponding physical quantities to those in the 
freestream; namely, p00, a00, p o o ^ , Moo and Coo, respectively. The pressure, p, is 
non-dimensionalized by p ^ a and is related to the total energy for an ideal gas by 
the equation
research work. The coordinates x \, s 2, x 3 and time t are non-dimensionalized by a 
characteristic length L and T/aoo, respectively. In Eq. (3.4) the r ’s represent the 
Cartesian components of the shear-stress tensor for a Newtonian fluid, assuming
and «i, u2, u3  represent the three Cartesian components of the velocity vector. The 
viscosity, p, is evaluated by using the Sutherland’s law
(3.5)
where 7  is the ratio of specific heats and its value is taken to be 1.4 in the present
Stokes hypothesis and Vs are the shear-dissipation power and heat-flux components. 
For convenience, all the tensors are expressed in indicial notation by
(3.6)
( 7  — 1 )PrRe dx
(3.7)
where <5,j is the Kronecker delta function (<5,-j =  1 if i =  j  and 6 ,-j =  0 if i ^  j )
(3.8)
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where T  is the temperature and C is the Sutherland’s constant which is 110.4° K. 
The Prandtl number, Pr  is chosen to be 0.72 in the present research work. The 
Reynolds number is defined as Re — PooUooL/Poo and the characteristic length (L) 
is chosen as the length or diameter of a body for the particular three-dimensional 
application. The corresponding characteristic velocity is a00 and the characteristic 
time is L/doo- The values of all the freestream flow quantities, which are used as the 
initial conditions for all applications, are given as follows:
P<x> — 1
U\oo — Moo cos a  cos /?
u2oo =  —Moo sin /?
U300 = Moo sin a  cos f3
1 M 2
-  ^ T ) + ^ r  <3-9>
Poo
a0
U o o  =  \ j u  j o o  +  U 2 o o  +  U l  
M o o
3oo
U o' o 
Q>oo
where Moo is the freestream Mach number, a  the angle of attack and /? the sideslip 
angle.
To compute the mathematical model of flow problems using the Navier-Stokes 
equations, initial and boundary conditions need to be specified. The physical bound­
ary conditions for the corresponding applications are discussed in Chap. 4.
For the case of turbulent flow, the Navier-Stokes equations are transformed 
to the Reynolds-averaged equations. Using the concepts of an eddy viscosity and 
turbulent conductivity, the molecular viscosity, p, is replaced by an effective viscosity, 
p e in the momentum equations
38
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He =  (1 +  jit (3.10)
where fit is the turbulent viscosity. Similarly, in the energy equation, the molecular 
thermal conductivity, k  is replaced by the effective thermal conductivity, ke
where Prt is the turbulent Prandtl number which is chosen as 0.92 in this research 
work and C p  is the constant pressure specific heat. For closure, p t is commonly 
handled through a turbulence model which is discussed in the next chapter.
3.2 Locally-C onical N avier-Stokes Equations
For supersonic flows, the three-dimensional equations in Cartesian coordinates, 
Eqs. (3.1)—(3.8), are transformed into the simpler conical flow equations by using the 
conical coordinate X,  Y  and Z  defined mathematically by
Physically, a conical flow has the property that all flow quantities are assumed to be
(3.11)
(3.12)
invariant along rays that emanate from the apex of the conical surface. The conical
flow equations written in abstract form are given by
at ay  a z
where the inviscid fluxes are
+ 2 ( EX - E v x) = 0 (3.13)
F  = E 2 - Y E 1 = pu2 + p - Y
pU2U3
U2 (et +  p)
pu2
pu\u2
pui 
p u l  + p  
puiu2 
puxu3  
Ui (et + p)
(3.14)
G  — J5?3 — Z  E i  — pu2 u 3  — Z
pul + p 
U3 (et +  p)
puz
puiu3
pui
pu\-\-p
pU\U2
pUiU3
«i (e* +  p)
(3.15)
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and the viscous fluxes are
F v  =  E V 2 — Y  E v \  =
G v  =  E v z  — Z  E v  i =
0 0
7*21 7-11
T22 - Y 7-12
T23 7-13
.  &2 . .  bl .
0 0
731 7-11
732 - Z 7*12
733 7*13
1
CO*0
__J .  .
(3.16)
(3.17)
The shear stresses and thermal dissipation terms are obtained by using chain rule 
differentiation and enforcing the conical flow conditions, i.e., all derivatives in the 
X-direction are zero. For example, the principal stress T\\ can be simplified as
2 /xMq,
Til = *<» I 2 Y ^ 1  + 2 Z —  +  —  +  9u3 (3.18)R e X  \ ~ ~ d Y  d Z  ' 8 Y  ‘ d Z t
The resulting equations, Eq. (3.13), have spatial variation in the Y-  and In­
directions only. Thus, these equations are two-dimensional equations with source 
terms. Hence, they are more economical to solve than the three-dimensional equa­
tions. It is also noticed that the time-derivative term in Eq. (3.13) is multiplied by X  
and an axial length-scale dependence exists in the viscous terms (Eq. 3.18). Hence, 
strictly speaking, the governing equation does not represent a globally conical flow. 
Only the steady inviscid flow equation represents a globally conical flow. However, 
for unsteady viscous flow over a conical body, if X  is fixed at a certain location, the 
flow may be thought of as “locally conical” with the Reynolds number determin­
ing the location of the conical plane in which Eq. (3.13) is solved. The validity of 
this approximation has been well established through experiment and computation 
[44, 169, 170].
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F ig u re  3.1: Body-fixed frame-of-reference
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Chapter 4 
C om putational Schem es
The time-dependent Navier-Stokes equations in the Cartesian coordinate sys­
tem are transformed into a body-conforming generalized coordinate system. Then, 
two upwind schemes, a flux-vector splitting scheme and a flux-dilference splitting 
scheme, are applied to the inviscid fluxes of the Navier-Stokes equations in the com­
putational domain. The upwind differencing models the characteristic nature of the 
equations in which information at each point is obtained from directions dictated by 
the characteristic theory of partial differential equations. W ith the upwind schemes, 
artificial dissipation terms which are generally required in a central-difference scheme 
to overcome oscillations or instabilities arising in regions of strong gradient changes, 
need not be added.
The three-dimensional Navier-Stokes equations are used for presentation of the 
two numerical schemes used in this dissertation. Although the flux-dilference splitting 
scheme is the major scheme used in this work, both schemes are reviewed briefly. 
Since the unsteady Navier-Stokes equations are used in the formulation, both schemes 
are capable of solving time-dependent problems by using global time-integration and 
the steady-flow problems by using pseudo time-integration to get asymptotic steady- 
state solutions. At the end of the chapter, the boundary conditions for the numerical 
solutions of conical and three-dimensional flow problems will be addressed.
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4.1 Equations in C om putational D om ain
4.1.1 T h ree-D im ensional E quations
The transformation of the governing equations from the physical Cartesian 
coordinate system into the general curvilinear coordinates is presented here. In many 
computational applications, the body surface is a boundary of the computational 
domain, so that the surface boundary condition can be easily applied. Moreover, with 
body conformal coordinates, more efficient grid-point distributions can be achieved. 
The transformation from the physical Cartesian coordinate system, (xi, X2 , x 3) to 
time-independent curvilinear coordinates, (£*, £2, £3), is given by
£m = £m(x i ,  *2, *s) (4.1)
Using the above transformation, Eq. (3.1) transforms to
0
ci£m
where the flowfield vector q, is given by
dq d ( E m - E v m) _  
dt +  d
q = J  1q = J  1
P
pui
PU2
PU 3
et
the inviscid fluxes, E m are given by
Em  —
= J
J "  ( C . E n )
pUm 
pUlUm + £™P 
pu2Um + £™2p
pUzUm + ££P  
Um (ei + p)
- 1
and the viscous fluxes, E v m are given by
(4.2)
(4.3)
(4.4)
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B v m =
0
=  J -1
tm^XjTfl
cm$XjTJ 2
tm T.
Xj f i
&
(4.5)
where m, n and j  are summation indices ranging from one to three. The Jacobian 
of the transformation from the Cartesian coordinates to the computational space is 
given by
1 _  d ( x 1, x 2, x3) _
d ( e , e , ? )
2)j^2
X2f  (4-6)
X3£3
The details of the transformation to general curvilinear coordinates are given in 
Appendix A. The contravariant velocity component in the direction is given by
Um =  i  x-uj  ; j  =  1,2,3 (4.7)
Moreover, the shear tensor and the heat-transfer terms of Eq. (4.5) are expressed in 
indicial notation by
liM0o ( d t m duj d i m dui 2  d i m duk
Tjl Re \  d x t d i m dxj d^m 3 d x k d£m
, nMoa d£m da2bj =  UkTjk +
(4.8)
(4.9)
( 7  — l )PrR e  dxj d£m
where j  and I are free indices and k and m  are summation indices. The range of 
j ,  k, I and m is from one to three.
4.1 .2  L ocally-C onical N avier-S tokes E quations
Similarly, the conical-flow equations, Eq. (3.13), can be transformed from the 
physical conical coordinates (X , Y)  to the computational coordinates. Since it is 
shown in Chap. 3 that Eq. (3.13) has length-scale dependence in the unsteady and
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viscous terms, the conical Navier-Stokes equations are not self-similar, and the flow is 
not globally conical as that of the steady inviscid equations. However, if the equation 
is solved at a fixed location which is time-independent, locally- conical solutions can 
be obtained. Instead of using explicit conical Navier-Stokes equations, locally-conical 
flow solutions can be obtained by solving the problem in three conical planes using 
a three-dimensional solver. This is achieved by setting the conserved components of 
the flowfield vector, q to be equal at two planes. All of the locally-conical solutions 
in the present work are obtained in this way.
4.1 .3  Thin-L ayer A pp roxim ation
The Navier-Stokes equations, Eq. (4.2), represent a general set of partial differ­
ential equations which can be used to solve for three-dimensional viscous flowfields 
wherever the boundary-layer equations are not applicable. Unfortunately, the Navier- 
Stokes equations are very difficult to solve in the complete form since substantial 
computer time and storage are required to obtain reasonable resolution of the vis­
cous terms. Typically, in most of the CFD work, and due to limitations on computer 
storage, a limited number of grid points is only available for clustering in the viscous 
layers or in regions of high gradients. The resulting grid distribution usually has 
good resolution in directions nearly normal to the surface. Coarse grid distributions 
are usually used in other directions. As a result, the viscous effects associated with 
derivatives along the body are not adequately resolved. Thus, it is necessary to seek 
a level of mathematical approximation to the governing equations that falls between 
the complete Navier-Stokes equations and the boundary-layer equations.
In boundary-layer theory, order of magnitude analysis shows that all viscous 
terms containing derivatives parallel to the body surface can be neglected relative to 
those in the normal direction. Relying upon a similar argument as a justification, 
all viscous terms containing derivatives in the direction parallel to the body surface
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are neglected in the complete Navier-Stokes equations, but all other terms in the 
momentum equations are retained. This reduced set of equations is referred to as the 
thin-layer Navier-Stokes equations. Although the thin-layer approximation is similar 
in philosophy as that of the boundary-layer approximations, major differences exist 
between the two sets of equations. The normal momentum equation is retained and 
pressure can vary across the boundary-layer thickness. The thin-layer approximation 
breaks down for low Reynolds numbers and in regions of massive flow separation.
Applying the thin-layer approximation to the transformed Navier-Stokes equa­
tions, Eq. (4.2), all partial derivatives in the viscous terms with respect to those 
directions parallel to the surface are dropped. In other applications, boundary layers 
may exist in two directions as in the case of a corner flow. For such applications, 
the partial derivatives in both the £2- and £3- directions are retained in the viscous 
terms. Thus, the thin-layer Navier-Stokes equations can be written in a general form
as __
dq  , 8 E ^  9 ( E v t ) n
dt  +  d p d£n
=  0 ;m  =  1,2,3 (4.10)
where n is a summation index and its value depends on the number of thin-layers 
representing the viscous terms. For instance, if n is assigned the values two and three, 
the derivatives in the £2- and £3- directions are retained in the viscous terms. The 
inviscid fluxes, 2?i, E2 and E3, remain unchanged, and they are given in Eq. (4.4). 
The viscous fluxes ( E v t j  can be obtained by setting the indices i and m  to two or 
three in Eqs. (A.15) and (A.16). They are given in a matrix form by
0
=  j - 1 £xjTj2
a /;
=  1,2,3 (4.11)
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where any element corresponding to the three momentum equations in Eq. (4.11) is 
given by
_ f i M ^  (1  d j n du3 d j n d j m dm \  U l 2 )
^xj  Jl Re  \ 3  dxi  d x j d ^  + dxj  d x j d ^ J
The last element in Eq. (4.11) reduces to
fiMpo f 1 d£m dtij d j n d j m \ d u k 1 da2
*xj  3 Re  ( 3 dxj  d£n n +  dxj  dxj  [ k d ( n (7 -  1) P r  d£n J  J ( '
Obviously, there are fewer terms in the equations which lead to some reduction in the 
required computational time and memory storage. However, a substantial amount 
of computer tim e is still required to solve the reduced set of equations. Next, the 
differential equations are discretized for numerical computations.
4.2 Im plicit U pw ind Schem e
There are a number of computational schemes which can be used to solve the 
set of partial differential equations, Eq. (4.2). The unsteady Navier-Stokes equations 
are mixed types of hyperbolic-parabolic partial differential equations in time. The 
time-dependent approach is used to solve these equations. The unsteady Navier- 
Stokes equations are integrated accurately in time for unsteady-flow problems and 
in pseudo time for steady-flow problems. Basically, there are two classical schemes 
for time integration, explicit and implicit schemes. Explicit schemes typically require 
less computational work and they are simpler in implementation. Implicit schemes, 
while computationally expensive, have less restrictive stability bounds in comparison 
with explicit schemes. Thus, an implicit scheme is chosen for the present work.
4.2.1 F in ite -V olu m e Form ulation
The governing equations in general curvilinear coordinates, Eq. (4.2), are used 
to obtain the finite-volume formulation. First the differential equations are integrated
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over £x, £ 2 and £ 3 of the computational domain. By applying the divergence theorem 
to the divergence of the inviscid and viscous flux terms, one obtains
J I L  ai  + J L  (^  - f 0 * + I L  d e  d e
+  j j an ( e 3 -  e v 3) d e  d e = 0  (4 .1 4 )
where 7Z is the domain of integration and dlZ is the domain’s boundary. The com­
putational domain, 7Z is divided into small hexahedral cells as shown in Fig. 4.1. 
The boundaries of each cell are aligned with the coordinate lines £x, £ 2 and £ 3 in the 
physical domain. Equation (4.14) is then applied at each cell assuming that the flow 
quantities are cell-averaged values rather than pointwise values a t the cell center. 
For convenience, the mapping of the hexahedral cells is chosen to be a unit cube 
in the computational domain. The integral form of Eq. (4.14) becomes an ordinary 
differential equation in time with spatial-differencing terms
= - \ ( e I - E ^ i) .  , . . - C eTi - E v-1) .  .
+  ( e 2 -  E v 2) .'j+hk -  ( e 2 -  E v 2) . ._hk
+  ( E 3 -  E v 3) . .M1_ -  ( E 3 -  E v 3) ^
= R (vi,j,k) (4-15)
where the subscript i , j ,  k denote the value at the centroid of a cell and the half­
integer subscripts refer to the value at the interface of cells. Physically, Eq. (4.15)
can be interpreted as the description of the balance of mass, momentum, and energy
over an arbitrary control volume. The vectors IV ^ IJ -1, |V£2 | J -1 , and |V£3 | J - 1  
represent the areas of a cell-surface in the £*, £ 2 and £ 3 directions and the Jacobian 
of the transformation of a cell, j., is the volume of the cell. Also, the quantities 
pU\J-1 , pU2 J ~ 1 and pU3 J~x represent the mass fluxes across the cell interfaces in 
the £x, e  and £ 3 directions, respectively. The corresponding differential equation 
for the thin-layer Navier-Stokes equations, can be obtained by replacing the viscous
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fluxes terms E v i, E v 2 and E v 3 with the corresponding thin-layer viscous fluxes 
E v t i ,  E v t 2 and E v tz ,  respectively.
The semi-discretized differential equation, Eq. (4.15), can be integrated numer­
ically in tim e using the Euler implicit time-differencing method [37]. First, q at time 
level n +  1 are expressed in terms of qn at time level n and d q /d t  at time level n +  1 
using the Taylor-series expansion
n + l
5” + 1  =  ?" +  A i | ^  +  O {A t ) 2 (4.16)
Upon substituting Eq. (4.2) into Eq. (4.16), theflowfield vector is written in the delta 
form as
A qn =  q n + 1  -  qn
(4.17)
where
R  ( y * 1) =  -  Se  ( e ^ 1 -  S « r +1)  +  Se  (.E 2 n + 1  -  E v 2n+^
+5^3 (IE3  — E v z
The inviscid and viscous fluxes at time level n + l  can be linearized by using truncated 
Taylor-series expansions and a forward difference for the time derivative. Eq. (4.17) 
becomes
r / / 3 R \ n 1 a r  = R{r)
- n + l n + l \
3 J
(4.18)
J A t
dR" ni 
dq
(4.19)
where
dR
dq v(t +  sd l ) f )  +  se dEtd q  ^
c ( d E ^ A  . ( d E v 2\  f f d E v .3 (4.20)
In the above equations, S^i, 6 ^ 2  and 6 ^ 3  are the spatial difference operators, and 
the spatial indices (i , j , k ) in the (£*, £2, £3) coordinate directions are omitted for
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convenience. The next step is to define the spatial operators which can be based on 
the characteristic directions of the partial differential equations. The two schemes 
employed here are the flux-vector splitting scheme of van Leer [54, 55] and the other 
is the flux-difference splitting scheme of Roe [56]. They will be briefly reviewed in 
the next section.
4.2 .2  F lux-V ector S p littin g  Schem e
The generalized fluxes E \ ,  E 2 and E$  are split into forward and backward 
contributions according to the signs of the eigenvalues of the Jacobian matrices 
d E i /d q ,  d E 2/dq  and d E ^ /dq  and differenced accordingly. The flux difference in 
the £* direction is
=  6 -E~t  +  S + f i i  ; i = 1,2,3 (4.21)
where 6 ~- and Sp  denote general backward and forward difference operators respec­
tively, in the £* direction. In Eq. (4.21), E{+ has all non-negative eigenvalues and 
Ei  has all non-positive eigenvalues.
Since the flux vectors are homogeneous functions of degree one in q they can 
be expressed in terms of their Jacobian matrices. The flux vector in the £* direction, 
E i  can be written as
Ei = A iq  =  ^ q  (4.22)dq
Using a similarity transformation, Eq. (4.22) can be written as
Ei  =  Aiq  =  T A ' T ~ xq (4.23)
The matrix A'  is a diagonal matrix of the eigenvalues of A{ and is given by
A 1 = diag (Ai, A2 , A3 , A4 , A5 ) (4.24)
M ,2 ,3  = U i ,  A‘ =  Ui  +  I'Vf'la , A‘s = U i -  |V £ '|a (4.25)
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The eigenvalues can be split into non-negative and non-positive components which 
are given by
A j= (A {)+ + (A j)“ ;i = 1,2,3 (4.26)
where
(a0 ± =  A!±2 |A~ ;/ =  1 ,2 ,3 ,4 ,5  (4.27)
Consequently, the eigenvalue matrix A 1 can be split into
A<= (A ‘) + +  (yli) _ (4.28)
where (a * )+ contains the non-negative eigenvalues (Aj)+ and ( /I1) contains the 
non-positive eigenvalues (Aj) . This splitting of the eigenvalue matrix, combined 
with Eq. (4.23) allows the flux vector Ei  to be written as
%  = T  [(A*) + +  (A*') ' ]  T ~ l q =  ( 2 +  +  A ^  q =  E $  +  %  (4.29)
The flux vectors in terms of the three-dimensional generalized coordinates are 
split according to the scheme of van Leer [55] which is given below. The flux vector 
Ei  is split according to contravariant Mach number in the £* direction, defined as
Ui (4.30)M  • =  — —a |V e’|a
For supersonic flow, M^i >  1,
E j  = Ei  
E~  =  Ei
and for subsonic flow, \M^\ < 1 ,
Ei  =  0  M  i >  + 1
E t  = 0 M^i  <  - 1 (4.31)
Ei  = J
f t
f t {V Xl<f>i + u i)
f t {Tx2^i + u2)
f t iV xz f i  +  «s)
f t
(4.32)
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where
pa (Mi  ±  l ) 2
f t  =  ± L ^ Ai  L  (4.33)
g  _  ^ ± f - ( 7 - 1 )(W)2 ± 2 (7 -l)tZ7a +  2a2 | (u2 +  u 2 +  u2) j  ^
fa = ( ~ Ui ± 2a), ( 4  35)
7
tmJ =  w h  ; i  =  1 ,2 ,3  (4-36)
In Eqs.(4.30)-(4.36), the superscript i is a free index. To obtain E i ^ ,  i is set equal 
to one and u{ is the velocity normal to a face of £* equals to a constant. The fluxes 
in £ 2 and £ 3 directions are formed similarly by setting i = 2 and 2 =  3, respectively.
The differencing of a flux vector is implemented as a flux balance across a cell. 
For example, S p E i  in Eq. (4.30) at a cell center of index at point i, (keeping the j, k 
and n indices constant) can be written as
=  [®+ (?-+ i) + s - ( « + . i ) ]
-  [®+ ( 5 - , ) + £ - ( « + . i) ]  (4.37)
Tile notation E + ( g ^ i . )  denotes the forward 0ux evaluated using the metric 
terms at the cell interface i +  |  and the conserved state variables on the upwind 
side of the interface. The state variables on cell interfaces that are determined from 
upwind-biased interpolation of the conserved variables are given by
9 j+i  =  Qi +  4 [(1 — «)A_ +  (1 +  /c)A+]g,-
=  5*+i -  \  [(! -  «)A+ +  (1 +  #c)A_] q i+ 1  (4.38)
where
A+<7, =  qi+1 -  <7, A _</, =  q{ -  q (4.39)
The parameter k € [—1,1] forms a family of difference schemes [54]; k =  — 1 cor­
responds to second-order fully-upwind differencing, k = 0 corresponds to Fromms
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scheme, and k = |  corresponds to third-order upwind-biased differencing. The min- 
mod flux limiter sometimes is used to eliminate oscillations in shock regions. Flux- 
limited interpolations are identical in form to Eq. (4.38), except that A + and A_ are 
replaced with A + and A_, respectively, where
(4.40)
A + =  max
A l — max [0 ,
/T ( 3 - K)u
(1 - *)
Using Eqs. (4.18), (4.20), (4.37)-(4.39), Eq. (4.19) can be written as
J ^  + <^1 A l  + ^ 2 ^ 2  + ^ 2-4.2 + ^ 3 4^.3 + ^ 3-4.3
-v pfr) - pfr) ~  *  pfr)]Ar=*(«") (441)
where the residual at time level n is given by
S ^ E i  + ^ 2 ^ 2  +  + ^ 3 ^ 3  + ^ |3 ^ 3R{r) =  -
— E v \  -f- S ^ E v 2 -J- figsEvz^
4 .2 .3  F lux-D ifference S p littin g  Schem e
(4.42)
The flux-difference splitting of Roe is based on the approximate Riemann prob­
lem. The Riemann problem is used as a mechanism to divide the flux difference 
between the neighboring states, such as the interface of two computational cells, into 
component parts associated with each wave field. As each eigenvalue is also associ­
ated with its own wave field, so the splitting can be done based on the eigenvalues. 
The interface flux in the £* direction can be written as
=  <4-43>
' -1 ' TO+l
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where
1
u{ 
U2 
U3 
[ ? 2/2
0
A«i - £ lXiAUi 
A u 2 - ^ X2AUi 
A u 3 - e x3AUi 
_ A (?2/2) -  UihUi
lAE-wli =  |a;,5
(Ap ±  p a A U i)
ui ±  2 f1
u2 ±  at*
X\
i
x 2
U3  ±  2 f~
(4.44)
h ±  mii
and q is the magnitude of the Cartesian velocity components. The eigenvalues are 
given by
A* — s  77-
1,2,3 ~  t  i
A 4 .5  =
J
J (iVi ±  2 )
(4.45)
Here qR and qL are the state variables to the right and left of the cell interface. 
The notation A() =  ()l — ()r denotes the difference between the variables defined 
just to the left of and the right of the cell interface. The cell interface values of 
density, velocities, and enthalpy (h =  j P / p ^  — 1 ) +  q2/ 2 ) are computed using the 
Roe-averaged quantities given by
P =  y/PLPR
~ _  K )  Ry/PZ +  {Uj)Ly/pZ—     , Z — 1 ,Z , 0
yfPR +  yfPL 
h — tlRy/pR +  hLy/pE 
y/f>R +  y/PL 
O2 =  ( 7  -  1 ) (h -  q2 / 2 ) (4.46)
The fluxes in the £*, £ 2 and £ 3 directions can be obtained by setting i = 1 ,2,3, 
respectively. The notation , denotes the numerical flux evaluated at the cell
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interface m  + |  and the state variables on the cell interface are determined similarly 
from the same interpolation expression given in Eqs. (4.38) and (4.39) by replacing 
q+ and q~ by qR and qL, respectively.
Applying the Roe flux-differencing expressions to the inviscid fluxes, Eq. (4.19) 
can be written as
R +  L +  8 ^ A 2 r  +  S+2 A 2L +  8 ^3 A 3R +  5+3 A 3L
A qn = &{qn) (4.47)
and the residual is given by
( d E v A  ( d E v 2\  . (d E v r
R ( r ) = E \ R +  S ^ E i l  + ^ 2E 2R +  S^ 2 E  2L, +  6 e E 3R +  8^3 E 3l
(4.48)
The Euler implicit method in the delta form given by Eqs. (4.41) and (4.47) is first- 
order accurate in time and second- or third- order accurate in space depending on 
the value of k. The next step is to solve the difference equation numerically.
4.3 M ethod o f Solution
The Euler implicit method in the delta form given in the previous section can 
be written in the general form:
+  5 i^ A i+ +  5^ 1 Ai +  8^ A 2+ +  5^ A 2 +  8 ^ 3 A.3+ +  5+3 A 3
and the residual is given by
d E v j
dq A qn = R ( q n) (4.49)
R ( q n) 8 ^ E i + +  S p E i  +  8^2E 2+ +  8^2E 2 +  8^3E 3+ +  8^3E 3
— E v \  -)- 8 f E v 2 -)- 8 ^ 3  E v s j (4.50)
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In Eq. (4.49), second-order differencing is used on both sides of the equation. Dif­
ferencing for the diffusion terms, representing shear stress and heat transfer effects, 
corresponds to second-order central differences in which second derivatives are treated 
as differences of first derivative terms across cell interfaces. For example, the viscous 
flux with thin-layer approximation is given by
S(,  (B T t l ) m =  (jsT t3) m+J -  ( i s T i s ) ^  (4.51)
The third element of the thin-layer viscous flux is given by
M o o f i f d f d u !  d f d u 2\Tl2 = “rT feaF + ST a? j (4'52)
and is differenced in [Evtz]  . as
v ) m ± \
M o o  ( d e c  , d f .  \  / A  co,
l u ^ i  ( a ^ ” 1 +  d ^ Si‘uV „ ± i  { ]
where
^ 3  (m )m+|  =  (« i)m+1 -  (« i)m (4.54)
The solution procedure required to solve a large banded block matrix at each 
step is generally not feasible due to the number of operations required to invert 
the system and is very expensive. Therefore, an approximate factorization method 
adapted from the Beam and Warming scheme [40] is used to split the implicit operator 
into a sequence of easily invertible equations in order to reduce the computational 
requirements. The left-hand side of Eq. (4.49) is factored, such that only a system 
of block tri-diagonal equations are to be solved. The viscous Jacobian matrices, 
d E v i / d q ,  d E v 2jdq  and d E v z jd q  contain spatial cross-derivatives in the f 1, £ 2 and 
£ 3 directions which cause difficulty in constructing an efficient factored algorithm. 
Therefore, the viscous Jacobian matrices are linearized using a method by Steger 
[41]. The linearization method is simplified by assuming the coefficients of viscosity, 
fi and thermal conductivity, k to be locally independent of q and the cross-derivative
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terms are neglected. As a result of these assumptions, the viscous Jacobian matrices 
have the general form
m , = = M i  [ e ) + M i  { e ) + M i  ( e )  ; i = 1,2 ,3 (4.55)
where £*, £ 2 and £ 3 in parenthesis indicate that only terms with derivatives in £*, £ 2 
or £3, respectively, are retained. Using the above equation, the discretized equation 
in delta form using the approximate factorization scheme is written in three steps
T ^1 A i+ +  6*x A \ — S^iMi
-j^  +  6 ~2 A<i+ +  S*2 — 6 g M - i
+  ^3 -^ -3+ +  ^3 Az — 6^ 3 M  3
a  r  = R n(At J ) 2 
A q** =  A q*
A qn = Aq**
(4.56)
where the superscripts * and ** denote intermediate values. The spatial cross­
derivative terms, S^iMi  (£2) , S^iM i  (£3) , 6 ^ 2  M 2 (£x) , SgtMz  (£3) ,  SgsMz (£1), and 
S ^ M z  (£2) are evaluated explicitly without loss of accuracy by lagging them in time, 
so the solution at each point is computed directly for the two neighboring points. The 
scheme requires the inversion of a system of block tri-diagonal matrices. Obviously, 
for the thin-layer Navier-Stokes equations, all of the spatial cross-derivative terms 
and some of the viscous terms in certain directions are neglected. Thus, the required 
computational time and memory are greatly reduced.
The solution of Eq. (4.57) is accomplished through three sweeps; in each sweep, 
a block tri-diagonal system is solved. The first sweep is in the direction, the second 
in the £ 2 direction and the third in the £ 3 direction. Once this is accomplished, one 
obtains q n + 1  by using
£ n + l  =  ~n +  A ~ n  ( 4 5 7 )
For steady-flow calculations, the time level n becomes the iteration counter, and 
the solution procedures continue in time until an asymptotic steady-state solution is 
achieved. The convergence rate is accelerated using a local time stepping procedure
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in which each cell is advanced at its own time step corresponding to a given Courant- 
Friedrichs-Lewy (CFL) number which is defined by
3
C F L  = A t
l;= i
(4.58)
where A t  is the time step.
For unsteady-flow problems, global minimum time stepping has to be used to 
obtain time-accurate solutions.
4.4 Turbulence M odel
In the present work, the effect of turbulence is taken into account by implement­
ing a two-layer algebraic eddy viscosity model. This model was first developed by 
Cebeci [171] for the boundary-layer equations and modified by Baldwin and Lomax 
for the Navier-Stokes equations [76]. It is a conventional two-layer model. The inner
layer is governed by the Prandtl mixing length with Van Driest damping, and the
outer layer follows the Clauser approximation. Computed vorticity is used in defining 
the reference mixing length required for the outer layer. The turbulent viscosity in 
this model is given by
J W i  r < r c l 
^ I (/**)„ r > r c $
where r  is the normal distance from the body surface and rc is the smallest value of r 
at which the inner-layer turbulent viscosity 1S equal to the outer-layer turbulent 
viscosity For the inner layer, the turbulent viscosity is calculated by using the
Van Driest algebraic formula given below
(ft),. =  pP\p\ (4.60)
where |cu| is magnitude of vorticity and the mixing length I is given by
I = kr 1 — exp- (r+/,>1+) (4-61)
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where k is the von Karman constant, A + is a damping constant and r + is given by
r+ =  (4.62)
Hw
The subscript w  refers to the body surface.
For the outer layer, the turbulent viscosity is computed by using the Clauser 
algebraic formulation-
(fit)0 =  K cC c p p F w  Fk b  (r) (4.63)
where K c  is the Clauser constant and Cep is another constant. The wake function 
Fw,  is given by
Fw = min ( rmaxF m a x ,C w r max ( y v )  /Fmax ' j  (4.64)
In Eq. (4.64), Fm a x  is found as the maximum of the function
F(r)  =  |w|r l - e x p " ( r+/yl+)' (4.65)
and rmax is the corresponding value of r. The difference in the total velocity profile, 
V y , is obtained from
V t/ =  )/(«? + ti| +  « l)moi. -  \ /(uj  + u2 + u%)min (4.66)
In Eq. (4.63), Fk b {^) is the Klebanoff intermittency function given by
Fkb  (r) =  [l +  5.5 (r CKB/r maxf \  (4.67)
The constants in Eqs. (4.61), (4.63) and (4.67) are given below:
A + =26 ,  k = 0.4, K c  =  0.0168, Cep = 1 .6 , Cw = 0.25, C k b  =  0.3
(4.68)
The Baldwin and Lomax model removes the need for finding the outer edge of 
the boundary layer which is needed in Cebeci’s model. Although this makes the Bald­
win and Lomax model very convenient for the Navier-Stokes equations with attached
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and mildly separated boundary-layer flows, a serious problem is encountered in re­
gions with cross-flow separation. In this region, the function F ( r ) gives two maxima 
along the normal distance r; a small maximum corresponding to the boundary-layer 
flow and a large maximum corresponding to the vortex core flow. Thus, one must 
select the smaller maximum corresponding to the boundary-layer flow. This problem 
was first observed by Degani and Schiff [77], and fixed by terminating the search for 
Fmax  where a value less than ninety percent of the first local Fm ax  is encountered, 
in order to select the appropriate value of Fmax.  A similar idea to distinguish the 
boundary-layer flow from the vortex-core flow by defining a cut-off distance is sug­
gested by Panaras and Steger [135]. All these modifications of the two-layer model 
have been implemented in the present study.
4.5 Initial and Boundary C onditions
4.5.1 In itia l C onditions
All the numerical calculations of the steady-flow problems are obtained by using 
impulsively-started initial conditions, i.e., bodies are suddenly placed in the free- 
stream at angles of attack specified by the problem. For unsteady-flow problems, 
solutions obtained from the pseudo time-stepping calculation corresponding to the 
same flow conditions are used as initial conditions in order to save the computational 
cost for the transient state.
4.5.2 Surface B oundary C onditions
The boundary conditions for the present work are implemented explicitly. On 
the solid boundary, the no-slip and no-penetration conditions are enforced, i.e., ui =  
U2 =  U3  =  0 and the normal pressure gradient is assumed to be zero. The adiabatic 
condition is maintained on solid surfaces.
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4.5 .3  Far F ield  B oundary C ond itions  
L ocally-C onical Flows
To obtain a conical flow solution for supersonic freestream Mach numbers, the 
computational domain is extended far enough to perm it capture of the bow-shock 
formed outside of the body and is included as part of the solution. Since the distur­
bance from the body will not propagate beyond the bow-shock in the crossflow plane, 
the conditions outside the conical shock are the same as the freestream conditions. 
Therefore, the far field boundary conditions are specified to be the freestream con­
ditions. Since the locally-conical flow solutions are obtained by solving the problem 
in three conical planes using a three-dimensional solver, free-stream conditions are 
enforced on far field boundary of the first and third conical planes.
T hree-D im ensional Flows
The theoretical far field boundary conditions for any external flow problem are 
that the gradient of disturbances vanishes at infinity. Unfortunately, the extent of 
the computational domains is always finite, and hence it is inappropriate to imple­
ment the physical far field boundary conditions on a limited domain. Therefore, the 
numerical far field boundary conditions are specified such that the reflection of waves 
at the boundaries should be minimized and the actual implementation is stable and 
well posed [59, 172, 173].
The non-reflecting boundary condition is based on characteristic theory. Using 
a local orthogonal coordinate system, one assumes that one of the coordinates’ out­
ward unit vector is normal to the far field boundary, and the others are tangential to 
the boundary surface. The eigenvalues of the flow-Jacobian matrix are un, u n +  a, 
and u n — a with u n being repeated three times for three-dimensional flows, where u n 
is the local outward normal component of velocity at the boundary. The correspond­
ing characteristic variables associated with each of the eigenvalues are s, un, u*2,
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u n +  2 a / ( 7  — 1 ), and u n — 2a j ( 7  — 1 ), where s = p/p1 is the entropy and uti and ut2 
are the two tangential components of velocity at the boundary. The last two charac­
teristic variables are called the Riemann invariants. The characteristic variables are 
invariant along the characteristic lines and the sign of the eigenvalues determines the 
slope of the characteristics which will indicate the direction of propagation, either 
into or out of the domain.
If u n is less than zero, then it is an inflow boundary. For supersonic flows, all 
the eigenvalues are negative, hence all the information for the characteristic variables 
are from the freestream and hence freestream conditions are specified at the inflow 
boundary point. For subsonic flows, u n + a is the only positive eigenvalue, so the 
corresponding Riemann invariant, u n +  2 a / ( 7  — 1), is extrapolated locally from the 
interior of the domain while the other Riemann invariant, u n — 2 0 / ( 7  ~  1)? can be 
evaluated using the freestream values. The two Riemann invariants can be added 
and subtracted to determine the local normal velocity and the speed of sound at 
the boundary, respectively. The entropy and tangential velocities are obtained using 
the freestream values. Similarly, for an outflow boundary point, u n is greater than 
zero. For supersonic flows, all the eigenvalues of the characteristics are positive, so 
the boundary conditions are extrapolated from the interior. While for subsonic flows, 
the Riemann invariant, u n—2a/{^ — \),  corresponding to the only negative eigenvalue, 
u n — a, is obtained from conditions specified outside the computational domain, and 
the other Riemann invariant is extrapolated from the interior. The other variables 
can be obtained in a similar manner as that of the inflow boundary for subsonic flows.
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Figure 4.1: Finite-voluxne discretization
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C hapter 5
Locally-C onical S teady and U n steady  
A sym m etric  Flows
Highly swept, round and sharp-edged wings and pointed slender bodies are 
common aerodynamic components to fighter aircraft and missiles. The problem of 
asymmetric vortex-dominated flow about slender bodies in the high angle-of-attack 
range is of vital importance to the dynamic stability and controllability of missiles 
and aircraft.
One of the main objectives of this research work is to predict vortex-dominated 
flows over slender bodies. The numerical solution of three-dimensional Navier-Stokes 
equations is relatively expensive. However, for steady or unsteady viscous supersonic 
flow over conical bodies, such as pointed forebodies, the locally-conical flow assump­
tion can be applied. As shown in Chap. 3, the resulting equation from the conical 
transformation is not self similar, due to the multiplier, X ,  in the time derivative and 
viscous terms in Eq. (3.13). Thus, the coordinate X  is assigned a fixed value and the 
resulting solution is named a locally-conical solution. Such a fixed value of X  scales 
the Reynolds number and the time variable for unsteady flows. Using the locally- 
conical flow assumption greatly reduces the large computational time and memory 
which are usually required to solve the three-dimensional Navier-Stokes equations. 
Moreover, most of the asymmetric vortex flow characteristics and physics can be 
obtained from the locally-conical flow solutions[155, 156].
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The mechanisms which lead to steady and unsteady asymmetric vortical flows 
past slender wings and bodies at high angles of attack at zero sideslip are not well 
understood. The experimental studies of these phenomena by several investigators 
propose two mechanisms for explaining the origin of the flow asymmetry. These have 
already been described in Chap. 2. The first mechanism of asymmetric flow due 
to a saddle point instability are demonstrated in this chapter. The onset of flow 
asymmetry occurs when the relative incidence of pointed forebodies exceeds certain 
critical values. At these critical values of relative incidence, flow asymmetry develops 
due to natural and/or forced disturbances. Two types of flow disturbances; a random 
round-off error or a random truncation-error disturbance and a controlled transient 
sideslip disturbance with short duration, are used to demonstrate the mechanism 
which leads to flow asymmetry. In addition to the relative incidence as one of the 
determinable parameters for the onset of flow asymmetry, other influential parameters 
such as the Mach number, Reynolds number and shape of the cross-sectional area 
are studied extensively and presented in this chapter.
Numerical results shown in this chapter are obtained primarily using the 
unsteady three-dimensional thin-layer Navier-Stokes equations with Roe’s flux- 
difference splitting scheme. An implicit, central-difference finite-volume scheme has 
also been used to validate the steady asymmetric flow cases. Details of the scheme 
are given by Kandil and Chuang in reference [6 8 ]. As mentioned in Chap. 4, if the 
flow is locally-conical, then the flow variables on different crossflow planes which are 
in close proximity of each other must be the same. Hence, one can obtain numeri­
cal solutions of a locally-conical flow problem by using a three-dimensional code in 
three crossflow planes of a conical grid. This is achieved by enforcing the conserved 
components of the flowfield vector, q, to be equal on two planes of / x=0.95 and 1. 
The computations were carried out either on the Cray 2-XMP, at NASA Langley 
Research Center, or the Cray-YMP, at NASA Ames Research Center.
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5.1 Circular-Section Cones
Supersonic flows over a 5°-semiapex angle cone at a  Reynolds number (Re) of 
10s have been considered. The grids used in all the numerical tests in this section are 
generated by using the modified Joukowski transformation with a geometric series 
for grid clustering near the cone surface, (see Appendix B). For all the cases, a 
grid of 161 x 81 points is used, where the first number is the number of points 
around the cone and the second number is the number of points normal to the 
cone surface. A 241 x 121 grid and a 161 x 81 grid with different fineness ratios or 
different computational domain sizes were also used to test the effect of grid fineness 
and domain size on the numerical solutions. A typical grid of 161 x 81 points is shown 
in Fig. 5.1.
To establish an optimum grid and ensure that the asymmetric flow solution is 
unique irrespective of the grid fineness and the computational domain size, numerical 
tests have been carried out for the supersonic flow around a cone at a  =  2 0 °, M = 
1.8 and Re = 105. A grid of 161 x 81 points in the circumferential and normal 
directions respectively, was used with different minimum grid spacing A£3, at the 
solid boundary, while the maximum radius of the computational domain was fixed 
at 21r, where r  is the radius of the circular cone at the axial station of unity. Three 
cases have been computed using A £ 3 =  10-3, 10~ 4 and 10- 5  which are shown in 
Fig. 5.2. In this figure, the logarithmic residual error versus the number of iterations 
and the surface pressure versus the azimuthal angle 0 , which is measured from the 
leeward plane of geometric symmetry, as well as the total-pressure-loss contours are 
shown. The residual error figures show that the error reaches machine zero (10-1° 
-10-11) in about 2,500 time steps in all cases and the solutions are symmetric at this 
point. Afterwards, the machine round-off error is acting as a random disturbance 
to the flowfield, and the residual error grows, then drops down by at least another 
seven-orders of magnitude and stays constant thereafter (constant residual error of
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2,000 iterations is shown). The pressure coefficient and total-pressure-loss contours 
show that the flow becomes steady, asymmetric and stable. The solution of the three 
cases are not necessarily the same because the source of disturbance is a random 
one, it is possible that the solutions are mirror images of each other. Other types of 
disturbance will be discussed in the next section. Furthermore, a grid of 241 x 1 2 1  
points with minimum spacing of 1 0 - 6  is used to ensure the grid density effect on the 
asymmetric solution. Figure 5.3 shows the results of this case. The residual error 
figure shows that the error drops ten-orders of magnitude in 7,500 time steps, then 
grows about five-orders of magnitude after being triggered by the machine round-off 
error and then converged to the same asymmetric solution. Since the asymmetric 
solution is unique irrespective of the size of minimum grid spacing and grid density, 
an optimum grid spacing of 1 0 ~ 4 is chosen in the present study.
As described in Chap. 4, if the computational domain is chosen to be large 
enough so that the bow shocks are formed within the computational domain, the 
freestream boundary conditions can be used for the farfield boundary conditions in 
the computer code. Therefore, the bow shocks are captured as parts of the solutions. 
Two grid of 161 x 81 points with the maximum computational domain radius of 2 1 r 
and 32r were used to test the effect of the domain size on the solution. The optimum 
minimum spacing was used for the grids. The results of this case are shown in Fig. 5.4. 
The residual history shows a similar trend in going through a symmetric unstable 
solution and then to an asymmetric stable solution. The pressure coefficient and 
total-pressure-loss contours figures are consistent with the results shown in Fig. 5.2b. 
Thus, the optimum grid of A£3 =10 - 4  and the maximum radius of 21 r were chosen 
to be used for all the cases presented in this chapter.
As mentioned in the last section, the locally-conical flow solution is obtained 
by forcing the equality of the flowfield vector at two sections of {1=0.95 and 1. 
A numerical test has been performed for the same flow conditions except that the
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solution is achieved by forcing the equality of the vector, q, at =0.995 and 1. The 
purpose of this task is to test the spatial disturbance on the asymmetric solution. 
Figure 5.5 shows the results of convergence history, pressure coefficient and total- 
pressure-loss contours. The residual error shows that the flow takes longer time 
steps to be triggered by the machine round-off error but the surface pressure and the 
total-pressure-loss contours confirm the uniqueness of the asymmetric solution. Since 
A^1=0.005 is a small disturbance to  the locally-conical flow assumption, it reasonable 
to have longer time steps to obtain the asymmetric solutions. Because of the limited 
computational resources, A ^= 0.05  is used for all the locally-conical flow problems 
in the present research work.
5.1.1 S teady S ym m etric  Flow s
In this section, the supersonic, steady asymmetric vortical flows around the 
circular cone at 1 0 ° angle of attack and 1 .8  freestream Mach number are presented. 
Two computational schemes are used to solve the thin-layer Navier-Stokes equations. 
The central-difference scheme (CD) is used to validate certain cases of the upwind- 
difference scheme (UD). Figures 5.6 and 5.7 include the comparisons of the residual 
history, surface pressure, crossflow velocity vectors and total-pressure-loss contours. 
The solutions show that the flow separates at the leeward surfaces and forms two 
symmetric vortices. The suction pressure at the leeward surfaces is lower than that 
of the windward side. The results of the two codes are in good agreement with each 
other.
5.1 .2  S teady A sy m m etr ic  Flow s
The angle of attack has been increased from 10° to 20° while all the other flow 
conditions are kept the same as above. The same computational schemes are used in 
this case. The purpose of this study is to demonstrate that different types of flow
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disturbances produce the same numerical solutions. The source of disturbances can 
be classified as random and/or controllable.
R ound-off and Truncation Errors D isturbance
Figure 5.8 and 5.9 show the results of the upwind and central differencing 
codes. In the residual error figure, the upwind code shows tha t residual error drops 
ten-orders of magnitude within 2,500 time steps. The flow is still symmetric at this 
step. Thereafter, the error increases by six-orders of magnitude and the solution 
becomes slightly asymmetric during those 5,000 steps. Next, the error drops down 
by another six-orders of magnitude and stays constant for 2,500 tim e steps. The 
flow becomes asymmetric and stable. The central-difference scheme shows that the 
residual error drops five-orders of magnitude in the first 3,000 time steps, increases 
two-orders of magnitude in the next 2 ,0 0 0  time steps, then drops down by three- 
orders of magnitude within the next 5,000 iterations. The pressure coefficient figure 
for the two schemes is essentially the same over the circumference (0 ) . The suction 
pressure in the range of 0  =  0°-90° is more negative than in the range of 0  =  270°- 
360°. The crossflow velocity vectors and the total-pressure-loss contours for the two 
codes are also in good agreement with each other.
Since the residual error of the upwind scheme is much smaller than that of the 
central differencing scheme after the first 2,500 time steps, the disturbance which 
triggered the flow asymmetry in the first code is attributed to the machine round-off 
error, while the disturbance which triggered the flow asymmetry in the second code 
is attributed to the truncation error of the scheme. Both disturbances are random 
in nature. However, irrespective of the source of disturbance, the final asymmetric 
stable solution is the same. In the next section, the results of the other types of 
disturbance are presented.
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Controlled Transient Sideslip D isturbances
In this section, steady asymmetric flow solutions due to a transient sideslip dis­
turbance of short duration are presented. The upwind scheme is used to compute this 
case. Results of the transient sideslip (/3) of ±2° and ±0.5° are shown in Figs. 5.10 
and 5.11, respectively. The residual error figures show a drop of seven-orders of mag­
nitude in the first 2,000 time steps. At this step, a sideslip disturbance is imposed 
for six time steps, then it is removed. Irrespective of the magnitude or the direction 
of the sideslip disturbance, the residual error increases by six-orders of magnitude, 
then drops down very rapidly and a stable asymmetric flow solution is obtained. 
The asymmetric solutions corresponding to the ±2° sideslip disturbances are mirror 
images of each others, as can be seen from the figures of surface pressure distribu­
tion, crossflow velocity vectors and total-pressure-loss contours. The corresponding 
asymmetric solutions with the ± 0 .5 ° sideslip disturbances are the same as those of 
the ± 2 ° sideslip disturbances. Moreover, the final stable asymmetric solutions of the 
±2° and ±0.5° sideslip disturbances are the same as those of random disturbances of 
Figs. 5.8 and 5.9.
Steady A sym m etric Flow at Different M ach N um bers
Using the same optimum grid, three cases of locally-conical flow solutions using 
the same 5°-semiapex cone with freestream Mach numbers ranging from 2.2 to 3.0 
have been computed at 20° angle of attack. The effect of the freestream Mach 
number on the convergence history, surface pressure, crossflow velocity and total- 
pressure-loss contours are shown in Fig. 5.12 and 5.13. At M 00 =  2.2, the residual 
error shows that the stable asymmetric flow is obtained within the same number 
of time steps as that of the M c0 =  1.8 case. At M 00 =  2.6, the residual error 
shows that the final asymmetric solution is obtained after a greater number of time 
steps. And at M ,<*, =  3.0, no asymmetric flow has been captured, the flow stayed
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symmetrically stable. The surface pressure figures show that the flow asymmetry 
gets weaker as the Mach number is increased. This conclusion is strongly supported 
by the crossflow velocity vectors and the total-pressure-loss figures, see Fig. 5.13. It 
is also noted tha t since the nature of disturbance is random, flow asymmetry changes 
sides as the Mach number increases until it disappears. The significant feature of 
these numerical tests is that the asymmetric/symmetric behavior of the solutions 
is continuous and the general trends with Mach number are in agreement with the 
experimental observations by Peake [9],
5.1 .3  U n stea d y  A sym m etric  F low s
Keeping the Mach number at 1.8 and Reynolds number at 10s, the angle of 
attack is increased to 30° for the flow around the same circular cone. Two upwind 
schemes, the flux-difference splitting scheme (FDS), and the flux-difference splitting 
scheme (FVS), were used to solve the thin-layer Navier-Stokes equations. The main 
purpose of this test case is to investigate the effect of computational methodologies 
on unsteady asymmetric flows. Figures 5.14-5.17 show the results of this case using 
the FDS scheme. The history of the logarithmic residual error and the lift coefficient 
versus the number of iterations up to 15,900 time steps is shown in Fig. 5.14. First, 
pseudo-time stepping has been used up to 8 , 0 0 0  iterations and the solution has been 
monitored every 500 iterations. The solution is still symmetric at 3,000 iterations. 
Thereafter, the flow asymmetry has been obtained through the random disturbance 
of the scheme. The fact that the asymmetry changing randomly from the left side 
to the right side, indicates a possibility of unsteady asymmetric vortex shedding.
tViTherefore, the computations have been performed again starting from the 8,000 
time step using time-accurate stepping with a minimum global time step (At) of 
10-3 . The residual-error and lift-coefficient figures show the time history of the 
solution. It is seen that the residual error and the lift coefficient, after switching to
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the time-accurate stepping, show a transient response which is followed by a periodic 
response. Figures 5.15 and 5.16 show snap shots of the time history of the solution for 
the surface-pressure coefficient and total-pressure-loss contours. The corresponding 
crossflow velocity vector plot is shown in Fig. 5.17. The solutions are shown every 
100 time steps starting from the time step of 15,000 to 15,700. At time step of 
15,000, the asymmetric flow is seen with an already shed vortex from the right side. 
As time passes, the shed vortex is convected in the flow and the primary vortex on 
the left side stretches, while the primary vortex on the right gets stronger, as seen 
from the surface pressure figures. At time step of 15,600, the primary vortex on the 
left side is about to be shed. At the time step of 15,700, the primary vortex on the 
left side is shed in the flowfield. It is also noted tha t the solution at time step of 
15,700 is a mirror image to that of the 15,000 time step. Hence, the solution from 
the 15,000 to the 15,700 time steps represents the first one-half cycle of shedding. 
The total-pressure-loss contours of the time steps from 15,700 to 16,400, representing 
the second half cycle, is shown in Fig. 5.18. The periodicity of the shedding motion 
has been captured. The period of oscillations is 10- 3  x 1,400 steps =  1.4 which 
corresponds to a shedding frequency of 4.488 (Strouhl number).
The same flow case has been recomputed by using the FVS scheme with the 
same optimum grid and computational domain size. The history of the logarithmic 
residual error, lift-coefficient and side-force coefficients (Cy) versus the number of 
iterations, up to 15,000 time steps is shown in Fig. 5.19. It is seen from the side- 
force curve, that the solution is symmetric and steady after 5,000 iterations. Then, 
the min-mod flux limiters are turned off at the 6 ,0 0 0 *^  time step, the residual er­
ror grows seven-orders of magnitude and then drops rapidly another eight-orders of 
magnitude within 2,000 iterations. Thereafter, the error increases by eight-orders of 
magnitude and unsteady asymmetric vortex shedding has been captured. Again, it is 
believed tha t the flow asymmetry is triggered by the random machine round-off error
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disturbance. The residual error and lift and side-force coefficients show a transient re­
sponse up to 1 2 ,0 0 0  tim e steps after switching from pseudo-time stepping to accurate­
time stepping (A t  =  10-3) calculation at 11,000 time steps. Periodic asymmetric 
vortex shedding has also been captured. The solution has been monitored every 100 
time steps and snap shots of total-pressure-loss contours starting at a time step of 
13,900 to 14,600 are shown in Figs. 5.20 and 5.21. Comparing the FVS solutions at 
time steps of 13,900 and 14,600, it is seen that they are mirror images of each other. 
Hence, periodic flow response has been achieved with a period of 10- 3  x 1,400; which 
is the same period of shedding as that of the FDS solution. The process of adjusting 
time instants of the FVS solution in order to match those of the FDS scheme is diffi­
cult. It is seen tha t the captured snap shots of the FVS solution at the time steps of 
13,900; 14,100; 14,300 and 14,600 almost match those of the FDS solution at 15,000; 
15,200; 15,400 and 15,700; respectively.
The comparison of the FDS and FVS schemes pinpoints that the high numerical 
dissipation effect of the latter, when the flux limiters are implemented. The resulting 
numerical dissipation in the FVS scheme is large enough to dampen the random 
disturbances of the flow solution. By turning-off the flux limiters in the FVS scheme, 
the random disturbances are allowed to grow producing the asymmetric unsteady 
vortex shedding. This also shows that the FDS scheme, even with the flux limiters 
implemented, is less dissipative than the FVS scheme.
Prediction of steady and unsteady asymmetric vortex flows has been achieved 
for the circular cone. The next two sections of this chapter are devoted to investi­
gating vortical flow asymmetry around cones with non-circular cross-sectional areas. 
The elliptic-section and diamond-section cones are considered in the present investi­
gation.
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5.2 E llip tic-Section  Cones
In this section, asymmetric-flow solutions around elliptical cones with different 
fineness ratios ( f r )  and flow conditions are presented. The fineness ratio of an ellipse 
is defined as the ratio of the length of the semi-minor axis (a) to the semi-major 
axis (6 ). A grid of 161 x 81 points is used with a minimum spacing of 10- 4  at 
the solid boundary. The grid is generated by using the same modified Joukowski 
transformation with a geometric series for the grid clustering as f r  is specified. The 
maximum radius of the computational size is 21 b. A typical grid of f r  =  0.6 is 
shown in Fig. 5.22.
5.2.1 S tead y  A sym m etric  F low s
The elliptic-section fineness ratio of 0.6 is used in this case. The angle of 
attack is increased to 25° and the freestream Mach number is reduced to 1.5; in 
comparison with the flow conditions of the circular cone at 2 0 ° angle of attack and 
1.8 freestream Mach number. The freestream Reynolds number is maintained at 10s. 
The residual-error and surface-pressure coefficient curves are shown in Fig. 5.23. The 
residual-error figure shows that a stable steady asymmetric flow has been obtained 
after 12,000 time steps. The flow asymmetry in this case is triggered by a machine 
round-off error disturbance. The nature of the flow asymmetry and its details are 
shown by the crossflow velocity vectors and total-pressure- loss contours in Fig. 5.24.
The elliptic-section fineness ratio is reduced to 0.2 to see whether steady asym­
metric flow still exists for wing-like sections. To obtain this flow case, the angle of 
attack and the freestream Reynolds number are increased to 34° and 0.5 x 106, re­
spectively, and the freestream Mach number has been reduced to 1.4. The steady 
asymmetric solution has been obtained at 23,000 time steps. The surface pressure 
distribution versus the circumferential angle and the total-pressure-loss contours are 
shown in Fig. 5.25. In comparison with the flow conditions of the elliptical cone
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with f r  =  0.6 at 25° angle of attack, 1.5 freestream Mach number and 10s Reynolds 
number; it is concluded that the angle of attack, Mach number, Reynolds number 
and shape of the cross-sectional area are important influential parameters for the flow 
asymmetry.
5.2 .2  U n stead y  A sy m m etr ic  Flow s
Two cases of unsteady asymmetric flow with different fineness ratio are pre­
sented in this section. Figures 5.26-5.29 show the solution for an elliptic-section cone 
with fineness ratio of 0.8. The residual-error curve shows that the solution produces 
a symmetric flow through the first 5,000 time steps. Afterwards, the solution shows 
a transient unsteady flow response for 2,500 time steps which are followed by an un­
steady, periodic vortex-shedding solution. The lift coefficient curve shows the same 
nature of the solution as that of the residual error curve. This case has been com­
puted using time-accurate stepping with A t  = 10-3 . Figures 5.27-5.28 show snap 
shots of the total-pressure-loss contours and surface-pressure coefficients at time steps 
of 12,000; 12,500; 13,000; 13,500; 14,000 and 14,500. The solutions at time step of
12,000 and 14,500 are mirror images of each other which confirms that the solution is 
periodic. The period of oscillation is 10- 3  x 5,000 =  5 which corresponds to a shed­
ding frequency of 1.257. At a time step of 12,000, the total-pressure-loss contours 
show that the right-side vortex is stretched having two vortices; one is at the top and 
a second is below it. In addition, two secondary vortices exist at the surface, which 
are seen clearly in the corresponding crossflow velocity vector plots, Fig. 5.29. The 
left-side primary vortex has expanded to the right with two vortices beneath it. At a 
time step of 12,500, the top vortex on the right side has been almost shed while the 
one below it is expanding. At a time step of 13,000, the top vortex on the right side 
has been shed and convected with the flow while the vortex below it is expanding 
to the left. As time passes, the vortex on the left side is stretching upwards and
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the vortex on the right side is expanding to the left, as seen from the snap shots at 
13,000; 13,500 and 14,000 time step. After 14,500 time steps , the vortices on the left 
side and right side become mirror images of those at a time step of 12,000. Again, 
this case shows tha t unsteady vortex shedding flows are captured.
In the second case, the elliptic-section fineness ratio is reduced to 0.2. This 
case is presented to show that asymmetric vortex shedding also exists for wing-like 
sections. The flow solution for the same elliptical cone with the same fineness ratio 
at 34° angle of attack, 1.4 Mach number and 0.5 x 106 Reynolds number has been 
presented in the previous section. The solution shows that the flow is steady and 
asymmetric. Unsteadiness has been observed only when Reynolds number is increased 
to 2  x 1 0 6.
Figures 5.30-5.33 show the time-accurate (At  =  2 x 10-3) results of this case 
which include the time history of residual error, lift and side-force coefficients; snap 
shots of the total-pressure-loss contours, snap shots of the surface-pressure coefficient 
and snap shots of the crossflow velocity vectors. The snap shots of time steps of 
15,000; 15,100; 15,200; 15,300; 15,400 and 15,500 represent approximately one-half 
the cycle of the periodic flow response. The total-pressure-loss contour, at a time 
step of 15,000 shows that the left-side vortex is stretched, while the right-side vortex 
has expanded covering a large region of the left side of the flow domain over the 
wing. Under the right-side vortex, a strong secondary vortex is formed. At 15,100 
time steps, the left-side vortex shows two regions of vortical flows; only at the top 
and another one below it. Both vortex regions of the left vortex rotate in the same 
clockwise direction as shown in Fig. 5.33. At 15,200 time steps, the top vortex is 
shed into the flow field, while the one below it gets stronger and stretches upwards. 
At time steps of 15,300 and 15,400; the shed vortex from the left side is convected 
in the flow, the left vortex is expanding to the right and convecting vorticity to 
the right vortex. The right vortex is getting stronger, shrinking in thickness and
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stretching upwards. A secondary vortex is forming under the left vortex, and the 
secondary vortex under the right vortex is diminishing. At a time step of 15,500; 
the flow is approximately a mirror image of that at 15,000. The number of time 
steps for one cycle of periodic response is 1050, which gives a period of oscillation of 
2 x 10- 3  x 1050 =  2.1 corresponding to a frequency of 2.993.
5.3 D iam ond-Section  Cones
Steady and unsteady asymmetric-flow solutions over diamond-section cones 
with different fineness ratio ( f r )  and freestream flow conditions are presented in 
this section. The fineness ratio of a diamond-section cone is defined by the ratio of 
the length of the minor semi-diagonal (a) to the major semi-diagonal (6 ). A grid of 
161 x 81 points is used with a minimum spacing of 10 4 at the solid surface. The 
grid is generated by using a hyperbolic grid generator and the maximum radius of 
the computational size is 21 b. Figure 5.34 shows a blow-up region of the grid with 
f r  =  0 .8 .
5.3 .1  S tead y  A sym m etric  Flow s
W ith the diamond-section cone at 25° angle of attack, 1.5 freestream Mach 
number, and 10s freestream Reynolds number, which are the same flow conditions 
as those of the elliptic-section cone with f r  =  0 .6  and steady-flow cases, a strong 
flow asymmetry has been obtained when the fineness ratio is increased to 0.8. The 
results of this case are shown in Figs. 5.35-5.36. The residual-error curve shows 
tha t the source of disturbance is a random truncation error and that the stable 
asymmetric solution is obtained after 10,000 time steps. The surface-pressure curve 
shows the strong asymmetry effect in the ranges of 0  of 0° to 90° and 270° to 360°. 
The crossflow velocity directions and total-pressure-loss contours show the primary 
vortices and secondary vortices beneath them, see Fig. 5.36.
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Next the diamond-section fineness ratio has been reduced to 0.6 keeping all 
the other flow conditions fixed as above. The flow asymmetry has been observed 
after 20,000 time steps, see Fig. 5.37. The total-pressure-loss contours and crossflow 
velocity vectors are shown in Fig. 5.38. The solution shows th a t asymmetry is weak 
as compared with the last case of f r  = 0.8. The present study has shown that for the 
same flow conditions, the diamond-section cone with sharp leading edges has less flow 
asymmetry in comparison with the elliptic-section cone with round leading edges.
5.3 .2  U n stea d y  A sym m etric  F low s
One thick-wing case of unsteady asymmetric flow around a diamond-section 
cone with f r  = 0.2 is presented here. Keeping the Mach number at 1.4 and 
Reynolds number at 2 x 106, which are the same flow conditions as those of the 
unsteady asymmetric flow case of the elliptical cone with the same fineness ra­
tio, an unsteady asymmetric solution has been obtained by increasing the angle 
of attack to 38°. Figures 5.39-5.42 show the results of this case which include the 
time histories of the logarithmic residual error, lift and side-force coefficients, snap 
shots of total-pressure-loss contours, snap shots of the surface-pressure coefficient 
and snap shots of the crossflow velocity. The snap shots are given at time steps 
of 11,500; 12,000; 12,500; 13,000; 13,500 and 14,000. This case is carried out us­
ing time-accurate stepping with A t  =  5 x 10-4. The time-history curve shows 
a transient unsteady flow response and then it is followed by an unsteady peri­
odic flow response. The number of time steps for one cycle of periodic response 
is 4,500; which gives a period of oscillation of 5 x 10~ 4 x 4,500 =  2.25, corre­
sponding to a frequency of 2.793. It should be noted that the angle of attack is 
38°, which is higher than that of the unsteady-flow case of the elliptic-section cone 
with f r  = 0.2. Comparing the surface-pressure curves of the elliptic-section wing 
(Fig. 5.32) and the diamond-section wing (Fig. 5.41), the diamond-section wing
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has less asymmetric strength and higher lift coefficient than those of the elliptic- 
section wing.
5.4 Sum m ary
In this chapter, steady and unsteady solutions of supersonic asymmetric flows 
around circular and non-circular cones are presented. For such flow problems, the 
locally-conical flow assumption was used to reduce the computational requirements. 
In the first section, results of flows over a 5°-semiapex circular cone using the thin- 
layer Navier-Stokes equations at different flow conditions are presented. A systematic 
study has been carried out to show that the asymmetric flow solution is unique irre­
spective of the grid fineness, the computational domain size and numerical method­
ologies as well as the spatial location for solving locally-conical flow problems. Also 
in the same section, the effects of angle of attack, the source of disturbance, Reynolds 
number and Mach number have been investigated. The onset of flow asymmetry oc­
curs when the relative incidence of pointed forebodies exceeds certain critical values. 
At these critical values of relative incidence, asymmetric flow develops irrespective of 
the nature of the source of disturbance. It has been shown that as the Mach number 
increases, vortical flow asymmetry gets weaker until it disappears. It is also shown 
that periodic vortex shedding has been captured at large angles of attack and it is 
independent of the numerical scheme used.
In the second and third sections, steady and unsteady asymmetric flows over 
non-circular cones, flow asymmetry of the same strength as that of the circular cones 
can be obtained at higher angles and low Mach numbers. The study also shows that 
for the same flow conditions and same cross-section fineness ratio, diamond-section 
cones with sharp edges have less flow asymmetry than those of the elliptic-section 
cones. Moreover, the present work also shows that asymmetric vortex shedding does 
exist for wings.
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F igure  5.1: A typical grid of 161 x 81 points for a circular cone.
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F igure  5.12: Comparison of residual-error history and surface pressure for a circular 
cone at different Mach numbers (a  =  20°, Re =  105).
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Moo =  3.0
F ig u re  5.13: Comparison of crossflow velocity vectors and total-pressure-loss con­
tours for a circular cone at different Mach numbers (a  =  20°, Re = 105).
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F igu re  5.14: Time history of residual error and lift coefficient for unsteady asym­
metric flow around a circular cone (a =  30°, M.<*> = 1.8, Re = 105).
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F igure  5.15: Periodic response of unsteady asymmetric flow around a circular cone 
(a -  30°, Moo =  1.8, Re = 105, At =  10"3).
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15,400 15,500 15,600 15,700
F igu re  5.16: Snap shots of total-pressure-loss contours for unsteady asymmetric 
flow around a circular cone (a  =  30°, M ^ =  1.8, Re =  105, A t = 10-3).
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F ig u re  5.17: Snap shots of crossflow velocity vectors for unsteady asymmetric flow 
around a circular cone (a  =  30°, =  1.8, Re — 105, A t =  10-3).
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16,200 16,300 16,400 16,500
F igu re  5.18: Periodic response of unsteady asymmetric flow around a circular cone 
of time step from 15,800 to 16,500 (a  =  30°, Moo =  1.8, Re  =  105, A t  = 10~3).
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F ig u re  5.18: Cont’d
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F ig u re  5.19: Time history of residual error, lift and side-force coefficients for un­
steady asymmetric flow around a circular cone using the FVS scheme (a  = 30°, 
MTO =  1-8, Re = 105, A t = 10-3).
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14,300 14,400 14,500 14,600
F igure  5.20: Snap shots of total-pressure-loss contours for unsteady asymmetric 
flow around a circular cone using the FVS scheme (a = 30°, M ,<*> =  1.8, Re = 105, 
A t = 10-3).
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F ig u re  5.21: Snap shots of surface-pressure coefficient for unsteady asymmetric 
flow around a circular cone using the FVS scheme (a  =  30°, Moo =  1*8, Re  =  105, 
A t  =  1 0 "3).
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F ig u re  5.22: A typical grid for an elliptic-section cone of 161 x 81 points.
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F ig u re  5.23: Time history of residual error and surface-pressure coefficient of steady 
asymmetric flow around an elliptic-section cone (o: =  25°, M =  1.5, Re = 105, 
f r  — 0 .6 ).
F ig u re  5.24: Crossflow velocity vectors and total-pressure-loss contours of steady 
asymmetric flow around an elliptic-section cone (a  =  25°, M =  1-5, Re  =  10s, 
f r  =  0 .6 ).
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F igu re  5.25: Surface-pressure coefficient and total-pressure-loss contours of steady 
asymmetric flow around an elliptic-section cone (a  =  34°, = 1.4, Re =  0.5 x 106,
f r  = 0 .2 ).
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F igure  5.26: Time history of residual error and lift coefficient of unsteady asym­
metric flow around an elliptic-section cone (a  =  25°, M ,«> =  1.5, Re = 105, f r  — 0.8, 
A t  = 10"3).
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F igure 5.27: Periodic response of unsteady asymmetric flow around an ellip­
tic-section cone (a  =  25°, =  1.5, Re  =  105, f r  =  0.8, A t = 10-3).
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F igure  5.28: Snap shots of surface-pressure coefficient for unsteady asymmetric flow 
around an elliptic-section cone (a  — 25°, JlfM =  1.5, Re = 10s, f r  = 0.8).
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F ig u re  5.29: Snap shots of crossflow velocity vectors for unsteady asymmetric flow 
around an elliptic-section cone (a  =  25°, — 1.5, Re = 105, f r  — 0.8).
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F igu re  5.30: Time history of residual error, lift and side-force coefficients for 
unsteady asymmetric flow around an elliptic-section cone (a  =  34°, =  1.4,
Re =  2 x 106, f r  =  0.2, A t  =  2 x 10"3).
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F igu re  5.31: Periodic response of unsteady asymmetric flow around an ellip- 
tic-section cone (a  =  34°, M , =  1.4, Re = 2 x 10s, f r  =  0.2, A t = 2 x  10-3).
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F ig u re  5.32: Snap shots of surface-pressure coefficient for unsteady asymmetric 
flow around an elliptic-section cone (a  =  34°, M , =  1.4, Re = 2 x 106, f r  =  0.2, 
Af =  2  x 1 0 "3).
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F igure  5.33: Snap shots of crossflow velocity vectors for unsteady asymmetric flow 
around an elliptic-section cone (a  =  34°, Moo =  1-4, Re =  2  x 106, f r  — 0 .2 , 
A t = 2 x 10“3).
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F ig u re  5.34: A typical grid for a diamond-section cone of 161 x 81 points.
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F igu re  5.35: Time history of residual error and surface-pressure coefficient for steady 
asymmetric flow around a diamond-section cone (a = 25°, M <*> =  1.5, Re  =  105, 
f r  =  0 .8 ).
F ig u re  5.36: Crossflow velocity vectors and total-pressure-loss contours of steady 
asymmetric flow around a diamond-section cone (a =  25°, M ,<*, =  1.5, Re = 10s, 
f r  =  0 .8 ).
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F igure  5.37: Time history of residual error and surface-pressure coefficient for steady 
asymmetric flow around a diamond-section cone (a  =  25°, M«, =  1.5, Re  =  10s, 
f r  -- 0 .6 ).
F igure  5.38: Crossflow velocity vectors and total-pressure-loss contours of steady 
asymmetric flow around a diamond-section cone (a  =  25°, =  1.5, Re  =  105,
f r  = 0 .6 ).
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F igure  5.39: Time history of residual error, lift and side-force coefficients for 
unsteady asymmetric flow around a diamond-section cone (a  =  38°, =  1.4,
Re =  2 x 106, f r  = 0.2, A t =  5 x 10"4).
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F ig u re  5.40: Periodic response of unsteady asymmetric flow around a dia-
mond-section cone (a  =  38°, Moo =  1.4, Re — 2  x 106, f r  = 0.2, A t  =  5 x 10~4).
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F ig u re  5.41: Snap shots of surface-pressure coefficient for unsteady asymmetric 
flow around a diamond-section cone (a  =  38°, M =  1.4, Re — 2 x 106, f r  =  0.2, 
A t  = 5 x  lO"4).
116
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
11,500 13,000
12,000 13,500
r ln  ' H ' "  \fU h & y /ss'-
12,500 14,000
F ig u re  5.42: Snap shots of crossflow velocity vectors for unsteady asymmetric flow 
around a diamond-section cone (a  =  38°, Moo =  1.4, i?e =  2 x 106, f r  =  0.2, 
A t  = 5 x  10~4).
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C hapter 6
Passive Control o f Flow A sym m etry
Steady and unsteady asymmetric flow solutions around circular and non­
circular cones have been presented in Chap. 5. The asymmetric disposition of the 
vortices either steadily or unsteadily gives rise to sudden changes in force and mo­
ment characteristics. These abrupt changes may exceed the available control of the 
vehicle system and jeopardize flight safety. The control of asymmetric vortex flow 
around slender bodies in the high angle-of-attack range is of vital importance to the 
dynamic stability and controllability of missiles and fighter aircraft.
Several experimental attem pts have been carried out to control asymmetric 
flows for eliminating or attenuating the asymmetric forces and resulting moments by 
using either passive-control or active-control methods. In this chapter, computational 
studies for passive control of supersonic asymmetric vortical flows around circular and 
non-circular cones are presented. Passive control methods in the present work include 
the use of a vertical fin on the leeward side along the geometric plane of symmetry 
and side strakes with and without thickness at different orientations. The present 
study is focused on circular-section cones since they are the most potential section- 
shapes for strong flow asymmetry. A few applications have been considered for some 
non-circular cones which are presented in this chapter.
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6.1 Flow  Control U sing  a V ertical F in
Recent experimental studies of the low-speed flow around a circular cone of 
8 °-semiapex angle have been conducted by Stahl [161]. Asymmetric flow has been 
observed and flow asymmetry is suppressed by inserting a fin along the leeward plane 
of geometric symmetry with its edge along a ray through the apex. The minimum 
fin height for this purpose has been found to be equal to the local radius of the cone. 
Although this vertical-fin, passive control has been applied to low speed flow, similar 
methods can be implemented for supersonic flow problems.
Numerical solutions shown in this section were obtained by using the thin-layer 
Navier-Stokes equations. Thin-layer approximations have been applied to the Navier- 
Stokes equations in the £ 2 and £ 3 directions, since the existence of the fin creates a 
second viscous thin layer on its surfaces that is perpendicular to the cone’s viscous 
thin-layer. The equations were solved by using the flux-difference splitting scheme.
Vertical-fin passive control is applied to some of the steady asymmetric-fiow 
cases which have already been presented in Chap. 5, including circular-, elliptical- 
and diamond-section cones.
6.1 .1  C ircular-Sect ion C ones
In this section, the control of steady asymmetric flow around a 5°-semiapex 
angle circular cone at 20° angle of attack, 1.8 freestream Mach number and 105 
freestream Reynolds number has been considered. A typical grid for passive control 
using a vertical fin of 161 x 81 grid points in the wrap-around and normal directions 
respectively, is shown in Fig. 6.1. The grid is generated by using a modified Joukowski 
transformation with clustering in the normal direction at the cone surface and in the 
wrap around direction at the vertical-fin surfaces. A minimum grid spacing of 10- 4  
at the cone surface and vertical-fin surface was used. The maximum radius of the 
computational domain is 2 1  r.
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Two vertical fins of heights h =  0.5r  and r were introduced in the leeward 
plane of geometric symmetry. Figures 6.2 and 6.3 show the results of this study 
which include the time history of the lift coefficient, the surface-pressure coefficient 
versus the angle 0  and the total-pressure-loss contours. The figure also shows the 
solutions of the asymmetric flow case without a vertical fin, Fig. 5.2. The results 
show that with h =  0.5r, the flow is still strongly asymmetric after 34,000 time steps. 
Comparing the case with no fin to the case with a fin with h =  0.5r, it is seen that the 
asymmetry changed sides. This is due to the random nature of the disturbance which 
is a machine round-off error. W ith h =  0.5r, two vortex cores, which are connected to 
each other and to  the body through free-shear layers, develop from the left side of the 
body. From the right side of the body, a free-shear layer develops and crosses over the 
fin to the left side of the body. It produces two vortex cores; one at each corner of the 
body-fin juncture with secondary separations below them. This case has been solved 
accurately in tim e but it does not show any vortex shedding or unsteadiness. When 
the fin height is increased to h = r, flow symmetry is obtained. The lift-coefficient 
curves show tha t when flow asymmetry develops, the lift coefficient increase over a 
small number of time steps and remains constant thereafter. When the flow becomes 
symmetric, as with h = r, the lift coefficient does not increase and it takes fewer 
iterations to get the stable symmetric solution. Blow-ups of the crossflow velocity 
vector plots in the cone-fin-juncture region for h =  0.5r and h = r are shown in 
Fig. 6.4. It is noticed tha t two small recirculating bubbles exist under the vortex 
cores. W ith h = r, the two corner recirculating bubbles are of the same size and the 
flow is perfectly symmetric. The reason behind the flow asymmetry with h = 0.5r is 
that the free-shear layer from the right-hand side of the body is still higher than the 
fin height, which allows the flow disturbances from the right and left sides to interact.
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6.1 .2  E llip tic-Section  C ones
The results of passive control of flow asymmetry for an elliptic-section cone 
using a vertical fin are presented here. A substantial flow asymmetry has been ob­
served in section 5.2 of the last chapter for this elliptic-section cone of fineness ratio 
of 0.6, angle of attack of 25°, freestream Reynolds number of 10s. The control of 
flow asymmetry has been tested using vertical fins of heights h = 1.5a and h =  2a, 
where a is the length of the cross-section semi-minor axis. The grid used in this case 
is 161 x 81 points in the wrap-around and normal directions, which is generated by 
the same Joukowski transformation. The minimum grid spacing at the cone surface 
( A ^ in) and at the vertical-fin surface (A£^in) is 10-4 . The maximum radius of the 
computational domain size is 216. A typical grid for this vertical-fin control case is 
shown in Fig. 6.5.
The results of the solutions are shown in Figs. 6 .6 - 6 .8 , which include the time 
history of lift coefficient, surface-pressure coefficient, total-pressure-loss contours and 
crossflow velocity vectors. For the flow case with no fin, the lift-coefficient curve shows 
an increase near the TjOOO^time step, and it remains constant thereafter. For the 
flow case with h = 1.5a, the flow is still strongly asymmetric and the lift coefficient 
shows an increase near the SjOOO^time step. The total-pressure-loss contours show a 
very long free-shear layer from the left side. From the right side, the free-shear layer 
becomes higher than the vertical fin and crosses over the fin to the left side. Two 
primary-vortex cores are formed at the cone-fin juncture with secondary separations 
below them. When the fin height is increased to h = 2a, symmetric flow is obtained 
and the lift coefficient remains constant. The blow-ups of the crossflow velocity vector 
plots in the cone-fin-juncture region for h = 1.5a and 2a are shown in Fig. 6 .8 . It 
is noticed that two small recirculating bubbles exist under the primary vortex cores. 
W ith h =  1.5a, the recirculating bubble at the left-hand corner is smaller than that 
at the right-hand corner. On the other hand, with h = 2 a, the recirculating bubbles
121
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
are nominally the same size. The behavior of this vertical-fin control case is very 
similar to th a t of the circular cone. As long as the height of the vertical fin is long 
enough, the maximum height of the free-shear layer, flow symmetry is obtained.
6.1 .3  D iam on d -S ection  C ones
A vertical-fin control case for a diamond-section cone is presented here. The 
section fineness ratio is 0.8, the angle of attack is 25° and the freestream Mach number 
is 1.5. W ith the exception of the section fineness ratio, the flow conditions of this 
case are the same as that of the elliptic-section cone which was discussed in the 
last section. The grid used is generated by using a hyperbolic grid generator with 
transfinite grid interpolation to refine the grid in the fin region. A grid of 161 x 81 
points with minimum grid spacing at the cone surface and at the fin surface of 10~4 
is shown in Fig. 6.9. The maximum radius of the computational domain is 216, where 
b is one half the local major diagonal of the diamond section.
Figures 6.10 and 6.11 show the results of the diamond-section cone flows with 
and without a  vertical fin. For the flow-control case, a symmetric flow has been 
obtained using a fin of height h =  1.5a, where a is one half the local minor diagonal. 
The total-pressure-loss and the velocity vector plots show that the flow is symmetric 
and there are two small recirculating bubbles under the primary vortex cores at 
the cone-fin juncture. The height of the fin for the diamond-section cone is shorter 
than tha t required for the elliptic-section control case since a cone with sharp edges 
produces less flow asymmetry strength than that of a smooth surface cone. In the 
next section, asymmetric-flow control using side strakes is investigated.
6.2 Flow Control U sing Side Strakes
Computational simulations of asymmetric-flow control using sharp- and round- 
edged, thick and thin strakes are presented in this section. The flow-control cases 
considered here are focused on the circular-section cones since they are the most likely
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section-shapes for strong flow asymmetry. The effectiveness of passive-flow control 
for supersonic asymmetric vortical flows around cones using side strakes with and 
without thickness at different orientations has also been studied. In all the numerical 
tests considered in this section, the height of the strakes (h) is 0.3r, where r is the 
local radius of the 5°-semiapex circular cone section.
Numerical solutions presented here are obtained by using the thin-layer Navier- 
Stokes equations with the flux-difference splitting scheme of Roe. The grid used is 
generated by using a hyperbolic grid generator with transfinite grid interpolation to 
refine the grid in the strake regions. The computational size of each grid is 21r and 
the minimum grid spacing is 10-4 . Each of the flow control cases takes an average of
12,000 time steps to reach a normalized residual error of 10-13. The computational 
time is about 2 hours on the Cray-YMP computer of the NASA Ames Research 
Center.
6.2.1 Sharp-E dged  T hick  Strakes
The computational grid size of 161 x 81 points for this study with h = 0.3r 
is shown in Fig. 6.12. Three asymmetric-flow control cases have been considered at 
different angles of attack using sharp-edged thick strakes. The first case is the control 
of steady asymmetric flow around a circular cone at an angle of attack, a  — 2 0 °, 
freestream Mach number, =  1.8 and freestream Reynolds number, Re = 105. 
The histories of the residual error, and lift coefficient as well as surface-pressure 
coefficient are shown in Fig. 6.13. This case takes 12,000 time steps to obtain a 
stable symmetric solution with machine zero error. The surface pressure coefficient 
shows a jum p in the pressure value at the sharp-edges of the strakes which correspond 
to 0  =  90° and 0  =  270°. The total-pressure-loss contours and the crossflow velocity 
vector plot of Fig. 6.14 confirm the symmetric solution. Comparisons of the surface 
pressure curves of Fig. 5.8 and Fig. 6.13 show that the strakes produce higher lift 
in addition to their function of eliminating the flow asymmetry. Moreover, the lift
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coefficient of the side-strakes control case is double tha t of the vertical-fin-control 
case.
Here, control of unsteady asymmetric flow for the same flow conditions of the 
first application is considered except that the angle of attack is increased to a = 30°. 
The height of the sharp-edged thick strakes is kept as 0.3r. The results of this 
case are shown in Figs. 6.15 and 6.16. Figure 6.15 shows the iterative histories of the 
logarithmic residual error and lift coefficient and the surface-pressure coefficient. This 
case takes 11,000 time steps to reach a stable symmetric solution. The side-strakes 
render the flow symmetry since the two primary vortex cores are pushed further apart 
preventing the flow disturbances of the two sides from having interaction. Again, the 
Cp curve shows a jump in the pressure coefficient at the strakes’ leading edge at 
0  =  90° and 0  =  270°.
Comparing the total-pressure-loss contours of the sharp-edged thick strakes at 
a  =  30°, Fig. 6.16, to that of the sharp-edged thick strakes at a  =  20°, Fig. 6.14, 
the primary vortex cores of the former are closer to the geometric plane of symmetry 
and higher above the cone surface than those of the latter.
The angle of attack is increased again to a  =  40° while fixing all the flow 
conditions. The same sharp-edged thick strakes of the previous cases (a  =  20° and 
30°) has been used along with the same grid. Figures 6.17 and 6.18 show the results 
of this case. It is seen that although the surface-pressure coefficient looks symmetric 
and the lift coefficient curve does not show any increase after 4,000 time steps, the 
total-pressure-loss contours shows very slight asymmetry near the saddle point. This 
indicates that the present height of strakes might not be sufficient to yield flow 
symmetry at higher angles of attack.
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6.2.2 R ound-E dged  T hick  Stakes
Passive control of the steady a  =  20° and unsteady a = 30° flow cases have 
been considered using round-edged thick strakes with length equal to 0.3 of the local 
radius of the same circular cone section. The grid used is again generated by the 
hyperbolic grid generator and then refined in the strakes regions with transfinite 
interpolation (see Fig. 6.19). The first control-flow case is for an angle of attack 
of 20°, Mach number of 1.8 and Reynolds number of 105. Figures 6.20 shows the 
time histories of the residual error and lift coefficient as well as the surface pressure 
versus the angle 0 . The round-edged thick strakes are effective in eliminating the 
steady flow asymmetry and rendering the flow symmetric. Comparing the results 
of the sharp-edged thick strakes at a  =  20°, Fig. 6.14 to those of the round-edged 
strakes at the same angle of attack, Fig. 6.21, the primary vortex-core location and 
lift coefficient are almost the same.
Keeping all the flow conditions fixed, the angle of attack is increased to a  =  30°. 
The round-edged strakes are still effective in controlling unsteady asymmetric vortex 
shedding and the symmetric solution has been obtained within 6 ,0 0 0  iteration steps. 
Figure 6.22 shows that the lift coefficient is little less than that of the sharp-edged 
thick strake at a  = 30°. The total-pressure-loss contours and crossflow velocity 
vector plot of Fig. 6.23 show tha t the symmetric primary vortex cores still are a little 
closer to the leeward plane of symmetry and a little less high above the body surface 
than those of the sharp-edged strakes at a  =  30°, Fig. 6.16. In the next section, 
flow-control cases for the same cone at c* =  30° using flat-plate strakes with different 
orientations are investigated.
6.2.3 F la t-P la te  Strakes
In the last two sections, passive control of steady and unsteady asymmetric 
flow cases using sharp- and rounded edge thick side strakes have been presented. It is
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shown that side-strakes with thickness are effective in eliminating the flow asymmetry 
even at very high angles of attack. In this section, the effect of the strake orientation 
on passive control is investigated.
The strake length is kept at 0.3 of the local radius of the circular cone section 
for all the cases. Figure 6.24 shows sample typical grids which are used with the 
flat-plate strakes with 6 =  0 °, 1 0 ° and —1 0 °, where 8 is the angle measured in the 
counter-clockwise direction form the horizontal line at 0  =  90°. The grid is generated 
using the same method which is described in the last section. The thin-layer Navier- 
Stokes equations are used in this analysis. The numerical tests are presented in 
Figs. 6.25-6.28. For this angle of attack, all the strakes are still effective in eliminating 
the unsteady asymmetric vortex shedding and rendering the flow symmetric. Again 
the surface-pressure curves, Fig. 6.26 show jumps at the strakes’ leading edges at 
0  =  90° and 270°. The case with 8 =  —10° produces the highest lift coefficient, 
when compared with the cases of 8 =  0° and 8 =  10°. But the lift coefficient of all 
controlled flow cases is higher than that of the asymmetric flow case. The case of 
8 =  —1 0 ° takes 6 ,0 0 0  time steps, while 8 =  1 0 ° takes 8 , 0 0 0  time steps and 8 = 0 ° takes
1 0 ,0 0 0  time steps to reach a stable symmetric solution with residual error of 1 0 - 1 3  
(see Fig. 6.25). Comparing the total-pressure-loss contours and crossflow velocity 
vector, Fig. 6.27 and 6.28, of the three cases, the case of 8 =  —10° has the primary 
vortex cores slightly closer to the body surface than the other cases.
6.3 Sum m ary
In this chapter, computational studies for passive control of steady and un­
steady, supersonic asymmetric flows have been presented using vertical fins in the 
leeward plane of geometric symmetry and side strakes with and without thickness. 
The locally-conical flow assumption has been used to reduce the computational re­
quirements. In the first section, it has been shown that vertical-fin control of flow
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asymmetry for circular- and elliptic-section cones require “fences” with heights that 
are at least equal to the local section width or the maximum height of the free-shear 
layer. On the other hand, vertical-fin control of flow asymmetry of diamond-section 
cones require local fin heights that are not necessarily equal to the local section width.
In the second section, passive control of steady and unsteady asymmetric flow 
has been demonstrated by using several shapes of strakes. The study is focused 
on circular-section cones since the strongest flow asymmetry has been observed on 
circular-section cones in Chap. 5. It has been shown that side-strakes control flow 
asymmetry on circular cones over a wide range of angle of attack and that they 
require shorter heights than the vertical-fin control. The strakes not only eliminate 
the flow asymmetry but also produce high lift for the configuration. Moreover, it 
is more practical since the strakes have shorter height and hence lesser weight in 
comparison with those of the vertical fin.
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F ig u re  6 .1 : A typical grid for a circular cone using vertical-fin control method 
(161 x 81 points, =  1 0 —).
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h =  0.5r h = r
F ig u re  6.3: Comparison of total-pressure-loss contours for steady asymmetric flow 
around a circular cone with and without a vertical fin (a =  20°, — 1.8, Re =  10s;
h = 0.5r and h =  r).
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h = r
F igu re  6.4: Blow-ups of crossflow velocity vectors in the circular cone-fin juncture 
for vertical-fin control method (a  =  20°, M<x, =  1.8, Re =  105; h = 0.5r and h =  r).
131
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
Figure 6.5: A typical grid for an elliptic-section cone using vertical-fin control
method (161 x 81 points, A ^ {n =  A ^ in =  10-4).
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F ig u re  6 .6 : Comparison of steady asymmetric flow around an elliptic-section cone 
with and without a vertical fin (a  =  25°, =  1.5, Be  =  10s, f r  =  0.6; h = 1.5a
and h — 2 a).
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h =  1 .5 a h = 2a
F igure  6.7: Comparison of total-pressure-loss contours for steady asymmetric flow 
around an elliptic-section cone with and without a vertical fin (a  = 25°, = 1.5,
lie = 105, f r  - 0.6; h = 1.5a and h = 2a).
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F ig u re  6 .8 : Blow-ups of crossflow velocity vectors in the elliptical cone-fin juncture 
for vertical-fin control method (a =  25°, Moo =  1-5, Re = 105, f r  = 0.6; h = 1.5a 
and h =  2 a).
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Figure 6.9: A typical grid for a diamond-section cone using vertical-fin control
method (161 x 81 points, A^,-n =  A ^ tn =  10“4).
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no fin
total-pressure-loss contours crossflow velocity vectors
h = 1.5a
F igure  6 .1 1 : Comparison of steady asymmetric flow around a diamond-section cone 
with and without a vertical fin (a  =  25°, Moo = 1-5, Re  =  105, f r  =  0.8; h = 1.5a).
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F igu re  6 .1 2 : A typical grid of 161 x 81 points for a circular cone with sharp-edged 
thick strakes.
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F ig u re  6.13: Control of steady asymmetric flow around a circular cone using
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F ig u re  6.14: Crossflow velocity vectors and total-pressure-loss contours of steady 
asymmetric flow around a circular cone with sharp-edged thick strakes (a =  2 0 °,
Moo =  1.8, Re  =  105; h =  0.3r).
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F ig u re  6.16: Crossflow velocity vectors and total-pressure-loss contours of unsteady 
asymmetric flow around a circular cone with sharp-edged thick strakes (a =  30°, 
Moo =  1.8, Re — 10s; h = 0.3r).
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F ig u re  6.17: Control of asymmetric flow around a  circular cone using sharp-edged 
thick strakes (a  = 40°, M ,«, =  1.8, Re = 10s; h = 0.3r).
F ig u re  6.18: Crossflow velocity vectors and total-pressure-loss contours of asymmet­
ric (low around a circular cone with sharp-edged thick strakes (a = 40°, =  1.8,
Re = 105; h = 0.3r).
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F ig u re  6.19: A typical grid of 161 x 81 points for a circular cone with round-edged 
thick strakes.
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F ig u re  6 .2 0 : Control of steady asymmetric flow around a circular cone using 
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F igure  6 .2 1 : Crossflow velocity vectors and total-pressure-loss contours of steady 
asymmetric flow around a circular cone with round-edged thick strakes (a  = 2 0 °, 
Moo =  1.8, Re = 105; h = 0.3r).
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F ig u re  6 .2 2 : Control of unsteady asymmetric flow around a circular cone using 
round-edged thick strakes (o =  30°, M , =  1.8, Re — 105; h =  0.3r).
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F ig u re  6.23: Crossflow velocity vectors and total-pressure-loss contours of unsteady 
asymmetric flow around a circular cone with round-edged thick strakes (a  = 30°, 
Moo =  1-8, Re = 105; h = 0.3r).
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<5 =  0°
<5 =  1 0 ° 8 =  - 10 °
F igu re  6.24: Typical grids of 161 x 81 points for a circular cone with flat-plate 
strakes at different orientations ((5 =  0°, 10° and —10°).
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F ig u re  6.25: Control of unsteady asymmetric flow around a circular cone, using 
flat-plate strakes of different orientations (a  = 30°, M<x, = 1.8, Re — 105; h = 0.3r).
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<5 =  0°
m
6 =  10 ° 6 =  - 10 °
F igu re  6.27: Total-pressure-loss contours of flow around a circular cone with 
flat-plate strakes of different orientations (a  =  30°, M<x, =  1.8, Re =  105; h = 0.3r).
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F ig u re  6.28: Crossflow velocity vectors of flow around a circular cone with flat-plate 
strakes of different orientations (a  =  30°, M , =  1-8, Re =  10s; h = 0.3r).
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Chapter 7
T hree-D im ensional A sym m etric Flow s
Steady and unsteady solutions of supersonic flows around circular and non­
circular cones have been presented in Chap. 5. For such problems, the locally-conical 
flow assumptions is implemented in order to reduce the computational time and 
memory. But the three-dimensional effects cannot be neglected in the vortical re­
gions, such as, for flows with massive three-dimensional separation, vortex shedding 
and vortex breakdown, etc.. Therefore, one has to rely on the solutions of three- 
dimensional Navier-Stokes equations. In this chapter, symmetric and asymmetric 
vortex-dominated flow solutions over slender bodies of revolution are presented using 
the three-dimensional thin-layer Navier-Stokes equations. The equations are solved 
using the flux-difference splitting scheme. The numerical examples include symmetric 
subsonic and asymmetric supersonic flows around slender bodies of revolution and 
cones.
The major purpose of doing the subsonic calculations in this research work is to 
validate the numerical scheme with experimental results. In particular, the problems 
of incompressible flow past prolate spheroids and tangent-ogive cylinders over a wide 
range of angles of attack have been considered computationally and experimentally 
by a substantial number of researchers as mentioned in Chap. 2. Two types of three- 
dimensional flows over slender bodies are presented here. The first is for subsonic 
flow over a 6:1 prolate spheroid and a 3.5-diameter ogive-cylinder. The second is for 
supersonic flow over a  5°-semiapex cone in the high angle-of-attack regime. For most
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of the numerical examples, the flow is assumed to be fully laminar, unless otherwise 
stated. For the cases of turbulent flow simulation, the modified Baldwin and Lomax 
algebraic model was used to calculate the eddy viscosity in the turbulent flow regions.
7.1 Sym m etric Subsonic F low
The problem of steady incompressible flow past a prolate spheroid and a 
tangent-ogive cylinder at incidence using the thin-layer Navier-Stokes equations are 
presented in this section. Three cases of numerical solutions of the first configuration, 
which cover a fully-turbulent flow case, a fixed-transition flow case and a fully-laminar 
flow case, are investigated. In the next subsection, the results of fully-laminar flow 
over a 3.5-diameter tangent-ogive cylinder are presented, along with a comparison 
with experimental data.
7.1.1 B lu n t B o d y  o f  R evolu tion
Subsonic flows over a 6 :1  prolate spheroid at angles of attack of 10° and 30° 
and different Reynolds number have been considered. The grid used in the numerical 
results is generated by a transfinite interpolation solver. A C-0 grid having 75 x 
49 x 49 points in streamwise (if1), circumferential (£2) and normal (£3) directions, 
respectively was used. The grid was clustered in the normal direction with a minimum 
spacing of 10- 5  at the body surface. To simulate the sting-support of the body in the 
experiments, a quarter body-diameter sting is extended an additional 5L  downstream, 
where L is the length of the body. The size of the computational domain is 5L 
ahead of the body vertex and 5L for the radius of the crossflow plane. The outer 
boundary consists of a hemispherical surface with its center at the sting juncture and a 
cylindrical surface with its axis coinciding with the body axis. In the circumferential 
direction, 16 fine cells are spaced equally in the range of 0  =  150° to 0  =  180° 
(leeward plane) and the remaining cells are distributed smoothly in the range of 
0  =  0° to 150°. A typical grid is shown in Fig. 7.1. All of the numerical examples
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shown in this section axe obtained at a freestream Mach number, M*,, of 0.3 and a 
freestream Reynolds number, Re, which is based on the body length of unity.
Fully-Turbulent Flow
In this case, the angle of attack is 30° and the freestream Reynolds number 
is 7.2 x 106. Since the flow is assumed to be fully turbulent in the computation, 
the turbulence model has been implemented throughout the computational region. 
The experimental study of Meier et. al [133, 134], however, shows that the flow 
is transitional in the leeward side of the body. Unfortunately, the location of the 
transition line is unknown. Since only small laminar and transitional regions exist in 
the flow, it is reasonable to assume fully-turbulent flow.
Figure 7.2 shows the results of the crossflow velocity vectors at the 0.5, 0.6, 0.7 
and 0.8 length-stations on the body. The computed results are compared with the 
experimental data  of Vollmers, Kreplin and Meier [174]. The results show clearly the 
primary and secondary vortices above the leeside, while the locations of the primary 
vortex core are well predicted. Figure 7.3 shows a blow-up of the crossflow velocity 
vectors at two length-stations (0.7 and 0.8) on the body. The figure shows clearly the 
secondary and tertiary vortices. The computed crossflow vorticity contours of the 
four stations are shown in Fig. 7.4. The results show closed contours in the primary- 
vortex core and the evolution of the secondary vortex with closed vortex contours as 
seen in the rearward sections. The primary vortex core grows in size and height with 
increasing distance downstream along the body.
Figure 7.5 shows a side view and a top view of the limiting streamlines of 
the computed results along with the experimental results. The limiting streamlines 
in the rearward part of the body are in good comparison with the experimental 
ones. However, there are discrepancies in the forward part of the body. These 
discrepancies are attributed to the existence of small laminar and transitional regions
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in the experimental case, while the flow has been assumed fully turbulent in the 
present computation.
Figures 7.6 and 7.7 show the surface pressure and skin-friction coefficients at 
four stations, respectively. Figure 7.6 shows the surface-pressure coefficient versus 
the azimuthal angle, 0 , which is measured from the windard plane of geometric 
symmetry. The results are in fairly good agreement with the experimental data. 
The comparison of the corresponding computed skin-friction coefficient is given in 
Fig. 7.7. At station 0.4812, a comparison with the experimental data is shown. In 
this crossflow location, the skin friction in the windward angle range 0  =  0 ° to 
0  =  50° is overpredicted. This is due to the fully-turbulent flow assumption of 
the present computations whereas in the experimental case the flow is laminar to 
transitional. Beyond this angle, the results agree well with the experimental data (at 
the 0.4812 length-station). Finally, the plots of the surface-pressure and skin-friction 
coefficients in the streamwise vertical plane of symmetry are shown in Fig. 7.8.
Fixed-Transitional Flow
Here, the angle of attack is decreased to 10° and the Reynolds number is 7.7 x 
106. The transitional line is found in the experimental study at a fixed location of 
0.2 of the body length ahead of the separation line. In the present case, the flow 
is simulated by assuming that the turbulent flow is triggered at 2 0 % of the body 
length, i.e., the turbulent model is turned on at 20% of the length station. Figure 
7.9- 7.12 show the results of this case. In Fig. 7.9, the crossflow velocity vectors at 
three length stations of 0.48, 0.65 and 0.74 along the body are shown. It is seen 
that the flow separation is very small in the forward stations, while in the rearward 
planes it grows larger. Figure 7.10 shows the surface-pressure coefficient versus the 
azimuthal angle, 0 . The corresponding computed skin-friction coefficient along with 
experimental data are presented in Fig. 7.11. The computed results in the windward
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side are underpredicted and beyond that the results agree well with the experimental 
data. Figure 7.12 shows the surface-pressure and skin-friction coefficients versus the 
streamwise location of the body. The skin-friction coefficient shows a jump at the 
axial location of 0 .2 , where the artificial transition is assumed.
Laminar Flow
Keeping the  angle of attack of 10° the same, the Reynolds number is decreased 
to 1.6 x 106. The flow is assumed to be fully laminar for the entire computational 
domain. The results of this case are covered in Figs. 7.13 and 7.14. Figure 7.13 shows 
a comparison of the computed skin-friction coefficient with those of the experimental 
data at six crossflow locations. It is seen that the results are in good agreement with 
the experimental data in the azimuthal angle range of 0° to 150° in the forward part of 
the body and in the range of 0° to 115° in the rear part of the body. In the remaining 
range of 0 , the results are substantially different from those of the experimental data. 
This is attributed to the transition from laminar to turbulent flow in the region of 
separated flow, which has not been accounted for in the computational simulation. 
Figure 7.14 shows the surface-pressure and skin-friction coefficients in the streamwise 
vertical plane along with the experimental data. The surface pressure shows good 
agreement with the experimental results, while the skin-friction coefficient shows 
substantial discrepancies with the experimental data.
Throughout the pseudo-time integration, the maximum CFL number is four for 
all the flow cases. All the present results have been performed on the Cray 2-XMP 
of the NASA Ames Research Center. For the turbulent flow case, it takes about four 
hours of CPU tim e to reduce the residual error by four-orders of magnitude. For the 
fixed-transitional and laminar flow cases, they require approximately eight and ten 
hours to reach steady-flow solutions, respectively.
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7.1.2 P o in ted  B o d y  o f R evo lu tion
In this section, subsonic vortical flow around a 3.5 diameter tangent-ogive cylin­
der at an angle of attack of 20° is considered. The total length of the ogive-cylinder 
body is 40 diameters. A C -0 grid has been generated using a hyperbolic-grid gen­
erator. The grid in one-half of the computational domain consists of 71 x x49 x 59 
points, in streamwise (£1), circumferential (£2) and normal (£3) directions, respec­
tively. The grid is clustered in the -direction at the pointed ogive nose and at the 
juncture between the tangent-ogive forebody and its cylindrical afterbody. The grid 
is also clustered in the normal direction at the body surface with minimum spacing 
of 10"5. In the circumferential direction, the grid is equally spaced. The size of the 
computational domain is 23 diameters ahead of the nose and 30 diameters for the 
radius of the crossflow plane. The outer boundary consists of a hemispherical sur­
face with its center at the forebody juncture and a cylindrical surface with its axis 
coinciding with the body axis. A typical grid is given in Fig. 7.15.
In this case, the angle of attack is 20°, the freestream Reynolds number is 
0.2 x 106, and the freestream Mach number is 0.3. The Reynolds number is based 
on the base diameter of the body which is unity. For these conditions, the flow is 
considered to be laminar since the experimental data of Lamont [13] lists this case 
as a  fully-laminar flow. Figure 7.16 shows the crossflow velocity vectors at the axial 
stations of 0.5, 2.0, 6.0 and 3.5 diameters along the body. The first two locations 
are on the ogive forebody, the third location is on the cylindrical afterbody and the 
last location is at the juncture between the forebody and the cylindrical afterbody. 
The figure shows the growth in size and height of the primary vortex core with 
increasing distance downstream. The blow-up of crossflow velocity vectors shows 
clearly the secondary and tertiary separations at the forebody juncture. The total- 
pressure contours at the corresponding axial-stations are shown in Fig. 7.17. At 
the 0.5-diameter axial station, a separation bubble grows in the normal direction of
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the body while its center moves circumferentially away from the leeward plane of 
symmetry. The blow-up of flow regions under the bubble clearly shows secondary 
and tertiary separation bubbles. At the 6 -diameter axial station, the primary vortex 
with fully-separated flow is seen along with well developed secondary and tertiary 
separation bubbles. Figure 7.18 shows the surface-pressure coefficient at the same 
axial stations. In Fig. 7.18, the computed surface-pressure coefficient is compared 
with the experimental data of Lamont[13] which are indicated by the circular symbols. 
The present results underpredict those of the experimental data in the ranges of 0  =  
150° to 170° at the 0.5-diameter axial station, 0  =  90° to 120°, and 140° to 0  =  165° 
at 2-diameter axial station and 0  =  120° to 160° at 3.5-diameter axial station. The 
azimuthal angle, 0 ,  is measured from the windward plane of symmetry. These ranges 
of 0  correspond to the separation bubble region. However, the surface pressure results 
at 6 -diameter axial station where massive primary separation has developed, show 
good agreement with the experimental data. The reason for the discrepancy in the 
bubble-flow region may be due to the grid coarseness in the circumferential direction.
To investigate the effect of grid resolution on the leeside of the body, the grid 
in the range of 0  =  140° to 180° has been refined so that 20 grid points are used in 
that range, while the remaining 29 points are distributed smoothly in the range of 
0  =  0° to 140°. In Fig. 7.19 and 7.20, the total-pressure contours and surface-pressure 
coefficients for laminar flow around the same ogive-cylinder body at axial stations 
of 0.5, 2.0, 3.5 and 6.0 diameter. In Fig. 7.19, total-pressure contours show better 
resolution of the vortical flow region as compared to those of Fig. 7.17. In particular, 
two distinct vortical flows at 3.5-diameter axial station has been captured. The 
computed surface pressure on the leeward side, Fig. 7.20, shows some improvements 
at axial stations of 2.0, 3.5 and 6.0. However, the present results underpredict the 
surface pressure near the windward side, it is again due to the grid coarseness in 
that region since the same number of points has been used for the second grid. It is
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concluded that better agreement with the experimental data could be obtained by 
increasing the number of grid points in the circumferential direction and, in addition, 
clustering the grid on the leeside of the body.
The present results have been obtained using the Cray 2-XMP supercomputer 
of the NASA Langley Research Center. Each case takes about ten hours of CPU 
time to reach a steady-flow solution using pseudo-time integration.
7.2 A sym m etric Supersonic Flow
In Chap. 5, steady and unsteady solutions of supersonic locally-conical flows 
over circular and non-circular cones have been presented. As mentioned in Chap. 3, 
the resulting equation is not self-similar for unsteady viscous flows using the conical 
transformation. It is noticed that the time derivative term in Eq. 3.13 is multiplied by 
X  and a length-scale dependence exists in the viscous terms. However, the flow may 
be considered as “locally-conical” when the length scale is assigned a constant value. 
Although the physics and characteristics of the asymmetric flow can be obtained 
using substantially less computational time and memory using the locally-conical 
flow assumption, the three-dimensional effects play an important role in real flow.
As was shown in Chap. 5, circular-section cones are the most potential section- 
shapes for strong flow asymmetry. Thus, the 5°-semiapex circular cone has been 
chosen for the present investigation. Supersonic asymmetric flow solutions around a 
cone at high incidences using the thin-layer Navier-Stokes equations are presented in 
this section. The numerical examples cover flow around a 5°-semiapex angle cone at 
angles of attack of 40° and 50°; Mach number of 1.4 and Reynolds numbers of 4 x 106 
and 8  x 1 0 6 which are based on the cone length.
7.2.1 S tead y  A sym m etr ic  F low
In this section, solutions of the supersonic asymmetric vortical flows around a 
5°-semiapex angle cone of unit length are presented. This is the same circular cone
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considered in Chap. 5 of this dissertation. Two issues concerning the flow asymmetry 
around a circular-section cone in response to a short duration transient disturbance 
are addressed. First, for the same cone section and for the same flow conditions and 
disturbance, does the three-dimensional flow solution produce the same solution as 
tha t of the locally-conical solution presented in Chap. 5? The second issue to be 
addressed is the effect of angle of attack and Reynolds number on flow asymmetry.
An O-H grid of 65 x 161 x 81 points in the streamwise (£1), circumferential 
(£2) and normal (£3) directions, respectively were used. The grid is generated in the 
crossflow planes using a modified Joukowski transformation which is applied locally 
at the grid length-stations with algebraic stretching at the cone surface. The crossflow 
grid (161 x 81) is of the same size as that used for the locally-conical solutions. In 
order to retain the same resolution for each conical section, the outer boundary is a 
conical surface with the maximum radius of 3L  at the cone base, where the L  is the 
length of the cone. The minimum spacing at the cone surface ranges from 10- 5  at 
the cone base to 10- 6  at the cone apex. In the circumferential direction, the grid is 
equally distributed for the whole computational domain. A typical grid is shown in 
Fig. 7.21.
For the same flow conditions as the locally-conical flow problem, a = 20°, 
Mqo =  1-8 and Re = 10s, a symmetric flow solution has been obtained using the 
three-dimensional calculation. The difference is expected since the locally-conical 
solution is obtained at an axial station of £* =  1.0. As mentioned in Chap. 3, a 
length scale is involved in the viscous terms (Reynolds number) for steady viscous 
flow using the conical transformation. The resulting equations are not self-similar 
and the location of the conical plane in the transformed equation is determined by 
the Reynolds number.
A slight asymmetric flow solution has been obtained for the three-dimensional 
cone flow by increasing the angle of attack and the freestream Reynolds number to
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40° and 4 x 106, respectively, and reducing the freestream Mach number to 1.4. The 
flow is assumed fully laminar in the numerical computation. The results of this case 
are shown in Figs. 7.22-7.23. During this computation, it has been observed that 
the computed flow remains symmetric about the geometric plane of symmetry at the 
leeside of the body. Then the symmetry of the solution is disturbed by introducing a 
sideslip angle of 2 ° to the flowfield for about 1 0 0  time steps and then it is removed. 
Although the resulting flow is no longer symmetric, the asymmetry is relatively small. 
This can be seen from the surface-pressure coefficient at eight length-stations which 
are shown in Fig. 7.22. Also, the computed total-pressure-loss contours are shown 
in Fig. 7.23. In this case the vortices still lie close to the leeward-body surface, and 
the size of the shear layer and height of the primary vortices grow with increasing 
distance downstream. It is also seen that the solution is almost self-similar over a 
long distance of the cone length.
Next, the Reynolds number is increased to 8  x 106 keeping the other flow condi­
tions the same as those of previous flow case. The source of the disturbance to break 
the symmetry of the solution is a 2° transient sideslip of short duration. The compu­
tation has been monitored every 300 time steps until there are no significant changes 
in the steady-state solutions. Figure 7.24 shows a strongly asymmetric solution with 
vortices which are already shed. Since the solution is steady, the vortex shedding is a 
spatial one. The flow asymmetry is very small in the vicinity of the nose but it grows 
nonlinearly downstream along the cone with the left- and right-hand vortices shed­
ding alternately. At the length-station of 0.3, the asymmetric flow is seen with vortex 
already shed from the left side. Moving downstream, the shed vortex is convected in 
the flow and the shear layer on the right side stretches, while the primary vortex on 
the left side gets stronger, as seen from the surface-pressure curves, Fig. 7.25. At the 
length station of 0.6, the primary vortex on the right side is about to be shed. At 
the length station of 0.9, the primary vortex on the right side is almost shed in the
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flowfield while the shear layer on the left side has stretched and shrunk in thickness. 
It is also seen tha t at the length station of 0.7, the flow is approximately a mirror 
image of that at 0.3. The mechanism of the spatial shedding of this case is similar 
to the unsteady vortex shedding of the locally-conical flow solution around a cone, 
which was presented in Chap. 5.
7.2 .2  U n stea d y  A sym m etric  Flow
In this section, solution of the unsteady supersonic asymmetric flow around the 
same circular cone at an angle of attack of 50° are presented. The freestream Reynolds 
number and Mach number of this case are 8  x 106 and 1.4, respectively. The present 
flow case has been started from the solution obtained for a  =  40° instead of initializing 
freestream conditions everywhere. In addition, the steady asymmetric solution can 
be considered as the source of disturbance to the flowfield, so the transient side-slip 
disturbance is not necessary in this case.
In the computation of locally-conical flow problems it has been shown that, once 
unsteady, asymmetric vortex shedding is initiated, the perturbation can be removed. 
The vortex shedding will continue without the need for any further perturbations 
since the flow is unstable. In order to investigate whether the same phenomena 
exists for the unsteady three- dimensional asymmetric flow, the computation has been 
first done using pseudo-time stepping until the residual error drops three-orders of 
magnitude. Then, the computations are continued by using time-accurate stepping. 
The flow asymmetry, changing randomly from the left side to right side, has been 
captured from the pseudo-time stepping calculation, which indicates a possibility 
of unsteady vortex shedding. The computation has been monitored using time- 
accurate calculation with a minimum global time step of 10-5. Ideally, the unsteady 
structure of the flow at a  =  50° should be monitored at different tim e steps to see 
the mechanism of the unsteady vortex shedding and unsteady behavior of the vortex
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structure. Due to the fine computational grid spacing at the nose region and the cone 
surface, the allowable computational time step is so small that the time-marching 
calculation becomes prohibitively expensive.
Consequently, only instantaneous snap shots of the unsteady asymmetric flow 
solutions are presented in this section. Snapshots of the total-pressure-loss contours 
and surface pressure of several crossflow axial stations at the time step of 10,616 are 
shown in Figs. 7.26 through 7.28. Figure 7.26 shows strongly asymmetric solution 
with vortex shedding at each axial location. The shear-layer thickness for each cross- 
flow station extends about one and one half times the local diameter of the leeward 
plane of symmetry as compared with the case of a  =  40°. It is evident that all of 
the three vortices interact with each other in a relatively small distance above of the 
body surface. The corresponding surface pressure and blow-up region of the total- 
pressure-loss contours at each eight length-stations are shown in Figs. 7.27 and 7.28. 
The instantaneous total-pressure-loss contours of the case at the time step of 11,816 is 
shown in Fig. 7.29. Obviously, the total computed time is too short in terms of physi­
cal time to draw final conclusions but the surface-pressure coefficient (Figs. 7.30) and 
the close-up of the total-pressure-loss contours (Fig.7.31) clearly show that the flow 
is unsteady asymmetric with a possibility of vortex shedding at each axial station.
All of the numerical results have been obtained using both the Cray 2-XMP 
supercomputer of the NASA Langley Research Center and the Cray-YMP supercom­
puter of the NASA Ames Research Center. For each of the steady asymmetric flow 
cases, it takes about 100 hours of CPU time on the Cray 2-XMP and 65 hours of CPU 
time on the Cray-YMP computer. For the unsteady asymmetric flow case, it takes 
over 82 hours of CPU time on the Cray-YMP computer for the 11,816 computed time 
steps.
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7.3 Sum m ary
In this chapter, the problem of the three-dimensional incompressible flow past 
slender blunt and pointed bodies of revolution over a wide range of angle of attack and 
Reynolds number have been presented in the first section. Numerical solutions of flow 
over a 6 :1  prolate spheroid cover a fully-turbulent, a fixed-transition and a laminar 
flow case. The predicted results are in good agreement with the experimental data. 
In the next subsection, three-dimensional, subsonic flow solutions for a 3.5-diameter 
tangent-ogive cylinder have been presented. The results are in good agreement with 
the experimental measurements and they have also shown that a fine grid is necessary 
in the vortical regions for better resolution.
In the second section, steady and unsteady solutions of asymmetric supersonic 
flows over a circular cone at different high angles of attack and different Reynolds 
numbers have been presented. It has been shown that the three-dimensional effects 
play an important role in the evolution of flow asymmetry. For the same cone section 
and flow conditions, the three-dimensional flow calculation does not produce the same 
solution as tha t of the locally-conical flow solution. Two steady asymmetric flow so­
lutions for the three-dimensional cone have been obtained. The strongly asymmetric 
flow solution shows that the mechanism of spatial vortex shedding is similar to that 
of the unsteady vortex shedding of the locally-conical flow solution. The second case 
shows an unsteady asymmetric solution where the angle of attack is increased at a 
fixed Reynolds number. The computed flows exhibit a decrease in the flow damp­
ing and an increase in the flow unsteadiness. The structure of this unsteady flow 
shows evidence of multiple small-scale vortices moving along the streamwise direc­
tion and a possibility of vortex shedding even without the presence of any permanent 
disturbance.
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Figure 7.1: A typical grid of 75 x 49 x 49 points for a 6:1 prolate spheroid.
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(b) experiment[174]
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F ig u re  7.2: Comparison of crossflow velocity vectors at four length-stations 
prolate spheroid (a  =  30°, Moo =  0.3, Re  =  7.2 x 106; turbulent flow).
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Xl/ L  = 0.7
x i / L  — 0 .8
F igure  7.3: Blow-up of crossflow velocitj' vectors at two length-stations on a prolate 
spheroid (a =  30°, =  0.3, Re  =  7.2 x 106; turbulent flow).
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Xi /L  = 0.5 x i / L  =  0 .6
x J L  =  0.7 x-i/L =  0.8
F ig u re  7.4: Crossflow vorticity contours at four length-stations on a prolate spheroid 
(a  =  30°, Moo = 0.3, Re = 7.2 x 106; turbulent flow).
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side view
(a) present
(b) experiment [174]
top view
(a) present
(b) experiment [174]
F igu re  7.5: Limiting streamlines on a prolate spheroid (a  =  30°, =  0.3,
Re = 7.2 x 106; turbulent flow).
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F ig u re  7.6: Comparison of surface-pressure coefficient at four length-stations 
prolate spheroid (a  =  30°, = 0.3, Re = 7.2 x 106; turbulent flow).
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175
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
- 2.0  ~  
- 1.6 -
- 1 .2  -
- .8  -
0
,4
.8
1.2
- .2 0 .2 .64 .8 1.0
X
surface-pressure coefficient
8
6
,031
4
2
0
- .2  0 .2 .6.4 .8 1.0
X
skin-friction coefficient
F igu re  7.8: Surface-pressure and skin-friction coefficients in the axial vertical plane 
(a  =  30°, Moo =  0.3, Re — 7.2 x 106; turbulent flow).
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F ig u re  7.9: Crossflow velocity vectors at three length-stations on a prolate spheroid 
(a = 10°, Moo = 0.3, Re = 7.7 x 106; fixed-transitional flow).
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F ig u re  7.15: A typical grid of 71 x 49 x 59 points for a 3.5-diameter tangent-ogive 
cylinder.
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xx /D  =  0.5
x i / D  = 2.0 x i / D  =  6 .0
F ig u re  7.17: Total-pressure contours at four diameter-stations on an ogive-cylinder 
(a =  20°, Moo =  0.3, Re = 0.2 x 106).
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Xl/ D  =  0.5
Xi /D = 2 .0 x i / D  = 6 .0
F igure  7.19: Total-pressure contours at four diameter-stations on an ogive-cylinder 
(a = 20°, Moo =  0.3, Re = 0.2 x 106; fine grid at 0  =  140°-180°).
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Figure 7.21: A typical grid of 65 x 161 x 81 points for a 5°-semiapex angle cone.
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F ig u re  7.23: Total-pressure-loss contours of flow around a 5 °-semiapex
(a  =  40°, Moo = 1-4, Re = 4 x 106).
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F ig u re  7.24: Total-pressure-loss contours of flow around a 5 °-semiapex
(a  =  40°, Mto =  1.4, Re = 8 x  106).
196
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
c,p
- .3
- .6
- .9
0 60  120 180 240 300 360
C,'p
- .3
- .6
-.9
0 60 120 180 240 300 360
0 0
S i/ L  -  0.05 x \ / L  — 0 .1
c
p
- .3
- .6
- .9
0 60 120 180 240 300 360
.6
0
- .3
- .6
-.9
0
60 120 180 240 300 360
0
x i / L  = 0 .2 a L  =  0.3
F ig u re  7.25: Surface-pressure coefficient on a 5°-semiapex cone (a: =  40°, =  1.4,
Re = 8  x 106).
197
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
.6
.3
0
- .3
- .6
-.9
60 120 180 240 300 3600
0
Xi IL  =  0.4
.6
3
0
- .3
- .6
-.9
60 120 180 240 300 360
0
x \ I L  =  0.5
,6
3
0
-.3
- .6
-.9
60 120 180 240 300 360
0
6
,3
0
- .3
- .6
- .9
60 120 180 240 300 360
0
x i / L  — 0 .6 Xl / L  = 0.1
F ig u re  7.25: Cont’d
198
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6.3
0
- .3
-.6
-.9
60 120 180 240 300 3600
G
xi/Zr — 0 .8
c,p
- .6
- .9
0 60 120 180 240 300 360
G
x \ j L  — 0.9
F igu re  7.25: Cont’d 
199
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
F ig u re  7.26: Total-pressure-loss contours of flow around a 5°-semiapex cone at 
step of 10,616 (a =  50°, M 00 = 1.4, Re  =  8  x 106).
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F ig u re  7.28: Blow-up of the total-pressure-loss contours on 5°-semiapex cone at 
time step of 10,616 (a  =  50°, M c0 =  1.4, Re = 8  x 106).
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F igu re  7.29: Total-pressure-loss contours of flow around a 5°-semiapex cone at time 
step of 11,816 (a  =  50°, MTO =  1.4, Re = 8 x  106).
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x i /L  = 0.3 x i /L  =  0.5
F ig u re  7.31: Blow-up of the total-pressure-loss contours on 5 °-semiapex cone at 
time step of 11,816 (a  =  50°, =  1-4, Re — 8  x 106).
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C hapter 8 
Conclusions
The main goal of the present research work is to predict and control asymmet­
ric vortex-dominated flows around slender bodies with different cross-sectional shapes 
over a wide range of angles of attack, Mach numbers and Reynolds numbers. The 
formulation and computational schemes used in the dissertation have been presented 
and reviewed in Chaps. 3-4. In this chapter, a summary of the findings of the numer­
ical investigations is presented. At the end of the chapter, some recommendations for 
future computational research work on symmetric and asymmetric vortex-dominated 
flows are addressed.
8.1 N um erical Solutions o f N avier-Stokes
Equations
In Chap. 5, steady and unsteady solutions of supersonic asymmetric flows 
around cones of circular- and non-circular section have been presented using the 
thin-layer Navier-Stokes equations along with the locally-conical flow assumption. 
The results have shown that the onset of flow asymmetry occurs when the relative 
incidence of cones exceeds certain critical values. At these critical values of relative 
incidence, asymmetric flow develops irrespective of the sources of disturbance. Two 
types of flow disturbances of short duration were used to demonstrate tha t the asym­
metric solution is unique and that the mechanism leads to flow asymmetry due to
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instability of the saddle point, even without the presence of any permanent distur­
bance. It has been shown that as the Mach number increases, vortex flow asymmetry 
becomes weaker. In the high angle-of-attack regime, unsteady asymmetric flow with 
periodic vortex shedding has been captured. The numerical solutions of two different 
upwind schemes showed that the numerical dissipation effect in the scheme played 
an important role in obtaining asymmetric flow solutions. Numerical dissipation in 
the scheme acts as an artificial viscosity that dampens the growth of transient dis­
turbances in the flow solution. Moreover, the study also shows that circular-section 
cones are section-shapes with the most potential for strong flow asymmetry.
The asymmetric disposition of the vortices either steadily or unsteadily gives 
rise to sudden changes in forces and moment characteristics of the vehicles. These 
abrupt changes may exceed the controllability of vehicle systems and jeopardize flight 
safety. The control of asymmetric vortex flow around slender bodies is of vital im­
portance. Computational studies for passive control of supersonic asymmetric flows 
using a vertical fin and side-strakes have been presented in Chap. 6 . The results have 
shown that vertical-fin control of flow asymmetry requires fences with heights that 
are at least equal to the local section width, or the maximum height of the free-shear 
layer of the separated flow. Passive control of steady and unsteady asymmetric flow 
has also been demonstrated using several shapes of side-strakes. It has been shown 
that side-strakes control flow asymmetry on circular cones over a wide range of angles 
of attack and that they require shorter heights than those of the vertical-fin control 
method. The strakes not only eliminate the flow asymmetry but they also produce 
high lift for the body. Furthermore, from a practical point of view, the strakes have 
shorter heights and hence less weight in comparison with those of the vertical fins.
In Chap. 7, symmetric subsonic and asymmetric supersonic three-dimensional 
flow problems have been solved using the thin-layer Navier-Stokes equations. Results 
of steady symmetric flows past two slender bodies of revolution have been presented
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and compared with the experimental data. The purpose behind these numerical 
applications and comparisons is to validate the numerical scheme and formulation. 
The results have shown that fine grids are necessary in the vortical regions for better 
resolution. Then, two steady- and one unsteady-flow solutions for asymmetric super­
sonic flow over a circular cone have been presented. However, there is a serious lack 
of steady and unsteady three-dimensional experimental measurements for asymmet­
ric vortex flows, so the numerical results cannot be validated. It is shown that the 
three-dimensional flow calculation does not produce the same solution as that of the 
corresponding flow case under the locally-conical assumption. The reason is that for 
the viscous flow problem the transformed equation using the locally-conical flow as­
sumption is not self similar. The numerical results also show that the onset of steady 
and unsteady asymmetric flow develops due to a transient side-slip disturbance of 
short duration provided that the body was at a certain critical range of Mach num ­
ber, Reynolds number and relative incidence. The steady and unsteady asymmetric 
flow solutions have been obtained without the need to impose any permanent type 
disturbance. The strong steady asymmetric flow solution shows that the mechanism 
of spatial vortex shedding is very similar to that of the unsteady vortex shedding of 
the locally-conical flow solution. The unsteady asymmetric flow case shows evidence 
of multiple small-scale vortices moving along the body and a possibility of vortex 
shedding at each section.
8.2 R ecom m endations for Future W ork
The next step for the research work is to study the control of three-dimensional 
asymmetric supersonic flow using side-strakes. The height and location of the strakes 
are important parameters for eliminating or attenuating the flow asymmetry. Pre­
diction and control of asymmetric flows around slender bodies at low speed are also 
of vital importance to flight vehicles.
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Although many solutions about simple wing and body geometries can be ob­
tained by using the thin-layer Navier-Stokes formulation, the full Navier-Stokes equa­
tions must be used to capture additional important flow phenomena, such as flows 
involving vortex breakdown, wing stall and wake- vortex interaction, unsteady asym­
metric flow with vortex shedding, as well as vertical-fin flow control. Due to the 
usual limited computational resources, one may use the Euler/Navier-Stokes zonal 
approach to save computational requirements. This means that fine grids and a vis­
cous formulation are used only in places where the viscous effects are significant; 
and coarse grids and inviscid formulation are used for the rest of the computational 
domain. The division of a flow region into distinct zones can be determined by the 
physics of the flow, geometry of the problem and/or an order of magnitude analysis 
of the governing equations. However, the development of adaptive solution methods 
for vortical flow problems appears to be essential. This methodology allows local grid 
refinement of the solution and effectively makes use of grid points.
If the computational capability is available, further efforts with very fine grid 
resolution have to be focused on fully resolving the highly complex vortical regions. 
Such efforts will definitely minimize the effect of truncation error and artificial dissi­
pation on the numerical solutions and allow an unbiased judgement of the flow physics 
rather than make use of simple turbulence model for turbulent flow simulation.
Numerous flight conditions show that the dynamics of the vehicle motion is 
important and hence the fluid dynamic equations must be solved in a tim e accurate 
manner coupled with the flight mechanics equations. Such problems are essential in 
understanding and exploiting the vortex-dominated flow about flight vehicles in the 
high angle-of-attack regime.
Active-control methods which make use of blowing or suction ports with various 
blowing rates and orientations of the ports on the body surface are alternative meth­
ods to control flow asymmetry. Although active-control methods consume energy
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for blowing or suction, strakes and fins increase the weight of the vehicle from the 
practical point of view. Thus, numerical simulation for vortex-flow control plays an 
important role in understanding the vortex-dominated flows for the optimum design 
of the aircraft.
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A ppendix  A
Transform ation o f G overning Equations 
to  C urvilinear C oordinates
The three-dimensional Navier-Stokes equations in the Cartesian coordinates 
and conservative form are given by
dq d (Ej  -  Evj )
+ =  0 (A.l)dt dxj
Using the chain rule and the body conformed coordinate system given by the time- 
independent transformation
r  =  r  (*x, *2, x3)
Equation (A .l) can be written in indicial notation as
dt dx j d£k
where
(A.2)
(A.3)
(A.4)E j = E j  -  E v j
and the components d ^ / d x j  are the metrices of inverse of the Jacobian matrix of 
transformation
T_i _  d (x i, x 2, x3) _
d ( ? , e , e )
X l g
X i f
X z f X3£
The metric terms are
d£n 1 j d x i d x k
d xm ~  2  e^ l k m d^  d y
(A.5)
(A.6 )
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where ejjn and e/£m are the permutation symbols.
In order to regain the conservation form, Eq. (A.3) is multiplied by J - 1  and 
the second term is rewritten as
J
_xde_dEl = d_
dxj d i k d ik 
Equation (A.3) becomes
d_
dt
d_
dx3E j d (k ( J  
d
(A.7)
(A.8 )
The last term can be shown to be zero by substituting Eq. (A.6 ) for the metrics, and 
hence the Navier-Stokes equations in generalized coordinates becomes
§  + | p - ^  = ° (A-9)
where
q ~  J  xq 
E i  = (A.10)
(A.1 1 )
Using Eqs. (3.3) and (3.4) in Eq. (A.11), the flux vectors can be further written in 
an alternate form as
pUi
pu iU i+ eXlp
pUiUi + V xJ  (A.12)
puzUi + Cx3P 
Ui (et +  p)
E i = J - l
E v { = J ' 1
0
&
Tj 1
;rj2
C xffi
tip
(A.13)
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where £/,• are the contravariant velocities defined as
Ui = ^ U j (A.14)
The elements in the three momentum equations of Eq. (A.13) can be written as
dC_ = £Moo 
d x ^ 1 Re
dC  d j m _  2  d ?  d jm\  duj d ?  d (m dut
\ d x j  dxi 3 dxi dx j J d£m dxj dxj
The elements in the energy equation of Eq. (A .13) are given by
' f d j ' d j ”1 2 dCd^m\  duj 
dxf. 3 Ox/; d x j )  U^d£m
1 d ?  d im da2
(A.15)
d ? ,
t o p  = Re
, d C d ^ _  duk 
m dxj dxj Ukd£,m
(A.16)(7 — l ) P r  dxj dxj d£m
The above expressions are written in indicial notation for convenience and moreover 
they are useful for derivation of the thin-layer Navier-Stokes equations. The range of 
the indices i, j  k, I, m  and n  is from one to three.
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A ppendix  B  
M odified Joukowski Transform ation
The modified Joukowski transformation is used in generating conical grid and 
three-dimensional grids in the present research work. It is efficient, but it can only 
be applied,to simple geometries, such as zero-thickness flat-plate wings, circular- and 
elliptic-section cones.
To generate a grid in the conical plane (771, 772) from the complex £-plane, the 
following transformation of the physical variable z = x 2 +  ix 3 and the conformal 
variable £ =  rji +  2772 is used
b2
z =  C +  ^r (B.l)
where
(  = £6**, ? = ^ “ (l  +  / r ) ,  b =  ^ “ >/l -  (f r f  (B.2)
In the above equation, 8 is the semiapex angle of the cone, f r  is the fineness ratio
of the cone-section and <j> is the polar angle in the complex plane where 0  < <j> < 2ir.
To generate a grid for a circular cone, one should set f r  to be one. A one-dimensional
stretching transformation is used to obtain the grid clustering in the cone-surface
region. The grid clustering transformation used in this dissertation is given by
771 =  Ro sin(0 +  <}>0)
772 =  Ro cos{<j> +  <j>0) +  zs
<j>0 =  sin- 1 (z3 sm(<f>/Ro))
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Ro  =  (1 +  fk)p  +  y  (-R/ +  Rw) (B.3)
^
, _ Etr hmin( 1 +  srk_1)
!k R w - p
where sr  is the geometric series ratio param eter which depends on the minimum 
spacing at the cone surface (hmtn), the maximum radii of the windward (Rw) and
leeward (R /) sides of the outer boundary, as well as the number of points in the
normal direction (km ax).
In generating a three-dimensional grid, the transformation is applied at each 
crossflow plane individually. Therefore, at each crossflow plane, the grid is generated 
exactly in the same way as that in generating a conical grid.
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