If an acoustic field is governed by the equation V 2 u + w 2 u + u2al (x)u + V (az(x)Vu) = -S(x-y) in R and U is measured on the surface of the earth, i.e. on the plane x3 = 0 for all positions of the source y and receiver x and for all frequencies, then: (i) we show that the low frequency portion of the data determines a 2 ( x ) while the high frequency portion of the data determines (a, -a2)(l + a2)-' =p(x). Here a2 = p -' A p is the relative variation of the density of the inhomogeneity and p ( x ) depends only on the relative variation of the velocity in the inhomogeneity; (ii) we show how to recover a2 from the low frequency data and how to recover p ( x ) from the high frequency data; (3) we give a formula for the high frequency asymptotics of U on the plane x3 = 0.
In [ 11-[3] an exact solution to some three-dimensional inverse problems of geophysics is given. The problem we discuss here is the following one. Let U be the acoustic field generated in an inhomogeneous medium by a point source:
Here al = K-IAK, a2 =p-'Ap are the relative variations of the bulk modulus and density, w is the frequency, 6(x) is the delta function. Assume that al(x) and a2(x) are compactly supported in R! = {x:x3 < 0}, and 1 + a2 > 0. This means that the inhomogeneity lies in the lower half-space. The data are the values of u(x,y, 0) measured on the plane P= (x:x3 =0} for all positions of the sourcey' =(yl,y2, 0) and the receiver x' =(XI, x2,O) and for all w > 0. The problem is to recover aj(x),j= 1,2, from the data. We show that the low frequency portion of the data determines a2 and the high frequency portion determines p(x)=(l + a2)-'(a1 -4. Thus, by comparing two sets of data with the same high frequency portions of the data one concludes without calculations that the two sets of the data correspond to the media with different densities. One notes that p(x) = -( 1 + ~23)-~(2U3 + a i ) where a3 = v-lAv is the relative change in the velocity, v=(p-'K)''Z. If the low frequency portions of the data are the same, then one concludes that the difference in the data is due to the variation of the velocity. We give some methods for finding az(x) and p(x) separately from the low and high frequency data respectively and we give an asymptotic formula for U on P for large w. where the integral is taken over the support of u2. If u2 and V u 2 are small, then one puts Go=go under the sign of the integral in (3) and after integrating by parts one obtains a linear equation for u2 :
Equation (4) can be solved analytically for u2 by the method given in [ 13. One can solve (4) numerically using a regularisation scheme. E.g., denote the integral operator in (4) by M , the noisy data by fs, [Ifs -f l l < 6, where 6 > 0 is known (Ilfll= I I~I I L~( P~P , w), where w(x) is a weight function, e.g. w = ( l + lxll + ly11)-', a > 3, or w = 1 if lx1I2+ ly1I2<R2, w(x)=O if lx112 + ly' l2 > R 2 ) , and consider the variational problem:
Here Ilvll: =lBR ( / v i 2 + IVvI2) dx, BR = {x: 1x1 < R } contains the support of u2, and a= a(6) > O is chosen so that a(6)-0, 62a-1(d)-0 as 6-0. Assume that llu2111 < CO. Then problem ( 5 ) is uniquely solvable and its solution vg-, u2 as 6-0.
Here we have used the equation (1 + u2)-'S(x-y1)=6(x-y1) which holds since y1 6 supp u2 (remember that y' E P and P does not intersect supp uj, j = 1,2), and the term ( 1 + u2)-'Vuz . V u was dropped since in the following we only use the time of propagation, and the input of this term to the time of propagation is negligible as will be shown in the high frequency analysis. Let us write the high frequency asymptotics of the solution to (6) on the plane P.
Assume that p(x) is n times continuously differentiable, i.e. p(x) E Cn, but p ( x ) 6
Assume that singsupp consists of finitely many smooth surfaces and that the normal derivative ay"+'p jumps across these surfaces. Here v is the unit normal to singsupp p . Suppose that the straight line joining x and y does not intersect supp p and there exist finitely many points singsupp p , 1 <j<m, such that the vector (Vpp(t, y ) + V,q(x, t))t=eo does not vanish and is orthogonal to singsupp p at (?. given by (1 2), and T be the mapping assigning to (1 + p ) ' I ' the function I' given by (1 3). Formula (14) gives the inverse mapping T-'. Consider the iterative process
where the initial approximation p o is an arbitrary function in Lz(BR) with support in BR and l=l(x',y') are the data on P. Note that in order to compute S ( l +p,)'/' one has to solve the direct problem for equation (6) with the known coefficient p,(x). Ifp,+p, then (15) shows that S(l +p,)'/' =I. Thus p m = p , where p is the desired coefficient which produces the data f on P. This follows from the injectivity of the mappingp(x)+ I(x', y ').
Convergence of the process (15) is difficult to prove in the three-dimensional case.
However, under the assumptions: p = p ( x 3 ) , p E C 2 , 1 +p(x) > 0, p(x3)=0 if x3 < -R, where R > 0 is a certain number, one can prove that the iterative process (15) is well defined and converges at the rate of a geometrical series.
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