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\"UBER ELLIPTISCHE SPITZENFORMEN VOM GEWICHT $g\geq 2$ .
Von Ulrich Christian





${\rm Im}$ ersten Paragraphen leiten wir einige grundlegende Eigenschaften uber Spit-
zenformen zur Hauptkongruenzgruppe q-ter Stufe $l|(q)$ der elliptischen Modul-
gruppe ab. Insbesondere betrachten wir Spitzenformen vom Gewicht $g$ , wobei
$qg=12$ gilt. Ist $\eta^{*}(z)$ die Dedekindsche $\eta$-Funktion, so ist $\eta^{*2g}(z)$ eine Spit-
zenform zu $M(q)$ ohne Multiplikatoren. SchlieBlich werden WeierstraBpunkte
elliptischer Spitzenformen untersucht.
Der zweite Paragraph dient der Bereitstellung zweier Hilfssatze \"uber Fourier-
sche Reihen.
${\rm Im}$ dritten Paragraphen gehen wir von Christian [2], [3] aus. Mittels eines
Heckeschen Summationsverfahrens setzen wir gewisse Poincar\’esche Reihen me-
romorph in die komplexe Ebene fort. Es stellt sich heraus, $daB$ diese Reihen bei
$s=0$ holomorph und die Werte Spitzenformen sind. Wir werden weiter die oben
genannten Poincar\’eschen Reihen in Fourierreihen entwickeln.






Es sei $p(1)=\{z=x+iy|y>0\}$ die in $0$ gelegene obere Halbebene. Fur
$N=(\begin{array}{ll}a bc d\end{array})\in SL(2,\mathbb{R})$ setze man
$N(z$} $= \frac{az+b}{cz+d}=x_{N}+iy_{N};N\{z\}=cz+d$ , (1)
wobei $x_{N},$ $y_{N}$ Real- und Imaginarteil von $N(z)$ bezeichnen. Durch die Zuordnung
$zarrow N(z)$ wird $f(1)$ bijektiv auf sich abgebildet. Das unter $SL(2,\mathbb{R})$ invariante
Volumenelement in }(1) ist
$\ \prime_{z}=\frac{dxdy}{y^{2}}$ . (2)
F\"ur eine Funktion $f(z)$ auf (1) und $g\in N$ werde
$(f|[N,g])(z)=(N\{z\})^{-g}f(N\{z))$ $(N\in SL(2,\mathbb{R})’$ (3)
gesetzt.
Es seien $q\in N$ und $n(q)=\{N\in SL(2,Z),N\equiv I=(\begin{array}{ll}1 00 1\end{array})mod q\}$
die $u_{Hauptkongruenzgruppe}$ q-ter Stufe” zur elliptischen‘Modulgruppe $n(1)=$
$SL(2,Z)$ . Es sei $f(q)$ ein Fundamentalbereich von $/\eta(q)$ in $f(1)$ . Nach Chri-
stian [4], (8) hat $fl^{q)}$
$p(q)= \epsilon(q)^{-1}q^{2}\prod_{p1q}(1-p^{*-2})$
(4)
$mod \eta(q)$ in\"aquivalente Spitzen $\xi_{1}=\infty,\xi_{2},$ $\ldots,\xi_{p(q)}$ . In (4) ist das Produkt
\"uber alle in $q$ steckenden Primzahlen $p^{*}$ zu bilden. Es gilt
$\epsilon(q)=\{21(q>2)(q=1,2)\}$ . (5)
Bekanntlich gibt es Matrizen $R_{1}=I,$ $R_{2},$ $\ldots,R_{p(q)}\in m(1)$ mit
$R_{\iota}^{-1}(\xi_{\iota}\rangle$ $=\infty$ $(\iota=1, \ldots,p(q))$ . (6)
Nach Christian [4], (11) gilt f\"ur den Gruppenindex
$[ \int\eta(1)/(\pm I)^{;/\eta(q)}/t\pm I)\cap mt\iota)]=qp(q)$. (7)
Aus Christian [4], (16) folgt
12 $|qp(q)$ $(q\geq 3)$ . (8)
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Die Untergruppe $rt_{0}(q)$ besteht aus den Matrizen $N=(\begin{array}{l}**0*\end{array})\in/X^{q)}$.
Man setze $U$ $=$ $(\begin{array}{ll}l l0 l\end{array})$ . Fur $q$ $=$ 1,2 wird dann $m_{\infty}(q)$ durch
$\pm U^{q}=\pm(\begin{array}{ll}l q0 1\end{array})$ f\"ur $q>2$ durch $U^{q}=(\begin{array}{ll}1 q0 1\end{array})$ erzeugt. Aus Christian
[2], Hilfssatz 1 folgt leicht
Hilfssatz 1: Es gilt
$M(q)R_{\kappa}U^{\mu}\cap/\eta(q)R_{\iota}U^{\nu}=\emptyset$ (9)




ein Fundamentalbereich von $/\eta(q)$ ist. Dabei ist $;(1)$ ein Fundamentalbereich
von $M(1)$ .
Definition 1: Eine Modulform $f(z)$ zu $n(q)$ vom Gewicht $g$ ist eine Funktion
mit folgenden Eigenschaften:
a) $f(z)$ ist holomorph in $\uparrow(1)$ ;
b) Es gilt
$(f|[N,g])(z)=f(z)$ $(N\in \mathcal{N}(q))$ ; (11)
c) F\"ur jedes $R\in \mathscr{O}(1)$ besteht eine Fourierentwicklung
$(f|[R,g])(z)= \sum_{\nu=0}^{\infty}a(f|[R,g],\nu)e^{\frac{2:\nu}{q}}$ (12)
Der Vektorraum aller Modulformen zu $n(q)$ vom Gewicht $g$ werde mit $m(q,g)$
bezeichnet. $f(z)$ heiBe “Spitzenform”, wenn $a(f|[R,g],0)=0$ $(R\in m(1))$
gilt. Der Vektorraum der Spitzenformen sei $T(q,g)$ . Man setze
$\eta(q,g)=\dim r(q,g)$ . (13)
Da $M(q)$ Normalteiler von $/\eta(1)$ ist, ist mit $f(z)$ $\in m(q,g)$ bzw.
$f(z)\in 7(q,g)$ auch $f|[R,g]\in m(q,g)$ bzw. $f|[R,g]\in\gamma(q,g)(R\in M(1))$ .
Verabredung: F\"ur $q\geq 3$ ist das Gewicht $g\in Z$ . Ferner gilt
$g\equiv 0$ mod 2 $(q=1,2)$ . (14)
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Satz 1: Es ist
$\dim m(q,g)=\eta(q,g)+\{p(q)-1p(q)$ $(g\geq 3)(g=2)\}$ . (15)
Ferner gilt
$\eta(q,2)=0$ $(q=1,2,3,4,5)$ (16)
$\eta(q,2)=\frac{qp(q)}{12}-\frac{p(q)}{2}+1$ $(q\geq 2)$ , (17)
$\eta(1,g)=\{\begin{array}{lllll}0 (g =2) l_{12}^{A}]-l (g \equiv 2modl2\sim g \geq l4)l_{12}^{A}] (g \not\equiv 2mod12) \end{array}\}(g\equiv 0mod 2)$ , (18)
$\eta(q,g)=\frac{qp(q)}{12}(g-1)-\frac{p(q)}{2}$ $(q\geq 2, g\geq 3)$ (19)
$\eta(q,2)\geq 1$ $(q\geq 6)$ . (20)
Beweis: Die Aussagen (15) folgen aus Schoeneberg [24], Chapter 7 und das
erste auch aus Hecke [10], Seite 472, Satz 6. Der Rest folgt aus Christian [4],
Satz 4 und Formeln (253), (254) oder aus Christian [5], \S 6.
Satz 2: Es seien $q,g\in N$ . Dann gilt
$\eta(q,g)=0$ $(qg<12)$ , (21)
$\eta(q,g)=1$ $(qg=12)$ . (22)
$\eta(q,g)>1$ $(q,g\geq 2;qg>12)$ . (23)
Beweis: (21), (22) folgen f\"ur $g=1$ aus Christian [6], (13), (16). Dabei ist zu
beachten, $daB$ laut unserer Verabredung f\"ur $g=1$ immer $q\geq 3$ sein $muB$ . F\"ur
$g\geq 2$ folgen (21), (22), (23) aus Satz 1. F\"ur $g\equiv 1mod 2muB$ laut Verabredung
$q\geq 3$ sein.
Satz 3: Es seien $\eta^{*}(z)$ die Dedekindsche $\eta$-Funktion, $q,g\in N$ und
$qg=12$ . (24)
Dann ist
$\eta^{*2g}(z)\in r(q,g)$ , (25)
$\eta^{*2g}$ spannt den Vektorraum $\gamma(q,g)$ auf, und es gilt
$a(\eta^{*2g}|[R,g], 1)\neq 0$ $(R\in M(1))$ . (26)
$\sim\triangleleft--$
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Beweis: Nach Lint [13], insbesondere theorem 3 oder Petersson [17], Seite
32, (8.6) ist $\eta(z)$ eine Modulform zu $lX^{1)}$ vom Gewicht $\frac{1}{2}$ mit dem Multiplika-
torensystem
$v(M)=\{\begin{array}{l}(\frac{d}{c})^{*}e\#\{(u+d)c-u(-1)-3c\}(c\equiv lmod2)(\frac{c}{d})_{*}e^{*\{(a+d)c-u(c^{2}-1)+3(d-1)-3cd\}}(c\equiv 0mod2)\end{array}\}$ (27)
$(M=(\begin{array}{ll}a bc d\end{array})\in M(1))$
und
$( \frac{d}{c})^{*2}=(\frac{c}{d})_{*}^{2}=1$ . (28)
Hieraus folgt sofort
$v^{2g}(M)=1$ $(M\in M(q))$ , (29)
sofem (24) gilt. Also $\eta^{*2g}(z)\in m(q,g)$ .
Es gilt




$a(\eta^{2g},0)=0,$ $a(\eta^{*2g}, 1)\neq 0$ . (32)
Fur $R\in n(1)$ ist
$(\eta^{*2g}|[R,g])(z)=v(R)\eta^{*2g}(z)$ . (33)
Verm\"oge (32), (33) also
$a(\eta^{*2g}|[R,g],0)=0,$ $a(\eta^{2g}|[R,g], 1)\neq 0$ $(R\in n(1))$ . (34)
Damit hat man (25), (26). Wegen (22) spannt $\eta^{*2g}$ den Vektorraum $r(q,g)$ auf.
Satz 3 ist bewiesen.
Deflnition 2: Es s\cai $f\in m(q,g)$ und nicht identisch $0$ . Fur $z_{0}\in I(1)$ hat
man eine Potenzreihenentwicklung
$f(z)= \sum_{\nu=0}^{\infty}b(f,z_{0}, \nu)(z-z_{0})^{\nu}$ . (35)
$-5-$
Ist dann
$b(f,z_{0}, \nu)=0$ $(\nu=0,1, \ldots,\tau-1),$ $b(f,z_{0},\tau)\neq 0$ , (36)
so hat $f(z)$ bei $z_{0}$ eine “Nullstelle der Ordnung $\tau=\tau(f,z_{0})$ . Ist $R_{\iota}$ eine der
Matrizen (6) und gilt in der Fourierentwicklung (12)
$\{a(f|[R_{\iota}^{\iota},g],\tau)\neq 0a(f|[R,g],\nu)=0(\nu=0,1, \ldots,\tau-1),$ $\}$ , (37)
so hat $f(z)$ bei $\zeta$ eine $u_{Nullstelle}$ der Ordnung $\tau=\tau(f,\xi_{\iota})$ $(\iota=1, \ldots,p(q))$ .
Fur $q\geq 2$ heiBt
$\tau(f)=$ $\triangleleft\epsilon*(|)\sum r\eta_{l}\phi\sum_{\iota=1}^{p(q)}\tau(f,\xi_{\iota})$ (38)
$\triangleleft jnkonrn\cdot*\varpi odkz)$
die ”Nullstellenanzahl von $f’$ . Fur $q=1$ hat man $\tau(f,z_{0})$ durch $\frac{1}{2}\tau(f,z_{0})$ bzw.
$\frac{1}{3}\tau(f,z_{0})$ zu ersetzen, sofern $z_{0}$ zu $i$ bzw. $\rho=\frac{1}{2}+i^{L_{2^{3}}}$ unter $n(1)$ aquivalent ist.
$S$atz 4: Es sei $f\in m(q,g),$ $f$ nicht identisch $0$ . Dann ist
$\tau(f)=\frac{gqp(q)}{12}$ . (39)
Beweis: (7), (8) und Rankin [21], Seite 98, theorem 4.1.4 oder Schoeneberg
[24], Seite 114, theorem 8.
Hilfssatz 2: Auf einem Gebiet $9\subset C$ sei ein System $\mathcal{L}$ holomorpher Funktio-
nen gegeben. $\mathcal{L}$ bilde einen k-dimensionalen Vektorraum uber $\mathbb{C}$ . Es sei $z_{o}\in\#$ .
Jede Funktion $f(z)\in \mathcal{L}$ besitzt dann bei $z_{0}$ eine Potenzreihenentwicklung
$f(z)= \sum_{\nu=0}^{\infty}b(f,z_{0}, \nu)(\dot{z}-z_{0})^{\nu}$ . (40)
$k$ ganze Zahlen
$0\leq n_{1}<n_{2}<\ldots<n_{k}$ (41)
heiBen ein “Hauptsystem” zum Vektorraum $\mathcal{L}$ und zum Punkt $z_{0}$ , wenn es $k$
Funktionen $f_{1},$ $\ldots,$ $f_{k}\in \mathcal{L}$ gibt, so $daB$
$Det(\begin{array}{lll}b(f_{1},z_{0},n_{1}) \cdots b(f_{k},z_{0},n_{1})b(f_{1},z_{0},n_{k}) \cdots b(f_{k},z_{O},n_{k})\end{array})\neq 0$ (42)
ist. Solche Hauptsysteme gibt es. Ist $n_{1},$ $\ldots,n_{k}$ ein Hauptsystem zu $\mathcal{L}$ und
$z_{0}$ , so gilt (42) genau dann, wenn die $f_{1},$ $\ldots,f_{k}$ eine Basis von $\mathcal{L}$ bilden. Ein
Hauptsystem $n_{1},$ $\ldots,n_{k}$ heiBt “gr\"oBer’’ als das Hauptsystem $n_{1}^{*},$ $\ldots,\mathscr{K}_{k}$ , wenn die
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von Null verschiedene Differenz $n_{\kappa}-n_{\kappa}^{*}$ mit kleinstem Index $\kappa=1,\ldots,$ $k$ positiv
ist. Das kleinste Hauptsystem zu $\mathcal{L}$ und $z_{0}$ heiBe $u_{Grundsystem’}$ . Es werde mit
$0\leq m_{1}<m_{2}<\ldots<m_{k}$ (43)
bezeichnet. $\mathcal{L}$ besitzt eine Basis $G_{1},$ $\ldots,G_{k}$ , welche bei $z_{0}$ die Entwicklung
$G_{\iota}(z)= \sum_{\nu=m}^{\infty}b(G_{\iota},z_{0}, \nu)(z-z_{0})^{\nu}$ $(\iota=1, \ldots,k)$ , (44)
$b(G_{\iota},z_{0},m_{\iota})=1$ $(\iota=1,\ldots, k)$ (45)
hat.
Beweis: Christian [6], Hilfssatz 1 oder Petersson [16], \S 1.
Hilfssatz 3: Mit einer Basis $f_{1},$ $\ldots,f_{k}$ von $\mathcal{L}$ und
$f_{\iota}^{(\kappa)}= \frac{d^{\kappa}f_{\iota}}{dz^{\kappa}}$ $(\iota=1, \ldots,k;\kappa=0, \ldots,k-1)$ (46)
bilde man die “Wronskische Determinante”
$\eta_{(f_{1},\ldots,f_{k})=Det}(\begin{array}{lll}f_{1}^{(0)} \cdots f_{k}^{(0)}f_{1}^{(k-1)} \cdots f_{k}^{(k-1)}\end{array})$ . (47)
Diese ist nicht identisch Null und durch $\mathcal{L}$ bis auf einen von Null verschiedenen
Faktor eindeutig bestimmt. Man bezeichnet daher
$V(\mathcal{L},z)=\dagger\eta(f_{1}, \ldots,f_{k};z)$ (48)
als “Wronskische Determinante von $\mathcal{L}’$ .
Ihre Nullstellen und deren Ordnungen sind durch $\mathcal{L}$ allein bestimmt. Ist $z_{0}\in$
und $m_{1},$ $\ldots,m_{k}$ das zu $z_{0}$ geh\"orende Grundsystem, so hat $V(\mathcal{L}, z)$ bei $z_{0}$ genau
eine Nullstelle der Ordnung
$\sum_{\iota=1}^{k}m_{\iota}-\frac{k(k-1)}{2}$ . (49)
F\"ur alle Punkte $z_{0}\in?$ , in denen $V(\mathcal{L},z_{0})\neq 0$ ist, gilt also
$m_{\iota}=\iota-1$ $(\iota=1, \ldots, k)$ . (50)
Beweis: Christian [6], Hilfssatz 2 oder Petersson [16], \S 1.
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Satz 5: Es sei $\eta(q,g)>0$ . Die Wronskische Determinante $W(q,z)=$
$V(\gamma(q,g),z)$ ist eine Spitzenform zu $/\eta(1)$ , welche sich nach dem Gesetz
$W(q,R\{z))=v(R)(R\{z\})^{\eta^{2}(9\theta)+(g-1)\eta(q,g)}W(q,z)(R\in n(1))$ (51)
transformiert. Die Multiplikatoren $v(R)$ sind Charaktere der Faktorgruppe
$h^{1)}/n(q)$ . Sie sind also $(qp(q))- te$ Einheitswurzeln, und es gilt
$v(M)=1$ $(M\in n(q))$ . (52)




Es sei $\zeta\in \mathbb{Q}\cup\infty$ und $R\in\eta(1)$ so gew\^ahlt, da8 $R^{-1}\{\xi\}=\infty$ ist. Die Zahlen
$1\leq n_{1}<n_{2}<\ldots<n_{\eta(q,g)}$ (54)
bilden ein ”Hauptsystem” zum Vektorraum $\gamma(q,g)$ und zum Punkt $\xi$ , wenn es
$\eta(q,g)$ Funktionen $f_{1},$ $\ldots$ , $f_{\eta(q,g)}\in\gamma(q,g)$ gibt,so $daB$
$Det(\begin{array}{lll}a(f_{1}|[R,g],n_{1}) \cdots a(f_{\eta\{q_{\prime}g)}|[R,g],n_{1})a(f_{1}|[R,g],n_{\eta(q)}) \cdots a(f_{\eta(q,g)}|[\dot{R},g],n_{\eta(q.g)})\end{array})\neq 0$ (55)
ist. Dabei sind die $a(\ldots)$ durch (12) erkl\"art. Solche Hauptsysteme gibt es. Ist
$n_{1},$ $\ldots,$ $n_{\eta(q,g)}$ ein Hauptsystem zu $\gamma(q,g)$ und $\xi$ , so gilt (55) genau dann, wenn
die $f_{1},$ $\ldots,f_{\eta(q.g)}$ eine Basis von $\gamma(q,g)$ bilden. Ein Hauptsystem $n_{1},$ $\ldots$ , $n_{\eta(q,g)}$
heiBt “gr\"oBer’’ als das Hauptsystem $n_{1}^{*},$ $\ldots,n_{\eta(q,g)}^{*}$ , wenn die von Null verschie-
dene Differenz $n_{\kappa}-\cdot n_{\kappa}^{*}$ mit kleinstem Index $\kappa=1,$ $\ldots$ , $\eta(q,g)$ positiv ist. Das




bezeichnet. $7(q,g)$ besitzt eine Basis $G_{1},$ $\ldots,$ $G_{\eta(q,g)}$ mit
$(G_{\iota}|[R,g])(z)= \sum_{\nu=m_{\iota}}^{\infty}a(G_{\iota}|[R,g], \nu)e^{\frac{2*:\nu*}{*}}$ $(\iota=1, \ldots,\eta(q,g))$ , (57)
$a(G_{\iota}|[R,g],m_{\iota})=1$ $(\iota=1, \ldots,\eta(q,g))$ . (58)
Fur eine Basis $f_{1},$ $\ldots,f_{\eta(q,g)}$ von $\gamma(q,g)$ gilt
$W(fi|[R,g], \ldots,f_{\eta(q,g)}|[R,g];z)=v(R)m(f_{1}, \ldots,f_{\eta\{q\theta)};z)$ (59)
$(R\in n(1))$
$m(f_{1}|[R,g], \ldots,f_{\eta(q,g)}|[R,g];z)=\sum_{\ovalbox{\tt\small REJECT}_{2}\nu=*1}d(q,R, \nu)e^{\frac{l*\cdot\nu z}{q}}$
(60)
$(R\in/\eta(1))$ ,
$d(q, R,\nu)=v(R)d(q,I,\nu)$ $(R\in/\eta(1);\nu\in N)$ . (61)
Die Funktion $W(q,z)$ hat bei $\xi$ eine Nullstelle der Ordnung
$\sum_{\iota=1}^{\eta(q,g)}m_{\iota}=\beta(q,g,\xi)+\frac{\eta(q,g)(\eta(q,g)+1)}{2}$, (62)
wobei $\beta(q,g,\xi)$ durch die Gleichung (62) definiert ist.
Es seien $R\in/\eta(1)$ und $z_{0}\in I(1)\cup Q\cup$ oo. Dann geh\"ort zu $z_{0}$ und $R\{z_{0}\}$
dasselbe Grundsystem $m_{1},$ $\ldots,m_{\eta(q.g)}$ . Ferner gilt
$\beta(q,g,R\{z\})=\beta(q,g, z)$ $(z \in\oint(1)\cup Q\cup\infty;R\in n(1))$ . (63)
F\"ur $\xi\in QU\infty$ gehoren zu $\xi$ und $R\langle\xi$) sogar dieselben Hauptsysteme. Es
bezeichne $;_{0}(1)$ einen Bereich in 3(1), der keinen der Punkte $R(i\rangle$ und $R(\rho$}
$(R\in/\eta(1)),$ $\rho=$ } $+i^{L_{2}s}$ enthalt; zu jedem anderen Punkt aus 3(1) liege in
$f^{0}(1)$ je ein $R_{J}epr\ddot{a}sentant$ jeder Restklasse $mod n(1)$ . Man setze
$B(q,g)= \sum_{z\epsilon;_{o(1)}}\beta(q,g,z)+\frac{1}{2}\beta(q,g,i)+\frac{1}{3}\beta(q,g,\rho)+\frac{1}{q}\beta(q,g,\infty)$ . (64)
F\"ur $z\in$ IY (1) UQ $U\infty$ heiBt $\beta(q,g,z)$ die “WeierstraBordnung” von $z$ . Ist
$\beta(q,g, z)>0$ , so heiBt $z$ ein ”WeierstraBpunkt” von $r(q,g)$ .
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Es sei $\beta(q,g,z_{0})=0$ . Fur $z_{Q}\in$ $\iota(1)$ ist das Grundsystem zu $z_{0}$ dann
durch $0,1,\ldots,\eta(q,g)-1$ gegeben. Ist $z_{0}\in Q\cup\infty$ , so lautet das Grundsystem
1, ..., $\eta(q,g)$ .
Die Zahl $B(q,g)$ heiBt die $u_{Weierstrakrdnung}$ von $r(q,g)$ . Es gilt
$B(q,g)= \frac{1}{2}(\frac{1}{6}-\frac{1}{q})\eta^{2}(q,g)+\frac{1}{2}(\frac{g-1}{6}-\frac{1}{q})\eta(q,g)$ , (65)
also




$(q\geq 2, g\geq 3)$ . (67)
Beweis: Wie im Beweis von Christian [6], Satz 6. Die Formel Christian [6],
(56) mu3 durch
$f^{(\nu)}(R(z))= \sum_{\lambda=0}^{\nu-1}a_{\nu\lambda}(z)f_{R}^{(\lambda)}(z)+(R\{z\})^{2\nu+l}f_{R}^{(\nu)}(z)(\nu\in 0\cup N)$ . (68)
ersetzt werden. Statt Christian [6], (40) bekommt man dann (51). Die Gleichung
(65) beweist man genauso, wie Christian [6], (68). Aus (17), (19), (65) folgen
(66), (67). Man siehe auch Petersson [16], \S 1.
$S$atz 6: Es seien $q,g\in N$ ,
$qg=12$ . (69)
Dann ist $\eta(q,g)=1$ und
$B(q,g)=0$ , (70)
d.h., $\gamma(q,g)$ besitzt keine WeierstraBpunkte.
Beweis: Aus (22), (69) folgt $\eta(q,g)=1$ , wegen (65) also (70). Satz 6 ist
bewiesen.
$S$atz 7: Es seien $q,g\in N$ ,
$q,g\geq 2$ , (71)






$B(q,g)=0$ $(2\leq q\leq 5;q=6, g=2)$ , (74)
d.h., $r(q,g)$ hat keine WeierstraBpunkte, sowie
$B(q,g)>0$ $(q\geq 7;q=6, g\geq 3)$ , (75)
d.h., $\gamma(q,g)$ besitzt Weierstra6punkte.
Beweis: Aus (22), (23) folgt (73). Fur $q\geq 7$ und $q=6,$ $g\geq 3$ folgt (75) aus
(65) und (73). F\"ur $q=6,$ $g=2erh\overline{a}lt$ man (74) aus Satz 6. Aus
$2\leq q\leq 5$ (76)
und (72) folgt
$g\geq 3$ . (77)




Die Aussage (74) ist dann gleichbedeutend mit
$C(q)=0$ $(q=2,3,4,5)$ , (80)
und dieses ist \"aquivalent zu
$p(q)= \frac{12}{6-q}$ $(q=2,3,4,5)$ . (81)




Die folgenden Hilfssatze wurden in Christian [6], Hilfssatze 3 und 4 ohne
Beweis hingeschrieben. Daher wollen wir sie hier beweisen.
Hilfssatz 4: Es sei $F(s,x)$ eine Funktion der komplexen Variablen $s$ und der
reellen Variablen $x$ . Bezuglich $x$ sei $F(s,x)$ in $\mathbb{R}$ definiert und differenzierbar,
und es gebe ein $f\in \mathbb{R},$ $f>0$ mit
$F(s,x+r)=F(s,x)$ . (82)
Bezuglich $s$ sei $F(s,x)$ in $y-\{b_{\nu}\}$ holomorph. Dabei sei $\Psi$ eine offene Menge
in $\mathbb{C}$ ; die $b_{\nu}$ seien isoliert liegende Punkte in 9. Bei den isolierten Punkten $b_{\nu}$
kann $F(s,x)$ Pole aber auch wesentliche Singularit\"aten haben.
F\"ur $s\in\varphi-\{b_{\nu}\}l\tilde{a}Bt$ sich dann $F(s,x)$ in eine Fourierreihe
$F(s,x)= \sum_{m=-\infty}^{\infty}f(s,m)e^{\frac{2\cdot:m}{r}}$ (83)
entwickeln. Die $f(s,m)$ $(m\in Z)$ sind in $\psi-\{b_{\nu}\}$ holomorph. Bei den $b_{\nu}$ liegen
isolierte Singularitaten. Es seien
$F(s,x)= \sum_{\mu=-\infty}^{\infty}C(\mu,x)(s-b_{\nu})^{\mu}$ , (84)
$f(s,m)= \sum_{\mu=-\infty}^{\infty}c(\mu,m)(s-b_{\nu})^{\mu}$ $(m\in Z)$ (85)
die Laurententwicklungen von $F(s,x)undf(s, m)$ in einem der Punkte $b_{\nu}$ . Dann
gilt
$C( \mu,x)=\sum_{m=-\infty}^{\infty}c(\mu,m)e^{\frac{2\pi\cdot ml}{r}}$ $(\mu\in Z)$ . (86)
Genau dann ist $F(s,x)$ in einem Punkt $s_{0}\in$ ? holomorph, wenn es alle
$f(s,m)(m\in Z)$ sind.
Hat $F(s,x)$ bei $s_{0}\in\emptyset$ einen Pol genau l-ter Ordnung, so haben die
$f(s,m)(m\in Z)$ bei $s_{0}$ Pole h\"ochstens l-ter Ordnung; es gibt aber ein $m_{0}$ , so $daB$
$f(s,m_{0})$ bei $s_{0}$ einen Pol genau l-ter Ordnung besitzt. F\"ur die k-ten Ableitungen
nach $s$ gilt
.
$\frac{\partial^{k}}{\partial s^{k}}F(s, x)=\sum_{m=-\infty}^{\infty}(\frac{d^{k}}{ds^{k}}f(s,m))e^{\frac{2\pi\cdot mx}{r}}$ (87)
$-12-$
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Beweis: Es genugt, die Aussagen des Hilfssatzes vom Ahfang bis (86) zu
beweisen. Der Rest ist dann klar. Aus den Voraussettungen uber $F(s,x)$ tolgt,
$daB$ die Fourierentwicklung (83) existiert und die Funktion darstellt. Es gilt
$f( s,m)=\frac{1}{f}\int_{0}^{r}F(s,x)e^{-\frac{2rj_{b*}}{r}}dx$ $(m\in Z)$ . (88)
$rit\tilde{a}ten.Mankanna1_{SO}^{*_{1e^{-\{b\}h\circ 1\circ morph.Beidenb_{\nu}1iegeniso1ierteSingu1aarrow}}}A\iota_{s\circ sinddief(s,m)in_{dLau^{\nu}rentreihen(84),(85)bi1den.EsseiKeinpositiv}}$
orientierter Kreis mit dem Mittelpunkt $b_{\nu}$ . Die Kreislinie $K$ und das Innere des
Kreises $11l\ddot{o}ge\iota 1$ in $g-\{b_{1}\ldots., b_{\nu-1}, b_{\nu+1}, \ldots\}$ enthalten sein. Dann ist
$C( \mu,x)=\frac{1}{2\pi i}\int_{h}\frac{F(s,x)}{(s-b_{\nu})^{\mu+1}}ds$ $(\mu\in Z)$ , (S9)
$c( \mu,m)=\frac{1}{2\pi i}\int\frac{f(s,m)}{(s-b_{\nu})^{\mu+1}}ds$ $(\mu,m\in Z)$ . (90)
Wegen (89) ist $C(\mu,x)$ eine in $\mathbb{R}$ definierte differenzierbare Funktion in $x$ mit
der Periode $f$ . Es besteht also eine Fourierentwicklung
$C( \mu,x)=\sum_{m=-\infty}^{\infty}c(\mu,m)e^{\frac{2*\cdot n*}{r}}$ $(\mu\in Z)$ . (91)
Dabei ist
$c^{*}( \mu,m)=\frac{1}{f}\int_{0}^{r}C(\mu,x)e^{-\frac{l*\cdot ns}{r}}dx$ $(\mu,m\in Z)$ . (92)
Aus (88), (90), (92) folgt
$c(\mu,m)$ $=$ $\frac{1}{2\pi i}\int_{K}\frac{f(m,s)}{(s-b_{\nu})^{\mu+1}}ds=\frac{1}{2\pi i}\int_{K}(\frac{1}{r}\int_{0}^{r}\frac{F(s,x)}{(s-b_{\nu})^{\mu+1}}e^{-\frac{2r\cdot m*}{r}}dx)ds$
$=$ $\frac{1}{f}\int_{0}^{r}(\frac{1}{2\pi i}\int_{K}\frac{F(s,x)}{(s-b_{\nu})^{\mu+1}}ds)e^{-\frac{2\cdot\cdot r}{r}}dr$
$=$ $\frac{1}{f}\int_{0}^{r}C(\mu,x)e^{-\frac{2\prime mz}{\prime}}dx=c(\mu,m)$ .
Also $c(\mu,m)=c(\mu,m)(\mu,m\in Z)$ . Hieraus und aus (91) folgt (S6). Die
beiden Integrale durften vertauscht werden, da beide Male stetige Funktionen
\"uber kompakte Strecken integriert wurden. Hilfssatz 4 ist bewiesen.
Hilfssatz 5: Die Funktionen $f_{\nu}(x)(\nu\in N)$ seien auf $\mathbb{R}$ differenzierbar. Fur
$f\in \mathbb{R},$ $f>0$ gelte





sei absolut $gleichm^{\sim}\theta$ig konvergent und $f(x)$ differenzierbar. Offenbar hat $f(x)$
auch die Periode $r$ . Es sei
$f(x)= \sum_{m=-\infty}^{\infty}c(m)e^{\frac{2*:m}{r}}$, (95)
$f_{\nu}(x)= \sum_{m=-\infty}^{\infty}c(\nu,m)e^{\frac{a\cdot:_{M}}{r}}$ $(\nu\in N)$ . (96)
Dann gilt
$c(m)= \sum_{\nu=1}^{\infty}c(\nu,m)$ $(m\in Z)$ . (97)
Die Reihe (97) ist absolut konvergent.
Beweis: Aus den Voraussetzungen folgt, da3 die Fourierreihen (95), (96) die
jeweiligen Funktionen darstellen. Es ist
$c(m)= \frac{1}{f}\int_{0}^{r}f(x)e^{-\frac{2*\cdot n*}{\prime}}dx$ , (98)
$c( \nu,m)=\frac{1}{f}\int_{0}^{r}f_{\nu}(x)e^{-}dx\underline{2-:,m*}$ (99)
Aus (99) folgt
$|c( \nu,m)|\leq\frac{1}{f}\int_{0}^{r}|f_{\nu}(x)|dx$ , (100)
$\sum_{\nu=1}^{\infty}|c(\nu,m)|\leq\frac{1}{f}\int_{o}^{r}|f_{\nu}(x)|dx<\infty$ . (101)
Also konvergiert die Reihe auf der rechten Seite von (97) absolut. Setzt man
in (98) f\"ur $f(x)$ die Reihe (94) ein, vertauscht Integration und Summation und




Satz 8: Es seien $s^{*},s$ komplexe Variable, $w,z\in$ }(1) und $g\in N,$ $g\geq 2$ .
Die Poincar\’ereihe
$K(q,g,w,z,s^{*},s)= \sum_{N\epsilon n(q)}(-\varpi+N(z))^{-g}(N\{z\})^{-g}|-\overline{w}+N(z)|^{-}|N\{z\}|^{-}$
konvergiert fur ${\rm Re} s^{*}>1-g,$ ${\rm Re} s>2-g$ absolut und stellt eine
$h_{0}\iota_{omorphe}^{(102)}$
Funktion in $s^{*},s$ dar. Sie $l\check{a}Bt$ sich meromorph auf den $s^{*}$ , s-Raum fortsetzen.
F\"ur ${\rm Re} s^{*}>1-g$ ist sie bei $s=0$ holomorph.
F\"ur $n\in N$ setze man
$P(q,g,n,z,s)=, \sum_{N\in n_{\infty(q)\backslash \mathcal{M}(q)}}(N\{z\})^{-g}|N\{z\}|^{-}e^{\frac{*:\mathfrak{n}}{q}N(z)}$ . (103)
Dann ist
$K(q,g,w,z,0,s)=(. \frac{-2\pi i}{q})^{g}\frac{1}{(g-1)!}\sum_{n=1}^{\infty}n^{g-1}P(q,g,n,z,s)e^{-\frac{2\pi\cdot n\Phi}{q}}$ , (104)
$P(q,g,n, z,s)=( \frac{-2\pi i}{q}I^{-g}(g-1)!n^{1-g}\frac{1}{q}\int_{0}^{q}K(q,g,w,z,0,s)e^{\frac{2*\cdot n\Phi}{q}}du$ (105)
$(n\in N)$
mit $w=u+iv$ .
Die Reihen $P(q,g, n, z,s)$ ($n\in$ IN) sind in der Halbebene ${\rm Res}>2-g$ ab-
solut konvergent und holomorph. Sie lassen sich meromorph auf die s-Ebene
fortsetzen; bei $s=0$ sind sie holomorph. Es gilt




Fur $T\in SL(2, \mathbb{R})$ setze man




$(n\in N;R\in n(1);M\in n(q))$ .
Fur $N\in N_{\infty}(q)$ also
$P_{R}(q,g,n,z+q,s)=P_{R}(q,g,n,z,s)$ $(nEN)$ . (110)
Also existiert eine Fourierentwicklung
$P_{R}(q,g,n)z,s)= \sum_{m=-\infty}^{\infty}h(q,g,R,n,m,y,s)e^{-2^{g}1_{q}\infty_{dx}}(n\in N)$, (111)
$h(q,g,R,n,m,y,s)= \frac{1}{q}\int_{0}^{q}P_{R}(q,g,n,z,s)e^{-1\simeq i}*^{R}dx(m\in Z;n\in N)$ . (112)
Satz $9:Die$ Fourierkoeffizienten $h(q,g,R,n,m,y,s)$ sind in der s-Ebene me-
romorph. Polstellen liegen nur dort, wo $P_{R}(q,g,n,z,s)$ Pole hat. Gibt es
ein $m_{0}\in Z$ , so $daBh(q,R,n,m_{0},y,s)$ bei $s_{0}$ einen.Pol hat, so besitzt auch
$P_{R}(q,g,n,z,s)$ einen Pol bei $s_{0}$ . Die Polordnung von $P_{R}(q,g,n,z,s)$ bei $s_{0}$ ist
gleich der maximalen Polordnung aller $h(q,g,R,n,m,y,s)(m\in Z)$ bei $s_{0}$ .
In der Halbebene ${\rm Res}>2-g$ sind die $P_{R}(q,g,n,z,s)$ und $h(q,R,n,m,y,s)$
holomorph. Ferner sind diese Funktionen bei $s=0$ holomorph $(n\in N;m\in Z)$ .
SchlieBlich gilt
$h(q,g,R,n,m,y,0)=0$ $(m\leq 0)$ . (113)
Beweis: Hilfss\"atze 4, 5, Satz 8. SchlieSlich folgt (113) aus (106), da die
Fourierkoeffizienten einer Spitzenform fur $m\leq 0$ verschwinden.




die Kloostermannsche Summe. Dabei l\"auft $d$ uber alle Restklassen $mod qc$ mit
($d,c\rangle$ $=1$ und $d=r_{4}mod q.$ $a$ $mod qc$ ist die dem Paar $(cd)$ verm\"oge Christian
[6], Hilfssatz 5 eindeutig zugeordnete Restklasse.
F\"ur $\alpha,\beta>0$ sei weiter
$f(g, \alpha,\beta,y,s)=\int_{-\infty}^{\infty}(x+iy)^{-g}|x+iy|^{-}e^{-2\pi i(\frac{a}{*\star\cdot u}+\beta(x+iy))_{d_{X}}}$ . (115)
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Dann gilt fur $g\geq 2$
$f(g, \alpha,\beta,y,0)=2\pi(\frac{\beta}{\alpha})^{1_{\frac{-1}{2}}}i^{-g}J_{g-1}(4\pi\sqrt{\alpha\beta})$ . (116)
Dabei ist $J_{g-1}($ ... $)$ die bekannte Besselsche Funktion.
Es sei
$/\eta(q)R\cap n_{\infty}(1)=\emptyset$ . (117)
$h(q,g, R, n, m,y, s)=e^{-2_{q}g_{my}}\cdot$ $\{$
$\sum_{c=1,\cong\prime amod q}^{\infty}c^{-g-s}f(g, \frac{n}{qc^{2}}, \frac{m}{q},y, s)S(q, R, c, n, m)$
(118)
$+(-1)^{g}$
$\sum_{arrow 1,e\equiv-r_{S}mdq}^{\infty}c^{-g-*}f(g, \frac{n}{qc^{2}}, \frac{m}{q},y,s)S(q, -R,c,n,m)$ },
$h(q,g \sim, R,n,m,y,0)=e^{-\frac{2*}{q}my}\cdot 2\pi i^{-g}(\frac{m}{n})^{g_{\frac{-1}{2}}}$ . (119)
$\{$
$\sum_{c=1,\Xi\prime amdq}^{\infty}c^{arrow 1}J_{g-1}(4\pi\frac{1}{qc}\sqrt{mn})S(q, R,c,n,m)$
$+(-1)^{g}$
$\sum_{rightarrow 1,c\cong-r_{3}mod q}^{\infty}c^{-1}J_{g-1}(4\pi\frac{1}{qc}\sqrt{mn})S(q, -R,c,n,m)$ }.
Nun sei
$/\eta(q)R\cap/\eta_{\infty}(1)\neq\emptyset$. (120)
Wie in Christian [6], (130) folgt
$R=\delta(\begin{array}{ll}l f0 l\end{array})$ $(\delta=\pm 1, f\in Z)$ . (121)
Dann bekommt man
$P_{R}(q,g,n, z,s)=\delta^{g}P(q,g,n,z+r,s)$ (122)




$h(q,g, I,n, m,y,s)=e^{-2\pi n\frac{m}{*}y}$.
$\{\begin{array}{l}\sum_{c=\dot{o}^{-}m^{1}dq}^{\infty}1+c^{-g-*}f(g,\frac{n}{qe^{2}},\frac{n}{q},y,s)(S(q,I,c,n,n)+(-1)^{9}\overline{S(q,I,c,n,n)}(m=n)\cong Q\infty od*\sum_{c\cdot 1}^{\infty}C^{-g-f(g,,\frac{m}{q},y,s)(S(q,I,c,n,m)+(-l)^{g}\overline{S(q,I,c,n,m)}(m\neq n)}\overline{q}F\hslash\end{array}\}$ .
(124)
$h(q,g,R,n,m,y,0)=e^{-\frac{2*}{q}my} \cdot 2\pi i^{-g}(\frac{m}{n})^{L_{2}^{\underline{-1}}}$ .
$\{\begin{array}{l}e\equiv 0\mathfrak{n}\mathscr{O}4q\sum_{\Leftarrow 1}^{\infty}c^{-1}J_{g-1}(4\pi\frac{n}{qc})(S(q,I,c,n,n)+(-l)^{g}\overline{S(q,I,c,n,n)})(l+m=n)csOmd|\sum_{e=1}^{\infty}c^{-1}J_{g-1}(4\pi\frac{\sqrt{mn}}{qc})(S(q,I,c,n,m)+(-1)^{g}\neg)(m\neq n)\end{array}\}$
(125)










Beweis: (126) folgt au$s$ Christian [3], (24), (25). Aus (12), (104), (126)
bekommt man (127).
Hilfssatz 6: Es sei $n\in$ IN. Genau dann ist $P(q,g,n, z,0)$ nicht identisch $0$
in $z$ , wenn es ein $F\in T(q,g)$ mit $a(F,n)\neq 0$ gibt.
Beweis: Angenommen, es gibt ein $F\in r(q,g)$ mit $a(F,n)\neq 0$ . Wegen
(127) ist dann $P(q,g,n,z,0)$ nicht identisch $0$ . Nun sei $a(F,n)=0$ fur alle
$F\in\gamma(q,g)$ . Dann ist auch $a(P(q,g, n, \sim-, 0), n)=0$ , verm\"oge (127) also
$\int|P(q,g,n, z,0)|^{2}y^{g}dv_{\approx}=0$. (128)
$\Gamma^{(q)}$
Also verschwindet $P(q,g,n,\approx,0)$ identisch.
$S$atz 12: Es seien $q,g\in N,$ $g\geq 2$
$qg=12$ . (129)
Dann ist $P(q,g, 1, \approx, 0)$ nicht identisch $0$ und spannt den Raum $\gamma(q,g)$ auf.
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