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We provide a guide through the process of designing, deploying, and analyzing a
micro-solar powered wireless sensor network for the purpose of environmental monitoring.
We provide a general methodology for translating scientiﬁc requirements to system
guidelines and describe a Fourier analysis-based method for evaluating these guidelines.
For grounding, we describe our experience designing and developing a microclimate
monitoring node in support of the HydroWatch project, a collaborative eﬀort between
atmospheric scientists, integrative biologists, chemists, and computer scientists, whose goal
is to create long-duration, multimodal, and spatially-dense datasets of environmental
information. Analysis of these datasets will lead to the construction of a model of the life
cycle of water in a forest environment. For designing the power subsystem of our node, we
formulate a general model to assist in capacity planning and component selection and
sizing of micro-solar power subsystems. We present results evaluating the performance of
our system deployed at multiple locations, including a forest watershed at the Angelo
Reserve in Northern California. We also discuss improvements for our overall system to
enable long-lived sensor networks that produce scientiﬁcally-relevant data perpetually.
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Introduction
The purpose of this thesis is to provide a systematic process for designing, modeling, and
deploying environmental sensor networks. Its motivation is simple; we sought to construct
a microclimate network for studies of hydrological cycles in forest watersheds and needed a
systematic means of designing, engineering, sizing components for, and analyzing this
system.
Though the sensor network literature contains many individual examples that describe the
process of moving from scientiﬁc requirements to system design guidelines, we attempt to
extend on this work by providing a general analysis of this process and a discussion of its
key points, including choosing a sample rate, considering the eﬀects of system
perturbation, and responding to duration requirements. We ground this analysis with our
experience in the HydroWatch project, a collaboration of atmospheric scientists, integrative
biologists, chemists, and computer scientists. Our goal for this project is to create
long-duration, multimodal, and dense datasets in an eﬀort to to understand and build a
model of the life cycle of water in a forest environment. To this end, we examine a concrete
design developed for the HydroWatch application, a well-engineered climate monitoring
node and network with a ﬂexible power subsystem that can support various speciﬁc design
points and provides visibility into the microclimatic behavior and solar performance in real
application settings.
To design the power subsystem, we formulated a framework for the design of micro-solar
9subsystems in wireless sensor networks; this model is in Chapter 4. Currently, many tools
and calculators are available for macro-solar installations in residential and commercial
applications, but only anecdotal, point designs are represented in the sensor network
literature for in situ micro-solar power. The basic components are obvious – solar panels,
regulators, and batteries – but the selection, sizing, and composition of the components is
not. The problem is rather diﬀerent from the macro-solar setting because of the very small
power transfers involved – microwatts to milliwatts rather than kilowatts to megawatts.
Micro-solar operates at very diﬀerent eﬃciencies and every bit of power conditioning or
monitoring impacts the overall performance. We do not have the luxury of putting the
panels on a convenient rooftop with ample exposure – it needs to be where the
measurements are to be taken, regardless of how shaded that may be. At the same time,
new degrees of design freedom are presented by the tiny magnitude of the energy
requirements.
Putting the model and empirical vehicle together, we study the design choices in each
element of the solar subsystem to arrive at a deployment candidate and deploy three
diﬀerent networks, described in Chapter 5. In Chapter 6, we evaluate our application of
this micro-solar subsystem design and analysis model to our design of the HydroWatch
weather node. We collect and analyze detailed empirical data from the on-going
deployment to drive what is expected to be an iterative reﬁnement cycle. We continue by
using signals techniques to examine the choice of sample rate in our system. Last, we
conclude by discussing the lessons learned from our multi-deployment process and present
our future directions.
10Chapter 2
Related Work
There has been a groundswell of work to lay the foundation for sensor network
deployments. Though the number of deployments is growing, the labor and preparation
involved makes this number far smaller than the number of publications in protocol and
middleware design. This limitation allows us to focus on the entire body of environmental
monitoring sensor networks as well as solar-powered sensor networks. We discuss each in
turn.
2.1 Environmental Monitoring Sensor Networks
Sensor networks have been deployed to support research in a number of diﬀerent
environmental domains. Though the sensor suites may diﬀer, many of these have similar
sampling rates and power requirements to our microclimate sensing network.
Climate Monitoring. Sensor networks have increased the capability of scientists to
perform climate monitoring by allowing for dense deployment of relatively low-maintenance
sensors in remote locations. The key predecessor to the work in this thesis is the Redwoods
project [1], which sought to observe the microclimate variations surrounding Redwood
trees in a coastal forest. This work presented many of the challenges we aimed to solve,
including low data reliability, limited operational time, and a diﬃcult deployment process.
At the James Reserve in Southern California, research [2, 3] has been taking place for years
11involving microclimatic and other environmental monitoring. This work tends to be
focused on camera sensor networks and robotics that allow sensors to move through a
forest canopy on cables. This work pioneered the Extensible Sensing System (ESS),
designed to allow a backbone for various sensor network deployments.
LUSTER [4] attempts to measure the incidence of light under shrub thickets with the
intent of understanding the extension of tree-like thickets across former grasslands
worldwide. The publication introduces a novel MAC protocol, deployment time validation
techniques, distributed storage facilities, and delay-tolerant communications methods.
Though this work presents only limited evaluation of data produced from the
environmental deployment, LUSTER is a representative example of the type of
applications this thesis attempts to generalize.
Soil Moisture Monitoring. Measuring soil moisture accurately and over a wide area has
proved to be extremely challenging, as the spatiotemporal dynamics of the phenomenon
strain any eﬀorts to acquire ground truth. As a result, the variations in soil moisture are
not well understood; the extent of deployment that sensor networks enable allows better
observation of these variations than previously available. The Life Under Your Feet
project [5] presents results from a network with 10 nodes, each containing a soil thermistor
and soil moisture sensor. The primary topics this work addresses include sensor calibration,
back-end database design, and deployment diﬃculties. This work also presents a detailed
load analysis that can be used as a capacity planning model for future applications.
Work by Ramanathan, et al. [6, 7] has chieﬂy focused on the calibration of soil moisture
sensors in such diverse locales as the San Joaquin River basin, the James Reserve, and a
rice paddy in Bangladesh. The authors also describe a system for detection of equipment
faults during the deployment process and improved reliable data transport methods,
reporting 91% network yield in one study. The authors also introduce a metric for the
quality of scientiﬁc data called information yield, a combination of network yield and data
yield, which measures the ﬁdelity and scientiﬁc usefulness of sensor data.
Another soil moisture monitoring project [8] examines the soil dynamics of Australian bush
land, dominated by scrub, grasses, and sandy soil. The key contribution of this work is the
12development of a reactive system for taking measurements, though node lifetimes
throughout the network, radio link quality, waterproof enclosures, and sensor accuracy and
calibration are also discussed.
These eﬀorts all provide excellent calibration and data ﬁdelity management methodologies,
extremely useful when generating scientiﬁcally relevant datasets. Additionally, the
HydroWatch project aims to extensively study soil moisture phenomena, so the systems
construction descriptions from this previous work provide a ﬁrm basis for our development.
Other Geophysical Monitoring. In other domains, wireless sensors are replacing wired
sensors, due primarily to ease-of-installation, physical extent of measurement, and
reduction of system disturbance. Recent work in the volcano monitoring domain [9, 10]
uses acoustic sensors to detect seismic activity and record high-frequency measurements.
The authors focus on a novel collection protocol, issues with data ﬁdelity, and diﬃculties in
incorporating services written by other researchers. The elements of this work that are
most beneﬁcial to our project is its analysis of the sensor network as a legitimate scientiﬁc
instrument as well as its discussion of issues with existing available services. The latter
topic will become a key source for us when designing future software.
A sensor network system has also been developed to monitor long-term conditions of
glaciers. [11] By inserting probe nodes that measure orientation and pressure, scientists can
study these large, slow-moving bodies of ice on a spatiotemporal scale never before
achieved. The work describes the general notion of sensing in an extreme environment, and
elaborates particularly on hardware evolution and adaptive sampling methods. Particularly
crucial to this design is the long duration necessary to study the phenomenon at hand;
probes must last for years to naturally embed themselves into the glacier and measure
seasonal variations.
Habitat Monitoring. The small footprint, ease of deployment, and long-lived operation
promised by sensor networks opens the possibility for many innovative studies in the ﬁeld
of habitat monitoring. By only minimally perturbing the animals under observation,
scientists can study animals in ways never before possible. For instance, the Great Duck
Island project [12, 13, 14] sought to examine the nesting conditions of the Leach’s storm
13petrel, a seabird that has been elusive to scientiﬁc study because of its sensitivity to
disturbances by humans. The systems research focuses on network performance and, since
it is regarded as the initial deployment of sensor network technology, the many challenges
that arose from the unprecedented task. From this work, we borrow the basic network
architecture, as discussed in Section 3.3.
ZebraNet [15, 16] attempted to gather position data of zebras in their natural environment
in Kenya. As zebra behavior at night is largely unknown, sensor networks provided a new
perspective into this activity. The work discusses a range of topics related to this wildlife
tracking application, including a ﬂexible middleware layer for scheduling and dynamic
software updates, a DTN-like communication service, and the evolution of the application
hardware system. This project also provided seminal experience on a number of topics and
was an excellent forebear to solar-powered environmental sensing.
Work from the Fleck project [17, 18] has centered on applications relevant to agriculture,
including cattle control. A particularly unique characteristic of this project has been the
inclusion of actuation into the system; in this case, the sensor network acts like a mobile
electric fence, providing an electric shock to the animals if aggressive behavior is detected
or boundaries are crossed. This work mostly discusses the application-speciﬁc dynamic
animal state algorithm developed. The long-duration quality of these networks is
particularly laudable; some networks have been in existence for two years, though in far
less harsh environments than our nodes will encounter.
2.2 Solar-Powered Sensor Networks
In an eﬀort to support sustainable sensor networks, several research groups have developed
micro-solar power subsystems. Heliomote [19], which consists of a solar panel, NiMH
battery, and a boost converter for controlling load supply voltage, demonstrated sustainable
operation of a single mote-based node in a week-long experiment. Though the components
used by Heliomote are similar to the HydroSolar board, the selection methodology was
based on the characteristics of the solar panel for a single day and location and load
14consumption for a speciﬁc application duty cycle. Kansal et al. [20] showed an analytical
model of micro-solar power systems based on measurement results of Heliomote. Using
mathematical analysis, they showed how each component of a micro-solar power system
should be related for sustainable operation; a system can sustain its operation as long as its
battery has a suﬃcient initial capacity and its average load power consumption is smaller
than its average solar panel output power. In comparison, our model augments this work
by considering solar energy input variations by using an astronomical model with occlusion
eﬀects and the eﬃciency implications of using non-ideal regulators and batteries.
Prometheus [21] consists of a solar panel, a two-tier storage hierarchy of supercapacitors
and a Li-ion battery, and software-controlled battery charging. While Li-ion batteries have
higher discharge eﬃciency than NiMH batteries and the use of tiered storage improves the
battery lifetime, its use of software-controlled charging can be problematic. This was
evident in Trio [22], which used Prometheus for a long-term outdoor deployment. When
charging logic on the mote did not work properly, the battery was not charged even with
suﬃcient solar radiation.
Environmental monitoring, in particular, lends itself well to solar-powered sensor networks,
because this venue of measurement often has slowly changing phenomena that can be
observed with temporally sparse measurements. This key requirement allows
environmental monitoring nodes to have low data generation rates and, thus, low power
requirements, excellent for solar energy harvesting. ZebraNet [16], whose energy harvesting
nodes are composed of solar panels, a Li-ion battery, and a boost converter for battery
charging, was deployed for outdoor habitat monitoring. Application requirements (GPS
sensors and long-range radios) dictated power consumption 15 - 30 times higher than a
mote device, leading to a design focus of minimizing the duty cycle of high energy
components. ZebraNet developed application-driven hardware for solar energy harvesting
and considered capacity needs and the eﬀects of solar cell shading; it represents a single
point in the design space that could have been formulated using our model.
Fleck [17] nodes have an energy subsystem consisting of a solar panel, NiMH battery, and a
boost converter for controlling the load supply voltage. Like Trio, Fleck improved
15micro-solar power sensor nodes by demonstrating long-term and large-scale outdoor
deployments. However, the system was designed to work only in ample sunlight and had
limited consideration for other solar inputs. Fleck presents another speciﬁc design that
could be represented using our model.
LUSTER [4] presents a solar-powered node called Solar Dust that uses photovoltaic panels
for energy harvesting as well as sensing ambient light availability. This node has eight
panels feeding into a supercapacitor, which charges a lithium-polymer battery through a
boost converter. However, since the node was designed and constructed but not deployed,
only limited details about it are available. Though its inclusion of multiple panels is unique
to this research area, these panels could trivially be abstracted into a single panel and thus
the system could be analyzed with our micro-solar model.
One common thread among solar-powered deployments from the sensor network literature
is that they do not confront harsh environments. They often have intense sunlight with
ample daily exposure and moisture is not a serious challenge. We contend that these
near-ideal situations are not always available for the entire range of in situ monitoring, and
it will be necessary to succeed in wet environments with extremely limited solar harvesting
potential. The HydroWatch application, in a moist and dense forest, typiﬁes this
challenging scenario.
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Node and Network Design
The motivating application for our modeling and design experiences is the HydroWatch
Project [23], a collaborative eﬀort between atmospheric scientists, integrative biologists,
chemists, and computer scientists. The mission of this project is to create a model of the
entire hydrologic system that integrates the atmospheric, surface, and below-ground
variations of water, enabling researchers to better understand the pathways of water and
the sensitivity of these systems to dynamics with an eye towards the eﬀects of global
climate change. To support this research, the scientists are seeking datasets that meet a
number of criteria:
• Concentrated. Many of the data sources in place currently for hydrological analysis
are expensive weather and stream gauge stations (oftentimes, greater than $10K
each). Though very accurate, these stations can often only be sparsely deployed due
to cost and size limitations, hindering in situ observation of environmental
intricacies. The HydroWatch grant proposal states: “Using today’s hydrologic
measurement tools is comparable to listening to a Beethoven symphony but hearing
only a single note every minute.” This must change.
• Long-lived. Many of the interactions that are critical to understand the
hydrological cycle occur over entire seasons. To identify, interpret, and analyze these
phenomena, we need continuous observations over multiple seasons.
17• Multimodal. A key component of the proposed hydrological model is the
interaction of a number of physical parameters. Collecting a variety of data enables
analyses of the correlation of the relationships between environmental phenomena.
Furthermore, understanding the causality of these relationships permits more
accurate forecasting of the future condition of the water supply.
The research in this thesis aims to address the paucity of these long-duration, spatially-
and temporally-dense datasets by creating a reusable node and network design strategy for
environmental monitoring wireless sensor networks. We apply this strategy to deploy a
robust network of low-maintenance sensor nodes that could collect scientiﬁcally-relevant
data indeﬁnitely while withstanding a challenging wet forest environment.
This chapter discusses a general methodology for translating domain scientiﬁc requirements
to system design guidelines, drawing connections between key parameters in observing
environmental phenomena and employing sensor networks for scientiﬁc exploration. Next,
we detail the network architecture and node mechanical design used for the HydroWatch
project augmented by innovations derived from our experiences.
3.1 System Design Requirements
The task of progressing from a loosely-deﬁned set of observational goals to a
suﬃciently-provisioned network of wireless sensors is challenging. Previous work has
provided anecdotal observations of the interplay between scientiﬁc requirements and
system design guidelines; we attempt to generalize these previous descriptions through the
lens of our experience with the scientists involved in the HydroWatch project.
The phenomenon under observation is the key determining factor of the nature and
qualities of the observation system. Important factors to consider in characterizing the
phenomenon include, but are not limited to:
• Frequency. How often does the process repeat itself?
18• Perturbability. What eﬀects will the observation instrument have on the process
itself? Are these eﬀects negligible or able to be compensated for?
• Duration. How long does the process need to be observed to understand its
variability?
Many, if not most, physical processes are periodic with some frequency. Knowledge of this
frequency greatly enhances the ability to observe its variation; the Nyquist-Shannon
Sampling Theory [24, 25] states that the sampling frequency must be greater than twice
the highest frequency of the signal being observed to accurately reconstruct the signal.
Without at least an estimate of this frequency, the sample rate of the observation system
will need to be set as high as possible, consuming more energy than necessary taking and
communicating oversampled readings.
However, the bandwidth of the phenomenon is not always known a priori. In the case of
HydroWatch, for example, we have a basic understanding of many of the processes involved
in the hydrological cycle such as the diurnal cycles of temperature and humidity. However,
some interactions (such as the ﬂow of water through underground rocks or the seasonal
variations of temperature up the hillside) are not (yet) fully understood. In Chapter6, we
show how traditional signals analysis of a sampled natural phenomenon can help determine
how eﬀective a sampling rate is.
Perturbability is an important consideration; many phenomena that were previously
unobservable are now able to be monitored because of the technological progress of
integrated circuits and wireless communication. For example, tracking the location of
zebras[15, 16] only became possible when GPS devices were made that could run oﬀ an
array of solar panels small enough to ﬁt in a collar around a zebra’s neck.1 Additionally, the
monitoring of nesting conditions of the Leach’s storm petrel[13] became achievable when
sensors could be wirelessly networked as to not repeatedly disturb the fragile bird nests for
data collection. In the case of HydroWatch where we are monitoring environmental
1Even though this collar did cause the zebras to exhibit increased headshaking behavior and be social
pariahs in the short-term, the eﬀects gradually disappeared and the authors deemed the perturbation negli-
gible.
19conditions and not animals, careful eﬀort must be taken to not have the nodes themselves
be artiﬁcial sources of heat and humidity. Otherwise, it is diﬃcult to verify the accuracy of
the sensor readings taken. We discuss our eﬀorts to prevent this later in Section 3.2.1.
The duration required to suﬃciently witness the phenomenon under study most directly
aﬀects the selection of enclosure materials and power subsystem. Concerning the materials
in question, materials must be chosen to withstand the harshness of the environment. For
example, in [26], durable plastic boxes were chosen as they could resist the high wind
currents and did not rust (as metal would) in the very salty air above the Golden Gate
Bridge. In the case of HydroWatch, waterproof polycarbonate enclosures were chosen for
their resistance and IP66 environmental rating.2 In considering how to construct the power
subsystem, the duration often dictates the choice between single-use energy storage
(non-rechargeable batteries) or an energy harvesting system. To make this decision,
capacity planning is critical; we outline our capacity planning decision in Chapter 4.
These aforementioned qualities are intrinsic to the phenomenon and its surroundings – this
is an important distinction from the qualities that are a result of the circumstances of
existing systems. Examples of these system-limited restrictions include availability of
resources (e.g. processing or storage), data reliability, sample jitter, and time
synchronization. In fact, it is the back-and-forth interplay between the fundamental
characteristics of the phenomenon and the limitations of existing systems that deﬁnes the
challenge of synthesis of scientiﬁc requirements and system design guidelines.
As an example of this relationship, consider recent deployments for volcano monitoring
using acoustic arrays[9, 10] and structural health monitoring using accelerometers[26]. In
both cases, the sampling frequencies were suﬃciently high (102 Hz for the volcano
monitoring and 1 kHz for the structural monitoring) and the radio data-rate suﬃciently
low (250 kbps maximum in both cases) that continuous sampling was not possible. Despite
these systems limitations, the sampling frequencies could not be relaxed; in both cases, the
authors chose to intelligently trigger on signiﬁcant events and capture data at the required
2The IP66 rating is a ensures that the enclosure should be able to prevent ingress from dust as well as
moisture from direct water jets.
20rate until the onboard ﬂash memory was ﬁlled. This was followed by a phase exclusively
for data collection, during which measurements could not be taken. This tactic, in the case
of the volcano monitoring work, caused important data to be missed because the triggering
was too sensitive, catching minor acoustic activity that preceded major activity.
In both of these cases, data reliability was a premium concern. Reconstructing signals
becomes more challenging when less samples are received. Thus, in both cases novel
communication protocols were designed to ensure 100% reception of sampled data at the
cost of energy and time. In both cases, this was due to an application-speciﬁc need for no
lost samples because of signal reconstruction diﬃculties otherwise. However, in many other
cases, sampling frequency can be increased while relaxing the reliability requirements. This
is true when consecutive samples are not always needed and even more evident in lower
frequency studies like environmental monitoring. Thus, the common declaration of “I want
100% of the data!” must be examined further, especially with application requirements in
mind.
3.2 Node Design and Engineering
One of the chief diﬃculties faced in previous sensor network deployments was the physical
design of an enclosure that could withstand the environments the nodes would face. The
natural world presents computer systems with a number of challenges compared to the
friendly conﬁnes of the labs where most of the testing is performed; it is often diﬃcult to
plan for the increased attenuation of radio signals, heavy exposure to water, wind, and the
elements, and even curious animals. Confronted by this harsh reality, much engineering
eﬀort must be undertaken to ensure a sensornet that not only operates in the wild, but also
accurately measures the parameters in question. While the mote platform (microcontroller,
radio, and ﬂash), system software, and networking are fairly common across many
applications, the sensor suite and mechanical design of the node tend to be
application-speciﬁc and highly inter-related. This section documents the evolutionary
process of developing the HydroWatch weather node, looking particularly at the design
21choices of how to attach the sensors and provision the node for the environment.
3.2.1 Sensor Placement
The sensor suite for this microclimate monitoring application is essentially that developed
for tracking weather fronts in Redwoods[1] and available natively on the TelosB platform –
total solar radiation (TSR), photosynthetically active radiation (PAR), temperature, and
relative humidity. However, to provide high-quality data, the sensors must be exposed
properly to the environment while the rest of the electronics are protected. We used the
TelosB-compatible Tmote Sky mote [27] with an attached SMA connector for an external
antenna and no on-board sensors. We connected the mote to external sensorboards using
custom cables with IDC connectors, providing a degree of freedom to determine sensor
orientation on the node.
The two photodiodes used to measure incident PAR (Hamamatsu S1087) and TSR
(Hamamatsu S1087-01) are tiny discs connected to two long leg-like contacts. Previous
experience [1] showed that these sensors should be physically higher than their
surroundings; otherwise, they were prone to collect water on the sensing surface. Thus, to
measure incident light the sensors were elevated from the enclosure top surface as far as the
contact length would allow. This allowed the sensors to get unobstructed indications of
solar illumination.
A Sensirion SHT15 sensor provides relative humidity (RH) and temperature, factory
calibrated to exhibit a maximum +/- 2% RH and +/- 0.3 degrees Celsius error. To
accurately measure humidity requires the sensor be exposed to naturally-aspirated air ﬂow,
whereas to measure temperature it should be shaded to prevent heating from sunlight,
which causes inaccurate air temperature measurements. In the ﬁrst revision of the weather
node, this sensor was attached to the underside of the enclosure. However, this design
presented a risk from the enclosure heating aﬀecting the ﬁdelity of the sensor reading; we
present an analysis of this in Section 6.4.
Thus, with the additional guideline that the SHT15 sensor should be decoupled from large
thermal masses and sources of self-heating, the sensor was placed within a 2-in PVC cap
22and suspended from the underside of the node in the next revision. The hanging design
presents new risks of electrical malfunction; to address these, the hole in the top of the
PVC cap for the interface wire was sealed and conformal coating was applied to the
sensorboard. Though we recognize that a hanging design may be prone to connection
disturbances caused by curious wildlife, the accuracy of sensor data was worth the risk of a
small number of unavailable nodes.
3.2.2 Mechanical Design and Environmental Hardening
Overall, the mechanical design sought to provide an easily-deployed node that provided
over a long duration. This goal could be jeopardized by failing to consider practical
implications of mechanical design choices, as increasing potential for mishaps in the
deployment and long-term health of the nodes. Many of the risks associated with poorly
designed nodes can be addressed by simple mechanical design and cautious environmental
hardening measures.
In the deployment phase, key considerations are easy handling and quick installation of
nodes. To this end, HydroWatch weather nodes were attached to the top of 3 ft and 4 ft
metal fence posts by a simple angle bracket. Also, the solar panel for each node is attached
to an angled wooden block using Velcro fastening strips, designed to be reoriented at the
deployment site to ensure the highest potential for solar energy harvesting. This makes
installation as straightforward as connecting two screws to two hex nuts and rotating the
solar panel to the best sunlight.
For a deployment in a wet forest environment, the importance of an enclosure that can
resist water cannot be understated; inattention to this need can (and often has) doomed
previous deployments. In the ﬁrst revision of the weather node hardware, the enclosure
included holes for a waterproof USB connector, an external antenna, a power switch, the
temperature/humidity sensor, and the light sensors. At each hole, either silicone rubber
sealant or a combination of washers and neoprene O-rings were used to prevent water from
entering. Though even extensive measures were taken to waterproof these holes, this design
did not minimize the risk of damage to the electronics from water vapor and liquid. As the
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Figure 3.1: HydroWatch weather node.
capillary eﬀect transports water across temperature and pressure gradients, any pathway
including even the smallest hole is an opportunity for water to enter the node. For the
second revision of the weather node, we limited the number of holes in the enclosure to
protect the internal electronic components from environmental damage. To do this, we
eliminated holes for features deemed nonessential, including those for the waterproof USB
connector, the power switch, and the temperature/humidity sensor. Additionally, packets
of indicating desiccant were placed inside each enclosure box, preventing condensed water
vapor from damaging sensitive interior components.
Additionally, the RF environment was expected to pose a critical challenge for our network,
due to interactions of foliage and water vapor with 2.4 GHz radio connectivity. Evident
from past deployments [14, 28, 9, 16, 22] and more speciﬁcally forest deployments [1, 29],
natural environments are capable of eliciting tremendous swings in link quality causing
wireless networks to fail drastically and unexpectedly. To address this issue, we provisioned
our nodes with a 7 dBi omnidirectional antenna with a ﬂexible orientation.
A picture of the second revision of the HydroWatch weather node can be seen in Figure 3.1.
24Figure 3.2: System architecture for the HydroWatch microclimate network.
3.3 Network Architecture
The sensor network architecture follows the canonical habitat monitoring form described in
[30], but is somewhat of a second-generation sensor network utilizing several commercially
available elements. The sensor node is built around the TelosB-compatible Tmote Sky [31],
and is described in detail below. The mote software, which provides periodic data
acquisition, thresholding, power management, remote command processing, and health
monitoring, is a modiﬁed Primer Pack/IP [32] based on TinyOS 2.0. The patch network is
an implementation of IPv6 using 6LoWPAN over IEEE 802.15.4 radios [33]. It utilizes a
packet-based form of low-power listening[34] to minimize idle listening. Data collection is
implemented as UDP packets with the routing layer using hop-by-hop retransmissions and
dynamic rerouting in a redundant mesh (up to three potential parents) to provide path
reliability on lossy links. It utilizes Trickle-based [35] route updates for topology
maintenance. Source-based IPv6 routing is used to communicate directly to speciﬁc nodes
and dissemination is performed as a series of IPv6 link-local broadcasts.
There were two prototype HydroWatch deployments: one in a grassy, sloped, and terraced
backyard in the hills of Berkeley, CA (hereafter, the ”hills yard deployment”) and the other
25in a ﬂat neighborhood in Berkeley, CA (the ”urban neighborhood deployment”). The hills
yard network consisted of 11 nodes at various elevations in a 40m x 20m yard and the
urban neighborhood deployment consisted of 20 nodes in a 60m x 30m space. Though in
all cases the same network architecture was employed, we focus here on the forest
watershed deployment at the Angelo Reserve in Northern California.
The forest watershed deployment has a sensor patch containing 19 nodes over a 220m x
260m area stretching across a deep ravine formed by Elder Creek, up the deeply forested
north slope of the watershed area, and bending to the east to a particular tall stand of
Douglas Fir trees. Nodes are spread throughout the watershed under study, which also has
stations for soil moisture and groundwater plane monitoring.
The transit network between the base-station and the patch is implemented using the same
node and link technology as the patch, so there is no speciﬁc gateway node in the patch.
To provide redundancy in the transit network, multiple micro-solar router nodes cover a
120m stretch from a shed housing the gateway across an old apple orchard. These nodes
are just patch nodes without the environmental sensors. The network depth is 5 hops or
greater. The IEEE 802.15.4 bridge node attached to the base-station uses a high-gain (19
dBi) parabolic antenna pointed out through a window in the shed. The back haul network
is a WiFi-based IP network with repeaters on peaks and tree tops to reach a T1 line.
The base-station is a Linux-class gateway server that provides a web services frontend, a
PostgreSQL database for information storage and retrieval, and a web-based management
console. It is also an IP router, permitting end-to-end connectivity to the patch nodes. The
server facilitates such tasks as monitoring overall network health remotely, diagnosing
misreporting or missing nodes, and checking the quality of links a node has to its
neighbors, a function which proved critically important during the deployment phase.
Further information about the layout of the nodes in the forest watershed is available in
Section 5.3.
26Chapter 4
Micro-Solar Power Subsystem
Modeling and Design
One signiﬁcant challenge in creating long-lived deployments (and their associated datasets)
is outﬁtting nodes with a power subsystem that can provide nodes with a stable power
supply for the duration desired. Though it is possible to simply provision the node with
enough battery capacity to last for years, the physical size and weight of the batteries may
grow prohibitively large as the duration extends. Our experience with the initial prototype
in the hills yard deployment, which lasted for less than two months powered exclusively by
batteries, showed us that a battery-only solution would not suﬃce for the timescales we
sought – a year or more. Thus, we began development of an energy harvesting system.
Given the eﬃciency and availability of photovoltaic technology not to mention Given the
signiﬁcant literature concerning photovoltaic technology coupled with
sensornets [21, 22, 36, 19, 17], notwithstanding the superior eﬃciency (as compared to
other prominent energy harvesting techniques) and commercial availability of small solar
cells, we chose to design a micro-solar power subsystem for the HydroWatch weather node.
We begin this chapter by outlining the components of micro-solar power subsystems in
order to introduce the basic parameters of a model for designing and evaluating these
systems. We also present a daily model that relates the parameters of this system in varied
27sunlight conditions.1 We continue by providing the rationale and key criteria for selecting
speciﬁc components as seen through the lens of our experience designing the HydroSolar
board. This requires intricate analysis of each component in the system, beginning with
the application load, which directly impacts the selection of the other components in the
design.
4.1 Micro-Solar Planning Model
The basic micro-solar model is illustrated in Figure 4.1. Ultimately, the demand side is
determined by the power requirements of the wireless sensor node and its associated
protocols. It has been well established that this load is bimodal[27, 37] with standby
current in the neighborhood of 10 uA and active current in the neighborhood of 10 mA.
Thus, the duty cycle determines the average power requirement, Pmote, as a weighted sum
of these two elements that are separated by three orders of magnitude. For example, a 1%
duty cycle places the load in the neighborhood of 110 uA, or .33 mW at 3 volts. We discuss
the load of the HydroWatch application more speciﬁcally in Section 4.2.1.
The supply side is dictated by the incident solar energy, which is a function of the latitude,
day of the year, panel orientation, and angle of inclination. Rules of thumb for various
locations are widely available. To obtain greater insight into the trade-oﬀs, we incorporated
the basic astronomical calculations directly in the computational model, [38].
The portion of incident solar energy that is available at the panel is determined by a
variety of environmental factors. The absorption by the atmosphere is well understood,
and we all recognize the spectrum of weather factors, clouds, fog, and so on. In addition,
any particular point of installation will have various obstructions and shadows. This
critical attenuation factor can only be characterized empirically. Experience with many
deployments in diﬀerent settings can provide statistical models. Care in choosing sites can
potentially improve the expected availability. As a rough starting point in this study, we
used a guideline that a half hour of sunlight per day should be suﬃcient to sustain
1Formulation of this model was work primarily by Jaein Jeong as part of his dissertation work.
28Psol Power generated from the solar panel
Pbat−chg Power input to charge the energy storage
Pbat−dis Power discharged from the energy storage
Pmote Power consumed by the load
Pshunted Power being shunted when in excess
Eﬀreg−in Power eﬃciency of the input regulator
Eﬀreg−out Power eﬃciency of the output regulator
Eﬀbat Charge-discharge eﬃciency of the energy storage
Figure 4.1: Micro-solar system architecture and related parameters.
29operation. Below, we re-examine this planning guideline in light of speciﬁc model
parameters and experience in the forest. (It proved to be very optimistic.)
The panel transforms available incident solar radiation to electrical power. A given panel is
characterized by its IV curve and, in particular, three points: open-circuit voltage (Voc),
short-circuit current (Isc), and its maximum power point (MPP). Internally, these are
determined by the serial and parallel composition of the solar cells and the total area of the
panel. Increasing temperature depresses the IV curve somewhat, reducing the power
output. For the large, expensive panels used in macro-solar installations these factors are
accurately characterized in data sheets and well validated. For the small, inexpensive
panels used in micro-solar applications, empirical characterization is often required. More
importantly, the operating point of the IV curve is determined by the load experienced at
the panel, which is determined by the input regulator, storage facility, and downstream
load. For most panels, the IV curve is nearly ﬂat for voltages less than that of the MPP, so
power increases nearly linearly with V.
The input regulator conditions the output of the panel to meet the operational constraints
of the particular battery, including voltage limits, current limits, and charge duration.
Whereas macro-solar inverters operate in the neighborhood of 95% eﬃciency, in the
sub-watt range, regulator eﬃciencies of 70-80% are more typical. The product of such low
eﬃciencies translates into a signiﬁcant overall supply:demand ratio.
A wide range of battery organizations and chemistries are available for storing charge, as
well as supercapacitors. They have diﬀering operating voltages, charge algorithms, and
complexities. From a system design perspective, it is desirable for the power subsystem to
be able to charge a fully discharged battery without software in the loop, so that when
placed in sunlight the device is guaranteed to eventually become active.
The portion of energy transferred into the battery during the day and discharged during
the night incurs an additional transfer eﬃciency, Eﬀbat, about 66% for NiMH chemistries.
The capacity of the battery determines the potential lifetime in darkness, but also how
much energy can be harvested while the sun shines, as discussed below.
The output regulator matches the battery characteristics to the requirements of the mote.
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Discharge Psol = 0, Pbat−chg = 0, Pbat−dis > 0, Pmote = const
Pmote = Pbat−dis · Eﬀreg−out
Transition Psol > 0, Pbat−chg = 0, Pbat−dis > 0, Pmote = const
Pmote = (Psol · Eﬀreg−in + Pbat−dis) · Eﬀreg−out
Recharge Psol > 0, Pbat−chg > 0, Pbat−dis = 0, Pmote = const
Psol · Eﬀreg−in = Pbat−chg + Pmote/Eﬀreg−out
Saturation Psol > 0, Pbat−chg = 0, Pbat−dis = 0, Pmote = const
Psol · Eﬀreg−in = Pshunted + Pmote/Eﬀreg−out
Figure 4.2: Energy ﬂow and daily phases in our micro-solar model.
31It too is characterized by its eﬃciency, Eﬀreg−out, and in particular its eﬃciency at two very
diﬀerent operating points: 10s of microwatts most of the time and 10s of milliwatts during
short active periods. For a typical bimodal Pmote, eﬀective eﬃciency of 50% or less is
expected. This determines the load experienced by the supply and storage components of
the power subsystem.
In general, the daily power cycle has ﬁve phases, as illustrated in Figure 4.2. From
sundown to sun up, the battery discharges, supplying the device load. As the panel is
initially illuminated, a transition period occurs during which the battery provides only a
portion of the device load. With suﬃcient illumination, the panel supports the entire load
and delivers charge into the battery. If this recharge period is sustained suﬃciently long,
the battery becomes fully charged and the system operates in saturation, shunting power.
Eventually, a dusk transition occurs similar to dawn. The eﬃciency coeﬃcients dictate the
net change in battery capacity over the daily cycle, given the starting capacity, supply
power, and demand power. Our sizing guideline was to assume that the recharge period
would need to be no more than half an hour, possibly distributed throughout the day.
Saturation merely preserves capacity. Of course, a series of overcast days may result in a
progressive drop in battery capacity, which would then increase the recharge duration when
the weather clears. In the micro-solar setting, given the ratio of mote load and typical
battery capacities, it is even reasonable to consider design points that absorb entire
seasonal variations in weather patterns.
Just the back-of-the-envelope calculation of solar availability during 2% of operation (i.e., a
half hour of radiation during the day, 1/48th of the day) and a 3:1 supply/demand ratio
from the product of eﬃciencies Eﬀreg−out · Eﬀbat suggest that the solar panel needs to be
sized at roughly 150 times the average demand. Additionally, forested environments have
signiﬁcantly reduced light intensity, causing this factor to increase further. This makes
every aspect of the micro-solar subsystem design critical and motivates the detailed design
and analysis in the remainder of the paper.
324.2 Component Selection, Sizing, and Analysis
This section seeks to explain the choices made in choosing components for the HydroSolar
micro-solar power subsystem, in an eﬀort to provide insight for designing similar systems.
The components ultimately selected for use in the HydroSolar board are summarized in
Table 4.1.
4.2.1 Load
To get a notion of the power requirements of a node, we begin with an analysis of the
application load. A breakdown of the HydroWatch application workload is presented in
Table 4.2. In analyzing the active state, we examine three classes of components: the
sensors, the MCU, and the radio. Sensor excitation represents a minimal power cost both
in magnitude and duration; according to its datasheet [39], the SHT15 consumes 550 uA
for a period of typically less than 5 seconds while measuring, while the two photodiodes are
externally excited components that incur only the cost to measure the ADC channel on the
MCU for four cycles (4 * 1/32768 s.). It has been established [30, 37, 27] that radio power
consumption costs dominate the total active state consumption of a mote. As is typical of
sensor networks for environmental data collection, nodes alternate between a low-power
state roughly 99% of the time and brief higher-power active periods – in fact, the gateway
server provides estimates of the duty cycle for the MCU (0.4%) and the radio (1.0%). From
empirical measurements, the peak active current is 23 mA with the MCU on and the radio
in RX mode and the sleep current is around 15 uA. We combine these values to arrive at a
total application consumption in Table 4.2.
In addition to this load analysis, we empirically measured the load created by our
application on a number of diﬀerent weather nodes. Measurements of the RMS current
were taken for each node for 20 minutes or more; the results ranged from a low
measurement of 0.264 mA to a high measurement of over 36 mA. The high measurement
was an obvious outlier – most of the measurements were less than 0.8 mA. We accept that
the analysis in Table˜ reftable:appworkload does not account for current consumed by the
33other various components (LEDs, digital switches, oscillators, voltage regulators, ﬂash
memory (which is unused), etc.). Though this accounts for some of the diﬀerence between
our measured current values and the calculated value, there are other causes for the
variations including questionable solder joints, manufacturing variations, and damaged
components in the measurement system (the current measurements were taken on the
HydroSolar board itself). From our analysis, it seems that variations on the bulk of the
nodes are caused by variations of the motes themselves and not the HydroSolar board, but
variations that are outliers (generally, those with above 2 mA of consumption) are almost
certainly a result of soldering errors or damaged components in our assembly process.
For the remainder of our calculations, we use the average current consumption of 0.53 mA,
a representative RMS average current from our measurements. This estimate is used to
drive our power subsystem design, guiding our selection of the rest of the components.
4.2.2 Energy Storage
With our application load established, the next natural component to select and size is the
storage, which provides energy for operation and whose size dictates lifetime without the
presence of solar energy and a photovoltaic panel. Table 4.3 lists a number of possible
rechargeable energy storage options that can be used for micro-solar power systems. We
consider a number of characteristics including capacity, operating range, energy density
and charging method.
Employing the measured average consumption of our application of 0.53mA at 3.3V and
the eﬃciency of the output regulator estimated at 50% (examined further in Section 4.2.5),
the daily energy requirement from the energy storage element is 79.2 mWh. This energy
requirement drives the storage selection process. First, we compare each type of storage
based on capacity in Table 4.4. All options except the supercapacitor can provide energy
for more than 30 days of operation without recharging, long enough to operate for a
number of days in the absence of solar radiation. This is an important criterion considering
the deployment environment we would face; our site experiences long cloudy periods in the
winter season.
34For our application, even with loose physical sizing constraints, lead-acid batteries are not
plausible because of low energy density. NiCd batteries have a similar footprint and
charging method as NiMH batteries, but with a much smaller capacity. Additionally, NiCd
chemistries are less environmentally-friendly and far more susceptible to the memory eﬀect,
which can signiﬁcantly reduce battery capacity over time.
For the decision between Lithium-based chemistries and NiMH, we drew on previous
experience from the Trio deployment [22]. Our desire to avoid having software in the
charging loop (ultimately to allow nodes to simply charge when placed in the sun entirely
independent of their software state) coupled with the complexity of integrating a hardware
Li-ion charger dictated the selection of NiMH as it operates with more straightforward
charging logic. This choice does present some drawbacks, however. This chemistry suﬀers
from a self-discharge rate of 30% and an input-output eﬃciency of roughly 66%, both
worse than for any other battery chemistry considered. The practical implication of this is
that for every 3 units of energy that are input to a battery, only 2 units of energy are
output. We felt this cost was overcome by the simplicity of the charging logic, though.
A 2-cell conﬁguration would enable the potential to operate without an input regulator;
this choice is further discussed in Section 4.2.4. Additionally, since the discharge curve of
NiMH batteries is relatively ﬂat, most of the discharge cycle produces a near-constant
voltage. For increased capacity, it would be possible to put 2-cell packs in parallel, though
we initially selected to use only one 2-cell pack.
4.2.3 Solar Panel
In selecting an appropriate panel for a micro-solar subsystem, the critical factors are the
panel’s IV curve (speciﬁcally, the MPP), its cell composition, and its physical dimensions.
Care should be taken in selecting a panel that will operate near its MPP given the load it
is expected to support, be it a combination of an input regulator and energy storage or
energy storage alone. The cell composition – that is, how many cells are present and their
serial/parallel arrangement – becomes a factor when the solar panel is partially occluded.
We discuss this in greater depth in Section 6.2. Last, the physical dimensions of the panel
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Figure 4.3: Current-Voltage and Power-Voltage performance of the Silicon Solar 4V-100mA
solar panel.
should be compatible for the choice of enclosure.
For the HydroSolar power subsystem, we selected a 4V-100mA panel from Silicon Solar
Inc. whose characteristics are summarized in Table 4.1(a) and whose IV and PV curves are
in Figure 4.3. The MPP of this panel occurs at 3.11V, which makes it appropriate for
charging 2 NiMH cells directly. Additionally, using our rule of thumb of 30 minutes of
sunlight per day, the solar energy generated by this panel at its MPP is 139 mWh,
satisfying the 120 mWh (= 79.2 mWh / 66% NiMH charge-discharge eﬃciency) per day
requirement of our application.
364.2.4 Input Regulator
In selecting the input regulator, the important parameters are the operating range of the
solar panel and batteries and the method and logic used to charge the battery. In our
design, we choose to trickle charge the batteries because it requires only a simple circuit
and no software control.
In our initial design of the HydroSolar board, we used an input regulator to limit the
voltage to the battery. However, we observed that the existence of the input regulator
forced the solar panel to operate at a point far from its MPP. By not using the input
regulator, there is signiﬁcantly more energy harvested from the solar panel because the
input impedance of the regulator is less than that of the battery – see Figure 4.3(b). In
addition to this increase, energy is no longer consumed by the input regulator, which in our
case has about a 60% eﬃciency factor from our empirical measurements. This substantial
gain in total system energy as well as eﬃciency led us to remove the input regulator from
our design; removing the input regulator is only an option because the operating voltage of
the solar panel matches the charging voltage of the batteries. The eﬀect of this choice on
the batteries is unknown, as battery wear is diﬃcult to predict in the short-term and also
diﬃcult to ﬁnd a root cause for in the long-term.
4.2.5 Output Regulator
The key criteria for choosing an output regulator are the operating ranges of the batteries
and the load, as well as the eﬃciency of the regulator over the range of the load. With our
choice of 2 NiMH AA batteries, the nominal voltage of the energy storage is 2.4V so a
boost converter is required to match the 2.7-3.6V operating range of TelosB motes
(Table 4.1(e)). The output regulator also has the important responsibility to provide a
stable supply voltage to ensure the ﬁdelity of sensor data. Past research [13, 5] has shown
that incorrect voltage supply is a direct cause for faulty sensor measurements. Though
DC-DC converters introduce high-frequency noise from the switching process into the
output signal, the amplitude of the noise does not negatively aﬀect the sensor readings for
37the sensor suite we have chosen; we are unsure of the eﬀects, if any, on other types of
sensors. If noise were a critical factor, either a low-pass ﬁlter or a higher voltage energy
supply in combination with a linear drop out (LDO) regulator could be used instead,
though this option incurs a lower total system eﬃciency.
We chose the LTC1751 regulator, which had an eﬃciency of around 50%. It requires very
few discrete parts and has low, constant switching noise. However, as we learned how
optimistic our capacity planning was in the forest watershed deployment (explained in
Section 6.2), we would review our choice of output regulator. Table 4.5 shows the eﬃciency
of a few suitable components at relevant output currents.
38Table 4.1: Characteristics of the components used for the HydroSolar board.
(a) Solar Panel (Silicon Solar #16530)
Voc , Isc 4.23V, 111.16mA
MPP 276.0mW at 3.11V
I-V curve Shown in Figure 4.3
Dimension 2.3in x 2.3in
Material, Eﬃciency Polycrystalline silicon, 13%
(b) Input Regulator (LM3352-3.0: Optional)
Manufacturer-provided eﬃciency 65%-83% (Iout = 5mA-100mA, Vout = 3.0V, Vin = 2.5V-
3V)
Measured eﬃciency 54.71%-65.40% (Isolar = 0mA-100mA, Vout = 3.0V)
(c) Energy Storage
Conﬁguration Two AA NiMH batteries in series
Voltage 2.4V nominal, 2.6V-3.0V at charge
Capacity 2 × 1.2V × 2500mAh = 6000mWh
(d) Output Regulator (LTC1751-3.3)
Manufacturer-provided eﬃciency 55%-60% (Iout=0.1mA-20mA, Vin=2.75V, Vout=3.3V)
Measured eﬃciency 49.69%-52.15% (Iout=3mA-6mA, Vin=2.55V-2.71V,
Vout=3.3V)
(e) Load
Mote platform Tmote Sky / TelosB mote
Vcc 2.1V - 3.6V, 2.7V - 3.6V with ﬂash
Average current App.-Dependent; 0.53mA for ours
Maximum current 23mA with MCU on, radio RX
39Table 4.2: Estimating the Application Workload
Sensors 9 uA, 550 uA for 5 secs every 5 mins
Radio 0.206 mA (= 20.6 mA * 1/100), 1% duty-cycle
MCU 9.6 uA (= 2.4 mA * 0.004), 0.4% duty-cycle
Quiescent 15 uA
Sum 0.2396 mA
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41Table 4.4: Estimated lifetime of a node using each energy storage element without recharging.
Type Lifetime
Lead Acid (LC-R061R3P) 98.5 days (= 7800mWh
79.2mWh/day)
Two NiCd (KR-1100AAU) 33.3 days (= 2×1320mWh
79.2mWh/day)
Two NiMH (NH15-2500) 75.8 days (= 2×3000mWh
79.2mWh/day)
Li-ion (UBP053048) 35.4 days (= 2800mWh
79.2mWh/day)
Li-polymer (UBC433475) 42.9 days (= 3400mWh
79.2mWh/day)
Supercap (BCAP0350) 3.8 days (= 304mWh
79.2mWh/day)
Table 4.5: Power eﬃciency of a few 3.3V DC-DC boost converters.
Vout=3.3V Iout
0.1mA
Iout
1mA
Iout
10mA
LTC1751
(Vin=2.75V)
55% 60% 60%
TPS61201
(Vin=2.4V)
45% 75% 80%
MAX1724
(Vin=2.5V)
78% 80% 82%
42Chapter 5
Deployment Experiences
The culmination of our design eﬀorts were the deployments that took place in a yard in the
Berkeley hills, a neighborhood in the urban ﬂatlands of Berkeley, and a forest watershed in
northern Mendocino County, CA. Each deployment provided an eye-opening learning
experience about the deployment process and the advantages and drawbacks of our node
and network design. In this section, we discuss the parameters of each deployment, along
with the key observations and lessons from the process.
5.1 Hills Yard Deployment
This was a preliminary deployment that sought to show that our network was able to
provide dependable time-series logs of measured sensor data. The location of this
deployment is roughly 37.881◦ N and 122.258◦ W, and the deployment covered an area of
roughly 40m x 20m. This deployment consisted of 11 ﬁrst-revision weather nodes.
First-revision nodes were of a smaller volume (3.5” x 3.5” x 2.4”) that the second-revision
nodes, had only a lithium-ion battery for power, had a power switch for regulating access
to this battery, and had the temperature and humidity sensor directly attached to the
underside of the weather enclosure.
For this deployment, the gateway server resided in a small shed and had suﬃcient radio
range to communicate directly (i.e. over a single hop) with most of the nodes in the
43network. This limitation of scale did not provide enough of a stress test to the mote
networking software to trust it over a long, outdoor deployment. The total time extent of
this deployment was over 50 days from March to May of 2007; when the nodes were
recovered, most had resisted water entry and had simply ceased operation due to depleted
batteries. Though this deployment was largely a heartening experience from a reliability
standpoint, the experience still highlighted the need for increased energy capacity or
facilities for harvesting, as well as more accurate sensor readings.
5.2 Urban Neighborhood Deployment
This deployment was a short-duration test deployment of 26 second-revision nodes; its
purpose was to demonstrate that the solar energy harvesting system when placed under
trees and near buildings would operate according to the model that we explain in Chapter 4
and that the networking system could suﬃciently scale to larger numbers of nodes and
increased path length in the network tree (i.e. more hops). The location of this deployment
is roughly 37.878◦ N and 122.288◦ W, and the footprint is approximately 60m x 30m.
Nodes were placed in a variety of locations, including near trees, on fence posts, on a
ping-pong table, and even attached to a house gutter. Panel orientations were varied
among the nodes; some panels were tilted at a 45 degree angle, and among these panels,
some were oriented east, south, and west. Other panels remained ﬂat on the enclosure.
This exercise allowed testing with varied solar energy proﬁles; for example, a panel oriented
west would harvest more of its total energy for a day during the afternoon as compared to
a ﬂat panel. The performance of the solar energy harvesting system was promising; every
node, regardless of panel orientation, received enough solar energy each day to compensate
for the energy usage during that day. This is further discussed in Chapter 6.
44Figure 5.1: Rivendell watershed at the Angelo Reserve near Branscomb, CA.
5.3 Forest Watershed Deployment
This deployment was our ﬁrst in the HydroWatch watershed. The Rivendell watershed in
the Angelo Reserve can be seen in Figure 5.1. In this picture, the watershed boundary is
outlined and the contour lines represent 1 meter of elevation change. The creek path can
be seen as well as the edge of the meadow with the apple orchard that fronts the
caretaker’s home. Additionally, markers have been placed on this image to represent the
locations of large trees in the watershed. The location of this deployment is approximately
39.730◦ N and 123.643◦ W, while the extent of the deployment is 220m x 260m.
As explained earlier in Section 3.3, the ﬁrst deployment had a sensor patch that consisted
of 19 nodes. The initial physical deployment of this nodes is illustrated in Figure 5.2. The
base-station appears at the left (west) side of the image. The router nodes form a sparse
stretch reaching southeast. A fairly rich interconnection is provided among the several
nodes up the watershed. Node sites were chosen to achieve both vertical (up the hill) and
horizontal (across the hill) proﬁles to enable an initial understanding of the microclimates
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Figure 5.2: Snapshot of the HydroWatch forest watershed deployment.
in the watershed. Solar panels were oriented to maximize the opportunity of each node to
harvest solar energy, though the high density of the forest canopy largely prevented the
solar panels from collecting solar energy (as shown in Chapter 6).
The ﬁrst deployment was placed on October 10th, 2007, and, despite the fact that many of
the nodes were still operating, was pulled back on November 12th, 2007, to address node
failures. The reasons for these issues were mostly from enclosures leaking water; this is
discussed in Section 6.4. After this initial deployment in the watershed, we seek to expand
the footprint of the deployment to fully climb the hill that crests immediately above the
watershed and extend into the Madrone forest on the south-facing slope. These trees are
far less densely packed and allow for more accessible solar energy harvesting.
46Chapter 6
Evaluation
To evaluate our model and design, we deployed two test networks of nodes with the
HydroSolar subsystem. In both cases, we used the same Primer Pack/IP gateway server
and node application software as described in Section 3.3 with a combination of weather
and routing nodes. This system enabled more than 97% of the generated data to be
collected for analysis.
6.1 A Sensor Network in an Urban Neighborhood
The purpose of our ﬁrst deployment was to conﬁrm that nodes could sense, charge, and
operate continuously for a period of days, as well as assess whether the model we developed
accurately estimated the generation and consumption of energy in a variety of solar
conditions. We deployed 22 nodes in an urban neighborhood in Berkeley; nodes were placed
in varied locations, including on a house gutter, in and under trees, among shrubbery, and
in a grassy yard. To emulate the situation in the forest watershed, we placed them in the
vicinity of signiﬁcant obstructions and varied the orientation of the solar panels: some were
ﬂat while others faced south, east, and west at a 45 degree inclination.
The range of daily solar energy via Psol by each node over a period of three days can be
seen in Figure 6.1. The lines on the graph show the behavior of the node that received the
highest (Node 12), median (Node 06), and lowest (Node 03) amount of solar energy. The
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Figure 6.1: Scatter plot of solar energy received in the urban neighborhood deployment.
Three representative nodes are highlighted.
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Figure 6.2: Comparison of solar panel output current and voltage on a sunny day for the
urban neighborhood deployment. Notice the diﬀerences in scale of the graphs.
fourth line on the graph shows a constant 79.2 mWh break-even point. The ﬁrst day
(10/07/2007) was a fairly sunny day, resulting in the widest distribution of received solar
energy (roughly 100-1700 mWh). However, as the days became cloudier, the variance of
the distribution lessened; nodes at the high end of the distribution received slightly more
than half the solar energy when cloudy compared to a sunny day. Interestingly, nodes on
the lower end of the distribution received more solar energy on cloudier days; this is
presumably because the diﬀusion of light caused by the layer of clouds scatters the light
source and enhances the opportunity of the normally-occluded solar panel to harvest solar
energy.1 Nonetheless, every node harvests a surplus of energy on both sunny and cloudy
days; the number of surplus battery days this energy creates is also in Figure 6.1. Surplus
battery days are calculated by multiplying the surplus of energy ﬂowing into the battery by
the charge-discharge eﬃciency (66%) and dividing by the daily consumption (79.2 mWh).
Looking at the daily graph of solar current and voltage experienced at each of the three
representative nodes on a sunny day – shown in Figure 6.2 – we can see the variations in
1This eﬀect is most pronounced in this ﬁgure (the solar energy doubles on a cloudy day for Node 03), but
appeared in other observations as well.
49available solar energy inputs among nodes throughout a day. Nodes that generated very
little solar energy still had a solar panel voltage above 3 volts for the light portion of the
day. This voltage is limited by the load – in this case, the batteries. Thus, the solar voltage
exhibits near binary behavior between 0 volts when there is no incident light and its
maximum voltage (as dictated by its load) any time between dawn and dusk. Additionally,
these current graphs are plotted alongside the astronomical model described in Section 4.1.
The solar proﬁle in each case ﬁts the astronomical model except for discrepancies caused
by shadows from buildings and trees, non-optimally directed panels, or cloudy days. For
example, in the current graph for each of the nodes, for various periods the panels are
obstructed and the current falls signiﬁcantly. Also, the panel on Node 06 only receives high
current in the afternoon sun in accordance with the panel facing west. The sporadic
pattern of the solar energy received throughout the day has implications for the daily power
cycle introduced in Figure 4.2 as well; the progression through the daily model may instead
oscillate among the recharge, saturation, and discharge phases during the daylight hours.
The urban neighborhood deployment demonstrated that even nodes with severe arboreal
and other occlusions received enough sunlight to sustain operation; that is, the nodes in
the most shade still received at least 30 minutes of sunlight on both sunny and cloudy days
validating the prediction of our model and making us (falsely) conﬁdent that our design
would succeed in the forest watershed.
6.2 A Sensor Network in a Forest Watershed
The blend of solar proﬁles seen by the nodes in the forest watershed was far less diverse
than the urban neighborhood as shown in Figure 6.3. Most of the nodes received no more
than 50 mWh of energy on any of the days of the deployment. Just as in Figure 6.1, the
lines represent nodes chosen to show the range of the solar distribution. However, in
Figure 6.3, the middle line represents the second-best performing node (not the median)
and the lowest line is for a node representative of those that are receiving very limited
energy. The stunning diﬀerence between the two deployments is how much less solar energy
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Figure 6.3: Scatter plot of solar energy received in the forest watershed deployment. Three
representative nodes are highlighted.
was harvested in the forest watershed – the best-performing node on a sunny day in the
forest did not receive as much solar energy as the median node on a cloudy day in the urban
neighborhood. Additionally, Angelo 02 (and other sun-starved nodes like it) harvested less
than the node consumption each day. This daily energy deﬁcit results in severely reduced
node lifetimes because nodes must operate exclusively from batteries. It is important to
note that these nodes are experiencing diﬀerent degrees of sun starvation – some are only
consuming about half a day’s worth of battery energy daily, while others are consuming a
full day’s worth of energy daily. Still, a majority of the nodes were not receiving suﬃcient
solar energy to operate sustainably, causing a ﬁnite lifetime for the network.
What was the cause of such critical energy shortages? Figures 6.4 and 6.5 show the solar
current and voltage of the three representative nodes on a sunny and overcast day,
respectively. The solar voltages exhibit the familiar binary behavior in both cases. The
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Figure 6.4: Comparison of solar panel current and voltage on a sunny day (10/13/2007) in
the forest watershed deployment. Notice the diﬀerences in scale of the graphs.
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Figure 6.5: Comparison of solar panel current and voltage on an overcast day (10/16/2007)
in the forest watershed deployment. Notice the diﬀerences in scale of the graphs.
52solar currents noticeably suﬀer on the overcast day, but the heavily shaded node slightly
improves its energy harvesting. Perhaps the most important observation is how spiky the
solar proﬁle is for the nodes that receive reasonable amounts of solar energy.
It appears that the primary limitation of available solar energy in the forest context is not
the amount of light, but the speckled nature of the light that is present. Rarely is the spot
of light that falls on even our small panels large enough to illuminate the entire panel.
Overcast days diﬀuse the shadows, reducing the spotting. An individual solar cell produces
about 0.5 volts, so several are placed in series within the panel to provide a useful output
voltage. For example, our panels have a chain of eight cells in series. The current of the
cell is determined by its area, and cells can be interconnected in various serial-parallel
networks. The problem is that when a single cell in a serial chain is not well-illuminated, it
limits the current ﬂow through the entire chain. A simple experiment connecting panels in
serial or parallel conﬁrms this behavior. In the case of meso- or macro-scale solar networks,
this limitation is addressed by using bypass diodes, but a similar situation is not often
employed for smaller solar panels. Thus, in the micro-solar realm, enlarging the panel does
not necessarily increase the power output in speckled light. Instead, many small panels
should be connected in a highly parallel conﬁguration. Large residential and commercial
arrays have this character because of the sheer number of panels involved.
6.3 Microclimate Analysis
As discussed earlier in Section 3.1, the optimal sensing frequency to accurately capture the
dynamics of the phenomenon under observation may be unknown. Though the diurnal and
semidiurnal variations in natural processes are well-understood, we were unaware of the
other patterns and microclimate eﬀects that might be present in our forest watershed.
Thus, with an eye towards a conservative approach, we selected a sampling frequency of
300 seconds and designed our system accordingly. In this section, we perform Fourier
analyses on the microclimate data retrieved from our network, employing a signals
perspective to examine this choice of sampling frequency.
53We begin by presenting temperature and relative humidity readings from a single node in
the forest watershed in Figures 6.6 and 6.7. These readings were taken with a sampling
frequency of 300 seconds for an entire month (10/10/2007 through 11/9/2007). The
temperature graph plainly shows daily variations, with temperatures ranging up to 20◦
Fahrenheit per day. The humidity graph, as expected, also shows daily variations; though
many of the recorded measurements are above 100%, the sensor calibration function
explains that any readings above 100% represent a completely saturated environment. In
this case, since the rainy season just began and the month under observation was
particularly wet, the relative humidity readings indicate saturation every night, with a
sharp drop on sunny days as the environment dries out. Days without the sharp drop were
likely rainy. At night, the temperature was below the dew point so the sensor reports that
the air is again saturated.
By undertaking Fourier analysis on microclimate data, we are able to dissect these signals
to understand which individual frequency components dominate the signals. Though it is
possible to analyze any arbitrary signal with the superposition of sinusoidal waves, signals
that have periodic behavior like these temperature and relative humidity signals are far
easier to analyze as they have fewer frequency components. We focus this analysis on the
temperature signals only, though the relative humidity signals produced similar results.
Our intent of this analysis was initially only intended to evaluate our choice of sampling
rate, though further analysis of the data yielded potential insight into the various natural
cycles that aﬀect daily temperature ﬂuctuations.
Figure 6.8 shows the power spectral density (PSD) of the temperature signal; the PSD is a
frequency-domain representation of the concentration of energy found in the various
frequency components of a signal. Higher magnitude values indicate that a sinusoid with
the corresponding frequency is an important component to construct the Fourier
representation of the signal in the time-domain. In this graph, the ﬁve largest magnitude
peaks have been labeled with their associated period in hours. From the graph, the diurnal
(24 hour) and semi-diurnal (12 hour) components are intuitive. We will discuss the other
components shortly. One purpose of the PSD is to understand the distribution of the
54Figure 6.6: Temperature measurements for one node in the forest watershed taken from
10/10/2007 through 11/9/2007.
55Figure 6.7: Relative humidity measurements for one node in the forest watershed taken
from 10/10/2007 through 11/9/2007. The environment was almost always saturated with
humidity.
56energy of a given signal; in our case, we desire to locate the highest frequency component
that we would like to capture in our observations. Observing the PSD, the dominant
coeﬃcient corresponds to a period of 0.45 hours (27 minutes), though there is still a small
bump of energy with an even smaller period (0.27 hours, or roughly 16 minutes). Thus, if
we follow the Nyquist-Shannon sampling guideline [24, 25] that dictates a sampling
frequency of at least twice the highest frequency to be observed, we require a sampling
frequency of 13.5 minutes to capture only as far as the large spike and 8 minutes to capture
the small bump as well. In choosing a sample rate, it is important to understand that the
Nyquist frequency is the minimum frequency necessary to capture the phenomenon, and is
only suﬃcient if there is no energy at higher frequencies that may be reﬂected. Further
considering that the highest frequency component may increase slightly, it is advised to
conservatively oversample to ensure that the signal can accurately be reconstructed. Thus,
for capturing the highest frequency energy, a sample rate of 5 minutes is a good choice,
though this rate could be relaxed to 10 minutes without a grave loss of information.
However, this approach may not detect the existence of an even higher frequency
component than can be measured with our current sample rate. This component may show
up as aliased energy at a lower frequency and, in that case, could be detected by using a
low-pass ﬁlter on the signal and comparing the resulting PSD against the original PSD. In
this case, this method yielded no diﬀerence, making us conﬁdent that we are sampling often
enough to capture our phenomenon and validating our initial guess at a sampling frequency.
Beyond the diurnal and semi-diurnal components, the PSD presents other signiﬁcant
components at higher frequencies representing periods of 0.45, 0.89, and 0.92 hours. The
natural cycles associated with these components are not immediately discernible (unlike
the diurnal and semi-diurnal components). In fact, in observing both temperature and
relative humidity data reported by multiple nodes from each of the three deployments, a
mystery component shows up in the PSD with a period between 45 minutes and slightly
over an hour. This led us to a few possible conclusions: (1) these components somehow
arose due to our software data generation or processing means, (2) our sensor, which takes
both the relative humidity and temperature readings, produces the components as an
57Figure 6.8: The power spectral density of the temperature signal shows a small number of
well-deﬁned frequency components, including diurnal and semi-diurnal components.
58artifact, or (3) we are observing a real component of the signal. We sought to more deeply
examine these possibilities.
One possibility that could have created phantom components in the PSD is sample jitter,
caused by samples being delayed or taken too early. We hypothesized that the signal might
consistently be sampled at a period other than 300 seconds due to a repetitive process on
the mote, similar to the experience from [40], diverting energy from the diurnal and
semi-diurnal components. In fact, we examined our data and discovered that 26.3% of the
7641 readings that make up the temperature time-series under analysis were a second or
more jittered from the expected 300 second intersample period. To test if this was the
cause of the rogue frequency components, we constructed an ideal signal that concentrated
all of its energy at only the two recognizable components:
y = sin(
2π
43200
x) + sin(
2π
86400
x)
In the time-domain, this signal appears as a simple superposition of two equal amplitude
sinusoids. The PSD of this signal can be seen in Figure 6.9(a). We proceeded to sample
this signal using the jittered timestamps matching our actual data samples and plotted the
PSD, seen in Figure 6.9(b), to see if it diﬀered. As can be seen from these ﬁgures, though
the frequencies spread slightly, the diﬀerence is minimal, leading us to believe that sample
jitter is not the cause of the mystery components.
Another possibility we considered is that the SHT15 sensor caused spurious components to
appear. To evaluate this hypothesis, we performed the same tests on another temperature
dataset from an Indiana University weather station located in Bloomington, IN [41]. This
weather station also provides temperature readings every 5 minutes. Figures 6.10(a) and
(b) show the temperature signal and PSD over the same period as our data from Angelo.
Aside from the recognizable components at 12 and 24 hour periods, there is again a
signiﬁcant component at the period of roughly 0.77 hours (46 minutes). The existence of
this component in data from a separate weather station using diﬀerent sensing equipment
and located geographically far away from our other nodes disproves our hypothesis.
Next, we attempt to isolate the unidentiﬁed components. To this, we use a ﬁnite impulse
59Figure 6.9: The PSD of the ideal signal shows very little diﬀerence if sampled (a) with no
jitter or (b) with over 26% of the samples jittered by at least one second.
Figure 6.10: Temperature signal and power spectral density for the period from 10/10/2007
to 11/9/2007 from a weather station at Indiana University in Bloomington, IN. This data
also shows signiﬁcant energy with a period around 46 minutes.
60Figure 6.11: A low-pass ﬁlter on the original data does has a smoothing eﬀect on the tem-
perature graph, suggesting information loss.
response (FIR) ﬁlter with a corner frequency of 0.006; this represents a proportion of the
total 7641 points to allow. We choose a ﬁlter order of 1000 to ensure a sharp cutoﬀ at our
chosen frequency. Figures 6.11(a) and (b) represent the signal if we select a low pass ﬁlter,
which allows all frequency below the cutoﬀ and attenuates all frequency above it. The
ﬁltered signal is smoothed, suggesting that the ﬁltering process eliminated some of the data
that comprised the signal. Contrasting the PSD to the original PSD from Figure 6.8, the
components with less than one hour of sample period are eliminated, suggesting a
connection between the information loss and these components.
If we reconﬁgure our FIR ﬁlter to instead be a high pass ﬁlter, which attenuates
frequencies below the cutoﬀ and allows frequencies above it, we get the signal and PSD
represented in Figure 6.12. From the time-domain signal, we can see the oscillation that
represents the energy in the PSD. This conﬁrms the existence of this component in the
original measured signal; additionally, though we do not include graphs, these oscillations
appear in the data from the Indiana weather station as well.
Though we do not arrive at a deﬁnite conclusion, the appearance of these components is
curious and deserves further study. We have not yet been able to attribute these
components to any natural process, but we intend to investigate further by seeing how the
period of the signal varies at diﬀerent latitudes and looking for connections with natural
61Figure 6.12: A high-pass ﬁlter isolates the mystery components and conﬁrms their existence
in the time-domain signal.
phenomena such as cloud cover. Additionally, we will analyze other natural signals using
similar Fourier analytical techniques and hope to uncover more mysteries in future work.
6.4 Lessons Learned
This section seeks to capture the key lessons learned from our deployment experience. This
is not, however, a deﬁnitive list; the exercise and speciﬁcs of deploying a sensor network
cannot be fully understood until it is actually done. Our experience presented a number of
challenges and issues to improve upon, each of which we discuss in turn.
Solar Panel Selection. This need for a diﬀerent solar panel, caused by the spotting
problem introduced earlier in Section 6.2, led to our discovery of ﬂexible panels from
PowerFilm. After initial tests, we discovered that the cells in these panels are all in
parallel, so that when faced with partial occlusions, they are still able to harvest
appreciable amounts of solar energy. From their line of panels, we have selected a
4.8V-150mA panel [42], which is nearly twice as large but produces slightly more solar
energy than our existing panel. Initial tests on nodes deployed under trees have been
promising, with maximum currents reaching above 120 mA. Additionally, the ﬂexibility of
this panel allows us to explore rounded deployment, enabling the panel to provide some
62amount of solar energy from many diﬀerent angles, a factor that could prove extremely
useful in a forest with highly dynamic shadow patterns over the course of a year.
Battery Sizing. Increasing the battery size also has surprising implications. With the low
daily consumption of a well-engineered environmental monitoring application, it is
reasonable to size batteries to last for several seasons. In deciduous forests, this would
allow nodes to store up all their energy after the leaves fall. Even in coniferous forests, it
means that energy can be collected when the interaction of the canopy and the sun angle
are most favorable. Our design could simply be augmented by putting multiple 2-cell
battery packs in parallel; this could be an important fail-safe measure when confronted by
a lack of solar energy. In our experience at the forest watershed, nodes lasted nearly 40
days with charged batteries and minimal solar energy input. Thus, two to three more 2-cell
battery packs should be suﬃcient to withstand seasonal variations.
Choice of Output Regulator. Section 4.2.5 presents multiple options for the output
regulator. The choice of a more eﬃcient output regulator such as the MAX1724
(approximately 80% eﬃciency versus 60% for the LTC1751) would increase overall system
eﬃciency and enable longer-term operation from the same energy input. Additionally,
recent work [43] has shown that the variable frequency of the output signal from this
regulator enables ﬁne-grained current monitoring. This could be exploited to monitor node
usage with extremely limited overhead and provide feedback to be used in energy
management decisions on the node. Additionally, this capability could provide more
extensive current consumption testing in advance of deployment. As discussed in
Section 4.2.1, node lifetimes diﬀered greatly partially due to varied average current
consumption. Being able to identify faulty nodes in advance by their large current
consumptions would have lowered the incidence of early failures.
Improved Environmental Hardening. From our deployment in the forest watershed,
half of the nodes were discovered to have standing water inside the enclosure. Though
many of these nodes still operated, the propensity of water to enter the enclosure, in liquid
or vapor form, is unacceptable as it may damage the internal electronic components.
Analysis of the causes of this water led to our discovery that our enclosure was not fully
63Figure 6.13: A deployed node at the forest watershed. The long edge of the enclosure did
not prevent water leaks that may have damaged the electronics on some nodes. Also, on-site
repositioning of the solar panel followed by sealing may not have fully sealed some nodes.
watertight as had been advertised. A picture of a deployed node is in Figure 6.13; the long
dimension of the enclosure did not fully seal when all of the screws of the lid were
tightened. Initial redeployments with this joint wrapped with electrical tape have been
successful. Additionally, during the deployment phase at the forest watershed, nodes were
sealed after the solar panel had been oriented optimally for the speciﬁc site. This sealing
was not always eﬀective in keeping out water; one node failure can be completely
attributed to this. In the future, we would prefer to perform more extensive environmental
tests on the nodes in their completed state before deployment.
Sensor Accuracy. Section 3.2.1 discusses the requirements for each of the sensors in the
suite present on the weather node. In particular on the ﬁrst revision of the node, we
64Figure 6.14: Artiﬁcial heating of the weather node. (a) shows the ﬁrst revision of the node
and (b) shows the second revision. In each case, the node displays a measurement diﬀerence
of up to 20◦ Fahrenheit from a weather station.
believe the attachment of the SHT15 sensor to the entire node caused inaccurate readings,
as seen in Figure 6.4(a), which represents data from the hills yard deployment. As can be
seen in the graph, the measured temperature diﬀers signiﬁcantly – nearly 20◦ Fahrenheit at
its worst - from the temperature reading taken by a more trusted weather station also in
Berkeley. Though some of the diﬀerence may be caused by microclimatic variations (the
weather station was not co-located with the weather node), there are larger discrepancies
when the temperature was at its warmest, a sign that the mass of the entire node was
susceptible to heating and artiﬁcially increasing the air temperature reading.
Unfortunately, as can be seen in Figure 6.4(b), the ﬁx of suspending the SHT15 below the
node did not reduce the discrepancy in temperature readings between the trusted weather
station and the HydroWatch weather node; the largest diﬀerence is still roughly 20◦
Fahrenheit and still occurs when the temperature is the warmest. We intend to look into
better attachment methods to counteract this heating phenomenon. Additionally, we
intend to spend more eﬀort in advance calibrating the sensors we intend to deploy.
6566Chapter 7
Conclusion
We began this work with the goal of creating a microclimate monitoring sensor network
that would produce long-duration, spatially-dense, and scientiﬁcally-trusted datasets. As
part of this eﬀort, we created a general model for the design of wireless sensor networks for
environmental monitoring applications. In accordance with this, we present our design of
the HydroWatch weather node. Additionally, in designing this node, we present a model
for micro-solar power subsystems for wireless sensor networks. Though similar models exist
for macro-solar power systems, this realm presents an entirely diﬀerent set of requirements
and challenges. Our model is composed of models of each of the constituent components
and enabled us to plan for the capacity required by our application, arriving at a
conclusion that half an hour of sunlight per day is an appropriate requirement for these
nodes to operate perpetually. This approach enabled us to provision our system speciﬁcally
for the application load we expected, including a low-power multi-hop networking stack, a
critical component for building large-extent, low-duty-cycle, and highly-scalable sensor
networks. Then, we designed our solar-energy harvesting module based on the energy
budget predicted by an astronomical model of the sunlight we could expect to see at our
deployment location. In addition, we augmented our system with circuit monitoring
capabilities to enable further analysis of performance and iterative improvements to guide
future design of micro-solar power subsystems. In a series of deployments of the
HydroWatch weather node created in accordance with our model, we discovered that our
67prediction of available sunlight was accurate for an urban neighborhood setting, yet highly
optimistic for a forest watershed. With this empirical observation and our experiences in
the deployment process, we identiﬁed the key ﬂaws in our design and identiﬁed potential
solutions to the challenge of designing a node that could operate indeﬁnitely in forested or
otherwise solar-challenged environments. We also provide a unique method for analyzing
sampling frequency by using traditional signals and Fourier analytical techniques. This
method may have even uncovered a previously unknown (as far as we are aware) frequency
component in natural signals, highlighting an intriguing aspect of systems research – many
new challenges and observations can only be made by collecting data empirically. At the
same time, this requires systems that can be trusted to provide scientiﬁcally sound data.
In total, our experience provides insight into the unique issues that arise from designing
micro-solar powered sensor network systems. We will expand on this work by addressing
these issues, including choosing components that allow for more eﬃcient use of energy and
more accurately calibrating in order to produce more trusted sensor results, as well as
expanding the scale of the network and the choices for sensor suite on each node.
Eventually, our eﬀorts will produce a large sensor network that will indeﬁnitely generate
long-duration, multi-modal hydrological datasets that will assist scientists attempting to
solve the critical problem of global climate change.
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