The problem of recovering a low-rank matrix from the linear constraints, known as affine matrix rank minimization problem, has been attracting extensive attention in recent years. In general, affine matrix rank minimization problem is a NP-hard. In our latest work, a non-convex fraction function is studied to approximate the rank function in affine matrix rank minimization problem and translate the NP-hard affine matrix rank minimization problem into a transformed affine matrix rank minimization problem. A scheme of iterative singular value thresholding algorithm is generated to solve the regularization transformed affine matrix rank minimization problem. However, one of the drawbacks for our iterative singular value thresholding algorithm is that the parameter a, which influences the behaviour of non-convex fraction function in the regularization transformed affine matrix rank minimization problem, needs to be determined manually in every simulation. In fact, how to determine the optimal parameter a is not an easy problem. Here instead, in this paper, we will generate an adaptive iterative singular value thresholding algorithm to solve regularization transformed affine matrix rank minimization problem. When doing so, our new algorithm will be intelligent both for the choice of the regularization parameter λ and the parameter a.
Introduction
The problem of recovering a low-rank or approximately low-rank matrix from the linear constraints, known as affine matrix rank minimization (AMRM) problem, has been attracting extensive attention in recent years. Many applications such as minimum order system and low-dimensional Euclidean embedding in control theory [1, 2] , and collaborative filtering in recommender systems [3, 4] can be captured by solving the problem (AMRM). In mathematics, the problem (AMRM) can be described as the following minimization:
where A : R m×n → R d is the linear map and the vector b ∈ R d . Without loss of generality, in this paper, we assume m ≤ n. One important special case of the problem (AMRM) is the matrix completion (MC) problem [3, 5, 6, 7, 8, 9, 10] :
which has been widely applied in famous Netflix problem, image inpainting problem, and so on. However, the problem (AMRM) is a challenging nonconvex optimization problem and is known as NP-hard [10] . Motivated by the recent development of non-convex relaxation approach in sparse signal recovery problems [11, 12, 13] , in our latest work [14] , a continuous promoting low-rank non-convex function
aσ i (X) aσ i (X) + 1 (3) in terms of the singular values of matrix X is considered to substitute the rank function rank(X) in the NP-hard problem (AMRM), where σ i (X) represents the i-the largest singular value of matrix X, and the non-convex function ρ a (t) = a|t| a|t| + 1 (a > 0) (4) is the fraction function. It is clear to see that the non-convex function P a (X) has the rank approximation property [14] , with the change of parameter a > 0, it approximates the rank of matrix X:
Thus, by this transformation, we finally relax the NP-hard problem (AMRM) into the following transformed affine matrix rank minimization (TrAMRM) problem:
where the non-convex surrogate function P a (X) is defined in (3) . Unfortunately, although we relax the NP-hard problem (AMRM) into a continuous problem (TrAMRM), this relaxed problem is still computationally harder to solve due to the non-convex nature of the function P a (X), in fact, it is also NP-hrad. In [14] , we considered its regularization version:
where λ > 0 is the regularization parameter.
As the unconstrained form, the problem (RTrAMRM) possesses much more algorithmic advantages. One nice property of fraction function is that the proximal operator of fraction function has closed form analytical solutions for all values of parameter a. A scheme of iterative singular value thresholding algorithm (called ISVTA-Scheme 2 in [14] ) has been devised and studied for some low-rank matrix recovery problems in our latest work [14] . A large number of numerical experiments have shown that the ISVTA-Scheme 2 can recover a low-rank matrix very well; however, we find that the parameter a, which influences the behaviour of non-convex fraction function ρ a in ISVTA-Scheme 2, needs to be determined manually in every simulation. In fact, how to determine the optimal parameter a in every simulation is also a very hard problem. Unlike previous proposed ISVTA-Scheme 2 where the parameter a needs to be determined manually in every simulation, in this paper, we will generate an adaptive iterative singular value thresholding algorithm (AISVTA) to solve the problem (RTrAMRM) which is intelligent both for the choice of the regularization parameter λ and the parameter a.
The rest of this paper is organized as follows. In Section 2, we first review some known results from our latest work [14] for our previous proposed ISVTA-Scheme 2, and then generate the AISVTA to solve the problem (RTrAMRM). In Section 3, we test our algorithm on an image inpainting problem. Finally, we give some concluding remarks in Section 4.
Algorithms for solving the problem (RTrAMRM)
In this section, we first review some known results from [14] for our previous proposed ISVTA-Scheme 2, and then generate our AISVTA to solve the problem (RTrAMRM). Unlike our previous proposed ISVTA-Scheme 2 where the parameter a needs to be determined manually in every simulation, our newly proposed AISVTA will be intelligent both for the choice of the regularization parameter λ and the parameter a.
Iterative singular value thresholding algorithm (ISVTA)
Define the proximal mapping of the non-convex function P a (X):
we can get the following crucial result.
In the following, the ISVTA is generated to solve the problem (RTrAMRM). We consider the following regularization function
and its surrogate function
for any λ > 0, µ > 0 and Z ∈ R m×n . When we set 0 < µ ≤ 1
Under the condition 0 < µ ≤ 1
, if we suppose that the matrix X ⋆ ∈ R m×n is a minimizer of the function C λ (X), then
which implies that X ⋆ is also a minimizer of C λ,µ (X, X ⋆ ). On the other hand, C λ,µ (X, Z) with Z = X ⋆ can be reexpressed as
). This implies that for any fixed λ > 0,
By Lemma 1, the minimizer X ⋆ of minimization (16) is given by
where
With the representation (17), the ISVTA for solving the problem (RTrAMRM) can be naturally given by
The basic convergence theorem of iteration (18) can be stated as below.
Theorem 1 (see [14] ) Let {X k } be the sequence generated by the iteration (18) with the step size µ satisfying 0 < µ < 1
According to iteration (18), in [14] , two schemes of ISVTA (ISVTA-Scheme 1 and ISVTA-Scheme 2) are generated to solve the problem (RTrAMRM). Especially, in ISVTA-Scheme 2 [14, 15] , and adaptive strategy is accepted to select the proper regularization parameter λ.
Suppose that the matrix X ⋆ of rank r is the optimal solution to the problem (RTrAMRM). In each iteration, the regularization parameter λ can be selected as
where ξ > 0 is a very small small positive number such as 0.01 or 0.001. Using the adaptive strategy (19), the ISVTA-Scheme 2 will be adaptive for the choice of the regularization parameter λ in each iteration. The ISVTA-Scheme 2 is summarized in Algorithm 1.
Algorithm 1 : ISVTA-Scheme 2 [14] )
), a = a 0 (a 0 is a given positive number), ξ > 0 is a very small positive number such as 0.01 or 0.001, k = 0; Initialize:
A large number of numerical experiments on some completion of low-rank random matrices and image inpainting problems have shown that the ISVTA-Scheme 2 performances very well in recovering a low-rank matrix compared with some state-of-art methods. One of the drawbacks for our ISVTA-Scheme 2 is that the parameter a, which influences the behaviour of non-convex fraction function ρ a , needs to be determined manually in every simulation. In fact, how to determine the best parameter a is not an easy problem.
Adaptive iterative singular value thresholding algorithm (AISVTA)
Different from our previous proposed ISVTA-Scheme 2 where the parameter a needs to be determined manually in every simulation, in this section, we will generate an adaptive iterative singular value thresholding algorithm (AISVTA) to solve the problem (RTrAMRM). AISVTA will be intelligent both for the choice of the regularization parameter λ and the parameter a, which is one of the advantages for the AISVTA compared with the our previous proposed ISVTA-Scheme 2. 
whereH a,λµ (σ(B µ (X k ))) = h a,λµ (σ 1 (B µ (X k )),h a,λ (σ 2 (B µ (X k ))), · · · ,h a,λ (σ m (B µ (X k ))) ⊤ ,
In the following description, we will generate an adaptive rule for the choice of the parameters λ and a in our iteration (24). When doing so, the iteration (24) will be adaptive both for the choice of the regularization parameter λ and parameter a. 1) Adaptive for the choice of parameter a: Note that the parameter a in iteration (24) should be satisfied 0 < a ≤ 1 √ λµ . Therefore, we can choose the parameter a as
where τ ∈ (0, 1] is a given positive number. When we set a = τ √ λµ , the threshold functiont a,λµ = λµa 2 can be rewritten as
To see clear that once the value of the regularization parameter λ is determined, the parameter a can be given by (25), and therefore the iteration (24) will be adaptive for the choice of the parameter a. For the choice of the proper regularization parameter λ, here, the rule which is used to select the proper regularization parameter λ in our previous proposed ISVTA-Scheme 2 is again used to select the proper regularization parameter λ in iteration (24).
2) Adaptive for the choice of regularization parameter λ: Let the matrix X ⋆ of rank r be the optimal solution to the problem (RTrAMRM) under the condition a = τ √ λµ . Then, the following inequalities hold
which implies that
The above estimation provides an exact location of the regularization parameter λ. Here, we can choose the regularization parameter λ as
where α ∈ [0, 1). When we set α = 0, a most reliable choice of the proper regularization parameter λ specified by
Combing with (25) and (27), we can get an adaptive strategy for the choice of regularization parameter λ and parameter a in iteration (24):
In each iteration, we can approximate the optimal solution X ⋆ by X k . Then, in each iteration, the proper regularization parameter λ and parameter a in iteration (24) can be selected as
where τ ∈ (0, 1].
Algorithm 2 : AISVTA
, τ ∈ (0, 1], k = 0;
It is important to note that, in some iterations, the value of λ ⋆ k may be 0. If λ ⋆ k = 0, by (29), the value of a ⋆ k may be +∞. In computer operations, we must try to avoid this situation. In fact, if λ = λ ⋆ k = 0 in some iterations, the minimization problem
will reduces to min
Under this situation, the minimizer of (30) can be written as
This implies that, during the iteration process, the situation a ⋆ k = +∞ can be completely avoided.
By above operations, the iteration (24) will be adaptive for the choice of the regularization parameter λ and parameter a in each iteration. The iteration (24) with the parameter choice strategy (29) is our AISVTA, and it is summarized in Algorithm 2.
Numerical experiments
In this section, to study the performance of the proposed AISVTA, some simulation experiments (for image impainting problem) are considered. We compare our AISVTA with our previous proposed ISVTA-Scheme 2 on an image inpainting problem (Low-rank Peppers image inpainting problem) under the noise case. We test these two algorithms on a gray-scale images 256 × 256 Peppers image. We use the SVD to obtain its approximated low-rank image with rank r = 30. The original images, and its low-rank images are displayed in Figure 1 .
Original Peppers image
Low-rank Peppers image, r=30 We let f r = s/r(m + n − r) to denote the freedom ration[17], i.e., the ratio between the number of sampled entries and the 'true dimensionality' of a m×n image of rank r, where s represents the number of randomly sampled entries. If sampling ration is given as sr ∈ [0, 1], in these numerical experiments, the the number of randomly sampled entries s can be obtained by using Matlab code: s = round(sr * m * n). The stopping criterion is defined as
or maximal steps 5000, where X k+1 and X k are numerical results from two continuous iterative steps.
For the given truth low-rank M ∈ R m×n , we measure the accuracy of the generated solution X opt of our algorithms by the relative error (RE)
In low-rank Peppers image impainting problem, the observed entries are polluted by noise:
where ξ 1 ∈ (0, 1), which means that P Ω (Q) = P Ω (M ) + P Ω (ξ 1 * E). In these numerical experiments, the noise E is generated by Matlab code:
In AISVTA, we set τ = 0.45 and µ = 0.99. In ISVTA, we set a = 1, µ = 0.99 and ξ = 0.01. All the simulation experiments are performed using the Matlab R2015b on ThikPad S2 (Intel(R) Core(TM) i7-8565U CPU @ Table 1 reports the numerical results of AISVTA and ISVTA-Scheme 2 for low-rank Peppers image inpainting problem with different SR and ξ 1 . Comparing with these numerical results, we can see that the AISVTA and ISVTA-Scheme 2 have almost the same recovery results, but the AISVTA has a faster running speed with the increasing of the value of ξ 1 .
Conclusions
In this paper, we first review some known results from our lately work for ISVTA-Scheme 2, and then generate an AISVTA to solve the problem (RTrAMRM). Different from our previous proposed ISVTA-Scheme 2 where the parameter a needs to be determined manually in every simulation, the AISVTA will be intelligent both for the choice of the regularization parameter λ and the parameter a, which is one of the advantages for the AISVTA compared with our previous proposed ISVTA-Scheme 2. Numerical experiments on an image inpainting problem have shown that, under the noise case, the AISVTA and ISVTA-Scheme 2 have almost the same recovery results, but the AISVTA has a faster running speed with the increasing of the value of ξ 1 .
