A double-layer-clustering differential evolution by speciation and self-adaptive strategies for multimodal optimization by Liu, Qingxue et al.
A Double-Layer-Clustering Differential Evolution by Speciation and 
Self-Adaptive Strategies for Multimodal Optimization 
Qingxue Liu 
College of Electrical Engineering and Automation, Shandong University of Science and Technology, 
Qingdao, 266590, China 




Department of Mechanical Engineering, Mechatronics, and Industrial Design, Tshwane University of 
Technology, Pretoria, 0001, South Africa 
dushengzhi@gmail.com 
 
Barend Jacobus van Wyk 





Department of Electrical and Electronic Engineering Science, University of Johannesburg, Johannesburg, 
2006, South Africa 
sunyanxia@gmail.com 
Abstract  
Multimodal optimization is to find and maintain as many global and local optima of a 
function as possible. Niching techniques based on multi-population and clustering have been 
proved to be effective and efficacious for tackling the multimodal optimization problems. 
How to enhance the diversity of the population and improve the global search ability of the 
algorithm to locate more optima is a big challenge. To address this objective, a Double-Layer-
Clustering Differential Evolution (DE) based on Speciation (SDLCDE) and integrated it with 
Self-adaptive strategy (SSDLCDE) is proposed to solve the multimodal optimization 
problems. The first layer clustering based on speciation is used to divide the entire population 
into multiple subpopulations to locate the global and local optima. Then all the species seeds 
from each species form a subpopulation for the global search. To test the performance of our 
proposed algorithms, both SSDLCDE and SDLCDE are compared with 17 state-of-art 
niching algorithms on 29 multimodal problems with different dimensions. The Experiment 
results demonstrate that both the proposed algorithms outperform or perform comparably to 
the 17 niching algorithms on all the test functions. 





Evolutionary algorithms such as genetic algorithms, immune algorithms, colony algorithm, 
artificial neural network algorithm, Particle Swarm Optimization (PSO), and more recently 
DE have proved to an rapid and robust global techniques in solving difficult and complex 
optimization problems [1-7]. 
However, classical evolutionary algorithms were usually designed as a task of dealing with 
unimodal optimization problems which have only a single optimum to detect. As we all know, 
in the real-world, many optimization problems are multimodal problems which have multiple 
optimal solutions including global and local optima. Even if some optimization problems 
have only a single global optimum, there are many local optima in the feasible solution space, 
which will guide the algorithm to fall into the local optimum. Furthermore, in real-world 
applications, there is no need to find the global optimal solution because of physical and/or 
cost constraints [8, 9]. For instance, in many cases, it will increase more computational costs 
to get the global optimal solution. In fact, the local optimal solution has been able to meet 
the needs of the actual production. Hence, it is great practical significance to explore and 
study an optimization method for tackling multimodal optimization problems. 
The niche is a concept of biology, which refers to a kind of living environment and in a 
specific ecosystem. In the environment, living beings always evolve with species that have 
the same characteristic; thereby different species form different niches. Actually the essence 
of niching technique is to find multiple global optima of the multimodal problems as well as 
local optima by forming and maintaining different niche (species) [10, 11]. Inspired by this 
characteristic of species, a number of techniques commonly called as “niching” methods have 
been proposed and developed in the past, which were specially designed to solve multimodal 
optimization problems. In general, niching methods are combined with a classical 
evolutionary algorithm, and divide a single population into multiple stable subpopulations; 
each subpopulation is then responsible for searching for one of multiple optima.  
In evolutionary algorithm literatures, some classical examples include which include 
crowding [12], fitness sharing [13], deterministic crowding [14], sequential niche technique 
[15], clustering [16], restricted tournament selection [17], clearing [18], parallelization [19], 
and species [20]. In 2002, for the first time, a niching PSO method was proposed to handle 
multimodal optimization problems [21]. From then on a number of niching techniques were 
integrated with PSO to tackle multimodal optimization problems, such as fitness Euclidean 
distance ratio based PSO (FER) [22], species-based PSO (SPSO) [9, 23], ring topology PSO 
(including r3pso, r2pso, r3pso-lhc and r2pso-lhc) [2], niching PSO with local search [24], 
and distanced-based locally informed PSO (LIPS) [25]. 
The basic DE is a relative new and simple optimization technique compared with other 
evolutionary algorithms. Since the DE algorithm was proposed, it has been successfully 
applied to solve various real-world problems from the different areas of science and 
technology. In recent years, numerous new variants of DE algorithm have been developed 
using neighborhood mutation based on Euclidean distance, such as neighborhood based 
crowding DE (NCDE), neighborhood based speciation DE (NSDE), and neighborhood based 
sharing DE (NShDE) [24]. Subsequently another variant of DE with clustering partition, has 
also been proposed to deal with multimodal optimization problems, which includes CCDE, 
CSDE, Self-CCDE, and Self-CSDE [26].  
However, both neighborhood mutation and clustering partition strategies are in essence 
that a single population is divided into many stable subpopulations in order to detect multiple 
optimal or suboptimal solutions. Just like basic DE algorithm, this multi-population strategy 
will also suffer from the problem of falling into local optima, when it is applied to multimodal 
optimization problems. For instance, as the evolution process moves on, if all the individuals 
gather around some of the peaks, and don’t cover all the peaks, it will be extremely difficult 
for them to escape from this area to find new peaks.  
An efficient niching optimization algorithm should meet at least two requirements. First, 
it tries to maintain the diversity of population to locate as many optima as possible. Second, 
in order to cover the regions of all the peaks, it has the ability of escaping of the local optimal 
to search for the new peeks. To address the two above-mentioned issues, in this paper, a 
double-layer-clustering DE based on speciation (SDLCDE) is proposed, and the SDLCDE 
algorithm combined with self-adaptive parameter control strategy, named Self-adaptive 
SDLCDE (SSDLCDE), was also given. The details of the two methods are described in the 
section 3. Our algorithms have two layers structure, in the first layer, the whole population is 
divided into a number of independent subpopulations using speciation technique. Soon 
afterwards, these subpopulations located respectively the global optima and the local optima. 
This layer structure is responsible for locating as many optima as possible. Moreover, there 
is no competition among niches (subpopulations), and each niche evolves independently so 
that the diversity of population is maintained during the iteration of the algorithm. For the 
second layer structure, species seeds from each subpopulation of the first layer are formed 
into a new subpopulation to detect the missed optima in the entire solution space. This layer 
structure increases the exploration ability of the algorithm, which help to individuals escape 
from the local optimal. 
The remainder of this paper is organized as follows. Section 2 describes the basic DE 
algorithm and introduces the background of the speciation and reviews the classical 
speciation-based niching techniques. In Section 3, the proposed algorithms SSDLCDE and 
SDLCDE are described and presented in sufficient details. Section 4 gives the problems 
definition and the corresponding experimental setup. The experiment results are discussed 
and presented in Section 5. Finally, Section 6 concludes this paper with pertinent observations. 
 
2. Scientific Background and Related Works 
 
A. Basic DE Algorithm 
 
1) Differential Evolution 
The basic DE algorithm was introduced by Storn and Price in [5, 27], which implements 
four main steps (including initialization, mutation, crossover, and selection operations) to 
update the population during the iteration. The standard DE algorithm has three key 
parameters: 1) population size NP; 2) crossover probability CR; scaling factor F.  
For an optimization problem with D dimensions, the ith individual xi (so-called target vector) 
in the population of DE is represented as 
,1 ,2 ,[ , , , ]i i i i Dx x x x=     i = 1, 2, … , NP    (1) 
Where, NP is the population size. 
 
2) Mutation Operation 
At each generation G, DE implements the mutation operation to produce a mutant vector 
vi by a mutation strategy. Some mutation strategies used in recent years are given as below: 
“DE/rand/1”[28]: 1 2 3( )i r r rv x F x x= + −                                  (2) 
“DE/rand/2”[29]: 1 2 3 4 5( ) ( )i r r r r rv x F x x F x x= + − + −                       (3) 
“DE/best/1”[28]: 1 2( )i best r rv x F x x= + −                                       (4) 
“DE/best/2”[28]: 1 2 3 4( ) ( )i best r r r rv x F x x F x x= + − + −                          (5) 
“DE/current-to-rand/1(without crossover)”[30, 31]:  
1 i 2 3( ) ( )i i r r ru x K x x F x x= + − + −                              (6) 
“DE/current-to-best/1”[28, 32, 33]:  
i 1 2( ) ( )i i best r rv x F x x F x x= + − + −                             (7) 
“DE/current-to-best/2”[33]: 
1 2 3 4( ) ( ) ( )i i best i r r r rv x F x x F x x F x x= + − + − + −                (8) 
“DE/current-to-pbest/1(without archive)”[34]:  
i 1 2( ) ( )i i pbest r rv x F x x F x x= + − + −                            (9) 
“DE/current-to-pbest/1(with archive)”[34, 35]:  
1 2( ) ( )i i pbest i r rv x F x x F x x= + − + −                             (10) 
“DE/rand-to-best/1”[28, 33]: 1 1 2 3( ) ( )i r best r r rv x F x x F x x= + − + −                (11) 
“DE/rand-to-best/2”[33]: 
1 1 2 3 4 5( ) ( ) ( )i r best r r r r rv x F x x F x x F x x= + − + − + −              (12) 
In the equations (2) – (12), the indices r1 – r5 are generated randomly once for each mutant 
vector within the range [1, NP]. Furthermore, they must be mutually exclusive and different 
from the index i. F is the scaling factor which is a positive control parameter for scaling the 
difference vector. K in Equation (5) is randomly chosen within the range [0, 1]. xbest is the 
best individual with the best fitness value in the population. xpbest in equation (9) and (10) is 
randomly chosen as one of the top 100p% individuals in the current population with p ranging 
on [0, 1]. 
 
3) Crossover Operation 
After the mutation phase, using each pair of the target parent vector xi and its 
corresponding mutant vector vi, crossover operation is employed to generate a trial vector 
ui,j. For the basic DE algorithm, DE implements the binomial (uniform) crossover operation 
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                                        (13) 
Where, i = 1, 2, … , NP, j = 1, 2, … , D, jrand is a randomly chosen natural number in the 
range [0, D], CR is the crossover probability, which is a user-specified control parameter of 
DE, and randi,j is a uniform random number in the range [0, 1]. In fact, owing to the 
introducing of randi,j, it is guaranteed that the trial vector ui,j differ from its target vector xi. 
 
4) Selection Operation 
At the last stage, the selection operation is performed by comparing the target parent vector 
xi with the corresponding trial vector ui. The one with the best function value is selected to 
the next generation. For the maximization problem, the selected vector is given by 
1  ,  if  ( ) ( )















Similar to niching algorithms, speciation is essentially a centroid-based clustering 
technique by which a whole population is divided into multiple different species centered a 
species seeds [20, 21, 36, 37]. Whereas speciation doesn’t strictly belong to the classical 
clustering method, such as density-based method, hierarchical clustering method, and k-
means method, it simplifies the clustering process elitist-based niching though designating 
the best-fit individual of the remaining population to as species seed [38]. In 2002, a species 
conserving genetic algorithm was proposed to solve multimodal optimization problems and 
has proved to be very effective [20]. Subsequently, a species-based PSO was proposed, and 
the experiments showed that it is very effective in handling multimodal optimization 
functions with lower dimensions [8, 9]. However, in order to achieve a good performance, 
the value of the niching radius must be specified which need to depend on the prior 
knowledge of the researchers. With respect to DE algorithm, species-based DE (SDE) is a 
classical DE algorithm proposed in 2005 [39], and its process is summarized in Algorithm 1. 
Based on the SDE, another two DE algorithm for multimodal problems were developed 
which are neighborhood-based SDE (NSDE) [24] and cluster-based SDE with self-adaptive 
strategy (Self-CSDE) [26], respectively. The pseudocodes of both methods are presented in 
Algorithm 2 and 3. 
 
Algorithm 1 Species-based DE (DE) 
Step 1 Randomly generate NP number of initial trial solutions. 
Step 2 Evaluate all individuals in the population. 
Step 3 Sort all individuals in descending order of their fitness values. 
Step 4 Determine the species seeds for the current population: the most-fit individual will 
be set as the first species seed. Then all individuals are checked in turn from the 
most-fit to the least-fit against the species seeds found so far. If an individual does 
not fall in the radius of any seeds, it will be identified as next species seed. 
Step 5 For each species, execute the basic DE algorithm: 
5.1 If a species has less than m individuals, then randomly generate new individuals 
within the radius of the species seed until there are m individuals in the species. 
5.2 If the offspring’s fitness is the same as its species seed, replace this offspring 
with a randomly generated new individual. 
End For 
Step 6 Stop if a termination criterion is satisfied. Otherwise go to Step 3. 
 
Algorithm 2 Neighborhood-based SDE (NSDE) 
Step 1 Randomly generate NP number of initial trial solutions. 
Step 2 Evaluate all individuals in the population. 
Step 3 Sort all individuals in descending order of their fitness values. 
Step 4 While the sorted population is not empty 
Determine the species seed which is the most-fit unprocessed individual. Find the 
parametrically most similar (in Euclidean distance) m individuals of the species 
seed and set them as one species. Delete the processed individuals for the current 
population. 
End While 
Step 5 For each species, execute a basic DE algorithm: 
If the offspring’s fitness is the same as its species seed, replace this offspring with 
a randomly generated new individual. 
End For 
Step6 Keep only the NP most-fit (function value) individuals from the combined 
population. 
Step 7 Stop if a termination criterion is satisfied. Otherwise go to Step 4. 
 
 
Algorithm 3 Custer-based SDE with self-adaptive strategy (Self-CSDE) 
Step 1 Set Crm = 0.5 and initialize a population P of NP individuals in the search space 
randomly. 
Step 2 Evaluate all individuals in the population. 
Step 3 Sort all individuals in descending order of their fitness values. 
Step 4 For i = 1 to NP/M 
Determine the species seed which is the most-fit unprocessed individual. 
Combine M-1 individuals of the population P, which are nearest to the species 
seed, with the species seed to form subpopulation subpopi. Delete these M 
individuals from the current populations. 
End For 
Step 5 Set  = CrS φ . 
For each subpopulation subpopi 
For each individual in subpopi 
4.1 Pick r1, r2, r3 from the subpopi and generate mutation vector using Equation 
(2). 
4.2 Generate the crossover probability and use the crossover operation of DE to 
produce the trial vector. 
4.3 Evaluate offspring uj using the fitness function. 
4.4 Compare the fitness of uj with the most similar individual xs (in Euclidean 
distance) in subpopi. If ( )  ( ) ,  = j s s jf u f x x u≥ , save the respective crossover 
probability in SCr 
End For 
End For 
Step 6 Update Crm = mean(SCr). 
Step 7 Stop if a termination criterion is satisfied. Otherwise go Step 3. 
 
 
3. Proposed algorithms 
 
A. Motivation 
The main objective of a multimodal optimizer is to detect as many peaks as possible and 
to ensure that they are not lost in the case of a limited population size. To address such issues, 
numerous techniques have been developed by neighborhood mutation strategy or speciation, 
or clustering, or arithmetic recombination such as NCDE [24], NSDE[24], NShDE [24], 
Speciation-based DE [9], Self-CCDE [26], Self-CSDE [26], and EARSDE [38]. However, 
as the evolution process moves on, once all the members gather around some of the peaks, it 
is extremely difficult for them to escape from this area, and to find new peaks. In order to 
overcome this problem, a Double-Layer-Clustering Differential Evolution by Means of 
Speciation (SDLCDE) was proposed, and the SDLCDE algorithm integrated with Self-
adaptive parameter control strategy (SSDLCDE) was also proposed in this paper. The details 
of the two algorithms are described in the following subsections. 
 
B. Double-Layer-Clustering Strategy 
 
For the basic DE version [31, 32, 34, 40-47], it is designed to deal with unimodal problems 
which have single global optimum in the entire solution space. In this version, the mutation 
operation is performed between randomly picked individuals from the whole population. 
This will let any two particles to generate the different vector in DE/rand/1, even if the two 
particles are far apart from each other. However, in the final search stage of evolution, all 
members in general cluster around the global optimum, which result in the diversity loss of 
the population. So the global version can only solve a unimodal problem with single global 
solution, and it can’t deal with a multimodal problem, efficiently. 
Hence, when solving a multimodal problem, all the optima need to be detected 
simultaneously. Moreover, numerous subpopulations need to distribute and maintain around 
different peaks. In recent years, some researchers used the improved DE technique to tackle 
multimodal problems by multi-population strategy, such as CDE [48], species-based DE [9], 
NCDE [24], NSDE [24], NShDE [24], CCDE [26], CSDE [26], Self-CCDE [26], Self-CSDE 
[26], ARSDE [38], and EARSDE [38]. The multi-population method is that the entire 
population is divided into multiple subpopulations by clustering, and then each subpopulation 
is responsible for locating different optimal regions. As the evolution process moves on, all 
the individuals evolve to some optimal point. However, just like the global version, the multi-
population strategy also has the diversity loss problem in the later stage of evolution, 
especially for a function in which the space distance between different peeks is large. The 
general clustering mechanism can’t enable any of the optima to be found as the difference 
vectors must be generated using individuals from different optimal regions with relatively 
large magnitudes. Under these circumstances, it is very difficult for these individuals to run 
away from the region to search for the rest optima. Therefore, how to locate as many peaks 
as possible; meanwhile, maintain the diversity of the population so that the rest optimal 
regions can be covered by some members, is a challenging topic.  
In order to address this issue, the Double-Layer-Clustering Strategy was proposed. In this 
strategy, we adopted double layers search mechanism. For the first layer clustering, inspired 
by the partition scheme of SPSO algorithm [9], a species-based clustering partition was used 
to divide the whole population into many subpopulations with clustering partition. Each 
subpopulation has M individuals which are used to generate M-1 (except the species seed) 
offspring by basci DE algorithm. As the iteration goes on, each subpopulation will move 
toward the nearby peak. 
As mentioned above, there is one individual (namely species seed) in every subpopulation, 
which does not employ DE operation. For the second layer clustering, these species seeds are 
formed a new subpopulation to perform global search by DE. The second layer search can 
help to detect the missing peaks which were not found by the first layer clustering. To further 
illustrate the operation mechanism of the second layer clustering, Fig.1 is presented. As can 
be seen, S1 – S4 are species seeds of the first layer subpopulations, O1 – O5 are the optima 
to be detected, and O5 was not located by the first layer subpopulations. Since the 
subpopulation consisted of species seeds runs the global DE algorithm, it is likely to find the 
missing peak O5. 
 
Fig.1. Illustration of operation mechanism of Double-Layer-Clustering strategy. 
 
C. Self-Adaptive Strategy 
 
DE algorithm has two important parameters [27, 49], one is the crossover probability (CR), 
the other is scaling factor (F). They play a significance role in the performance of algorithm. 
A number of effective adaptive or self-adaptive parameter control approaches have been 
proposed [26, 31, 34, 35], which help to improve search ability of DE algorithm. According 
to this recommendation, a self-adaptive DE strategy was developed which is similar to the 
adaptation strategy adopted in the literature [34]. 
At each generation G, let CRi be the crossover probability of every individual xi, it is 
generated according to the following normal distribution. 
 = randn ( ,0.1)i iCR CRµ                                (15) 
where, μCR is the mean value and 0.1 is the standard deviation value of CRi. Note that CRi 
must be truncated to [0, 1] if necessary after calculation. Denote SCR as the set of any CRi 
that generates the improved solutions at generate G. The meanμCR is initialized to be 0.5 
which is updated at the end of each generation as 
 = (1 ) mean( )CRCR c CR c Sµ µ− ⋅ + ⋅                       (16) 
where, c is a positive constant between 0 and 1 and “mean” is a function expression which 
calculates the usual arithmetic mean value of the set of SCR. 
Similarly, at each generation G, the scaling factor Fi of each individual xi is independently 
updated according to Cauchy distribution which is as follows: 
randc ( ,0.1)i iF Fµ=                                   (17) 
where, μF is the location parameter and 0.1 is the scale parameter of the Cauchy 
distribution. Note that Fi must be truncated to the interval of [0, 1], it will be regenerated if 
it is more than 1 or less than 0 after the update. Denote SF as the set of any Fi that generates 
the successful solutions at generation G. The initial value of the parameterμF is set to 0.5 
which is updated at the end of each generation as 
 = (1 ) mean( )FF c F c Sµ µ− ⋅ + ⋅                         (18) 
where, c and “mean” are the same to Equation (16) 
 
D. Algorithm Framework 
 
It is necessary to emphasize that in this paper, we intend to use the species-based Double-
Layer-Clustering technique and the self-adaptive strategy to improve the performance of the 
proposed algorithm. First, M subpopulations are generated according to the species-based 
clustering partition strategy. For each species, execute a global DE variant. Second, M species 
seeds from M subpopulations are formed into one subpopulation, and then a global DE 
variant is also perform in this subpopulation. The steps of SSDLCDE were presented 
Algorithm 4. Note that the greedy selection scheme was employed in both the first and the 
second layer clustering. 
 
E. Complexity Analysis 
 
As we all know, the complexities of the basic DE and CDE are O(D•NP) and O(D•NP2), 
respectively. In SSDLCDE algorithm, compared to CDE, there are actually two more 
operators than it, one is clustering partition strategy, and the other is the self-adaptive strategy. 
The computational complexity of clustering partition in the first layer clustering is O(D•NP2), 
depending on which, the computational complexity of clustering partition in the second layer 
clustering is also naturally obtained. Since the clustering partition in the second layer 
clustering does not occupy computational resources, the total computational complexity is 
still O(D•NP2). Therefore, added the complexity O(D•N2) of the self-adaptive and the 
complexity O(D•NP2) of CDE, the computational complexity of SSDLCDE algorithm 








Algorithm 4 The proposed SSDLCDE 
Step 1 Randomly generate NP number of initial trial solutions xi in the search space. 
Where, i = 1, 2, … , NP. 
Step 2 Evaluate all individuals in the population. 
Step 3 Set μCR = 0.5, μF F = 0.5, c = 0.1, SCR = Φ, SF =Φ. 
Step 4 Sort all individuals into the population sortpop in descending order of their fitness 
values. 
Step 5 For j = 1 to NP/M 
5.1 Determine the species seed jx  which is the best (fitness value) unprocessed 
individual. 
5.2 Combine M-1 individuals of the population sortpop, which are nearest (in 
Euclidean distance) to the species seed jx , with jx  to form the subpopulation 
subpopj. And then remove these M individuals from the current population 
sortpop. 
5.3 For each individual (except for xs) in subtpopj. 
5.3.1 Pick r1, r2, r3 from the subtpopj and generate mutation vector using 
equation (2). 
5.3.2 Generate the crossover probability and the scaling factor, and then use the 
crossover operation of DE to produce the trial vector. 
End For 
End For (Note that at this time, a total of NP-M offspring were generated.) 
Step 6 For each species seed jx , which form a new subpopulation. 
6.1 Pick r1, r2, r3 from the new subpopulation and generate mutation vector using 
equation (2). 
6.2 Generate the crossover probability and the scaling factor, and then use the 
crossover operation of DE to produce the trial vector. 
End For 
Step 7 For i = 1 to NP 
7.1 Evaluate the offspring ui using the fitness function. 
7.2 Compare the fitness of ui with the most similar individual (in Euclidean 
distance) in population. if ui has a better fitness, replace the most similar 
individual with ui, and save the crossover probability and the scaling factor in 
SCR and SF, respectively. 
End For 
Step 8 UpdateμCR = mean(SCR), μF = mean(SF). 
Step 9 Stop if a termination criterion is satisfied. Otherwise go to Step 2. 
 
 
4. Experimental Setups 
 
A. Compared Algorithms 
 
To determine the advantages of our algorithms, SSCDE and SCDE were compared with 
multiple state-of-the-art niching algorithms. In total, 19 different multimodal techniques are 
considered in our experiments, which are frequently cited in many literatures. 
1) SSCDE: 
2) SCDE: 
3) CDE [48]: the original crowding DE. 
4) SDE [39]: the original speciation-based DE. 
5) CCDE [26]: the crowding DE with the clustering partition alone. 
6) CSDE [26]: the speciation DE with the clustering partition along. 
7) Self-CSDE [26]: the speciation DE with the clustering partition and self-adaptive 
strategy. 
8) FER-PSO [22]: fitness-Euclidean distance ratio PSO. 
9) SPSO [9]: species-based PSO. 
10) r2PSO [2]: a lbest PSO with a topology, each member interacts with only its immediate 
member to its right. 
11) r3pso [2]: a lbest PSO with a ring topology, each member interacts with its immediate 
member on its left and right. 
12) r2pso-hlc [2]: the same as r2pso, but with no overlapping neighborhoods. 
13) r3pso-hlc [2]: the same as r3pso, but with no overlapping neighborhoods. 
14) CMA [50]: niching covariance matrix adaptation evolution strategy. 
15) SCMA [50]: CMA with self-adaptive niche radius. 
16) NShDE [24]: the neighborhood based sharing DE. 
17) NSDE [24]: the neighborhood based speciation DE. 
18) LIPS [25]: a distance-based locally informed PSO. 
19) IWO-δ-GSO [51]:  
All the algorithms were implemented using MATLAB r2014a and executed on the 
computer with an Intel(R) Core(TM) i5-5200(2.2GHz) and 8GB RAM. 
The DE parameters were the same as those adopted in [24], while the other parameters 
used in this paper were adopted from their respective literatures. In our proposed algorithm, 
the subpopulation size M in the first layer clustering was set to be 5 and 10 in the cases of 
200NP ≤  and >200NP , respectively. 
 
B. Numerical Benchmarks 
 
To evaluate the performance of the proposed methods, 14 classical multimodal functions 
[2], and 15 scalable composition functions [52]were used. These multimodal functions were 
widely adopted in different published papers. As these functions have numerous global and 
local optima, it is difficult to track the peaks. Especially for the composition, their global 
optima don’t always reside in the center of the search space, because they are comprised of 
multiple traditional functions through rotation, scaling and other complex transformations. 
In our experiments, these test functions were divided into two parts: the first 14 general 
functions are test function set 1, the last 15 composition functions are test function set 2. The 
basic description and parameters setting of function set 1 and function set 2 are given in 
Tables 1 and 2, respectively. 
For functions F1, F2, F3, F5, F7 and F10, the objective is to track the global optima and 
local optima, while for the rest the target is to locate the global optima and to escape the local 
optima. Note that all test functions are considered for maximization, hence, when the 
definitions are given for minimization, the functions are reversed. 
 
Table 1 Test functions 
Test Function Set 1 Test Function Set 1 









F1: Two-Peak Trap [53]/1D 1/1 CF1: /10D and 30D 8 
F2: Central Two-Peak Trap [53] /1D 1/1 CF2: /10D and 30D 6 
F3: Five-Uneven-Peak Trap [20] /1D 2/3 CF3: /10D and 30D 6 
F4: Equal Maxima [54] /1D 5/0 CF4: /10D and 30D 6 
F5: Decreasing Maxima [54] /1D 1/4 CF5: /10D and 30D 6 
F6: Uneven Maxima [54] /1D 5/0 CF6: /10D and 30D 6 
F7: Uneven Decreasing Maxima [54] /1D 1/4 CF7: /10D and 30D 6 
F8: Himmelblau’s function [54] /2D 4/0 CF8: /10D and 30D 6 
F9: Six-Hump Camel Back [55] /2D 2/2 CF9: /10D and 30D 6 
F10: Shekel’s foxholes [56] /2D 1/24 CF10: /10D and 30D 6 
F11: 2-D inverted Shubert function[20] /2D 18/many CF11: /10D and 30D 8 
F12: 1-D inverted Vincent function[57] /1D 6/0 CF12: /10D and 30D 8 
F13: 2-D inverted Vincent function[57] /2D 36/0 CF13: /10D and 30D 10 
F14: 3-D inverted Vincent function[57] /3D 216/0 CF14: /10D and 30D 10 






Table 2. Parameters and criteria for the 15 test functions conditions 
Function No. ε r Population size 
Number of function 
ealuations 
F1 0.05 0.5 50 10,000 
F2 0.05 0.5 50 10,000 
F3 0.05 0.5 50 10,000 
F4 0.000001 0.01 50 10,000 
F5 0.000001 0.01 50 10,000 
F6 0.000001 0.01 50 10,000 
F7 0.000001 0.01 50 10,000 
F8 0.0005 0.5 50 10,000 
F9 0.000001 0.5 50 10,000 
F10 0.00001 0.5 50 10,000 
F11 0.05 0.5 250 100,000 
F12 0.0001 0.2 100 20,000 
F13 0.001 0.2 500 200,000 
F14 0.001 0.2 1000 400,000 
CF1-CF15(10D) 0.5 1 600 300,000 
CF1-CF15(10D) 1 1 1000 800,000 
 
C. Population Size and Maximal Number of Evaluations 
 
In our experiment, a level of accuracyε(typically 0<ε<1) needs to be specified to 
compare different techniques fairly. This parameter is used to indicate how close the fitness 
values of the computed solutions to the known global and local peaks are. That is say that if 
the absolute value from a computed solution to a known global or local optimum is belowε, 
then the peak is considered to have been found. The level of accuracy (ε), niching radius 
(r), population size (NP), and maximal number of function evaluations allowed are listed in 
Table 2. Note that these parameter settings were applied to all compared algorithms. In 
general, different population size and different maximum numbers of functions evaluations 
are determined by complexity degrees of test functions and the number of their peaks. So a 




D. Performance Criteria 
 
1) Success Rate 
Success Rate is an important parameter to assess the performance of the algorithm. It is 
the percentage of total independent runs in which all global and/or local peaks are 
successfully detected within the budget of maximum number of function evaluations. Note 
that success rate must depend on the level of accuracy mentioned in the previous subsection. 
Level of accuracy indicates varying degree of proximity to the know peaks. Note also, that 
for complex test functions, if a higher level of accuracy is selected, all peaks may not be 
found. In this case, the corresponding success rate is zero. 
2) Average number of optima found [58].  
Average number of optima found denotes the average number of peaks located by an 
algorithm within the budget of maximum number of function evaluations. To compare the 
performance of different multimodal algorithms, all performances are calculated and 
averaged over 30 independent runs on each test function. In order to determine the statistical 
significance of the advantage of our methods, t-test and the Mann-Whitney-Wilcoxon rank 
sum test on the average numbers of peaks detected by two compared techniques at 5% 
significance level are applied [26, 51], which are presented as “t-test / Wilcoxon test” in the 
second row of each cell. The marks “1” and “0” indicate that the best algorithm is statistically 
better than or equals to the compared algorithms.  
 
5. Results and discussion 
 
This section gives and discusses the experimental results analyses of our comparative study. 
On all the benchmark problems, all algorithms were executed until all known peaks were 
found or the maximum number of function evaluations was exhausted. Our two methods 
were compared with other state-of-the-art algorithms which were recorded and presented in 
Tables 4-12.  
 
A. Success Rate 
 
The success rate is an important indicator to for evaluating an optimization algorithm, 
which reflects the reliability of an optimization method. Table 3 shows the results of test 
function set 1. The ranks of each algorithm are given in parentheses while the total ranks 
(summation of all the individual ranks) are presented in the last row of this table. It can be 
seen from Table 3 that the proposed two methods achieve much higher success rate than other 
optimization algorithms on these 14 test functions. Our proposed algorithms rank on top two 
among all the compared algorithms. Moreover, if we focus on observing the prosed two 
algorithms, SSDLCDE outperforms SDLCDE on all the test functions, which shows the 
effectiveness of the proposed self-adaptive strategy. Comparing these two algorithms with 
both the original SDE and its cluster-based SDE (CSDE), we can also see that the proposed 
algorithms have better performance than in all the cases. Especially for SSDLCDE algorithm, 
it achieved 100% success rate on all 14 test functions except for the last two. 
Note that the results for the test functions set2 (CF1-CF15) are not reported, because these 
composition functions are much more complex as opposed to the ordinary functions, they 
have more complicated fitness landscapes and irregular peak distributions, no algorithm is 
able to get a nonzero success rate. For this reason, “average number of optima found” is also 
used as another valuation indicator in the next subsection. 
 






CDE SDE CCDE CSDE 
FER-
PSO 
SPSO r2pso r3pso CMA SCMA 
F1 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 82(10) 44(12) 76(11) 84(9) 100(1) 100(1) 
F2 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 44(12) 88(11) 96(10) 100(1) 100(1) 
F3 100(1) 100(1) 100(1) 96(6.5) 100(1) 100(1) 20(9) 4(12) 8(10.5) 8(10.5) 96(6.5) 92(8) 
F4 100(1) 100(1) 28(10) 72(9) 100(1) 100(1) 84(8) 88(6.5) 92(5) 88(6.5) 20(11) 12(12) 
F5 100(1) 100(1) 72(12) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 
F6 100(1) 100(1) 28(10) 60(9) 100(1) 86(7) 100(1) 92(5) 88(6) 72(8) 8(11) 0(12) 
F7 100(1) 100(1) 60(12) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 100(1) 
F8 100(1) 90(2) 0(11.5) 72(5) 72(5) 88(3) 72(5) 0(11.5) 28(9) 24(10) 68(8) 70(7) 
F9 100(1) 100(1) 0(11.5) 100(1) 90(7) 100(1) 96(6) 0(11.5) 56(10) 60(9) 100(1) 66(8) 
F10 100(1) 100(1) 52(9) 32(10) 92(5) 100(1) 100(1) 56(8) 88(6) 76(7) 18(11) 4(12) 
F11 100(1) 100(1) 72(6) 46(9) 100(1) 100(1) 52(8) 0(12) 4(10.5) 4(10.5) 100(1) 60(7) 
F12 100(1) 100(1) 56(10.5) 48(12) 88(3) 68(5.5) 60(7.5) 72(4) 68(5.5) 56(10.5) 58(9) 60(7.5) 
F13 94(1) 90(2) 8(5) 0(9) 86(3) 30(4) 0(9) 0(9) 0(9) 0(9) 0(9) 0(9) 
F14 0(1) 0(1) 0(1) 0(1) 0(1) 0(1) 0(1) 0(1) 0(1) 0(1) 0(1) 0(1) 
Total 
ranks 
14 16 101.5 75.5 32 29.5 68.5 106.5 96.5 103 72.5 87.5 
 
 
B. Average Number of Optima Found 
 
The average number of optima found is another important criterion for comparing different 
niching techniques. As mentioned in the previous subsection, for a complex or difficult 
problem, if not all the optima are detected within each independent run, success rate can be 
zero. Under these circumstances, in order to further clarify the comparative results of various 
niching algorithms, the average number of optima found for each test function is used in this 
paper. Tables 4-6 respectively list the comparative results of various niching algorithms on 
test function set 1 and 2 in terms of the average number of global optima found.  
 
1) Results on test function set 1 
Table 4 shows the results of 12 niching algorithms on test function set 1 (F1-F14). Please 
note, beside the usage of ranks, t-test and Mann-Whitney-Wilcoxon rank are also executed 
here to compare our two with other competitive techniques, which is able to ensure statistical 
significance in the advantage of our algorithms over other comparative algorithms. For 
instance, the cell in the sixth row (i.e., F6) and the fourth column (i.e., SDE) shows that the 
average number of global optima is 4.6 over 30 independent runs. The number “9” in the 
parentheses denotes that SDE ranks the ninth among the 12 competitive algorithms (i.e., 
behind SSDLCDE, SDLCDE, CCDE, CSDE, FER-PSO, SPSO, r2pso and r3pso in that 
order), while the mark “1/1” indicates that the best algorithm (SSDLCDE) significantly 
outperforms SDE statistically in terms of t-test and Wilcoxon test, respectively. From this 
table, it can be seen that both of the proposed algorithms have located all the global peaks on 
each of the first 12 test functions. For the last two test functions, although all the niching 
algorithms don’t obtain 100% success rate, it is observed that our proposed algorithms are 
able to locate fur more global peaks that other competitors. 
 
2) Results on test function set 2 
All 15 functions in test function set 2 are composition functions with much more complicated 
fitness landscapes as opposed to the functions in test set 1. The average numbers of global 
optima located by each niching technique on these 15 composition functions with 10 and 30 
dimensions are presented in Tables 5 and 6, respectively. From these two tables, we can 
observe that SSDLCDE and SDLCDE are significantly either better than or equivalent to 
other niching algorithms on all 15 composition functions. Especially in the case of high 
dimensions (i.e., 30D), our proposed two algorithms show overwhelming advantages over 
other niching algorithms on most of test functions in terms of average global optima detection. 
 
C. Further Comparison with Other Niching Algorithms 
 
In order to demonstrate the advantages of our proposed algorithms, we have also chosen 
seven other classical algorithms for comparison on test functions set 1 and 2. The seven 
niching algorithm are Self-CSDE [26], NShDE [24], NSDE [24], LIPS [25], r2pso-lhc [2], 
r3pso-lhc [2] and IWO-δ-GSO [51], respectively. Tables 7 and 8 list the comparative results 
on all 29 test functions. Note that the results listed of the last niching algorithm are derived 
directly from its corresponding reference [51]. Since function 11 in test set 1 andcomposition 
functions 10-15 in test set 2 were not considered in this reference, the results with respect 
these test functions are represented by “NA”. From the results of Tables 7 and 8, it is clear 
that both proposed algorithms work well and show the superior performance than other seven 
compared niching techniques on most of test functions. In order to demonstrate the 
significant differences between the proposed algorithm and each of seven compared niching 
algorithms, t-test and Wilcoxon test on the average numbers of optima found by two 
competitors are also conducted here. We can see from these Tables 7 and 8 that the proposed 
methods have significant advantages than the other algorithms in terms of overall 
performance. 
 
Table 4. Average number of global peaks found for test function set 1 (F1-F14) and the respective ranks 
(in parentheses), t-test and Wilcoxon test on the average number of peaks for test functions are shown in 
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14 16 100.5 81 35 34 74 108 113 110 87 109.5 
 
Table 5. Average number of global peaks found for test function set 2 (CF1-CF15) with D=10 and the 
respective ranks (in parentheses) , t-test and Wilcoxon test on the average number of peaks for test 
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Table 6. Average number of global peaks found for test function set 2 (CF1-CF15) with D=30 and the 
respective ranks (in parentheses) , t-test and Wilcoxon test on the average number of peaks for test 
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15 19 141.5 100.5 72 50 126 144 144 144 100.5 102.5 
 
To clearly present the comparison results of all the niching algorithms on all the test 
functions in terms of the average number of global peaks found, Figs. 2 and 3 give a 
simplified visual comparison based on average number of peaks found by 18 algorithms. 
Please note that the results of each problem in Figs 2 and 3 are normalized for the 
convenience of comparison. From the results, it can be seen that both proposed algorithms 
rank the top two among all compared niching algorithms. 
 
Table 7. Average number of global peaks found for test function set 1 (F1-F14) and the respective ranks 
(in parentheses) , t-test and Wilcoxon test on the average number of peaks for test functions are shown in 



























































































































































































































































































Table 8. Average number of global peaks found for test function set 2 (CF1-CF15) with D=10 and the 
respective ranks (in parentheses) , t-test and Wilcoxon test on the average number of peaks for test 


































































































































































































































































































Fig.2. Overview of average number of global optima found by 18 niching algorithms on test functions set 





Fig.3. Overview of average number of global optima found by 18 niching algorithms on test functions set 
2, where 1 (white) refers to the best while 0 (black) indicate the worst. 
 
Further experiment results of 12 niching algorithms in terms of another two assessment 
criteria are summarized in Tables 9 and 10. Both the assessment criteria adopted are presented 
as follows. 
 
1) Peak Accuracy 
The peak accuracy indicates the absolute difference in function fitness between each true 
peaki (i = 1, 2, ... , #peaks) and its closest individual x in population. The level of peak 
accuracy reflects how close in fitness the true peaks and their corresponding most-fit 
individuals in the final population. If the fitness value of individual x is denoted by f(x), the 








f peak f x
=
= −∑                         (19) 
 
2) Distance Accuracy 
The only peak accuracy is insufficient to indicate absolute validity, it may lead to erroneous 
results, because there are relatively flat fitness surfaces on the peaks. Under exceptional 
circumstances, Distance between true peaks and their closest individual x is needed as 
another indicator of true accuracy. The distance accuracy is computed the same way as peak 
accuracy, with the only change that the fitness values are replaced by the Euclidean distance, 




distance accuracy  (Euclidean distance





= ∑                  (20) 
 
The compared results of each niching techniques on test set 1 are listed in Tables 9 and 10. 
The ranks of each method are presented in the parentheses of each cell. From both tables, it 
can be seen that our two proposed algorithms rank on the top two on most of 14 test functions 
in terms peak accuracy and Euclidean distance accuracy. It is clear that our proposed 
algorithms actually have overwhelming advantages over other algorithms in addition CCDE 
and CSDE. For only function 1 in test set 1, one of our algorithms (SDLCDE) ranks after the 
algorithm SDE in terms of distance accuracy. Nevertheless, SSDLCDE still ranks on the top. 
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Total ranks 15 27 118 84 81 85 99 127 109 108 117 122 
 
D. Locating Local Optima 
 
In the real world, it is needed to locate not only the global peeks but also the local peeks. 
So a satisfactory niching algorithm should have the ability to search global optima as well as 
the local optima. In order to test the ability of locating both global and local optima, six test 
functions (F1, F2, F3, F5, F7, F10) from set 1 are used. To evaluate the performance of each 
niching algorithm, here we also adopt two criteria which are success rate and average number 
of optima found, respectively. Tables 11 and 12 present the results. It can be seen that with 
the double-layer-clustering and the self-adaptive strategy the ability of exploration and 
exploitation is greatly improved. In order to give a clearer view, the final population 
distribution of SSDLCDE is also plotted on test functions F2, F3, F7 and F10, which are 
shown in Fig. 4-7, respectively. Please note that the population size and maximum number 
of function evaluations are set to 100 and 40 000 for function F10. And the other parameter 
settings are the same as those used in the previous experiments. 
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Fig.5. Final population of SSDLCDE for F3 in test set 1. 
 
 




Fig.7. Final population of SSDLCDE for F10 in test set 1. 
 
 






CDE SDE NSDE CSDE 
FER-
PSO 
SPSO r2pso r3pso r2psolhc r3psolhc 
F1 100(1) 100(1) 100(1) 84(6) 100(1) 100(1) 64(8) 44(12) 72(7) 56(9) 48(11) 52(10) 
F2 100(1) 100(1) 100(1) 68(9) 100(1) 100(1) 88(6) 72(8) 56(10) 32(12) 52(11) 76(7) 
F3 100(1) 97(2) 44(3) 7(7) 40(5) 42(4) 0(10) 0(10) 0(10) 0(10) 8(6) 0(10) 
F5 100(1) 100(1) 48(7) 0(10.5) 76(5) 88(4) 0(10.5) 100(1) 0(10.5) 0(10.5) 64(6) 4(8) 
F7 100(1) 100(1) 3(8) 0(10.5) 87(5) 47(6) 0(10.5) 100(1) 0(10.5) 0(10.5) 96 (4) 40(7) 
F10 100(1) 100(1) 0(11) 0(11) 100(1) 100(1) 0(11) 92(5) 60(8) 52(9) 84(6) 76(7) 
Total 
ranks 
6 7 31 54 18 17 56 37 56 61 44 49 
 
 
Table 12. Average number of optima found in locating both global and local peaks and the respective ranks 
(in parentheses), t-test and Wilcoxon test on the average number of peaks for test functions are shown in 
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6 7 34 54 18 17 59 33 55 63 44 46 
 
 
E. Maintaining the Optima Once found 
 
In addition to having a great ability of locating global and local optima, a good niching 
algorithm must be able to maintain these optima throughout the entire process of searching, 
with respect to population size [10]. For a multimodal optimization technique, if it does not 
have a stable capability to maintain the optimal solution, even though some optima are 
located during the search process, these optima will eventually lost. Both SSDLCDE and 
SDLCDE have the ability of maintaining the found optima until the end of the evolution. 
This is because both algorithms adopt the multi-population strategy based on double-layer-
clustering. Once an individual moves around one global or local peak, the niche to which the 
individual belongs will continue to search better solutions near this peak. Only when a 
member detects a better solution within the niche, it is updated by the better solution. This 
search mechanism will maintain until the end of the run or the stop criteria is satisfied. The 
niching behavior of SSDLCDE on function F4 in test set 1 is given in Fig.8. From this figure, 
it can be observed that SSDLCDE is able to develop stable niches around the global optima. 
 
F. Effect of varying the subpopulation size in the first layer clustering 
 
Population size is a very important parameter for a niching algorithm. If the population 
size is too small, both exploration and exploitation ability of the niching algorithm will be 
greatly reduced, which leads to the failure of finding all the optima. On the other hand, if the 
population size is too large, the computation costs of the algorithm will be increased. 
In addition to the population size, the subpopulation size is another significant parameter that 
affects the performance of the niching algorithm. In fact, each niche is a small population in 
which the individuals perform a basic optimization algorithm. In general, under the premise 
of a certain population size, a smaller subpopulation size will enhance the diversity of the 
population, thereby improving the exploration ability of the algorithm. However, this will 
also reduce the exploitation ability of the algorithm, which is not conducive to the 
convergence of the algorithm. On the contrary, a larger subpopulation size will increase the 
exploitation ability of the population and accelerate the convergence of the algorithm. 
However, it will also reduce the ability to exploit and globally search. Therefore, how to 
select a suitable subpopulation size depends on the characteristics of the function itself and 
the accuracy value set by the user. 
In order to test the impact of varying the subpopulation size on SSDLCDE, all 14 problems 
in test function set 1 are investigated. The mean values of peak ratio (the percentage of 
successfully detected optima) within 30 runs are reported in Table 13. Please note, “NA” in 
the fifth column denotes that the population size NP can’t be divided by the selected 
subpopulation size M with no remainder, and “NA” in the sixth column represent that the 
number of species do not reach the minimum requirement of 4, because the experience tells 
us that the minimum population size of DE algorithms should be set to a number much higher 
than 4 [39]. The population size (NP) and the subpopulation size (M) adopted are also shown 
in this table, and the settings of other parameters are the same as the previous corresponding 
experiments. In this experiment, it can be observe that the represented results are basically 
consistent with our analysis above. For the test functions F1-F10 and F12, the peak ratio 
decreases as the subpopulation size increases in most cases. However, for the test functions 
F11, F13, and F14, when the subpopulation M is equal to 10, the peak ratio has achieved the 
maximum. This because these three are challenging functions with many optima and complex 
functional landscape, if the M is smaller, although the diversity of population is improved, it 
is not beneficial for convergence. Note again, it is based on the results of this experiment that 
the values of the subpopulation size (M) in the previous experiments were determined. 
 
 
Fig.8. Distribution of population over function evaluations (F4 in test set 1). 
 
6. Conclusion 
Niching technique is an effective method to solve the multimodal problems. For most of 
niching algorithms, the whole population is first divided into multiple subpopulations, and 
then each niche separately searches the optima of the multimodal problem. In this way, these 
niching algorithms are able to perform well on the general multimodal optimization problems. 
However, for the complex problems with many peaks, there will be serious problem, that is, 
once the population has converged to some peaks found, it is difficult for the individuals to 
escape from these optima to search new peaks. In order to address this issue, this paper 
proposed a double-layer-clustering method based differential evolution using speciation and 
integrated it with self-adaptive strategy to solve multimodal optimization problems. The 
whole population is divided into numinous subpopulations by the first-layer-clustering. 
Subsequently, the double-layer-clustering method is used to drive the seeds of each species 
to search in the entire solution space. Compared with a single-layer-clustering method, the 
double-layer-clustering method ensures that the individuals are able to escape from local 
optima to search other optima and converge fast with a high accuracy. The results of 
experimental studies demonstrated that the proposed algorithms can outperform numerous 
state-of-the-art niching optimization algorithms on a large number of test functions. The 
experimental results also showed the effectiveness and the efficiency of the double-layer-
clustering strategy and self-adaptive strategy. 
Since the double-layer-clustering can enhance the diversity of the population and increase 
the global search ability of the algorithm, how to apply this method to other niche algorithms 
will be studied in the future work. In addition, the future research may also focus on using 
more high-dimensional multimodal functions to test our algorithms. 
 
Table 13 Effect of the varying subpopulation size (M) of the first layer clustering on SSDLCDE 
Functions Population Size (NP) 
Subpopulation Size (M) 
5 10 20 25 
F1 50 1 1 NA NA 
F2 50 1 1 NA NA 
F3 50 1 0.83 NA NA 
F4 50 1 1 NA NA 
F5 50 1 1 NA NA 
F6 50 1 0.92 NA NA 
F7 50 1 0.93 NA NA 
F8 50 1 0.98 NA NA 
F9 50 1 0.91 NA NA 
F10 50 1 0.98 NA NA  
F11 250 0.99 1 NA 1 
F12 100 1 0.98 0.9 0.97 
F13 500 0.99 1 0.98 0.99 
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