A parallel robot is one in which there exist two or more closed kinematic chains linking the base to the end effector. While the majority of robots in use today are serial in nature, parallel robots exhibit many favorable characteristics, such as high speeds and accelerations, low mobile masses, high stiffness, and superior accuracy. The most notable drawback of parallel robots is their relatively small workspaces.
Introduction
A parallel robot is one in which there exist two or more closed kinematic chains linking the base to the end effector. While the majority of robots in use today are serial in nature, parallel robots exhibit many favorable characteristics, such as high speeds and accelerations, low mobile masses, high stiffness, and superior accuracy. The most notable drawback of parallel robots is their relatively small workspaces.
The literature contains much information regarding the history and various types of parallel robots, e.g. ͓1-8͔. Most important here, however, is the development of the DELTA by Clavel at the Institut de Microtechnique de l'Ecole Polytechnique Federale de Lausanne ͓1,2,9͔. The DELTA consists of an equilateral triangle base, with one arm ͑actuated via a revolute joint͒ extending from each side of the base. The small, triangular traveling plate is connected to each arm via a pair of parallelogram forearms. The result is three translational degrees of freedom, with one additional uncoupled rotational degree of freedom at the end effector resulting from one further motor fixed to the base and connected to the end effector via a telescopic arm with two universal joints.
The Linear Delta, Fig. 1 , is an adaptation of the DELTA, which results from replacing the revolute actuators and upper arms with three geometrically parallel linear actuators or rails. Furthermore, the fourth ͑rotational͒ degree of freedom is discarded. The literature to date lacks any detailed treatment of the Linear Delta.
The kinematics of the Linear Delta is simple, and is solved herein via direct manipulation of the three second order geometric constraint equations inherent in the structure. This approach is known in the literature as the Polynomial Method ͓4,10͔. The inverse of the 3ϫ3 Jacobian matrix, and hence the Jacobian itself, is determined by partial differentiation of the inverse kinematics equations with respect to the workspace coordinates.
While there exist several methods of determining the volume and boundaries of parallel manipulators' workspaces ͓1,11-13͔, the simplicity of the Linear Delta's geometry allows a relatively simple analysis to be carried out. Since the three linear actuators are geometrically parallel, the cross section of the workspace perpendicular to the actuators is constant ͑away from the practical limits of travel of the actuators͒, as are the Linear Delta's properties ͑such as manipulability͒ at any point in the cross section. For most practical Linear Delta structures, the cross sectional area and boundaries of the workspace may be found analytically. This phenomenon is exploited to greatly simplify the process of kinematic optimization.
In completing a kinematic optimization of the structure, four dimensionless design variables are chosen such that the results are applicable to any scale of Linear Delta. The optimization is carried out with the goal of reaching a compromise between two often-conflicting design goals: manipulability and workspace size. Maximization of the workspace volume alone tends to produce parallel or collinear joint axes ͑resulting in the manipulator being singular in all configurations͒, while considering manipulability in isolation may lead to architectures with relatively small workspaces; a clear example of this phenomena may be found in the results of ͓12͔. Accordingly, the utility function considered here is a weighted sum of two performance indices.
The first index is based on that of ͓14͔, and measures the inverse of the Jacobian's condition number. This value is determined at many points, distributed evenly across the workspace cross section, and a sum ͑numerical integral͒ is taken. The result is normalized such that the index gives a measure of average manipulability over the cross section rather than a result dependent on total cross sectional area.
In order to overcome the limitations associated with the use of this index in isolation, a new performance index is proposed which measures space utilization, and reflects the ratio of the workspace size to the physical size of the robot's structure. The size of the robot is estimated by the area of the bounding box enclosing the robot's structure and workspace in the cross section. This index has been developed to penalize designs which are large and unwieldy yet produce small workspaces, such as those that result from optimizing manipulability alone. 
where n is the number of links ͑including the base͒, j is the number of joints and joint i (1рiр j) has connectivity f i , yields a mobility of nine. As suggested by Fig. 1 , each arm's motion is restricted only by ball joints at both ends. Each arm is therefore free to rotate about the axis joining its endpoints, and six idle degrees of freedom exist within the mechanism. The true mobility of the mechanism ͑external degrees of freedom͒ is thus three.
Kinematics of Linear Delta

Constraint Equations.
The constraint equations for the Linear Delta ͑2͒ are generated by applying Pythagoras' rule in three dimensions to each pair of arms. Noting that L 1 ϭL 3 , the equations define three spheres:
Inverse Kinematics.
Consider one kinematic chain of the Linear Delta, consisting of the end effector, one pair of parallelogram arms, one actuator, and the base. For a given end effector position x, the location of the lower end of the arm pair is known. All possible positions of the upper end are then described by the surface of a sphere centered at the lower end with a radius equal to the arm length. The intersection of this sphere with the line of action of the actuator gives the possible actuator position͑s͒. The geometry is further simplified by the line of action of each actuator being parallel to the x-axis.
The intersection of a line and a sphere generally has two solutions. Alternatively, if the line is tangent to the sphere, then there exists only one solution-this corresponds to the physical situa tion whereby the end effector is lying on the workspace boundary.
If the line does not intersect the sphere, then there is no solution, implying that the specified end effector position is outside of the robot's workspace.
The presence of three actuators, each with ͑generally͒ two possible positions, gives 2 3 ϭ8 possible solutions to the inverse kinematics. Note that each pair of arms is considered as a single member here, as illustrated in Fig. 4 .
The algorithm presented in ͑3͒ below yields the solution that maximizes X 2 and minimizes both X 1 and X 3 , representing the robot the configuration show in the upper left boxed portion of Fig. 4 . Transactions of the ASME to the length of the corresponding arm, and the intersection point͑s͒ of the three sphere surfaces is ͑are͒ the only possible position͑s͒ that the end effector may occupy.
Forward Kinematics
In the general case, there exist two intersection points. Other cases have been identified in ͓15͔, including a situation where infinite number of solutions exist when the centers of two or more spheres coincide. For the Linear Delta, however, there exist only three possibilities:
1. General solution-two intersection points exist. 2. Singular solution-one sphere is tangent to the circle of intersection of the two other spheres, resulting in one unique solution.
No solution-no intersection point exists.
It has been shown that solving for the intersection of three spheres may be completed in closed form ͓15͔. Firstly, two of the constraint equations, ͑2a͒ and ͑2c͒, are expanded and rearranged:
A and B, used here for simplicity ͑as with C, D, E, F, G, H, I, K, L, and M below͒, depend only on the geometry and actuator positions. A similar approach may be taken with constraints ͑2b͒ and ͑2c͒. When the expression for the y coordinate given in ͑4͒ is substituted into these equations, the result is an expression relating x and z, of the form:
Substituting ͑4͒ and ͑5͒ into ͑2b͒ yields a quadratic in x, of the form:
The two solutions to the quadratic of ͑6͒ correspond to the two points at which the three spheres intersect. One such point is located below the actuators (zϽ0), and one above (zϾ0). In order to ensure the correct (zϽ0) solution is generated, the sign of Z R must be considered:
zϭCxϩDϪZ TP
Forward Kinematics for Coplanar Actuators (Z R ϭ0).
The solution given in Section 2.2.3 fails when Z R ϭ0, due to vanishing denominators in ͑5͒. A similar solution procedure may, however, be adopted after substituting Z R ϭ0 into ͑2͒. Expanding and subtracting ͑2a͒ from ͑2c͒ yields:
Similarly, expanding and subtracting ͑2a͒ from ͑2b͒ gives:
Equating ͑8͒ and ͑9͒ yield x and y. Substitution into ͑2a͒ yields the z coordinate:
It should be noted that the denominator of ͑8͒ vanishes under the condition X 1 ϭX 3 , in which case the following solution may be employed:
The case of a vanishing denominator in ͑9͒ may be ignored, since the assumed posture of the robot ͑see Fig. 4͒ ensures that X 2 ϾX 1 . Finally, the Polynomial Method was compared to Newton's Iterative Method ͓4,10͔ in order to evaluate their respective com- putational efficiencies. It was found that each iteration of Newton's Method was more expensive than the closed form implementation of the Polynomial Method.
2.3
The Jacobian Matrix of Linear Delta. The Inverse Kinematics relationships for the Linear Delta are relatively simple. Therefore, the most computationally efficient method of calculating the Jacobian Matrix is to differentiate these relationships with respect to x, y and z, yielding the elements of the Inverse Jacobian, and inverting this matrix.
The terms of J Ϫ1 may be calculated from partial derivatives of ͑3͒:
The Jacobian is then obtained through the inversion of J Ϫ1 . A relatively simple closed form expression is possible since the inverse Jacobian is a 3ϫ3 matrix:
Singularities occur within the workspaces of parallel manipulators where det(J Ϫ1 )ϭ0. In these configurations, an external force may infinitesimally move the end effector while the actuators remain stationary, the actuator forces or torques required to move the end effector in certain directions tend to infinity, and the manipulator gains additional degrees of freedom ͓14,16͔.
Analysis of the Linear Delta's workspace reveals that there exists a singularity surface near the actuators. When Z R ϭ0, and the linear actuators are coplanar, it is simple to prove that this singularity surface is the plane zϭ0, since the third column of J Ϫ1 consists entirely of zeros in this case. The surface becomes more complex as Z R is varied, however all points on the surface correspond to configurations in which the parallelogram arms are coplanar.
A degenerate singularity also occurs when Y R ϭ0, as rows one and three of J Ϫ1 become identical. Inverse singularities, where det(J)ϭ0, have not been considered here. In this analysis, the components are considered to occupy infinitesimally small volumes of space, all joints are assumed unrestricted in their motion, and clashing within the parallelogram structures is ignored. Two specific geometric cases are presented here, encompassing the vast majority of practical architectures of the Linear Delta-an exhaustive coverage of all possible structures would be prohibitively lengthy and tedious, with little practical use. Figure 6 illustrates this case, and defines the variables used below. The hatched area denotes the workspace cross section. Note that the length of the central parallelogram arms, L 2 , is such that the arc transcribed by these arms forms part of the workspace cross section boundary; increasing L 2 until the intersection points A and B in Fig. 6 vanished would considerably simplify the analysis. The coordinates of points A and B may be determined by solving the following pairs of equations:
Case 1: Z R у0.
A very simple closed form algorithm for solving systems of equations of this type can be obtained by hand, its derivation is omitted here for succinctness. This calculation of the coordinates of A and B in the y-z plane, denoted (A y ,A z ) and (B y ,B z ) respectively, allows the values of ␣, ␤ and ␥ to be determined, which define the angles subtended by each segment ͑see Fig. 6͒ :
Finally, the cross sectional area may be calculated:
Case 2: Z R Ͻ0.
When Z R assumes a negative value, the presence of the central rail further limits the workspace, since the range of motion of the outer arms is restricted. This is represented by the unshaded area at the top of Fig. 7 .
The unshaded ͑unreachable͒ region in Fig. 7 consists of two sectors with a triangular overlap, and its area may be calculated as:
Where ʈZ R ʈ equals the absolute value of Z R . The area of this unreachable region may then be subtracted from the result of applying the methods of Section 2.4.1 with the negative value of Z R , yielding the reduced workspace cross sectional area. Note that this method may only be applied when rail two lies within the triangle formed by rail one, rail three and the lowest point of the workspace cross section. 
Kinematic Optimization
It is the aim of this section to develop and solve the multidimensional, non-linear optimization problem of selecting geometric design variables for the Linear Delta that provide an acceptable compromise between manipulability and space utilization. The optimization considers the effect of the design variables on a utility function containing two performance indices, each calculated by analyzing an arbitrary cross section of the workspace. A numerical optimization has been carried out in the MATLAB environment, the formulation and results of which are presented in the following sections.
Design Variables.
In order to reduce the number of variables and render the results independent of the scale of each design candidate, several non-dimensional ratios have been chosen as the design variables. These variables, shown in Table 1 , have been selected to reflect intuitive measures of the relative proportions of the Linear Delta robot.
Performance Indices
Manipulability.
The condition number of the Jacobian matrix, J , has been used extensively in the literature to quantify the kinematic properties of manipulators ͓1,12,14,17,18͔. The first performance index, 1 , measures the average value of 1/ J over the workspace cross section, normalized by the cross sectional area, A W :
Adapted from ͓14͔, this index possesses several favorable characteristics. The index is normalized by the workspace size, and therefore gives a measure of kinematic performance independent of the differing workspace sizes of design candidates. Furthermore, the reciprocal of J is bounded between 0 and 1, and is more convenient to handle than J , which tends to infinity at singularities; hence, during numerical integration, the number of sample points near singularities has a reduced effect on the result since 1/ J approaches zero ͑rather than infinity͒ at these points. Lastly, the ͑dimensionless͒ value of the index lies between zero, for a manipulator singular in all configurations, and unity, for a manipulator perfectly kinematically isotropic in all configurations.
Space
Utilization. This performance index was developed in order to overcome the problems involved in applying simple performance indices, in isolation, to the Linear Delta. For example, attempts to optimize the structure by maximizing 1 alone led to an architecture with a large structural space requirement but a vanishing workspace size, due to the tending of L 2 /L 1 towards zero; while the maximization of workspace cross sectional area caused the actuators to be collinear ͑i.e. Y R ϭ0, since area increases monotonically with decreasing Y R ) resulting in a manipulator which is singular in all configurations. It became clear that a practical optimization of the Linear Delta would require a utility function comprising multiple performance indices.
The space utilization performance index is defined as:
where the bounding box is defined as the smallest rectangle in the y-z plane ͑the workspace cross section, such as that in Fig. 6͒ , whose sides are parallel to the y and z axes, containing all three actuators and every point within the workspace cross section. The space utilization value reflects the ratio of workspace size to the physical size of the robot's structure. The index is dimensionless, bounded by the range ͓0 1͔, its calculation is simple and inexpensive ͑c.f. numerical integration of the Jacobian's condition number͒, and its value is independent of the overall scale of each design that it is applied to. Most importantly, designs requiring large volumes of space but yielding small workspaces are penalized.
The utility function for maximization is therefore defined as:
where w 1 and w 2 are positive weighting factors that define the relative importance placed on each performance index by the designer. The function is bounded by the range ͓0(w 1 ϩw 2 )͔, and is independent of both the overall scale of the design candidate to which it is applied, and the limits chosen for the design variables ͑since neither performance index is normalized by its maximum observed value͒.
Computational
Issues. An exhaustive ͑brute force͒ search method has been utilized to solve the optimization problem. While computationally expensive, an exhaustive search is simple, reduces the probability of any local maxima being overlooked, and provides information regarding the behavior of the utility function over the entire range of allowable values for each of the design variables.
The limits selected for the design variables are as follows: 1.4 рL 1 /Y R р2.7; 0рY A /Y R р0.7; Ϫ0.5рZ R /Y R р0.5; 0.6 рL 2 /L 1 р.1.8. Several of these limits are necessary to ensure that the resulting structure is practical. The remaining limits were chosen heuristically, with alterations made on a trial-and-error basis to yield a reasonably large range, and to ensure the inclusion of any local maxima of the utility function. A notable exception is the case where the manipulability index, 1 , was considered in isolation ͑i.e. w 2 ϭ0); in this situation L 2 /L 1 was allowed to approach zero.
Since there exists no analytical means of calculating the Jacobian's condition number ( J ), and therefore no closed-form expression for the manipulability index, numerical integration is required to determine the value of the utility function. The integral of Eq. ͑18͒ may be approximated by a discrete sum:
where each a is one of N a integration points in the y-z plane workspace cross section. These points are generated by examining the boundaries of the cross section and forming a uniformly distributed grid inside it. In the majority of cases ͑such as that illustrated in Fig. 6͒ , the closed form methods such as those shown in Sections 2.4.1 and 2.4.2 may be utilized to calculate the exact cross sectional area of Transactions of the ASME the workspace (A W ). In some instances, however, the choice of design variables precludes the application of the closed form solutions, and it is necessary to approximate A W . The following approximation has been utilized:
where dA W is the small area associated with each of the N a integration points. The accuracy of the approximation in ͑22͒ increases as N a increases. Application of this equation to several situations in which a closed form solution for A W existed revealed that if dA W was sufficiently small such that N a Ͼ5000, then the relative error in A W for these cases was generally less than 0.1%. The complete four-dimensional optimization required approximately three hours of computation time using a Pentium II 200 MHz PC.
Fig. 8 Optimization results
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Results
Since the weights of the utility function, w 1 and w 2 in Eq. ͑20͒, are necessarily subjective, results for several combinations of values are presented in Table 2 .
These values are correct to two decimal places. Visualization via several surface plots greatly aids the interpretation of these results. In Fig. 8 , the values of ͑a͒ ϭ 1 ϩ 2 , ͑b͒ 1 , and ͑c͒ 2 are shown. In order to present the four dimensional data set, two planes are displayed-each of which passes through the optimum point emboldened in Table 2 . The shape of the workspace cross section for this optimal design is shown in Fig. 9 .
The tendency for the solution to converge on a zero workspace size architecture when manipulability was optimized alone was the reason for developing the second performance index, space utilization. Other behaviors of the manipulability index that were noted include the confirmation that optimal value of Y R is zero ͑a symmetrical architecture͒, and that for an arbitrary cross section through the four dimensional data set, manipulability generally exhibits relatively little variation when compared to space utilization.
The peaks and troughs shown in the space utilization surfaces may be explained intuitively by considering the effects of changes in the design variables to the workspace cross section. For example, the peak in space utilization at L 1 /Y R ϭ2 corresponds to architectures where the lengths of the outer arms are equal to the separation of the outer actuators-the width of the bounding box is then simultaneously determined by both the workspace and the structure. Reducing the ratio of outer arm length to actuator separation dramatically reduces 2 , since the workspace size falls without an accompanying reduction in the width of the bounding box. Increasing the ratio leads to modest reductions in space utilization, as the increasing size of the bounding box is partially offset by the expanding workspace area.
The optimum architecture is relatively insensitive to increasing w 1 -large increases in the weighting of manipulability (w 1 Ͼ3) are necessary before a considerable change in geometry is noted.
While small increases in w 2 affect the results of the optimization, the change is limited to the variable L 2 /L 1 , with the greatest possible variation being a decrease of just 0.03.
Conclusions and Discussion
A method of multidimensional kinematic optimization of the parallel robot architecture's geometry was developed. A utility function, incorporating two performance indices, was formulated in order to determine those architectures which yield an optimum compromise between manipulability and a new performance index, space utilization. Space utilization is a concept designed to overcome the problems of small, non-singular workspaces often encountered when a parallel manipulator is optimized with only manipulability in mind. The exhaustive search algorithm was used to reliably find all prospective design candidates in fourdimensional parameter space. The method was shown to work extremely well and, therefore, is a viable competitor to advanced non-linear programming methods.
The proposed optimal design method was applied to the Linear Delta manipulator. A comprehensive study of the Linear Delta robot, a three translatory degree of freedom parallel manipulator, was conducted. Closed form solutions have been found for the forward and inverse kinematics and the Jacobian matrix.
The results presented here, and the suite of MATLAB programs created to perform the optimization, form a framework which may be utilized to create and analyze designs that result from selecting weighting factors that are appropriate to a specific application.
