In a previous paper, we showed how classical ideas for dynamic programming in discrete networks can be adapted to hybrid systems. The approach is based on discretization of the continuous Bellman inequality which gives a lower bound on the optimal cost. The lower bound is maximized by linear programming to get an approximation of the optimal solution.
Introduction
One of the most important aspects of the current research activity in the field of hybrid systems is the exchange of ideas between the research fields of discrete and continuous dynamics. This paper can be viewed as an attempt to approach optimal continuous and hybrid systems using a classical linear programming perspective for discrete transportation and flow problems. The transportation problem was formulated by Hitchcock [6] and a classic reference for network flow theory is [4] . A continuous analog is the "MongeKantorivich mass transfer problem" dating back to Monge in 1781 and nicely surveyed in [3] .
A primal/dual formulation of a continous optimal control problem for a continuous system is presented in [9] based on the Bellman inequality. A central concept is L.C. Youngs notion of generalized flow [lo] .
Discretization of the Bellman inequality for numerical computations can be done in several ways [l, 8, 7,51. This paper is devoted to an inequality which is dual to the "Hybrid Bellman inequality" which served as basis for the computations in [5] . The dual gives valuable information about the conservatism introduced by the discretization.
In Section 2, a discrete transportation problem is discussed as a preparation for the hybrid problem of Section 3.
Discrete Problem Formulation
Define a discrete dynamic system as where q E Q = { 1,2,. . . ,N} is the discrete state, p E Q, is the input signal of the system, and Let r C Q be the set of h a l states and consider the optimal control problem of bringing the system from an initial state, qo E Q, to a final state, qf E r, while minimizing Here s(q,r) > 0, (q,r) E S is the cost for switching from state q to r. The set S contains all pairs (q,r) such that a transition &om mode q to mode r is possible. The time when r is reached is represented by the variable k f . The function V is commonly referred to as the value function or "cost-to-go" function of the system. EXAMPLE 1-THE TRANSPORTATION PROBLEM A simple discrete dynamic system is shown in Fig. 1 .
Here the final state is r = (4) and the goal is to find the cheapest path from the initial state qo = 1. 
Moreover, a bound' on V* can be found for all possible initial states simultaneously by solving one LP, maximizing a sum of V for those states, i.e.
where a suitable choice of v would be ~( q ) = 1. 
4) = A common way to solve an Dijkstra's algorithm [2] . the Dual Problem 
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where Aqr 2 0 are the decision variables.
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In general, every constraint in a primal problem appears as a variable in the dual problem. For the transportation problem, every possible transition gives rise to a constraint via the switching cost, s, and the corresponding dual variable when switching from node q to F is denoted Aqr. Aqr is the flow fiom node q to F . There is a unit mass production in the starting states, and mass consumption in the end states. The dual problem is then to minimize the cost of the overall flow for this system. Conservation of mass implies that the production in a single node must not exceed the net flow out from the node. This corresponds t o the inequality constraints for A. The general formulation of the dual problem to the maximization of (5) subject to (3) and (4) is thus
The trajectories that solve the original optimal control problem of minimizing (2) subject to the dynamics in (1) are easily found in the solutions to the primal and dual problem above. In the solution to the primal problem, the constraint (3) is active (equality holds) only for transitions (q, F ) along the optimal trajectory. The same information is available in the variables of the dual problem: if there is a unique solution to the problem, then Aqr is greater than zero for transitions (q, F ) along the optimal trajectory and zero elsewhere.
Hybrid Problem Formulation
The idea of how to obtain a lower bound on the value function of the discrete dynamic system was the primal problem of maximizing the s u m of the value function in a number of points (where ~( q ) = 1 above) subject to the constraint that the value function in two neighboring states must not differ more than the cost of switching between those states. The dual problem to find an upper bound was interpreted as minimizing the entire mass flow in the graph subject to the constraint that the mass production in each state of the system ( W ( q ) above) must not exceed the net flow out from that state.
A similar primal/dual problem can also be set up for a continuous system based on this reasoning. The discrete and continuous problems can then be combined to the hybrid version presented below (including the continuous problem as a special case).
Define a hybrid system as where x ( t ) E X C R" is the state vector, u(t) E R, = Co{ul, u2,. . . , uK} C Rm is a continuous input signal of the system. There is also a discrete input, ~( t ) E R,, which allows for the selection between N Merent system modes, q(t) E Q = {1,2,. . . , N } .
The notation q(t-) is used for the left-hand limit of q at t. Sq,r is a set (parameterized by q and r ) such that switching from mode q to r is possible when x E Sq,r X. The continuous state, x , is constrained to a hyperrectangle X = {XI$ 5 xi 5 Ci, E R, Ci E R, i = 1, ..., n}.
The optimal control problem is to minimize the cost function subject to (8) Note that these assumptions are not as restrictive as they might look at first glance. They allow any functions f q ( x , u ) and 1p(x,u) to be approximated arbitrarily well. The accuracy of the approximation increases with K .
A n example of K = 5 is shown in Fig. 2 . Remark 1. This theorem can be interpreted the same way as was done for the purely discrete case. Noting that the continuous control signal can be written as corresponds to the mass production in state (x,q), yq(x) not exceeding the outflow (represented by the flow to other continuous states within the same discrete mode, 4, and the flow to other modes, Aq,r).
The inequality (16) shows that a summation of the value function is bounded fiom above by the cost of the overall flow in the dual setting. where the inequality above makes use of (lo), (ll), and (15). Gauss' theorem is applied to the first equality on the last row (n is a unit vector that is orthogonal to d(X\r,), pointing outwards fiom X\Tq). Note that since Vr(x) = 0, x E Tr and that since rq n Sq,r = 0 (switching is not allowed from a final state). U
Discretization
Utilizing a computer to solve (15) for a specific control problem, a straight forward approach is to grid the state space to require the inequality to be met at a set of uniformly distributed points in X. This approximation will, however, not guarantee an upper bound on the integral of the value function, unless the nature of f J x ) between the grid points is taken into consideration. This can be dealt with using a method similar to the one in [5] .
For readability, discretization of a purely continuous system in a two-dimensional state space is presented below (Q = {l), n = 2), i. Also introduce new variables, a : ( j , p ) E R and p k ( j , p ) E R for k = 1,2 ,..., K , i = 1,2, and ( j , p )
such that xJp E X \ r . The inequality (15) can then be replaced by the following combination of backward and forward difference approximations that should hold for all k = 1,2,. . . , K , i = -2, -1,1,2, and ( j , p )
The following result applies. 
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Applying the above discretization scheme to a couple of examples, the resulting problem often seem to be ill conditioned. The reason for this is likely the inequalities (17)-(21) being to conservative. Various other discretization schemes will be tried.
Summary
We have derived an inequality which is dual to the "Hybrid Bellman inequality" presented in an earlier paper. The dual optimization problem has a simple physical interpretation in terms of particle flows. For a given control law one should envision particles flowing along the system trajectories everywhere in the state space. In a steady state situation, with particle production everywhere, the concentration of particles must be infinite near the equilibrium. The dual linear programming problem is stated in terms of the particle concentrations. It can be viewed as a generalization of the classical flow problems in discrete optimization to the case of hybrid systems. The dual gives an upper bound on the optimal cost and thus contains valuable information about the conservatism introduced in the discretization of the primal problem. A discretization scheme that preserves the upper bound property has been proposed. Numerical problems call for further research on alternate discretization.
