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Abstract
Optimising black-box functions is important in
many disciplines, such as tuning machine learn-
ing models, robotics, finance and mining ex-
ploration. Bayesian optimisation is a state-of-
the-art technique for the global optimisation of
black-box functions which are expensive to eval-
uate. At the core of this approach is a Gaussian
process prior that captures our belief about the
distribution over functions. However, in many
cases a single Gaussian process is not flexible
enough to capture non-stationarity in the ob-
jective function. Consequently, heteroscedastic-
ity negatively affects performance of traditional
Bayesian methods. In this paper, we propose
a novel prior model with hierarchical param-
eter learning that tackles the problem of non-
stationarity in Bayesian optimisation. Our results
demonstrate substantial improvements in a wide
range of applications, including automatic ma-
chine learning and mining exploration.
1 Introduction
Bayesian optimisation has proven to be a popular and
successful methodology for global optimisation of expen-
sive, black-box functions. It is used to find the global
minimum of generally non-convex, multi-modal functions
whose derivatives are unavailable. The evaluations of the
objective function are often only available via noisy obser-
vations. Major applications of these techniques include in-
teractive user interfaces (Brochu et al., 2010) robotics (Li-
zotte, 2008; Martinez–Cantin et al., 2009), environmental
monitoring (Marchant and Ramos, 2012), estimating ther-
mophysical properties of materials (Assael et al., 2014), in-
formation extraction (Wang and de Freitas, 2014), sensor
networks (Garnett et al., 2010; Srinivas et al., 2010), adap-
tive Monte Carlo (Wang et al., 2013), experimental design
(Azimi et al., 2012), and reinforcement learning (Brochu
et al., 2009). An application that has inspired great interest
recently is that of automatically tuning machine learning al-
gorithms (Hutter et al., 2011a; Bergstra et al., 2011; Snoek
et al., 2012; Swersky et al., 2013; Thornton et al., 2013;
Hoffman et al., 2014).
In general, the goal of global optimisation is to find the
optimum
x∗ = arg max
x∈X
f(x), (1)
of an objective function f : X 7→ R over an index set
X ⊂ Rd. The approach of Bayesian optimisation may
be understood in the setting of sequential decision mak-
ing, whereby at the t-th decision round, we select an input
xt ∈ X and observe the value of the black-box reward
function f(xt). The returned value yt may be determinis-
tic, yt = f(xt), or stochastic, yt = f(xt) + t, where t is
a noise process.
Since the function is unknown, we use a Bayesian prior
model to encode our beliefs about its smoothness, and an
observation model to describe the data Dt = {(xi,yi)}i≤t
up to the t-th round. Using these two models and the rules
of probability, we derive a posterior distribution p(f |Dt)
that can in turn be used to build an acquisition function to
decide the next input query xt+1. The acquisition function
trades-off exploitation and exploration in the search pro-
cess. For a comprehensive introduction of Bayesian opti-
misation, please refer to (Brochu et al., 2009; Snoek et al.,
2012).
Most of the aforementioned practical applications tend to
have heteroscedastic objective functions. Snoek et al.
(2013) addressed this fundamental problem using warped
Gaussian processes. In this work, we introduce a flexible
novel model for dealing with heteroscedasticity. In particu-
lar, we adopt trees with (warped) Gaussian process leaves.
We explain how to construct these trees properly avoid-
ing variance explosion near split points. We also introduce
a hierarchical approach for learning the hyper-parameters,
so as to address situations in which only a few points are
observed at each leaf. All these methodological improve-
ments, where combined resulting significantly improved
empirical performance in a wide range of applications.
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2 Background
In this section, we give a brief overview of Bayesian opti-
misation as well as a brief survey on Heteroscedastic Gaus-
sian processes.
2.1 Gaussian processes
Gaussian processes (GPs) are popular priors for Bayesian
optimisation as they offer a simple and flexible model to
capture our beliefs about the behaviour of the function; we
refer the reader to Rasmussen and Williams (2006) for de-
tails on these stochastic processes. These priors are defined
by a mean function m : X 7→ R and a covariance kernel
k : X × X 7→ R. Given any collection of inputs x1:t, the
outputs are jointly Gaussian:
f(x1:t)|(x1:t, θ) ∼ N (m,Kθt ),
where m denotes the vector of prior mean evaluated at the
data, i.e. [m]i = m(xi); and
[
Kθt
]
ij
= kθ(xi,xj) is the
covariance matrix between observed data points, parame-
terised by θ. For convenience, in this work we use a con-
stant prior mean function.
The choice of covariance function is important as it governs
the smoothness of the function. While squared exponential
kernels are popular, we opt for the Mate´rn(5/2) kernel with
automatic relevance determination:
kθ(x,x′) = θ0 exp(−
√
5r)(1 +
√
5r + 53r
2), (2)
where r = (x − x′) ᵀ Λ−1(x − x′) and Λ is the diago-
nal matrix of squared length scale parameters θ1:d. Let θ
denote the d+ 1 hyper-parameters which completely char-
acterize our kernel. The Mate´rn(5/2) makes less stringent
smoothness assumptions than the squared exponential ker-
nel and is thus a better fit for heteroscedastic Bayesian op-
timisation.
Given the noise-corrupted observations Dt, the joint distri-
bution of these observations and an arbitrary point x is:[
y
f(x)
] ∣∣∣∣θ ∼ N ([ mm(x)
]
,
[
Kθt + σ
2I kθt (x)
kθt (x)
ᵀ kθ(x,x)
])
,
where [y]i = yi and
[
kθt (x)
]
i
= kθ(xi,x). By condition-
ing on the observed y, the posterior predictive distribution
of an arbitrary point x is marginally Gaussian with mean
and variance
µt(x; θ) = m(x) + k
θ
t (x)
ᵀ(Kθt + σ
2I)−1(y −m), (3)
σ2t (x; θ) = k
θ(x,x)− kθt (x) ᵀ(Kθt + σ2I)−1kθt (x), (4)
respectively.
2.2 Acquisition functions
Having specified a distribution to capture our beliefs about
the behaviour of the function, as well as a mechanism to
update it at each step, we define an acquisition function
α(·|Dt) for choosing the next evaluation point
xt+1 = arg max
x∈X
α(x|Dt).
The acquisition function must trade-off exploration and ex-
ploitation to ensure that the location of the global maximum
(or minimum) is found in as few steps as possible.
Although many acquisition strategies have been proposed
(see for example Mocˇkus (1982); Jones (2001); Hoffman
et al. (2011); Hennig and Schuler (2012); Snoek et al.
(2012); Hoffman et al. (2014); Wang et al. (2014a); Shahri-
ari et al. (2014)), the expected improvement (EI) criterion
remains a default choice in popular Bayesian optimisation
software packages, such as SMAC and Spearmint (Hutter
et al., 2011b; Snoek et al., 2012). If we let
x+t = arg max
i≤t
f(xi; θ)
denote the current incumbent, the EI acquisition function
can be written in closed form as
αEIθ (x|Dt) = E[max{0, f(x)− f(x+)}|Dt]
= σt(x; θ)[zΦ(z) + φ(z)]
with
z =
µt(x; θ)− f(x+)
σt(x; θ)
,
and φ, Φ representing the standard normal density and
distribution functions respectively. In the special case of
σt(x;θ) = 0, we set αEIθ (x|Dt) = 0. The expected
improvement is best understood as a family of one-step-
decision heuristics Brochu et al. (2009), with many mem-
bers in this family.
2.3 Related work
Several approaches have been proposed to manage het-
eroscedasticity with Gaussian processes. Sampson and
Guttorp (1992) attempted to project inputs into a latent
space that is stationary. This approach was later ex-
tended by Schmidt and O’Hagan (2003). A latent space
representation in higher dimensions was also proposed
by Bornn et al. (2012). Others such as Higdon et al. (1999)
and Williams and Rasmussen (2006) have tried to model
heteroscedasticity directly with the choice of covariance
function. In 2005, Gramacy proposed a treed GP model
to attack non-stationarity. While this work, as well as, the
work of Dunson and Fox (2012), are the closest to ours,
both were developed for modelling functions and not for
global optimisation under a limited number of observa-
tions.
Warping is another popular approach for dealing with non-
stationarity (Snelson et al., 2004; Adams and Stegle, 2008).
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(a) BO Iteration 8 (b) BO Iteration 15 (c) BO Iteration 35
(d) HTBO Iteration 8 (e) HTBO Iteration 15 (f) HTBO Iteration 16
Figure 1: Comparison between standard BO (a-c) and the proposed HTBO method (d-f). HTBO is able to find the maximum in 16
iterations, while BO is not able to overcome heteroscedasticity and over-samples one of the local maxima.
Recently, Snoek et al. (2013) proposed an input warp-
ing technique, using a parameterised Beta cumulative dis-
tribution function (CDF) as the warping function. The
goal of input warping is to transform non-stationary func-
tions to stationary ones by applying a Beta CDF mapping
wd(·) to each dimension d. The new covariance becomes
κ(w(x), w(x′)). We have found that input warping can
lead to remarkable improvements in automatic algorithm
configuration. However, the Beta CDF transformation has
limitations, which we address in this paper by using a treed
approach.
3 Treed Bayesian Optimisation
3.1 Constructing the tree structure
Our proposed heteroscedastic treed Bayesian optimisation
(HTBO) method is based on classification and regression
trees (CART), a decision tree model of Breiman et al.
(1984). A Decision tree may be understood in terms of
a sequence of binary tests applied to an input x, which de-
termines the path followed by x from the root of the tree
to a leaf. Each node has a function of the form h(x) > τ ,
where h extracts a coordinate (feature) of x and compares
it to a threshold τ . The tree is constructed in a recursive
manner by choosing splits on features and thresholds so as
to reduce uncertainty (Denil et al., 2014).
We can measure uncertainty in a node A using the empiri-
cal mean squared error:
U(A) =
1
|A|
∑
yi∈A
(y¯A − yi)2,
where y¯A is the average of the output values inA. We could
also use the entropy of the GPs in each node, but we found
this alternative uncertainty measure to require much more
computation without leading to better performance.
The optimal splits on features and thresholds are the ones
that reduce uncertainty the most when splitting nodeA into
A′h,τ and A
′′
h,τ . They are obtained by optimising the fol-
lowing reduction in uncertainty objective:
I(A,A′h,τ , A
′′
h,τ ) = U(A)−
|A′h,τ |
|A| U(A
′
h,τ )
− |A
′′
h,τ |
|A| U(A
′′
h,τ ). (5)
In CART, the splitting threshold τ of feature h(x) is the
midpoint of two points (xi,xj), which is convenient for
constant predictions as xi will go to the left child and xj
to the right one respectively. However, in the proposed ap-
proach this would create unwanted variance in the gap be-
tween xi and xj , as one GP will have to cover the unknown
space from xi to τ and another GP the unknown space from
τ to xj . This antagonises the goal of minimising the con-
ditional variance in Bayesian Optimisation (Brochu et al.,
2007) as shown in the left plot of Figure 2.
We solve the problem of the unwanted variance, by placing
τ exactly at one of the points xi, and let xi belong to both
children nodes, as shown on the right hand side of Figure 2.
This splitting strategy is essential for Bayesian optimisation
to work well with treed GPs.
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Unwanted Variance
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(a) CART Splitting
95% Credible 
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(b) Proposed approach
Figure 2: Comparison between conventional CART splitting and our proposed splitting method. The proposed splitting method reduces
the variance on the boundaries thus reducing waste of samples.
3.2 Learning hyper-parameters
Whereas other treed GP models propose partitioning the
data for computational efficiency (Gramacy et al., 2004;
Bui and Turner, 2014) or capturing multiple scales in the
data (Dunson and Fox, 2012), our approach is designed to
learn non-stationarity in the random process that generated
the objective function. Therefore, it is paramount that our
model is capable of learning different hyper-parameters for
each leaf.
Maximum likelihood is a common technique for obtaining
a point estimate of the hyper-parameters. In GP regression,
the log-marginal-likelihood can be expressed analytically
as follows
2 log p(y|x1:t, θ) =− y ᵀ(Kθt + σ2I)−1y
− log |Kθt + σ2I| − t log(2pi). (6)
A straightforward implementation of this approach for our
purpose would independently maximise the log-marginal-
likelihood of the data in each leaf. When leaves have very
few data points, however, maximising the likelihood could
severely underestimate the length scale hyper-parameters.
In this section, we propose a way of aggregating informa-
tion from different levels of the tree hierarchy. Given a tree-
structured partition of current observations Dt constructed
as per the previous section, let nodes be integer indexed,
starting with the root node 0. Let y(i) denote the data in
node i and y(i\j) denote the data in node i excluding the
data in node j, and similarly for x(i) and x(i\j). Further-
more, let δi return the depth of node i such that δ0 = 0 and
let ρi return the ordered list of nodes in the path from the
node i to the root 0, such that ρi0 = i and ρ
i
δi = 0, and
finally let Lt denote the set of leaves of the tree.
Suppose we are interested in estimating the hyper-
parameters of the GP associated with leaf j ∈ Lt, consider
the following marginal pseudo-likelihood decomposition
p(y|x1:t, θ) = p
(
y(j)
|ρj |⋃
i=1
y(ρji\ρji−1)
∣∣∣x1:t, θ)
≈ p(y(j)|x(j), θ)
|ρj |∏
i=1
p
(
y(ρji\ρji−1)
∣∣∣x(ρji\ρji−1), θ). (7)
This decomposition implicitly assumes certain conditional
independencies between nodes in the tree, given θ. Each
factor corresponds to a node along the path ρj of the leaf j
in question. However, the factors are all equally weighted,
so that the estimated hyper-parameter θˆML fits all of the
data equally. Consider instead, for each leaf j ∈ Lt, a
weighted marginal pseudo-likelihood decomposition
p(y|x1:t, θ) ≈ pw
j
0(y(j)|x(j), θ)
×
|ρj |∏
i=1
pw
j
i
(
y(ρji\ρji−1)
∣∣∣x(ρji\ρji−1), θ), (8)
where the importance of each factor depends on its corre-
sponding node’s depth relative to leaf j. A simple example
of this factor decomposition is depicted in Figure 3.
The weighted likelihood was inspired by the work of (New-
ton and Raftery, 1994) and paves us the way to produce
samples from the posterior of interest. Finally, the weights
wj are selected so that the factor corresponding to the leaf j
is squared and weights decrease harmonically along the
path ρj :
wji =
2
1 + δj − δi . (9)
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A
B C
D E
pwA yA\C | xA\C,θD( )
pwD yD | xD,θD( )
pwC yC\D | xC\D,θD( )
Figure 3: Tree-structured hyper-parameter estimation for the GP
at leaf node D. For simplicity, the nodes in this example are in-
dexed by letters rather than integers (as in the text).
So far, for ease of presentation, we have focused our atten-
tion on maximising the marginal likelihood (also known as
empirical Bayes or maximum likelihood II). However, it is
straightforward to adopt a more Bayesian approach by pre-
scribing a prior p(θ) and inferring the hyper-parameters of
leaf j by targeting the following unnormalised posterior
p(θ|x1:t,y) ∝ p(θ)pw
j
0(y(j)|x(j), θ)
×
|ρj |∏
i=1
pw
j
i
(
y(ρji\ρji−1)
∣∣∣x(ρji\ρji−1), θ), (10)
using Markov chain Monte Carlo (MCMC).
3.3 Heteroscedastic treed Bayesian optimisation
At each iteration of Bayesian optimisation, the decision
tree is reconstructed. In doing so, we ensure that there is
a minimum number of data points per leaf (5 in our exper-
iments). Subsequently, we estimate the hyper-parameters
as discussed in the previous section. The same approach is
also used in the estimation of the mean µt and the kernel
amplitude θ0 of the GP. Once the GPs have been fit to the
data in each leaf, we use their statistics to construct the EI
acquisition function. This function is then optimised using
a d-dimensional Sobol Grid with 20, 000 points as in the
package Spearmint.
It is interesting to note that, HTBO does not place explicit
requirements on the GP leaves, so long as, we can com-
pute the log-marginal-likelihood and EI efficiently. As a
result, not only could we use standard GPs but also GPs
with warping (Snoek et al., 2013) as leaves. When em-
ploying warping, the α and β parameters of the Beta CDF
are estimated using the proposed hierarchical prior. We re-
fer to HTBO with Warping as HTBO WARP and evaluate
it in our experiments.
Example iterations of the proposed treed approach against
standard Bayesian optimisation on a one-dimensional het-
eroscedastic function are illustrated in Figure 1. While the
standard approach fails, the proposed method, hierarchical
treed Bayesian optimisation (HTBO), is able to overcome
non-stationarity to find the maximum of the objective func-
tion.
4 Experiments
In this section we evaluate the proposed methods HTBO
and HTBO WARP. Comparisons are made against stan-
dard Bayesian optimisation (BO), as well as, the Bayesian
optimisation approach with input warping (BO WARP)
of (Snoek et al., 2013). For all the experiments presented
in this paper, we used the Mate´rn(5/2) kernel. The GP
hyper-parameters of all four approaches are obtained using
slice sampling. We use three different sets of experiments
for evaluation: synthetic functions, algorithm configuration
benchmarks, and mineral exploration datasets. The results
are summarised and discussed in Section 4.4.
4.1 Synthetic problems
We first introduce two heteroscedastic synthetic functions.
The first synthetic function, which we refer to as RKHS,
is shown in Figure 1. The function is constructed as a
weighted sum of squared exponential kernel functions with
2 different length scales. The left hand side of the func-
tion is smooth, whereas the right hand size jagged. For a
more detailed description, as well as, the source code of the
function, please refer to Wang et al. (2014b).
The second synthetic function is a two-dimensional expo-
nential function from Gramacy (2005). The precise mathe-
matical expression for the function is:
f(x1, x2) = x1 exp(−x21 − x22). (11)
We refer to this function as 2-D Exp. and plot it in Figure 4.
This function is interesting because it is “flat” over most of
its domain, with a peak that can be easily missed without
careful exploration.
Figure 4: 2D Exp function. The function is mostly flat with a peak
that could be easily missed.
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Figure 5: Performance of BO, BO with input warping (BO Warp), and the proposed approaches (HTBO and HTBO Warp) on synthetic
functions, algorithm configuration problems and mining problems.
4.2 Automatic machine learning problems
Latent Dirichlet Allocation (LDA) is a directed graphical
model for documents used in topic modelling tasks, for
which Hoffman et al. (2010) proposed an online learning
approach in the variational Bayes paradigm. In this experi-
ment we use precomputed performance data for this on-line
LDA algorithm on a dataset of 250,000 Wikipedia articles
under many parameter settings. Tuning the online LDA
algorithm involves choosing the two learning parameters,
τ0 and κ as well as a third parameter specifying the mini-
batch size, yielding a three-dimensional problem. Follow-
ing the original authors, the search space is restricted to a
6 × 6 × 8 grid (Hoffman et al., 2010). Next, we optimize
a latent structured support vector machine (SVM) using a
dataset available from Snoek et al. (2012). Similarly to
the LDA tuning experiment, the authors consider the la-
tent structured SVM on a three-dimensional parameter set-
tings space of two regularisation parameters and a conver-
gence tolerance. We used precomputed data corresponding
to the performance of the algorithm on binary classifica-
tion of protein DNA sequences. Once again following the
original methodology, the three-dimensional search space
is discretised in a 25 × 14 × 4 grid (Yu and Joachims,
2009; Miller et al., 2012).
Both datasets serve as benchmarks in the algorithm config-
uration community and the performance of a few different
global optimisation approaches on these datasets is pub-
licly available from Eggensperger et al. (2013).
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Table 1: HTBO performance evaluation
Method BO BO WARP HTBO HTBO WARP
RKHS −5.36± 0.38 −5.38± 0.38 −5.54± 0.33 −5.69± 0.19
2-D Exp −0.24± 0.20 −0.14± 0.18 −0.39± 0.11 −0.41± 0.07
LDA 1266.26± 0.30 1266.16± 0.00 1266.16± 0.00 1266.16± 0.00
SVM 0.24± 0.00 0.24± 0.00 0.24± 0.00 0.24± 0.00
Agromet −1050.09± 100.69 −1032.50± 36.42 −1117.39± 32.82 −1082.34± 52.59
Brenda −0.19± 0.07 −0.21± 0.12 −0.26± 0.12 −0.26± 0.09
The mean and standard deviation and the end of the scheduled iterations with the best results in bold. In most experiments, the proposed
method HTBO WARP achieved the best performance, only with HTBO achieving better results On Agromet. HTBO also performed
competitively in all experiments.
4.3 Geostatistical problems
In geostatistics, Kriging is a method of interpolation with
the aim of modelling a function efficiently with a minimal
number of observations. Hence, Kriging is very closely
related to Bayesian Optimisation. In this subsection, we
describe two datasets available at kriging.com.
The Agromet dataset was acquired by Isobel Clark, and de-
scribes a square area in the Natal Highlands, South Africa,
measuring Gold grade of a drill hole intersection at 400-
meter spacing. Hence, this example is two-dimensional
and is defined by the latitude and the longitude values of
each acquired sample. There are in total 18,189 observa-
tions. As shown in Figure 6, the surface described by the
dataset is clearly heteroscedastic and very rough, making
it difficult for a single Gaussian process, even with input
warping, to model accurately.
Brenda is an dataset of 1,856 observations of the depths of a
copper mine in British Columbia, Canada, that was closed
in 1990. Each observation in the dataset measures the con-
centrations of Copper, Molybdenum, Silver and Gold de-
posits. As in the case of Agromet, the surface described by
Brenda also exhibits non-stationarity. In our experiments,
we try only to identify the areas that contain the highest
concentrations of Copper.
Figure 6: The surface described by the Agromet dataset. The
surface is heteroscedastic and rugged making it a difficult target
for a single homoscedastic Gaussian process to model.
Please refer to Clark and Harper (2008) for more compre-
hensive descriptions of these datasets. In this paper, we use
these two Kriging examples to construct optimisation prob-
lems by trying to find the highest concentrations of ores,
based on the physically observed values of the datasets.
Hence, we only query the expected improvement function
at the points available from the historical records.
4.4 Evaluation
Each of the approaches was run 32 times on all of the
six benchmarks. Figure 5 summarises the average perfor-
mance of all the runs. In all examples, we try to minimize
(instead of maximise) the objective function to follow the
convention of earlier work Snoek et al. (2012, 2013). We
also report the mean and standard deviation of the runs in
Table 1.
In the experiment involving the RKHS function (Fig-
ure 5 (a)), most of the BO and BO WARP runs failed to
converge to the global optimum. In contrast, by taking
advantage of the tree partitioning, the proposed HTBO
and HTBO WARP approaches are capable of modelling
and optimising the heteroscedastic objective function, with
the latter achieving optimal performance. Specifically,
HTBO WARP converged to the global optimum of the
function in approximately 40 evaluations. As illustrated
in Figure 5 (b), BO WARP performs inadequately on the
2D Exp. function, while HTBO and HTBO WARP exhibit
the fastest convergence. This illustrates the fact that input
warping, despite being a very powerful technique, can fail
in some heteroscedastic domains.
On the problem of online LDA, as shown in Fig-
ure 5 (c), the best performance was achieved by HTBO
and HTBO WARP, with BO WARP following closely. On
the structured SVM example, in Figure 5 (d), all methods
have similar performance. It appears that both problems are
simple enough that all four methods converge eventually. It
is important to note that despite the lack of significant het-
eroscedasticity, the proposed methods are still competitive
with the state of art.
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Finally, in the two real-world mining extraction problems
HTBO and HTBO WARP achieve a significantly faster
rate of convergence. They outperform BO and BO WARP,
that can’t efficiently deal with the high heteroscedasticity
of the domain. The performance is depicted in more detail
in Figures 5 (e-f).
5 Conclusion
In this work, we introduced HTBO, a model based on
decision trees with GP leaves, for tackling hard het-
eroscedastic functions in Bayesian optimisation. HTBO
is a flexible model that does not place explicit require-
ments on its GP leaves and it can readily be combined
with input warping (HTBO WARP). We proposed a
weighted marginal likelihood approach for learning the
hyper-parameters of the leaves, and demonstrated empiri-
cally that our proposed methodological improvements have
robust behaviour across a wide range of heteroscedastic
functions. Finally, after evaluating the performance of
HTBO and HTBO WARP on six problems, we showed
that the proposed approaches outperform the competition
in normal and heteroscedastic settings, and can yield both
performance gains and robustness.
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