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Abstract
Principal to the ideology behind hyper-heuristic research is the desire to increase the
level of generality of heuristic procedures so that they can be easily applied to a wide
variety of problems to produce solutions of adequate quality within practical time-
scales. This thesis examines hyper-heuristics within a single problem domain, that
of Bin Packing where the benefits to be gained from selecting or generating heuris-
tics for large problem sets with widely differing characteristics is considered. Novel
implementations of both selective and generative hyper-heuristics are proposed. The
former approach attempts to map the characteristics of a problem to the heuristic that
best solves it while the latter uses Genetic Programming techniques to automate the
heuristic design process. Results obtained using the selective approach show that so-
lution quality was improved significantly when contrasted to the performance of the
best single heuristic when applied to large sets of diverse problem instances. Although
enforcing the benefits to be gained by selecting from a range of heuristics the study
also highlighted the lack of diversity in human designed algorithms. Using Genetic
Programming techniques to automate the heuristic design process allowed both sin-
gle heuristics and collectives of heuristics to be generated that were shown to perform
significantly better than their human designed counterparts. The thesis concludes by
combining both selective and generative hyper-heuristic approaches into a novel im-
mune inspired system where heuristics that cover distinct areas of the problem space
are generated. The system is shown to have a number of advantages over similar co-
operative approaches in terms of its plasticity, efficiency and long term memory. Ex-
tensive testing of all of the hyper-heuristics developed on large sets of both benchmark
and newly generated problem instances enforces the utility of hyper-heuristics in their
goal of producing fast understandable procedures that give good quality solutions for
a range of problems with widely varying characteristics.
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Ever since the addition of computers to the toolbox of scientists, practitioners have
revelled in their ability to process vast amounts of structured information in a fraction
of the time that a human brain can manage. Early visionaries envisaged machines with
immense processing power that would potentially be able to solve the most complex
and intractable of problems. Over half a century later this vision has not materialised
and whilst computational devices with immense power are everyday items for most
people their ability to tackle what initially appear as ideal problems to be solved us-
ing a thinking machine have not become a reality. Although computational power has
continued to grow in accordance with Moore’s law, doubling in size every 2 years,
developing complete problem solvers for even the simplest of combinatorial problems
is still well outside their scope for all but the smallest of problem instances. The task
of finding solutions to these types of problem has fallen to the computer scientist who,
inspired by the wonders of the natural world have strived to replicate the desirable
traits inherent in many naturally occurring processes and harness them for their com-
putational needs.
The ever increasing numbers of related scientific papers emerging from academia
highlights the continued interest and potential benefits associated with finding fast, ro-
bust problem solvers for combinatorial problems. There is however little correlation
between the increasing amount of research conducted and the uptake of these poten-
tially financially rewarding techniques by industry. This is often cited as being due to
1
the complexity and unpredictability associated with stochastic search techniques that
typically require extensive tuning and evaluation by experts in order to be applied to
specific industrial applications. There is a gap between academic research and the real
world constraints that are faced by industry that researchers are in part failing to ad-
dress. Many modern search techniques are too complex to be adapted for real world
problems where the number of constraints faced is the predominant factor. Academics
often evaluate their highly specialised methods on unrealistic, over simplistic and con-
trived benchmark problem sets which although useful as a means of contrast is of little
practical use to industry and non-experts with little tangible benefit for society.
Hyper-heuristics are a relatively new collection of diverse approaches that have
predominately been researched during the last decade and a half. Amongst the goals
set out by early hyper-heuristic practitioners was the ability to provide simple and
understandable problem solvers that were easily adaptable and applicable to a range
of different problems with little or no modification. Current hyper-heuristic meth-
ods are, in general, becoming increasingly more complex and the community could
be criticised as straying from the original vision. This trend can be seen with other
biologically inspired fields that have emerged over previous decades, such as in the
metaheuristic community which started with the promise of providing general prob-
lem solvers but has, maybe inevitably, evolved into one that is predominately filled
with academics jostling for position in an continually evolving race to provide the best
possible solutions to sets of intractable, yet often fabricated and unrealistic benchmark
problems.
The work presented here can be said to suffer from many of these criticisms but
does not set out to provide perfect solutions. The research presented attempts to high-
light the potential of hyper-heuristics by conducting an investigation into their use
within a single, relatively simple problem domain; the bin packing domain, specifically
the the off-line variant of the fixed capacity one dimensional bin packing problem.
Furthermore the underlying search space, defined by a set of heuristics, is consti-
tuted of only deterministic heuristics (or their component parts), allowing for greater
confidence when analysing the performance of the overseeing hyper-heuristic than
could be inferred by searching over sets of stochastic heuristics. This thesis concen-
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trates on investigating the benefits to be gained by using hyper-heuristics to exploit
the combined utility of sets of deterministic heuristics. Both selective and generative
approaches are presented and evaluated on a large corpus of problem instances, both
taken from the literature and newly generated.
Stochastic search techniques are often criticised as providing no guarantee of so-
lution quality are are often highly specialised, performing well on only those problem
instances that they were designed or evolved to solve. They are often also very costly
in terms of design and execution times. In contrast the procedures emerging from this
study are simple deterministic procedures that have guaranteed performance and short
execution times and are easily understandable by non experts.
The literature suggests that hyper-heuristics can be applied successfully to many
classes of problem, possibly even being able to transcend domain boundaries. How-
ever, even within a single domain, problem instances can be categorised as belonging to
a particular class of problem that is best suited for solving using a particular method.
The research presented shows that different heuristics are best suited to problem in-
stances generated with particular characteristics, that can be considered as problem
classes from the perspective of a heuristic. Although not easily identified these corre-
lations are exploited by the hyper-heuristics introduced. The study conducted allows
for the overseeing hyper-heuristics to be evaluated without the uncertainties associated
with stochastic heuristics or the complications and inevitable generalisations that occur
when hyper-heuristics are applied to different domains.
The following section outlines the main research questions that have driven the
research conducted and presented in this thesis.
1.1 Research Questions
• Question 1. To what extent can a deterministic constructive heuristic’s ability
for solving a problem be mapped to a problem’s characteristics and therefore be
exploited by a selective hyper-heuristic?
• Question 2. To what extent can novel heuristics be evolved that match or outper-
form human-designed deterministic constructive heuristics?
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• Question 3. Can a hyper-heuristic be used to manage a collective of automat-
ically generated heuristics that collaborate to efficiently cover large problem
spaces composed of problems of differing characteristics?
The initial few chapters of this thesis concentrate on investigating which of a range
of characteristics best describe a BPP instance and examining whether a correlation
can be found between those characteristics and the solution quality obtained by a par-
ticular heuristic. The extent to which collectives of heuristics, which can be intelli-
gently selected from, can improve on their individual utility over large problem sets is
investigated. Subsequent chapters show the extent to which automatically generated
heuristics, both individually and as a collective, can improve upon the quality of the
solutions attained by human designed heuristics.
1.2 Thesis Contribution
This thesis explores the field of hyper-heuristics in a single problem domain, that of
bin packing. The main contributions of this thesis, listed in increasing order of signifi-
cance, are listed below.
• The introduction of a new deterministic heuristic for the BPP (Section 3.4.7) and
two new sets of benchmark problem instances (Section 3.3.7). The new heuristic
is show to perform better than the other man made heuristics investigated when
applied to problem instances where the average item weight was small in relation
to the bin capacity.
• The introduction of a novel selective hyper-heuristic (Chapter 4) which selects
the best heuristic for a problem instance based on characteristics of the problem
space that are autonomously derived during an off-line training phase.
• A novel application of genetic programming as a generative hyper-heuristic for
generating constructive deterministic heuristics for the BPP (Chapter 5). Unlike
other approaches in the literature the nodes combined using Single Node Genetic
Programming incorporate mechanisms to explicitly pack items into a solution.
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• Two novel approaches for generating sets of cooperative heuristics including
the application of an island model and an artificial immune system as a hyper-
heuristic (Chapter7). Both methods use the novel concept of generating coopera-
tive sets of heuristics concurrently that better cover the problem space (Chapters
6 and 7). A side effect of the AIS inspired approach is the ability to summarise
large problem spaces using small sets of problem instances that encapsulate the
entire problem space without loss of information. (Chapter 7)
1.3 Publications Resulting from the Period of Study
The following conference papers, competition entries, book chapters and journal arti-
cles, listed in chronological order, were published during the course of the period of
study resulting in this thesis.
• Kevin Sim. Ksats-hh: A simulated annealing hyper-heuristic with reinforce-
ment learning and tabu-search. Entry in the Cross-domain Heuristic Search
Challenge, June 2011.
• Kevin Sim. Asynchronous idiotypic network simulator. In Emma Hart, Jon Tim-
mis, Paul Mitchell, Takadash Nakamo, Foad Dabiri, Ozgur Akan, Paolo Bellav-
ista, Jiannong Cao, Falko Dressler, Domenico Ferrari, Mario Gerla, Hisashi
Kobayashi, Sergio Palazzo, Sartaj Sahni, Xuemin (Sherman) Shen, Mircea Stan,
Jia Xiaohua, Albert Zomaya, and Geoffrey Coulson, editors, Bio-Inspired Mod-
els of Networks, Information, and Computing Systems, volume 103 of Lecture
Notes of the Institute for Computer Sciences, Social Informatics and Telecom-
munications Engineering, pages 248–251. Springer Berlin Heidelberg, 2012.
• Emma Hart and Kevin Sim. Computational Intelligence, chapter Artificial Im-
mune Algorithms in Learning and Optimisation. UNESCO Encyclopedia of
Life Support Systems (EOLSS), 2012.
• Kevin Sim, Emma Hart, and Ben Paechter. A hyper-heuristic classifier for
one dimensional bin packing problems: Improving classification accuracy by
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attribute evolution. In CarlosA.Coello Coello, Vincenzo Cutello, Kalyanmoy
Deb, Stephanie Forrest, Giuseppe Nicosia, and Mario Pavone, editors, Paral-
lel Problem Solving from Nature - PPSN XII, volume 7492 of Lecture Notes in
Computer Science, pages 348–357. Springer Berlin Heidelberg, 2012.
• Kevin Sim and Emma Hart. Generating single and multiple cooperative heuris-
tics for the one dimensional bin packing problem using a single node genetic
programming island model. In Christian Blum, editor, GECCO ’13: Proceed-
ing of the fifteenth annual conference on Genetic and evolutionary computation
conference, New York, NY, USA, 2013. ACM.
• Kevin Sim, Emma Hart, and Ben Paechter. Learning to solve bin packing
problems with an immune inspired hyper-heuristic. In Giuseppe Nicosia Ste-
fano Nolfi Pietro Lio´, Orazio Miglino and Mario Pavone, editors, Advances in
Artificial Life, ECAL 2013: Proceedings of the Twelfth European Conference
on the Synthesis and Simulation of Living Systems, pages 856–863. MIT Press,
2013.
K. Sim, E. Hart, and B. Paechter. A lifelong learning hyper-heuristic method for
bin packing. Evolutionary Computation Journal, In Press, January 2014.
1.4 Thesis Layout
The remainder of the thesis is structured as follows:
• Chapter 2 Background : Introduces the one dimensional bin packing problem
and the field of hyper-heuristics, concentrating on approaches that have been
applied to the bin packing problem.
• Chapter 3 Benchmark Heuristics and Problem Instances : Introduces the bench-
mark problem instances and heuristics for the BPP that are used throughout this
thesis.
• Chapter 4 Selective Hyper-heuristics : A novel selective hyper-heuristic is pre-
sented that uses classification techniques to predict the most suitable heuristic
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from a pool of benchmark heuristics for a problem instance based on character-
istics of the problem instance.
• Chapter 5 Generative Hyper-Heuristics: A generative hyper-heuristic is intro-
duces which uses a form of genetic programming to evolve deterministic heuris-
tics for the BPP that are tested on a large set of benchmark problem instances.
• Chapter 6 Generating Sets of Co-operative Heuristics using a Genetic Program-
ming Island Model : An island model is applied to the generative hyper-heuristic
introduced in Chapter 5 to co-evolve sets of deterministic heuristics that collec-
tively cover the heuristic space better than any of the constituent heuristics.
• Chapter 7 An Artificial Immune System Inspired Generative Hyper-heuristic : A
novel artificial immune system hyper-heuristic replicates the results obtained us-
ing the island model introduced in Chapter 6 using a more efficient approach that
is shown to have additional beneficial properties such as memory and increased
responsiveness.
• Chapter 8 Conclusions : The final chapter summarises the research presented in





The quantity of research in the field of hyper-heuristics has escalated greatly since the
term was first introduced at the start of the millennium [31]. Driven by a goal to design
simple and understandable methods capable of generalising over a wide range of prob-
lems, practitioners of hyper-heuristics have applied a variety of approaches with many
diverse methods falling under the hyper-heuristic banner. These range from applying
metaheuristic techniques to search for the best combination of perturbative heuristics
to generative techniques that are employed to automate the heuristic design process.
While it is the view of many practitioners that a hyper-heuristic should be applicable
to different problem classes from multiple domains without modification, the research
presented in this thesis explores the value of hyper-heuristics when applied to a sin-
gle problem domain. It is shown that within a single problem domain there are many
classes of problem that vary in difficulty from the perspective of any single heuristic,
making hyper-heuristics useful as more general solvers even within a single domain.
This thesis explores hyper-heuristics in the realm of the One Dimensional Bin Packing
domain and presents a number of probabilistic hyper-heuristics that search over a set
of deterministic constructive heuristics, both selected from the literature and automat-
ically generated for this relatively simple, yet intractable, combinatorial optimisation
problem. Restricting the study to the sub-class of hyper-heuristics that search over
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a set of constructive deterministic heuristics allows for an analysis of the merits of
hyper-heuristics to be conducted without being affected by the uncertainty inherent in
stochastic perturbative heuristics. It is the authors belief that many of the techniques
presented in this thesis could easily be transferred to other problem domains but in
order to maximise a hyper-heuristics potential, as with other search techniques, each
application requires costly and lengthy tuning in order to optimise its performance. The
typical view that dominates the literature is that a hyper-heuristic operates at a level of
abstraction independent of the problem domain without access to any domain specific
knowledge. This however is a generalisation that especially in the case of selective
hyper-heuristics does not always hold. Subsequent chapters show that hyper-heuristic
approaches can benefit from deriving information specific to the problem instances be-
ing solved and that the relationship between a problem instance’s characteristics and
the ability of a heuristic to provide a good solution can be quantified and exploited to
improve the quality of the subsequent solution.
This chapter first introduces the BPP before reviewing some of the hyper-heuristic
literature that has introduced a broad range of techniques that have been applied to
a range of different combinatorial problems. Subsequent chapters provide additional
specific background information that is relevant to the presented hyper-heuristic ap-
proach.
2.2 One Dimensional Bin Packing Problem
The Bin Packing Problem (BPP) is a combinatorial optimisation problem which be-
longs to the larger class of cutting and packing problems that occur frequently in in-
dustrial applications. The objective of the problem, of which there are many variants,
is to pack a number of items into as few containers (bins) as possible. The problem is
widely researched in part due to the fact that it appears as a component part of more
complicated real world problems such as vehicle transportation and scheduling tasks.
Due to the wealth of research available it is an ideal domain to use as an example to
explore the merits of hyper-heuristics.
One method of classifying different variants of BPP is by their dimensionality. The
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problem may be to minimise:
• The number of machines required to process a varied set of jobs or the num-
ber of data packets needed to transmit a quantity of digital information (One
Dimensional).
• The waste from a quantity of sheet material used to cut a set of shapes (Two
Dimensional).
• The volume needed to transport a range of of goods of varying dimensions
(Three Dimensional).
A second predominant feature of BPPs that affects the way that search methods
can approach the problem is the availability of the items that make up the problem
instance.
• In the On-Line BPP, items requiring to be packed are presented as they become
available. In the theoretical problem, typically these are packed on arrival into
containers, all of which remain available for the duration of the procedure.
• In the Off-Line BPP all of the problem instance’s items are known a priori al-
lowing for pre-processing of the items if desired. In the academic literature the
containers used to pack the items that make up an instance of this class of BPP
are usually available for the duration of this procedure.
Subsequent chapters of this thesis introduce a number of different hyper-heuristics
that search over a range of deterministic constructive heuristics for the fixed capacity
variant of the off-line BPP. The underlying heuristics were either designed based on
descriptions taken from the literature or were automatically generated. In all cases the
underlying heuristics received items in descending order of size and were designed to
iteratively pack a single bin at a time which, once filled, is immediately closed and
becomes unavailable to the packing procedure. This could be seen as a special case of
the off-line BPP where containers need to be dispatched as quickly as possible, such
as for a large distribution network where loading space is constrained and driver idle
time is a relevant financial factor. All of the deterministic heuristics used throughout
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this study require the prerequisite that all of the items to be packed are known prior to
the procedure commencing and that those items are presented in descending order of
size. However all of the heuristics investigated can also be used on real world variants
of BPPs where items are presented continually in batches, as long as each set of items
presented meets the constraint that they are pre-ordered into descending size order.
The off-line variant of the one dimensional bin packing problem with equal bin
capacity is used here as an example domain with any observations made applying to
problems of a higher dimension, varied bin capacity or for problems where additional
constraints, such as bin size to cost ratio, are a factor. The abbreviation BPP is used
throughout the remainder of this document in relation to this unidimensional class of
problem which is defined below.
Definition 2.1 (One-Dimensional Bin Packing Problem (BPP)). The BPP is a class
of NP-hard problem [51] the objective of which is to minimise the number of bins of
fixed capacity C required to accommodate a set J of n items with J = {ω1 . . . ωn}
and weight ωj : j ∈ {1 . . . n} falling in the range 1 ≤ ωj ≤ C whilst enforcing the
constraint that the sum of weights in any bin does not exceed the bin capacity C [104].
For any problem instance the theoretical optimal number of bins required to pack
all of the items in a problem is given by Equation 2.1. There have been many studies
conducted in order to refine this measure for a given problem instance where the abso-
lute lower bound is unattainable, most notably [51]. For example if each of a problem
instance’s items are greater in size than half of the capacity of a bin then each item re-
quires placing into its own bin and clearly the optimal number of bins is simply equal
to the number of items in the problem. The objective of hyper-heuristic methods is
not to exhaustively search for an optimal solution but to return an adequate solution
within a reasonable time-scale. Therefore, although it is clear that the lower bound
given by Equation 2.1 is unattainable for many problem instances it is used throughout
this thesis wherever the optimal solution is unknown as it provides an absolute lower
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As well as a wealth and variety of different techniques that have been applied to the
BPP there are also a number of sets of widely used benchmark problem instances that
have been used by academics to contrast their implementations and that are readily
available via on-line repositories . The most commonly used benchmark problems
for the BPP come from two publications. In [104] Scholl, et al., introduced 1210
problem instances split into 3 data sets whilst in a separate publication [42] Falkenauer
introduced another 160 widely used problem instances. These problem instances are
described in detail in Chapter 3 where the affect of different problem characteristics
on the difficulty of the problems from the perspective of a range of human designed
deterministic constructive heuristics is investigated.
The BPP has been addressed using a number of techniques
• Exact [104] methods are typically only feasible for small instances of BPP due
to the exponential growth in computational resources required with increased
problem size.
• Heuristics [51] are usually simple rules of thumb that give good, but not nec-
essarily optimal, performance in terms of both solution quality and execution
time. As is shown in subsequent chapters different heuristics work best on cer-
tain classes of problems with different characteristics.
• Metaheuristics such as Genetic Algorithms [40] and Ant Colony Optimisation
[74] are amongst the most successful approaches that have been applied to the
BPP. The two examples cited are both highly tailored hybrid algorithms that
incorporate a problem specific local search based on the reduction procedure of
Martello and Toth [80].
Hyper-heuristics have also been successfully applied to the BPP. Some of these ap-





Amongst the goals of hyper-heuristic research is to create more general procedures
capable of being applied to different problems of varying characteristics, a goal shared
with early metaheuristic practitioners introduced a decade and a half earlier. Even
though metaheuristics are amongst the most successful approaches for addressing com-
binatorial optimisation (CO) problems they are often overlooked by industry, being
perceived as overcomplicated, requiring costly and lengthy expert knowledge in or-
der to be tuned to each new problem or as yet unexplored problem domains. Hyper-
heuristics aim to reduce this overhead by offering fast and easy to implement tech-
niques capable of providing “good enough - soon enough - cheap enough” solutions to
problems from different domains[14].
Unlike much of the research presented in the field of metaheuristics the objective
for hyper-heuristics is not primarily to generate procedures capable of solving to op-
timality a subset of well documented problems for a given domain. Hyper-heuristics
aim to provide robust procedures that are easily adaptable and perform satisfactorily
in terms of solution quality and execution time for a wider range of problems, even
possibly being able to transcend domain boundaries. Hyper-heuristics differ to other
search paradigms in that they search over a space defined by a set of problem spe-
cific heuristics, or heuristic components rather than directly over the problem space.
Hyper-heuristic approaches may search for a suitable heuristic, combinations of sim-
ple heuristics or combinations of heuristic components that are used to generate new
heuristics.
The term hyper-heuristics was not used in the literature until 1997 where it was
applied in the domain of automated theorem proving to describe an amalgamation of
artificial intelligence techniques [35]. The concept however, dates back to the 1960’s
where, for example, Fisher and Thompson [47] used combinations of simple dispatch-
ing rules to improve upon the solutions attained using single rules for a range of
scheduling problems. First used in relation to combinatorial optimisation problems
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at the beginning of the millennium [31], the term hyper-heuristics has evolved to en-
compass a number of diverse methods that are related by the fact that they search over
the space defined by the underlying heuristics rather than the search space defined by
the set of possible solutions.
Many hyper-heuristics presented in the literature are evaluated on multiple do-
mains. The hyper-heuristic searches for permutations of simple problem specific heuris-
tics (or their component parts) using a generalised heuristic or metaheuristic process
that is unchanged for each domain. Only the underlying heuristics vary across different
problem domains with the hyper-heuristic receiving no problem specific information
to aid its search. The focus of this thesis differs from this view and explores the realm
of hyper-heuristics within the bounds of a single domain with the emphasis on select-
ing, generating and combining deterministic heuristics specific to the BPP. Information
specific to the problem domain and characteristics specific to the problem instances be-
ing solved are exploited to improve the search and to provide a memory that can be
used to increase the quality and speed of successive searches.
Subsequent chapters show that individual heuristics have limited utility when ap-
plied to problem instances of widely varying characteristics. By selecting or generating
a heuristic appropriate to the instance, or instances, to be solved the combined utility
of a set of problem specific heuristics can be exploited thereby minimising the weak-
nesses inherent in any deterministic heuristic. Although it is the opinion of the author
that the research presented is applicable to other CO problem domains this remains
as an objective for future research with the contribution of the thesis being restricted
to a single domain. As noted, even within a single problem domain, there is a trade
off between the ability of a heuristic to perform well on a specific problem instance, a
class of problem instances with similar characteristics and its ability to generalise over
a wider set of more varied problem instances.
The problem of finding the best permutation of heuristics in itself a CO problem[120,
121]. However the landscape to be traversed, defined by the set of underlying heuris-
tics, may be easier to navigate than the landscape defined by the possible set of solu-
tions.
A recent classification of the term hyper-heuristics is given in [19] to encompass
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emerging techniques in the field. Whilst earlier works concentrated on developing
strategies based on the original definition of “heuristics to select heuristics” [14]
more recent approaches have introduced the concept of “heuristics to generate heuris-
tics” [19] typically using genetic programming as a method of creating new heuristics
from constituent parts. Burke et al. [19] classify a hyper-heuristic dependent upon
which subclass of three defining categories the approach implements, as depicted in
figure 2.1, giving a total of 12 possible classifications. However, whilst the categories
themselves are clear, attempting to classify the papers listed in a comprehensive bib-
liography [86] as belonging to one of the 12 categories is not always possible due to
the hybrid approach taken by many practitioners. Subsequent sections of this chapter
review a number of hyper-heuristics from the literature which are separated, as far as
possible, based on which of the primary underlying two strategies they use; Selective
or Generative.
Heuristics have been defined as belonging to a number of different categories As an example a
hyper-heuristic could be classified as a heuristic selection strategy using constructive heuristics with no
learning.
Figure 2.1: Classification of hyper-heuristic approaches
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The descriptions given in definitions 2.2 - 2.10 clarify the terms used in the classi-
fication described in [19] and depicted in figure 2.1.
Definition 2.2 (Hyper-heuristic). The term hyper-heuristic is deemed to mean any
approach in which the primary search is conducted over a space defined by a pool
of underlying heuristics or their component parts. A hyper-heuristic searches this
space looking for a suitable method for solving one or more problem instances. This
is achieved by selecting, generating, combining or altering elements taken from the
underlying pool of heuristics or heuristic components. A hyper-heuristic may be used
to create novel reusable heuristics that can be applied without modification to new
problem instances or it may operate adaptively during the course of solving one or
more problem instances changing its behaviour in relation to the state of the complete
or partial solution.
Definition 2.3 (Heuristic). A heuristic may be a constructive procedure that is used to
build a solution or a perturbative operator that acts upon an already complete solution.
The output from a heuristic is a complete solution to the problem being tackled.
Definition 2.4 (Heuristic Component). A component may be a parameter or method
within an algorithm that if altered affects the algorithms performance. In the context
of generative hyper-heuristics the components may be arithmetic operators, problem
specific variables or procedures which when combined result in a new heuristic. When
used as building blocks constructive heuristics can be defined as components and the
resultant combination of components (found by applying a hyper-heuristic) can be seen
as a new heuristic that can be reused without further modification. 1
The clearest defining feature of different hyper-heuristic approaches is whether
they select from a set of pre-determined heuristics, or heuristic components, or whether
they generate new heuristics from simpler constituent parts.
1Many deterministic constructive heuristics described in this thesis are created by combining com-
ponents. Many of these components can be applied iteratively to a problem instance in order to build a
complete solution. If used in isolation the components can be defined as a heuristic. If combined they
become components of a new heuristic.
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Definition 2.5 (Selective Hyper-heuristic). A selective hyper-heuristic is responsible
for selecting which heuristic(s) to apply to construct or perturb a solution for one or
more problem instances. This could range from applying a single heuristic to generate
a complete solution to deciding the order that a range of perturbative heuristics are
applied in order to improve upon an incumbent. Typically hyper-heuristics adopt both
a selection strategy and an acceptance strategy in order to make this decision, deciding
which heuristic to apply and also whether to accept the resultant solution.
Definition 2.6 (Generative Hyper-heuristic). Generative hyper-heuristics aim to au-
tomate the heuristic design process by combining heuristic components to create new
heuristics. The components may include mathematical operators and problem specific
variables that are constructed into functions used to determine actions such as the
choice of item and the choice of item placement in a solution. Components could also
include programmatic elements or partial heuristics that are perturbed or combined
in order to create new heuristics.
The heuristics that are either selected or generated using a hyper-heuristic can be
categorized as being either constructive of perturbative.
Definition 2.7 (Constructive Heuristic). A constructive heuristic builds a solution from
an initially empty solution, controlling the order that items are selected and placed
into the solution. At each iteration the heuristic is responsible for determining which
item(s) from the problem instance are selected for placement into the partial solution
as well as the location at which they should appear. Constructive heuristics have a
natural termination point when all items have been inserted.
Definition 2.8 (Perturbative Heuristic). A perturbative heuristic works to improve
upon an already complete solution by perturbing the order of items using, for ex-
ample, mutation operators or hill climbing algorithms. Perturbative, hyper-heuristics
start with an initial complete solution that each underlying heuristic can operate upon
to create a new solution within that heuristics own local neighbourhood. Unlike con-
structive approaches perturbative approaches have no natural termination point and
are typically executed for a predefined time limit or number of iterations or until the
quality of the solution is deemed sufficient.
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Definition 2.9 (Learning). A hyper-heuristic that uses No Learning uses a predefined
strategy with no adaptation during the search process. As example a hyper-heuristic
which uses simulated annealing as the guiding strategy retains no memory of the search
history and uses the same predefined acceptance strategy throughout the lifetime of the
algorithm.
Definition 2.10 (Hyper-heuristic with Learning). A learning hyper-heuristic is a hyper-
heuristic that uses memory either explicitly such as is the case with tabu search or
learning classifier systems or implicitly as is the case with evolutionary approaches
such as an EA in order to improve the search based on previous history.
– On line learning uses information acquired during the current search which
is not stored between algorithm restarts. Heuristics emerging from this
approach could be considered as disposable in the context that they are
disregarded after use.
– Off line learning uses memory obtained during previous searches, typically
conducted during a training phase prior to the algorithm being used in its
final context.
Perturbative hyper-heuristics operates similarly to many metaheuristic techniques,
iteratively attempting to improve upon an incumbent solution. The hyper-heuristic is
responsible for selecting which of a number of mutation or hill climbing heuristics to
apply at each iteration and for determining whether the resultant solution should be ac-
cepted. This class of hyper-heuristic is amongst the most popular and most successful
techniques to be found in the literature [6, 10, 13, 92] but they can suffer from many
of the undesirable traits inherent in metaheuristic techniques. Having no natural ter-
mination point means that execution times can be unpredictable with no guarantee of
solution quality due to the stochastic nature of the underlying heuristics.
In contrast the hyper-heuristics presented in this work search over a set of determin-
istic constructive heuristics or their components. The resultant procedures are easy to
understand, fast to execute and are shown to be effective when applied to a wide range
of problem instances in a single domain. The procedures evolved using the hyper-
heuristics presented in this thesis are reusable in that they can be stored and reapplied
18
2.3 Hyper-Heuristics
to replicate the solutions attained due to the deterministic nature of the heuristics and
heuristic components used. This affords an increased level of assurance in perfor-
mance of the final procedures over the variable solution quality attained using stochas-
tic heuristics.
A generalised hyper-heuristic model is shown in figure 2.2 which depicts the hyper-
heuristic as an overseeing process responsible for selecting which heuristic to apply
next in order to either construct or perturb a solution. The hyper-heuristic is responsi-
ble for deciding whether to accept the solution in which case it replaces, for a single
point search, the incumbent or in the case where a parallel search is being conducted it
is added as, or replaces, a solution from the population. Memory may be employed, in
one or both of the selection and acceptance strategies, to offer some learning capabili-
ties in order to improve the search based on past history. The hyper-heuristic solution
consists of a method to obtain the final problem solution. This may be manifested as a
fixed list of heuristics that are applied in order to construct or perturb a solution or as a
process or set of rules that is used to determine the selection of heuristics.
The above classification scheme is not exhaustive and there are many search meth-
ods which are defined as hyper-heuristics that use a combination of approaches such
as in [55] where a heuristic selection strategy is employed to select between construc-
tive, perturbative and noise heuristics using an “evolutionary-based hyperheuristic ap-
proach, called EH-DVRP”.
A comprehensive account of the origins and evolution of hyper-heuristics is given
in [12] which points to works carried out in different combinatorial optimisation prob-
lem domains including scheduling [45, 47, 60, 84], packing [78, 101, 102], constraint
satisfaction [127], time-tabling[129] and vehicle routing [52]. Other recent overviews
are provided in the review papers [93] and [26]. A selection of book chapters have also
been published relating to hyper-heuristic research [14, 18, 19, 26, 100].
A number of different guiding techniques have been used in hyper-heuristic im-
plementations ranging from simple local search or hill climbing methods[120, 121],
metaheuristic approaches including evolutionary algorithms[45], tabu search [25], sim-
ulated annealing [5] and ant colony optimisation [8, 27] as well as machine learning
strategies such as learning classifier systems [101] and reinforcement learning [83].
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The hyper-heuristic decides which heuristic from a pool of domain specific heuristics to apply to
the complete or partial solution before determining whether to accept the modified outcome. Memory
may be used, either obtained during the current execution or learned previously, in an attempt to improve
the search process. In a population based parallel search the hyper-heuristic is also responsible for
determining the selection and replacement of the solution to be modified which is not shown for clarity.
Figure 2.2: Operation cycle of a typical hyper-heuristic
The following section looks at some of the approaches that pre date the term hyper-
heuristics being coined followed by a more in depth study of some of the methodolo-
gies applied during the last decade, grouped according to the classification scheme
proposed in[19], as depicted in figure 2.1, concentrating on those most relevant to the
research presented here.
2.3.1 Early Hyper-Heuristic Approaches
In the 1990’s, prior to the term hyper-heuristics being coined, with computational
power growing, advances in heuristic techniques made by operations research, the
appearance of stochastic metaheuristic search techniques and progress in the field of
machine learning the number of researchers investigating some of the underlying ideas
behind what is now termed hyper-heuristics also increased. Regardless of the dawn of
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the expression hyper-heuristics and its changing definition the idea of solving compu-
tationally hard problems by combining known methodologies is one that dates back to
the 1960’s when Fisher & Thompson [47] used machine learning techniques to select
combinations of simple heuristics to produce solutions to job-shop scheduling prob-
lems. The domain of scheduling is the one that attracted researchers interests prior to
the technique being formalised. Some of the early approaches applied to a variety of
different scheduling problems are briefly reviewed.
In [45] a genetic algorithm was used to search “a space of abstractions of solutions”
evolving a sequence of constructive heuristics to be applied to the problem instance in
order to build a complete solution. The authors termed this method an “Evolving
Heuristic Choice (EHC)” citing the early work of others in developing “GA/heuristic
hybrids”. EHC was found to produce promising results on Taillard’s benchmark prob-
lems [122] even improving upon best results found previously using Tabu Search.
Heuristics were combined in [60] to solve 12 dynamic job-shop scheduling prob-
lem instances taken from [82]. The results presented showed that the technique out-
performed 3 more conventional search techniques taken from the literature for a large
percentage of problem instances and proved highly competitive on the others.
A number of other heuristic selection methods that have been applied to schedul-
ing problems which pre date the formalisation of the term hyper-heuristic include
[45, 133]. The remainder of this chapter takes a look at some of the hyper-heuristic ap-
proaches published since the millennium attempting to classify them according to the
main criteria specified byBurke et al. [19] as illustrated in figure 2.1. A number of se-
lective hyper-heuristics are described in Section 2.3.2 before a selection of generative
hyper-heuristics are reviewed in Section 2.3.3.
2.3.2 Heuristic Selection Techniques
A number of selective hyper-heuristics techniques are reviewed with emphasis given
to those that have been applied to various packing and cutting problems.
Ross et al. [101] use an off-line learning stage to train a learning classifier systems,
namely XCS [134], to predict the best constructive heuristic to use based on the cur-
rent problem state. This work was extended in [78]. Solutions to the one dimensional
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bin packing problem instances that it was tested on are built up iteratively as the classi-
fier monitors the changing problem state deciding which heuristic to apply at any given
stage. Off-line training was conducted on a training set comprising of 75% of the prob-
lem instances taken from a set of 890 benchmark problem instances sourced from the
literature. The system evolved rules that determined which combinations of heuristics
to use to construct solutions. Eight simple constructive heuristics were utilised, four
of which were taken directly from the literature with each modified by the addition
of a filler process to make up the remainder of the set. Results showed that superior
quality solutions were obtained using combinations of heuristics than were produced
by applying any of the heuristics in isolation. The approach investigated the concept
that a relationship exists between the structure of a problem instance and the quality
of the solution produced by a particular heuristic. If it is possible to map this relation-
ship then the time taken to construct solutions of acceptable quality could be greatly
reduced from, for example, the time taken to solve the problem using a metaheuristic.
The relationship between problem characteristics and the utility of different heuristics
is covered in detail in the following chapter. The heuristics used were LFD, NFD, DJD
and DJT1 as well as four variations of these which incorporated a filler process that
continued to pack items into a bin if any were available. These simple deterministic
constructive heuristics are described later in Section 3.4. The system was able to find
optimal results for 78.1% of the problem instances used during training and 77.7%
of the remaining unseen problem instances. These results were not greatly improved
upon the results obtained using the best heuristic in isolation, namely DJT that was
introduced by the authors in this publication and which solved 73% of all the problem
instances using the optimal number of bins. However the results obtained on subdivi-
sions of the benchmark problems did show promise with, for example, optimal results
found for 7 of the 10 so called “hard” problem instances introduced in [104] for which
no single heuristic could obtain an optimal solution.
The concept of matching problem state to the best heuristic, used previously in
[78, 101], is adopted in [102] where, instead of using a learning classifier system to
evolve rules that map problem state to the best heuristic a messy GA [58] is employed
1Covered in Section 3.4
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for this purpose. The hyper-heuristic uses constructive heuristics, off-line learning and
explicit memory in the form of the evolved “rules”. The system was tested on a large
set of 1016 BPP instances. These consisted of Falkenauer’s uniform (80 instances)
and triplet problems (80), Scholl’s data sets 1(720) and 3(10) and 126 newly gener-
ated instances.1 These 1016 problem instances were split into two groups with 763
used for training purposes and 253 used as a test set. Once trained the hyper-heuristic
was shown to outperform all of the constituent heuristics on the two sets of problem
instances; those used for training and those as yet unseen problem instances in the
test set. DJT was shown to be the best individual heuristic in 94.5% of cases when
applied to all of the problem instances. The resultant hyper-heuristic was shown to
produce solutions of at least a good a quality as DJD for 98% of problem instances and
outperformed DJT in 5% of cases.
Terashima-Marin et al.[128] use the same problem characteristics in order to pre-
dict the best heuristics for 2 dimensional packing problems. They expand upon previ-
ous work [125, 126], using an evolutionary algorithm to evolve general hyper-heuristics
that solve regular and irregular two-dimensional bin-packing problems by matching a
simplified problem state to the best suited pair of heuristics taken from two sets of
simple heuristics, one to select the elements of the problem (bins and items), and
another to decide where to place the item. From the wide variety of Cutting Stock
Problems (CuSP) the authors limited the study to 2 groups both of which considered
only bins, or cutting stock, of uniform dimension but where the items to be cut could
either be regular (all rectangular) or irregular (with varied shape). Formally given a
set L = (a1, a2, . . . , an) of n pieces, each of size s(ai) ∈ (0, A0], to be cut from
sheets of size A0, the objective is to find a packing which minimises the number of
cutting stock sheets used. The EA implemented is a messy EA with a variable length
chromosome, each gene representing both a simplified representation of the problem
state and the corresponding pairing of heuristics to be applied. The representation of
problem state was different for problems with regular shaped items than for irregular
shaped ones but both worked similarly to previous work on one dimensional bin pack-
ing problems[101, 102] in which an accuracy based learning classifier system, namely
1The problems introduced by Falkenauer and Scholl are decribed in detail in Section 3.3.
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XCS, and a messy EA were used to evolve rules in a similar manner. Tested against
a set of 1080 problems, taken partly from 4 sets used in the literature with the re-
mainder randomly generated, the approach produced, after being trained on a subset of
the benchmark problems, a hyper-heuristic capable of solving unseen instances “very
efficiently, in fact, much better than the best single heuristic for each instance.”
There are many examples of constructive hyper-heuristics in the literature that have
been applied to different problem domains (See [12] for an overview). Although this
thesis is restricted to the BPP the overseeing hyper-heuristic approaches used by oth-
eres are still of interest. A few examples are given in the remainder of this section.
Garrido and Riff [53, 54] use a genetic algorithm as an on-line hyper-heuristic for
solving 2D strip packing problems. The approach decides which of three categories
of underlying heuristics to apply at each step; greedy, ordering or rotational heuristics.
The authors report good results that outperform more specialised algorithms for some
of the problem instances that the approach was tested on.
Burke et al.,[17] solve educational timetabling problems using a tabu search hyper-
heuristic that searches over a pool of 5 constructive graph colouring heuristics by per-
turbing both the order that the heuristics are applied and the number of events sched-
uled by each heuristic. Permutations that have been applied previously are kept in a
tabu list and excluded as potential moves from the current solution for a number of
iterations in order to stop the approach continuously searching over the same portion
of the heuristic landscape. The approach was applied to the commonly used Carter
benchmark problems [24] and the results contrasted against those obtained using 9
“fine-tuned bespoke state-of-the art approaches” with the hyper-heuristic found to be
“capable of generating comparable results to those of special purpose approaches.”
Thabtah and Cowling [132] compare the predictive abilities of associative classifi-
cation techniques to traditional classification methods. The classifiers attempt to fore-
cast which heuristic from a set of underlying heuristics will be most suitable for solving
a scheduling problem taken from [30]. The study attempts to data mine, from a set of
16 solutions, the heuristic chosen previously using a “peckish” hyper-heuristic for the
problem state. Three associative methods, MCAR[130], MMAC[131] and CBA[75]
were contrasted against two conventional techniques, PART[48] and RIPPER[29]. The
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results obtained show the associative classification approaches were able to predict the
selection of low-level heuristics from the data sets more accurately than conventional
classification algorithms.
The Cross-domain Heuristic Search Challenge (CHeSC)
Before reviewing the literature surrounding generative hyper-heuristic techniques it is
worth mentioning the first Cross-domain Heuristic Search Challenge (CHeSC) which
took place in 2011 with entries from 20 international practitioners. The competition
used its own framework named HyFlex [85] which allowed competitors to develop
their own selective hyper-heuristics. The hyper-heuristic was responsible for itera-
tively selecting and applying one of a number of problem specific perturbative heuris-
tics to improve the quality of initial solutions that were instantiated using common
domain specific constructive heuristics. The same hyper-heuristic was applied to five
problem instances for each of six problem domains, four of which were known and
supplied to competitors prior to the competition. The four domains known a priori
were Max-SAT, 1D Bin Packing, Personnel Scheduling and the Flow Shop problem
with the hidden domains, unknown before the competition, being the Vehicle Routing
and Travelling Salesman problem domains. The HyFlex framework hid any domain
specific information from competitors providing only a measure of solution quality as
feedback to their hyper-heuristic. For each domain 4 broad classes of heuristics were
provided; local search, mutation, ruin-recreate, and crossover. A competitors hyper-
heuristic could work by applying these heuristics to perturb either a single solution or
they could operate on a population of solutions. Due to the nature of HyFlex, which
incorporated a domain barrier to abstract the user from the different problem domains,
competitors were restricted to developing selective hyper-heuristics that searched over
a set of perturbative heuristics with only on-line learning allowed. Each competitor’s
algorithm was applied to a each problem instance from each domain for a set time
limit with the final solution quality used to rank approaches. Results were graded
using a ”Formula One Point System” where for each problem instance the top rated
eight algorithms received scores of 10, 8, 6, 5, 4, 3, 2 and 1 point respectively with
the remainder of the algorithms scoring 0. The 20 hyper-heuristics entered used a
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variety of techniques ranging from evolutionary algorithm to simple hill climbing al-
gorithms. A selective hyper-heuristic was entered to CHeSC during the initial year of
this study which used a combination of tabu search and simulated annealing to con-
trol the selection and acceptance of heuristics [109]. The algorithm achieved 9th place
overall which varied considerably between domains. The algorithm achieved its best
result of 4th place on both the Vehicle Routing and Max-SAT problems but dropped to
14th place on the problem instances used for the Flow-Shop and Travelling Salesman
domains. This variation in performance across the different domains was also experi-
enced by other competitors entries leading to the observation that hyper-heuristics, as
with other search methodologies, are not immune from the requirement to be tuned for
specific problems in order to achieve their maximum potential. While the competition
served as a good introduction to the field of hyper-heuristics and introduced a num-
ber of guiding metaheuristic techniques and problem domains the limitations imposed
allowed only a subset of the field of hyper-heuristics to be explored.
Summary of Selective approaches
Reviewing the literature relating to selective hyper-heuristics highlights two common
conclusions.
• Selecting a heuristic (or combination of heuristics) from a pool of different
heuristics for each problem instance can increase the solution quality when com-
pared to using a single heuristic across a broad range of problem instances
• It is possible to use data mining and classification techniques to predict which
will be the best heuristic based upon the characteristics of the problem instance
/ partial solution.
These observations are investigated in Chapter 4 where an EA is used in an attempt
to improve the accuracy obtained using an off the shelf classification technique to
predict the best constructive heuristic to apply to each of a large set of benchmark
problem instances for the BPP domain.
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The remainder of this chapter reviews the literature covering the second broad clas-
sification of hyper-heuristics; those that aim to automatically generate novel heuristics
from constituent component parts.
2.3.3 Heuristic Generation Techniques
Originally described as “heuristics to select heuristics” the term hyper-heuristics has
since been redefined to encompass emerging strategies that are described as “heuristics
to generate heuristics” [14]. The majority of approaches that are defined as generative
hyper-heuristics utilise Genetic Programming (GP) to construct a procedure, or for-
mula, for solving a problem instance. Genetic programming encompasses many dif-
ferent techniques that are collectively described under the same banner. These include
the original Koza [72] style tree structures constructed from mathematical operators
and problem specific variables that are used to solve dynamic programming problems
to more coarse grained approaches such as Grammatical Evolution which combine
grammatical elements that represent programmatic elements [90]. Most of the litera-
ture surrounding generative hyper-heuristics, especially in the domain of bin packing,
describes conventional Koza style genetic programming techniques to evolve combi-
nations of problem specific variables and arithmetic operators to define a mathematical
formula that is used to determine the selection and placement of items.
Packing and cutting problems are amongst the most studied domains in the context
of generative hyper-heuristics which have also been designed and applied to a number
of other combinatorial optimisation problems including:
• Production Scheduling [36, 56, 61, 123]
• Satisfiability [3, 50, 76]
• Travelling Salesman Problem [69, 88]
• Timetabling and Scheduling [2, 94]
The remainder of this chapter summarises the literature surrounding the field of
generative hyper-heuristics concentrating on those approaches that have been used to







Figure 2.3: First fit heuristic: The tree is evaluated from the top less − than node. If
it evaluates as true the item is packed into the current bin otherwise a new bin is opened
and it is inserted there. The tree can be expressed by reading left-hand branches first as: if
the length of the item to be packed, I , is less − than the bin capacity, C, minus the used
capacity, U , then pack the item into the current bin otherwise pack the item in a new bin.
The first hyper-heuristic to use Genetic Programming to evolve heuristics for ap-
plication to the BPP is presented in [9]. The authors use GP to generate constructive
heuristics by combining 6 arithmetic function nodes (add, subtract, multiply, protected
divide, abs and less than) and 3 problem specific terminal nodes (used bin capacity,
total bin capacity and item size). The simple evolved heuristics are shown to be com-
petitive when compared with the performance of “First Fit” averaged over a small set
of 20 benchmark problem instances taken from [40]. These problem instances all have
a bin capacity, C = 150 with each instance comprising of 120 items with weights
uniformly distributed in ω ∈ (20, 100). It should however be noted that the instances
were initially used in the off-line BPP and all have optimal solutions at the lower bound
given by d∑ω ÷ Ce ranging from 46 to 52 bins. In comparison the FF heuristic re-
quires on average 33% more bins ranging from 57-70 bins when presented with the
problem items in the order that they are published. Given the specificity of the small
number of nodes used in the study it is maybe to be expected that the heuristics evolved
produced solutions of comparable quality to the first fit heuristic. If described in terms
of the function nodes used in the study the first fit heuristic can (almost) be expressed
as depicted in Figure 2.3. If the less-than function node was replaced with a less-than
or equal to node then that heuristic would be identical.
The article does highlight, albeit in a small study, that GP has potential to evolve




The system presented in [9] is simplified in [16] by making the observation that the 3
terminal node used previously can be expressed using only two nodes representing the
item size and the free space in each bin. Burke et al. compare their evolved heuristics to
the best-fit heuristic on newly generated problem instances. Heuristics are first evolved
on 7 classes of problem with each of the 7 training sets comprised of 20 newly created
problem instances. Each of the 7 evolved heuristics are then evaluated on combinations
of another set of 140 unseen problem instances created using the same 7 parameter
settings that governed the distribution of item sizes in the corresponding training set.
All problem instances were generated with a bin capacity of 150 and comprised of 120
items with weights uniformly sampled between 7 ranges as shown below.
ω ∈ [10, 29] ω ∈ [30, 49] ω ∈ [50, 69] ω ∈ [70, 89]
ω ∈ [10, 49] ω ∈ [50, 89] ω ∈ [10, 89]
In the experiments described 50 runs are conducted using a population size of 1000
and halted after 50 generations for each of the 7 training problem instance classes.
From each run the heuristic with the best average performance on the corresponding
training set is retained, resulting in 350 heuristics. Each of the 50 heuristics evolved
for each of the 7 classes of problem is then tested on each of the 7 test sets and the
results obtained are contrasted with the ability of the Best Fit heuristic. The author
show that 14 of the 350 evolved heuristics outperform BF. A further 24 heuristics
give worse average performance than BF and the remaining 312 having comparable
performance albeit only on the test set that is generated using the same distribution of
items as those instances used during training. The main contribution of the paper is in
showing how the heuristics that are evolved using a training set that is comprised of
problem instances with a wider distribution of item sizes generalise over a wider range
of unseen problem instances than those that were evolved using problem instances
with more constrained item size distributions. All of the heuristics that outperformed
BF on the test set were trained on classes of problem instances with small ranges of
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item sizes showing that whilst it is possible to create more specialised heuristics for
niche areas of the problem space these heuristics are in general unable to generalise
over more diverse problems. Conversely heuristics generated using wider ranges of
item size generalise well across larger portions of the problem space but are unable
to specialise to niche areas. The authors found this in all but the case where the item
weights were in the range 50-69 which they conjecture, is the range that BF is best
suited to. It has also been noted previously in the literature that packing problems
where the average item size is around a third of the bin capacity are the most difficult .
Given the large number of fitness evaluations used in the study in conjunction with the
minimal set of problem specific function and terminal nodes it is maybe unsurprising
that the heuristics generated maintained similar performance when evaluated on the
same class of problem instance from which they were evolved.
The scalability of the technique described above is investigated in [15] where the
authors found that the technique scaled well to much larger off-line BPP instances,
albeit that those problem instances were generated with item sizes sampled from the
same distribution as the previous study. Burke et al. suggested that future studies could
be conducted into automatically generating heuristics for the off-line version of the
BPP [16] noting that heuristics designed for application to the off-line version of the
BPP are typically more complex than those used for the on-line problem. In order to
achieve this the authors suggest that this would require the creation of a more com-
plex grammar, able to express the type of human designed heuristics used to solve the
off-line problem. This is in part addressed in [22] where the authors use grammatical
evolution [90] to generate local search heuristics that are tested on 70 BPP instances
taken from the literature. The results presented are comparable with those attained
using state of the art metaheuristic search methods on the small number of problem
instances that were used in the study. The evolved heuristics are used to select, empty
and repack a number of bins taken from a complete solution that is initialised by ran-
domising the order of a problem instance’s items and applying the first fit heuristic.
Poli et al. [95] introduce “A Histogram-matching Approach to the Evolution of
Bin-packing Strategies” which employs Linear GP to evolve different item selection
strategies that are incorporated into a manually designed constructive heuristic. The
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authors use the technique to create constructive heuristics which are evaluated on the
off-line BPP. The technique is reminiscent of the Sum of Squares heuristic [32] for
the on-line BPP which attempts to pack each item so that the number of bins with
an equal amount of remaining free space is minimised. In [95] two histograms are
maintained that map to the remaining item sizes O and the free space available in used
bins G. For a problem instance with bin capacity C there are C values maintained
in each histogram i.e. O = (o1 . . . oC) and G = (g1 . . . gC). The objective of the
approach is to pack items until gs ≥ os∀s ∈ [1 . . . c] (the algorithm continues packing
items until the remaining items all fit within the free space available within the set
of bins used). At this point the remaining items are simply placed into a bin with
corresponding free space. For any item to be packed the strategy selects the first bin
with free space into which it will fit in ordered in ascending order of free space. This
is the same procedure that the best fit heuristic employs. Results show the evolved
heuristics marginally outperform BFD on certain problem classes but achieve worse
results on others. The authors conclude that the evolved heuristics are comparable
with the best human designed constructive deterministic heuristics. On one class of
problem instances where BFD achieves results at the lower bound all but 1 of the 13
evolved heuristics give identical results. This class of problems, with item sizes in the
range [1 . . . 80] and bin capacity 150, have been shown to be well suited to solving
using BFD. On other classes of problem such as those problem instances with weights
in the range [1 . . . 150] with a corresponding bin capacity of 150 none of the 13 evolved
heuristics matches the results obtained using BFD. This initial study is constrained by
the fact that GP is used to evolve only a small part of the overall hyper-heuristic; the
selection strategy, which is incorporated into a manually designed heuristic.
In [11] genetic programming is used to generate constructive heuristics for the
two dimensional strip packing problem. Conventional Koza style GP is employed to
generate heuristics, represented as tree structures, for selecting and placing pieces. The
objective is to minimise the width of the fixed height strip that the rectangular pieces
are cut from. The approach considers the problem as a two dimensional bin packing
problem in which the width of the bins is changeable. The authors use a variety of




• The width W of the piece
• The height H of the piece
• Bin Width Left BWL Difference between the bin and piece widths
• Bin Height BH Bin bases height, relative to base of sheet
• Opposite Bin OB Bin height minus height of opposite bin
• Neighbouring Bin NB Bin height minus height of neighbouring bin
The approach is tested on a number of different benchmark problems from the liter-
ature. On-line learning is incorporated via an evolutionary process which implicitly
matches a problem instance to an evolved heuristic. The results obtained were found
to be superior to the best “human-designed state of the art constructive heuristics.”
Allen et al. [1] address the three-dimensional knapsack problem using GP to evolve
heuristics that are compared to results achieved using best-fit and a simulated annealing
method taken from the literature. Their results are worse than best-fit on most of the
200 problem instances that the procedure was tested on but are competitive when com-
pared to the simulated annealing method. The authors hypothesise that the evolved
heuristics are only suitable for reapplying to problem instances of the same class to
which they are evolved. This work was extended in [20] where one, two and three
dimensional bin packing and knapsack problems were tackled using the same repre-
sentation for all three problems. The authors achieve results comparable with the best
human designed heuristics for problems of all dimensions without the need to alter
parameters between runs.
Burke et al. [21] improve on previous work [9, 15, 16] by utilising a memory mech-
anism during the training process to evolve heuristics for the on-line 1D BPP. 20 prob-
lem instances containing 500 pieces randomly generated from 4 different size range
distributions are used to evolve heuristics that are tested on 240 problem instances
with 5000 items each drawn from the same distributions. The memory mechanism
is used to record the distribution of item sizes encountered and to alter the strategy
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for packing pieces based on this information. They show that the memory enhanced
algorithm outperforms the system without memory by a significant margin.
The on-line 1D BPP is tackled in [91] where the authors use “policy matrix evolu-
tion for generation of heuristics”. The procedure determines the placement of the next
piece based on memory retained by a policy matrix which is used to maintain a record
of the distribution of the available free space in the open bins. Items are packed so as to
minmise the number of bins with equal free space. The system is tested on a large set
of newly generated problem instances on which the procedure is shown to outperform
human designed heuristics.
Generative hyper-heuristic approaches have been used to create heuristics for a
range of combinatorial problems including scheduling [66, 123], satisfiability [50] and
the travelling salesman problem [88]. Some of these approaches are briefly reviewed
in the remainder of this section.
In [76] code is automatically generated in a subset of the programming language
ML to solve “Boolean Optimization Problems (BOOP)” using a system called ADATE
(Automatic Design of Algorithms through Evolution) [87] which the authors classify
as “an off-line, heuristic generating, learning hyper-heuristic.” The approach is compa-
rable with genetic programming differing in that the building blocks contain complete
tentative programs rather than the lower level building block typically used in genetic
programming. The authors use the system to generate replacement move operators
for a tabu search metaheuristic using off line learning by training it on a number of
problem instances. Experimental results showed the newly generated code produced
superior solutions than those attained with the unaltered tabu search algorithm.
Following on from previous work [17], Qu, Burke and McCollum [97, 98] adap-
tively hybridise graph colouring heuristics in order to generate new heuristics that are
applied to benchmark exam timetabling and graph colouring problems with results
“competitive with the state of the art human produced methods.”
Fukunaga [50] uses genetic programming techniques to generate local search heuris-
tics for the SAT problem and found them competitive to the best human developed
heuristics such as GSAT[107], GSAT with random walk [106], Walksat[108] and vari-
ents including Novelty[81] and Novelty+[62].
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Tay and Ho [123] use genetic programming to evolve “composite dispatching
rules” for multi-objective flexible job-shop problems. The results presented show that
the framework developed outperforms other common methods on five problem sets.
Hutter et al.[63], develop a parameter optimisation framework (ParamILS) using
an iterated local search procedure that they use to tune the parameters in a number of
commercial applications including CPLEX, a commercial integer programming solver,
with the results obtained showing “substantial and consistent performance improve-
ments”. The job of tuning parameters for algorithms is one that has received much
attention due to its affect on potential solution quality. Manually tuning an algorithm
often constitutes a large proportion of development time due to the laborious and ad-
hoc approach typically taken. The paper presented is included in the bibliography
of hyper-heuristics maintained by the University of Nottingham available from the
CHeSC website [86] along with other parameter tuning approaches to algorithm opti-
misation. Whilst not obviously falling into the hyper-heuristic definition, the process
of automated parameter tuning by applying an algorithm on top of the algorithm to be
optimised could be seen as generating a new heuristic, especially in the case where the
number of parameters increases. In the case of CPLEX there are “about 80 parameters
that affect the solvers search mechanism and can be configured by the user to improve
performance”.
ParamsILS was used in [71] to optimise parameter settings in the authors SATen-
stein framework, used to control the design of algorithms for the satisfiability problem,.
The SATenstein framework uses 41 parameters to control the recombination of heuris-
tic components taken from 3 well known classes of stochastic local search algorithms
which have been broken down into their constituent parts and can be recombined in
a total of 4.82 × 1012 different ways. The authors of ParamILS “believe this auto-
mated design of algorithms from components will become a mainstream technique in
the development of algorithms for hard combinatorial problems” [63].
Summary of Heuristic Generation Techniques
GP offers a partial solution for generating new heuristics for combinatorial problems
and therefore takes away the need to design and implement heuristic methods for in-
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clusion in selective hyper-heuristic approaches. It fails to be a complete solution as
the individual building blocks, or nodes, that are combined using GP still have to be
defined for the problem domain being tackled.
The most successful generative hyper-heuristics are perturbative approaches, such
as [20]. However, such approaches suffer from many of the problems associated with
metaheuristic search; they are computationally expensive1 and do not provide any as-
surance of solution quality due to their stochastic nature. They do however offer com-
petitive solutions to human designed heuristics and provide an interesting avenue of
research for further study. Future hyper-heuristic research could combine elements of
both automatically generated constructive and improvement heuristics with continually
adapting selection mechanisms that continue to learn associations between problems
and heuristics over time as the nature of the problems presented changes.
2.4 Summary
The term hyper-heuristic is a broad term to describe a number of diverse but related
approaches that attempt to address the weaknesses and complexities associated with all
problem specific algorithms. Selecting, combining, generating or adapting heuristics
for the problem being addressed gives rise to the possibility of generic algorithms able
to tackle wider variations of problem instances, even transcending domain barriers.
Industry is often reluctant to invest in stochastic metaheuristic methods relying instead
on simple, fast deterministic heuristics that have proven capabilities. Hyper-heuristics
aim to address many of these concerns by providing generic algorithms able to solve a
wide variety of problem instances without the associated expense and skill required to
manually tailor metaheuristic search methods for each different class of problem.
The research presented in this thesis addresses a fundamental goal of hyper-heuristics:
to select or generate the best heuristic for a particular problem instance. This is ad-
dressed directly in Chapter 4 by exploiting a derived mapping between the characteris-
tics of a problem instance and the suitability of a range of individual human designed
deterministic heuristics for solving the problem. In subsequent chapters the differences
1In [20] a different heuristic is evolved for each problem instance using 50, 000 function evaluations
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inherent in all heuristics is further exploited by co-evolving sets of complementary
heuristics that individually tailor themselves to niche areas of the problem space whilst
collectively collaborating to better cover the much bigger problem space defined by a
large corpus of problem instances that were generated using widely varying character-
istics.
The key points emerging from this review that have guided the research presented
in the remainder of this thesis include:
• Using intelligent combinations of simple heuristics provides better solutions than
can be attained by using those heuristics in isolation.
• It is possible to learn a mapping between a problems characteristics and the most
suitable heuristic for solving that problem.
• Automating the heuristic design process allows for both generalised and spe-
cialised heuristics to be created which can outperform human designed heuris-
tics.
• Different heuristics have different utility on different parts of the problem space
giving rise to the possibility of creating sets of heuristics that collectively gener-
alise better over larger problem spaces than any individual heuristic and individ-
ually specialise on niche areas of the problem space.
The remainder of this thesis concentrates on addressing the research questions out-
lined in Section 1.1. For a hyper-heuristic to be effective the hypothesis is that the set
of heuristics that it is searching over should have different utility on different portions
of the search space thereby providing the hyper-heuristic with the ability to improve
solution quality by selecting the most appropriate heuristic for each problem instance
presented. The following chapter investigates the performance of a number of deter-
ministic constructive heuristics applied to a large set of benchmark problem instances
and analyses the performance of these heuristics in relation to a number of problem
characteristics and also to each other.
36
Chapter 3
Benchmark Heuristics and Problem
Instances
3.1 Introduction
The remainder of this thesis focuses on hyper-heuristics specifically selective and gen-
erative hyper-heuristics that utilise deterministic constructive heuristics for the off-line
BPP. The focus of this chapter is to examine a selection of these simple heuristics and
analyse their performance when applied to a large set of commonly used benchmark
problem instances sourced from the literature. The analysis focuses on investigating
potential relationships that exists between a problem instance’s characteristics and the
quality of the solution produced by each heuristic. The relationship between problem
and difficulty, from the perceptive of individual heuristics, is presented in relation to a
number of problem characteristics. The term difficulty is used throughout this chapter
to describe problem instances from the perspective of individual heuristics. The chap-
ter attempts to find general correlations between problem characteristics and problem
complexity but as is more often the case problem difficulty has to be measured with




As well as a detailed investigation of a wide range of benchmark problem instances
and deterministic heuristics for the BPP the chapter introduces a new deterministic
constructive heuristic (ADJD) which is shown to provide solutions of higher qual-
ity on problem instances with smaller item sizes than those produced by the other
heuristics investigated. Two newly generated large sets of problem instances are also
presented that and are shown to be more difficult for the heuristics investigated than
other problem instances commonly used in the literature. The chapter provides evi-
dence of the potential utility of hyper-heuristic approaches that utilise diverse sets of
simple heuristics with differing capabilities when contrasted to the quality of solutions
attained using a single heuristics evaluated over a broad range of problem instances
with widely varied characteristics.
3.1.2 Background and Motivation
Many practitioners who introduce new methods for solving the BPP evaluate their
approaches against a subset of widely used benchmark problem instances that were
introduced in two publications [40, 104]. Whilst benchmark problem instances are a
useful indicator, that allow for practitioners to evaluate their results against established
methods, often the choice of problem instances and the simple metrics used can distort
findings [4, 38]. Highly specialised algorithms such as Falkenauer’s Hybrid Grouping
Genetic Algorithm (HGGA) give good results when evaluated on problem sets that
they were designed to solve, or in the case of Falkenauer’s HGGA that were generated
concurrently and released in same publication [40] .
It is well known that any individual heuristic is unable to perform well across all
possible problem instances in a domain [135] . For the on-line version of the BPP
where item sizes are not known a-priori it has been shown the no heuristic has better
average and worst case performance than the best-fit heuristic over all possible prob-
lems [70]. These mathematical theorems, whilst making important points are based
on a theoretical set of infinite problem instances. On small sets of problem instances,
generated within finite parameter ranges, it is possible to design or even automate the
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creation of heuristics that outperform best-fit [16].
This chapter explores the relationship between the performance of a selection of de-
terministic heuristics and the characteristics of a large number of benchmark problem
instances widely cited in the literature, with the intention of highlighting key problem
characteristics that affect a heuristic’s performance. This knowledge is exploited in
subsequent chapters to facilitate the creation of both selective and generative hyper-
heuristics that use or create diverse sets of heuristics thereby increasing the potential
for those hyper-heuristics.
The algorithm selection problem was first introduced in the seminal work of Rice
[99] and was largely investigated separately by the machine learning and metaheuris-
tic communities over the subsequent 2 decades. Smith-Miles [119] proposes a cross
disciplinary framework which tries to address the algorithm selection problem by in-
corporating machine learning techniques into non learning algorithms. Investigations
into the selection of appropriate metaheuristic techniques in the domains of constraint
satisfaction and graph colouring are conducted in [117] and [118] respectively. The
problem as defined by Rice is illustrated in Figure 3.1. Smith-Miles proposes the in-
corporation of machine-learning techniques into Rice’s model to facilitate learning a
mapping between the feature space of a problem and the algorithm space defined by
a number of metaheuristics for solving a range of cross-disciplinary problems. The
work presented in this chapter concentrates on the Feature Space F of a large set of
problems from the BPP domain and attempts to ascertain if any obvious correlations
exist which could provide good indicators of algorithm performance.
The remainder of this chapter is structure as follows. Section 3.2 describes three
metrics used to evaluate the quality of the solutions produced for a BPP instance. Sec-
tion 3.3 describes some of the most widely used benchmark problem instances taken
from the literature for the off-line BPP and introduces two newly generated large prob-
lem sets totalling almost 20,000 problem instances. Section 3.4 describes a range of
deterministic heuristics frequently used in the literature and presents a new novel de-
terministic heuristic, Adaptive Djang and Finch (ADJD), introduced to address weak-
nesses inherent in the other heuristics reviewed when applied to problem instances with
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Figure 3.1: Rice described the algorithm selection problem as the task of finding a map-
ping between the feature space F (characteristics) of a set problems P to algorithm space
defined by the set of available algorithms A such that the performance as measured by one
or more metrics Y is optimised
exploring the relationship between the characteristics of a problem instances and the
effectiveness of the heuristics.
3.2 Metrics
Before introducing the problem instances and deterministic heuristics used throughout
this thesis for comparison, three metrics that are used to evaluate the solutions obtained
are described. Many publications present results obtained on the BPP by simply indi-
cating the number of instances solved using the known optimal number of bins, given
by Equation 2.1, or if the optimal is unknown, the fewest number of bins reported in
the literature. This binary metric of success gives no indication of suboptimal solu-
tion quality and does not allow differentiation between different solutions to the same
problem instance that use the same number of bins.
Hyper-heuristics aim to provide procedures that obtain acceptable quality solutions
to a wide variety of problem instances rather than being tailored to a specific class of
problem and therefore the quality of sub-optimal solutions is also of interest. Con-
sequently as well as the number of optimal solutions obtained, two other metrics are
used in the remainder of this thesis in order to allow a more precise indication of a
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heuristic’s performance. The first metric used that gives a finer measure of suboptimal
solution quality than the binary measure of optimality is simply the number (or ratio)
of extra bins required over and above the optimal number. The second and highest
precision metric used here was introduced by Falkenauer and Delchambre [41] and is
given in Equation 3.1. This equation is used throughout this thesis with k = 2 as it was
originally presented in the literature. The equation allows, with k > 1, a distinction
to be made between different solutions to the same problem instance that use the same
number of bins. Solutions are rewarded if any free bin capacity is restricted to as few
bins as possible. This seems a sensible choice as it rewards heuristics that fill bins
early on and although this study is restricted to the off-line BPP many of the heuristics
introduced can be used without modification for the on-line BPP where the ability to









This metric provide a means of distinguishing between the quality of different so-
lutions to the same problem instance, for both optimal and suboptimal solutions, that
use the same number of bins.
3.3 Benchmark Problem Instances for the BPP
Using standard problem instances allows new algorithms to be contrasted with pre-
viously documented techniques. Benchmarks could be described as being unrealistic
compared to real world problems, as lacking enough diversity1 to allow an effective
comparison of techniques for a given domain and even encouraging bad practice by
limiting the scope and effectiveness of search techniques. Much of the literature in
the BPP domain over the past decades has concentrated on the development of more
and more complicated search techniques tailored to solving small subsets of a limited
1Diversity is used here in relation to the parameters that the problem instances were generated from.
Many problem instances are generated by producing a solution at the lower bound using item weights
uniformly distributed over a narrow range. In contrast the optimal number of bins is rarely known for
real world problems.
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number of benchmark problem instances. Practitioners often highlight the benefits of
their approaches over others by publishing minimal increases in performance on un-
representative niche sets of problem instance.
A fundamental goal of hyper-heuristic research is to develop more general tech-
niques that produce satisfactory solutions within an acceptable time scale for a large,
diverse range of problem instances. Selecting or generating heuristics that perform
well on diverse sets of problem instances is therefore a key concept behind the research
presented in this thesis. In order to evaluate any approach benchmark problem in-
stances remain an important tool. Subsequent chapters present a number of techniques
that are evaluated on the most commonly used benchmark problem instances from the
literature (described here) as well as two large sets of newly generated problem in-
stance introduced in Section 3.3.7. Unlike much of the literature the hyper-heuristics
developed during the course of this research are evaluated on multiple complete bench-
mark problem sets rather than “cherry picking” those instances that are best suited to
each technique. The remainder of this section describes a number of historical studies
from which the most commonly cited benchmark problem instances used in this thesis
have emerged.
The following terms are used during the remainder of this and subsequent chapters.
• C is the capacity of each bin.
• n is the number of items in the problem instance.
• ωi is the weight or size of item i ∀ i ∈ [1, n]
3.3.1 Martello and Toth Benchmark Problems
To test the effectiveness of their MTP algorithm Martello and Toth [79] generated 900
problem instances, 20 for each of the 45 combinations of the following parameters.
• C ∈ {100, 120, 150}
• n ∈ {50, 100, 200, 500, 1000}
• ω ∈ [1, 100], [20, 100], [50, 100]
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Item weights (ω) were generated randomly from a uniform distribution for the given
ranges.
3.3.2 Falkenauer Benchmark Problems A
To evaluate his Genetic Grouping Algorithm Falkenauer [43] created problem in-
stances using the following procedure. First items were generated that completely
filled the capacity of the optimal number of bins. From this initial point the weight
of randomly chosen items was reduced so that the sum of all weights was a prede-
fined quantity, (α%) less than than the capacity of one bin. Weights were generated
to ensure that bins in an optimal solution contained only one item of less than 25%
of the capacity of a bin in order to make the problem more difficult than simpler uni-
formly generated distributions Fifty problem instances were generated for each value
of α ∈ [1.5, 3, 4.5, . . . , 15] with the bin capacity fixed at C = 250 and the number of
items generated remaining constant at n = 64 giving rise to a test bed of 500 problem
instances
3.3.3 Falkenauer Benchmark Problems B
Falkenauer [42] generates two classes of problem. The first, used to compare his Hy-
brid Grouping Genetic Algorithm (HGGA) to Martello & Toth’s Reduction Procedure
(MTP) is generated using the same method as described in Section 3.3.2, with the
following parameter settings.
• C = 150
• n ∈ {120, 250, 500, 1000}
• ω ∈ [20, 100]
20 instances for each parameter combination are generated giving a total of 80 prob-
lem instances. These are termed Falkenauer’s uniform problems and are given the
abbreviation here of FalU .
Falkenauer conducts a second experiment to determine the “practical limits” of the
HGGA by generating “triplets . . . the most difficult BPP instances”. For his triplet
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class of problems (abbreviated to FalT here) the problem instance item weights are
real numbers taken from the range ω ∈ [0.25, 0.5] with C fixed at 1. Each instance
is generated so that the optimal solution has each bin filled to capacity with no free
space in any of the bins. This is achieved by selecting the first item for each bin from
the range ω ∈ [0.38, 0.49] leaving the free space, s, left in a bin within the range
[0.51, 0.62]. The second item is then generated from the range ω ∈ [0.25, s
2
] with the
third item selected to make up the remaining bin capacity. This procedure ensures that
only one item falls in the range C
2
< ω < 2C
3
for each bin. No two items generated
from this range can be placed in the same bin without exceeding the capacity. The
remaining two items are generated such that C
4
< ω < C
3
. It is clear that if the optimal
solution is to be found one item from the set of larger items and two from the smaller
set must occupy each bin. Although it may be possible to place three items from the set
of smaller items into a bin this would lead to a valid but sub optimal solution. Twenty
problem instances were generated for each value of n = [60, 120, 249, 501] giving rise
to a second set of 80 problem instances. These problem instances are provided via the
OR library [7]. The item weights are supplied with as real values with a precision of 2
decimal places. These are scaled here by a factor of 100 to produce item weights with
integer values so as to be consistent with the other problem instances sourced from the
literature.
3.3.4 Schwerin and Wa¨scher Benchmark Problems
Schwerin and Wa¨scher [105] in their paper “The Bin-Packing Problem: A Problem
Generator and Some Numerical Experiments with FFD Packing and MTP” attempt
to “identify classes of problem instances which are difficult to solve and therefore
can be considered as benchmarks for newly developed methods”. The paper criticises
the test bed used in [79] and described here in Section 3.3.1 suggesting a different
method for generation of problems. Two new parameters are introduced in an attempt
to characterise the interval from which the item lengths are obtained in relation to the
capacity of the bin. The generators described in 3.3.1 and 3.3.3 produce problems that
are characterised by the tuple (C, n, ω) where ω = ω1 . . . ωn denotes the vector of item
weights.
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Schwerin and Wa¨scher introduce two new parameters v1 and v2. Weights are sam-
pled from the range ω ∈ [v1C, v2C] : 0 < v1 < v2 ≤ 1 and are selected using the
formula ω = b(v1 + (v2 − v1)rand(0, 1))C + rand(0, 1)c
These new parameters allow for the relationship between the lower and upper
bounds imposed on the item weights to be defined in terms of the bin capacity some-
thing that as noted in [42] can have a profound effect on the “hardness” of a problem
instance. One hundred problem instances are generated for each permutation of the
following parameters giving rise to a total of 44000 problem instances.
• C = 1000
• n = [20, 40 . . . 180, 200]
• v1 = [0.001, 0.005, 0.15, 0.25, 0.35]
• v2 = [0.1, 0.2 . . . , 0.9, 1.0]
3.3.5 Scholl et al. Benchmark Problems
To evaluate the Bin Packing Solution Procedure (BISON) Scholl et al. [104] generated
three data sets. The first set was created similarly to those described in Section 3.3.1
by Martello and Toth but using the following parameters.
• C = [100, 120, 150]
• n = [50, 100, 200, 500]
• ω ∈ [1, 100], [20, 100], [30, 100]
For each of the 36 combinations of the above parameters 20 problem instances
are generated with weights selected randomly from a uniform distribution between the
ranges shown giving a total of 720 instances. This data set is termed ds1 here. The
second data set, named ds2, introduces new parameters in order to specify the average
number of items per bin in an optimal solution. The parameters used are as follows.
• C = 1000
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• n = [50, 100, 200, 500]









• δ = [0.2, 0.5, 0.9]
The term $ specifies the average weight of the items in a problem instance, allow-
ing for either 3, 5, 7 or 9 items per bin on average in an optimal solution. δ is
the deviation applied to the average weight. For example if δ = 0.2 and $ = C
5
the average weight is 200 and the maximum deviation from this value is 40 giv-
ing ω ∈ [160, 240]. For each of the 48 parameter combinations 10 instances were
generated with weights selected at random from a uniform distribution giving a to-
tal of 480 problem instances. The third data set, named ds3 here, uses the parameters
n = 200, C = 100000, ω ∈ [20000, 35000] in order to create problem instances that are
less likely to have duplicate item weights, a feature which the authors state makes prob-
lem instances harder by reducing the number of plateaus in the search space caused by
duplicate item weights. Ten “hard” problem instances were generated using these pa-
rameters.
3.3.6 Summary of Reviewed Benchmark Problem Instances
The problem instances designed by Martello and Toth [79] to evaluate their exact MTP
branch and bound algorithm and widely used as a benchmark for future studies [41,
42, 43] are criticised by Schwerin and Wa¨scher [105] as being biased towards the
own authors algorithm. Gent [57] asserts that for the set of problems introduced by
Falkenauer and Delchambre [41], their conclusion that 5 of the unsolved problems are
“hard” is unjustified. Gent shows that 4 of these problems were easily solvable either
by hand or by using simple heuristic methods.
All of the instances from the two datasets FalU and FalT , introduced by Falke-
nauer in [40], have optimal solutions at the lower bound given by Equation 2.1 ex-
cept for one [57]. Each “class” of problem from FalU varies only in the number of
items included taken from n ∈ {120, 250, 500, 1000}. Those in FalT vary only in
n ∈ {60, 120, 249, 501} and are created in a way to ensure all bins in an optimal so-
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lution have exactly 3 items in them and that all bins are filled to capacity. Optimal
solutions to all instances from FalU have between 2 and 3 items in each bin.
Falkenauer’s HGGA, introduced alongside these benchmark problem instances,
uses a novel genome representation and implements both custom crossover and mu-
tation operators all of which are tailored to the BPP domain. Key to HGGA’s suc-
cess however is the hybridisation mechanism; a local search heuristic inspired by [79]
which searches for combinations of up to 3 items that optimally filled a bin. All of
the 160 problem instances introduced in [40] have optimal solutions with between 2
- 3 items per bin. It is clear that the combination of heuristic and benchmark prob-
lem instances used are ideally matched and are not representative of the potentially
“infinite” set of possible bin packing problem instances. The results presented for the
corresponding algorithm are biased to the problem instances that they are specialised
towards solving.
Previous hyper-heuristic approaches that evaluate their methods on subsets of bench-
mark problem instances are also evident in the literature. Burke et al. [9] use only 20
problem instances from FalU , all generated with the same parameters, to evaluate
their generative hyper-heuristic. Ross et al. [102] conduct a more thorough study using
890 problem instances comprising of FalU, FalT, ds1 and ds3 but omit the problem
instances from ds2. The authors show that DJT, introduced in that paper, performs best
when evaluated on all of the problem instances used. When DJT is applied to the prob-
lem instances in ds2 it performs badly when contrasted with the other heuristics used
in the study. Whether practitioners design their algorithms for particular classes of
problem, evaluate their algorithms on those classes they perform best on or choose to
ignore poor results on unsuitable problem instances is unclear but a fundamental goal
of hyper-heuristics is not to generate specialised algorithms that are tailored towards
small subsets of all possible problem instances from a particular problem domain but
to develop simple procedures that are capable of providing good quality solutions over
many diverse problem instances or even across different problem domains.
Of the problem instances described in this chapter those introduced by Falkenauer
[40] and Scholl et al. [104] are the most commonly cited in the literature which in
conjunction with their availability and variety makes them ideal as a large diverse
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collection of problem instances for evaluating hyper-heuristic algorithms. As stated
previously all of the 160 problem instances from the two datasets FalU and FalT ,
introduced by Falkenauer in [40], have optimal solutions at the lower bound given by
Equation 2.1 except for one [57]. All of the 1210 problem instances included in data
sets ds1, ds2 & ds3, introduced by Scholl et al., in [104] have optimal solutions that
may vary from the lower bound given by Equation 2.1. However all optimal solutions
are known and have been solved since their introduction [105]. Table 3.1 summarises
the parameters from which the benchmark data sets taken from the literature were
generated.
Those introduced by Falkenauer are maintained by the OR library accessible at [7]
The 3 data sets introduced in [104] are accessible at [103]. Both of these problem
sets and other benchmark problem instances for the BPP are mirrored by The EURO
Special Interest Group on Cutting and Packing (EPICUP) [89].
Table 3.1: Data sets ds1, ds3 and FalU were created by generating n items with weights
randomly sampled from a uniform distribution between the bounds given by ω. Those in
FalT were generated in a way[40] so that the optimal solution has exactly 3 items in each
bin with no free space. Scholl’s ds2 was created by randomly generating weights from a
uniform distribution in the range given by $ ± δ. The final column gives the number of
instances generated for each parameter combination.
Data Set capacity (c) n ω #Problems
ds1 100,120,150 50,100,200,500 [1,100],[20,100],[30,100] 36× 20 = 720
ds3 100000 200 [20000,30000] 10
FalU 150 120,250,500,1000 [20,100] 4× 20 = 80
FalT 1 60,120,249,501 [0.25,0.5] 4× 20 = 80
Data Set c n $ (avg weight) δ(%) # Problems








20,50,90 48× 10 = 480
These 1370 problem instances are referred to as Problem Set A throughout the
remainder of this thesis in order to differentiate them from Problem Sets B and C
introduced in the following section.
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3.3.7 New Problem Instances for the BPP
In subsequent chapters two newly introduced problem sets are utilised along with those
in Problem Set A, described previously and summarised in Table 3.1.
• Problem Set B, consisting of 3968 problem instances.
• Problem Set C, consisting of 15830 problem instances.
The problem instances were generated using a custom designed generator that at-
tempts to create problem instances from parameters derived by sampling the problem
instances in Problem Set A. The choice of parameters to use was arrived at follow-
ing the investigation presented in the previous chapter where the affect that different
parameters exert on the perceived difficulty of a problem instance was conducted.
Problem instances are generated using the following characteristics.
• The bin capacity C
• The number of items n
• The ratio of small items of size ω ≤ C
4
• The ratio of medium items of size C
4
< ω ≤ C
3
• The ratio of large items of size C
3
< ω ≤ C
2
• The ratio of huge items of size ω > C
2
• The total free space in the optimal solution summed across all the bins (attempted
to be fixed here to 0).
The four ranges of item weights with respect to bin capacity that are used here,
small, medium large and huge, were derived from [101] where the authors noted the
relevance of these characteristics in relation to the difficulty of a problem instance. All
instances generated here have known optimal solutions at the lower bound given by
Equation 2.1. Each of the 1370 problem instances taken from the literature [40, 104],
summarised in Table 3.1, was sampled in turn to determine the number of small,
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medium, large and huge items along with the number of items and the bin capacity.
These settings are used by the generator to generate new instances. The generator at-
tempts to create problem instances where the free space summed across all bins is zero,
a setting that increases the difficulty of the problem instances. The correct number of
items are generated at random from a uniform distribution for each of the four size
ranges. Items are then packed into the correct number of bins placing each into the
bin with the smallest used space with no restriction imposed on the bin capacity. This
results in a solution with bins either over or under packed. Items are then adjusted in
size so as to exactly fill the bin capacity C. These items are randomly selected using a
roulette wheel selection which gives preference to items in the “ranges” with greater
numbers of items. Note that the process is not always successful in producing problem
instances with a known solution at the lower bound and these problem instances are
discarded. The procedure can result in some instances with a disproportionate number
of items with weights at each of the size range boundaries. The problem instances are
generated so as to have no free space in the optimal solution. This is also not always
successful. However if the solution lies within the lower bounds (the total free space
is less than the size of one bin) the problem instances are retained.
For Problem set B, 3 problem instances were generated from each set of parameters
obtained from each of the 1370 benchmark problem instances giving a total of 4110
problems. Invalid problem instances were discarded resulting in a set of 3968 problem
instances.
For Problem Set C, consisting of 15,830 problem instances, many more valid in-
stances were initially generated. Each problem instance was then solved using 4 de-
terministic heuristics (FFD, DJD, DJT and ADJD, described in the following section)
as well as an implementation of Falkenauer’s Hybrid Grouping Genetic Algorithm.
Any problem instances for which an optimal solution was found were discarded, re-
sulting in a set of 15,830 “hard” problem instances. These two sets of problems can be
downloaded at [111] as SQLITE database files that also provide one example optimal
solution for each instance.
The following section introduces a range of deterministic constructive heuristics
for the off-line 1D BPP sourced from the literature along with a new heuristic (ADJD)
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that was developed during the course of study and presented initially in [115].
3.4 Benchmark Deterministic Heuristics for the BPP
This section describes some of the commonly used deterministic heuristics that have
appeared in the literature over the past decades that are used widely to solve instances
of the BPP due to their simplicity and their ability to provide quick acceptable quality
solutions to these computationally intractable problems. A new heuristic is presented,
named Adaptive Djang and Finch (ADJD) that was implemented to address the poor
performance of the other heuristics on certain problem instances. The section con-
cludes with an analysis of the performance of some of the most commonly used de-
terministic heuristics on the benchmark problem instances described previously. The
heuristics described below are all designed for application to the off-line version of
the BPP where the item sizes are known a priori. Each heuristics pre-sorts items by
descending order of weight.
3.4.1 Best Fit Descending (BFD)
Best Fit Descending (BFD) [28] puts each piece in turn into the fullest bin that has
room for it. If no open bin has sufficient free capacity to accommodate an item then a
new bin is opened. All bins remain open for the duration of the procedure. The on-line
version of BFD named Best Fit (BF) has been shown to have best possible average and
worst case performance over all possible problems [70]. However BFD is identical in
terms of the solution quality attained for all but 1 of the 1370 problems in Problem Set
A when compared to FFD.
3.4.2 Worst Fit Descending (WFD)
Worst Fit Descending (WFD) [28] places each piece, taken in decreasing order of size,
into the bin with the most free space that has room for it. A new bin is opened when
a piece does not fit into any existing bin. All bins remain available for the duration of
the procedure.
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3.4.3 First Fit Descending (FFD)
First Fit Descending (FFD) [28] takes each item in decreasing order of size and places
it into the first bin found that will accommodate it. Bins are traversed in the same order
as they are opened. A new bin is opened only when the item to be packed does not
fit into any of the already open bins. All bins remain open whilst there are still items
remaining to be packed.
3.4.4 Djang & Finch (DJD)
Djang & Finch (DJD) [37] pre-sorts all items in descending order of weight before
using the following procedure to pack one bin at a time. Items are selected in order
and packed into a bin until the bin is filled to at least 1
3
rd of the bin’s capacity. The
algorithm then attempts to find sets of items of maximum cardinality 3 that leave a free
capacity of zero. If this is not achievable then the constraint is relaxed and sets that fill
the bin to 1 less than the maximum capacity are considered. This relaxation repeats
until a set of items is found or all permutations have been exhausted. If there are
multiple permutations that provide the same level of packing then the one that uses the
largest items is preferred. After this partial search the bin is closed and the procedure
is repeated with a new bin.
3.4.5 Djang & Finch More Tuples (DJT)
Djang & Finch More Tuples (DJT) [101] DJT works identically to DJD with the ex-
ception that it considers combinations of up to 5 items once the initial filling stage is
complete and the bin is more than 1
3
rd full.
3.4.6 Sum of squares (SS)
Sum of Squares (SS) [32, 33] is an on-line bin packing heuristic which puts items into
bins such as to minimise the number of bins with equal free space. Sum of Squares
is mentioned here as it was used in a paper produced during the course of this study
[113] after comments from a reviewer suggesting its use. However the algorithm was
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designed as an on-line BPP algorithm and was found to perform poorly when com-
pared to the off-line algorithms described here whether the items were presented in
descending, or random order. It should be noted that SS solves all but one of the 80
problems from Falkenauer’s FalT problem set if presented with the items in the order
that they are published highlighting that the published order effectively defines the op-
timal solutions. If the problem instances from FalU are tackled in either descending
or random order SS produces solutions of worse quality than all of the other heuristics
included here.
3.4.7 Adaptive Djang & Finch (ADJT)
Adaptive DJD (ADJD), introduced in a publication resulting from the research pre-
sented in this thesis [115], packs items into a bin in descending order until the free
space in the bin is less than or equal to three times the average size of the items re-
maining to be packed. It then operates like DJD looking for the set of up to three items
that best fills the remaining capacity with preference given to permutations that use the
largest items.
ADJD was implemented to address the weakness of the other heuristics on problem
instances with smaller item sizes in relation to the bin capacity such as those from ds2.
Table 3.2 shows that although ADJD is the worst performer on the complete set of
1370 problem instances and is particularly poor when applied to the problem instances
from ds1, it achieves significantly better results on the problem instances from ds2
than any of the other heuristics. The success of ADJD on the problem instances from
ds2 is achieved by first packing items in descending order of size until the free space
in the bin is less than or equal to average size of the items remaining to be packed thus
improving the chance of finding a combination of up to three items to fill the remaining
capacity when applied to problem instances with a smaller average item weight than
can be successfully be tackled by either DJD or DJT. Of the heuristics examined here
it is the only one that employs an adaptive strategy which alters the behaviour during
the course of solving a problem instance and is shown to produce solutions that are
noticeably different to those obtained using the other heuristics.
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3.4.8 Summary of Deterministic Constructive Heuristics for the
off-line Bin Packing Problem
Examining the solutions produced by each of the above heuristics on the 1370 problem
instances in Problem Set A highlighted that the solutions produced for many problem
instances are similar if not identical even when evaluated using Falkenauer’s fitness
metric given in Equation 3.1. As an example, Figures 3.2 and 3.3 show visualisations
of the solutions obtained using 4 of the heuristics outlined above on 2 different bench-
mark problem instances, one from ds1 and the other from ds2. The problem instance
names come from the original publication [104]. Colours reflect the item sizes as a
ratio of the largest item from red-large to blue-small.
FFD DJD
DJT ADJD
Figure 3.2: The four diagrams depict the solution obtained to problem N2C1W1H taken
from Problem Set A, ds1. The solutions produced by FFD, DJD and DJT are almost iden-
tical (DJD and DJT’s solutions are identical. In contrast ADJD produces a more unique
solution when contrasted to those produced by the other heuristics. All solutions are op-
timal using 52 bins. The solution produced by FFD is ranked highest using Falkenauer’s
fitness function with the solution produced by ADJD ranking last.
In order to minimise the set of heuristics used for comparison with the hyper-
heuristic approaches detailed in the remainder of this thesis, those that were observed
to be similar in terms of performance were excluded. The heuristics chosen for pro-
viding the most diverse solutions across the problem instances in Problem Set A were
FFD, DJD, DJT and ADJD. The remaining sections of this chapter provide an analysis
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Figure 3.3: The 4 diagrams show the solutions obtained by each heuristic to Problem
N4W4B1R5 taken from Problem Set A, ds2. On problems with smaller items DJT finds
better solutions than DJD due to its more expensive partial complete search. DJT is still
limited when the item sizes are very small. ADJD conversely adapts to these type of
problems well and as is shown generates solutions where the items are not as clustered by
size as much as the solutions obtained using the other heuristics. The solutions produced
by FFD, DJD, DJT and ADJD use 58, 78, 60 and 57 bins respectively. The optimal is 56.
of the performance of these 4 deterministic heuristics in relation to the characteristics
that the benchmark problem instances were generated from, outlined in Table 3.1.
3.5 An Analysis of the Performance of Deterministic
Heuristics on Benchmark Problem Instances Relat-
ing to Problem Characteristics
It has been noted [57] that many so called “hard” benchmark problem instances can
be solved easily by simple procedures. Often benchmark instances are introduced in
the literature alongside procedures specifically designed to solve them, such as those
from Falkenauer [42] whose Hybrid Grouping Genetic Algorithm (HGGA) utilises a
local search heuristic inspired by Martello and Toth’s Reduction Procedure (MTRP)
[80] tailored for finding optimal sets of three items. It has been shown for FFD and
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MTRP [105], and thus DJD and HGGA which both use searches inspired by MTRP,
that instances with average weights, $j → c3 are the most difficult with those where
$j → c4 , c5 , c6 . . . proving difficult also1. All of the problems used here, except for those
in ds2, have an average item weight of approximately c
3
.
In [101] the authors showed DJT to be the most successful heuristic when used
in isolation solving 73% of instances to the known optimum. The study used all of
Problem Set A, defined earlier in Table 3.1 with the exception of ds2, on which DJT
finds only 45% of the optimal solutions2. The developers of DJT extend their heuristic
to counter this weakness by using a “filler” method which continues to place single
items into the bin after the largest set of five items is placed. This is repeated until no
more items can be found. However if this filler process is invoked on any bin then it
follows that the search process was unable to find any combination of 5 items due to
the small average weight of the problem instance’s items and that any positive effect
that was intended to emerge from the computationally expensive search procedure is
lost. ADJD, introduced here, whilst the worst performer on the complete set of prob-
lems from Problem Set A achieves significantly better results on the problem instances
from ds2. This is accomplished by first repeatedly packing items in descending order
of size until the free space in the bin is reduced to less than or equal to average size
of the items remaining to be packed. This improves the possibility of finding a permu-
tation of up to 3 items that will fill the remaining capacity for problems with smaller
average item weights than can be successfully tackled using either DJD or DJT. The
remainder of this section investigates the relationship between problem difficulty and
the characteristics of the problem from the viewpoint of 4 benchmark heuristics. This
is primarily conducted on the problem instances from problem set A as the other two
problem sets were generated towards the end of the period of study culminating in this
thesis.
1If a solution exists at the lower bound given in Equation 2.1 then the total free space $free →
0 as $j → ci : i ∈ N : i ≥ 3
2DJT will perform best where $ ≥ 215c as once the initial filling procedure has filled 13c the re-
maining 23c can be filled by at most five items.
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Table 3.2: Benchmark heuristics performance on the benchmark problem instances
ds1 ds2 ds3 falk U falk T All
720 Problems 480 Problems 10 Problems 80 Problems 80 Problems 1370 Problems
solved bins solved bins solved bins solved bins solved bins solved bins
FFD 75.83 0.36 49.17 3.69 0 6.05 7.5 1.3 0 14.21 57.52 1.78
DJD 79.03 0.28 21.04 9.77 0 3.56 57.5 0.27 0 2.45 52.26 2.00
DJT 83.75 0.17 44.58 2.66 0 3.56 57.5 0.27 0 2.45 62.99 0.73
ADJD 35.83 1.32 80.21 0.66 0 5.87 53.75 0.33 0 1.68 50.07 1.12
Table 3.3: Extra bins (δ) required by 4 deterministic heuristics compared to the best known
solutions from the literature on the 1370 benchmark problem instances in Problem Set A.
Number of Problems Solved Requiring δ Extra Bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
FFD 788 267 78 83 39 16 18 9 18 4 50
DJD 716 281 119 58 48 36 10 16 23 3 60
DJT 863 331 90 26 30 15 11 2 1 1 0
ADJD 686 368 153 76 38 22 12 9 1 5 0
3.5.1 Solution Quality
Table 3.2 summarises the results obtained, for each of the four deterministic heuristics
used throughout this thesis on the set of 1370 problem instances outlined in this chap-
ter grouped by the data sets (problem characteristics) as they were published. Both
the percentage of problems solved optimally and the average percentage of extra bins
required are given. It is interesting to note for instance, that whilst FFD rates highly
if ranked in terms of the number of optimal solutions found, it achieves this using the
second largest number of bins when summed across all problem instances. In con-
trast ADJD, which comes 4th when ranked in terms of the number of optimal solutions
found, achieves 2nd best position if ranked by the total number of bins required.
Tables 3.3, 7.6 and 3.5 show for problem sets A, B and C respectively the perfor-
mance of the 4 deterministic heuristics using the number of bins more than optimal
as a metric. The tables are subdivided into 11 columns showing for each heuristic the
number of problems solved using 0 through to 9 extra bins. Any problems that require
≥ 10 extra bins than the known optimal are grouped into the final column.
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Table 3.4: Extra bins (δ) required by 4 deterministic heuristics on the 3968 problem in-
stances from Problem Set B when compared to the known optimal values
Number of Problems Solved Requiring δ extra bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
FFD 491 2364 442 208 196 51 22 34 68 19 73
DJD 920 1552 468 248 191 100 92 66 57 34 240
DJT 1158 1936 414 141 85 76 52 35 9 2 60
ADJD 1279 2398 209 38 33 8 2 1 0 0 0
Table 3.5: Extra bins (δ) required by 4 deterministic heuristics on the 15830 “hard” prob-
lem instances from Problem Set C when compared to the known optimal values
Number of Problems Solved Requiring δ extra bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
FFD 0 8887 2819 1158 1262 365 148 214 405 118 454
DJD 0 7594 2390 1316 1029 581 581 329 282 233 1495
DJT 0 10844 2188 824 577 387 318 199 59 30 404
ADJD 0 14031 1299 228 175 69 18 6 3 1 0
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A number of observations can be made from the data in these 3 tables.
• FFD, which is often used as a benchmark heuristic in the literature, performs
badly on many problem instances requiring greater than 9 bins extra than the
optimal number in 50 out of the 1370 instances in Problem Set A.
• The quality of DJT when evaluated on a larger more diverse set of problem
instances than in the publication it was introduced starts to deteriorate.
• Only ADJD, introduced here, solves each of the 21,168 instances included in the
three problem sets using less than 10 extra bins.
Table 3.6 summarises the results shown in Tables 3.3, 7.6 and 3.5 showing the total
number of bins required by each heuristic for each problem set.
Table 3.6: Total bins required for each benchmark heuristic on each benchmark problem
set
Total Bins Used (% extra) on Problem Set
Heuristic A: Optimal = 120433 B : Optimal = 320445 C : Optimal = 1362542
FFD 122575 (1.78 %) 327563 (2.22 %) 1401192 (2.84 %)
DJD 122842 (2.00 %) 330447 (3.12 %) 1419374 (4.17 %)
DJDT 121314 (0.73 %) 325743 (1.65 %) 1393531 (2.27 %)
ADJD 121785 (1.12 %) 323566 (0.97 %) 1381083 (1.36 %)
Table 3.7 shows how the heuristics perform on each problem set if evaluated using
Falkenauer’s fitness function. The table shows the number of instances for which each
heuristic was best using this metric. Note that for many problem instances the best so-
lution is produced by more than one heuristic. The metric used to evaluate the solutions
produced by a heuristic determines the ranking of a heuristic. For example on Problem
Set A, if evaluated using the number of optimal solutions found as a metric then FFD
ranks second best amongst the 4 heuristics solving 788 of the 1370 problem instances.
If ranked using the total number of bins required to solve all problem instances then
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FFD ranks 3rd out of 4. Using Falkenauer’s fitness metric then FFD ranks last. This
can be explained by the fact that many of the benchmark problem instances can be de-
scribed as easy for FFD (and the other heuristics) which finds solutions to many of the
problems using the optimal number of bins.However the solutions produced are not
best if ranked by Falkenauer’s equation as the free capacity is spread between more
bins. Whilst the objective of the BPP is ultimately to minimise the number of bins
required, solutions where as many bins are packed to capacity have more potential
to allow further items to be packed. The heuristics used throughout this study were
originally designed as off-line heuristics where no further items are introduced once
the packing process begins. For many real world applications the case exists where a
combination of off-line and on-line approaches may be most appropriate. An exam-
ple would be a packing problem where orders were received in batches and bins are
despatched as they are filled. In this scenario limiting the free capacity to the last bin to
be packed maximises the potential to fully utilise that bin when the next batch of items
arrives. In subsequent chapters final results are typically presented using the number of
bins greater than the optimal number as a metric. However during the run of the hyper-
heuristic developed in the following Chapter and whenever a higher level of precision
was required, Falkenauer’s equation is employed to ascertain solution quality.
Table 3.7: Ratio of instances in each problem set for which each benchmark heuristic
provides the best solution if measured using Falkenauer’s fitness function
Number of Instances (percentage) that the Heuristic
was Best or Equal Best On
Heuristic Problem Set A (1370) Problem Set B (3968 ) Problem Set C (15830)
FFD 408 (29.78 %) 523 (13.18%) 1235 (7.80 %)
DJD 687 (50.15 %) 1763 (44.43 %) 5691 (35.95 %)
DJDT 791 (57.74 %) 2224 (56.05 %) 7006 (44.26 %)
ADJD 764 (55.77 %) 3348 (84.38 %) 13375 (84.49 %)
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3.5.2 Problem Characteristics Vs Difficulty
There are many studies to be found in the literature that talk of problem difficulty in re-
lation to specific problem characteristics and others that measure a problem instances’
difficulty based on the success of a particular heuristic [40, 44, 57, 104, 105]. This
section investigates these claims in order to ascertain if a direct relationship between
problem characteristics and difficulty can be made for a particular algorithm which
would facilitate development of a selective hyper-heuristic that maps the characteris-
tics of a problem instance to the best heuristic for solving it. It should be noted that
“difficulty” refers to the ability to find the optimal solution from the perspective of a
particular algorithm and does not infer that all heuristics will find a particular problem
instance equally taxing.
A number of parameters were derived from the literature and investigated.
• Average item size in relation to the bin capacity.
• Total free space summed across all bins as a ratio of the bin capacity.
• The number of distinct integer values that make up the problem instance’s item
lengths.
• The ratio of items in the ranges small, medium, large and huge as defined in
[101].
3.5.3 Average Items per Bin Vs Difficulty
Both Falkenauer [40] and Schwerin and Wa¨scher [105] comment on the difficulty of
triplet problems where the average weight $ = C/3. Schwerin and Wa¨scher [105]
found that problems where $ → C/i : ∀ i ∈ Z are also difficult for FFD and MTP.
Another characteristic observed is described as the “variability factor”. Schwerin and
Wa¨scher [105] show empirically that the difficulty of a problem instance for FFD de-
creases as the range of values from which weights are selected increases. Thus prob-
lems generated in the range ωj ∈ [0.25C, 0.4C] giving $ = 0.325 prove more difficult
for FFD than those with the same average weight but generated over a wider range
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such as $ ∈ [0.1C, 0.75C]. For FFD problems where the weights deviate minimally
from an average of one third of the capacity of one bin are the most problematic.
Table 3.8 shows the number of optimal solutions found when FFD is used to solve
the problem instances from ds2, which are the most varied in terms of item weight. The
results shown reinforce the claims made in Schwerin and Wa¨scher [105] that problem
instances with item sizes that deviate little from the average weight are the hardest for
FFD with those with an average weight of C
3
proving the hardest.
Schwerin and Wa¨scher [105] go as far as to classify problem sets based on the
number of problem instances solved optimally using FFD. They define problem sets
as shown below.
• Easy p ≥ 80%
• Hard 80% > p ≤ 20%
• Extreme p < 20%
Out of the 48 parameter combinations used to create ds2, 15 classes can be considered
easy, 16 hard and 17 extreme. The results obtained show a correlation between the
number of items in a problem and the ability of FFD to find an optimal solution. A
slight anomaly is observed between results obtained on problem instances generated
using a wider weight distribution (deviation of 90% from the average) with 500 items
which proved less difficult to solve than problem instances comprising of only 200
items. If plotted over a wider range of problems the figures become less clear. Figure
3.4 plots, for all 1370 problem instances from Problem Set A, the mean number of
items in a bin in each solution obtained by solving each instance using FFD, DJD, DJT
and ADJD.
The four heuristics don’t all behave the same and have different capabilities with
DJD performing badly as the average item size decreases and FFD performing the
worst on the “hard triplet” problems. All four plots show peaks of varying magnitude
at exactly 3, 5 7 and 9 reinforcing the observations made by Schwerin and Wa¨scher
[105] that those problem instances are most problematic1.
1Note that if the average size is an exact integer value then the free space summed across all bins
must equal 0 which is examined in the following section.
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Table 3.8: Ratio of ds2 Solved by FFD which is used as a measure of problem difficulty
in many publications
Deviation of Weight From Average
Number of Items Average Weight 20% 50% 90%
C/3 0 0 70
C/5 40 70 100
50 C/7 70 90 100
C/9 100 80 100
C/3 0 0 60
C/5 0 60 90
100 C/7 70 90 100
C/9 70 70 90
C/3 0 0 50
C/5 0 10 70
200 C/7 0 60 90
C/9 20 50 100
C/3 0 0 60
C/5 0 0 80
500 C/7 0 0 90
C/9 0 60 100
3.5.4 Number of Items Vs Difficulty
As is the case with all grouping problems an increase in the number of items in a
problem instance causes the number of possible permutations to rise exponentially.
For all the benchmark problem instances studied, with the exception of ds3, the item
weights and bin capacities are relatively small leading to an increase in the number of
duplicate item weights as the number of items increases. As items of the same weight
may be interchanged, having multiple items of the same weight reduces the number
of discrete combinations that need to be considered. Figure 3.5 plots, for all 1370
problem instances in Problem Set A, the number of items in each problem instance
against the number of extra bins required by each of the heuristics FFD, DJD, DJT and
ADJD.
All plots show a peak at $ = 500 which is more pronounced for Figures 3.5a and
3.5b corresponding to FFD and DJD respectively. Examining the worst cases shows
that all 20 problem instances from FalU with n = 501 require more than 15 extra
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(d) ADJD
Figure 3.4: Heuristic Performance Compared to Average Item Size. DJD and DJT both
show worsening performance as the average number of items increases. Conversely, the
opposite is true for FFD and ADJD which perform well on problem instances with greater
numbers of items in each bin.
bins when solved with FFD but can be solved using less than a third of this number
by the other heuristics. Similarly FFD uses more than 15 bins extra for all problems
from ds2 with 500 items with $ = c/3 and δ = 20% backing up the assertion made
previously that the triplet problems are the most troublesome for FFD. There is an
obvious increase in computational power needed as the number of items in a problem
instance rises. The graphs depicted in Figure 3.5 do show a decrease in solution quality
as the number of items increases but this is also largely due to factors associated with
other characteristics and is not a constant correlation across all problem instances. To
highlight this Figure 3.6a plots the quality of the solutions attained by FFD on only
those problem instances from ds2 that were generated using $ = C/7 and δ = 50%.
Figure 3.6b plots the quality of the solutions attained by FFD on only those problem
instances from ds2 that were generated using $ = C/9 and δ = 90% Both subsets
comprise of 40 problem instance that vary only in n ∈ {50, 100, 200, 500}
It is clear from both plots that the number of items in the problem cannot be used in
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Mean Items per Bin
(d) ADJD
Figure 3.5: Heuristic Performance Compared to Number of Items. Each plot shows the
average number of bins more than optimal obtained by each heuristic Vs the mean number
of items per bin in the optimal solution for all 1370 problem instances from Problem Set
A
isolation to determine the success a heuristic will have and that other parameters must
also be taken into consideration.
3.5.5 Free Space Vs Difficulty
The observation made in [105] that instances where the average weight, $j → c3
are the most difficult with those where $j → c4 , c5 , c6 . . . proving difficult also can be
expressed using the amount of free space summed across all bins. If a solution exists
at the lower bound given in Equation 2.1 then the total free space $free → 0 as $j →
c
i
: i ∈ N : i ≥ 3
Figure 3.7 shows the amount of free space summed across all bins as a ratio of
the bin capacity plotted against the number of extra bins required for each instance.
There appears no apparent correlation. The exception is a distinct line at the origin in
Figure 3.7a for FFD which is as a result of Falkenaur’s triplet problems which have
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(b) FFD Vs Item Size $ = C/9 :
ω = 90%
Figure 3.6: FFD Performance Compared to Number of Items in ds2. Figure 3.6a plots
the quality of the solutions attained by FFD on only those problem instances from ds2
that were generated using $ = C/7 and δ = 50%. Figure 3.6b plots the quality of the
solutions attained by FFD on only those problem instances from ds2 that were generated
using $ = C/9 and δ = 90% Both subsets comprise of 40 problem instance that vary only
in n ∈ {50, 100, 200, 500}
optimal solutions where no free space exists in any bin. It appears that where there is
no free space in an optimal solution the difficulty of finding such a solution increases.
However if this characteristic is relaxed even slightly the ability to find an optimal
solution has little correlation.
As with the other characteristics investigated other factors mask any increase in
difficulty associated with the free space when plotted on the complete set of problem
instances. The newly generated Problem Set C, described in Section 3.3.7, consists of
15830 problem instances of which 78% have optimal solutions with no free capacity
in any bin. None of the four heuristics investigated can find optimal solutions to any
of these problems (the problem instances were selected for this feature). However the
ability to find solutions using only one bin greater than optimal appears unaffected.
As an example ADJD finds solutions to 89% of the problems in Problem Set C using
only 1 bin more than the optimal number. In contrast, on Problem Set A, even though
ADJD solves 50% of all 1370 problem instances using the known optimal number
of bins it only manages to solve a further 27% using at most 1 bin greater than the
optimal number or cumulatively 77% of all problems in the set using at most 1 extra
bin. This highlights an underlying feature of the search space which appears to have
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many plateaus that offer only marginally sub optimal solution quality. Figure 3.7 is













































































Figure 3.7: Benchmark heuristics performance compared to the total free space in the
optimal solution. DJT and ADJD perform more consistently across the complete set of
problems. Only the plot for FFD highlights the difficulty of obtaining an optimal solution


















Figure 3.8: FFD Performance compared to the total free space in the optimal solution for
problem set C
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3.5.6 Distinct Items Vs Difficulty
In [104] the number of distinct integer values occurring in a problem instance was
determined to be a contributory factor to the difficulty of finding an optimal solution.
It is clearly the case that for problem instances where there are multiple items of equal
size that these items are interchangeable and therefore the number of distinguishable
solutions is reduced.
The majority (800) of the problem instances in Problem Set A have a bin capacity
of 150 or less with item weights drawn from a uniform distribution covering only a
fraction of the total capacity. This results in problem instances where many of the item
weights are duplicated which consequently, if the theory is correct, makes the problem
instances less difficult. The 10 “hard” problem instances in ds3 introduced inScholl
et al. [104] and described in Section 3.3.5 are generated with 200 items each with
weights sampled from the range ω ∈ [20000, 35000] for a fixed capacity C = 100000.
The authors assert that this feature makes these problem instances more difficult than a
similar problem instance with fewer distinct item weights. None of the human designed
heuristics described here are able to find an optimal solution to any of these 10 problem
instances requiring between 3.6% (DJD and DJT) and 6% (FFD) more bins than the
optimal when summed across all 10 problems. This is less of a spread than is exhibited
on other problem instances with similar item weight to bin capacity ratios. These
instances have been solved successfully using different techniques including hyper-
heuristics [20]. It should be noted that a second feature of these problems is that the
items are drawn from a uniform distribution which varies by only 0.075C either side of
the average weight of 0.275C. As noted earlier problem instances with little variance
in item weight with an average weight of C
3
are the most difficult. Figure 3.9 plots the
ratio of extra bins required by each heuristic against the ratio of distinct items. There
is a general increase in difficulty for all but DJD as the ratio of distinct items increases
with the most pronounced effect seen for FFD.
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Ratio of Distinct Item Lengths
(d) ADJD
Figure 3.9: Benchmark heuristics performance compared to the number of distinct items.
Each plot shows how a different heuristic performs in relation to the ratio of distinct integer
values in a problem across all problems in problem set A.
3.5.7 Item Weight Ranges Vs Difficulty
In Section 3.5.3 the performance of each heuristic was examined in relation to the av-
erage item weight. Of all of the characteristics examined the average weight could be
argued as being the best single indicator for predicting the success of a heuristic. Al-
though generalisations can be derived about the performance of a particular heuristic,
using this coarse grained characteristic fails to encapsulate more detailed information
such as relationships between items of different sizes. In Section 3.5.5 it was identi-
fied that problems with average item weights of 1
3
C prove the most troublesome for
heuristics such as FFD. This difficulty increases for problem instances with item sizes
that vary the least from the average. Using only the average weight fails to encapsu-
late this information. In order to increase the level of information the performance of
each heuristic is described here in relation to the ratio of items in a problem with item
weights in each of 4 ranges, taken from [101] and described briefly in Section 3.3.7
where the ranges were used as parameters to generate new problem instances. Figures
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3.10 through 3.13 plot the ratio of extra bins required for each heuristic in relation to
the ratio of items falling into each of these 4 ranges described below.
• Small items of size ω ≤ C
4
• Medium items of size C
4
< ω ≤ C
3
• Large items of size C
3
< ω ≤ C
2
• Huge items of size ω > C
2
The authors of [101] identified these ranges as being natural choices to be used
to predict problem difficulty and heuristic solution quality due to the fact that only 1
huge, 2 large or 3 medium items can be placed into the same bin together. These char-
acteristics have been exploited by authors of a number of hyper-heuristic approaches
that have been applied to a range of packing problems of different dimensionality







































































Ratio of Small Item Lengths
(d) ADJD
Figure 3.10: Benchmark heuristics performance compared to the number of small items
in a problem for all problems in Problem Set A. Small items are defined as those with
ω ≤ C4 . Results are plotted for all 1370 problem instances in Problem Set A
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Figure 3.10 highlights the poor performance of DJD as the number of small items
in a problem increases which was noted previously in Section 3.5.3. This is easily
explained by the heuristics description. Once DJD has filled a bin to 1
3
C it searches for
at most three items to fill the remaining space. As item sizes get smaller the ability to
find three items to fill the remaining 2
3
C space decreases.
The remaining plots show this effect mirrored for DJD at the opposite end of the
scale where few large items are included. In contrast ADJD proves to be the best







































































Ratio of Medium Item Lengths
(d) ADJD
Figure 3.11: Benchmark heuristics performance compared to the number of medium
items. Medium sized items are defined as those with C4 < ω ≤ C3 . Results are plot-
ted for all 1370 problem instances in Problem Set A
Figure 3.11 shows little correlation between the number of medium sized items
and problem complexity. There appears a slight improvement in the solution quality
produced by all heuristics except FFD as the ratio of medium items increases.
Again, in Figure 3.12, there is little apparent correlation when looking at the ratio
of large items in isolation. The peaks shown at 0 can be explained by Falkenauer’s
triplet problems which prove consistently difficult for all of the heuristics investigated.
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Ratio of Large Item Lengths
(d) ADJD
Figure 3.12: Benchmark heuristics performance compared to the number of large items.
Large sized items are defined as those with C3 < ω ≤ C2 . Results are plotted for all 1370
problem instances in Problem Set A
Examining the ratio of huge items in isolation shows little correlation as would be
expected as each huge item has to be placed into a seperate bin which can only be filled









































































Ratio of Huge Item Lengths
(d) ADJD
Figure 3.13: Benchmark heuristics performance compared to the number of huge items.
Huge sized items are defined as those with C2 < ω ≤ C. Results are plotted for all 1370
problem instances in Problem Set A
3.6 Summary
It is clear that relationships do exist between certain problem characteristics and the
quality of the solutions produced by individual heuristics. It is also apparent that these
relationships differ depending on the heuristic that is used. This knowledge asserts
the hypothesis that no heuristic can perform better than all others on all possible prob-
lems from a particular domain and reinforces the potential that hyper-heuristics offer
in exploiting the strengths that individual heuristics exhibit on different niche areas of
the problem landscape. Although relationships have been shown to exist between a
heuristics performance and the characteristics of the problem instances that it works
best on these are not simple and there is no proof given that the characteristics chosen
are the most relevant. Correlations appear to be dependant on complex combinations
of different characteristics that vary from the perspective of each heuristic and any as-
sertions made here are at best only general in their nature with many problem instances
causing behaviour in heuristics that varies from the norm. It is difficult to identify any
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definitive correlations that exist between any single characteristic and the performance
of an individual heuristic other than broad generalisations and therefore, the ability
to predict a heuristic’s performance based upon a single characteristic of a particular
problem instance is likely to by successful only in the most general of cases. How-
ever, there are deviations in different heuristics’ performance’s on different parts of the
problem landscape which could be exploited by a selective hyper-heuristic. The sin-
gle characteristic that appears the best predictor of solution quality appears to be the
average item weight. Subdividing this characteristic into four and viewing the ratio of
items in each range in isolation does not improve upon any observed correlation and
no assertions can be made by looking at these characteristics in isolation.
The following chapter starts by exploring the utility to be gained by choosing be-
tween a range of different heuristics for a broad range of problem instances of widely
differing characteristics. A novel selective hyper-heuristic is then introduced which
attempts to derive relationships between different combinations of characteristics and




Hyper-heuristics have been categorised into two main classes [19]. Selective hyper-
heuristics choose the best heuristic (or combination of heuristics) for a problem in-
stance from a pool of predefined heuristics. Generative hyper-heuristics automate the
heuristic design process, typically by evolving new heuristics from constituent heuris-
tic components using Genetic Programming. The previous chapter explored the perfor-
mance of a set of simple deterministic heuristics with respect to a number of problem
characteristics and showed that the quality of solutions attained by individual heuris-
tics varies with changes in certain characteristics of the problems they are being used
to solve. This chapter explores the utility to be gained by selecting the best heuris-
tic from this set of simple heuristics when attempting to solve a large set of diverse
problem instances and introduces a selective hyper-heuristic that attempts to exploit
this potential by predicting which heuristic will produce the best solution. As noted
in the previous chapter, the task of finding a mapping between problem characteristics
and the utility of a particular heuristic has been investigated by others [117, 118, 119]
since the algorithm selection problem was introduced in the seminal work of Rice [99].
The work presented here differs in that the set of attributes used to describe a problem
instance is not fixed. In an attempt to improve the prediction accuracy of an off the
shelf classification algorithm, an EA is used to evolve the set of characteristics (pre-
dictor attributes) passed to the classifier rather than relying on features that are deemed
important by the human-designer. Rather than using a single problem characteristic in
75
4.1 Contribution
isolation the classification algorithm is supplied with a vector describing a number of
problem characteristics.The characteristics supplied to the classification algorithm are
not predetermined or fixed in size but are an emergent property of the hyper-heuristic
which employs a messy evolutionary algorithm in an attempt to derive the characteris-
tics that most affect each heuristic.
4.1 Contribution
This chapter describes a novel selective hyper-heuristic that uses a k−nearest neigh-
bour classification algorithm to predict which from a set of deterministic constructive
heuristics will perform best on each of a large set of Bin Packing Problem (BPP) in-
stances. The hyper-heuristic presented uses half of a large set of 1370 problem in-
stances to train a classification algorithm which is then used to predict the most suit-
able heuristic for each of the other unseen test problem instances. Rather than us-
ing pre-determined characteristics of the problem, an Evolutionary Algorithm (EA)
is incorporated which is used to evolve a set of predictor attributes that best map to
a heuristics performance on the set of problem instances and improve the prediction
accuracy obtained using the classification algorithm. The EA evolves divisions of vari-
able quantity and dimension that represent ranges of item length expressed as a ratio
of a bin’s capacity. The ratios of items with lengths specified by each range are used
as predictor attributes to train a k-nearest neighbour algorithm with the accuracy at-
tained during training used as the quality metric for the EA. The evolved classifier is
shown to achieve results significantly better than are obtained by any of the constituent
heuristics when used in isolation. This chapter is inspired by research initiated by
Ross, Schulenburg, Marı´n-Bla´zquez, and Hart in [101] and [102] and was published in
[115].
4.2 Background and Motivation
Selective hyper-heuristics aim to exploit the strengths of individual heuristics by select-
ing the best heuristic or combination of heuristic components for the problem requiring
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to be solved. The literature surrounding selective hyper-heuristics, reviewed previ-
ously in Section 2.3.2, describes methods that iteratively apply perturbative heuristics
in order to improve an already valid solution and methods that use combinations of
constructive heuristics to incrementally build a solution. The approach taken here is
simply to select the single most appropriate constructive heuristic for each of a large
set of problem instances and use to to generate a complete solution. The utility of
the approach is in predicting which heuristic to should be used for a given problem
instance.
The previous chapter investigated how a heuristics performance varies with respect
to a selection of predetermined characteristics of the problem instance presented to it.
The motivation here is to determine the extent to which the variance shown by different
heuristics can be exploited and whether the performance of individual heuristics can be
predicted based on characteristics of the problem instance to be solved. For a selective
hyper-heuristic approach to be successful the premise that different heuristics perform
differently on different problem instances must be exploited. 1370 problem instances
are used to evaluate the approach presented here and are described in the previous
Chapter in Sections 3.3.3 and 3.3.5.
Four heuristics (FFD, DJD, DJT and ADJD) described in Section 3.4 were included
in the system. All are deterministic off-line heuristics that require that a problem in-
stance’s items are presorted in decreasing weight order.
The remainder of this chapter attempts to address two fundamental assertions that
underpin selective hyper-heuristic research.
• To what extent does selecting the best from a pool of simple deterministic heuris-
tics improve the solution quality obtained when applied to a large diverse set of
problem instances compared to the abilities of the individual heuristics?
• Can the best heuristic be predicted for each instance based on characteristics
derived from each problem instance?
The following section addresses the first and simpler of these two questions, analysing
the combined performance of the 4 deterministic heuristics used when applied greed-
ily to all 1370 benchmark BPP instances. As the hyper-heuristic presented later in the
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chapter applies a single heuristic to each problem instance without modification, the
results presented in the next section represent the optimal results that could be obtained
if the hyper-heuristic were to select the best heuristic for each problem instance.
4.3 Potential of Combining Heuristics
Hyper-heuristics search a landscape defined by the performance of the heuristics they
encompass on a given set of problem instances. For a selective hyper-heuristic to be ef-
fective the set of heuristics used must be able to collectively outperform the individual
heuristics; the combination of heuristics must cover the problem space better than the
component heuristic parts. Section 3.5 shows that the heuristics identified in Section
3.4 perform differently on the set of problem instances identified in Section 3.3 and
that a heuristics performance varies relative to certain problem characteristics. This
section expands on the previous chapter by investigating how the set of heuristics per-
form (when combined using a greedy selection strategy) compared to the performance
of the individual heuristics when applied to a broad range of problem instances.
In Chapter 3 Table 3.2 the performance of four deterministic heuristics on 5 data
sets totalling 1370 problem instances was summarised for each heuristic and each data
set. Table 4.1 replicates this information but appends the combined results achieved
by the set of four heuristics; the results obtained if the best heuristic is chosen for each
instance. It is clear that whilst individual heuristics dominate others on individual data
sets, when measured against the complete set of problems their relative performances
start to level out. The performance of these four heuristics, when applied greedily to a
large diverse set of problem instances, outperforms the ability of any of the heuristics
when applied in isolation. This knowledge shows that even a simple selective hyper-
heuristic using a minimal set of heuristics can prove fruitful.
The performance of these heuristics can be dissected further. Each of the data
sets summarised in Table 4.1, with the exception of ds3, is comprised of problem
instances generated using a variety of parameter settings. These parameter settings
were described previously in Table 3.1, Section 3.3.6. For ds1 there were 36 different
parameter combinations used with 20 problem instances generated from each combi-
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Table 4.1: The table shows the results obtained by each heuristic on different data sets
using two metrics; The percentage of problems solved using the optimum number of bins
and the percentage of extra bins required over the optimal number. The headings in the first
row depict the data sets as described in Table 3.1 with the column headed All representing
the complete set of 1370 instances.
ds1 ds2 ds3 falk U falk T All
720 Problems 480 Problems 10 Problems 80 Problems 80 Problems 1370 Problems
solved bins solved bins solved bins solved bins solved bins solved bins
FFD 75.83 0.36 49.17 3.69 0 6.05 7.5 1.3 0 14.21 57.52 1.78
DJD 79.03 0.28 21.04 9.77 0 3.56 57.5 0.27 0 2.45 52.26 2.00
DJT 83.75 0.17 44.58 2.66 0 3.56 57.5 0.27 0 2.45 62.99 0.73
ADJD 35.83 1.32 80.21 0.66 0 5.87 53.75 0.33 0 1.68 50.07 1.12
Combined 90.56 0.10 81.25 0.64 0 3.56 60.00 0.24 0 1.68 79.56 0.30
Greedy
nation resulting in 720 problem instances. The problem instances in ds2 were created
in groups of 10 using 36 different parameter combinations. ds3 consists of 10 prob-
lem instances generated using a single set of parameters. Falkenauer used 4 parameter
combinations for each of his 2 data sets with 20 problem instances generated for each
combination.
Each of the graphics depicted in Figure 4.1 compares the performance of 2 different
heuristics on the full set of 1370 problem instances used in this study. Each graphic
contrasts the performance of a pair of heuristics with each row indicating a set of
either 10 or 20 problem instances that were generated with the same parameters as
described in Table 3.1. Each cell depicts a different single problem instance. The
colour indicates which of the two heuristics under comparison performs best on each
instance if evaluated using Equation 3.1. Uncoloured cells represent those problem
instances for which both heuristics generate identical quality solutions when evaluated
using Equation 3.1.
It is clear, in many cases, that a heuristic which performs best on a certain problem
instance often produces the best solution when applied to problem instances gener-
ated using the same parameter settings. In Figure 4.1 this is highlighted by the fact
that many contiguous cells, or problem instances, are solved best by the same heuris-
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ds1 = 36 x 20 Problem Instance}
} ds2 = 48 x 10 Problem Instances
ds3= 1 x 10 Problem Instance
} FalU = 4 x 20 Problem
FalT = 4 x 20 Problem}
Figure 4.1: A comparison of the relative solution quality attained by different pairs of
benchmark heuristics. The three larger diagrams compare FFD Vs ADJD, FFD Vs DJD
and DJD and ADJD. The last sub figure illustrates how the 5 data sets described in Table
3.1 that make up the problem instances from Problem Set A are arranged in the diagrams.
All problem instances in each row are generated using the same item weight distributions.
Coloured cells highlight those problem instances that are solved best by a single heuris-
tic when measured using Falkenauer’s fitness function whereas white cells correspond to
problem instances where the best solution is attained using more than one heuristic.
tic. Choosing the best heuristic for each problem instance clearly increases the overall
quality of the solutions obtained when contrasted with the ability of any single heuris-
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tic. Observing the patterns exhibited in the visualisations there appears to be a relation-
ship between the quality of a solution obtained by a heuristic and the characteristics,
or parameters, used to generate the problem instance.
This distinction between heuristics performance becomes less apparent when more
than two heuristics are compared. Figure 4.2 shows the relative performance of all
4 heuristics investigated. Many of the problem instances are now solved equally by
more than one heuristic, especially those included in ds1. The new heuristic intro-
duced in the previous Chapter, ADJD, dominates on the problem instances from ds2.
Although the distinction is less clear, the combined performance of the four heuristics
is substantially greater than any constituent heuristic as is shown in Table 4.1. The
best individual heuristic, DJT, is able to solve optimally 62.99% of the 1370 problem
instances. The collection of heuristics finds optimal solutions to 79.56% which rises to
85.16% if the deliberately designed “hard” instances from ds3 and FalU are omitted.
None of the heuristics investigated here is able to find an optimal solution to any of
these two subsets of problem instances. Similarly, if contrasted using the percentage
of extra bins greater than the optimal number of 120433, the best single heuristic is
again DJT which requires an extra 0.73% (881) bins. If the best heuristic is chosen
greedily for each problem instance this number falls to 0.3% greater than the optimal
number of bins (361).
The relative performances of different heuristics on different problem instances in-
dicates the potential benefit of selecting between different heuristics when presented
with problem instances of different characteristics. The ability of a selective hyper-
heuristic to efficiently take advantage of the individual strengths of heuristics is how-
ever reliant on discovering a relationship that allows a mapping to be made between
heuristic and problem instance.
As covered in Section 3.2, in order to get a better indication of a heuristic’s perfor-
mance than can be deduced from either the number of optimal solutions found or the
number of extra bins required, Falkenauer’s fitness function, given in Equation 3.1 is
used with k set to 2 in order to reward solutions where any free capacity is restricted
to as few bins as possible. This allows for a distinction to be made between different
solutions to the same problem instance that use an equal number of bins and increases
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Figure 4.2: A comparison of the relative solution quality of 4 benchmark heuristics on
the 1370 problem instances in Problem Set A. Coloured cells highlight those problem in-
stances that are solved best by a single heuristic when measured using Falkenauer’s fitness
function whereas white cells correspond to problem instances where the best solution is
attained using more than one heuristic.
the precision with which a solution’s quality can be measured.
Table 4.2 shows, for each data set, the number of times that each heuristic achieves
the best solution based on Falkenauer’s metric. The table also shows the number of in-
stances for which each heuristic was the single best heuristic; the solution attained was
better than produced by any of the other heuristics. In comparing the data presented
in Tables 4.1 and 4.2, it is interesting to note for instance, that whilst FFD rates highly
if ranked in terms of the number of optimal solutions found, it achieves this using the
second largest number of bins. In contrast ADJD, which comes 4th in terms of the
number of optimal solutions found, achieves 2nd best position if ranked by either of
the other two metrics.
It is apparent from the data presented in Table 4.2 and visualised in Figure 4.2
that the same solution is achieved by more than one of the heuristics in many cases
when applied to the problem instances used. However the combined capability of the
heuristics chosen when measured using either of the metrics presented in Table 4.1
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Table 4.2: Benchmark heuristics performance on benchmark problems using Falkenauer’s
fitness function
ds1 ds2 ds3 falk U falk T All
720 Problems 480 Problems 10 Problems 80 Problems 80 Problems 1370 Problems
best distinct best distinct best distinct best distinct best distinct best distinct
FFD 393 73 14 12 0 0 1 1 0 0 408 86
DJD 513 1 96 0 10 0 60 0 8 0 687 1
DJT 552 14 161 40 10 0 60 0 8 0 791 54
ADJD 202 89 425 303 0 0 60 19 77 72 764 483
indicates the merit of using a combined hyper-heuristic strategy. The remainder of
this chapter explores whether a mapping can be automatically determined that allows
prediction of the heuristic best suited to solving each instance based on characteristics
of that problem instance.
4.4 A Selective Hyper-Heuristic
Based on the analysis conducted in the previous chapter the remainder of this chapter
investigates whether a relationship can be found that maps a heuristics performance
to the characteristics of the problem instance it is trying to solve. As previously men-
tioned, other authors have tried to define problem characteristics that can be used to cat-
egorise heuristics such as in [101, 102] where the authors used predetermined “natural”
characteristics to describe problem instances. These included the ratio of a problem’s
items with weights within 4 different size ranges expressed as ratios of the maximum
bin capacity. While these ranges appear to be good choices they fail to encapsulate any
information about combinations of different item sizes that may be useful predictors
of a heuristics ability.
The approach presented here differs in two key respects. First it does not use pre-
defined categories to describe an instance’s state. A messy evolutionary algorithm is
used to evolve a set of ranges that when used in conjunction with a classifier algorithm,
map the description of an instance to a suitable simple heuristic. Second in contrast to
[101], problem instances are only categorised once and solved using a single heuristic
as opposed to being reclassified after each item is packed. The motivation behind
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this approach is to determine whether it is possible to find an appropriate method of
describing a set of problem instances such that each instance can be mapped to the
single heuristic that best solves it. The authors of [101] showed that the task of mapping
problem characteristics to a suitable heuristic was non-trivial and were unable to find
a relationship using a perceptron. The method utilised here attempts to remove the
preconceptions imposed by the human designer by utilising an EA to improve the
accuracy of the mapping.
Before describing the EA in more detail Figure 4.3 is presented as a conceptual
overview of the system. The system incorporates an EA, a classification algorithm, a
set of deterministic constructive heuristics and a set of problem instances. The hyper-
heuristic uses the classification algorithm as a heuristic selection strategy to choose
which from a set of deterministic constructive heuristics to apply to a problem in-
stance based on knowledge of the problem domain obtained during an off-line training
phase. The classification algorithm attempts to match an unseen problem instance to a
procedure for solving it based on the problem instance’s characteristics. The character-
istics used are the ratio of an instance’s items with weights within a number of ranges,
expressed as ratios of the bin capacity. The ranges used are not fixed in number or di-
mension but are evolved by the EA during a training phase. The accuracy attained on
an unseen subset of the training problem instances during each iteration of the training
phase is used as the objective fitness measure for the EA.
The 1370 problem instances described in Sections 3.3.3 and 3.3.5 were split in to
equal sized training and test sets with every second problem instance used for testing.
As the problem instances were generated from 93 parameter combinations with either
10 or 20 instances generated using each parameter setting the split into training and
test sets ensures an even ratio of problem instances from each of the data sets and each
subset of problem instances generated from each set of parameters. The parameters
used to generate these problem instances are summarised previously in Table 3.1.
The system is described in more detail by Figure 4.4 and by Algorithm 1. It com-
prises of a database containing the problem instances and corresponding solutions at-
tained by each heuristic along with a classification algorithm and an EA. The process
of storing the problem instances and the corresponding solutions obtained by each
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Figure 4.3: During off-line training, the EA generates problem divisions, of varying di-
mension and number, that the classifier assigns the best known heuristic to. The classifier’s
accuracy in predicting which is the best heuristic for a set of unseen problem instances is
used as feedback to the EA.
heuristic in a database allows for a substantial decrease in the computational resources
required while training. As all the problem instances are static and the heuristics de-
terministic this can be achieved with ease. It is trivial to attain the best set of possible
solutions by querying the database, however the purpose is to show that a relationship
can be evolved, and that the technique has merit when the problem instances are not
known beforehand.
The classifier is used to predict which heuristic will perform best on each of the
unseen problem instances whilst the EA attempts to increase classification accuracy
during training by evolving the ranges to be used as predictor attributes. Unlike other
applications in which classifiers and EAs have been combined to select which prede-
termined predictor attributes should be used, the approach here uses the EA to evolve
combinations of problem characteristics not known a priori. For a comprehensive re-
view of EAs combined use with classification algorithms the reader is directed to [49].
During training the 685 problem instances in the training set are further subdivided
into evolution and evaluation sets with every 5th problem placed in the evaluation
set. The evolution set is used to train the classifier using the ranges specified by a
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Table 4.3: Sample data passed to the classification algorithm
Huge Items Large Items Medium Items Small Items Best Heuristic
0.28 0.16 0.12 0.44 DJDK
0.38 0.06 0.22 0.34 FFD
0.26 0.08 0.22 0.44 DJD
0.28 0.06 0.24 0.42 DJD
0.26 0.12 0.18 0.44 FFD
0.26 0.12 0.14 0.48 DJDK
0.28 0.04 0.12 0.56 FFD
0.18 0.04 0.18 0.6 FFD
0.2 0.08 0.18 0.54 FFD
0.24 0.08 0.14 0.54 FFD
0.1 0.1 0.26 0.54 DJD
0.12 0.08 0.22 0.58 DJD
chromosome as the predictor attributes and the best heuristic for each problem instance
used as the class we wish to predict. Once built the classifier is used to predict the
best heuristic for each instance from the evaluation set and the ratio that are correctly
predicted are used as the objective fitness value for that chromosome.
A sample of the data passed to the classifier is shown in Table 4.3 for the benchmark
chromosome represented by Figure 4.5.
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Figure 4.4: The system elements and algorithm steps explained by Algorithm 1
All software, with the exception of the classification algorithm, which is described
in the following section, was implemented in Java 6 and executed on an average spec-
ification desktop computer running an Intel(R) Core(TM) 2 Duo CPU, Model number
E8400 running at 3.00GHz with 2GB of DDR2 RAM at its disposal.
4.4.1 Classification Algorithm
The classification algorithm used was taken from the Waikato Environment for Knowl-
edge Analysis (WEKA) package [59] which is supplied as a Java library that is easily
incorporated as an integral component of the system developed. After some initial
empirical observations conducted using the system with a number of different classi-
fier types, including tree and Bayesian classifiers taken from the WEKA package, a
k-Nearest Neighbour Classifier was selected as the most promising of the available
classification algorithms for the task. The k-nearest neighbour algorithm was used
with the default parameter settings with the exception of k which after some manual
tuning was set to 2.
The following Section describes the EA that was implemented including a descrip-
tion of the custom operators required for the variable length representation described.
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Algorithm 1 Pseudo-Code describing the algorithm steps
Require: Tr = training set of 685 problems (every odd numbered problem [1 - 1369])
Require: Te = test set of 685 problems (every even numbered problem [2 - 1370])
Require: Eval = evaluation set of 137 problems (every 5th problem from Tr)
Require: Evo = evolution set of 548 problems s.t. Evo ∪ Eval = Tr
Initialise population







child← crossover (parent1, parent2)
child← mutate(child) : probability of 0.02
evaluate child∗
best← getBest()
until 1000 generations have elapsed
∗described by Algorithm 2
Algorithm 2 *evaluate individual (ind)
Require: classification data = ∅
for all p ∈ Evo do
encode p using ind
append encoding and best heuristic for p to classifier data
end for
build classifier using classifier data
fitness← classification accuracy onEval
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4.4.2 EA Description
After some initial observations using different parameter settings a steady state messy
EA was implemented that used a population size of 40 with crossover performed to
generate one offspring each iteration with a probability of 60% and mutation performed
with a probability of 2%. Descriptions of the custom representation and evolutionary
operators implemented are described in the following sections.
4.4.3 Representation
The chromosome representation used by the EA is derived from the approach used in
[101] where a problem instances’ state is described by a number of domain specific
characteristics which included the percentage of each instance’s items with weights






< ωj ≤ C2
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Figure 4.5: For a chromosome with n genes numbered from left to right the percentage of
items pi falling into each range ri < pi ≤ ri+1 ∀i = 1, . . . , n − 1 is encoded and passed
to the classifier as predictor attributes. The terminal alleles, 0 & 100 were inferred.
The ranges used in [101], and adopted here as a benchmark, are shown in the chro-
mosome representation depicted in Figure 4.5. Note that in the actual implementation
the terminal allele values were inferred as they always equate to 0 and 100. These
ranges were deemed ‘‘natural” choices by the authors of [101] as at most one Huge,
two Large or three Medium items can be placed in any individual bin. These ranges, or
divisions, are used as the classifier’s predictor attributes with the best heuristic being
the goal, or class attribute.
An EA is used to evolve variable length chromosomes which are constrained to a
maximum length that was incrementally increased for each of the experiments con-
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ducted. An chromosome is used to encode each instance from the evolution training
set by calculating the percentage of items with weights within each size range. These
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Figure 4.6: The two graphs show the same problem instance encoded by the two different
chromosomes shown. The x-axis depicts the evolved ranges expressed as a percentage of
the bin capacity whilst the y-axis depicts the percentage of the instances’ items with sizes
falling within each range.
Figure 4.6 shows how the same problem instance is encoded by two different chro-
mosomes. Each member of the initial population is created by selecting the number
of ranges randomly from a uniform distribution between a minimum value of 0 and a
maximum value which is the same as the maximum allowed chromosome length for
that experiment. The required number of boundary values are then selected at random
from a uniform distribution of values between (0, 100). These allele values are then
sorted in ascending order from left to right in the chromosome. As mentioned the
terminal values of 0 and 100 are inferred.
As an example take a single problem instance defined by C = 100, n = 100,
ω1−n = [1, 2, 3, . . . 99, 100] i.e. their are exactly 100 items all with unique weights
1Determined using Equation 3.1 with ties awarded to the computationally simplest heuristic in the
order FFD, DJD, DJT and ADJD.
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ranging from 1 to 100. If encoded using chromosome 1 there would by a ratio of 25%
of the problems items in the first range described by the chromosomes first two allele
values incorporating items with sizes between 0% x C and 25 % x C. Only 8 % of items
fall within the 25-33 range, 17% of the items would be in the range 33-50 and 50% of
the problem instances items would be in the range 50-100. If the best heuristic for this
instance were FFD then the information passed to the classifier for this instance would
be
0.25, 0.08, 0.17, 0.50, FFD
However if the same problem instance is encoded using chromosome 2 then classifier
would be presented with the tuple
0.04, 0.05, 0.15, 0.37, 0.39, FFD
In the second case 4% of items are within the first range (0 - 4), 5% are within the
second range (4 - 9), 15% of the problems items fall within the third range defined
by 3rd and 4th allele values (9 and 24) and 37% fall within the range 27-61. The
remaining 39% of items have item sizes lying in the last range defined by 61-100.
Each of the 548 problem instance in the evolution set is characterised in this way
and the subsequent list of data (one line for each instance) is supplied to the classifier.
The objective is to find a set of characteristics that improve upon the ability of the
classification algorithm to predict the best heuristic for each problem instance in the
evaluation set. The fitness value given to a chromosome is the accuracy attained by the
classifier on the unseen evaluation set of 137 problem instances.
4.4.4 Fitness Function
The ratio of evaluation training problems correctly classified by the classifier is used
as the objective fitness value for an individual chromosome.
4.4.5 Parent Selection and Crossover
Descendants are generated by means of crossover between two parents. Each parent
is selected by means of a tournament between two randomly chosen competitors with
the one with the greater fitness value selected as a parent.
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Crossover takes the first parent and selects all alleles up to and including a ran-
dom position, placing these into the offspring. The second parent is then searched
sequentially until an allele value is found greater than has been introduced from the
first parent. This and subsequent genes are appended to the offspring. This process is
illustrated in Figure 4.7
7 56 87Parent 1
Parent 2
Offspring
The crossover point is chosen 
at random from first parent
17
The crossover point in the second parent
becomes the start of the next highest range
The two sections are appended to produce 
an offspring
Figure 4.7: A visualisation of the crossover operator used by the EA. Mutation may alter
the length of a chromosome
4.4.6 Mutation
Mutation simply adds or removes, with equal probability, one random value resulting
in a mutated chromosome which varies in length by one allele than the original. Figure
4.8 depicts the addition of a randomly selected value to the chromosome.
Mutation either adds or removes a gene with 
equal probability at a random position in the 
chromosome
7 72 86 92
44 72 86 927
15
Figure 4.8: A visualisation of the mutation operator used by the EA. Mutation may alter
the length of a chromosome
92
4.4 A Selective Hyper-Heuristic
4.4.7 Managing Bloat
If left unattended there is a possibility that chromosome lengths would grow uncon-
trollably as a result of both the crossover and mutation processes employed. It was
hypothesised that this would have a derogatory effect either resulting in a set of pre-
dictor attributes too large for the classification algorithm to make sense of. To manage
this and to investigate the affect that the maximum allowed chromosome length ex-
erts upon the classification algorithm a number of different limits were imposed. The
results presented in Section 4.5 show the effect of varying this parameter between 7
different values ranging from a maximum length of 3 up to a maximum length of 200.
Each iteration any newly created chromosomes are checked to ensure that they do not
exceed the enforced limit for that experiment. The trimming process employed and
described by Figure 4.9 merges the two numerically closest allele values in an over-
sized chromosome into one. The new allele takes on a value that is the average of the
two allele values it replaces. This trimming procedure is repeated as necessary until
the chromosome is at most the maximum length allowed for that experiment.
7 44 72 86 92
If the chromosome exceeds a maximum predefined length 
the closest 2 allele values are replaced with one gene with 
its value set as the average of the two
7 8944
Figure 4.9: A visualisation of the bloat reducing mechanism used by the messy EA
4.4.8 Replacement and Diversity
Each iteration the worst member of the population is replaced by the child if the child’s
fitness is better than that of the worst individual. Diversity within the population is
maintained by prohibiting inclusion of any new chromosomes that are identical to any
that exist in the current population.
The following section describes the experiments conducted and presents the results
attained using the system described in this chapter.
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4.5 Experiments and Results
Seven experiments were conducted, each consisting of thirty runs with each run ter-
minated after 1000 iterations. For each experiment, the only parameter modified was
the maximum allowed chromosome length, l ∈ {3, 5, 10, 20, 50, 100, 200}. A chro-
mosome length of l corresponds to l + 1 ranges once the inferred terminal alleles
representing 0 & 100 were added.
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Default 3 5 10 20 50 100 200 
Number Of Attributes Passed to Classifier
Total Bins Used
Accuracy Solved Bins
Att 3 200 3 200 3 200
Mean 72.62 74.93 73.40 74.74 0.41 0.39
SD 1.32 0.83 0.75 0.45 0.018 0.008
Normal Y Y Y Y N Y
t-test 1.27−10 6.84−11
Wilcoxon 5.86−06
Shown are the statistical test results obtained for each graph by
comparing the data found for 3 and 200 attributes.
Figure 4.10: The three plots, taken over 30 runs show, for the unseen 685 test problems,
the percentages of problems correctly classified and solved to the known optimal along
with the percentage of extra bins over the optimal of 60257 required. The default values
show the results obtained when using benchmark attributes (0.25,0.33,0.5). The results
of two unpaired two tailed t-tests with no assumption of equal sample variance are given
for the data sets that a Shapiro-Wilk Normality test reported as being normally distributed
with a non-parametric Wilcoxon Mann-Witney test used for the other.
when ranked by the number of optimal solutions found, was DJT which solved 62.77%
(430) of the instances in the test set using an extra 0.75% more bins (452) than the op-
timum. In comparison the hyper-heuristic presented here found 521 (76.06%) optimal
solutions using only 0.37% (223) more bins.
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A ten fold cross-validation was also conducted using the complete set of 1370
problems and the best set of evolved predictor attributes achieving 72.99% accuracy in
comparison to 68.90% using the non-evolved default attributes.
Unlike in [101], the system described here is unable to solve any instances to the
optimum that are unsolved by any of the constituent heuristics. As different heuris-
tics, methodologies and problem instances are used a direct comparison is not entirely
possible. However for comparison, when trained using the evolved characteristics that
gave the best result in terms of the number of optimal solutions obtained along with
the truncated training set of problems used in [101] the system presented here was able
to find optimal solutions to 172 of the 223 test problems used in [101] as opposed to
166 reported by the papers authors.
4.6 Conclusions
By combining a set of diverse heuristics and exploiting their strengths on the areas of
the problem space that they perform best on their inherent weaknesses can be partially
overcome. It is well known that no heuristic is able to perform consistently well across
the full problem space and the study shows that this inherent weakness in individual
heuristics can be minimised. The study presented in this chapter shows that by com-
bining the abilities of even a small number of deterministic heuristics for the BPP that
the quality of the solutions obtained when applied to a large diverse set of problem
instances is improved significantly over those attained using any individual heuristic.
Furthermore by evolving relevant predictor attributes for use by the classifier the goal
of generating a problem description that maps individual instances to an appropriate
heuristic for solving it was improved. The hyper-heuristic developed is able to better
generalise over a wider range of problem instances with varying characteristics than
can be addressed by any of the heuristics when used in isolation. The new heuristic
introduced previously, ADJD, has been shown to perform better on problem instances
with certain characteristics than any of the other heuristics investigated and although
it is the single worst heuristic when evaluated over the complete set of benchmark in-
stances it is shown to increase the generality of the hyper-heuristic system presented
by a significant margin.
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Initial investigations into increasing the number of heuristics used suggests that the
classification task increases steeply in complexity with the number of heuristics and
although there is potential for increasing the quality of the solutions attained this is
limited by the small number and lack of diversity of deterministic constructive heuris-
tics for the off-line 1D BPP in the literature. Other deterministic heuristics were in-
vestigated, such as BFD and SS, but were deemed too similar or unproductive rarely
improving on the solutions attained by the combination of heuristics used.
The primary observations and conclusions drawn from the study which influenced
the remainder of this thesis are:
• None of the heuristics dominates any other when evaluated across the complete
set of problem instances investigated.
• Individual heuristics do outperform others on subsets of problems.
• Heuristics that perform well on problem instances generated using a particular
combination of parameters are more likely to perform well on unseen problem
instances generated from the same set of parameters.
• The problem instances that a heuristic will work well on can be predicted using
classification techniques.
• The classification algorithm’s accuracy can be increased by evolving, rather than
manually designing, the predictor attributes used.
• Selecting the best heuristic, for each of a wide variety of problem instances, from
a set of diverse heuristics can significantly improve the overall solution quality
when compared to the solutions obtained using any single heuristic.
The study presented in this chapter uses deterministic heuristics and static problem
instances. As mentioned at the start of the chapter it would be trivial to apply each
heuristic in turn and greedily select the best one for each problem instance. The results
presented in this chapter can be at best only as good as the results obtained using a
greedy selection strategy. While it was the intention to show here that it was possible
to predict which heuristic would be chosen if a greedy selection strategy was employed
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the technique is ultimately limited by the collective ability of the set of heuristics used.
The previous chapter showed that many human-designed heuristic perform similarly
on many problem instances which from the perspective of a selective hyper-heuristic
limits the potential of any approach. In order to alleviate this limitation the remainder
of this thesis concentrates on generative hyper-heuristics which attempt to automate
the heuristic design process and remove the limitations imposed human designers. The
following chapter introduces a generative hyper-heuristic that is used to generate in-
dividual heuristics that are evaluated against large problem sets. This is expanded in
subsequent chapters to consider the observation made here that having sets of heuristics
that individually work well on different niche areas of the problem space significantly




In the previous chapter the utility of using a selective hyper-heuristic to select from a
pool of predetermined simple deterministic human designed constructive heuristics for
the 1D BPP was explored. The heuristics selected from the literature are limited by
the domain knowledge and the imagination of the human designer and whilst individ-
ual heuristics are suited to certain problem instances, often different heuristics were
shown to produce similar or identical solutions for many of the benchmark problem
instances that they were evaluated on. This chapter looks at the second major class of
hyper-heuristics; heuristics to generate heuristics or generative hyper-heuristics where
a Genetic Programming technique is utilised to automate the heuristic design process
in an attempt to improve upon the deterministic heuristics created by human algorithm
designers.
5.1 Contribution
This chapter introduces a generative hyper-heuristic that is used to generate heuris-
tics for the BPP that are shown capable of outperforming a range of well researched
deterministic constructive heuristics on a large diverse set of problem instances. Un-
like other generative approaches from the hyper-heuristic literature GP is not used to
create heuristics that explicitly decide where to pack each item based on the current
state of the solution. A compact form of GP, called Single Node Genetic Programming
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(SNGP) [64, 65] is employed to generate combinations of constituent elements that are
evaluated by measuring the side effect that they cause when applied to a problem. The
process of executing the evolved heuristic directly causes items to be placed into bins
rather than the more conventional approach of using a wrapper to decode the output
of the evolved program in order to decide on the placement of items. The heuristics
evolved are shown to outperform 4 human designed heuristics sourced from the liter-
ature on a large set of 1370 problems, 685 of which are unseen during the evolution
stage.
5.2 Introduction
Generative hyper-heuristics are a class of autonomous algorithm that aim to automate
the heuristic design process.. In contrast to selective hyper-heuristics, generative ap-
proaches do not search over a set of pre-defined heuristics but search over a set of com-
ponents from which novel heuristics can be fabricated. Generative hyper-heuristics can
be sub-classified [19] based on the class of heuristics that are generated; either pertur-
bative or constructive and also by the use or omission of memory / learning mecha-
nisms. The approach here focuses on generating deterministic constructive heuristics
for application to the off-line version of the 1D BPP. Memory is encapsualated during
an off-line learning strategy with the resultant heuristics tested against a large corpus
of previously unseen problem instances.
5.3 Background and Motivation
GP can be applied to many different types of problem, in theory fully functional pro-
grams could be evolved. In the seminal work of Koza [72] four simple introductory ex-
amples are given where GP is used to evolve programs for control, planning, symbolic
regression and function approximation. All of these implementations use a wrapper to
decode the output returned by evaluating an evolved tree structure before translating
this output to an appropriate action. All of the generative hyper-heuristics reviewed in
Section 2.3.3 use the same approach where a wrapper is employed to determine the
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+
B1 B2
Figure 5.1: Example GP tree that causes a side effect: During the course of evaluating
the tree nodes B1 and B2 are evaluated. B1 causes a side effect where the largest item
possible is packed into the current bin. Similarly B2 causes the largest possible 2 items to
be packed into the current bin .
action to take based on the result of evaluating an evolved function which encapsulates
information about the problem state, such as item length and bin capacity. As an ex-
ample, Figure 2.3 (shown in Section 2.3.3) shows how the best fit heuristic could be
implemented using the nodes described in [9]. In this example the tree is evaluated
in its entirety for each individual item in a problem instance. The result obtained is
passed to an encompassing wrapper which is used to decode the output and to decide
which of two possible actions to take; pack the item into the current bin or open a new
bin and place the item there.
A second GP implementation is also described by Koza [72] where evaluating the
tree structure can cause a side effect in the environment. Actions are completed explic-
itly by individual nodes in the tree rather than by an encompassing wrapper. Figure 5.1
shows a simple example of a tree structure that includes 2 of the nodes described in
detail later in this chapter (B1 and B2). When evaluated these nodes may cause a side
effect where the biggest possible 1 or 2 items (B1 and B2 respectively) are immediately
placed into the current bin. The code to perform the packing task is not placed into an
encompassing wrapper but is included within the node. Items are packed immediately
without the requirement to completely evaluate the tree structure and decode the result.
A wrapper is still employed to make other decisions such as the opening and closing
of bins but the packing of items is explicitly completed by evaluating single nodes in
the tree. This process is described in more detail later in the chapter.
As mentioned previously, hyper-heuristic approaches have highlighted the utility
of combining simple heuristics to improve on solution quality. In the realm of bin
100
5.4 Single Node Genetic Programming
packing combinations of heuristics, applied to pack different bins from the same prob-
lem instance, have been shown in some cases to outperform the constituent heuristics
[78, 101]. This ideology dates back to Fisher and Thompson [47] who used machine
learning techniques to select combinations of simple heuristics (dispatching rules) to
produce solutions to local job-shop scheduling problems, a technique that has inspired
many more recent publications [60]. In previous chapters 4 simple heuristics have
been investigated; FFD, DJD, DJT and ADJD. With the exception of FFD all of these
heuristics use a similar strategy (and hence they often produce similar solutions). They
first simplify the computationally expensive problem of finding a combination of items
that fully fill an empty bin by partially filling that bin with a few items before conduct-
ing a simplified search to find a set of items to fill the remaining space. FFD simply
packs each item, taken in descending order of size, into the first available bin that will
accommodate it. A motivating factor for the research presented in this chapter is that
with the exception of FFD it would be possible to use the other heuristics in different
combinations to pack individual bins, possibly improving solution quality. However
as the heuristics are similar initial studies showed that there was little benefit using this
approach with the limited set of human designed heuristics available. The remainder of
this chapter takes this concept a step further by designing a set of components (nodes),
based on the 4 heuristics mentioned that can be combined to produce new heuristics.
Before describing the set of nodes devised to construct new novel heuristics, SNGP
and the motivation for its used are described.
5.4 Single Node Genetic Programming
Traditional GP employs a population of tree structures, which represent computer pro-
grams, that are acted upon by evolutionary operators such as crossover and mutation
to search for improved solutions to a variety of problems. Unlike many evolutionary
techniques where the size of the representation is fixed, GP suffers from the affect of
bloat [77] where the tree structures can grow undesirably large through the process of
combining different branches from different trees in the population. For the problem
and representation investigated in this chapter this affect was found to be highly in-
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efficient. As explained later, the programs evolved here are used repeatedly to pack
individual bins. Evaluation of a single node can cause up to 5 items to be packed into a
bin. Given the distribution of item weights for the benchmark problem instances used
to evaluate the approach, creating tree structures that grow in size is unproductive as
the only the first few nodes evaluated will manage to place items into a bin. An en-
compassing wrapper detects the failure to pack any more items and causes the process
to repeat using a new bin.
Initial observations using conventional Koza style GP highlighted the detrimental
affect of bloat where the tree structures evolved became ever larger with many nodes
proving redundant. Based on this observation and the relatively coarse grained ap-
proach to the design of the nodes (explained in the following section), a more compact
variation of GP was adopted. Single Node Genetic Programming (SNGP), introduced
by Jackson in [64], eliminates bloat due to its use of a single mutation operator. With
no crossover employed there is no mechanism to allow the structures generated to
grow beyond their initial size. SNGP also allows for more complex programs (using
the same number of nodes) to emerge than would be possible using GP which restricts
the topology of programs to tree structures.
Originally applied to 3 problems amenable to being solved using dynamic pro-
gramming, namely 6 multiplexer, even-parity and symbolic regression[64], SNGP was
further investigated in [65] where its effectiveness on problems where the solution is
obtained as a side effect was explored. Three such problems were tackled using SNGP;
the Santa Fe artificial ant problem, a maze navigation task and third problem where the
objective was to generate a program capable of parsing arithmetic and logical expres-
sions. SNGP was shown to be an effective approach for tackling this class of problem
showing significant improvement to results obtained using conventional GP.
SNGP differs from the conventional GP model introduced by Koza [72] in a num-
ber of key respects.
• Each individual node in the network may be the starting point for evaluation, not
only the top most node.
• Nodes may have any number of parent nodes (including none and duplicates)
allowing for network structures other than trees to be formed.
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• The only evolutionary operator used is mutation which is employed as a hill
climber with the mutation undone if no improvement is achieved.
Figure 5.2 shows two partial SNGP structures with any nodes not connected to the
current top node omitted for clarity. The standard tree structure on the left show how
the DJD heuristic could be represented using the nodes outlined in Table 5.1. The right
side of the diagram highlights a key difference between SNGP and conventional GP;














Figure 5.2: Two example SNGP structures. The tree on the left shows how the DJD
heuristic could be formulated whereas the tree on the right highlight a key difference be-
tween SNGP and conventional GP in that nodes may have more than 1 parent node. There
may exist unconnected nodes which in both diagrams are removed for clarity.
terminology used in the original literature each node is considered as an individual
in a population. Each node can be the starting point for evaluation making each a
unique heuristic. It should be noted however that the only evolutionary operator used
is mutation which is applied to the complete network structure and that the concept of
considering nodes as individual entities in a population seems to have little in common
with other population based approaches.
Figure 5.3 depicts how each node in an SNGP network structure is treated as a
distinct heuristic by considering each node and its connected children in isolation.
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Figure 5.3: An SNGP structure comprising of 6 nodes (left) decomposed to create 6
distinct heuristics (right). Each node in the structure may be used as the starting point for
evaluation and is effectively a different heuristic
The initialisation process for SNGP is covered by the first 3 steps in the following num-
bered list with steps 4 and 5 constituting the main evolutionary loop that is executed
repeatedly until some predefined stopping criteria is met.
1. Each terminal node T ∈ {t1, . . . tr} is added once and given an integer identifi-
cation number ranging from 1 . . . r.
2. A number, n, of function nodes are selected at random from the set of all function
nodes F ∈ {f1, . . . , fs} and given an identification number ranging from r + 1,
. . . r+n. Function nodes may be duplicated or omitted from the SNGP structure.
3. Each function node has its child nodes assigned at random from the set of all
nodes with a lower id to prevent any recursive loops.
4. A single mutation operator is used which selects a function node at random and
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reassign one of its edges to point at a node chosen randomly from the set of all
nodes with a lower identification number.
5. If no node from the new mutated network proves more effective on the training
problems then the network is reverted to its previous state.
The SNGP structure is initialised with exactly 1 of each of the available terminal
nodes and a predefined number of randomly selected function nodes (this may omit
some function nodes or introduce duplicates). Connections between function nodes
and child nodes are set randomly while observing the constraints that each function
node must have all of its child nodes assigned and that no recursive loops are intro-
duced. This procedure results in a network where terminal nodes may have no parents
and where different portions of the overall network structure are disconnected. The
ability to use any node in the structure as the root of the evolved program still holds
although evaluating some nodes may cause no effect. A wrapper is used to control
the system response to such events and prevent infinite looping. During the mutation
process a connection currently existing between two nodes is randomly selected and
reassigned. When re-evaluating a node only it and those nodes connected recursively
as child nodes need to be considered, making the procedure more efficient. Each node
receives a fitness value as if it were an individual in the population. Evaluation of the
population, used to drive evolution, may either be carried out by averaging the fitness
of all nodes or by considering the node with the best fitness in isolation. The second
elitist measure is adopted in the application of SNGP described over the remainder of
this chapter.
5.5 Implementation
In the following section the set of component function and terminal nodes that were
implemented after analysing and decomposing four human designed heuristics; FFD,




As previously noted, all of these heuristics with the exception of FFD can be used to
pack a single bin in isolation at which point the bin can be closed and the procedure
repeated until all items are packed. FFD, in its original implementation requires that
all bins remain open for the duration of the packing procedure. It was noted that FFD
could be rewritten to pack a single bin at a time by iteratively packing the next largest
item from the set of remaining unpacked items that would fit into the current bin. Once
no more items were able to be placed into the bin it could be closed and the procedure
repeated. Although this process is more computationally expensive, requiring multiple
searches through the set of remaining items, it allows the FFD heuristic to be used
in the same manner as the other heuristics investigated. The other heuristics all use
similar strategies to minimise the computational complexity associated with searching
for combinations of items whose combined weights best fill the space in a bin. When
a new bin is opened an initial filling stage partially fills the bin before a computa-
tionally expensive partial search attempts to optimise the filling of the remaining free
space. DJD and DJT both operate identically during the initial filling stage by itera-
tively packing the largest available items into a bin until that bin is at least one third
full. ADJD differs in that it continues to pack the largest available items until the free
space is at most three times the size of the average weight of the remaining items. After
the initial filling stage both DJD and ADJD search for a combination of up to 3 items to
fill the remaining space in a bin whereas DJT considers combinations of up to 5 items.
Based upon this knowledge the nodes described in Table 5.1 were implemented. All
of the human designed heuristics mentioned previously can be created using different
combinations of these nodes in conjunction with the wrapper described later. As an
example the DJD heuristic is shown in Figure 5.2. The motivation behind combin-
ing simple components using SNGP lies in the hypothesis that the automated process
would be able to find effective combinations of these constituent parts that a human
designer, limited by preconceptions of how to tackle a particular problem would not
envisage. The set of terminal nodes contains both nodes that have a direct effect on
the solution (a node can place between 1 and 5 items into a bin) and nodes that return
values representing the state of the current bin such as capacity C and free space FS.
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A wrapper, described in the following section, encompasses the SNGP structure and is
used to decide when to open a new bin or to terminate the packing procedure.
Table 5.1: Function and terminal node descriptions
Function Nodes
/ Protected divide. Returns -1 if the denominator is 0 otherwise the result of
dividing the first operand by the second is returned
> Returns 1 if the first operand is greater than the second or -1 otherwise
IGTZ Is Greater Than Zero: If the first operand evaluates as greater than zero
then the result of evaluating the second operand is returned. Otherwise the
result of evaluating the third operand is returned
< Returns 1 if the first operand is less than the second or -1 otherwise
X Returns the product of two operands
Terminal Nodes
B1 Packs the single largest item into the current bin returning 1 if successful
or -1 otherwise
B2 Packs the largest combination of exactly 2 items into the current bin
returning 1 if successful or -1 otherwise
B2A Packs the largest combination of up to 2 items into the current bin
giving preference to sets of lower cardinality. Returns 1 if successful
or -1 otherwise
B3A As for B2A but considers sets of up to 3 items
B5A As for B2A but considers sets of up to 5 items
C Returns the bin capacity
FS Returns the free space in the current bin
INT Returns a constant integer value randomly initialised from [−1, 1, 2, 3, 4, 5]
W1 Packs the smallest item into the current bin returning 1 if successful or -1
otherwise
5.5.2 SNGP Wrapper
Although the process of packing items into a bin is conducted by explicitly by evalu-
ating certain terminal nodes the implementation still requires the use of a wrapper to
oversee the execution of each node.
Not all of the nodes generate a side effect of packing items into the current bin
when evaluated. Whilst function nodes will always have their child nodes assigned
and are therefore never considered in isolation, nodes such as C and FS if evaluated
in isolation cause no effect and their repeated execution would result in an infinite loop
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where no items would be placed into the solution. In order to ensure that all heuristics
terminate, even when no items are packed, a wrapper, described by Algorithm 3, is
used to encompass the node being evaluated. The wrapper is responsible for determin-
ing when to open a new bin based on both the value returned by the heuristic under
scrutiny and the changing state of the solution currently being constructed. If the node
under evaluation returns a value of < 0 a new bin is opened. If it returns a non nega-
tive value and there are still items to pack and at least one item was packed during the
last evaluation the node is evaluated again. If the node packs no items and there are
still items remaining to be packed each item is placed into its own bin and the process
terminates. This causes terminal nodes that do not cause a side effect to generate a so-
lution using one bin for each item in the problem instance which consequently causes
the node to receive the worst possible fitness score causing the node to be subsequently
disregarded by the evolutionary process.
Algorithm 3 SNGP Node Wrapper
Require: I ∈ {i1, i2, ..., in} {The set of items to be packed}
Require: B = ∅ {The set of bins which is initially empty}
repeat
add a new bin b to B
repeat
I ′ = I
result = evaluate(Node) {This may cause items from I to be packed into the
current bin b}
until result < 0 or I = ∅ or I = I ′
if I = I ′ and I 6= ∅ then
pack each remaining item in a new bin
end if
until I = ∅
108
5.6 Experiments and Results
5.6 Experiments and Results
The generative hyper-heuristic described in this chapter was trained and tested on equal
divisions of the 1,370 benchmark problem instances from Problem Set A, taken from
the literature and summarised in Section 3.3.6. The division of Problem set A into
equal sized training and test sets was as described in the previous chapter. This ensures
an equal distribution of problem instances generated using the same parameters with
every second problem instance placed into the test set. During training the objective
was to evolve a single heuristic that minimises the total number of bins used when
applied to the complete training set. This value is assigned as the fitness value for each
node that constitutes the SNGP network.
The hyper-heuristic was trained for 500 iterations on the training set before the
system was halted and the single best heuristic was evaluated on the training set. The
only other variable parameter required was to define the number of terminal nodes used
to initialise the system which was fixed at 12 after initial experimentation.
The System was executed 30 times from a clean start in order to gain statistically
relevant results with each run terminated after 500 iterations. Only the first 250 gen-
erations are reported here as no improvement was observed in any of the 30 runs after
this point. The SNGP structures were initialised as described in Section 5.4 using 12
randomly selected function nodes. The software was implemented in Java and exe-
cuted on a high performance cluster comprising of 18 servers each equipped with dual,
quad-core cpu’s with 16Gb ram running Fedora 12.
The results are summarised in Table 5.2 which shows for comparison the number
of problem instances that were solved optimally by each of six deterministic heuristics
described in Section 3.4. The number of extra bins more than the optimal of 60257
required by each heuristic when applied to the same test set of instances is also given.
The table also presents the results obtained by treating each of the terminal nodes that
are capable of packing items as an individual heuristic. This highlights the benefits of
using SNGP to evolve heuristics which are composed of combinations of nodes used
in the terminal set. It is interesting to note that by encompassing each of the terminal
nodes in a wrapper that continues to execute until no more items are packed into a bin
that many of the simple terminal nodes when used in isolation can outperform some of
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the human designed heuristics. For example B2A finds more optimal solutions than
the best human designed heuristic if gauged by this metric. In apparent contradiction
to this nodes such as B3A which performs poorly in terms of the number of optimal
solutions found perform relatively well when gauged by the number of extra bins over
the optimal number required. It is clear that the evolved heuristic outperforms the rest
by a substantial margin regardless of the qualitative measure used.
Table 5.2: Comparison between 4 deterministic heuristics, the terminal nodes that cause
a side effect and the best generated heuristic (HGEN) on the test set of 685 problem in-
stances.














Generated Heuristic Optimal Solutions Found Extra Bins Required
HGEN 518 257
Figures 5.4 and 5.5 show results for single heuristic generation taken over 30 runs.
The box plots illustrate how 25 of the 30 runs evolve in less than 250 generations to
give the same results using both the number of instances solved and the total number
of bins required as metrics. For those 5 runs where the results deviated from the best
the deviation was minimal. Using a Mann-Whitney rank sum test to compare the best
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human designed heuristic (DJT) to the best evolved heuristic using the number of bins
required as a metric offers little insight into the obvious improvement in the results
due to the fact that both heuristics generate solutions which require an equal number
of bins for many of the problem instances. However if Falkenauer’s fitness function
[40] is used as a metric then the one-tailed and two-tailed P values obtained show the
results to be highly significant measuring at 5.48×10−5 and 10.96×10−5 respectively.
Two of the best heuristics generated during two independent runs, randomly selected






















































Figure 5.4: Heuristic performance over 30 runs using the quantity of the 685 training
problem instances solved using the known optimal number of bins as a metric.
Table 5.3 gives the number of problems solved using the specified number of ex-
tra bins than the known optimal when the best heuristic evolved is applied to all of
the 1370 problems from problem set A. The results obtained by each of 4 bench-
mark heuristics are also shown for comparison. The results obtained by the best single
evolved heuristic on the training, test and complete set of problems from Problem Set
A are summarised Table 5.4. The table also shows the results obtained by the best
heuristic on each of these problem divisions which in all cases was DJT.
In order to provide a further comparison, the best heuristics obtained from each
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Figure 5.5: Heuristic performance over 30 runs using the total number of bins required to









Figure 5.6: Two of the best heuristics generated during two independent runs, randomly
selected from the 30 evaluations conducted are shown.
run were used to solve the much larger set of 15830 problem instances in problem set
C. The best single evolved heuristic used 7.8% fewer extra bins than were required by
ADJD which was the best human designed heuristic on these problems. ADJD used
18541 extra bins that the known optimal of 1, 362, 542. Table 5.5 replicates the results
presented in Table 5.3 for the problem instances in problem set C. The evolved heuris-
tic uses 7452 fewer bins to solve all 15830 problem instances than the best human
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Table 5.3: Number of problems solved requiring δ extra bins on problem set A. A com-
parison between the benchmark heuristics and the best evolved heuristic
Number of Problems Solved Requiring δ extra bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
FFD 788 267 78 83 39 16 18 9 18 4 50
DJD 716 281 119 58 48 36 10 16 23 3 60
DJT 863 331 90 26 30 15 11 2 1 1 0
ADJD 686 368 153 76 38 22 12 9 1 5 0
HGEN 1028 242 43 32 12 7 2 2 1 1 0
Table 5.4: Results Summary: Comparing the best human designed heuristic (DJT) with
the best evolved heuristic (HGEN) on problem set A.
Optimal Solutions Extra Bins
Problem Set Human Best Hgen Human Best Hgen
Training 433 513 430 284
Test 430 515 451 266
Problem Set A 863 1028 881 550
designed heuristic (ADJD) and finds optimal solutions in 1634 cases where none of
the deterministic heuristics could solve any of the problem instances optimally. How-
ever it should be noted that ADJD solves 14031 instances using no more than 1 extra
bin in comparison to 12334 for the best evolved heuristic. ADJD also solves all prob-
lem instances using at most 9 extra bins whereas the best evolved heuristic requires 10
or more extra bins in 404 cases.
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Table 5.5: Problems solved and extra bins over the optimal number required on problem
set C using the best evolved heuristic
Number of Problems Solved Requiring δ extra bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
FFD 0 8887 2819 1158 1262 365 148 214 405 118 454
DJD 0 7594 2390 1316 1029 581 581 329 282 233 1495
DJT 0 10844 2188 824 577 387 318 199 59 30 404
ADJD 0 14031 1299 228 175 69 18 6 3 1 0
HGEN 1634 10700 1437 559 493 202 177 135 59 30 404
5.7 Conclusions
Single heuristics were generated during a training phase that outperformed a selec-
tion of well researched deterministic heuristics when applied to a large set of problem
instances totalling 1370 problem instances split into equal sized training and test sets.
The approach is novel in its use of SNGP to generate new constructive heuristics for the
BPP from simple constituent elements. It has been shown that the best evolved heuris-
tic outperforms human designed heuristics when applied to the problem instances in
Problem Set A using both the number of problems solved and the total number of bins
required as quality metrics.
However, a brief analysis of the solutions attained by the best evolved heuristic on
the much larger and more constrained set of problems in Problem Set C shows that
the evolved heuristic is outperformed in terms of the number of extra bins required
on Problem set C. Whilst DJT proves the best human designed heuristic on problem
Set A, ADJD is superior when evaluated by this metric on Problem Set C highlight-
ing the effectiveness of a more dynamic packing strategy when compared to the other
less adaptive human designed heuristics across extremely large unseen problem sets.
(ADJD adjusts the packing strategy depending on the average item weight to bin ca-
pacity ratio).
ADJD generalises well across this larger set solving the 15830 problem instances
in Problem Set C using 18, 541 extra bins than the known optimal of 1, 362, 542. The
evolved heuristic that proved best on Problem Set A needed 25, 993 extra bins (over
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40% more.) In contrast the best evolved heuristic found optimal solutions to 1634
problem instances from Problem Set C when ADJD did not find any. This reinforces
the claim that no heuristic can be successful over increasingly large and varied sets of
problems and indicates that heuristics that generalise well over large portions of the
search space prove less effective when contrasted to heuristics tailored to niche areas
of the problem landscape. The literature on using GP to generate heuristics for the
BPP is predominately focused on using GP to generate disposable heuristics, usually
perturbative, that are tailored towards solving individual problems.
There is clearly a trade off between the ability of a single heuristic to generalise
across vast data sets and its utility when contrasted to more specialised approaches
tailored towards individual problem instances, or very small sets of similar problems.
While the best generated heuristic clearly outperforms the human designed benchmark
heuristics when evaluated individually, the collective of human designed heuristics
improves on the performance of the generated heuristic when greedily applied to the
complete set of problems from Problem Set A. In the following chapter this knowledge
is exploited by generating sets of heuristics that collectively generalise across large




Generating Sets of Co-operative
Heuristics using a Genetic
Programming Island Model
In the previous chapter the utility of using Genetic Programming for generating deter-
ministic constructive heuristics for the BPP was shown. Single heuristics, evolved us-
ing Single Node Genetic Programming (SNGP), were shown to outperform 4 heuristics
sourced from the literature when applied to a large diverse set of problem instances. In
Chapter 4 it was shown that by exploiting the strengths of individual human-designed
heuristics that that their combined ability outperforms their individual capabilities. The
heuristic(s) evolved in the previous chapter were shown to be able to generalise over a
wide range of problem instances with good performance when compared to the heuris-
tics sourced from the literature. However the performance of any individual heuristic
when designed as an average all round performer across a wide range of problem in-
stances must be compromised when compared to more specialised heuristics tailored
towards solving problem problem instances with specific characteristics. Chapter 4
showed that different human-designed heuristics performed best on niche areas of the
problem space but also highlighted the similarity between the solutions attained using
many human designed approaches.
This chapter expands on the system developed in the previous chapter by extend-
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ing the system to generate sets of heuristics that are individually tailored towards niche
areas of the problem space whilst collectively generalising over a wider range of prob-
lem instances. This is accomplished by adding an Island Model to evolve multiple
heuristics in isolation that are evaluated by their collective ability on the set of prob-
lems presented. The system is trained and tested on the same divisions of Problem Set
A used in the previous chapter and further evaluated on the much larger set of prob-
lems from Problem Set C. Results show that the collective ability of the evolved set of
heuristics is superior to both the quality of solutions that can be attained by any single
heuristic, either generated or human designed, or to the best solutions produced by the
combined set of the deterministic heuristics sourced from the literature that are used
throughout this thesis.
6.1 Contribution
The chapter introduces a generative hyper-heuristic that employs an island model to
concurrently generate multiple heuristics using Single Node Genetic Programming.
The system developed generates an undetermined number of heuristics with islands
added and removed dynamically. The set of heuristics created are evaluated during
training based on their collective ability to solve half of a large set of one dimensional
bin packing problems containing 1370 problem instances sourced from the literature.
Once trained the set of heuristics evolved are shown to collectively1 outperform in-
dividual heuristics, generated and human designed, when applied to the 685 unseen
benchmark test instances and a further 15,830 newly generated problem instances.
The work contained in this chapter was originally published in [113].
6.2 Introduction
Following on from the previous chapter where Single Node Genetic Programming was
used to generate single heuristics for the One Dimensional Bin Packing Problem, an
island model [96] is adapted to use multiple SNGP implementations to generate diverse
1The best evolved heuristic is selected using a greedy selection strategy.
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sets of heuristics which collectively outperform any of the single heuristics when used
in isolation. The set of novel heuristics generated implicitly interact with each other
using a form of cooperative co-evolution to collectively minimise the number of bins
used across a large set of problem instances. The system is trained and tested on the
same equal divisions of the 1,370 benchmark problem instances from Problem Set A
that were used in the previous chapter. A further evaluation is conducted by applying
the best set of evolved heuristics to 15,830 problems from problem set C introduced in
Section 3.3.7.
Results show that the collection of heuristics evolved by cooperative co-evolution
outperforms any single heuristic, adding further weight to existing evidence in the
hyper heuristic literature of the utility of combining simple heuristics and the benefits
of automating the heuristic design process.
The system developed is explained in the following section.
6.3 Island Model
The system described here uses multiple instances of the generative hyper-heuristic
described in the previous chapter configured as an island model. Each island intro-
duced into the system is identical in operation to the system described previously with
the exception of the evaluation process which assigns fitness based on an islands abil-
ity to cooperate with the other islands in the system. The island model implemented
is adapted from [96] where the authors used a novel approach for evolving “inter-
acting coadapted subcomponents”. The authors distinguish their model from other
approaches, such as Learning Classifier systems which the authors describe as com-
petitive rather than cooperative. The model is evaluated on a simple bit string pattern
matching task where the number of patterns is not known a priori before being ap-
plied to the more complex task of evolving weights for a cascading neural network.
Islands are removed if their contribution is deemed negligible and are added when the
fitness of the system stagnates making the number of islands a dynamic self-adjusting
property of the system.
The system implemented here evolves a set of complementary heuristics which
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cover different portions of the heuristic search space, collectively outperforming any of
the individual constituent heuristics. Figure 6.1 illustrates the concept. Non-overlapping
areas of the Venn diagram describe those instances for which a heuristic uses fewer bins
than any other. Heuristic H2 gives no contribution and could be eliminated as it is fully




Best on 300 instances.
Best on 0 instances.
Best on 50 instances
Figure 6.1: The Venn diagram conceptualises how a set of heuristics collectively improve
upon their individual abilities to solve a set of problem instances. Heuristic 2 is encom-
passed by Heuristic 1 showing that it adds nothing to the collective performance of the set
of heuristics. In contrast H1 and H2 have non-overlapping areas depicting that they are
able to each find solutions on some problem instances that are better than are attained by
any of the other heuristics
instances of SNGP rather than GAs. Each node in an island’s SNGP network structure
is evaluated by measuring its ability to cooperate with the best nodes taken from each
of the the other islands. The process of co-evolving heuristics is described by Algo-
rithm 4 and conceptualised by Figure 6.2. Note that only partial SNGP structures are
depicted due to space restrictions.
The fitness value attributed to a heuristic (node) is designed to reflect its ability to
cooperate with the best nodes from each of the other islands.
Fitness is calculated using Equations 6.1, 6.2 and 6.3 and is simply the sum of the
number of bins fewer required by the heuristic in comparison to the best result achieved
by any of the other islands best heuristics. Only problem instances where the heuristic
being evaluated uses less bins than any of the other islands best heuristics are used for
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Algorithm 4 Island Model Pseudo-Code
add one Island to the empty set of Islands
bestBins = Integer.MaxValue
repeat
if bestBins is unimproved for 20 generations then
for all Island ∈ Islands do
Remove Island





evaluate all nodes in new island
set all of the new islands nodes fitnesses
end if
bestBins = evaluateBins()
for all Island ∈ Islands do
mutate(island)
evaluate all nodes in mutated island
set all nodes fitnesses in mutated island
if evaluateBins() ≥ bestBins then






































Each node is evaluated by measuring its contribution towards solving the set of 
training instances in conjunction with the ``best'' node from each other island.




  Each node in the island 
being evaluated is treated 
   as an individual in a 




Figure 6.2: Measuring an islands contribution to the ecosystem.





where fitnessij is the fitness of islandi nodej evaluated across all training problem
instances k = 1, . . . , p
∆binsijk =
bestp − binsijk :if binsijk < bestp0 :otherwise (6.2)
where ∆binsijk is the difference in the number of bins used to solve problem instance
k using island i node j and the best result obtained using the other islands given by
bestp
bestp = min (bestibinsp ) ∀i ∈ {1, . . . , n} : i 6= x (6.3)
where x is the id of the island being evaluated, bestibinsp is the number of bins required
to pack problem p using the node with the best fitness from island i and n is the number
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of islands in the ecosystem. Each island is evaluated in turn. Figure 6.2 shows how
each of the six nodes from island 1 (along with their successor nodes) that constitute the
6 heuristics are decomposed. Each node from the island being evaluated is placed into
a set of nodes containing one representative from each of the other islands. The node
selected as a representative from each of the other islands is that which was awarded
the highest fitness score during the previous iteration. All nodes in an island have their
fitness value recalculated after the island is mutated as follows.
• Each of the 685 training problem instances are solved using each of the repre-
sentatives from the other islands.
• If the node being evaluated is able to solve any of the same instances using fewer
bins then the improvement in the number of bins is added to its fitness score.
• Only problem instances where an improvement is seen are used for determining
a node’s fitness.
• Once all nodes in an island have been evaluated the collective ability of the
ecosystem is evaluated by measuring the total number of bins required to pack
all training instances when the best node from each island is applied greedily to
all training instances.
• If the total number of bins required increases from the value obtained during the
last iteration then the mutation is undone and the island is reverted to its previous
state.
This process then repeats with the other islands. The following section details the
experiments conducted and results obtained using the system described above.
6.4 Experiments and Results
The objective of the experiment was to co-evolve a set of cooperative heuristics using
half of the problems in Problem Set A for training that when applied greedily to the
unseen 685 problem in the test set were able to collectively outperform any of the indi-
vidual constituent heuristics. The partitioning of the problem instances from Problem
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Set A into training and test sets was identical to those used in the previous chapter.
The experiment was performed 30 times with each run terminated after 500 iterations.
The results presented here only show the first 250-260 generations as no improvement
was observed after this point. Each islands SNGP structure was initialised as described
in Section 5.4 using 12 randomly selected function nodes. The software was imple-
mented in Java and executed on a high performance cluster comprising of 18 servers
each equipped with dual, quad-core cpu’s with 16Gb ram running Fedora 12.
The results of the experiment described here, designed to generate a set of coop-
erative heuristics which when applied greedily to the training problems collectively
minimise the number of bins required, are shown in Table 6.1 The number of heuris-
tics evolved is an emergent property of the system and is not predefined. All heuris-
tics contribute towards the combined improvement. The number of optimal solutions
found and the number of bins utilised by each new heuristic are shown. None of the
individual heuristics evolved by the island model perform as well as the single heuris-
tics generated in the previous chapter. Collectively the system is able to solve 7.9%
more problem instances optimally using 38% fewer extra bins than the best single
heuristic evolved in the preceding chapter and 30% more optimally than the best hu-
man designed heuristic using 64.7% fewer extra bins. Note that an optimal packing
of all instances in the test set would cumulatively yield 60257 bins. It is clear that
the evolved heuristics outperform the human designed ones in terms of both metrics
used. In order to provide a further comparison, the best set of heuristics obtained were
applied greedily to the much larger set of 15830 problem instances in Problem Set C
available from [111] The best single evolved heuristic used 7.8% fewer extra bins than
were required by ADJD which was the best human designed heuristic on these prob-
lems. ADJD used 18541 extra bins that the known optimal The set of six cooperative
heuristics collectively required 18.7% fewer extra bins than were needed using the best
human designed heuristic ADJD and 61% fewer than FFD which required 38650 extra
bins.
Figures 6.3 and 6.4 show the performance of the island model during training. The
darkest line at the top of Figure 6.3 and the bottom of Figure 6.4 show the results
obtained if the heuristics are applied greedily to each instance. The other plots on each
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Table 6.1: Results obtained by each of the cooperating heuristics evolved by the island
model when applied individually (H1 - H6) and greedily (Combined) to the unseen 685 test
problems. The right half of the table repeats the results presented in the previous chapter
where a single heuristic (HGEN) was generated. Also shown are the results attained using

















graph show the results obtained on the training set by each of the individual constituent














































Cooperation Between Heuristics During Training
Cumulative Problems Solved
Figure 6.3: Number of problems solved individually and cumulatively from 685 problem
instances used during training
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Cooperation Between Heuristics During Training
Total bins to pack all instances
Figure 6.4: Number of bins used individually and collectively during training for all 685
problems in the training set.
Figure 6.5 depicts one of the best sets of 6 heuristics evolved during this experiment
which is the set used to obtain the results shown here. Although the results shown are
for one individual run, as was the case with the first experiment nearly all of the 30
runs conducted converged to produce identical results which are omitted to increase
clarity (27 out of the 30 runs conducted produced sets of heuristics which gave the
same results when evaluated using both metrics).
Tables 6.2 and 6.3 show the number of problems that are solved that require the
specified number of extra bins than the known optimal for both problem set A and
problem set C. In the previous chapter it was stated that although a single heuristic
could be generated that outperformed any of the human designed heuristics when eval-
uated using the number of problems solved or the total number of bins used as a metric
that the benchmark heuristics did perform better in some cases. This is not the case
here where the combination of heuristics if applied greedily solve 97% of the problem
instances in problem set A using no more than 1 extra bin and require at worst 5 extra
bins for any individual problem instance.
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Table 6.2: Problems solved and extra bins required on problem set A using the evolved
collective of heuristics
Number of Problems Solved Requiring δ extra bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
H1 680 362 165 78 36 22 12 9 1 5 0
H2 938 237 58 34 14 10 18 4 6 1 50
H3 939 303 57 39 15 11 2 2 1 1 0
H4 840 312 95 58 32 17 8 5 1 1 1
H5 551 432 179 100 47 24 12 15 5 5 0
H6 945 264 72 46 18 9 2 8 5 1 0
Combo 1126 202 26 12 2 2 0 0 0 0 0
Table 6.3: Problems solved and extra bins required on problem set C using the evolved
collective of heuristics
Number of Problems Solved Requiring δ extra bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
H1 1749 12101 1435 251 139 125 20 6 3 1 0
H2 1305 9555 2449 689 599 261 108 80 220 110 454
H3 972 10882 1615 762 478 315 178 135 59 30 404
H4 310 8102 2099 1603 932 369 522 533 365 145 850
H5 531 11507 2278 738 526 49 18 34 144 5 0
H6 448 10428 2040 1063 753 122 176 162 200 36 402




























Figure 6.5: An evolved set of cooperative heuristics with unused nodes omitted for clarity.
The set shown is an example a set of heuristics that gave the best collective performance
when greedily evaluated on the 685 problem instances in the test set
6.5 Conclusions
Using a form of cooperative co-evolution we were able to generate a set of novel
heuristics that interact to collectively minimise the number of bins used across a large
diverse set of problem instances.
The approach is novel in its use of cooperative co-evolution to find sets of reusable
heuristics that collectively generalise across the range of problem instances that they
were evaluated on. The results highlight the utility of using a HH to combine sim-
ple deterministic heuristics in order to exploit their combined strength. The utility of
the evolved heuristics on the newly generated problems in problem set C enforce the
reusability and generality of the evolved set of heuristics. It was observed during the
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study that many of the problem instances tackled are solved easily by multiple heuris-
tics and the fitness metric used to collectively evaluate the set of heuristics disregarded
any such instances. The following Chapter introduces a rival approach, loosely based
on the Immune System, that aims to increase the efficiency of the co evolution pro-




An Artificial Immune System Inspired
Generative Hyper-heuristic
This chapter introduces a generatice hyper-heuristic which uses an Artificial Immune
System (AIS) as a replacement for the island model used in the hyper-heuristic pre-
sented in the previous chapter. Inspired by an analogy to the immune systems ability
to sustain a network of self stimulating antibodies that cover the pathogen space the
novel hyper-heuristic introduced in this chapter uses concepts inspired by models of
the immune system to sustain a network of complementary heuristics that cover the
heuristic search space. The AIS model is shown to have a number of advantages over
the island model in terms of efficiency and responsiveness while maintaining solution
quality when evaluated on the same problem instances.
7.1 Contribution
The research presented in this chapter is based on work published during the period
of study in [110, 112, 116] and was funded in part by EPSRC grant P/J1021628/1
Real World Optimisation with Life-Long Learning. The chapter introduces a hyper-
heuristic which uses concepts inspired by models of the natural immune system. The
novelty of the approach is in its use of an Artificial Immune System (AIS) as a hyper-
heuristic and in the application of concepts taken from Immune Network Theory (INT)
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for concurrently solving multiple instances of the BPP. The AIS responds rapidly to
problem instances of similar characteristics to which it has been exposed previously yet
remains plastic, allowing it to continuously learn and refine its current knowledge when
presented with newly introduced problems. The AIS efficiently retains knowledge of
the problem / heuristic space that it has been exposed to using a minimal network
of interacting heuristics and problem instances that map to the search space. To the
best of the authors knowledge, the work presented in this chapter is the first example
of an immune-inspired hyper-heuristic optimisation system. The work presented in
this chapter spawned a large set of newly generated benchmark problem instances
introduced in [112] and described earlier in Chapter 3.
7.2 Motivation
Previous chapters have shown how different heuristics work best on certain classes of
problems which occupy different parts of the problem space and that sets of heuris-
tics can be co-evolved to cover that space more effectively than any single heuristic.
Inspired by the behaviour of the immune system this chapter introduces an Artificial
Immune System (AIS) hyper-heuristic that is used to generate collectives of heuristics
which individually operate best on niche areas of the problem space whilst collectively
adding to the overall utility of the system.
Advantages of the Immune Model Compared with the Island Model The island
model required a training phase that was used to generate sets of heuristics that could
then be applied to similar problem instances without modification. This stage was
computationally expensive as each island sustained a population of heuristics and each
heuristic was required to solve each problem instance that it was being used to solve at
each iteration. When evaluating the islands as a collective, each island contributed only
its best heuristic which ultimately meant that the majority of the heuristics sustained
in each island were redundant once the learning stage had terminated. In contrast the
AIS evolves populations of heuristics in a single connected model that only allows
heuristics to persist if they add to the collective performance of the system. Further-
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more a novel affinity metric minimises the requirement to solve all problem instances
that the system is being evaluated on which substantially increases the efficiency and
scalability of the system.
Once trained, the heuristics sustained by the island model were used to solve a test
set of problem instances that had similar characteristics to those problem instances that
it had encountered during training. The system was unable to adapt to new problem
instances that differed in characteristics to to those that it had already encountered. In
contrast the AIS is shown to be highly responsive when faced with new problem in-
stances and highly adaptive when supplied with continually changing sets of problems.
The AIS efficiently maintains a memory of previously encountered problems allowing
for an immediate response if problems of similar characteristics are reintroduced.
7.3 Background
The system presented in this chapter, originally described in [116] and improved in
[112, 114], is inspired by behaviour exhibited by the natural immune system. The
immune system has the following properties that are analogous with those identified
as necessary for a search mechanism striving to provide high quality solutions quickly
for a range of problems with different characteristics.
• It can adapt its knowledge via evolutionary mechanisms allowing for a more
rapid response to newly presented pathogens.
• It efficiently encapsulates the pathogen space using the minimal repertoire of
antibodies.
• It exhibits memory enabling it to respond rapidly to previously encountered
pathogens.
Artificial Immune Systems (AIS) algorithms have been applied in many domains,
including optimisation, robot control and pattern recognition[34, 73]. Unlike other bi-
ologically inspired paradigms there is no de-facto model used by AIS practitioners. Of
the models used the one most frequently applied to CO problems is clonal selection
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theory [23] which takes inspiration from the classical immune model, called the self
recognition view, where antibodies bind only to antigen. Binding results in a cloning
process and mutation process, resulting in a proliferation of antibodies around promis-
ing search locations for new antibodies that better match the invading pathogen.
As a search and recognition mechanism the human immune system is thought to
be capable of detecting any shaped antigen using a repertoire of 1012 lymphocytes that
each produce around 105−107 identical antibodies. An antibody marks a pathogen for
destruction through a process of binding in which a region on antibody known as the
paratope physically binds with an area on the antigen called the epitope. A lock and
key analogy is frequently used to describe the binding process in which the strength of
the binding (affinity) is proportional to the degree of complementarity between the two
shapes.
The self recognition model was challenged when Jerne[67] proposed his self as-
sertive view of the immune system encapsulated by Idiotypic Network Theory (INT).
Jerne suggested that antibodies can also recognise other antibodies, creating a network
of stimulatory and suppressive signals which can be sustained in the absence of anti-
gen. The theory, although now largely disputed, explained both the immune response
and the existence of immune memory. The system presented in this chapter simulta-
neously evolves sets of heuristics that are sustained in a network whose dynamics are
inspired by the mechanics of INT wherein a novel affinity metric is used to stimulate
heuristics and problem instances that efficiently and effectively cover the search space
and suppress those that do not add to the utility of the collective.
7.4 An Artificial Immune System Hyper-heuristic
The following section describes the conceptual view of the system before describing
the implementation of different elements in detail.
7.4.1 Concept
The hyper-heuristic comprises of three main parts as illustrated by Figure 7.1.
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Figure 7.1: A conceptual view of the system: problems are continuously added/removed
from the system. The generator continuously injects new heuristics. The dynamics of
the system result in a self-sustaining network of heuristics and problems that efficiently
cover the search space. Solid lines show direct interactions, dashed lines represent indirect
interactions.
• A stream of problem instances.
• A stream of novel heuristics.
• An Artificial Immune System inspired by Idiotypic Network Theory.
The system is designed to run continuously with problem instances and heuristics
continually added to the network. The AIS itself consists of a network composed
of interconnected problems and heuristics that interact with each other based on a
novel affinity metric. The system is tested on both static sets of problem instances and
continually changing sets where the set of problem instances presented to the system is
continually changed over time. Throughout the remainder of this chapter the following
terminology is used to describe the different elements of the system.
• U - the theoretical set of all possible problems in the BPP domain.
• U′ - a subset of U that contains a specific set of problems, e.g problem set A or
B
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• E - the current environment, i.e. the set of problems we are currently interested
in solving, i.e. E ⊂ U′ ⊂ U
• E∗ - the set of all problems to which the system has been exposed during its
lifetime
• N - the immune network, comprised of a set of problems and a set of heuristics
• P - the set of problems currently sustained in the immune networkN, i.e. P ⊂ E∗
• H - the set of heuristics currently sustained in the immune network N
The immune network sustains a minimal repertoire of heuristics and a minimal
repertoire of problems that provide a representative map of the problem space to which
the system has been exposed over its lifetime. From a problem perspective, the network
does not retain all problem instances from the problem stream but a representative set
that is sufficient to map the problem space. From a heuristic perspective, only heuris-
tics that provide a unique contribution in that they produce a better result on at least
one problem than any other heuristic are retained. This is represented conceptually in
figure 7.2. In this diagram, the first figure (a) shows a set of problems E that the system
is currently exposed to. (b) shows a set of heuristicsH that collectively cover the prob-
lems in E. The problems shown in red are solved equally by two or more heuristics.
H2 is subsumed in that it cannot solve any problem better than another heuristic. In
(c), H2 is removed as it does not have a niche in solving problems; problems P1 and
P2 are removed as the do not have a niche in describing the problem space1. A com-
petitive exclusion effect is observed between heuristics (and also between problems)
that results in efficient coverage of the problem space.
The AIS is continuously supplied with novel heuristics that are generated using
the initialisation procedure of Single Node Genetic Programming, described over the
previous 2 chapters. Rather than using genetic operators to evolve heuristics the AIS
controls the dynamics of the network sustaining only those heuristics that implicitly
stimulate each other. Unlike the Island Model presented in the previous chapter the
1Although these problems have been removed from the network, they can still be solved by the
system as heuristics H1 and H3 remain in the network
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Figure 7.2: The left-hand figure shows the problems that the system is currently exposed
to E. The middle diagram shows a set of generated heuristics that cover the problems in E.
The problems shown in red are equally solved by one or more heuristics and therefore not
required to map the problem space. The heuristic in green is redundant as it does not have
a niche. The right-hand figure shows the resulting network N that sustains the minimal set
of problems and heuristics required to describe the space.
AIS sustains not only a minimal repertoire of heuristics but also a minimal set of prob-
lem instances that encapsulate the larger problem space. The minimal repertoire of
network components sustained by the AIS is shown to have statistically equivalent
performance, in terms of solution quality, when applied to the same set of benchmark
problem instances as the island model. However the AIS has the following advantages.
• It is highly responsive when initially presented with a new set of problem in-
stances.
• It responds rapidly to change by incorporating new heuristics and problem in-
stances as required and removing those that do not add to the collective utility of
the system.
• It exhibits memory of problems previously encountered allowing for a rapid re-
sponse when presented with similar problem instances.
• It is more scalable due to the method of efficiently encapsulating the problem
space.
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7.4.2 Implementation
In this section the key components of the system, outlined in the Pseudo-code given in
Algorithm 5, are described.
Algorithm 5 AIS-HH Pseudo Code
Require: H = ∅ :The set of heuristics
Require: P = ∅ :The set of current problems
Require: E = The set of problems to be solved at time t
1: repeat
2: optionally replace E : E∗ ← E∗ ∪ E
3: Add nh randomly generated heuristics to H with concentration cinit
4: Add np randomly selected problem instances from E to P with concentration
cinit
5: calculate hstim∀h ∈ H using Equation 7.1
6: calculate pstim∀p ∈ P using Equation 7.2
7: increment all concentrations (both H and P) that have concentration < cmax
and stimulation > 0 by ∆c
8: decrement all concentrations (both H and P) with stimulation ≤ 0 by ∆c
9: Remove heuristics and problems with concentration ≤ 0
10: until stopping criteria met
The Artificial Immune System
The AIS component is responsible for constructing a network of interacting heuristics
and problems, and for governing the dynamic processes that enable heuristics to be
incorporated or rejected from the current network.
The network N sustains a set of interacting heuristics and problems. Problems are
directly stimulated by heuristics, and vice versa. Heuristics are indirectly stimulated
by other heuristics through a competitive exclusion effect where different heuristics
compete for the stimulation provided by a limited number of problem instances. Each
heuristic h can be stimulated by one or more problems and the total stimulation re-
ceived by a heuristic is the sum of its affinity with each problem currently in the net-
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work (P). A heuristic h has a non-zero affinity with a problem p ∈ P if and only if
it provides a solution that uses fewer bins than all of the other heuristics currently in
H. The affinity between p ↔ h is equal to the improvement in the number of bins
used by h compared to the next-best heuristic. In all other cases (ie where more than
one heuristic provides the best result or where the heuristic provides a worse solution
than another heuristic) the heuristic receives no stimulation. This is expressed mathe-
matically by equation 7.1, in which H′ is the set of heuristics currently in the system,





δbins = min (binsH′p)− binshp : if min (binsH′p)− binshp > 0δbins = 0 : otherwise
(7.1)
As the affinity between a problem and a heuristic is symmetrical, then the stimula-
tion of a problem is simply the affinity between the problem and the heuristic that best
solves it. A problem for which the best solution is provided by more than one heuristic
receives zero stimulation. Thus, unlike heuristics, a problem can only be stimulated by
one heuristic. This is expressed mathematically in equation 7.2. Note that in the sum
expressed in this equation, at most one term will be non-zero. This causes problem
instances for which the best solution found so far is easily attained by more than one
heuristic to be removed from the system although at least one of the heuristics that





δbins = min (binsH′p))− binshp : if min (binsH′p)− binshp > 0δbins = 0 : otherwise
(7.2)
The Problem Stream
A stream of problem instances are continually injected into the system. At each itera-
tion np problem instances are randomly selected from E− P and entered into the AIS
with an initial concentration of cinit. At each iteration if each newly entered problem
receives no stimulation (described by step 6 of Algorithm 5) then its concentration is
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reduced by ∆c. Problem instances that best describe the environment from the perspec-
tive of any of the heuristics are stimulated and incorporated into the network. Problem
instances for which the best found solution is easily obtained are removed once their
concentration’s reach 0.
The Heuristic Stream
A stream of newly generated novel heuristics are continually supplied to the AIS. At
each iteration nh heuristics are randomly initialised using the initialisation procedure
from SNGP and incorporated into N with a concentration level of cinit. At each it-
eration if the heuristic(s) receive no stimulation (dont solve any problems better than
any other heuristic, described by Equation 7.1) then their concentration is reduced by
∆c. Heuristics that find niche problems on which they provide better solutions than
any of the other heuristics currently in the system are stimulated and incorporated into
the network. Heuristics that perform better than heuristics already in the system will
indirectly suppress those heuristics causing them to (potentially1) be removed from the
system. Heuristics that receive no stimulation for cinit
∆c
iterations are removed.
The method of generating heuristics used is simplified over than used in the pre-
vious two chapters. Only the initialisation procedure of SNGP is utilised after which
one node is selected at random and the associated sub-tree structure is retained as a
single fixed heuristic that undergoes no further mutation. No evolutionary operators
are used to improve upon the randomly initialised heuristics. The justification for this
is that the heuristic generator’s role is simply to provide a continuous source of novel
material for potential integration into the network. The dynamics of the network will
cause poor heuristics to be eradicated. Also after extensive experimentation conducted
with the island model it was observed that often heuristics of reasonable quality were
generated randomly which is to be expected given the relatively small number of ter-
minal and function nodes available. This is shown in the results presented in the box
plots in Section 5.6 where in at least one run out thirty the best heuristic was obtained
during the initialisation stage. The set of function nodes and terminal nodes used to
1New problems may be injected during the heuristics lifespan that cause the heuristic to be stimu-
lated.
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create new heuristics remains identical to those described over the previous 2 chap-
ters. Randomly generated deterministic constructive heuristics are created using the
initialisation process from SNGP which is repeated below for clarity in Algorithm 6.
Algorithm 6 Heuristic Generation
1: Each of the terminal nodes T ∈ {t1, . . . tr} are added exactly once. The terminal
nodes are given an integer identification number ranging from 1 . . . r.
2: A number, n, of function nodes are selected at random from the set of all function
nodes F ∈ {f1, . . . , fs} and given an identification number ranging from r + 1,
. . . to r + n. This allows for the possibility of duplicate function nodes within the
population or for SNGP structures with function nodes omitted.
3: The function nodes have all their child nodes assigned at random from nodes with
a lower id thus preventing any infinite looping.
4: A single node is chosen at random to be the root node for the heuristic which
undergoes no further modification.
Deviation from the INT Model
The affinity metric implemented does not replicate the original AIS model described
by Farmer et al. [46]. The reason for this is one of efficiency. In the original model
there is an explicit calculation of affinity that is calculated by summing the affinity
exerted on an antibody (heuristic) by all of the other antibodies in the system. Prelim-
inary investigations showed that this quickly lead to a dramatic increase in the number
of heuristics sustained and exerted no explicit pressure on the collective ability of the
system to improve. If the dynamics of this model were implemented then a heuristic
would be stimulated by all of the other heuristics in the system if it performs better
than each heuristic on at least some of the problem instances in the environment. The
heuristic may however provide no benefit to the collective of heuristics sustained. This
undesirable effect is illustrated in Figure 7.2 where, for example, heuristic H2 is re-
dundant to the collective utility of the system. In this scenario H2 would remain in the
network as it does have an affinity with each of the other 3 heuristics, solving some of
the problem instances better than each if considered in isolation. However H2, if con-
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sidered along with the other heuristics as a collective, provides no overall improvement
to the system and is simply a drain on resources.
7.5 Experiments and Results
The remainder of this chapter uses concepts, results and conclusions that were obtained
from applying both systems, the original AIS [116] and the improved system [112]. In
the later of these publications [112] results presented indicate that while both systems
have identical utility in terms of solution quality the later achieves these results using
a more efficient and scalable approach. The system is evaluated on 2 large test suites
of BPP comprising of 5338 problem instances; Problem Set A, taken from the litera-
ture and Problem Set B newly generated for [112]. These problem sets are described
previously in Section 3.3.7 and Section 3.3.6 respectively.
• The utility of the system compared to similar hyper-heuristic approaches.
• The adaptability and responsiveness of the network in terms of its ability to
quickly adapt when presented with new unseen problem instances.
• The ability to retain memory of previously encountered problem instances.
• The efficiency and scalability of the system in maintaining knowledge using a
minimal repertoire of network components.
Experiments were conducted using the model described by Algorithm 5 using data
drawn from the two sets of data described in section 3.3, problem sets A and B. Un-
less specifically stated the default parameters used for all experiments were as shown
in Table 7.1. These parameters were set following an initial period of empirical inves-
tigation.
7.5.1 Utility of System in Comparison to the Island Model
The AIS is benchmarked against the same set of problems used to evaluate the Island
model introduced in the previous chapter to obtain an indication of the quality of results
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Parameter Description Value
np number of problems added each iteration from E 30
nh number of new heuristics added each iteration 1
cinit initial concentration of added heuristics/problems 200
∆c variation in concentration based on stimulation level 50
cmax maximum concentration level 1000
Table 7.1: Default parameter settings for the AIS-HH
it provides. Comparisons to the benchmark human designed deterministic heuristics
used in previous chapters are also given.
Problem set A
The island model presented in the previous chapter involved a training phase, in which
the algorithm was trained on a set of problems and performance evaluated on a separate
test set. Although the AIS does not have a training phase, for consistency and in order
to directly compare results, the same procedure is adopted:
• Problem set A (1370 problems) is split into two equal sized sets (adding every
second problem to the test set)
• The AIS is executed for 500 iterations using the training set as the environment
E
• The system is stopped and the heuristics sustained at the end of the training
phase are applied to the unseen problems from the test set (685) and the number
of problems solved and bins utilised recorded.
Table 7.2a directly compares the result obtained by the AIS to the Island model
introduced in the previous chapter. A further experiment was run using the AIS where
E was set to the full set of 1370 problems in A rather than a reduced set of 685 prob-
lems. To obtain a comparison to the Island model each algorithm was run using the
complete set of 1370 problems with no training stage. These results are given in table
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Table 7.2: A comparison of results obtained on a static dataset of 685 problems taken











Problems Solved Extra Bins
min max mean sd min max mean sd
Island 552 559 557 1.4 159 164 162 1.4
AIS 559 559 559 0 159 159 559 0
7.3 . The results confirm that the two systems produce solutions of identical quality on
a static data-set. The remainder of this chapter illustrates a number of advantages that
the AIS exhibits when compared to the previous approach. Specifically, the system is
shown to be scalable; it significantly reduces computation time compared to previous
approaches; it is shown to adapt efficiently to unseen problems and rapidly changing
environments (sets of problem instances).
Further analysis is given in table 7.4 which shows the number of problem instances
solved using the specified number of bins more than the known optimum for the com-
plete set of 1370 problems in A. The AIS clearly outperforms the individual human
designed deterministic heuristics — many of these perform particularly poorly on cer-
tain problem instances. On the other hand, the evolved set of cooperative heuristics
retained by the AIS solves 97% of problem instances using no more than 1 extra bin.
Problem Set B
The experimental procedure defined above was repeated using the new and larger prob-
lem set B in order to ascertain the systems performance on this new set of problems
and to provide a baseline for further experimentation.
The system was executed 30 times with each run conducted over 100,000 iterations
using the full set of problems as the environment E and the default parameters as speci-
fied in table 7.1. A summary of the results is given in Table 7.5 which also contrasts the
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Table 7.3: A comparison of results obtained on the complete set of 1370 problems in A
using a) single heuristics and b) collaborative methods. The results presented also demon-
strate the efficiency of the AIS in sustaining the network using both a minimal repertoire











Problems Solved Extra Bins
min max mean sd min max mean sd
Island Model 1120 1126 1125 1.1 308 316 308 1.4
AIS 1125 1126 1126 0.3 308 309 308 0.3
Heuristics Retained Problems Retained
min max Mean SD min max Mean SD
6 8 7.1 0.7 26 57 36.9 6.4
Table 7.4: Extra bins (δ) required by the AIS compared to 4 deterministic heuristics on
the complete set of 1370 benchmark problem instances
Number of Problems Solved Requiring δ Extra Bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
FFD 788 267 78 83 39 16 18 9 18 4 50
DJD 716 281 119 58 48 36 10 16 23 3 60
DJT 863 331 90 26 30 15 11 2 1 1 0
ADJD 686 368 153 76 38 22 12 9 1 5 0
AIS 1126 202 26 12 2 2 0 0 0 0 0
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Table 7.5: Comparison of the number of bins required by the AIS and the benchmark
heuristics on problem set C
Heuristic Total Bins Extra Bins Than Optimal Problems Solved Optimally
Optimal 320445 0 3968
FFD 327563 7118 491
DJD 330447 10002 920
DJT 325743 5298 1158
ADJD 323566 3121 1279
AIS 322820 2375 1983
results against those achieved using 4 human designed deterministic heuristics. These
results are analysed further in Table 7.6 which gives the number of problems solved
using the specified number of bins greater than the known optimal by each of four
deterministic heuristics and the AIS.
Table 7.6 also demonstrates the relative complexity of the problem instances in B
when contrasted to the standard benchmarks in A, with respect to the standard set of
deterministic heuristics. For example, on problem set A, FFD was shown to solve 56%
of the 1370 problem instances using the known optimal number of bins. In contrast,
on problem set B, it only manages to solve 12% optimally. The AIS solves 82% of the
problems in A optimally, compared to only 50% of the problem instances in B.
Note that the final evaluation of each of the 30 runs gave exactly the same result in
terms of the number of bins required to pack each of the problems in B (although the
heuristics and problems sustained in each run differed). One of the runs was selected
at random and the results obtained by the final set of heuristics for each instance in B
were retained for use in the remaining experiments as a benchmark for the problem
set1.
1In the graphs and tables shown in the remainder of this chapter the term best refers to this bench-
mark value. This allows plots to be displayed on an equal scale where the number of problem instances
and the optimal number of bins dramatically varies from iteration to iteration.
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Table 7.6: Extra bins (δ) required by the AIS-HH compared to 4 deterministic heuristic
on the new set of 3968 problem instances in Problem Set C
Number of Problems Solved Requiring δ extra bins
Heuristic δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 δ = 8 δ = 9 δ ≥ 10
FFD 491 2364 442 208 196 51 22 34 68 19 73
DJD 920 1552 468 248 191 100 92 66 57 34 240
DJT 1158 1936 414 141 85 76 52 35 9 2 60
ADJD 1279 2398 209 38 33 8 2 1 0 0 0
AIS-HH 1983 1708 201 44 27 5 0 0 0 0 0
7.5.2 Parameter Tuning
A brief investigation of the impact of three of the main system parameters is conducted
to determine their influence and justify the default settings.
Concentration cinit
The effect of varying the initial concentration of problems and heuristics is illustrated
in Figure 7.3 which shows the results obtained when the AIS-HH was run 30 times
for each of cinit ∈ {50, 100, 200, 500, 1000}. The system was halted after 100,000
iterations. Each box plot summarises the 30 runs conducted. The vertical axis shows
the number of bins more than the best result that the AIS-HH achieved on problem set
B as described previously and presented in Tables 7.5 and 7.6. For cinit < cmax/2,
increasing the initial concentration improves performance — the increased initial con-
centration increases the time period that both heuristics and problem instances can be
sustained without stimulation, thus increasing the probability of eventually finding a
heuristic-problem pairing that is mutually stimulatory. However, as cinit → cmax, the
effect is reversed; newly introduced heuristics dominate due to their larger concentra-
tion, potentially suppressing previously established heuristics.
Number of problems added per iteration np
The parameter np describing the number of problems presented to the system each
iteration is key in that it has significant impact on the number of calculations that
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Figure 7.3: The effect of varying the initial concentration cinit. The concentration cinit
on the x-axis is plotted as fraction of cmax
.
need to be made at each iteration of the algorithm. Each iteration, the number of new
calculations C that needs to be performed is given by:
C = (np × |H|) + (nh × |P|) (7.3)
The first term is required to determine the result of applying all heuristics in the
system to the new problems just introduced. The second term determines the results of
any new heuristics introduced this iteration on all problems currently in the system.
To understand the influence of np, the model was executed 30 times for each of 6
different values of np ∈ {30, 50, 100, 200, 500, 1000}. Each iteration, the cumulative
number of calculations undertaken is recorded. The model was allowed to run until the
results obtained on E converged to the best result known for the system on problem set
B. Figure 7.4a summarises the results obtained over 30 runs for each parameter setting.
The figure shows that increasing np. i.e. the number of problem instances presented
each iteration has an adverse affect, increasing the overall number of calculations re-
quired to achieve the same result. The default value of 30 appears a reasonable choice.
Figure 7.4b shows a single run of the algorithm truncated to 20000 calculations.
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Figure 7.4: Figure 7.4a shows the number of problem instances added per iteration Vs
the number of problems solved by the system in order to reach the best solution. Each
box plot shows the results obtained over 30 runs. Figure 7.4b depicts the total number of
problems solved to reach the best achieved result during the course of a typical run
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Number of heuristics added per iteration np
Figure 7.5 shows the affect that varying nh has on the system. For each plot the system
was executed for 50000 generations with E = B using default parameter settings with
the exception of nh which was fixed for the duration of each plot as shown.
When adding a single heuristic each iteration, a smooth increase in performance
is observed over time, and the system converges to the best known result, despite a
slow start. Adding a larger number of heuristics per iteration improves the initial per-
formance due to an increased probability of finding good solutions. However over a
longer time scale, performance is hindered, causing undesirable fluctuation in the col-
lective capability of the network. In the worst case, when nh = 20, the system fails to
converge to the best result.
As nh increases, the ability of individual heuristics to find niche areas of the prob-
lem space becomes more difficult due to increased competition; newly introduced
heuristics are unlikely to gain any stimulation due to the decreased probability of the
heuristic solving a problem better than any other heuristic resulting in very short life-
times for each heuristic and thus more unstable behaviour in the system. From a com-
putational perspective, increasing both np and nh also significantly increases the num-
ber of calculations required each iteration. This further justifies the choice of nh = 1
as the default value.
7.5.3 Efficiency and Scalability
Any real world hyper-heuristic optimisation system should be both efficient in terms
of time taken to achieve a result of acceptable quality, and scalable in terms of the
number of problems it can deal with. To determine the scalability of the AIS with
respect to |E| an experiment was conducted in which |E| was varied, i.e. |E| ∈
{100, 200, 500, 1000, 2000, 3968}. In each case, the problems in E were randomly
selected from problem set B, i.e. U′ = B. All other parameters were set to the default
values, and the system was run for 50000 iterations over 30 runs.
Table 7.7 shows the mean number of problems and heuristics retained following
50000 iterations of the system. The table also shows the ratio |P|/|E|, i.e. the fraction
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Figure 7.5: Effect of varying the number of heuristics added each iteration (nh). Results
shown are averaged on the problems currently in E every 1000 iterations
of the problems in the environment retained in the network, and the ratio |H|/|P| as
the size of E increases, to indicate how the system scales.
As expected, as |E| increases , the number of retained problems and heuristics in-
creases. Note however that the fraction of problems retained in relation to the environ-
ment decreases. The problems in the environment E represent a sample of problems
from the larger U′ = B. As |E| increases, more of U′ is sampled, and thus the system
is better able to learn a general representation of U′, hence decreasing the ratio of prob-
lems |P|/|E| required to represent it. This is also reflected in the sub-linear increase in
the number of heuristics required as |E| increases, again confirming the ability of the
system to find heuristics that generalise over the environment.
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Table 7.7: The table shows the number of heuristics and problems retained in the network
as the size of the environment E increases. All figures obtained over 30 runs and 50000
iterations
|E| = 100 |E| = 200 |E| = 500 |E| = 1000 |E| = 2000 |E| = 3968
Mean heuristics retained H 5.40 6.87 9.90 12.40 16.83 21.57
Mean problems retained P 18.73 23.3 33.45 41.5 47.4 59.52
Ratio P/E 18.73 11.65 6.69 4.15 2.37 1.50
Ratio P/H 0.29 0.29 0.30 0.30 0.35 0.36
The ratio |H|/|P| remains almost constant, indicating the scalability of the system.
Figure 7.6 shows a typical run from an experiment for both |E| = 200 and |E| = 39681.
7.5.4 Memory Capabilities of the AIS
In order to demonstrate that the AIS maintains a memory of previously encountered in-
stances using a minimal repertoire of heuristics and problem instances it was tested on
dynamically changing problem environments. Note that the term dynamic here refers
to the continually changing set of problem instance presented to the AIS and not the
more typical definition where the fitness function undergoes change during the course
of a run. Two scenarios were investigated, described over the following two sections.
The first evaluates the system in an environment where the set of problems presented
to the system change every 1000 iterations but where those problems are similar to
ones encountered during each of the previous epoch. The second experiment shows
how the system responds when faced with an alternating environment which every 500
iterations is switched between two distinctly different sets of problems. This second
experiment investigates the ability of the system to retain knowledge of problem in-
stances that were encountered during an epoch separated from the current iteration by
1As both heuristics and problems are continually added with sufficient concentration to allow them
to survive for at least 3 iterations, then at any iteration, there will be potentially be at most 3 heuristics
and 90 problem instances that give no added benefit to the system. The table shows only H and P
after the run finishes where any unstimulated problems and heuristics are removed thus the discrepancy
between the mean for E = 200 being 11.65% in the table and 60% in the figure
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Figure 7.6: A comparison of the performance of the system applied to different sized data
sets. Figure 7.6a plots a typical run for |E| = 200. Figure 7.6b plots a typical run for
|E| = 3968Each graph shows the percentage of problems solved, the total number of extra
bins used and the total number of heuristics sustained by the network plotted against the
number of iterations)
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a significant duration whilst continuing to improve over the complete set of problem
instances presented.
Memory and Learning: Response to new problems from a similar dataset
Consider the case in which U′ = B, i.e. the set of 3968 novel problem instances.
At t = 0, E consists of a set of |E| problems drawn randomly from U′. Every 1000
iterations, E is replaced with a new random set of problems from B. Experiments are
performed in which |E| ∈ {100, 500, 1000}; at each iteration, the size of H and P are
recorded. In order to demonstrate that the system has memory, the performance of the
system against every potential problem in U′ is tracked at each iteration. Particularly
during early iterations, many of the problems in U′ will not have been presented to
the network therefore by measuring the hypothetical response against U′, it is possible
to gauge whether the system is generalising from seen instances and retaining that
information. As t→∞, E∗ → U′.
–plotted both at every iteration (left-hand column) and averaged over each of the
1000 iterations the problems are present in E for. A number of trends are clear:
• The AIS can generalise over U′; even in the early iterations we see good per-
formance across the entirety of U′ when only a small fraction E∗ of it has been
presented to the system.
• The system continuous to learn showing that knowledge of previously encoun-
tered problems is retained; the performance measured against all problems in U′
improves over time; the rate of improvement can be increased by increasing the
size of E, the set of problems currently visible to the network; performance never
deteriorates; the system therefore exhibits memory.
• Increasing |E|, the number of problems in the environment, causes more diffi-
culty at the start but has the effect of increasing the rate of learning overall. This
is illustrated further in Figure 7.10 which summarise the results over 30 runs.
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set to random 100 from PS2 every 1000 iterations
PS2
(b)
Figure 7.7: E changed every 1000 iterations to 100, 500 or 1000 problem instances ran-
domly drawn from the full set of 3968 problem instances in problem setB. The plots show
the number of bins greater than optimal plotted a) every iteration and b) averaged every
1000 iterations
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set to random 500 from PS2 every 1000 iterations
PS2
(b)
Figure 7.8: E changed every 1000 iterations to 500 problem instances randomly drawn
from the full set of 3968 problem instances in problem set B. The plots show the number
of bins greater than optimal plotted a) every iteration and b) averaged every 1000 iterations
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set to random 1000 from PS2 every 1000 iterations
PS2
(b)
Figure 7.9: E changed every 1000 iterations to 1000 problem instances randomly drawn
from the full set of 3968 problem instances in problem set B. The plots show the number
of bins greater than optimal plotted a) every iteration and b) averaged every 1000 iterations
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Size of Sample Problem Set
(*Number of runs which achieved best result)
Iterations to Achieve Best on All Problems in PS2
Over 30 runs[*]
Figure 7.10: Number of Iterations to reach the best result for different sizes of E
Memory and Learning: Response to new problems from different datasets
In order to demonstrate the systems learning and memory capabilities when faced with
an environment in which problem characteristics vary over time, experiments are con-
ducted using problems from Bds1 and Bds2 . These data sets — generated from pa-
rameters defined by [104] have been shown in previous chapters to have radically dif-
ferent properties. Heuristic that perform well on on the problem instances from ds1
are unlikely will generalise to be the dominant heuristics when applied to the problem
instances in ds2.
In the following scenarios, the environment E is toggled alternately between Bds1
and Bds2 every 500 iterations. Two experiments were performed:
• The system was restarted every 500 iterations to obtain a benchmark response for
the current set of problems presented (equivalent to a system with no memory)
• The problems in E were replaced every 500 iterations, but the heuristics present
were retained (in order to test whether the system retains a useful memory)
In each of the two experiments, i.e. with and without memory, the number of extra
bins required to solve the problems with respect to the best known solution using the
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heuristics present in the network every iteration is calculated. Results are given in
figure 7.11 which show the results over a single typical run. In these diagrams, the
blocks alternate in colour to highlight the data-set being considered. The right-hand
column is of most interest, as this shows the metric evaluated over E, i.e. the set of
problems in the system environment that we are currently interested in solving. The
left-hand column of results represents the same metric but evaluated over P, i.e. the set
of problems that are sustained by the network as being representative of the problem
space, and is shown to illustrate how the network is capable of generalising over E
from the problems in P. A number of observations can be made with regard to E:
• The AIS — with its implicit memory — always outperforms the system with no
memory. Due to the retained network, the system does not have to adapt from
scratch to a new environment
• Adaptation still occurs in the system with memory, demonstrating the plasticity
of the network
• Memory obtained during an epoch by running the AIS on a particular data set
is sustained across subsequent epochs in which no items from that data-set are
presented. This is apparent in the increasing performance on both data-sets over
time.
• The problem instances in Bds1 are clearly much easier than those from Bds2 for
the AIS: Within three presentations of samples from this data-set the system
has reached optimal performance (i.e 0 bins greater than best) and sustains this
performance for the duration of the experiment.1
Comparing the figures in the right-hand column to those on the left that represent
the same metric evaluated over P, we see that performance on P mirrors that of E, i.e.
an improvement on P correlates to an improvement in E, confirming the generalisation
capabilities of the network.
1Note that experiments showed that the order in which the two datasets are presented does not have
any impact on the results.
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Average Number of Bins more than Best on
Data Set 1 Data Set 2
(f)
Figure 7.11: Alternating E between Bds1 and Bds2. Utility measured against both P (left)
and E (right). Figures 7.11c and 7.11c show an enlarged view of Figures 7.11a and 7.11b




This chapter has introduced an artificial immune system hyper-heuristic inspired by
previous work in the artificial immune system field and the fields of generative and
selective hyper-heuristics. The system is shown to have equal utility when compared
to the island model introduced in the previous chapter with both systems consistently
outperforming a range of human designed deterministic heuristics when evaluated on
two large sets of problems totalling 5338 instances.
The AIS however exhibits number of advantages over the previously introduced
island model.
• The AIS is plastic and highly responsive allowing it to adapt quickly to dynami-
cally changing problem sets.
• The AIS retains memory using an efficient and novel method of summarising
the problem space.
The system fuses methods from generative hyper-heuristics using SNGP to generate
novel heuristics with ideas from immune-network theory, resulting in a self-sustaining
interacting network of problems and heuristics that is capable of adapting over time as
new knowledge is presented or if the environment changes.
The AIS was thoroughly tested in both static and dynamic environments using two
test-suites comprising of a total of 5338 problem instances. The second of these test-
suites (containing 3968 problems) was generated in order to provide a harder test than
posed by existing benchmark problems; these problems are shown to be considerably
more difficult than the standard benchmarks.
It is believed that the system described can be easily adapted to other combina-
torial optimisation problem domains. In preliminary studies, published in [114], the
system is adapted for application to the Job Shop Scheduling problem. The dynamics
of the AIS remain identical to the system described here with only the heuristic gener-
ator modified to generate heuristics specific to the JSSP domain. Results show that by
combining simple dispatching rules using the same methods outlined here that signifi-
cantly improved results can be obtained when compared to the quality of the solution
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attained by any of the individual hand-designed rules. Tested on a relatively small set
of 62 JSSP instances the best evolved set of heuristics gives a total makespan of 65641
(3.6 % more than optimal) compare to the the best result obtained by a single dispatch-
ing rule which produced solutions with a total makespan of 71130 (12.3% more than
the optimal of 63318).
The wealth of hyper-heuristics literature points to the utility of using multiple
heuristics to solve problems. Specifically within that literature, there are many recent
examples of Genetic Programming being used to evolve novel heuristics, for example
[2] evolve heuristics for solving timetabling problems and [11] evolve new heuristics





This chapter summarises the work presented in preceding chapters of this thesis and
evaluates to what extent the original aims of the thesis have been fulfilled. The ap-
proaches documented in this thesis are discussed in relation to the work of others in
the hyper-heuristic community and finally, some suggestions as to potential directions
for further research are presented.
Hyper-heuristics have been touted to be general procedures capable of providing
“good enough - soon enough - cheap enough” solutions to problems from different
domains[14]. This study set out to look at the strengths of using hyper-heuristics to
provide good solutions to problem instances from a wide range of different classes
within the constraints of a single problem domain; the One Dimensional Bin Packing
Problem Domain.
Three research questions were identified as outlined in Chapter 1 and repeated
below for clarity.
• Question 1. To what extent can a deterministic constructive heuristic’s ability
for solving a problem be mapped to a problem’s characteristics and therefore be
exploited by a selective hyper-heuristic?
• Question 2. To what extent can novel heuristics be evolved that match or outper-
form human-designed deterministic constructive heuristics?
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• Question 3. Can a hyper-heuristic be used to manage a collective of automat-
ically generated heuristics that collaborate to efficiently cover large problem
spaces composed of problems of differing characteristics?
The research presented in this thesis is limited to answering these questions within
the constraint of a single problem domain. Furthermore the study is restricted to inves-
tigating these questions from the perspective of a subclass of hyper-heuristics; those
that use deterministic constructive heuristics, both taken from the literature and au-
tomatically generated using Genetic Programming (GP) techniques. By limiting the
study to the use of deterministic constructive heuristics more definitive conclusions
can be drawn than would be possible if the uncertainty and unpredictability of pertur-
bative heuristics were factored into the investigation. Although restricted in scope, it
is the authors view that the conclusions drawn hold for hyper-heuristic approaches ap-
plied to any combinatorial problem where the objective is to optimise the permutation
of items.
The study starts by identifying a mapping between the characteristics that best de-
fine a problem instance and the quality of the solution attained by each of four human
designed heuristics. A hyper-heuristic is introduced that uses this correlation to exploit
the combined utility gained by selecting intelligently from collectives of heuristics.
Subsequent chapters show that individual constructive heuristics can be generated au-
tomatically which generalise better, over large problem sets, when contrasted to com-
monly used human designed heuristics. Furthermore sets of cooperative heuristics are
generated which maximise their combined utility when applied to large problem sets
containing a diverse range of problem instances of differing characteristics.
8.2 Defining a Mapping Between a Problems Charac-
teristics and the Quality of the Solution Produced
by a Heuristic
If a correlation can be determined between a problem instance’s characteristics and
the quality of the solution attained by a heuristic then it holds that the heuristic will
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have varied performance when tested against large problem sets containing problems
instances generated with a wide and diverse range of characteristics.
In Chapter 3 an investigative study concluded that although there were characteris-
tics that affected the quality of the solution produced by a heuristic no single character-
istic provided a suitable indication of this correlation in all cases. Furthermore, identi-
fying which combination of characteristics were most relevant was not straightforward.
Chapter 4 introduced a selective hyper-heuristic that included a learning mechanism
that attempted to derive a combination of characteristics that when used as predictor
attributes for a classification algorithm improved upon the correlation attained when
compared to “’natural’ human derived characteristics. The single characteristic which
was found to have the largest correlation with the quality of the solution produced by
a heuristic was the distribution of item sizes expressed as a ratio of the bin capacity.
Figure 8.1 shows how the 4 deterministic heuristics perform in relation to this charac-
teristic. The graph shows the average number of bins required over the known optimal
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Figure 8.1: The performance of the human designed heuristics with respect to the average
item weight. The graph plots the average number of bins more than the known optimal
required by each heuristic against the average item weight expressed as a ratio of the bin
capacity (C$ )
163
8.2 Defining a Mapping Between a Problems Characteristics and the Quality of
the Solution Produced by a Heuristic
To improve classification accuracy this attribute was subdivided into a variable
number and size of ranges with the quantity of each problem instance’s items with
sizes within the each range used as predictor attributes by the classification algorithm.
An evolutionary algorithm was used to evolve the number and sizes of the ranges that
best improved the classifier’s prediction accuracy .
Once trained on half of a large set of 1370 problem instances, the hyper-heuristic
exploits this correlation by applying the heuristic that is predicted to give the best
result (selected from four human designed heuristics) for each of 685 unseen problem
instances. By predicting the best from four heuristics to apply to each of a large unseen
set of 685 problem instances the number of extra bins required over the optimal number
was reduced by 51% (223) when compared to the solutions attained by the best of the
four heuristics (DJT, 430).
Comparing the approach to the study that inspired it ([101]) the prediction ac-
curacy was increased by 4% from 69% to 73% when contrasted with the accuracy
attained using “natural” characteristics as predictors of solution quality. It is clear
that the method introduced to classify problem instances is improved and is exploited
by the selective hyper-heuristic leading to an overall improvement in solution quality
compared to those solutions produced by any of the individual heuristics for all prob-
lem instances. However at around 73% accuracy there is room for improvement. The
classifier attempts to predict which of the four heuristics will be best for each problem
instance. The best heuristic was identified as the one that produced the solution that
evaluated the highest using Falkenauer’s fitness function. In order for the classification
algorithm to have a chance to correctly predict the best of the four heuristics the solu-
tions produced by each of the four heuristics should ideally be measurably different.
However examining the solutions produced by the four heuristics shows that on some
problems many of the solutions attained are structurally very similar. Many different
solutions to the same problem instances cannot be distinguished if solution quality is
measured using either the total number of bins required to pack all the items or by
using Falkenauer’s fitness function, which provides a higher degree of precision. This
makes the job of the classifier more difficult as no clear winner can be identified in the
case where different solutions are indistinguishable using either metric. During train-
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ing if more than one heuristic obtained the best solution the classifier was told that the
simplest (in terms of computational effort) of the winning heuristics was the best in an
attempt to increase the efficiency of the system. Ultimately the system is restricted by
two factors; the ease with which many of the heuristics solve many of the benchmark
problems and by the similarity of the solutions produced by the heuristics on certain
portions of the problem space.
Although there are many documented heuristics in the literature that can be used
to solve the BPP, the quantity and more importantly the lack of diversity of human
designed heuristics proves restrictive to the selective hyper-heuristic introduced. For a
selective hyper-heuristic approach to be effective it must be provided with a set of di-
verse problem specific heuristics over which to search. If the behaviour of the underly-
ing heuristics is too similar or they are tailored to perform well on small portions of the
problem space then the effectiveness of the hyper-heuristic will be compromised. At
the start of the period of study a number of other heuristics were investigated and sub-
sequently disregarded due to the similarity of the solutions produced when compared to
those attained by other heuristics. For example the Best Fit Descending heuristic gives
solutions to 1369 of the 1370 problem instances in Problem Set A using in each case
the same number of bins as the solutions attained using FFD. On the other problem
instance it improves on the solution provided by FFD by a single bin.
The second factor that restricts the ability of the classifier is the simplicity with
which optimal solutions are found to many of the benchmark problem instances used
throughout this study. Many of these problem instances have been found to be easily
solved using simple heuristics or even manual methods [57] and identifying the minor
nuances in individual problem instance’s characteristics that cause them to be more (or
less) difficult for a particular heuristic is not always possible. Of the 1370 problem
instances in Problem Set A, 187 are solved using the optimal number of bins by all
4 of the man made heuristics. A further 824 are solved optimally by more than one
of the heuristics and a further 79 are solved optimally by a single heuristic. Given
that the heuristics are all simple deterministic methods it could be argued that these
benchmark problems are not particularly taxing for the simple heuristic methods. The
ability to predict the best heuristic to apply for many of these instances is unnecessary
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and unproductive as the optimal solutions are easily attained and the similarity of the
solutions does not allow the classifier to learn associations which may exist.
There is clearly a benefit to selecting the best heuristic from a collective of heuris-
tics but in order to maximise this potential the set of heuristics must provide signifi-
cantly different solutions to individual problem instances and uniquely provide the best




























Heuristic Performance on Randomly Selected Sets 
of 200 Problems Taken From Problem Set A
Figure 8.2: The performance of the individual human designed heuristics compared to
their combined utility. Each box plot shows for a different 100 sets of 200 problems
randomly selected from the 1370 in Problem Set A the number of bins more than the
optimal required by each heuristic. The box plot marked collective shows how a greedy
selection of the 4 heuristics performs on the same 100 sets of 200 problems
Figure 8.2 highlights the maximum possible improvement to be gleaned by ex-
ploiting the combined ability of the four deterministic heuristics. For this plot 100
different sets of 200 problem instances were selected at random from the 1370 prob-
lem instances included in Problem Set A. Each of the 4 heuristics were used to solve
each of the 200 problems and the number of extra bins needed over the known opti-
mal plotted. Contrasted against the utility of the 4 individual heuristics the box plot
labelled Collective shows the combined utility of the 4 heuristics if the best heuristic
was selected greedily for each of the 100 sets of 200 problem instances. It is clear, and
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to be expected, that the collective performance is greater than that of the individual
heuristics. Interestingly the deviation in results attained by the collective of heuristics
is minimal when compared to any of the individual heuristics which can have varying
performance on certain problem instances with certain characteristics.
The classification mechanism used in the hyper-heuristic introduced in Chapter 4,
predicts, selects and applies one heuristic for each problem instance based on knowl-
edge learned during an off-line training phase. Although this training phase is compu-
tationally expensive it is only required to be conducted once after which the resultant
algorithm can be quickly applied to an unseen instance in order to to decide which
heuristic to apply. Obviously the best result that could be produced by predicting the
best heuristic would be the same as selecting from the four heuristics using a greedy
strategy (which yields 60,445 bins or an improvement of 35 bins over the result ob-
tained by the selective hyper-heuristic) In this study applying all 4 heuristics and se-
lecting the best solution is trivial and relatively quick but as the problem space and
the number, or complexity, of the heuristics used increases the task would become
more computationally expensive and using intelligent selection strategies could help
to alleviate this.
8.3 Generating Novel Heuristics for the BPP
In an attempt to increase the variety and utility of the constructive heuristics available
to a selective hyper-heuristic a number of generative approaches were used to auto-
mate the design of constructive deterministic heuristics for the BPP. Single heuristics
were generated that generalised well over large problem sets and collectives of heuris-
tics were co-evolved that collectively improved upon the performance of any of the
individual heuristics. All of the hyper-heuristics implemented generate heuristics by
combining the nodes described in Table 5.1 using a form of GP (Single Node Genetic
Programming, SNGP). Each generated deterministic heuristic is used in isolation to
iteratively pack bins until all of the items are placed into a solution.
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8.3.1 Generating Single Heuristics
In Chapter 5 SNGP was used to generate individual heuristics that were trained and
tested on equal divisions of the 1370 problems in Problem Set A. The results presented
in Table 5.3 and Table 5.4 clearly demonstrate the benefits of automating the process of
designing heuristics. When compared to best results obtained by any of the benchmark
human designed heuristics on the full set of problems the the best evolved heuristic
(trained on the training set) managed to find optimal solutions to 19% more problem
instances (1028) and solved all problem instances using 40% fewer extra bins (550)
over the optimal (120433). The generated heuristic managed to solve 93% of the 1370
problem instances using no more than 1 bin more than the known optimal and in the
worst case (1 problem instance) required 9 bins more than the known optimal. In
contrast FFD and DJD required 10 bins or more to solve 50 and 60 of the problem
instances respectively.
Although significantly improved results are attained when compared to any of the
individual human designed heuristics, using a greedy selection strategy to select the
best from the pool of 4 human designed heuristics still yields further benefits (1090
problems solved optimally and all problems solved using 364 extra bins than the known
optimal). The single best evolved heuristic generalises well over the complete set of
problem instances that it was trained on and has better worst case performance on these
instances than any of the human designed heuristics. However, it is less successful than
individual human designed heuristics when evaluated on niche areas of the problem
space and consequently selecting greedily from the human designed heuristics yields
benefits when evaluated across the complete problem set.
As noted by Burke et al. [16] it is possible to either generate specialised heuristics
that perform well on small sets of problems with similar characteristics or general
heuristics that provide a good performance on larger more diverse sets of problems.
In order to improve upon the result achieved by any single heuristic it is necessary to
generate sets of heuristics that specialise to cover different areas of the problem space
yet collectively generalise over the complete landscape.
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8.3.2 Generating Collectives of Cooperative Heuristics
Chapters 6 and 7 introduce two different approaches that are used to generate sets
of heuristics that cooperate to maximise their collective performance over the com-
plete set of problem instances that they were tested on. An evolutionary island model
is presented in Chapter 6 and an Artificial Immune inspired approach is introduced
in Chapter 7. Both systems incorporate multiple SNGP implementations to concur-
rently evolve sets of heuristics that collectively cooperate to cover the problem space.
Both systems were trained and tested on the same division of problem instances from
Problem Set A that were used to train and test previously described hyper-heuristic
approaches.
Performance Gained from using Collectives of Heuristics
The combined performance of the best co-evolved set of heuristics, for both sys-
tems, increases the number of problems solved optimally to 1126 and reduces the num-
ber of extra bins required to 308. In comparison the best single evolved heuristic re-
quired 550 bins extra and the best human designed heuristic required 881. The evolved
set of heuristics also performs better than the collective of four human designed heuris-
tics which requires 364 bins more than the optimal number when evaluated across all
1370 problems.
The results presented for both the island model and the immune model are virtually
identical. Both systems were evaluated over 30 runs and both solved all of the problem
instances in Problem Set A using at best the same number of extra bins. The mean
number of extra bins was also 308 for both models with the island model having a
marginally higher standard deviation; 1.4 compared to 0.3 for the immune inspired
algorithm. Both systems use the same Single Node Genetic Programming (SNGP)
model to generate heuristics using identical sets of function and terminal nodes as
heuristic components that were identified by manually de-constructing the benchmark
heuristics into there component parts. It is therefore not surprising that the sets of
heuristics generated by both systems have equal performance when evaluated over the
same sets of problem instances.
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Implicit Mapping to Problem Characteristics
Although the collectives of heuristics consistently produced the same results these
were not always attained using the same number of heuristics which varied between 6
and 8 for both systems. In both systems there was no limit on the maximum number
of heuristics that were allowed in the system. The number of heuristics sustained
provides a measure of how well the heuristics can co-evolve to cover different areas
of the problem space as well as giving an indication of the diversity of the underlying
problem space from the perspective of those heuristics.
The areas of the problem space that cause the heuristics be sustained suggest those
niche areas of the problem space that require exploring and conversely the areas that
prove relatively easy for the heuristics can be identified and avoided. Rather than at-
tempting to explicitly derive a mapping between heuristics and the characteristics of
the problem instances that they operate best on, the evolved heuristics are sustained by
the system only if they uniquely provided the best solution to niche areas of the prob-
lem space. The dynamics of both cooperative approaches implicitly sustains heuristics
that operate best on different portions of the problem space as illustrated in the example
in Figure 8.3. The ability to generate heuristics that specialise to different areas of the
problem space is limited by the ease with which many of the problems are solved and
the limited utility of the heuristics that can be created from the components identified.
It is interesting to note that while collectively the evolved sets of heuristics outperform
the single best evolved heuristic, none of the heuristics that make up the collective gets
near to the performance of the single evolved heuristic when evaluated in isolation over
the complete set of problems.
During training the quality of the solutions attained by the heuristics (as gauged by
the number of bins required) is used only as a comparison of how well each heuristic
performs in relation to the other heuristics in the system. It is not used as an indication
of how close to optimal that solution is. In fact if solutions using the optimal number
of bins are obtained to any problem instances by more than one heuristic the dynamics
of both of the systems disregards any influence from those problem instances. Evo-
lutionary pressure is exerted by newly introduced heuristics which can only survive
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Figure 8.3: Each cell represents a different problem instance from Problem Set A. Each
row represents a sequence of problem instances that were all generated using the same pa-
rameter settings. The colours represent different heuristics. Coloured cells indicate those
problem instances that the heuristic produces the best solution for. White cells indicate
that those problem instances are solved equally well by more than one heuristic in the sys-
tem. The diagram on the left shows how two heuristics seperate to cover distinct areas of
the problem space. On the right the number of heuristics is unrestricted and many problem
instances are solved equally well by more than one heuristic.
if they are able to outperform all of the heuristics currently in the system on a niche
area of the problem space. If two heuristics or more provide equally good solutions
then the dynamics of the system will eliminate all but one. The effect of this is that all
of the heuristics sustained by the system will be best on at least some of the problem
space and collectively the set of heuristics sustained will have better performance than
any of the individual heuristics. The dynamics also favours sets of heuristics of lower
cardinality. If a single heuristic is injected into the system which matches (or exceeds)
the quality of the solutions obtained to the problem instances currently solved best by
two other heuristics then the two heuristics will be replaced. This has the effect of min-
imising the repertoire of heuristics required to best cover the complete problem space
thereby improving the efficiency of the system.
171
8.3 Generating Novel Heuristics for the BPP
Trade off Between Adding more Heuristics and the Collective Improvement in
Solution Quality
As the number of heuristics sustained increases the probability of generating fur-
ther heuristics that are able to specialise and populate niche areas of the problem space
becomes more difficult. In Figure 8.3 the diagram on the left shows an example of how
two randomly generated heuristics diversify to find problem instances that they solve
best. In this example there are few problem instances that are solved equally well by
both heuristics (white cells). If the number of heuristics injected is unrestricted then
the the search space is quickly saturated and consequently the number of problem in-
stances that are solved equally well by more than one heuristics grows rapidly as is
illustrated by the right hand diagram which shows a collective of 6 heuristics and how
they cover the problem space.
When the number of the problem instances presented to the system is increased
the number of heuristics sustained by the system also increases. This is shown in the
analysis provided in Chapter 7 where the AIS was applied to the much larger Problem
Set C totalling 15,830 problem instances. These problem instances were selected from
a much larger set of newly generated problem instances as potentially interesting due
to the fact that none of the human designed heuristics were able to find any optimal
solutions. Although these problems were generated using the same parameter settings
as many other more easily solvable problems there are clearly nuances that affect their
complexity from the perspective of the benchmark heuristics. An interesting feature
of these hard problem instances is that the ability of the heuristics, both generated
and human designed, to find a solution requiring only one bin more than the optimal
seems unaffected when compared to the problems in Problem Set A. This indicates the
likelihood of many plateaus in the search space of slightly less than optimal quality,
a feature that could be exploited by a hyper-heuristic aiming to find quick acceptable
solutions to these problems.
The techniques described here aim to achieve the best results possible but there is a
trade off between the benefit of adding more heuristics and the computational resources
required. Both the island model and the AIS can easily be limited to a maximum num-
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ber of heuristics rather than being unrestricted. The benefit of adding extra heuristics
to the collective performance quickly decreases as is shown below in Figure 8.4. This
figure shows the improvement in performance as more heuristics are added and greed-
ily applied to the problem instances in Problem Set A. When the AIS is applied to the
problem instances from problem set C which are generated with similar characteristics
to those in Problem Set A the number of heuristics sustained is increased from between
6-8 to over 20. However for different sizes of benchmark problem sets the number of
heuristics required to cover the problem space remains almost constant if measured
as a ratio of the number of problem instances included. The graphs shown in Figure
7.6 further highlight the trade off between adding more heuristics and the collective
improvement in solution quality. It is interesting to note that after an initial period
of fluctuation the number of heuristics sustained remains almost constant but those




















Number of Extra Bins Vs Number of Heuristics
Figure 8.4: As more heuristics are added the benefit in terms of the combined performance
becomes smaller.
Minimising the Weaknesses Inherent in Individual Heuristics
Many of the results presented here measure the utility of the hyper-heuristics in
relation to the one of the most commonly used metrics for the BPP, namely how many
problems were solved optimally. While this is undoubtedly a valid metric by which
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to gauge the success of a particular method it is not in keeping the original motivating
goal behind hyper-heuristics which need only provide adequate solutions in a timely
manner to a broad range of problem classes. While individual human designed heuris-
tics show particularly bad performance on certain problem instances the collectives of
heuristics generated in chapters 6 and 7 cooperate to minimise the individual heuris-
tics weaknesses. Table 7.4 shows that 97% of problem instances in Problem Set A
are solved using at most 1 extra bin than the known optimal and that at worst 2 prob-
lem instances require 5 extra bins. In contrast the commonly used first fit descending
heuristic requires 10 or more extra bins for 50 problem instances and up to 25 extra
bins in the worst case. The collective of co-evolved heuristics appear to exploit the
many plateaus in the search space of slightly less than optimal quality that individual
heuristics cannot. As noted previously the best single evolved heuristic still required
up to 9 extra bins for some problem instances.
Benefits Associated with the AIS compared to the Island Model
The immune inspired approach has a number of advantages over the island model
in terms of the ease with which it can adapt to unseen problem instances and in terms
of its efficiency. The knowledge that many heuristics provide solutions that are immea-
surably different1 for many problem instances is used to minimise the set of problem
instances used during training thereby increasing the efficiency of the system. Only
problem instances that are solved best by a single heuristic are retained resulting in a
minimal repertoire of heuristics that individually contribute to the combined utility of
the collective and a minimal repertoire of problem instances that describe the problem
space from the perspective of those heuristics.
The AIS achieves the same results as the island model but is significantly more
efficient as the heuristics only have to be applied to a small representative set of prob-
lem instances that describe the complete problem space. Although the final solutions
produced by the collective of heuristics remain virtually unchanged across 30 separate
1The solutions produced may have slight structural differences but these cannot be distinguished
using either the number of bins or Falkenauer’s fitness function to evaluate them.
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runs the set of heuristics and problem instances that are sustained changes. The num-
ber of problem instances sustained by the system when applied to the 1370 instances
in Problem Set A varies between 26 and 56 and the number of heuristics fluctuates
between 6 and 8 (as it did with the Island model).
Unlike the island model the heuristics co-evolved by the AIS are not created in
isolation but are incorporated into the same evolutionary system that does not converge
in the same manner that a conventional EA does but maintains diversity as an integral
part of the system. The study presented in Chapter 7 shows the benefit of such an
approach in a constantly changing environment where the set of problem instances
presented to the system is constantly changing. The AIS is shown to provide good
solutions quickly yet is shown to continually improve on the utility of the system.
8.4 Summary
The hyper-heuristics presented in this thesis, when evaluated across large problem sets,
are more successful than their human designed counterparts either when evaluated
individually or as part of a collective. This study set out to investigate whether hyper-
heuristics could provide adequate solutions to a range of different problem instances
with widely different characteristics within the BPP domain. Table 8.1 summarises the
incremental improvement in solution quality presented during the different chapters of
this thesis.
Hyper-heuristics have the potential to provide simple understandable procedures
for obtaining good solutions to a range of problems of different characteristics. Simple
heuristics can easily be adapted to cope with the constraints imposed on real world
problems that both complicate and limit the use of more traditional stochastic search
techniques by industry. Furthermore by generating collectives of heuristics that au-
tonomously diverge to solve niche areas of the problem space the utility of any hyper-
heuristic can be maximised.
While it is clear that there exists a relationship between the utility of a heuristic and
the problem instances that the heuristic is best suited to solving it is difficult to quan-
tify and will vary depending on the problem space and the behaviour of the particular
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Table 8.1: Comparison of benchmark heuristics and all hyper-heuristics implemented on
problem set A






Selective HH 1044 429
Single H (Generated) 1028 550
Island 1126 308
AIS 1126 308
heuristic. Furthermore the ability to generalise about this correlation when collectives
of heuristics are used becomes more difficult as the number of heuristics and problem
instances are increased. The co-operative approaches presented in later chapters of
this thesis alleviate these difficulties by explicitly evolving heuristics that specialise on
problem instances in niche areas of the problem space. The hyper-heuristics presented
in this thesis only cover a subclass of the many different hyper-heuristic approaches
documented. The following section briefly evaluates some of the more successful
hyper-heuristic approaches that have recently emerged in the literature that have been
applied to the BPP.
8.5 Other Recent Hyper-heuristic Approaches for the
BPP
The research presented in this thesis is restricted in scope to investigating hyper-
heuristic approaches that utilise deterministic constructive heuristics specific to the
off-line variant of the One Dimensional Bin Packing Problem (BPP). Limiting the
study to the use of deterministic heuristics allowed definitive conclusions to be drawn
176
8.5 Other Recent Hyper-heuristic Approaches for the BPP
when comparing the approaches introduced with other deterministic heuristics taken
from the literature. Hyper-heuristics cover a broad range of methods that utilise a large
number of different techniques of which amongst the most successful approaches in
the literature for the BPP are those that utilise perturbative heuristics. Rather than
building a solution from scratch perturbative hyper-heuristics iteratively apply one or
more neighbourhood move operators to an incumbent solution.
As an example, in [20] conventional GP is used to evolve heuristics that are tested
on 90 problem instances from Problem Set A. The results presented are just less than
optimal on the problem instances used for testing. In the work presented in [22] the
authors evolve local search heuristics using grammatical evolution that are applied to
70 of the problem instances from Problem Set A. Again the results achieved are only
marginally worse than optimal on these problem instances. While both of these stud-
ies report better results than any of the hyper-heuristics presented in this thesis they
are only evaluated on much smaller sets of problem instances. Both approaches could
be criticised as digressing from the ideology behind hyper-heuristics in that they are
used to generate a throwaway heuristic for each problem instance, often over many
thousands of evaluations. For example in [20] a new heuristic is generated for each
problem instance using GP to combine problem specific components. Each evolved
heuristic is created over the course of 50,000 function evaluations. In both studies the
set of problem instances used is small ranging from 70 - 90. Furthermore the majority
of the problem instances are very similar with 80 of the 90 problem instances used for
testing in [20] having item weights drawn from the same distribution. Neither of these
approaches could not be described as being quick and although the solutions produced
are almost optimal the methods used could be criticised as having the same drawbacks
as many metaheuristic techniques which are often computationally expensive and of-
fer no degree of confidence in the solutions provided due to their stochastic nature.
Hyper-heuristic approaches are intended to provide “good enough” solutions to prob-
lem instances in a timely manner without needing to be reconfigured when presented
with unseen problem instances of varied characteristics.
All of the heuristics used in this thesis, either human designed or automatically
generated are simple reusable procedures that provide solutions to most problem in-
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stances within a few milliseconds. Although on occasion the solutions produced are
less than optimal they are significantly improved upon the solutions attained by any of
the individual human designed heuristics that they are compared to. Burke et al. [16]
conclude that it is possible to either generate specialised heuristics that perform well
on small sets of problems with similar characteristics or general heuristics that provide
a good performance on larger more diverse sets of problems. The research presented
here backs up this assertion but shows that it is possible to generate sets of heuristics
that individually specialise to niche areas of the problem space yet collectively gen-
eralise over larger sets of problems without the associated reduction in performance
inherent in any individual heuristic when applied to increasingly large problem sets.
8.6 Future Work
A number of potentially interesting avenues for future research are discussed in the
remainder of this chapter.
Granularity of Heuristic Components
The nodes used to generate heuristics in this study are relatively coarse grained
and can even be used as complete heuristics in there own right. In both of the hyper-
heuristics described in this thesis that were used to to generate sets of heuristics the
number of heuristics sustained is directly correlated to the set of problem instances that
they were used to solve and the granularity of the nodes used to construct heuristics. It
may be possible to implement hyper-heuristic approaches that specialise to individual
problem instances using finer grained components but the trade off in computational
complexity needs to be offset against the improvement in solution quality.
Combining Constructive Heuristics
A limitation of the hyper-heuristics presented in this thesis is that for any problem
instance a single heuristic is used to construct a solution. In contrast the work that in-
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spired the selective hyper-heuristic introduced in Chapter 4 attempts to select different
constructive heuristics during the process of solving a single problem instance [101].
The authors were able to find optimal solutions to certain problem instances that none
of the underlying heuristics were able to produce if used in isolation. All of the heuris-
tics generated in this thesis, as well as the human designed heuristics that were taken
from the literature, were designed to pack a single bin at a time. By using different
heuristics to pack individual bins for a single problem instance it may be possible to
improve upon their standalone performance.
Combining Generative and Selective Hyper-heuristics
Hyper-heuristics can be classified as belonging to one of two subclasses; Genera-
tive hyper-heuristics or Selective hyper-heuristics. Both of the hyper-heuristics intro-
duced in Chapters 6 and 7 partially combine these methodologies by selecting from sets
of automatically generated heuristics, those that cooperate to best solve large sets of
problem instances of wide ranging characteristics. Although heuristics are co-evolved
to work on niche areas of the problem space ultimately the selection mechanism used
is greedy and although it is relatively quick to apply each of the small set of 6 heuristics
sustained to a new problem instance, the technique would become more laborious if
the number and diversity of the problem instances was increased to such a level that
many more heuristics were needed to cover the problem space.
Chapter 4 showed to a large degree that a mapping could be determined between
individual heuristics and the problem instances which they will work well on. Fur-
ther research is required to improve upon this classification technique if it were to be
applied to larger sets of heuristics which would pose more of a challenge for the clas-
sification algorithm as the number of heuristics sustained by the system is increased.
Combining the utility of different heuristics on different parts of the problem space has
been shown to be highly advantageous when contrasted to the ability of a range of hu-
man designed heuristics. However the improvement in solution quality attained by the
collectives of heuristics introduced in Chapters 6 and 7 over the best single heuristic
evolved in Chapter 5 is not as significant as may be expected and there is an obvious
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trade off between the performance gain to be attained by introducing more heuristics
and the computational resources required to generate and apply these heuristics. On
larger and more diverse problem sets, or in the case where the heuristics were created
from finer grained nodes this method of selecting from the set of heuristics that are
sustained may prove too costly.
Improving the Immune Model
The immune inspired hyper-heuristic introduced in Chapter 7 minimises the num-
ber of evaluations required by summarising the problem space using only those prob-
lem instances which are solved best by any single heuristic. This is shown to have no
detrimental affect on the overall utility of the system but to dramatically reduce the
computational effort required. The thesis set out to find a mapping between a particu-
lar heuristic and the performance on a given problem instance. Future research could
concentrate on refining the model and the affinity metric used in the AIS presented in
Chapter 7 to better fit with the immunological metaphor in order to exploit the affinity
that exists between the heuristics and problem instances sustained by the system.
Combining Constructive Heuristics with Improvement Heuristics.
Another potential avenue for future research is in the combined use of both con-
structive and local search heuristics within a single framework. Most perturbative
hyper-heuristics work by iteratively applying local move operators to complete so-
lutions that are either initialised randomly or using simple constructive heuristics. In
contrast constructive hyper-heuristics apply one or more heuristics in turn to iteratively
build a solution. There may be potential in combining these approaches by applying
perturbative approaches to a more varied set of solutions initialised using sets of auto-
matically generated constructive heuristics. Research in the metaheuristic community




Understanding the Benefits to be Gained by Utilising Sets of Weak Heuristics.
The utility to be gained from combining automatically generated heuristics is shown
empirically in Chapters 6 and 7. In both chapters the individual heuristics that make
up each collective are relatively weak in comparison with either the human designed
heuristics examined in this thesis or the best single heuristic evolved in Chapter 5. In
the optimisation community it is well known that no individual algorithm can outper-
form all others when applied to large diverse data sets containing many diverse problem
classes. There is a trade off between the ability of any individual heuristic which at-
tempts to generalise across the complete problem space and the computational effort
required to search for sets of more specialised heuristics which are individually suited
to niche areas of the problem space but perform poorly when evaluated on larger more
diverse problem sets.
Theoretical studies in the machine-learning community have highlighted similar
benefits when combining classifiers such as is the case with Bootstrap Aggregating or
bagging [39] where multiple classifiers are used in order to alleviate any weaknesses
shown by individual classifiers. Other examples from the machine learning commu-
nity include for example [68] where multiple perceptrons, which individually were
shown be little better than random guessing when applied to classification tasks, were
combined and shown to collectively outperform more sophisticated classifiers. The
hyper-heuristic community would benefit from a better understanding of algorithm be-
haviour that could in part be driven by the work conducted in the area of machine
learning and could potentially lead to a better understanding of algorithm design.
Closing Remarks
Hyper-heuristics may not be the most glamorous search mechanisms to be intro-
duced when contrasted to more conventional search methods that claim to offer optimal
solutions to many academic problems. The approaches presented in this thesis are how-
ever relatively simple and quick to execute and are shown to provide almost optimal
solution for most of the problem instances that they were evaluated on. In order to ap-
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ply a particular search technique to real world problems the techniques must be simple
enough for non experts to understand, provide a level of assurance in the quality of the
solution that they provide and be extensible enough that they can be modified to cope
with the many constraints that are commonly not factored into contrived benchmark
problems. For many real world combinatorial problems, heuristics are potentially the
only realistic methods of generating solutions where complete methods are infeasibly
slow and metaheuristics methods are too complex to be easily adapted to deal with
application specific constraints and the requirements of industry. By combining sim-
ple and easy to understand heuristics the potential to provide good solutions to many
industrial problems without the complexity and uncertainty associated with more con-
ventional search techniques makes future research into hyper-heuristics a useful and
potentially rewarding avenue for further study.
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