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Efficient Quantum Algorithms for Simulating Lindblad Evolution∗
Richard Cleve†‡§ Chunhao Wang†‡
Abstract
We consider the natural generalization of the Schro¨dinger equation to Markovian open system
dynamics: the so-called the Lindblad equation. We give a quantum algorithm for simulating
the evolution of an n-qubit system for time t within precision . If the Lindbladian consists of
poly(n) operators that can each be expressed as a linear combination of poly(n) tensor products
of Pauli operators then the gate cost of our algorithm is O(tpolylog(t/)poly(n)). We also obtain
similar bounds for the cases where the Lindbladian consists of local operators, and where the
Lindbladian consists of sparse operators. This is remarkable in light of evidence that we provide
indicating that the above efficiency is impossible to attain by first expressing Lindblad evolution
as Schro¨dinger evolution on a larger system and tracing out the ancillary system: the cost of
such a reduction incurs an efficiency overhead of O(t2/) even before the Hamiltonian evolution
simulation begins. Instead, the approach of our algorithm is to use a novel variation of the
“linear combinations of unitaries” construction that pertains to channels.
1 Introduction
The problem of simulating the evolution of closed systems (captured by the Schro¨dinger equation)
was proposed by Feynman [11] in 1982 as a motivation for building quantum computers. Since then,
several quantum algorithms have appeared for this problem (see subsection 1.1 for references to these
algorithms). However, many quantum systems of interest are not closed but are well-captured by the
Lindblad Master equation [20, 12]. Examples exist in quantum physics [19, 34], quantum chemistry
[24, 27], and quantum biology [10, 13, 25]. Lindblad evolution also arises in quantum computing
and quantum information in the context of entanglement preparation [18, 15, 30], thermal state
preparation [14], quantum state engineering [32], and studying the noise of quantum circuits [23].
We consider the computational cost of simulating the evolution of an n-qubit quantum state for
time t under the Lindblad Master equation
ρ˙ = −i[H, ρ] +
m∑
j=1
(
LjρL
†
j −
1
2
L†jLjρ−
1
2
ρL†jLj
)
, (1)
(representing Markovian open system dynamics), where H is a Hamiltonian and L1, . . . , Lm are
linear operators. By simulate the evolution, we mean: provide a quantum circuit that computes
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the quantum channel corresponding to evolution by Eq. (1) for time t within precision . The
quantum circuit must be independent of the input state, which is presumed to be unknown. When
L1 = · · · = Lm = 0, Eq. (1) is the Schro¨dinger equation.
Eq. (1) can be viewed as an idealization of the frequently occurring physical scenario where a
quantum system evolves jointly with a large external environment in a manner where information
dissipates from the system into the environment. In quantum information theoretic terms, Lindblad
evolution is a continuous-time process that, for any evolution time, is a quantum channel. Moreover,
Lindblad evolution is Markovian in the sense that, given the state at time t, for any δ > 0, the state
at time t+ δ is a function of the state at time t alone (i.e., is independent of the state before time t).
Lindblad evolution can be intuitively thought of as Hamiltonian evolution in a larger system
that includes an ancilla register, but where the ancilla register is being continually reset to its initial
state. To make this more precise, consider a time interval [0, t], and divide it into N subintervals of
length tN each. At the beginning of each subinterval, reset the state of the ancilla register to its
initial state, and then let the joint system-ancilla evolve under a Hamiltonian J and the system
itself evolve under H. Let the evolution time for J be
√
t/N and the evolution time for H be t/N .
This process, illustrated in Fig. 1, converges to the true Lindblad evolution as N approaches ∞.
For the specific evolution described by Eq. (1), it suffices to set the ancilla register to Cm+1 and the
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Figure 1: Lindblad evolution for time t approximated by unitary operations. There are N iterations and
δ = t/N . This converges to Lindblad evolution as N →∞.
Hamiltonian J to the block matrix
J =

0 L†1 · · · L†m
L1 0 · · · 0
...
...
. . .
...
Lm 0 · · · 0
 . (2)
A remarkable property of this way of representing Lindblad evolution is that the rate at which
the Hamiltonian J evolves is effectively infinite: Lindblad evolution for time t/N is simulated by a
process that includes evolution by J for time
√
t/N , so the rate of the evolution scales as√
t/N
t/N
=
√
N
t
, (3)
which diverges as N → ∞. Moreover, the total Hamiltonian evolution time of J in Fig. 1 is
N
√
t/N =
√
Nt, which also diverges. In Appendix A we prove that, in general, the above scaling
phenomenon is necessary for simulating time-independent Lindblad evolution in terms of time-
independent Hamiltonian evolution along the lines of the overall structure of Fig. 1. In this sense,
exact Lindblad evolution for finite time does not directly correspond to Hamiltonian evolution for
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any finite time. On the other hand, it can be shown that if the scaling of N is at least t3/2 then
the final state is an approximation within . Note that then the corresponding total evolution time
for J scales as
√
(t3/2)t = t2/. Therefore, quantum algorithms that simulate Lindblad evolution
by first applying the above reduction to Hamiltonian evolution and then efficiently simulating the
Hamiltonian evolution are likely to incur scaling that is at least t2/.
Here we are interested in whether much more efficient simulations of Lindblad evolution are
possible, such as O(t polylog(t/)).
1.1 Previous work
Simulating Hamiltonian evolution. Hamiltonian evolution (a.k.a. Schro¨dinger evolution) is the
special case of Eq. (1) where Lj = 0 for all j. This simulation problem has received considerable
attention since Feynman [11] proposed this as a motivation for building quantum computers; see
for example [21, 1, 8, 2, 3, 5, 4, 17, 22, 28, 6]. Some of the recent methods obtain a scaling
that is O(t polylog(t/)poly(n)), thereby exceeding what can be accomplished by the longstanding
Trotter-Suzuki methods [31].
Simulating Lindblad evolution. The natural generalization from closed systems to Markovian
open systems in terms of the Lindblad equation has received much less attention. Kliesch et al. [16]
give a quantum algorithm for simulating Lindblad evolution in the case where each of H,L1, . . . , Lm
can be expressed as a sum of local operators (i.e., which act on a constant number of qubits). The
cost of this algorithm with respect to t and  (omitting factors of poly(n)) is O(t2/). In [9], Childs
and Li improve this to O(t1.5/
√
) and also give an O((t2/)polylog(t/)) query algorithm for the
case where the operators in Eq. (1) are sparse and represented in terms of an oracle. Another result
in [9] is an Ω(t) lower bound for the query complexity for time t when Eq. (1) has H = 0 and m = 1.
As far as we know, none of the previous algorithms for simulating Lindblad evolution has cost
O(t polylog(t/)poly(n)), which is the performance that we attain. Our results are summarized
precisely in the next subsection (subsection 1.2).
We note that there are simulation algorithms that solve problems that are related to but different
from ours, such as [7], which does not produce the final state; rather it simulates the expectation of
an observable applied to the final state. We do not know how to adapt these techniques to produce
the unmeasured final state instead.
Finally, we note that there are interesting classical algorithmic techniques for simulating Lindblad
evolution that are feasible when the dimension of the Hilbert space (which is 2n, for n qubits) is not
too large—but these do not carry over to the context of quantum algorithms (where n can be large).
In the classical setting, since the state is known (and stored) explicitly, various “unravellings” of the
process that are state-dependent can be simulated. For example, the random variable corresponding
to “the next jump time” (which is highly state-dependent) can be simulated. In the context of
quantum algorithms, the input state is unknown and cannot be measured without affecting it.
1.2 New results
Eq. (1) can be written as ρ˙ = L[ρ], where L is a Lindbladian, defined as a mapping of the form
L[ρ] = −i[H, ρ] +
m∑
j=1
(
LjρL
†
j −
1
2
L†jLjρ−
1
2
ρL†jLj
)
, (4)
3
for operators H,L1, . . . , Lm on the Hilbert space H = C2n (n qubits) with H Hermitian. Evolution
under Eq. (1) for time t corresponds to the quantum map eLt (which is a channel for any t ≥ 0).
Each of the operators H,L1, . . . , Lm corresponds to a 2
n × 2n matrix. The simulation algorithm
is based on a succinct specification of these matrices. Our succinct specification is as a linear
combination of q Paulis, defined as
H =
q−1∑
k=0
β0kV0k (5)
Lj =
q−1∑
k=0
βjkVjk, (6)
where, for each j ∈ {0, . . . ,m} and k ∈ {0, . . . , q − 1}, Vjk is an n-fold tensor product of Paulis (I,
σx, σy, σz) and a scalar phase e
iθ (θ ∈ [0, 2pi]), and βjk ≥ 0.
In the evolution eLt, it is possible to scale up L by some factor while reducing t by the same
factor, i.e., eLt[ρ] = e(cL)
t
c [ρ] for any c > 01. This reduces the simulation time but transfers the cost
into the magnitude of L. To normalize this cost, we define a norm based on the specification of L.
Define the norm2 of a specification of a Lindbladian L as a linear product of Paulis as
‖L‖pauli =
q−1∑
k=0
β0k +
m∑
j=1
( q−1∑
k=0
βjk
)2
. (7)
Our main result is the following theorem.
Theorem 1. Let L be a Lindbladian presented as a linear combination of q Paulis. Then, for any
t > 0 and  > 0, there exists a quantum circuit of size
O
(
m2q2τ
(log(mqτ/) + n) log(τ/)
log log(τ/)
)
(8)
that implements a quantum channel N , such that ∥∥N − eLt∥∥ ≤ , where τ = t ‖L‖pauli and m is
the number of jump operators in L.
Remarks:
1. The proof of Theorem 1 is in section 4. A main novel ingredient of the proof is Lemma 1,
concerning a variant of the “linear combination of unitaries” construction that is suitable for
channels (explained in sections 2 and 3).
2. The factor ‖L‖pauli corresponding to the coefficients of the specification as a linear combination
of Paulis is a natural generalization to the case of Lindbladians of a similar factor for
Hamiltonians that appears in [3].
3. When m, q ∈ poly(n), the gate complexity in Theorem 1 simplifies to
O
(
τ
log(τ/)2
log log(τ/)
poly(n)
)
. (9)
1cL denotes the mapping obtained from L with H multiplied by c and each Lj multiplied by √c.
2For simplicity we use the terminology ‖L‖pauli even though the quantity is not directly a function of the mapping L.
However, ‖cL‖pauli = c‖L‖pauli if cL denotes the expression in Eq. (4) with the factor c multiplied through.
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4. A Lindbladian L is local if
H =
m′∑
j=1
Hj , (10)
where H1, . . . ,Hm′ and also L1, . . . , Lm are local (i.e., they each act on a constant number of
qubits). A local specification of L is as H1, . . . ,Hm′ , L1, . . . , Lm and we define its norm as
‖L‖local =
m′∑
j=1
‖Hj‖+
m∑
j=1
‖Lj‖2. (11)
For local Lindbladians, Theorem 1 reduces to the following.
Corollary 2. If L is a local Lindbladian then the gate complexity for simulating eLt with
precision  is
O
(
(m+m′)2 τ
log((m+m′)τ/) log(τ/)
log log(τ/)
)
, (12)
where τ = t ‖L‖local.
5. We also consider sparse Lindbladians (see [9] for various definitions, extending definitions
and specifications of sparse Hamiltonians [1]). Here, we define a Lindbladian to have d-sparse
operators if H,L1, . . . , Lm each have at most d non-zero entries in each row/column. A sparse
specification of such a Lindbladian L is as a black-box that provides the positions and values
of the non-zero entries of each row/column of H,L1, . . . , Lm via queries.
Define the norm of any specification of a Lindbladian in terms of operators H,L1, . . . , Lm as
‖L‖ops = ‖H‖+
m∑
j=1
‖Lj‖2. (13)
The query complexity and gate complexity for simulating d-sparse Lindbladians L are
O
(
τ polylog(mqτ/)poly(d, n)
)
, (14)
where τ = t‖L‖ops. We sketch the analysis in section 5.
6. We expect some of the methodologies in [3, 4, 22, 28] to be adaptable to the Lindblad evolution
simulation problem (in conjunction with our variant of the LCU construction and oblivious
amplitude amplification), but have not investigated this.
2 Brief summary of novel techniques
As noted in subsection 1.1, for the case of Hamiltonian evolution, a series of recent quantum
algorithms whose scaling is O(tpolylog(t/)) has been discovered which improve on what has been
accomplished using the longstanding Trotter-Suzuki decomposition. One of the main tools that these
algorithms employ is a remarkable circuit construction that is based on a certain decomposition of
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unitary operations (or near-unitary operations) into a linear combination of unitaries. We refer to
this construction as the standard LCU method.
For the case of Lindblad evolution, the operations that arise are channels that are not generally
unitary. Some channels are mixed unitary, which means that they can be expressed as a randomly
chosen unitary (say with probabilities p0, . . . , pm−1 on the unitaries U0, . . . , Um−1). For such
channels, the standard LCU method can be adapted along the lines of first randomly sampling
j ∈ {0, . . . ,m − 1} and then applying the standard LCU method to the unitary Uj . However,
there exist channels that are not mixed unitary—and such channels can arise from the Lindblad
equation. A different reductionist approach is to express these channels in the Stinespring form,
as unitary operations that act on a larger system, and then apply the standard LCU method to
those unitaries; however, as we explain in subsection 2.1, this approach performs poorly. We take a
different approach that does not involve a reduction to the unitary case: we have developed a new
variant of the LCU method that is for channels. This is explained in section 3.
Another new technique that we employ is an Oblivious Amplitude Amplification algorithm for
isometries (as opposed to unitaries), which is noteworthy because a reductionist approach based
on extending isometries to unitaries does not work. Roughly speaking, this is because our LCU
construction turns out to produce an isometry (corresponding to a purification of the channel);
however, it does not produce a unitary extension of that isometry.
2.1 The standard LCU method performs poorly on Stinespring dilations
Here we show in some technical detail why the standard LCU method performs poorly for Stinespring
dilations of channels. The standard LCU method (explained in detail in subsection 2.1 of [17]) for
a unitary V expressible as a linear combination of unitaries as V = α0U0 + · · ·+ αm−1Um−1 is a
circuit construction W that has the property
W |0〉|ψ〉 = √p|0〉V |ψ〉+
√
1− p|Φ⊥〉 (15)
where |Φ⊥〉 has zero amplitude in states with first register |0〉 (i.e., (|0〉〈0| ⊗ I)|Φ⊥〉 = 0) and
p =
1
(
∑m−1
j=0 αj)
2
(16)
is the success probability (that arises if the first indicator register is measured).
Consider the amplitude damping channel, which has two Kraus operators with the following
LCU decompositions
A0 =
[
1 0
0
√
1− δ
]
= α00
[
1 0
0 1
]
+ α01
[
1 0
0 −1
]
A1 =
[
0
√
δ
0 0
]
= α10
[
0 1
1 0
]
+ α11
[
0 1
−1 0
]
,
where α00 =
1+
√
1−δ
2 , α01 =
1−√1−δ
2 , α10 =
√
δ
2 , α11 =
√
δ
2 . Evolving an amplitude damping process
for time t yields this channel with δ = 1− e−t. When t 1, δ ≈ t, α00 ≈ 1− t/4, and α01 ≈ t/4.
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A Stinespring dilation of V and its LCU decomposition can be derived from the above LCU
decompositions of A0 and A1 as
V =

1 0 0 0
0
√
1− δ −√δ 0
0
√
δ
√
1− δ 0
0 0 0 1
 = α00

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
+ α01

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

+ α10

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
+ α11

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 .
Applying the standard LCU method here results in a success probability (computed from Eq. (16))
of
1(
α00 + α01 + α10 + α11
)2 = 1(
1 +
√
δ
)2 = 1− 2√δ + Θ(δ).
For small time evolution t, the failure probability is Θ(
√
t), which is prohibitively expensive. It means
that the process can be repeated at most Θ(1/
√
t) times until the cumulative failure probability
becomes a constant. The amount of evolution time (of the amplitude damping process) that this
corresponds to is
Θ
( 1√
t
)
· t = Θ(√t),
which is subconstant as t→ 0. This creates a problem in the general Lindblad simulation.
Our new LCU method for channels (explained in section 3) achieves the higher success probability
1(
α00 + α01
)2
+
(
α10 + α11
)2 = 11 + δ = 1− δ + Θ(δ2).
For small time evolution t, the failure probability is Θ(t). Now, the process can be repeated Θ(1/t)
times until the cumulative failure probability becomes a constant, which corresponds to evolution
time
Θ
(1
t
)
· t = Θ(1),
which is constant as t→ 0. Since this is consistent with what arises in the algorithm of simulating
Hamiltonian evolution in [2, 3], the methodologies used therein, with various adjustments, can be
used to obtain the simulation bounds.
3 New LCU method for channels and completely positive maps
Let A0, . . . , Am−1, linear operators on C2
n
(n-qubit states), be the Kraus operators of a channel.
Suppose that, for each j ∈ {0, . . . ,m− 1}, we have a decomposition of Aj as a linear combination
of unitaries in the form
Aj =
q−1∑
k=0
αjkUjk, (17)
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where, for each j ∈ {0, . . . ,m− 1} and k ∈ {0, . . . , q − 1}, αjk ≥ 0 and Ujk is unitary.
The objective is to implement the channel in terms of the implementations of Ujk’s. We will
describe a circuit W and fixed state |µ〉 such that, for any n-qubit state |ψ〉,
W |0〉|µ〉|ψ〉 = √p|0〉
m−1∑
j=0
|j〉Aj |ψ〉
+√1− p|Φ⊥〉, (18)
where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0 and
p =
1∑m−1
j=0 (
∑q−1
k=0 αjk)
2
(19)
is called the success probability parameter (which is realized if the first register is measured). Note
that the isometry |ψ〉 7→∑m−1j=0 |j〉Aj |ψ〉 is the channel in purified form.
The circuit W is in terms of two gates. One gate is a multiplexed-U gate, denoted by multi-U
such that, for all j ∈ {0, . . . ,m− 1} and k ∈ {0, . . . , q − 1},
multi-U |k〉|j〉|ψ〉 = |k〉|j〉Ujk|ψ〉. (20)
The other gate is a multiplexed-B gate, denoted by multi-B, such that, for all j ∈ {0, . . . ,m− 1},
multi-B|0〉|j〉 =
(
1√
sj
q−1∑
k=0
√
αjk|k〉
)
|j〉, (21)
where
sj =
q−1∑
k=0
αjk. (22)
Define the state |µ〉 (in terms of s0, . . . , sm−1 from Eq. (22))
|µ〉 = 1√∑m−1
j=1 s
2
j
m−1∑
j=0
sj |j〉. (23)
Define the circuit W (acting on Cq ⊗ Cm ⊗ C2n) as
W = (multi-B† ⊗ I)multi-U(multi-B ⊗ I). (24)
The LCU construction with the circuit W with its initial state |0〉 ⊗ |µ〉 ⊗ |ψ〉 is illustrated in Fig. 2.
In this figure, we refer to the first register as the indicator register (as it indicates whether the
computation succeeds at the end of this operation), the second register as the purifier register (as it
is used to purify the channel when the computation succeeds), and the third register as the system
register (as it contains the state being evolved).
In the following lemma, Eq. (18) is shown to apply where A0, . . . , Am−1 are arbitrary linear
operators (i.e., Kraus operators of a completely positive map that is not necessarily trace-preserving).
If the map is also trace-preserving then
∑m−1
j=0 |j〉Aj |ψ〉 and |Φ⊥〉 are normalized states and the
success probability parameter p is the actual success probability realized if the first register is
measured; otherwise, these need not be the case. In subsequent sections, we will apply this lemma
in a context where the trace-preserving condition is approximately satisfied.
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|0〉 B B†
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Figure 2: The circuit W for simulating a channel using the new LCU method.
Lemma 1. Let A0, . . . , Am−1 be the Kraus operators of a completely positive map. Suppose that
each Aj can be written in the form of Eq. (17). Let multi-U , multi-B, W , and |µ〉 be defined as
above. Then applying the unitary operator W on any state of the form |0〉|µ〉|ψ〉 produces the state
√
p|0〉
m−1∑
j=0
|j〉Aj |ψ〉
+√1− p|Φ⊥〉,
where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0, and
p =
1∑m−1
j=0
(∑q−1
k=0 αjk
)2 .
Proof. First consider the state |0〉|j〉|ψ〉 for any j ∈ {0, . . . ,m− 1}. Applying W on this state is the
standard LCU method [17]:
W |0〉|j〉|ψ〉 =(multi-B† ⊗ I)multi-U(multi-B ⊗ I)|0〉|j〉|ψ〉 (25)
=
1√
sj
(multi-B† ⊗ I)multi-U
(
q−1∑
k=0
√
αjk|k〉
)
|j〉|ψ〉 (26)
=
1√
sj
(multi-B† ⊗ I)
(
q−1∑
k=0
√
αjk|k〉|j〉Ujk|ψ〉
)
(27)
=
1
sj
|0〉|j〉
(
q−1∑
k=0
αjkUjk|ψ〉
)
+
√
γj |Φ⊥j 〉 (28)
=
1
sj
|0〉|j〉Aj |ψ〉+√γj |Φ⊥j 〉, (29)
where |Φ⊥j 〉 is a state satisfying (|0〉〈0| ⊗ I ⊗ I)|Φ⊥j 〉 = 0 and γj is some normalization factor.
Up to this point, if the indicator register were measured and |0〉 were observed as the “success”
case as in the standard LCU method, then the state of the purifier and the system register collapses
to |j〉Aj |ψ〉. However, this is not a meaningful quantum sate, as it only captures one Kraus operator
of a quantum map. Now we use this specially designed quantum state |µ〉 to obtain the desired
purification state. We use the superposition |µ〉 instead of |j〉 in the second register then, by linearity,
we have
W |0〉|µ〉|ψ〉 = √p|0〉
m−1∑
j=0
|j〉Aj |ψ〉
+√1− p|Φ⊥〉, (30)
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where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0 and p = 1∑m−1
j=0 s
2
j
.
4 Overview of the main result, Theorem 1
In this section we show how to apply our new LCU method in order to prove our main result,
Theorem 1.
We begin by reviewing some basic notation and definitions pertaining to superoperators. For
a finite-dimensional Hilbert space X , let L(X ) denote the set set of all linear operators mapping
X to X . We consider mappings that are linear operators from L(X ) to L(X ) (sometimes referred
to as superoperators). For such a mapping T , we write T [X] to denote the result of T applied to
X ∈ L(X ) (the square brackets [·] around the argument are to highlight that the mapping acts on
linear operators). Also, we use 1X to denote the identity map on L(X ).
For a linear mapping on T : L(X )→ L(X ), the induced trace norm3 of T [33] is defined as
‖T ‖1 = max‖Q‖1=1
‖T [Q]‖1 , (31)
where ‖Q‖1 denotes the trace norm of Q ∈ L(X ). The diamond norm of T is defined as
‖T ‖ = ‖T ⊗ 1X ‖1 . (32)
Next, we show that, for Lindbladians specified by Eqns. (4), (5) and (6), the quantities ‖L‖pauli
(defined in Eq. (7)) and ‖L‖ops (defined in Eq. (13)) satisfy
‖L‖ ≤ 2‖L‖ops ≤ 2‖L‖pauli. (33)
For the first inequality in Eq. (33), note that ‖L‖1 ≤ 2‖L‖ops holds by the triangle inequality and
the fact that, for any X ∈ L(X ) such that ‖X‖1 = 1,
‖[H,X]‖1 ≤ 2‖H‖ (34)∥∥LjXL†j∥∥1 ≤ ∥∥Lj∥∥∥∥X∥∥1∥∥L†j∥∥= ∥∥Lj∥∥2. (35)
Then, since ‖M ⊗ I‖ = ‖M‖ for any linear operator M , the first inequality in Eq. (33) follows. The
second inequality in Eq. (33) follows from the fact that, if H and L0, . . . , Lm−1 are specified as in
Eqns. (5) and (6), then
‖H‖ ≤
q−1∑
k=0
β0k and ‖Lj‖ ≤
q−1∑
k=0
βjk, for all j ∈ {1, . . . ,m}. (36)
We are now ready to present the details of our construction for the proof of Theorem 1. The
overall structure is similar to that in [2] and [3], with the main novel ingredient being our variant of
the LCU construction (explained in section 3) and also a variant of oblivious amplitude amplification
for isometries. For clarity, the details are organized into the following subsections, whose content is
summarized as:
1. In subsection 4.1, we describe a simple mapping Mδ in terms of Kraus operators that are
based on the operators in L. For small δ, Mδ is a good approximation of eLδ.
3Some authors refer to the induced trace norm as the 1→1 norm
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2. In subsection 4.2, we show how to simulate the mapping Mδ in the sense of Lemma 1, with
success probability parameter 1−O(δ).
3. In subsection 4.3, we show how to combine r simulations ofMO(1/r) so as to obtain cumulative
success probability parameter 1/4. Conditional on success, this produces a good approximation
of constant-time Lindblad evolution.
4. In subsection 4.4, we show how to apply a modified version of oblivious amplitude amplification
to unconditionally simulate an approximation of constant-time Lindblad evolution.
5. In subsection 4.5, we show how to reduce the number of multiplexed Pauli gates by a
concentration bound on the amplitudes associated with nontrivial Pauli gates.
6. In subsection 4.6, we bound the total number of gates and combine the simulations for segments
in order to complete the proof of Theorem 1.
4.1 A simple mapping Mδ that approximates eLδ for small δ
Here, we show how to approximate Lindblad evolution for small time δ, namely eLδ, by a mapping
Mδ that can be described in terms of m+1 Kraus operators, where the precision of the approximation
is O(δ2).
Following an approach described in [29], define the quantum map Mδ as
Mδ[Q] =
m∑
j=0
AjQA
†
j , (37)
where
A0 = I − δ
2
m∑
j=1
L†jLj − iδH and, for j ∈ {1, . . . ,m}, Aj =
√
δLj . (38)
Note that, in general, Mδ does not satisfy the trace-preserving condition for a quantum channel;
however, it satisfies an approximate version of it:∥∥∥∥∥∥
m∑
j=0
A†jAj − I
∥∥∥∥∥∥ =
∥∥∥∥∥∥δ
2
4
(
m∑
j=1
L†jLj
)2
+ δ2H2
∥∥∥∥∥∥ (39)
≤ δ2
∥∥∥∥∥∥
(
m∑
j=1
L†jLj +H
)2∥∥∥∥∥∥ (40)
≤ δ2
(
m∑
j=1
∥∥∥L†jLj∥∥∥+ ‖H‖
)2
(41)
= (δ ‖L‖ops)2. (42)
We now show that
‖Mδ − eLδ‖ ≤ 5(δ ‖L‖ops)2. (43)
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To do this, we introduce an intermediate quantum map, 1+ δL (mapping ρ to ρ+ δL[ρ]), and show
that
‖Mδ − (1 + δL)‖ ≤ (δ ‖L‖ops)2 (44)
and then Eq. (43) follows from the fact that∥∥(1 + δL)− eLδ∥∥ ≤ (δ ‖L‖)2 (45)
≤ (2δ ‖L‖ops)2. (46)
For completeness, Eq. (45) is proven in Appendix B. In order to show Eq. (44), note that for any
operator Q on H⊗K with ‖Q‖1 = 1,∥∥∥(Mδ ⊗ 1K − (1H + δL)⊗ 1K)[Q]∥∥∥
1
(47)
=
∥∥∥∥∥
m∑
j=0
(Aj ⊗ I)Q(Aj ⊗ I)† − (Q+ δ(L ⊗ 1K)[Q])
∥∥∥∥∥
1
(48)
=
∥∥∥∥∥δ24 (
m∑
j=1
L†jLj ⊗ I
)
Q
( m∑
j′=1
L†j′Lj′ ⊗ I
)
− δ
2
2
i
m∑
j=1
(L†jLj ⊗ I)Q(H ⊗ I) (49)
+
δ2
2
i(H ⊗ I)Q
m∑
j=1
(L†jLj ⊗ I) + δ2(H ⊗ I)Q(H ⊗ I)
∥∥∥∥∥
1
(50)
≤ δ2
(∥∥∥ m∑
j=1
L†jLj ⊗ I
∥∥∥2 + 2∥∥∥H ⊗ I∥∥∥∥∥∥ m∑
j=1
L†jLj ⊗ I
∥∥∥+ ∥∥∥H ⊗ I∥∥∥2) (51)
≤ δ2
(∥∥∥ m∑
j=1
L†jLj ⊗ I
∥∥∥+ ∥∥∥H ⊗ I∥∥∥)2 (52)
≤ δ2
 m∑
j=1
‖Lj‖2 + ‖H‖
2 (53)
≤ δ2 ‖L‖2ops . (54)
This completes the proof of Eq. (43).
4.2 Approximating Mδ by a quantum circuit via the new LCU method
Here we show how to construct a quantum circuit that computes an approximation of Mδ along
the lines of Eq. (18) using the new LCU method.
By substituting Eqns. (5) and (6) into Eq. (38), we have
Aj =
√
δ
q−1∑
k=0
βjkVjk, for j ∈ {1, . . . ,m}, and (55)
A0 = I − δ
2
m∑
j=1
(
q−1∑
k=0
βjkVjk
)†(q−1∑
l=0
βjlVjl
)
− iδ
q−1∑
k=0
β0kV0k (56)
= I +
δ
2
m∑
j=1
q−1∑
k=0
q−1∑
l=0
βjkβjl
(
−V †jkVjl
)
+ δ
q−1∑
k=0
β0k (−iV0k) . (57)
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Note that Eqns. (55) and (57) are expressing the Kraus operators A0, . . . , Am as tensor products
of Paulis (i.e., they are of the form of Eqns. (5) and (6)). Therefore, by Lemma 1, the circuit
construction of W in Fig. 2 and the state |µ〉 from Eq. (23) satisfy the following property. For any
state |ψ〉,
W |0〉|µ〉|ψ〉 = √p|0〉
 m∑
j=0
|j〉Aj |ψ〉
+√1− p|Φ⊥〉, (58)
where |Φ⊥〉 satisfies (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0 and
p =
1∑m
j=0 s
2
j
, (59)
where
sj =
√
δ
q−1∑
k=0
βjk, for j ∈ {1, . . . ,m}, and (60)
s0 = 1 +
δ
2
m∑
j=1
q−1∑
k=0
q−1∑
l=0
βjkβjl + δ
q−1∑
k=0
β0k. (61)
(The values of s0, . . . , sm are directly from Eqns. (55) and (57).)
To simplify the expression for the success probability parameter, it is convenient to define
cj =
q−1∑
k=0
βjk, (62)
for j ∈ {0, . . . ,m}. Then we can rewrite Eqns. (60) and (61) as
sj =
√
δcj , for j ∈ {1, . . . ,m}, and (63)
s0 = 1 +
δ
2
m∑
j=1
c2j + δc0 (64)
and
p =
1∑m
j=0 s
2
j
(65)
=
1(
1 + δ2
∑m
j=1 c
2
j + δc0
)2
+
∑m
j=1 c
2
jδ
(66)
=
1
1 + 2δ
∑m
j=1 c
2
j + 2δc0 + δ
2
(
1
2
∑m
j=1 c
2
j + c0
)2 (67)
=
1
1 + 2δ
(∑m
j=1 c
2
j + c0
)
+ δ
2
4
(∑m
j=1 c
2
j + 2c0
)2 (68)
=
1
1 + 2δ ‖L‖pauli + δ
2
4
(‖L‖pauli + c0)2 (69)
= 1− 2δ ‖L‖pauli −O
(
δ2 ‖L‖2pauli
)
. (70)
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Note that, since Mδ is only an approximate channel, the success probability parameter p does
not correspond to the actual probability of outcome 0 if the indicator register is measured; however,
it can be shown that p is within O(δ2) of the actual success probability. We do not show this here;
our analysis will be in terms of the cumulative error arising in circuit constructions in the subsequent
sections (which consist of several instances of the construction from this section).
4.3 Simulating r iterations of MO(1/r) with constant success probability
In this section we iterate the construction from the previous section r times, with δ = O(1/r).
The resulting success probability parameter associated with M(r)δ is pr =
(
1−O(1/r))r, which
converges to a constant. We can tune the parameter δ so that pr = 1/4 holds exactly. This is
accomplished by setting p = 4−1/r and then solving for δ in Eq. (69), yielding the positive solution
δ =
−‖L‖pauli +
√
‖L‖2pauli + 14
(‖L‖pauli + c0)2(41/r − 1)
1
4
(‖L‖pauli + c0)2 (71)
=
(
ln(2)
‖L‖pauli
)
1
r
+O
( 1
r2
)
. (72)
The circuit that implements M(r)δ uses an initial state (|0〉|µ〉)⊗r|ψ〉, which can be reordered to
|0〉⊗r|µ〉⊗r|ψ〉. It consists of r instances of W , each with separate indicator and purifier registers,
but with the same system register. Let Ŵ denote this unitary operator (consisting of r applications
of W on different indicator and purifier registers). For each ˆ = j0 . . . jr−1 ∈ {0, . . . ,m}r, define Âˆ
as
Âˆ = Aj0 · · ·Ajr−1 . (73)
We can conclude that
Ŵ
(
|0〉⊗r|µ〉⊗r|ψ〉
)
=
√
pr|0〉⊗r
( ∑
ˆ∈{0,...,m}r
|ˆ〉Âˆ|ψ〉
)
+
√
1− pr|Φ̂⊥〉 (74)
=
1
2
|0〉⊗r
( ∑
ˆ∈{0,...,m}r
|ˆ〉Âˆ|ψ〉
)
+
√
3
2
|Φ̂⊥〉, (75)
where |Φ̂⊥〉 satisfies (|0〉〈0|⊗r ⊗ I⊗r ⊗ I)|Φ̂⊥〉 = 0.
Note that this conditionally simulates M(r)δ , and M(r)δ approximates eLt, for
t = rδ (76)
=
ln(2)
‖L‖pauli
+O
(1
r
)
. (77)
The approximation is in the sense ∥∥M(r)δ − eLt∥∥ = O(1r). (78)
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If the desired evolution time is such that t ‖L‖pauli < ln(2) then the success probability parameter
resulting from this approach is larger than 1/4; however, it can be diluted to be exactly 1/4 using a
method described in [2] that employs an additional qubit as part of the indicator register.
Next we show how to use oblivious amplitude amplification to achieve perfect success probability.
4.4 Oblivious amplitude amplification for isometries
There are two hurdles for applying oblivious amplitude amplification in our construction. First, the
purified quantum state corresponding to the success case is not a normalized quantum state, as
the Kraus operators of M(r)δ do not satisfy the trace-preserving condition. Second, the operation
corresponding to the success case is an isometry (rather than a unitary), because part of the registers
in the initial state is restricted to (|µ0〉 · · · |µm−1〉)⊗r.
The second hurdle is resolved by using different projectors in the amplitude amplification
operator. For the first hurdle, we show that it only causes a small error. To begin with, we examine
how far it is for the Kraus operators to satisfy the trace-preserving condition, and this quantity will
be used later in the proof. By repeatedly applying Eq. (42), we have∥∥∥∥∥ ∑
ˆ∈{0,...,m}r
Â†ˆÂˆ − I
∥∥∥∥∥ =
∥∥∥∥∥ ∑
j0···jr−1∈{0,...,m}r
(A†jr−1 · · ·A
†
ˆ0
)(Aj0 · · ·Ajr−1)− I
∥∥∥∥∥ (79)
≤ r(δ ‖L‖pauli)2 (80)
= (ln(2))2/r +O(1/r2), (81)
where the second equality follows from substituting the value of δ from Eq. (71).
Before we present the oblivious amplitude amplification construction, we introduce more notations
for convenience. For any |ψ〉, let |Ψ〉 denote the initial state
|Ψ〉 := |0̂〉|µ̂〉|ψ〉, (82)
where |0̂〉 = |0〉⊗r, and |µ̂〉 = |µ〉⊗r. Let |Φ〉 denote the desired purification state, i.e.,
|Φ〉 = |0̂〉
 ∑
ˆ∈{0,...,m}r
|ˆ〉Âˆ|ψ〉
 . (83)
Let P0 := |0̂〉〈0̂| ⊗ I ⊗ I and P1 := |0̂〉〈0̂| ⊗ |µ̂〉〈µ̂| ⊗ I be two projectors. By Eq. (75), we have
Ŵ |Ψ〉 = 1
2
|Φ〉+
√
3
2
|Φ⊥〉, (84)
for some state |Φ⊥〉 satisfying P0|Φ⊥〉 = 0. Define the unitary operator
F = −Ŵ (I − 2P1)Ŵ †(I − 2P0)Ŵ (85)
as the oblivious amplitude amplification operator. We summarize the result in the following lemma.
Lemma 2. For any state |ψ〉, Let |Ψ〉, |Φ〉, and F be defined as above. Then
‖F |Ψ〉 − |Φ〉‖ = O(1/r).
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To prove this lemma, we need the following lemma, which slightly extends the results of Lemma
2.3 in [17].
Lemma 3. For any |ψ〉, let |Ψ〉, |Φ〉, |Φ⊥〉, P0, and P1 be defined as above. Let |Ψ⊥〉 be a state
satisfying the equation
Ŵ |Ψ⊥〉 =
√
3
2
|Φ〉 − 1
2
|Φ⊥〉. (86)
Then P1|Ψ⊥〉 = O(1/r).
Proof. Define the operator
Q =
(
〈0̂|〈µ̂| ⊗ I
)
Ŵ †P0Ŵ
(
|0̂〉|µ̂〉 ⊗ I
)
. (87)
For any state |ψ〉,
〈ψ|Q|ψ〉 =
∥∥∥P0Ŵ (|0̂〉|µ̂〉|ψ〉)∥∥∥2 =
∥∥∥∥∥P0
(
1
2
|Φ〉+
√
3
2
|Φ⊥〉
)∥∥∥∥∥
2
=
∥∥∥∥12 |Φ〉
∥∥∥∥2 = 14 +O(1/r). (88)
The last equality holds because ‖|Φ〉‖2 = 1 +O(1/r), which follows from Eq. (81). Therefore, all
the eigenvalues of Q are 14 +O(1/r), and we can write
Q =
1
4
I +O
(1
r
)
. (89)
Now, for any |ψ〉, we have
Q|ψ〉 =
(
〈0̂|〈µ̂| ⊗ I
)
Ŵ †P0Ŵ
(
|0̂〉|µ̂〉|ψ〉
)
(90)
=
1
2
(
〈0̂|〈µ̂| ⊗ I
)
Ŵ †|Φ〉 (91)
=
1
2
(
〈0̂|〈µ̂| ⊗ I
)(1
2
|Ψ〉+
√
3
2
|Ψ⊥〉
)
(92)
=
1
4
|ψ〉+
√
3
4
(
〈0̂|〈µ̂| ⊗ I
)
|Ψ⊥〉. (93)
The third equality follows from Eqns. (84) and (86). On the other hand, by Eq. (89), we have
Q|ψ〉 = 1
4
|ψ〉+O
(1
r
)
. (94)
By Eqns. (93) and (94), we have (
〈0̂|〈µ̂| ⊗ I
)
|Ψ⊥〉 = O
(1
r
)
, (95)
which implies P1|Ψ⊥〉 = O(1/r).
Now we are ready to prove Lemma 2. The proof uses the methods in [3].
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Proof of Lemma 2. First consider the operator P1Ŵ
†P0Ŵ . We have
P1Ŵ
†P0Ŵ |Ψ〉 = 1
2
P1Ŵ
†|Φ〉 = 1
2
P1
(
1
2
|Ψ〉+
√
3
2
|Ψ⊥〉
)
=
1
4
|Ψ〉+O
(1
r
)
, (96)
where the second equality follows from Eqns. (84) and (86) and the last equality follows from
Lemma 3. Then we have
F |Ψ〉 = (−Ŵ (I − 2P1)Ŵ †(I − 2P0)Ŵ |Ψ〉 (97)
= (2P0Ŵ + Ŵ − 4ŴP1Ŵ †P0Ŵ )|Ψ〉 (98)
= |Φ〉+O(1/r). (99)
Therefore ‖F |Ψ〉 − |Φ〉‖ = O(1/r).
Since |Φ〉 is a purification of M(r)δ [|ψ〉〈ψ|], Lemma 2 implies that the circuit of F simulates a
Stinespring dilation of M(r)δ with error O(1/r). This further implies that∥∥N −M(r)δ ∥∥ = O(1/r), (100)
where N is the quantum channel that F implements by tracing out indicator and purifier registers.
4.5 Concentration bound and encoding scheme
From the previous sections, r is a parameter that determines the precision, which is O(1/r). Up
to this point, to simulate constant-time Lindblad evolution, the number of occurrences of the
multiplexed-U gate in our construction is O(r). In this subsection, we show how to reduce this to
O
( log(1/)
log log(1/)
)
while only introducing an additional error of .
It is important to note that, in light of Eqns. (55) and (57), there are O(m) Kraus operators for
Mδ and each can be expressed as an LCU of O(mq2) terms.
Consider the initial state (|0〉|µ〉)⊗r of the indicator and purifier registers. The multiplexed-B
gates applied on this state are multi-B⊗r. Note that the first term in Eq. (57) corresponds to the
unitary I, which need not be performed. The circuit can be rearranged to bypass these operations,
as in earlier papers on Hamiltonian evolution (see, for example, [2]).
More precisely, we compute the amplitude associated with this I being performed. For each
instance of W acting on |0〉|µ〉|ψ〉, consider the state of indicator and purifier registers which control
the multiplexed-U gates (i.e., the state multi-B|0〉|µ〉). The state |0〉|0〉 corresponds to unitary I.
The amplitude of |0〉|0〉 is
s0√∑m
j=0 s
2
j
1√
s0
=
√
s0∑m
j=0 s
2
j
(101)
=
√
1 + δ/2
∑m
j=1 c
2
j + δc0
1 + 2δ
∑m
j=1 c
2
j + 2δc0 + Θ(δ
2(
∑m
j=1 c
2
j + c0)
2)
(102)
=
√√√√1− 3δ
2
m∑
j=1
c2j − δc0 + Θ
(
δ2
( m∑
j=1
c2j + c0
)2)
, (103)
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where sj and cj are defined in Eqns. (60), (61), and (62) (j ∈ {0, . . . ,m}), and δ is defined in
Eq. (71).
If this indicator and purifier registers are measured in the computational basis then the probability
that the outcome is not (0, 0) is
3δ
2
m∑
j=1
c2j + δc0 + Θ
(
δ2
( m∑
j=1
c2j + c0
)2) ≤ 3
2
δ ‖L‖pauli + Θ
(
δ2 ‖L‖2pauli
)
(104)
=
3
2r
+ Θ
( 1
r2
)
. (105)
Therefore, after the multi-B acting on |0〉|µ〉|ψ〉, if the indicator and purifier registers are measured,
then the probability that the outcome is not (0, 0) is upper-bounded by 32r .
Roughly speaking, this is qualitatively the same scaling that arises in Hamiltonian evolution
simulation [2], hence the same so-called Hamming weight cut-off applies. Below is a more precise
explanation of this.
In the indicator and purifier registers, after applying multi-B, the computational basis states
of the indicator and purifier registers are of the form |k0, l0〉 · · · |kr−1, lr−1〉. Define the Hamming
weight of such a state as the number of i ∈ {0, . . . , r − 1} such that (ki, li) 6= (0, 0). If the indicator
and purifier registers are restricted to states that have Hamming weight at most h then the circuit
can be restructured so that there are only h occurrences of the multiplexed-U gates.
Let X1, . . . , Xr be r independent random variables with Pr[Xj = 1] =
3
2r and Pr[Xj = 0] = 1− 32r
for all j ∈ {1, . . . , r}. Consider the state of the indicator and purifier registers right before multiplexed-
U gates are applied (i.e., the state (multi-B|0〉|µ〉)⊗r). We are interested in how much amplitude is
associated with the low Hamming weight states. This is related to the Chernoff bound (see [26]),
i.e., for all δ > 0, it holds that
Pr
 r∑
j=1
Xj > (1 + δ)µ
 < eδµ
(1 + δ)(1+δ)µ
, (106)
where µ =
∑r
j=1 Pr[Xj = 1] =
3
2 . Letting h = (1 + δ)µ, we have
Pr
 r∑
j=1
Xj > h
 < eh−µµh
hh
≤ (eµ)
h
hh
=
(3e/2)h
hh
. (107)
Therefore, the probability of the Hamming weight being larger than h is upper bounded by 2
provided
h ∈ O
(
log(1/)
log log(1/)
)
. (108)
From this, we conclude that the occurrences of the multiplexed-U gates can be reduced to
O
(
log(1/)
log log(1/)
)
with error .
The number of qubits for indicator and purifier registers in a segment is still O(r log(mq)). We
use the similar compression scheme as in [2] to reduce the number of qubits for indicator and purifier
registers. The intuition is to only store the positions of components with non-zero Hamming weight,
and we also need two other registers to store the actual state in this position.
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The compression scheme works as follows. We consider the initial sate (|0〉|µ〉)⊗r. After
applying the multiplexed-B gates (before applying the multiplexed-U gates), the state becomes
(multi-B|0〉|µ〉)⊗r. It can be written as a linear combination of basis states in the form
|k0, l0〉 · · · |kr−1, lr−1〉, (109)
where ki ∈ {0, . . . ,mq2} and li ∈ {0, . . . ,m} for i ∈ {0, . . . r − 1}. For each basis state of Hamming
weight at most h, define a tuple g := (g0, . . . , gh−1). We use g0, . . . , gh−1 to represent the number of
consecutive zero-Hamming weight components. For a basis state of Hamming weight h′ < h, just set
gh′ = · · · = gh−1 = r. The state |g〉, together with two additional registers storing these components
(ki, li) with non-zero Hamming weights, encode a basis state with Hamming weight at most h.
To illustrate how the compression scheme works, consider a basis state
|k0, l0〉 · · · |kr−1, lr−1〉
where the positions of components with non-zero Hamming weights are i0, . . . , ih−1. The Hamming
weight of this basis state is h. Let g := (g0, g1, . . . , gh−1) = (i0, i1 − i0 − 1, . . . , ih−1 − ih−2 − 1).
Then the state |g〉|ki0 , . . . , kih−1〉|li0 , . . . , lih−1〉 encodes the original basis state in the sense that it
represents
|0, 0〉⊗g0 |ki0 , ji0〉 · · · |0, 0〉⊗gh−1 |kih−1 , jih−1〉|0, 0〉⊗(r−h−i0−···−ih−1).
In this encoding scheme, the register for |g〉 requires O(log(r)h) qubits. The two additional
registers require O(h log(mq)) qubits. If we prepare the indicator and purifier registers in this
encoded representation, the number of qubits is
O((log(r)h+ log(mq)h)) = O((log(1/) + log(mq))h). (110)
We briefly summarize this encoding scheme as follows. In the original representation, the
initial state of the indicator and purifier registers is (|0〉|µ〉)⊗r, and we apply multiplexed-B gates
multi-B⊗r on this state before applying multiplexed-U gates. In the encoded representation, the
initial state is |0a〉|0b〉|0c〉, where a = O(log(r)h), b = O(log(mq)h), and c = O(log(m)h); the first
and second registers correspond to the indicator register in the original representation, and the
third register corresponds to the purifier register in the original representation. We denote the
encoding operator by E. The operator E corresponds to the multiplexed-B gates in the original
representation, as we apply E on the encoded initial state before applying multiplexed-U gates.
4.6 Total number of gates and proof of the main theorem
In this section, we count the number of 1- and 2-qubit gates in our construction. There are three
parts that we need to consider: the implementation of the encoding operator E, the implementation
of the reflections in the oblivious amplitude amplification operator, and the implementation of the
multiplexed-U gates. To complete the proof of the main theorem, all that remains is to bound the
number of these gates.
Proof of Theorem 1. We first consider the case where t is as defined in Eq. (76), so t ‖L‖pauli =
ln(2) + O(1/r). The quantum circuit is based on the oblivious amplitude amplification operator
F , whose correctness is shown by Lemma 2. We modify the quantum circuit of F by applying
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a concentration bound and the encoding scheme on the indicator and purifier registers as shown
in subsection 4.5. In the following, we show that this quantum circuit achieves the desired gate
complexity.
For the encoding operator E, we first apply the techniques in [5] for (|0〉|µ〉)⊗r to prepare the
register |g〉. This can be done with O (h(log(r) + log log(1/))) = O(log(r)h) gates. In addition, we
need to prepare a superposition of the basis states with non-zero Hamming weight in the second
and third registers. This can be done with a slightly modified multiplex-B gate and state |µ〉 with
gate cost O(m2q2). Thus, the number of 1- and 2-qubit gates required for the encoding operator E
is O(log(r)h+m2q2) = O(log(1/)h+m2q2).
In the oblivious amplitude amplification operator F , there are two reflections, I − 2P0 and
I−2P1, between Ŵ and Ŵ †. If we look into the constructions for Ŵ , the two reflections are between
multiplexed-B gates. To translate the operation (multi-B⊗r) (I−2P1)
(
multi-B†⊗r
)
to the encoded
representation, note that the multiplexed-B gates correspond to the encoding operator E in the
encoded representation, and the reflection I − 2P1 is the reflection about the initial state |0〉⊗r|µ〉⊗r.
Hence in the encoded representation, the corresponding operation is first applying E†, reflecting
about the encoded initial state |0a〉|0b〉|0c〉, where a, b, and c are defined in the last paragraph of
subsection 4.5, and then applying E.
A similar method applies to the operation (multi-B⊗r) (I − 2P0)
(
multi-B†⊗r
)
. The only
difference is that the reflection I − 2P0 is reflecting about the subspace where the state of the
indicator register is |0〉⊗r. In the encoded representation, the corresponding reflection in the encoded
representation should be about the subspace where the first two registers are in the state |0a〉|0b〉.
Therefore, the corresponding operation in the encoded representation is first applying E†, then
applying the reflection about the encoded state |0a〉|0b〉 on the first two registers, and last applying
E.
The number of 1- and 2-qubit gates involved in the two reflections consists of the implementation
of the encoding operator E, and two reflections. The number of gates for the reflections is of the
same order of the number of qubits for the encoded representation. Therefore the number of 1- and
2-qubit gates in this part is O(log(1/)h+m2q2).
Each multiplexed-U gate costs O(mq2(log(mq)+n)) of 1- and 2-qubit gates, as each controlled-U
requires log(mq) qubits for multiplexing and O(n) Paulis, and we have to implement O(mq2) these
controlled-U gates. Since the number of occurrences of multiplexed-U gates is h, the gate cost for
this part is O(mq2h(log(mq) + n))
Therefore, the total number of 1- and 2-qubit gates is
O(m2q2 + log(1/)h+mq2(log(mq) + n)h) ∈ O
(
m2q2
(log(mq/) + n) log(1/)
log log(1/)
)
. (111)
For arbitrary evolution time t, let τ := t ‖L‖pauli. Divide the evolution time into O(τ) segments.
Then run this quantum circuit for a segment with precision /τ and trace out the indicator and
purifier registers. Repeat this O(τ) times and this evolution is simulated with total number of 1- or
2-qubit gates O
(
m2q2τ (log(mqτ/)+n) log(τ/)log log(τ/)
)
.
The distance between N and eLt in terms of the diamond norm is established by Eqns. (78) and
(100). Choosing r large enough (i.e., r = 1/), the error of the simulation is within . Note that the
concentration bound and encoding scheme only cause O() error.
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5 Lindbladians with sparse Hamiltonian and Lindblad operators
In this section, we sketch the analysis of the simulation of Lindbladians with d-sparse Hamiltonian and
Lindblad operators. Without loss of generality, we assume ‖H‖ ≥ 1 and ‖Lj‖ ≥ 1 for j ∈ {1, . . . ,m}.
We first describe a method to approximate H and Lj as a linear combination of unitaries. Then we
sketch the analysis of two key quantities: the normalized evolution time t ‖L‖pauli, and the number
of unitaries q in this approximation
We consider the case where H is d-sparse and each Lj is both column and row d-sparse given
by an oracle. Each Lj can be decomposed as Lj =
Lj+L
†
j
2 + i
Lj−L†j
2i , where
Lj+L
†
j
2 and
Lj−L†j
2i are
Hermitian. For each
Lj+L
†
j
2 ,
Lj−L†j
2i , and H, we use the methods in [2] to approximate them as a
linear combination of unitaries with equal coefficient γ. The error of the approximation is O(d2γ) in
terms of the max norm, and the number of unitaries in the approximation is O
(
d2 ‖H‖max /γ
)
for
H and O
(
d2 ‖Lj‖max /γ
)
for Lj . It is easy to see that c0 = O
(
d2 ‖H‖max
)
and cj = O
(
d2 ‖Lj‖max
)
for j ∈ {1, . . . ,m}. We have t ‖L‖pauli = t
(
c0 +
∑m
j=1 c
2
j
)
= O
(
td4 ‖L‖ops
)
.
To bound q, which is the number of terms in the LCU decomposition for each of H and Lj , we
consider the error of this approximation. As each of H and Lj can be approximated with error
O(d2γ) in terms of the max norm, L can be approximated with error O(d3 ‖L‖ops γ) in terms of
the diamond norm. To restrict the simulation error within  for evolution time t, γ can be chosen
so that γ = O
(
/(td3 ‖L‖ops)
)
. Therefore, the number of unitaries in the decomposition is bounded
by q = O
(
td5 ‖L‖2ops /
)
.
In the implementation of the multiplexed-U gates, we no longer need to implement all the
O(mq2) unitaries, since the oracles for H and Lj are given. Also, the cost for implementing the
encoding scheme becomes O(log(1/)h+ poly(n)) as the coefficients in the LCU for each H and Lj
are the same, which saves the O(m2q2) factor. Thus the m and q factors in the gate complexity
can be eliminated. (The log(m) and log(q) factors will be preserved.) Let τ = t ‖L‖ops. By our
construction, the gate complexity is
O
(
τ polylog(mqτ/) poly(n, d)
)
.
The query complexity is the number of occurrences of the multiplexed-U gates, which is
O
(
τ
log(τ/)
log log(τ/)
poly(d)
)
.
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A Cost of expressing Lindblad evolution as Hamiltonian evolution
Let L be a Lindbladian acting on an n-qubit register H over a time interval [0, T ]. For each initial
state, L associates a trajectory, consisting of a density operator ρ(t) for each t ∈ [0, T ]. Here we
show that if this is simulated by Hamiltonian evolution in a larger system with an ancillary register
that is continually reset (expressed as a limiting case when N → ∞ in the process illustrated in
Fig. 3) then the total evolution time for this Hamiltonian can be necessarily infinite.
Definition 3. Define an N -stage -precision discretization of L for interval [0, T ] as an ancillary
register K, a Hamiltonian H (with ‖H‖ = 1) acting on the joint system K⊗H, and δ ≥ 0 such that
the channel NHδ defined as
NHδ[ρ] = TrK
(
e−iHδ(|0〉〈0| ⊗ ρ)eiHδ) (112)
has the following property. NHδ approximates evolution under L in the sense that, for each
k ∈ {1, . . . , N}, ∥∥(NHδ)k − exp(kTN L)∥∥ ≤ . (113)
That is, the N points generated by NHδ, (NHδ)2, . . . , (NHδ)N approximate the corresponding points
on the trajectory determined by L.
|0〉
e−iHδ
trace
|0〉
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trace
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Figure 3: N -stage -precision discretization of the trajectory resulting from L. For each k ∈ {1, . . . , N},
after k stages, the channel should be within  of exp
(
kT
N L
)
.
Our lower bound is for the amplitude damping process on a 1-qubit system which is the time-
evolution described by the Lindbladian L, where
L[ρ] = LρL† − 12(L†Lρ+ ρL†L), (114)
and L =
(
0 1
0 0
)
.
Theorem 4. Any 14 -precision N-stage discretization of the amplitude damping process over the
time interval [0, ln 2] has the property that the total evolution time of H is Ω(
√
N). (Note that this
lower bound is independent of the dimension of the ancillary system.)
To prove Theorem 4, we first prove the following Local Hamiltonian Approximation lemma. This
concerns a scenario where H is a Hamiltonian acting on a joint system of two registers, a system
register H and an ancillary register K, and where K is traced out after this evolution. Informally,
the lemma states that, if the initial state is a product state and the evolution time is short, then
this process can be approximated by the evolution of another Hamiltonian G that acts on H alone.
This is illustrated in Fig. 4.
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|0〉
e−iHδ
trace out ≈
input output
|0〉 trace out
input e−iGδ output
Figure 4: The Local Hamiltonian Approximation Lemma. The first register is d-dimensional, the
second register contains n qubits, and the approximation is within O(δ2) (independent of d and n).
Lemma 4 (Local Hamiltonian approximation). Let H be an n-qubit register and K a d-dimensional
register. Let H be a Hamiltonian (with ‖H‖ = 1) acting on the joint system K ⊗H. Define the
n-qubit channel NHδ as
NHδ[ρ] = TrK
(
e−iHδ(|0〉〈0| ⊗ ρ)eiHδ). (115)
Then there exists a Hamiltonian G (with ‖G‖ = 1), acting on H alone, such that NGδ defined as
NGδ[ρ] = e−iGδρ eiGδ (116)
satisfies ‖NHδ −NGδ‖1 ∈ O(δ2). (The notation ‖ · ‖1 indicates the induced trace norm, which is
sufficient for our purposes because our application is a lower bound.)
Proof. Viewing H as a d× d block matrix, we have
H =
d−1∑
j=0
d−1∑
k=0
|j〉〈k| ⊗Hjk (117)
and we refer to Hjk as the (j, k)-block. Define D as the diagonal blocks of H, namely
D =
d−1∑
j=0
|j〉〈j| ⊗Hjj , (118)
and set J = H − D (the off-diagonal blocks). Note that ‖D‖ ≤ 1, ‖J‖ ≤ 2, and ‖e−iHδ −
e−iDδe−iJδ‖ ≤ δ2, for δ > 0, which permits us to consider the effect of J and D separately.
Now consider the state e−iJδ|0〉 ⊗ |ψ〉. We will show that, if the measurement corresponding to
projectors |0〉〈0| and I − |0〉〈0| is performed on register K, then the residual state has trace distance
O(δ2) from |0〉 ⊗ |ψ〉. Since the (0, 0)-block of J is 0,
Jδ |0〉 ⊗ |ψ〉 = δ′|Ψ⊥〉, (119)
where |Ψ⊥〉 is a state such that (|0〉〈0| ⊗ I)|Ψ⊥〉 = 0 and 0 ≤ δ′ ≤ δ. Therefore,
e−iJδ|0〉 ⊗ |ψ〉 =
∞∑
r=0
(−iJδ)r
r!
|0〉 ⊗ |ψ〉 (120)
= |0〉 ⊗ |ψ〉 − iδ′|Ψ⊥〉+ δ′′|Φ〉, (121)
where 0 ≤ δ′′ ≤ eδ − 1 − δ ∈ O(δ2). It follows that, if the above measurement is performed on
register K, then the probability of measurement outcome I − |0〉〈0| is at most (δ′)2 + (δ′′)2 ∈ O(δ2).
This implies that the state when register K of e−iJδ|0〉 ⊗ |ψ〉 is traced out, namely
TrK
(
e−iJδ(|0〉〈0| ⊗ |ψ〉〈ψ|)eiJδ), (122)
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has trace distance O(δ2) from the original state |ψ〉〈ψ|.
Therefore, for states of the form |0〉 ⊗ |ψ〉, the operation e−iHδ can be approximated by e−iDδ
at the cost of an error of O(δ2) in trace distance. The result follows by setting G = H00 (the
(0, 0)-block of D).
Proof of Theorem 4. It is straightforward to check that, starting with the initial state |1〉〈1| and
evolving by the amplitude damping process for time T = ln 2 produces the maximally mixed state.
Consider any 14 -precision N -stage discretization of this process, with Hamiltonian H and δ > 0.
We can apply the Local Hamiltonian Approximation Lemma (Lemma 4) to approximate each of
the N evolutions of H with evolution by a Hamiltonian G that is local to the system register. The
result is unitary evolution of the qubit that approximates the amplitude damping process within
trace distance error at most O(Nδ2).
Unitary evolution applied to |1〉〈1| results in a pure state, and the trace distance between any
pure state and the maximally mixed state is 12 . Therefore, to avoid a contradiction, we must
have Nδ2 ∈ Ω(1), which implies that δ ∈ Ω(1/√N). Therefore, the total evolution time of H is
Nδ ∈ Ω(√N).
B Proof that ‖eδL − (1+ δL)‖ ≤ (δ‖L‖)2 for small δ
Assume that 0 ≤ δ‖L‖ ≤ 1. Then, for any X such that ‖X‖1 ≤ 1,∥∥(eδL − (1 + δL))[X]∥∥
1
=
∥∥∥∥∥
∞∑
s=2
δs
s!
L(s)[X]
∥∥∥∥∥
1
≤
∞∑
s=2
δs
s!
∥∥L(s)[X]∥∥
1
≤
∞∑
s=2
δs
s!
(‖L[X]‖1)s
≤ (δ‖L[X]‖1)2
≤ (δ‖L‖1)2,
where we are using the fact that ez − (1 + z) ≤ z2 when 0 ≤ z ≤ 1.
To extend this from the induced trace norm to the diamond norm, note that, for two registers
H and K,
(eδL − (1H + δL))⊗ 1K = eδ(L⊗1K) − (1HK + δ(L ⊗ 1K))
and, L ⊗ 1K is a Lindbladian with ‖L ⊗ 1K‖1 = ‖L‖ when the dimensions of H and K are equal.
This implies ∥∥∥eδL − (1H + δL)∥∥∥ = ∥∥∥(eδL − (1H + δL))⊗ 1K∥∥∥1
=
∥∥∥eδ(L⊗1K) − (1HK + δ(L ⊗ 1K))∥∥∥
1
≤ (δ‖L ⊗ 1K‖1)2
=
(
δ‖L‖)2.
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