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Introduction
Environmental studies often include some observations falling below a level of detection (LOD) . These values are reported as < LOD, where the LOD is a specified value for each observation. The values reported as < LOD are either left censored or interval censored 0 < x < LOD. Censored spatial data are often analyzed by ignoring spatial correlation and using one of many methods available for independent observations (Helsel, 2005; Gibbons, 1995; Porter, Ward and Bell, 1988) . Or, the censoring is ignored by substituting some function of the level of detection (e.g. LOD/2, LOD) for the censored values and then using a commonly available spatial method, e.g. variogram estimation and kriging. This substitution simplifies the spatial analysis but results in biased estimates of the mean and variance (Helsel 2005) , and, as we show later, a biased estimate of the overall spatial variability.
Alternatives to substitution, such as maximum likelihood estimation, are difficult because direct evaluation of the likelihood for correlated data with censored values involves computationally intractable integrals (Abrahamsen and Benth 2001) . Although Militino and Ugarte (1999) develop an EM algorithm for kriging censored spatial data, most approaches have used Monte-Carlo approximation of the integral, e.g. Stein 1992 . Data augmentation provides a mechanism that eliminates the need to evaluate the high dimensional integral. Abrahamsen and Benth (2001) combined data augmentation, inequality constraints and universal kriging to map a spatial process. Lockwood et al. (2004) construct a Bayesian model for the joint distribution of seven 3 groundwater contaminants on a spatial lattice. And, Hopke, Liu and Rubin (2001) analyzed pollutant data with spatio-temporal correlation using multiple imputation, i.e. using data augmentation to construct a few complete data sets. However, most implementations of Monte-Carlo approximation for spatial censored data have been based on Bayesian kriging or prediction (Kitanidis 1986 ).
In Bayesian prediction, the posterior predictive distribution of values at unob- Results from a simulation study are used to evaluate the small sample performance and the robustness to misspecification of the spatial covariance function. Analysis of data from a dioxin contaminated site in Missouri are used to illustrate the method and compare Bayesian data augmentation to substituting half the level of detection (LOD/2) for the censored observations. 4 2 Bayesian spatial measurement-error model and prediction Define {Y (s) : s ∈ D} to be a spatial stochastic process, where s varies continuously over D in 2 . We specify a spatial measurement-error model as
where Y (s i ) represents the observation at location s i , μ is the overall mean, ε(s i )
represents the random observational error at location s i with ε(s i ) ∼ independent N(0, τ 2 ), and W (s i ) represents the random spatial effect at location s i with W ∼ MV N(0, V (Θ)) (Cressie, 1993; Carlin and Louis, 1996; Ecker and Gelfand, 1997) .
There are various ways to parameterize V (Θ). One isotropic parameterization for the spatial covariance matrix is the exponential, in which V (σ 2 , φ) ij = σ 2 exp{−d ij /φ} (Ecker and Gelfand, 1987; Berger, de Oliveira, and Sanso, 2001) . Whatever the choice, sensitivity analysis for the final inferences with respect to the prior distributions is recommended.
A possible proper prior specification for a spatial Bayesian model with isotropic exponential spatial covariance structure would be 
with µ g and µ u representing the mean response of the ungauged and gauged locations, Σ uu , Σ gg , Σ ug and Σ gu represent the partitioning of the covariance matrix for the ungauged and gauged locations. Bayesian prediction then uses the posterior predictive distribution, p(Y u |Y g ), as the method for prediction at ungauged locations (Carlin and Louis, 1995; Gelman et al, 1995) . The resulting conditional distribution of the ungauged locations given the gauged locations, p(Y u |Y g ), is a multivariate normal distribution (Johnson and Wichern, 1982) .
Data augmentation, as proposed by Tanner and Wong (1987) 
), the complete data posterior for Θ.
At every iteration of the chain we are "augmenting" the data with imputed values for the censored observations. In doing so, we have eliminated the need to work with the observed data posterior p(Θ|Y o ), which in many cases is intractable or difficult to obtain. This process yields a stochastic sequence , 1997; Gilks, Richardson and Spiegelhalter, 1996) . 
gu , and
gc represents the augmented data for the censored observations at iteration m of the MCMC (Fridley, 7 2003; de Oliveira, 2005; de Oliveira and Ecker, 2002; Gelman, Carlin, Stern and Rubin, 1995) . When censored spatial data are modeled by a measurement error Bayesian spatial model with proper priors, data augmentation can be completed within a Gibbs sampler (Geman and Geman, 1984; Fridley, 2003) .
Markov chain Monte Carlo algorithm to approximate the posterior distributions
The MCMC algorithm for an isotropic exponential spatial covariance matrix is a combination of Gibbs sampling and Metropolis-Hastings steps. Recall, the ij entry of the isotropic exponential spatial covariance matrix is defined to be V (σ 2 , φ) ij = the censored data and observed data, respectively.
), where μ
The random spatial effects, W (m+1) , are then generated from a MV N(µ
, where I is a n×n identity matrix. Lastly, using a Metropolis-Hastings step(s), φ (m+1) is simulated from its full conditional distribution which is proportional to Hastings, 1970; Metropolis & Ulam, 1949; Metropolis et al, 1953) . This concludes the posterior step at iteration m. Given the current values of W (m+1) , μ (m+1) , and τ 2(m+1) , the censored values are imputed by generating independent realizations from univariate truncated normal distributions.
Simulation Studies
Three simulation studies were conducted to investigate properties of the estimates, properties of predictions, and robustness to misspecification of the spatial covariance function. In addition to assessing the validity of the data augmentation procedure, the simulation studies investigating estimation and prediction also compare the data augmentation method to the method of replacing the censored observations with half their level of detection (LOD/2) (Fridley, 2003) .
Estimation
The first simulation study assessed properties of the parameter estimates produced by the data augmentation (DA) and LOD/2 methods. One thousand generated datasets were constructed containing 100 observations on a 10x10 regular grid or lattice. The data were simulated using the isotropic exponential parameterization of the spatial covariance matrix as outlined in section 2 with parameter values of μ = 0, τ 2 = 1, σ 2 =5, φ=10 and % censored = 20%. To finish the specification of the Bayesian model, proper diffuse priors, centered at the truth, were specified.
Estimates for the parameters μ, τ 2 , σ 2 and φ were taken to be the median of the simulated posterior distributions. Summary of the estimates for μ, τ 2 , σ 2 and φ across the 1000 simulated datasets are displayed in In addition to investigating point estimates, lengths of 95% equal-tail credible intervals were also computed. Summary results are presented in Table 3 . As seen with point estimates, intervals for τ 2 and σ 2 tended to be larger with the use of data augmentation. Intervals for σ 2 and φ tended to be large, with a few intervals for φ being quite large. This lack of precision in estimating the spatial range parameter φ may be attributed to the sample size. With only 100 observations, in which 20% are censored, it maybe quite difficult to estimate the spatial range parameter with any precision. 
Insert

Prediction
The second simulation study compared the error in prediction produced using the data augmentation method to the prediction error resulting from replacing the censored observations with half their level of detection. To investigate, 50 simulated datasets were constructed on a regular 15 x 15 lattice with 5 units between nearest
neighbors. This resulted in 225 observations per dataset. The datasets were simulated using the spatial exponential model described in section 3 using parameter values of The prediction stage of the analysis was completed using the Bayesian prediction method outlined in section 2. The prediction at a given location i,ŷ i , was then taken to be the median of the simulated predicted distribution. Using these predictions and the truth, the estimated mean prediction error (MPE) and mean squared prediction error (MSPE) were computed for each simulated dataset (i.e.
Each simulated dataset was analyzed twice; once using data augmentation for the handling of the censored observations and once using the LOD/2 method.
Results are displayed in Table 4 .
Insert Table 4 : Summary of mean prediction error and mean squared prediction error Table 4 illustrates the fact that the data augmentation method not only produces better parameter estimates, but also better predictions. Across the 50 simulated datasets, data augmentation produced smaller MSPEs, with the except of one simulated dataset. In addition to the LOD/2 method producing larger MSPEs, with the largest MSPE being 5.798, each simulated dataset produced MPE greater than 0 (i.e.
(ŷ i − y i )/n > 0). Hence, the LOD/2 method is over-estimating when it comes to prediction.
Robustness to model misspecification
The last simulation study investigated robustness to misspecification of the spatial covariance model. Data sets were generated with 225 observations on a regular 15
x 15 lattice, with 5 units between nearest neighbors, using either an exponential, a
Gaussian or a spherical covariance model. Parameters were set to μ = 0, τ 2 = 2, The median of each posterior distribution was used as the prediction at that location.
Overall prediction accuracy was summarized using the mean square prediction error (MSPE), computed for the 112 locations not used in parameter estimation. Results are reported as the median MSPE across the 100 data sets (Table 5 ).
The median MSPE is smallest when data are analyzed using the correct model,
i.e. the model used to generate the data. However, the increase in median MSPE is small (8% or less) when the wrong model is used. Predictions are reasonably robust to misspecification of the spatial covariance function, at least among the three isotropic models considered here. All samples were analyzed according to USEPA approved procedures. The clean-up criteria for dioxin is 1 μg/kg (Zirschky & Harris, 1986) .
Insert
Model specification
The Bayesian spatial model with the exponential correlation structure described in section 2 assumes normality and spatial isotropy. The distribution of dioxin concentrations was skewed and thus a log transformation was applied to the original observations. Exploratory analysis of the spatial correlation suggested geometric anisotropy. The dependency at lag distances of 10 m in the Y direction (perpendicular to the road) was similar to that at lag distances of 1000 m in the X direction (parallel to the road). After dividing the X coordinate by 100 the isotropy assumption seemed reasonable.
The analysis was completed using an exponential covariance structure with prior The chain was run for 10,000 iterations, excluding the first 500 iterations for burn-in.
Convergence was checked via time-series plots constructed for each parameter.
For comparison to the DA estimates that account for spatial correlation, the mean and variance of the log transformed observations were estimated using two non-spatial estimators. Maximum likelihood estimates assuming a normal distribution were computed by numerically maximizing the log-likelihood function (Helsel, 2005) . A 95% confidence interval for the mean was computed using a Z quantile and the asymptotic standard error from the numerical Hessian matrix. Nonparametric estimates of the mean, the variance, and the standard error of the mean were computed from the Kaplan-Meier estimate of the cumulative frequency distribution (Helsel, 2005) .
Computations were done in R, using the optim function and the NADA package (Lee, 2005) .
Results
Summaries comparing the spatial analysis using data augmentation (DA) for censored observations to the method that replaces the censored observations with half the level of detection (LOD/2) or the level of detection (LOD) are presented in Table 6. Table 6 displays medians and 95% credible intervals for the parameters μ, τ 2 , σ 2 , and φ. From these results, one notices in addition to difference in posterior medians, the data augmentation procedure produced larger variability in the approx- The nonparametric Kaplan-Meier (KM) estimate of the mean is close to the spatial DA estimate, but the KM estimate of the variance is less than half of the comparable quantity, τ 2 + σ 2 from the spatial model (Table 7 ). The underestimation of the variance is likely a consequence of the large number of values censored at the smallest observed dioxin concentration, 0.1. In contrast, the parametric log-normal MLE of the mean is smaller than the spatial estimate, but the MLE of the variance is about the same. As expected, 95% ML and KM confidence intervals for the mean dioxin concentration (Table 7) are much narrower than the DA intervals because the ML and KM estimates ignore the positive spatial dependence.
Insert Table 7 : Dioxin: Estimated mean, 95% confidence interval for the mean, and variance of log transformed concentrations using maximum
likelihood (ML) and Kaplan-Meier (KM) here
Since the goal of this study is the identification of areas requiring clean-up based on a criteria of 0 ln(μ/kg), since 1 μ/kg is the clean-up criteria on the original scale,
Bayesian prediction results are presented in Figure 3 . Lastly, sensitivity analysis was performed to investigate the impact of the prior distributions on the parameter estimates. Two more analyses were completed using
Comparison of parameter estimates for the primary analysis and the two additional analyses can be seen in Table 8 . As Table 8 presents, there are only small differences among the three analyses in terms of parameter estimation, 20 with the largest differences for the estimation of μ. Overall, the priors used in the primary analysis seem appropriate. We have illustrated the use of data augmentation for the analysis of spatially correlated data in which some of the observation are censored within a measurement error Bayesian spatial model. We also discussed the process of spatial prediction for unobserved locations using the augmented data and parameter estimates. The data augmentation procedure for censored spatial data was illustrated and compared to the LOD/2 and LOD methods using an environmental contamination site in Missouri. In addition, three simulation study were conducted to investigate properties of estimation, prediction and robustness of data augmentation to misspecification of the spatial dependency.
Insert
The use of a model involving a spatial random effect allowed for imputation of the censored observations to be completed using truncated univariate normal distri- Likewise, the geometric anisotropy present in the Missouri dataset lead to simplification of the analysis. The data augmentation method does not require isotropy or geometric anisotropy. The procedure can be extended to cases involving directional dependence where simple techniques/solutions to handle directional dependence are not applicable, such as modeling the directional dependency (Cressie, 1993; Ecker and Gelfand, 1999; Ecker and Gelfand, 2003) . Also, trend could be accommodated by using a more complicated model for the mean. The procedure could also be extended to other Gaussian Bayesian spatial models and other forms of censoring (e.g. right censoring, interval censoring). In addition to extension to various forms of censoring and Bayesian spatial models, the data augmentation method can be extended to non-Gaussian models and conditionally specified models (Diggle, Tawn, Moyeed, 1998; Fridley, 2003) .
In addition to the extension of the method to different models, sensitivity analysis with respect to the prior distributions needs to be done. The data augmentation procedure for the analysis of censored spatial data can also be extended to a fully 22 hierarchical Bayesian model using hyper-priors. Care must be taken when specifying prior distributions in the setting of spatial analysis to ensure proper joint distributions, especially when augmenting missing or censored values (Schafer, 1997 ).
In conclusion, this paper presents the use of data augmentation for the analysis of censored spatial data, which occurs often in environmental applications. Data augmentation produces more accurate parameter estimates as opposed to the common method of replacing the censored observations with half the level of detection.
Along with producing biased parameter estimates, the common practice of replacing censored observations with a function of the level of detection under-estimates the variability in the approximated marginal densities. This under-estimation of the variability parameters and the variability in the marginal densities was also found when applying the data augmentation method in the context of a Bayesian conditionally specified Gaussian model (Fridley, 2003) . Data augmentation can be easily applied to analyze censored spatial data, producing more accurate marginal posterior distributions and predictions. The difference in predicted contamination levels between the ad hoc methods and the data augmentation method can vary (as seen in the simulation studies and the dioxin study), with moderate differences in the size of the regions requiring clean-up of the contamination between the two methods, as seen in the dioxin study, to more extreme differences in the size of the regions requiring clean-up, depending on the amount of censored data, level of detection(s) and required clean-up level for the contaminate. 
