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Abstract
We build on the formalism developed in [21] to propose new representations of solutions to
Stein equations. We provide new uniform and non uniform bounds on these solutions (a.k.a. Stein
factors). We use these representations to obtain representations for differences between expectations
in terms of solutions to the Stein equations. We apply these to compute abstract Stein-type bounds
on Kolmogorov, Total Variation and Wasserstein distances between arbitrary distributions. We
apply our results to several illustrative examples, and compare our results with current literature on
the same topic, whenever possible. In all occurrences our results are competitive.
Keywords: Stein’s method, Stein equations, Stein factors, Kolmogorov distance, Wasserstein distance,
Total variation distance, Integral probability metrics.
1 Introduction
Consider two random variables Xn, X∞ ∈ IR such that L(Xn) ≈ L(X∞). It is of course of great
importance to be able to quantify this proximity in terms of a relevant quantity D(Xn, X∞), say.
The literature contains many such discrepancy metrics, including Hellinger, Le´vy, Prokhorov, f -
divergences, relative entropy, ... See e.g. [26] for an overview. In this paper we shall focus on the
following three:
• Kolmogorov distance: Kol(Xn, X∞) = supz∈IR |P(Xn ≤ z)− P(X∞ ≤ z)|
• Total Variation distance: TV(Xn, X∞) = supB⊂IR |P(Xn ∈ B)− P(X∞ ∈ B)|
• Wasserstein distance: Wass(Xn, X∞) =
∫∞
−∞ |P(Xn ≤ z)− P(X∞ ≤ z)|dz
It is generally non-trivial to determine bounds L1 ≤ D(Xn, X∞) ≤ L2 with L1, L2 meaningful and
computable quantities. Such bounds typically depend on the choice of metric, as well as the nature
of the “target” law (L(X∞), say) and of the “approximating” law (L(Xn), say). Famous examples
include the following:
Example 1.1 (Berry-Esseen bound ∼ 1942). Let Xn = n−1/2
∑n
i=1Xi with Xi iid mean 0 variance
1 and X∞ ∼ N (0, 1). Then Kol(Xn, X∞) ≤ Cn−1/2E
[|X1|3] for C ∈ (0.40973, 0.4748).
Example 1.2 (Le Cam’s inequality ∼ 1960). Let Xn =
∑n
i=1Xi with Xi
ind∼ Bern(θi) and X∞ ∼
Poi(λ) with λ =
∑n
i=1 θi. Here and throughout we write a ∧ b = min(a, b) and a ∨ b = max(a, b).
Then (1 ∧ λ−1)∑ni=1 θ2i /32 ≤ TV(Xn, X∞) ≤ (1− e−λ)λ−1∑ni=1 θ2i .
Examples 1.1 and 1.2 illustrate situations wherein the target law is easy and explicit while the
approximating is unknown and unfathomable. There is also interest for situations wherein both the
target and the approximating distributions are known explicitly.
Example 1.3 ([17]). • TV(Hyp(N,L, n),Bin(n,L/N)) ≤ (n− 1)/N.
• TV(Bin(n, λ/n),Poi(λ)) ≤ 1−
(
1− dλen
)1/2
.
• TV(Beta(a, b),Gamma(a, a+ b)) ≤ 1−
(
1− a+1a+b
)1/2
∗Universite´ de Lie`ge.
†Universite´ libre de Bruxelles.
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There are many ways to prove estimates such as those provided in Examples 1.1, 1.2, and 1.3,
such as Fourier methods, couplings or, whenever possible, direct analysis of the densities involved.
In this paper we will consider the well-known Stein’s method. Our approach builds upon recent
results from [21, 22]. In those papers it is shown that one can associate to any X∞ two linear
operators T `∞ and L`∞ such that the “Stein identities”
Cov[f(X∞), g(X∞)] = E
[−L`∞f(X∞)∆−`g(X∞)] (1.1)
E
[(T `∞f(X∞))g(X∞)] = −E [f(X∞)∆−`g(X∞)] (1.2)
are valid for all sufficiently regular functions f, g (here ∆−` is a generalized differential operator, see
Section 2.1 for explicit expressions).
Example 1.4. Take X∞ standard Gaussian with density ϕ(x) = (2pi)−1e−x
2/2. Then ` = 0,
T 0∞f(x) = f ′(x)− xf(x), L∞f(x) = ex
2/2
∫ x
−∞(f(u)−E[f(X∞)])du, so that (1.1) and (1.2) read as
Cov[f(X∞), g(X∞)] = E
[(
eX
2
∞/2
∫ X∞
−∞
(E[f(X∞)]− f(u))e−u2/2du
)
g′(X∞)
]
E
[(
f ′(X∞)−X∞f(X∞)
)
g(X∞)
]
= −E [f(X∞)g′(X∞)]
which hold for all f ∈ L1(ϕ) and absolutely continuous functions g. Both identities are a straightfor-
ward consequence of Fubini’s theorem.
If, in (1.1) or (1.2), we take expectations with respect to Xn rather than X∞, absence of equality
in either identities for some functions f, g indicates absence of equality between the laws of Xn and
X∞. Stein’s method consists in transforming this observation into estimates on relevant probability
distances between the laws of Xn and X∞. More precisely, the method advocates to fix f in (1.1) or
(1.2) some “well chosen” function (e.g. f(x) = 1, but this is not always ideal) and use the numbers
SA(Xn, X∞,G) := sup
g∈G
∣∣Cov[f(Xn), g(Xn)] + E [(L`∞f(Xn))∆−`g(Xn)]∣∣
SB(Xn, X∞,G) := sup
g∈G
∣∣E [(T `∞f(Xn))g(Xn) + f(Xn)∆−`g(Xn)]∣∣
(with G “some class of functions” to be determined) to quantify the difference between the laws of
Xn and X∞.
Example 1.5. If X∞ is standard normal, fixing f(x) = x in (1.1) (or f(x) = 1 in (1.2)) leads to
the discrepancy measure supg∈G |E[g′(Xn)−Xng(Xn)]| which, in light of Stein’s characterization of
the normal distributon, is 0 if and only if Xn is itself Gaussian – at least when G is a sufficiently
large class of test functions. Other choices of f are possible, see [27].
Before diving into the study of the numbers S•(Xn,X∞,G), it is first necessary to argue as to
why such numbers indeed metrize convergence in distribution in terms of relevant metrics. To this
end, it suffices to notice that discrepancies S•(Xn, X∞,G) contain (at least formally) any distance
that can be represented as an Integral Probability Metric (IPM):
DH(Xn, X∞) = sup
h∈H
|Eh(Xn)− Eh(X∞)|. (1.3)
To see why this holds true, fix f = η in (1.1) or f = c in (1.2) (the difference in notation is cosmetic
but will help at a later stage) and consider the Stein equations
(η(x)− Eη(X∞))gh(x) +
(L`∞η(x))∆−`gh(x) = h(x)− Eh(X∞) (1.4)
T `∞c(x)g∗h(x) + c(x)∆−`g∗h(x) = h(x)− Eh(X∞) (1.5)
for all x ∈ S(p∞). Lemma 2.11 in [21] guarantees that if H is reasonable, then for any well-chosen η
or c, to every h ∈ H we can associate (uniquely) a function gh or g∗h such that either (1.4) or (1.5)
holds at all x in the support of the law of X∞. Let GH = {gh |h ∈ H} and G∗H = {g?h |h ∈ H} be
the collection of all these solutions. Then simple computations show that
DH(Xn, X∞) = SA(Xn, X∞,GH) = SB(Xn, X∞,G∗H).
In other words, under non-stated regularity conditions which basically require that all quantities be
defined, the IPMs (1.3) can be interpreted as specific instances of Stein’s discrepancies S•.
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Example 1.6. Still in the case where X∞ is standard Gaussian, fix η = Id the identity function in
(1.4) (or, equivalently, c = 1 in (1.5)) and consider the Stein equation
g′(x)− xg(x) = h(x)− Eh(X∞) (1.6)
over x ∈ R. For each h ∈ L1(X∞) there exists a unique bounded solution given by gh(x) =
ex
2/2
∫ x
−∞(h(u)− Eh(X∞))eu
2/2du (we recognize the operator −L0∞ from the previous example), so
that
DH(Xn, X∞) = sup
h∈H
|E[g′h(Xn)−Xngh(Xn)]|
and all IPMs with Gaussian target are indeed Stein discrepancies.
Many classical metrics can be represented as IPMs, most notably for us the Kolmogorov, Total
Variation and Wasserstein distances with respective classes
HKol = {h(x) = I[x ∈ (−∞, z]] such that z ∈ R}
HTV = {h(x) = I[x ∈ B] such that B ∈ B(R)}
HWass = Lip(1) = {h(x) such that |h(x)− h(y)| ≤ |x− y| for all x, y ∈ R}
To summarize what has just been written, the heuristic behind our version of Stein’s method for a
metric of the form (1.3) is to tackle the problem of bounding an IPM by contemplating the identities
DH(Xn, X∞) = sup
h∈H
∣∣E [(η(x)− Eη(X∞))gh(x) + (L`∞η(x))∆−`gh(x)]∣∣
= sup
h∈H
∣∣E [T `∞c(Xn)gh(Xn) + c(Xn)∆−`gh(Xn)]∣∣
where gh(x) is solution to either (1.4) (first case) or (1.5) (second case). It remains of course to be
able to choose η or c in such a way that the resulting expressions are tractable and the corresponding
solutions gh are well behaved.
It is now extremely well documented that, for many classical targets (particularly the normal and
Poisson), this approach is powerful because there are many handles for dealing with the quantities
S•, be it via exchangeable pairs, zero- and size bias, Malliavin-Stein, etc. We refer the reader to [2],
[11] and [33] (among many other possible references) for an in-depth overview of a broad variety of
applications around the Gaussian and Poisson cases. In this paper, we adopt the abstract formalism
developed in [21, 22] to provide a new point of view on the properties of the solutions to equations
(1.4) and (1.5). Our results are of two main types.
• The first, developed in Section 2.3, is of a classical nature within the theory on Stein’s method,
and summarized in Proposition 2.27: we provide explicit uniform and non-uniform bounds
on the solutions to Stein equations and on their derivatives. In all the examples we have
considered, our bounds are easily computed and competitive with existing bounds (whenever
there are competitors available). For instance, applying our bounds to the Gaussian case leads
(see Example 2.31) to the fact that the solutions to equation (1.6) satisfy
|g(x)| ≤ min
(
κ1
Φ(x)(1− Φ(x))
ϕ(x)
, κ2
)
≤ min
(
κ1
1
2
√
pi
2
, κ2
)
|g′(x)| ≤ κ1
(
1 + |x|Φ(x)(1− Φ(x))
ϕ(x)
)
≤ 2κ1
|g′(x)| ≤ 2κ2 min
(
|x|,
∫ x
−∞ Φ(u)du
∫∞
x
(1− Φ(u))du
ϕ(x)
)
≤ 2κ2 min
(√
2
pi
, |x|
)
where Φ is the standard normal cdf, κ1 ≤ 2‖h‖∞ and κ2 ≤ ‖h′‖∞. In the body of the article
we also compute the bounds the Poisson (Example 2.33) and the exponential (Example 2.32).
Other targets are covered in the supplementary material to this article.
• Our second main result is developed in Section 3, where we propose probabilistic representations
of differences between expectations which allow to dispense with the need to bound solutions
to Stein equations. As applications we provide new representations for (and bounds on)
the Kolmogorov, Total Variation and Wasserstein distances whenever the target and the
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approximating random variables are continuous w.r.t. the same dominating measure. For
instance in the case of a Gaussian target we obtain (see Example 3.7) that if Xn ∼ pn has
support an interval in IR and score function ρn(x) then
Kol(Xn, X∞) = sup
z
∣∣∣∣E [(Xn + ρn(Xn))Φ(Xn ∧ z)Φ¯(Xn ∨ z)ϕ(Xn)
]∣∣∣∣
≤ E
[
|Xn + ρn(Xn)|Φ(Xn)Φ¯(Xn)
ϕ(Xn)
]
≤ 1
2
√
pi
2
E [|Xn + ρn(Xn)|] ,
and also provide bounds on Total Variation and Wasserstein distances. We also compare,
whenever possible, with other available bounds. Our results appear to be competitive with or
improve on the current literature on the topic.
The structure of the paper is as follows. We begin by recalling the formalism of Stein’s method
in Section 2.1. We discuss the properties of solutions to Stein equations in Section 2.2, and provide
explicit uniform and non uniform bounds in Section 2.3. In Section 3 we provide new representations
for and bounds on the IPMs between densities sharing a common dominating measure, and we
apply these in several examples. Most proofs are either omitted or delayed to the Appendix. Many
more computations are made available in the supplementary material.
2 Stein operators, equations and solutions
2.1 Formalism
We start by recalling the formalism introduced in [21]. Let X∈ B(IR) and equip it with some
σ-algebra A and σ-finite measure µ. Let X be a random variable on X , with induced probability
measure PX which is absolutely continuous with respect to µ; we denote by p the corresponding
probability density function (pdf or pmf), and its support by S(p) = {x ∈ X : p(x) > 0}. We also
let P be the cdp of p, and P¯ = 1− P its survival function. As usual, L1(p) is the collection of all
real valued functions f such that E|f(X)| <∞. Although we could in principle keep the discussion
to come very general, in order to make the paper more concrete and readable we shall often restrict
our attention to distributions satisfying the following Assumption.
Assumption A. The measure µ is either the counting measure on X = Z or the Lebesgue measure on
X = IR. If µ is the counting measure then there exist a<b ∈ Z∪{−∞,∞} such that S(p) = [a, b]∩Z.
If µ is the Lebesgue measure then there exist a, b ∈ IR ∪ {−∞,∞} such that S(p)o =]a, b[ and
S(p) = [a, b]. Moreover, the measure µ is not point mass.
Let ` ∈ {−1, 0, 1}; we assume this throughout the paper and do not recall it. In the sequel we
shall restrict our attention to the following three derivative-type operators:
∆`f(x) =
{
f ′(x), if ` = 0;
1
` (f(x+ `)− f(x)) if ` ∈ {−1,+1},
with f ′(x) the weak derivative defined Lebesgue almost everywhere, ∆+1(≡∆+) the classical forward
difference and ∆−1(≡∆−) the classical backward difference. Whenever ` = 0 we take µ as the
Lebesgue measure and speak of the continuous case; whenever ` ∈ {−1, 1} we take µ as the counting
measure and speak of the discrete case. There are two choices of derivatives in the discrete case,
only one in the continuous case. We let dom(∆`) denote the collection of functions f : IR→ IR such
that ∆`f(x) exists and is finite µ-almost surely. In the case ` = 0, this corresponds to all absolutely
continuous functions; in the case ` = ±1 the domain is the collection of all functions on Z. Finally,
throughout the paper, we will use the notation a` = I[` = 1] and b` = I[` = −1].
Definition 2.1 (Canonical Stein operators). Let X ∼ p. The canonical (`-)Stein operator is
T `p f(x) =
∆`(f(x)p(x))
p(x)
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with the convention that T `p f(x) = 0 for all x /∈ S(p). The canonical pseudo-inverse (`-)Stein
operator is, for h ∈ L1(p),
L`ph(x) =
1
p(x)
∫ x−a`
a
(h(u)− E[h(X)])p(u)µ(du) = 1
p(x)
∫ b
x+b`
(E[h(X)]− h(u))p(u)µ(du) (2.1)
for all x ∈ S(p) and L`ph(x) = 0 for all x /∈ S(p). If ` = 1 (resp., ` = −1) we call the operators
forward (resp., backward), denoted T +p (resp., T −p ) and L+p (resp., L−p ).
One can check (see [21]) the following results.
Theorem 2.2 ([21]). Let F (0)(p) = {f ∈ L1(p) : E[f(X)] = 0} and F (1)` (p) = {f ∈ dom(∆`) :
∆`(fp)I[S(p)] ∈ L1(µ) and ∫S(p) ∆`(fp)(x)µ(dx) = E [T `p f(X)] = 0}. Then T `p f ∈ F (0)(p) for all
f ∈ F (1)` (p) and L`ph ∈ F (1)` (p) for all h ∈ L1(p). Moreover T `p (L`ph(x)) = h(x)− IE[h(X)] for all
x ∈ S(p) for all h ∈ L1(p) and L`p(T `p h(x)) = h(x) on the subclass of centred (i.e. IE[h(X)] = 0)
functions in L1(p) ∩ F (1)` (p).
Functions of the form x 7→ T `p f(x) or x 7→ L`ph(x), for given special choices of f, h, will play a
crucial role in the sequel. Of particular importance is the choice of the constant function f(x) = 1,
on the one hand, and the identity function h(x) = Id(x) on the other hand. This leads to the next
Definition (see [21]).
Definition 2.3. The score function of p is ρ`p(x) = T `p 1(x) = ∆`p(x)/p(x); if p has finite mean
then its Stein kernel is τ `p(x) = −L`pId(x).
Example 2.4 (Gaussian target). Consider a standard Gaussian target with density ϕ(x) ∝ e−x2/2.
Then ` = 0. Simple computations show that ρϕ(x) = −x and τϕ(x) = 1.
Example 2.5 (Exponential target). Consider a rate λ exponential target with density pexp(x) =
λe−λxI[x ≥ 0]. Then ` = 0. Simple computations show that ρexp(x) = −λI[x ≥ 0] and τexp(x) =
x/λI[x ≥ 0].
Example 2.6 (Poisson target). Consider the discrete Poisson target density ppois(x) = e
−λλx/x!I[x ≥
0]. Then, ` = −1 or 1. Simple computations show that ρ+pois(x) = λ/(x+1)−1 and ρ−pois(x) = 1−x/λ,
τ+pois(x) = x and τ
−
pois(x) = λ in all cases for x ∈ IN, and 0 elsewhere.
Stein operators satisfy the product rule
T `p (f(x)g(x− `)) =
(T `p f(x))g(x) + f(x)(∆−`g(x)).
for all f, g. This observation leads to the next definition:
Definition 2.7 (Standardizations of the operator). Let dom(T `p ) be the collection of functions
such that c(·)p(·) belongs to dom(∆`). A standardization of the canonical operator T `p is any linear
operator of the form Ag = T `p (c(·)g(· − `)) for some c ∈ dom(T `p ). That is,
Ag(x) = T `p c(x)g(x) + c(x)∆−`g(x). (2.2)
Given some function c, the corresponding standardized Stein class is the collection F(A) of test
functions g such that c(·)g(· − `) ∈ F (1)` (p) and c(·)∆−`g(·) ∈ L1(p).
By the definitions, it is evident that E[Ag(X)] = 0 for all g ∈ F(A). Moreover, we have
E[Ag(X)] = E[c(X)∆−`g(X)] + E[T `p c(X)g(X)] = 0 (2.3)
for all such g. Equation (2.3) is a Stein identity ; such identities have many applications, see [21, 22].
Identities (1.1) and (1.2) can be seen to be of the form (2.3); hence these are in particular the
starting point of Stein’s method.
Remark 2.8. Another way of writing (2.2) is to insert c = L`pη in (2.2), for η well chosen, leading
to the alternative definition
Ag(x) = T `p
(L`pη(·)g(· − `)) (x) = (η(x)− E[η(X)])g(x) + L`pη(x)(∆−`g(x)) (2.4)
which acts on the Stein class F(A`,ηp ) of functions g such that L`pη(·)g(· − `) ∈ F (1)` (p). Although
such operators generally have very good properties, they do not make for a very good starting point
as we will want to consider coefficients with less regularity than L`pη.
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Remark 2.9. The most common examples of functions c are c(x) = 1 and c(x) = τ `p(x); many
other choices are of course possible.
Example 2.10 (Gaussian target). Consider a Gaussian target as in Example 2.4. Taking c(x) = 1
in (2.2) (or η(x) = −x in (2.4)) leads to the classical operator Ag(x) = g′(x) − xg(x) acting on
F(A) the collection of test functions such that ∫∞−∞ |(g(x)ϕ(x))′|dx <∞ and limx→∞ g(x)ϕ(x) =
limx→−∞ g(x)ϕ(x). This is satisfied by all differentiable functions such that g′ ∈ L1(ϕ), which is the
classical class of test functions in this case, see e.g. [33, Lemma 3.1.2]. Other choices of functions c
are possible, leading to other operators for the standard Gaussian.
Example 2.11 (Exponential target). Consider an exponential target as in Example 2.5.
• Taking c(x) = 1 in (2.2) leads to the operator A1g(x) = (g′(x)−λg(x))I[x ≥ 0], acting on F(A1)
the collection of test functions such that
∫∞
0
|(λg(x)e−λx)′|dx <∞ and limx→∞ λg(x)e−λx =
g(0). In particular all functions g such that g(0) = 0 and g′ ∈ L1(pexp) are in this class.
• Taking η(x) = −x in (2.4) (or c(x) = x/λ in (2.2)) leads to the operator A2g(x) =
(x/λg′(x) − (x − 1/λ)g(x))I[x ≥ 0] acting on F(A2) the collection of test functions such
that
∫∞
0
|(λxg(x)e−λx)′|dx <∞ and limx→∞ xg(x)e−λx = 0. In particular all functions g such
that xg′(x) are in L1(pexp).
Example 2.12 (Poisson target). Consider a Poisson target as in Example 2.6.
• Taking c(x) = 1 in (2.2) leads to the operators A+1 g(x) =
(
(λ/(x+1)−1)g(x)+∆−g(x))I[x ≥ 0]
and A−1 g(x) =
(
(1− x/λ)g(x) + ∆+g(x))I[x ≥ 0] acting respectively on F(A+1 ) the collection
of test functions such that
∑∞
x=0 |∆+(g(x)ppois(x))| <∞ and limx→∞ g(x)ppois(x) = g(0)e−λ
(in particular all functions g such that g(0) = 0 and ∆+g ∈ L1(ppois) are in this class)
and F(A−1 ) the collection of test functions such that
∑∞
x=0 |∆−(g(x)ppois(x))| < ∞ and
limx→∞ g(x)ppois(x) = 0 (in particular all functions g such that ∆−g ∈ L1(ppois) are in this
class).
• Taking η(x) = −x in (2.4) leads to the operators A+2 g(x) =
(
(λ− x)g(x) + x∆−g(x))I[x ≥ 0]
and A−2 g(x) =
(
(λ− x)g(x) + λ∆+g(x))I[x ≥ 0] acting respectively on F(A+2 ) the collection
of test functions such that
∑∞
x=0 |∆+(xg(x)ppois(x))| < ∞ and limx→∞ xg(x)ppois(x) = 0
and F(A−2 ) the collection of test functions such that
∑∞
x=0 |∆−(λg(x)ppois(x))| < ∞ and
limx→∞ λg(x)ppois(x) = 0.
Remark 2.13. If c ∈ F (1)` (p), then F(A) always contains the constant functions g(x) = α ∈ IR.
For instance in the exponential case, F(A2) contains constant functions, whereas F(A1) does not.
The final ingredient of the theory is a family of equations called Stein equations.
Definition 2.14 (Stein equation). Let c ∈ dom(T `p ) be such that c(x) 6= 0 for all x ∈ int(S(p)) the
interior of the support (in the discrete case we call {a + 1, . . . , b − 1} the interior). The c-Stein
equation for p is
T `p c(x)g(x) + c(x)∆−`g(x) = h(x)− E
[
h(X)
]
=: h¯(x) (2.5)
considered at all x ∈ S(p).
In [21, Lemma 2.11] we provide conditions under which, for any h ∈ L1(p), there exists a solution
g ∈ F(A) to (2.5) and (1.4) whose derivative is well defined almost everywhere.
Lemma 2.15 (Stein solution). The solution to (2.5) is gp,`,ch =: g defined by
g(x) =
L`ph(x+ `)
c(x+ `)
. (2.6)
with the convention that g(x) = 0 for all x+ ` outside of S(p). This function admits a derivative
defined almost everywhere as
∆−`g(x) =
h¯(x)− T `p c(x)g(x)
c(x)
(2.7)
=
h¯(x)c(x+ `)− T `p c(x)L`ph(x+ `)
c(x)c(x+ `)
(2.8)
at all x ∈ int(S(p)). Moreover, in the discrete case, if S(p) = IN ∩ [a, b], then ∆−`g(a) = g(a+ b`)
and ∆−`g(b) = −g(b− a`).
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Example 2.16 (Gaussian target). Consider a Gaussian target as in Example 2.10. The operator
leads to the Stein equation g′(x)− xg(x) = h(x)− Eh(X) whose solution in F(A) is given by
g(x) = ex
2/2
∫ x
−∞
(h(u)− Eh(X))e−u2/2du. (2.9)
Illustrations are provided for h(x) = I[x ≤ ξ] indicator of half lines in Lemma 2.19 and Figure 1.
Example 2.17 (Exponential target). Consider an exponential target as in Example 2.11. The first
operator A1 leads to the Stein equation g′1(x)− λg1(x) = h(x)−E[h(X)] on [0,∞) whose solution in
F(A1) is given by
g1(x) =
(
eλx
∫ x
0
(h(u)− Eh(X))e−λudu
)
I[x ≥ 0]. (2.10)
Illustrations are provided for h(x) = I[x ≤ ξ] indicator of half lines in Lemma 2.19 and Figure 2.
The second operator A2 leads to the Stein equation x/λg′2(x)− (x− 1/λ)g2(x) = h(x)− E[h(X)]
(still restricted to [0,∞)) whose solution in F(A2) is given by
g2(x) =
(
λ
x
eλx
∫ x
0
(h(u)− Eh(X))e−λudu
)
I[x ≥ 0]. (2.11)
Illustrations are provided for h(x) = I[x ≤ ξ] indicator of half lines in Lemma 2.19 and Figure 3.
Example 2.18 (Poisson target). Consider a Poisson target as in Example 2.12. The first operators
A+1 and A−1 leads to the Stein equations (λ/(x + 1) − 1)g(x) + ∆−g(x) = h(x) − IE[h(X)] and
(1−x/λ)g(x) + ∆+g(x) = h(x)− IE[h(X)] on positive integers whose solutions in F(A+1 ) and F(A−1 )
are given by
g+1 (x) =
 1
ppois(x+ 1)
x∑
j=0
(h(j)− Eh(X))ppois(j))
 I[x ≥ 0],
g−1 (x) =
 1
ppois(x− 1)
x−1∑
j=0
(h(j)− Eh(X))ppois(j))
 I[x > 0].
Illustrations are provided for the point mass h(x) = I[x = ξ] in Lemma 2.20 and Figure 4.
The other operators A+2 and A−2 leads to the Stein equations (λ− x)g(x) + x∆−g(x) = h(x)−
IE[h(X)] and (λ − x)g(x) + λ∆+g(x) = h(x) − IE[h(X)] on positive integers whose solutions in
F(A+2 ) and F(A−2 ) are given by
g+2 (x) =
 1
(x+ 1)ppois(x+ 1)
x∑
j=0
(h(j)− Eh(X))ppois(j))
 I[x ≥ 0], (2.12)
g−2 (x) =
 1
λppois(x− 1)
x−1∑
j=0
(h(j)− Eh(X))ppois(j))
 I[x > 0]. (2.13)
Illustrations are provided for the point mass h(x) = I[x = ξ] in Lemma 2.20.
In the sequel we shall focus on four different classes of test functions H: (i) Lipschitz, (ii)
indicators of Borel sets, (iii) indicators of half-lines, and (iv) Dirac deltas. As mentioned in the
Introduction, these choices correspond in the Steinian approach to some of the more classical integral
probability metrics, namely the Wasserstein distance (case (i)), the total variation distance (cases
(ii) and (iv), and the Kolmogorov distance, case (iii). There is, however, in principle no need to
restrict only to this choice of classes of test functions.
2.2 The solutions to Stein equations
We study the solutions gh and their derivatives ∆
−`gh from Lemma 2.15.
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Figure 1: Solution (2.14) (left plot) and absolute value of its derivative (2.15) (right plot) for Gaussian target
with c(x) = 1 and, in both plots, ξ = −0.5 (orange curves), ξ = 0 (blue curves) and ξ = 1 (green curves)
Figure 2: Solution (2.14) (left plot) and absolute value of its derivative (2.15) (right plot) for exponential target
with c(x) = 1 and, in both plots, ξ = 0.5 (blue curves), ξ = 2 (orange curves) and ξ = 5 (green curves)
Lemma 2.19 (Lower half-line indicators, ` = 0). Let ` = 0 (i.e. p is absolutely continuous w.r.t.
the Lebesgue measure). If h(x) = I[x ≤ ξ], the Stein equation (2.5) for p is
T 0p c(x)g(x) + c(x)g′(x) = I[x ≤ ξ]− P (ξ).
The solutions (2.6) are
g(x) =
1
c(x)
P (ξ ∧ x)P¯ (ξ ∨ x)
p(x)
(2.14)
still with the convention that the functions are set to 0 outside support of p. The derivatives (2.7)
of these solutions are
g′(x) =
I[x ≤ ξ]− P (ξ)
c(x)
− T
0
p c(x)
c2(x)
P (ξ ∧ x)P¯ (ξ ∨ x)
p(x)
. (2.15)
Figure 3: Solution (2.14) (left plot) and and absolute value of its derivative (2.15) (right plot) for exponential
target with c(x) = x and, in both plots, ξ = .5 (blue curves), ξ = 2 (orange curves) and ξ = 5 (green curves)
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Figure 4: Solutions (2.17) (upper panels) and and absolute value of their derivatives (2.18) (lower panels) for
Poisson target of parameter 3 with c(x) = 1, ` = 1 (left plot) and ` = −1 (right plot) and, in all plots, ξ = 0.5
(blue curves), ξ = 1 (orange curves) and ξ = 2 (green curves)
Lemma 2.20 (Point mass, ` = ±1). Let ` = ±1 (i.e. p is absolutely continuous w.r.t. the counting
measure). Let P be the cdf of p and h(x) = I[x = ξ]. The Stein equation (2.5) for p is
T `p c(x)g(x) + c(x)∆−`g(x) = I[x = ξ]− p(ξ) (2.16)
and the solutions (2.6) are given by
g`ξ(x) =
p(ξ)
c(x+ `)p(x+ `)
(I[x ≥ ξ + b`]− P (x− b`)) (2.17)
If, moreover, c = τ `p then the derivatives (2.7) satisfy
∆−g+ξ (x) = ∆
+g−ξ (x) =
I[x = ξ]− p(ξ)
τ+p (x)
+
p(ξ)(I[x ≥ ξ]− P (x))
p(x)
(
1
τ−p (x)
− 1
τ+p (x)
)
(2.18)
Remark 2.21. The result of point mass can easily be extended to any Borel set. Following the
proof of [2, Lemma 1.1.1], for any A ⊂ S(p), the Stein equation (2.5) for p is
T `p c(x)g(x) + c(x)∆−`g(x) = IA(x)− IE[IA(X)]
and the solutions (2.6) are now given by
g`A(x) =
1
c(x+ `)p(x+ `)
∑
ξ∈A
p(ξ)I[x ≥ ξ + b`]− P (x− b`)IE[IA(X)]
 = ∑
ξ∈A
gξ(x)
if gξ is the solution of Stein equation (2.16) for the point mass function hξ(x) = I[x = ξ].
Lemmas 2.19 and 2.20 are facilitated by the explicit nature of the test functions. In order to
be able to deal with unspecified functions h, we first recall a result proved in [21], wherein it is
shown that the inverse operator (2.1) admits several probabilistic representations. Throughout the
section, all results are stated with the implicit assumption that all functions exist and that the
various expectations are defined.
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Lemma 2.22. We introduce the following notations: generalized indicator functions
χ`(x, y) = I[x+ a` ≤ y] and χ`(u, x, v) = χ`(u, x)χ−`(x, v) = I[u+ a` ≤ x ≤ v − b`],
the symmetric positive kernel
K˜`p(x, y) =
P (x ∧ y − a`)P¯ (x ∨ y − a`)
p(x)p(y)
.
Then, for all functions h ∈ L1(p), we have
−L`ph(x) =
−1
p(x)
E
[
χ`(X,x)
(
h(X)− E[h(X)])]
=
−1
p(x)
E
[(
χ`(X,x)− E[χ`(X,x)])(h(X)− E[h(X)])]
=
1
p(x)
E[(h(X2)− h(X1))χ`(X1, x,X2)]
= E
[
K˜`p(x,X)∆
−`h(X)
]
(2.19)
with X1, X2 independent copies of X.
The next useful lemma is easily proved along the same lines as the previous one.
Lemma 2.23. Define
R`p(x, y) = χ
−`(y, x)
P (y − a`)
p(y)
− χ`(x, y) P¯ (y − a`)
p(y)
=
1
p(y)
(
P (y − a`)− χ`(x, y)
)
.
Then
h¯(x) = E[R`p(x,X)∆−`h(X)]. (2.20)
Remark 2.24. It is easy to show that E
[
K˜`p(x,X)
]
= τ `p(x) (the Stein kernel of p), and E
[
R`p(x,X)
]
=
x− E[X].
With these notations in hand, the following result holds.
Lemma 2.25 (Representation formulae). The solutions (2.6) can be written:
g(x) = −E
[
(h(X2)− h(X1))χ`(X1, x+ `,X2)
]
p(x+ `)c(x+ `)
(2.21)
= −
E
[
K˜`p(x+ `,X)∆
−`h(X)
]
c(x+ `)
(2.22)
The derivatives (2.7) can be written:
∆−`g(x) =
h¯(x)
c(x)
+
T `p c(x)
c(x)
E[(h(X2)− h(X1))χ`(X1, x+ `,X2)]
c(x+ `)p(x+ `)
(2.23)
=
E
[(
R`p(x,X)c(x+ `) + T `p c(x)K˜`p(x+ `,X)
)
∆−`h(X)
]
c(x)c(x+ `)
. (2.24)
If, moreover, c ∈ F (1)` (p) then, setting η¯(x) = T `p c(x), the derivatives (2.7) can further be simplified
as:
∆−`g(x) =
E
[(
η¯(x)
(
h(X2)− h(X1)
)− h¯(x)(η(X2)− η(X1)))χ`(X1, x+ `,X2)]
p(x+ `)L`pη(x)L`pη(x+ `)
(2.25)
=
1
p(x+ `)L`pη(x)L`pη(x+ `)
×
(
IE
[
∆−`h(X)
P¯ (X − a`)
p(X)
χ`(x,X)
]
IE
[
∆−`η(X)
P (X − a`)
p(X)
χ−`(X,x)
]
− IE
[
∆−`h(X)
P (X − a`)
p(X)
χ−`(X,x)
]
IE
[
∆−`η(X)
P¯ (X − a`)
p(X)
χ`(x,X)
])
. (2.26)
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2.3 Stein factors
We start with the discrete case, by following arguments in [18, 2, 20] to obtain the following result.
Lemma 2.26 (Discrete case, point mass). Let ` = ±1. Consider g`ξ the solution to the Stein
equation
τ `p(x)∆
−`g(x)− (x− E[X])g(x) = I[x = ξ]− p(ξ) (2.27)
If the ratio P (x−1)
τ+p (x)p(x)
is non decreasing for x ≤ ξ and the ratio 1−P (x−1)
τ+p (x)p(x)
is non increasing for x > ξ
then
‖g`ξ‖∞ ≤ max
{
P (ξ − 1)
τ+p (ξ)
,
1− P (ξ)
τ−p (ξ)
}
, (2.28)
and
‖∆g`ξ‖∞ =
P (ξ − 1)
τ+p (ξ)
+
1− P (ξ)
τ−p (ξ)
≤

1−p(ξ)
τ+p (ξ)
if ξ ≤ IE[X]
1−p(ξ)
τ−p (ξ)
if ξ ≥ IE[X] (2.29)
≤ 1− p(ξ)
min{τ+p (ξ), τ−p (ξ)}
More generally, for any Borel set A,
‖g`A‖∞ ≤
∑
j∈A
p(j)
 sup
ξ∈A
{
1
τ+p (ξ)p(ξ)
,
1
τ−p (ξ)p(ξ)
}
(2.30)
and
‖∆g`A‖∞ ≤ sup
ξ∈A
(
P (ξ − 1)
τ+p (ξ)
+
1− P (ξ)
τ−p (ξ)
)
=: sup
ξ∈A
Bp(ξ) (2.31)
For general h, representations (2.21) to (2.26) lead to the following bounds.
Proposition 2.27. Let κ1(h) = supy∈S(p) h(y)− infy∈S(p) h(y) and κ2(h) = supy∈S(p) |∆−`h(y)|.
Let g be the function defined by (2.6). Suppose that c > 0 on the interior of the support of p. Then
1. If h is bounded then
|g(x)| ≤ κ1(h)P (x− b`)P¯ (x− b`)
p(x+ `)
1
c(x+ `)
(2.32)
and
∣∣∆−`g(x)∣∣ ≤ κ1(h) 1
c(x)
(
1 +
|T `p c(x)|
c(x+ `)
P (x− b`)P¯ (x− b`)
p(x+ `)
)
. (2.33)
2. If ∆−`h exists and is bounded then
|g(x)| ≤ κ2(h)
τ `p(x+ `)
c(x+ `)
(2.34)
and
∣∣∆−`g(x)∣∣ ≤ κ2(h)( |x− E[X]|
c(x)
+
|T `p c(x)|
c(x)
τ `p(x+ `)
c(x+ `)
)
. (2.35)
If, moreover, c ∈ F (1)` (p) is of the form c = −L`pη, then the following also hold true.
3. If h satisfies |h(x)− h(y)| ≤ k|η(x)− η(y)| then
‖g‖∞ ≤ k. (2.36)
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4. If h is bounded then
|∆−`g(x)| ≤ κ1(h) 1−L`pη(x)
(
1 +
|η¯(x)|
−L`pη(x+ `)
P (x− b`)P¯ (x+ a`)
p(x+ `)
)
. (2.37)
5. If ∆−`h exists and is bounded then
|∆−`g(x)| ≤ κ2(h) 1
p(x+ `)
(− L`pη(x))(− L`pη(x+ `))
×
(
IE
[
P¯ (X + b`)
p(X)
χ`(x,X)
]
IE
[
∆−`η(X)
P (X − a`)
p(X)
χ−`(X,x)
]
+ IE
[
P (X − a`)
p(X)
χ−`(X,x)
]
IE
[
∆−`η(X)
P¯ (X + b`)
p(X)
χ`(x,X)
])
(2.38)
In order to lighten the notations, in the sequel we write κj for κj(h), j = 1, 2.
Remark 2.28. We remark that for ` = 0 (the continuous case), the non uniform bounds in (2.34)
and (2.37) are exactly the optimal bounds for all Lipschitz-continuous functions h among all bounds
involving the factor κ2(h) = ‖h′‖∞, as demonstrated in [15, Proposition 3.13]. Taking ` = 0 and
c(x) = 1 leads to (improvements of) the bounds discussed in [9] (see their Lemma 4.1).
Remark 2.29. There exist many papers with bounds on Stein factors. There is often a difference
in scaling between our Stein equation and the one used in those papers, that is we use some function
η and the literature rather uses rη for some scalar factor r 6= 0. Such scaling obviously has an effect
on the bounds, which have to be divided by powers of |r| according to the occurrences of η in their
expressions.
Remark 2.30. An important reference on Stein factors is [16] who consider the case of a gamma
target. We do not recover their results exactly, because in that paper the equations are extended to
the real line. See also [14] (i.e. the arXiv version of [15]) for an in depth first study of the problem
of extending Stein equations outside the support of the target.
Example 2.31 (Standard normal distribution). Continuing Example 2.16, we consider g the
solution to
g′(x)− xg(x) = h(x)− E[h(X)]
given in (2.9). Applying Proposition 2.27, the following holds:
|g(x)| ≤ min
(
κ1
Φ(x)(1− Φ(x))
ϕ(x)
, κ2
)
≤ min
(
κ1
1
2
√
pi
2
, κ2
)
|g′(x)| ≤ κ1
(
1 + |x|Φ(x)(1− Φ(x))
ϕ(x)
)
≤ 2κ1
|g′(x)| ≤ 2κ2 min
(
|x|,
∫ x
−∞ Φ(u)du
∫∞
x
(1− Φ(u))du
ϕ(x)
)
≤ 2κ2 min
(√
2
pi
, |x|
)
To our own surprise, the first bound (both the uniform and the non-uniform one) appears to be a
strict improvement on the known bound in this case, from e.g. [11, Lemma 2.4] or [33, Theorem
3.3.1]. Each of the uniform bounds are equivalent to the known bound in this case; it is not clear
to us whether the non uniform bounds are known (though, once again, we stress that the bounds
involving κ2 are in some sense available in [15]).
Example 2.32 (Exponential distribution). Continuing Example 2.17, we consider the two different
situations. First, g1 is solution to
g′1(x)− λg1(x) = h(x)− E[h(X)]
over the positive real line, given by (2.10). Applying Proposition 2.27 (with c(x) = 1 and τ0exp(x) =
λx), the following holds:
|g1(x)| ≤ 1
λ
min
(
κ1(1− e−λx), κ2x
)
|g′1(x)| ≤ min
(
κ1
(
2− e−λx) , κ2(|x− λ|+ x))
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Note that only items 1 and 2 apply because c(x) = 1 /∈ F (1)` (exp). Second, g2 is solution to
x
λ
g′2(x)−
(
x− 1
λ
)
g2(x) = h(x)− E[h(X)]
over the positive real line, given by (2.11). Here all the items of Proposition 2.27 apply (with
c(x) = x/λ), yielding
|g2(x)| ≤ min
(
κ1
1− e−λx
x
, κ2
)
|g′2(x)| ≤ κ1
λ
x
(
1 +
∣∣∣∣x− 1λ
∣∣∣∣1− e−λxx
)
|g′2(x)| ≤ 2κ2 min
(∣∣∣∣λ− 1x
∣∣∣∣ , 1x
(
1− 1− e
−λx
λx
))
The first bound is uniformly smaller than the bound 1/x of [8] (bound for λ = 1); the other bounds
are of same order as [8].
Example 2.33 (Poisson distribution). We continue Example 2.18. We consider the solutions g+
and g− to
x∆−g+(x)− (x− λ) g+(x) = h(x)− E[h(X)]
λ∆+g−(x)− (x− λ) g−(x) = h(x)− E[h(X)]
given in (2.12) and (2.13), respectively. Recall that g− is the classical solution to the usual equation
for the Poisson; also g+(x) = g−(x+ 1) and ∆+g−(x) = ∆−g+(x). Applying Proposition 2.27 (with
` = −1 and c(x) = λ or ` = 1 and c(x) = x), the following holds (recall P¯ (x) = 1− P (x)):
|g−(x)| ≤ min
(
κ1
P (x− 1)P¯ (x− 1))
λp(x− 1) , κ2
)
(2.39)
|∆+g−(x)| ≤ κ1 min
(
1
λ
+
|x− λ|
λ2
P (x− 1)P¯ (x− 1)
p(x− 1) ,
1
x
+
|x− λ|
x(x+ 1)
P (x)P¯ (x)
p(x+ 1)
)
(2.40)
|∆+g−(x)| ≤ 2κ2 min
(
|x− λ|
λ
,
|x− λ|
x
,
∑x−1
j=0 P (j)
∑∞
j=x P¯ (j)
λxp(x)
)
(2.41)
(we only give the bounds in terms of g−; those for g+ follow trivially). One can see, as illustrated
in Figure 5a, that the non uniform bound in (2.39) is strictly smaller than min(1,
√
2/(eλ)) which
thus yields an improvement on the classical bound, e.g. in [20, Theorem 2.3]; the constant bound
– in terms of κ2 – is already available in [2, Remark 1.1.6] (proof in [3]). The bound (2.40) is of
similar order to the classical (1− e−λ)/λ (see Figure 5b), but does not improve everywhere. Finally
the bound (2.41) strictly improves on the bound min(1, 8/(3
√
2eλ)) from [2], as illustrated in Figure
5c for λ = 10.
(a) (b) (c)
Figure 5: Figure 5a gives the non-uniform bound (2.39) (orange curve) as well as the classical bound min(1,
√
2/λ)
(blue curve). Figure 5b gives the non uniform bound (2.40) (orange curve), the bound (1−e−λ)/λ (blue curve) and
2/λ (green curve). Figure 5c gives the non uniform bound (2.41) (orange curve) and the bound min(1, 8/(3
√
2eλ))
(blue curve). All cases correspond to the Poisson distribution of parameter λ = 10.
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Lemma 2.26 also applies to this case, because the Poisson distribution satisfies the conditions
(monotonicity of the two ratios for any ξ ∈ S(p)). Therefore, the bound (2.28) on the solution of
equation (2.27) becomes:
‖gξ‖∞ ≤ max
{
P (ξ − 1)
ξ
,
P¯ (ξ − 1)
λ
}
, (2.42)
as illustrated in Figure 6a. Moreover, the bound (2.29) becomes
||∆+gξ||∞ = P (ξ − 1)
ξ
+
1− P (ξ)
λ
≤ min
{
1
ξ
,
1− e−λ
λ
}
. (2.43)
For any Borel set A ⊂ S(p), the solution is bounded by (2.30)
‖gA‖∞ ≤
∑
j∈A
p(j)
 sup
ξ∈A
{
1
ξp(ξ)
,
1
λp(ξ)
}
and the bound (2.31) gives
||∆gA||∞ ≤ sup
x∈A
(
P (x− 1)
x
+
1− P (x)
λ
)
≤ 1− e
−λ
λ
which is the bound given in [2, Lemma 1.1.1].
(a) (b)
Figure 6: Figure 6a gives the numerical exact value of the function |gξ| (blue curve), the bound (2.39) (orange
curve), the bound (2.42) (red curve) and min(1, 1/|√λ) (green curve). Figure 6b gives the numerical exact value
of the function |∆+gξ| (blue curve), the first bound in (2.43) (orange curve) and the second one (green curve).
All cases correspond to the Poisson distribution with parameter λ = 10 at value ξ = 2.
More examples are provided in the supplementary material, namely uniform and non uniform
Stein factors for the beta, gamma, χ2, Student, binomial and negative binomial distributions.
3 Bounds on IPMs and comparison of generators
As described in the introduction, one of the purposes of the material of Section 2 is to provide
quantitative bounds on a distance between an approximating distribution Xn, say, and a target
distribution, X∞. Straightforward manipulation of the definitions lead to the following very general
abstract results.
Theorem 3.1 (Stein discrepancies). Let Xn ∼ pn be some random variable and let X∞ have
canonical Stein operators T `∞∞ and L`∞∞ for some `∞ ∈ {−1, 0, 1}. Then, for all η ∈ L1(pn) and all
c1 ∈ dom(T `∞) and h ∈ L1(p∞) ∩ L1(pn) we have
Eh(Xn)− Eh(X∞)
= E
[
(η1(Xn)− E[η1(X∞)])L
`∞∞ h(Xn)
L`∞∞ η(Xn)
]
+ E
[
L`∞∞ η1(Xn)∆−`∞
(L`∞∞ h(·+ `∞)
L`∞∞ η(·+ `∞)
)
(Xn)
]
(3.1)
= E
[(T `∞∞ c1(Xn))L`∞∞ h(Xn)c1(Xn)
]
+ E
[
c1(Xn)∆
−`∞
(L`∞∞ h(·+ `∞)
c1(·+ `∞)
)
(Xn)
]
. (3.2)
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In particular the IPMs (1.3) can be written as suprema of either of the above.
The generality of the expressions in (3.1) and (3.2) (we stress that there is basically full freedom
of choice in the functions η, c1 and h!) ensure that all first order Stein equations from the literature
can easily be rewritten particularizations of these expressions. Moreover, the dependence on the
test functions η, c1 and h is made explicit which therefore permits further simplifications in line
with the results from Section 2.3. It still remains, of course, to show that our abstract formulations
actually provide some benefits. This we now demonstrate by concentrating on comparison of random
variables Xn and X∞ under the additional assumption that both have an accessible Stein operators.
For convenience we also impose `n = `∞ = ` with the added assumption that both the target and
the approximating laws are a.c. with respect to the same dominating measure. This assumption
provides many simplifications but is in no way necessary, see Remark 3.3 and Example D.4 in the
supplementary material.
The first step is to associate to Xn its Stein operators T `n and L`n. Then we can withdraw 0 in
identities (1.1) and (1.2) to obtain
Eh(Xn)− Eh(X∞)
= E[(η1(Xn)− η2(Xn))gh(Xn)] + E
[
(L`∞η1(Xn)− L`nη2(Xn)
)
∆−`gh(Xn)
]
+ κ`η2(h) (3.3)
= E[
(T `∞c1(Xn)− T `n c2(Xn))g∗h(Xn)] + E[(c1(Xn)− c2(Xn))∆−`g∗h(Xn)] + κ∗`c2(h) (3.4)
with
κ`η2(h) := E
[T `n (L`nη2(·)gh(· − `))(Xn)]+ (E[η2(Xn)]− E[η1(X∞)])E[gh(Xn)]
κ∗`c2(h) := E
[T `n (c2(·)g∗h(· − `))(Xn)]
and where the choice of c1, c2, η1 and η2 are left free up to validation of easily verified technical
conditions. If F(A`,η2n ) contains gh then κ`η2(h) = 0. Similarly, if F∗(A`,c2n ) contains g∗h, then
κ∗`c2(h) = 0. In all cases, if the approximation problem is reasonable, these remainder terms should
be small. Particularizing to the choice c1 = c2 = 1 and η1 = η2 = −Id (again, this is arbitrary and
alternative options are available, see Examples C.4 and D.3 in the supplementary material), we
obtain one of the main results of the paper.
Theorem 3.2. Suppose that Xn ∼ pn and X∞ ∼ p∞ are absolutely continuous w.r.t. the same
dominating measure. For all h ∈ L1(p∞) ∩ L1(pn) we have
Eh(Xn)− Eh(X∞) = E
[(
ρ`∞(Xn)− ρ`n(Xn)
)L`∞h(Xn + `)]+ κ∗`1 (h) (3.5)
with
κ?`1 (h) = E
[T `nL`∞h(Xn)] .
Furthermore, if η = Id ∈ L1(p∞), setting µn = E[Xn] and µ∞ = E[X∞] we get
Eh(Xn)− Eh(X∞) = E
[(
τ `n(Xn)− τ `∞(Xn)
)
∆−`
(−L`∞h(·+ `)
τ `∞(·+ `)
)
(Xn)
]
+ κ`Id(h) (3.6)
with
κ`Id(h) = E
[
T `n
(
τ `n(·)
τ `∞(·)
L`∞h(·)
)
(Xn)
]
+ (µn − µ∞)E
[−L`∞h(Xn + `)
τ `∞(Xn + `)
]
.
Clearly expressions such as those in Theorem 3.1 and 3.2 will only be useful if the different
functions involved are tractable. In the next section and in the supplementary material we show that
this is the case for many important examples. We now specialize Theorem 3.2 to various situations
of interest, that is for Kolmogorov, Total Variation and Wasserstein metrics; in particular, setting
A∞n = {x | pn(x) ≥ p∞(x)} and hTV(x) = IA∞n (x)− I(A∞n )c(x) = 2IA∞n (x)− 1, we reap
TV(Xn, X∞) = sup
B
|Pn(B)− P∞(XB)| = 1
2
∫
|pn(x)− p∞(x)|µ(dx)
=
1
2
(EhTV(Xn)− EhTV(X∞)) = E[IA∞n (Xn)]− E[IA∞n (X∞)]
(here and throughout we write P (B) = E[IB(X)] if X has cdf P ). Although the set A∞n is intractable,
this last rewriting allows to avoid having a supremum in our Stein discrepancy (we work with a
single indicator function) and thus leads to improved bounds.
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Remark 3.3. It is immediate to extend the scope of Theorem 3.2 to the comparison of any arbitrary
distributions without requiring that they share a common dominating measure. Such has already been
attempted successfully in [28] and our notations would allow to perform similar operations in full
generality. We present an outline of such a “general” bound as well as two simple applications (one
towards extreme value distributions and one towards normal approximation) at the end of Section D
of the suppelementary material.
Corollary 3.4 (Identity (3.5), score functions and ` = 0). Suppose that the laws of Xn and X∞ are
absolutely continuous with respect to the Lebesgue measure with densities pn and p∞, respectively.
Let Sn (resp., S∞) be the support of pn (resp., p∞); also let bn = supSn and an = inf Sn (resp.,
b∞ = supS∞ and a∞ = inf S∞). Finally, let ρn(x) and ρ∞(x) be the scores and τn(x) and τ∞(x)
be the Stein kernels of pn and p∞.
1. The Kolmogorov distance between the random variables Xn and X∞ is
Kol(Xn, X∞) = sup
z
∣∣∣∣E [(ρ∞(Xn)− ρn(Xn))P∞(Xn ∧ z)P¯∞(Xn ∨ z)p∞(Xn) IS∞(Xn)
]
+ κ?1(z)
∣∣∣∣
(3.7)
≤ E
[
|ρ∞(Xn)− ρn(Xn)|P∞(Xn)P¯∞(Xn)
p∞(Xn)
IS∞(Xn)
]
+ sup
z
κ?1(z) (3.8)
where
κ?1(z) = lim
x↗bn∧b∞
pn(x)
p∞(x)
P∞(x ∧ z)P¯∞(x ∨ z)− lim
x↘an∨a∞
pn(x)
p∞(x)
P∞(x ∧ z)P¯∞(x ∨ z).
2. The Total Variation distance between Xn and X∞ is
TV(Xn, X∞)
= E
[
(ρ∞(Xn)− ρn(Xn)) P∞(A
∞
n ∩ (−∞, Xn])− P∞(A∞n )P∞(Xn)
p∞(Xn)
IS∞(Xn)
]
+ κ?1(IA∞n )
(3.9)
≤ E
[
|ρ∞(Xn)− ρn(Xn)| P∞(Xn)P¯∞(Xn)
p∞(Xn)
IS∞(Xn)
]
+ κ?1(IA∞n ) (3.10)
where A∞n = {x | pn(x) ≥ p∞(x)}, X1, X2 iid∼ p∞, and
κ?1(IA∞n ) = limx↗bn∧b∞
pn(x)
p∞(x)
(P∞(A∞n ∩ (−∞, x])− P∞(A∞n )P∞(x))
− lim
x↘an∨a∞
pn(x)
p∞(x)
(P∞(A∞n ∩ (−∞, x])− P∞(A∞n )P∞(x)) .
3. The Wasserstein distance between Xn and X∞ is
Wass(Xn, X∞) = sup
h∈Lip(1)
∣∣∣E [(ρn(Xn)− ρ∞(Xn))h′(X∞)K˜∞(X∞, Xn)IS∞(Xn)]+ κ?1(h)∣∣∣
(3.11)
≤ E [|ρn(Xn)− ρ∞(Xn)| τ∞(Xn)IS∞(Xn)] + sup
h∈Lip(1)
κ?1(h) (3.12)
where
κ?1(h) = lim
x↘an∨a∞
pn(x)
p∞(x)
∫ b∞
a∞
h′(u)P∞(x ∧ u)P¯∞(x ∨ u)du
− lim
x↗bn∧b∞
pn(x)
p∞(x)
∫ b∞
a∞
h′(u)P∞(x ∧ u)P¯∞(x ∨ u)du
Remark 3.5 (Distances between nested distributions). Inspired by [30] we know that it is of
interest to consider situations where S(pn) ⊆ S(p∞). Then, setting pi0(x) = pn(x)/p∞(x) and
ρ`0(x) = ∆
`p0(x)/p0(x) we get
ρn(x)− ρ∞(x) = p∞(x+ `)
p∞(x)
ρ`0(x)
for all x ∈ Sn(x). If ` = 0 then p∞(Xn+`)p∞(Xn) = 1.
16
Corollary 3.6 (Identity (3.5), score functions, ` = ±1). Suppose that the laws of Xn and X∞ are
discrete with mass functions pn and p∞, respectively. Let bn = supS(pn) ≤ b∞ = supS(p∞) and
an = inf S(pn) ≥ a∞ = inf S(p∞). Finally, let ρ`n(x) and ρ`∞(x) be the scores and τ `n(x) and τ `∞(x)
be the Stein kernels of pn and p∞. The following results hold true.
TV(Xn, X∞)
= E
[(
ρ`∞(Xn)− ρ`n(Xn)
)
IS∞(Xn + `)
P∞(A∞n ∩ (−∞, Xn − b`])− P∞(A∞n )P∞(Xn − b`)
p∞(Xn + `)
]
+ κ?`1 (IA∞n )
≤ E
[∣∣ρ`∞(Xn)− ρ`n(Xn)∣∣ P∞(Xn − b`)P¯∞(Xn − b`)p∞(Xn + `) IS∞(Xn + `)
]
+ κ?`1 (IA∞n )
with
κ?+1 (IA∞n ) = − limx↘an∨a∞
pn(x)
p∞(x)
(P∞(A∞n ∩ (−∞, x− 1])− P∞(A∞n )P∞(x− 1))
κ?−1 (IA∞n ) = limx↗bn∧b∞
pn(x)
p∞(x)
(P∞(A∞n ∩ (−∞, x])− P∞(A∞n )P∞(x))
It is not hard to obtain bounds on Total Variation, Kolmogorov and Wasserstein by starting
from identity (3.6) through Stein kernels. It is also well-documented that such bounds are, in many
cases, useful; we refer e.g. to Nourdin and Peccati’s important Malliavin Stein method ([33]) for
applications of the corresponding bounds in the standard normal case. However, in our applications
we have not found situations where such bounds perform better than the corresponding ones from
the above corollaries. Since we found it quite cumbersome to obtain the complete statements and we
believe that such results may one day serve the community, we relegate their statement to Appendix
B.
Example 3.7 (Standard normal target). Let X∞ ∼ N (0, 1) and consider the notation of example
2.31. The classical Stein discrepancy between any random variable Xn and X∞ in this case is
sup
h∈H
|E [g′h(Xn)−Xngh(Xn)]| (3.13)
with gh = L∞h the unique bounded solution to the Stein equation g′h(x)− xg(x) = h(x)− Eh(X∞).
Applications of (3.13) are extremely well documented. To illustrate the power of our approach, let
Xn be a continuous real random variable. By Corollaries 3.4 and B.1 the following bounds hold.
• Kolmogorov distance
Direct computations from (3.7) yield
Kol(Xn, X∞) = sup
z
∣∣∣∣E [(Xn + ρn(Xn))Φ(Xn ∧ z)Φ¯(Xn ∨ z)ϕ(Xn)
]
− κ?1(z)
∣∣∣∣
≤ E
[
|Xn + ρn(Xn)|Φ(Xn)Φ¯(Xn)
ϕ(Xn)
]
+ sup
z
κ?1(z)
≤ 1
2
√
pi
2
E [|Xn + ρn(Xn)|] + sup
z
κ?1(z)
and, from (B.1),
Kol(Xn, X∞) = sup
z
∣∣∣∣∣E
[
(τn(Xn)− 1)
(
Φ(z)− I[Xn ≤ z] +XnΦ(Xn ∧ z)Φ¯(Xn ∨ z)
ϕ(Xn)
)]
+ κId(z)
∣∣∣∣∣
≤ E
[
|τn(Xn)− 1|
(
1 + |Xn|Φ(Xn)Φ¯(Xn)
ϕ(Xn)
)]
+ sup
z
|κId(z)|
≤ 2E [|τn(Xn)− 1|] + sup
z
|κId(z)|
For instance, if Xn ∼ tn is Student with n degrees of liberty, then κ?1(z) = κId(z) = 0 for all z,
ρn = −(1 + n)x/(n+ x2) and τn(x) = (x2 + n)/(n− 1) (see e.g. Table 3 in the supplementary
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material to [21]) we obtain
Kol(Xn, X∞) ≤ E
[
|Xn|
∣∣∣∣X2n − 1X2n + n
∣∣∣∣ Φ(Xn)Φ¯(Xn)ϕ(Xn)
]
(3.14)
≤ 1
2
√
pi
2
E
[
|Xn|
∣∣∣∣X2n − 1X2n + n
∣∣∣∣] ≤ 2/√e− 1/2n− 1 ≈ 0.7130n− 1
(we use Φ(x)
(
1− Φ(x))/φ(x) ≤ Φ(0)(1− Φ(0))/φ(0) = 1/2√pi/2 ≈ 0.626) and
Kol(Xn, X∞) ≤ E
[
X2n + 1
n− 1
(
1 + |Xn|Φ(Xn)Φ¯(Xn)
ϕ(Xn)
)]
≤ 2E
[
X2n + 1
n− 1
]
=
2
n− 2 .
Both our bounds improve e.g. on [7, Example 1, p1614] but do (of course) not improve on the
optimal bound of Pinelis [35, Theorem 1.2] which is of order 0.158/n.
• Total variation distance.
Our upper bounds (3.9) and (B.3) on Total Variation distance are the same as those for the
Kolmogorov distance reported above. We can compare these bounds directly with [17, Lemma 9]
who obtain the elegant bound TV(Xn, X∞) ≤ 2/n in this case. Our rough upper bounds are not
competitive. We could also use known results on Mill’s ratio (such as e.g. in [4, Theorem 2.3]’s
bound
Φ(x)
(
1−Φ(x)
)
φ(x) ≤ 4√x2+8+3|x|) to hope for more explicit results. This does not, however,
seem to lead easily to more explicit bounds and we’d rather not focus on this issue at the time
being. Hence we content ourselves with numerical evaluations of (3.14) which in this case
show that our non uniform bound is a (slight) improvement on [17, Lemma 9], see Figure 7a.
It would of course be interesting to obtain a formal proof of this result.
• Wasserstein distance.
Direct computations from (3.11) yield
Wass(Xn, X∞) = sup
h∈Lip(1)
∣∣∣E [(ρn(Xn)+Xn)h′(X∞)K˜ϕ(X∞, Xn)]+ κ?1(h)∣∣∣
≤ E [|ρn(Xn)+Xn|] + sup
h∈Lip(1)
|κ?1(h)|.
In the particular case of Student t vs standard normal, we obtain
Wass(Xn, X∞) ≤ IE
[∣∣∣∣Xn 1−X2nn+X2n
∣∣∣∣] ≤ 3√2pi 1√n− 1 .
The bounds obtained from (B.5) are of the same order and not reported here.
Example 3.8 (Beta vs gamma). Let XB ∼ Beta(α, β) with density pB(x) = xα−1(1−x)β−1/B(α, β)I[0,1](x)
and cdf PB; also let XG ∼ Γ(r, s) with density pG(x) = xr−1sre−sx/Γ(r)I[0,∞)(x) and cdf PG. Simple
computations yield (see also Table 3 in [21]) the scores and Stein kernels:
ρB(x) =
1− α+ x(α+ β − 2)
x(x− 1) and τB(x) =
x(1− x)
α+ β
ρG(x) =
r − 1
x
− s and τG = x
s
.
In order to facilitate comparison with [17], we consider the same parameter settings as in that paper,
namely r = α and β > 1. Then
ρB(x)− ρG(x) = s+ β − 1
x− 1 and τB(x)− τG(x) = x
(
1− x
α+ β
− 1
s
)
.
We apply Corollary 3.5 to obtain
TV(XB , XG) ≤ E
[∣∣∣∣s+ β − 1XB − 1
∣∣∣∣ PG(XB)P¯G(XB)pG(XB)
]
(3.15)
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(a) (b)
Figure 7: Figure 7a reports bounds on the total variation distance between tn and N (0, 1) for n ∈ [30, 50]: 2/n
(green curve), our bound (2/
√
e− 1/2)/(n− 1) (blue curve) and numerical evaluation of bound (3.14) (orange
curve). Figure 7b provides our upper bound on the Wasserstein distance (blue curve) as well as the exact value
of the Wasserstein distance (computed with the formula Wass(Xn, X∞) =
∫∞
−∞ |Pn(z)− P∞(z)| dz) for the same
model and range of n.
(here we use Γ(α, s) as target, i.e. XB = Xn and XG = X∞; κ?1(IA∞n ) = 0) and
TV(XG, XB) ≤ E
[∣∣∣∣s+ β − 1XG − 1
∣∣∣∣ PB(XG)P¯B(XG)pB(XG) I[XG ∈ [0, 1]]
]
(3.16)
(here we use Beta(α, β) as target, i.e. XB = X∞ and XG = Xn; κ?1(IA∞n ) = 0). Numerical
evaluations show that our bounds seem to outperform those [17] (see Figure 8). More effort needs
to be put in the study of the behavior of the ratio P∞(x)P¯∞(x)/p∞(x). We do not report the
corresponding bounds on the total variation distance that can be obtained from Corollary 3.6; we do
not either compute the bounds on Kolmogorov or Wasserstein distance.
(a) (b)
Figure 8: Bounds on TV(XB , XG) obtained through (3.15) (orange curve), (3.16) (green curve) and [17] (blue
curve), with XB ∼ Beta(a, 3) vs XG ∼ Γ(a, a+ 3) (Figure 8a) and XB ∼ Beta(a, 3) vs XG ∼ Γ(a, a+ 2) (Figure
8b).
Example 3.9 (Poisson target). Let X∞ ∼ Pois(λ) and consider the notation of example 2.33. The
classical Stein discrepancy between any random variable Xn and X∞ in this case is
sup
h∈H
|E [λgh(Xn + 1)−Xngh(Xn)]| (3.17)
with gh(x) = L−∞h(x− 1) the unique bounded solution to the Stein equation λgh(x+ 1)− xg(x) =
h(x)− Eh(X∞). Applications of (3.17) are extremely well documented. To illustrate the power of
our approach, let Xn be a discrete real random variable with values in N. By Corollaries 3.6 and
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(a) (b)
Figure 9: Exact value of TV(Bin(n, λ/n),Pois(λ)) (purple curve), bound B1(λ, n, λ/n) (blue curve), the same
bound when the roles of Xn and X∞ are reversed (orange curve), the bound min(λ/n, 1−
√
1− dλe/n) from [17]
(green curve) and Chen’s classical bound λ(1− e−λ)/n from [10] (red curve). Left plot for λ = 1 and n ∈ [30, 50];
right plot for n = 40 and λ ∈ (0, 5)
B.2, we get that TV(Xn, X∞) is bounded from above by the following four quantities:
B1(λ,Xn) = E
[∣∣∣∣ λXn + 1 − 1− ρ+n (Xn)
∣∣∣∣ P∞(Xn)P¯∞(Xn)p∞(Xn + 1)
]
+ κ?+1 (IA∞n )
B2(λ,Xn) = E
[∣∣∣∣1− Xnλ − ρ−n (Xn)
∣∣∣∣ P∞(Xn − 1)P¯∞(Xn − 1)p∞(Xn − 1) I[Xn > 0]
]
+ κ?−1 (IA∞n )
B3(λ,Xn) = E
[∣∣∣∣τ+n (Xn)Xn − 1
∣∣∣∣ (1 + |Xn − λ|Xn + 1 P∞(Xn)P¯∞(Xn)p∞(Xn + 1)
)]
+ κ+Id(IA∞n )
B4(λ,Xn) = E
[∣∣∣∣τ−n (Xn)λ − 1
∣∣∣∣ (1 + |Xn − λ|λ P∞(Xn − 1)P¯∞(Xn − 1)p∞(Xn − 1)
)
I[Xn > 0]
]
+ κ−Id(IA∞n )
We illustrate the bounds on some easy examples.
Example 3.10 (Poisson vs Poisson). If Xn ∼ Pois(λn) then κ?+1 (IA∞n ) = κ?−1 (IA∞n ) = 0 so that
B1(λ, λn) = |λ− λn|E
[
1
Xn + 1
P∞(Xn)P¯∞(Xn)
p∞(Xn + 1)
]
≤ |λ− λn| λ
λn
B2(λ, λn) =
∣∣∣∣ 1λ − 1λn
∣∣∣∣E [XnP∞(Xn − 1)P¯∞(Xn − 1)p∞(Xn − 1) I[Xn > 0]
]
≤ |λ− λn|.
Similar arguments apply for B3 and B4 yielding similar results that are not reported here (although
it is interesting to note that the first term in B3 cancels out, and the only non zero term arises
through non equality of the means).
Example 3.11 (Poisson vs binomial). If Xn ∼ Bin(n, θ) and λ = nθ then κ?+1 (IA∞n ) = 0 and
κ?−1 (IA∞n ) ≤
√
2pin1/2e−n(1−θ) which is negligible for all values of θ ∈ (0, 1). Moreover
ρ+n (x) =
θ
1− θ
n− x
x+ 1
− 1 and ρ−n (x) = 1−
1− θ
θ
x
n− x+ 1
so that
B1(λ, n, θ) = E
[
θ
1− θ
|Xn − nθ|
Xn + 1
P∞(Xn)P¯∞(Xn)
p∞(Xn + 1)
]
B2(λ, n, θ) = E
[
Xn
|Xn − 1− nθ|
nθ(n−Xn + 1)
P∞(Xn − 1)P¯∞(Xn − 1)
p∞(Xn − 1) I[Xn > 0]
]
+ κ?−1 (IA∞n )
We can also exchange the roles of pn and p∞ and compute the same bounds with respect to the
Poisson target. Numerical evaluations are reported in Figure 9.
More examples and applications are detailed in the supplementary material.
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A Some more proofs
Proof of Lemma 2.23. Introduce Φ`p(u, x, v) = χ
`(u, x)χ−`(x, v)/p(x) for all x ∈ S(p) and 0 else-
where, which allows to perform “probabilistic integration” as follows: if f ∈ dom(∆−`) is such that
(∆−`f) is integrable on [x1, x2] ∩ S(p) then
f(x2)− f(x1) = E
[
Φ`p(x1, X, x2)∆
−`f(X)
]
(A.1)
for all x1 < x2 ∈ S(p). We can use this function to obtain
h¯(x) = IE
[
(h(x)− h(X))(χ`(X,x) + χ−`(x,X))]
= IE
[
∆−`h(X2)IE
[
Φ`p(X,X2, x)− Φ`p(x,X2, X)|X2
]]
(we use the fact that χ`(x, y) + χ−`(y, x) = 1 + I[` = 0]I[x = y]) and it only remains to reorganize
the integrand to obtain the claim. To this end we note how, by definition,
IE
[
Φ`p(X, y, x)− Φ`p(x, y,X)
]
=
χ−`(y, x)
p(y)
IE[χ`(X, y)]− χ
`(x, y)
p(y)
IE[χ−`(y,X)]
= χ−`(y, x)
P (y − a`)
p(y)
− χ`(x, y) P¯ (y + b`)
p(y)
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where the first identity is immediate by definition of Φ`p and the last identity follows from the
definition of the generalized indicator χ`.
Proof of Lemma 2.25. The expressions (2.21) and (2.22) of the solution g are direct from the
definition of L`p and its representation (2.19). The first expression (2.25) of the derivative is direct
from the expression (2.8). For the second claim, we shall first prove the following results:
∆−`g(x) =
E
[
K˜`p(X1, x+ `)R
`
p(x,X2)
(
∆−`η(X2)∆−`h(X1)−∆−`h(X2)∆−`η(X1)
)]
(− L`pη(x))(− L`pη(x+ `)) (A.2)
=
E
[(
K˜`p(X1, x+ `)R
`
p(x,X2)−R`p(x,X1)K˜`p(X2, x+ `)
)
∆−`h(X1)∆−`η(X2)
]
(− L`pη(x))(− L`pη(x+ `)) (A.3)
We first prove (A.2). Starting from (2.7) and applying repeatedly (2.19) then (2.20) (once to h and
once to η) we obtain
∆−`g(x) =
E
[
K˜`p(X1, x+ `)
(
η¯(x)∆−`h(X1)
)− h¯(x)∆−`η(X1))](− L`pη(x))(− L`pη(x+ `))
=
E
[
K˜`p(X1, x+ `)R
`
p(x,X2)
(
∆−`η(X2)∆−`h(X1)
)−∆−`h(X2)∆−`η(X1))](− L`pη(x))(− L`pη(x+ `)) .
We now prove (A.3). By similar arguments as above, this follows from
∆−`g(x) =
E
[
K˜`p(X1, x+ `)η¯(x)∆
−`h(X1)
]
− (− L`pη(x+ `))IE [R`p(x,X1)∆−`h(X1)](− L`pη(x+ `))(− L`pη(x+ `))
=
E
[(
K˜`p(X1, x+ `)η¯(x)−R`p(x,X1)
(− L`pη(x+ `)))∆−`h(X1)](− L`pη(x))(− L`pη(x+ `))
=
E
[(
K˜`p(X1, x+ `)R
`
p(x,X2)−R`p(x,X1)K˜`p(X2, x+ `)
)
∆−`h(X1)∆−`η(X2)
]
(− L`pη(x))(− L`pη(x+ `)) .
To conclude, we decompose the above expectation into four parts with: Xi < x + a` and/or
Xi ≥ x + a`, for i = 1, 2 (i.e., using either χ−`(Xi, x) or χ`(x,Xi)). Therefore, by considering
separately ` ∈ {0,−1, 1}, we can easily verify that
K˜`p(y, x+ `) =

P (y − a`)P¯ (x+ a`)
p(y)p(x+ `)
if y < x+ a`
P (x− b`)P¯ (y + b`)
p(y)p(x+ `)
if y ≥ x+ a`
and R`p(x, y) =

P (y − a`)
p(y)
if y < x+ a`
−P¯ (y + b`)
p(y)
if y ≥ x+ a`
Basic manipulations then give
∆−`g(x)
(− L`pη(x))(− L`pη(x+ `))
=
P¯ (x+ a`) + P (x− b`)
p(x+ `)
(
IE
[
∆−`h(X1)
P¯ (X1 + b`)
p(X1)
χ`(x,X1)
]
IE
[
∆−`η(X2)
P (X2 − a`)
p(X2)
χ−`(X2, x)
]
− IE
[
∆−`h(X1)
P (X1 − a`)
p(X1)
χ−`(X1, x)
]
IE
[
∆−`η(X2)
P¯ (X2 + b`)
p(X2)
χ`(x,X2)
])
which leads to the claim as P¯ (x+ a`) + P (x− b`) = 1 and ` = a` − b`.
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Proof of Lemma 2.26. The condition implies that g− is non decreasing and non negative over
S(p) ∩ (−∞, ξ] and non decreasing and non positive over S(p) ∩ (ξ,∞). Therefore, the absolute
value of the solution for point mass equation (2.27) reaches his supremum at ξ or ξ + 1, which gives
the bound (2.28). Moreover, the supremum of the difference is observed between ξ and ξ + 1. Using
the explicit expression (2.17) and the relation τ `p(x+ `)p(x+ `) = τ
−`
p (x)p(x), we have
sup
x
|∆g(x)| = g−(ξ)− g−(ξ + 1) = P (ξ − 1)
τ+p (ξ)
+
(1− P (ξ))p(ξ)
τ+p (ξ + 1)p(ξ + 1)
=
P (ξ − 1)
τ+p (ξ)
+
1− P (ξ)
τ−p (ξ)
.
Furthermore, as x−IE[X] = τ+p (x)−τ−p (x), we have τ−p (ξ) ≥ τ+p (ξ) if ξ ≤ IE[X] (resp. τ−p (ξ) ≤ τ+p (ξ)
if ξ ≥ IE[X]). Therefore, the supremum is bounded by P (ξ−1)+1−P (ξ)
τ+p (ξ)
= 1−p(ξ)
τ+p (ξ)
if ξ ≤ IE[X] and
otherwise by 1−p(ξ)
τ−p (ξ)
.
By remark 2.21, the solution g`A(x) is explicit and defined by gξ for ξ ∈ A. The sign of gξ changes
according to the relative position of ξ and x. Then, combined with the hypotheses, the maximal
value of |g−A(x)| is either observed at x = minξ∈A{ξ} =: ξ1 or x = maxξ∈A{ξ}+ 1 =: ξ2 + 1. Then,
sup
x
|g−A(x)| = max
 P (ξ1 − 1)p(ξ1)τ+p (ξ1) ∑j∈A p(j),
1− P (ξ2)
p(ξ2)τ
−
p (ξ2)
∑
j∈A
p(j)

≤
∑
j∈A
p(j)
 sup
ξ∈A
{
1
τ+p (ξ)p(ξ)
,
1
τ−p (ξ)p(ξ)
}
.
Finally, due to the monotonicity of each gξ(x) function, the maximal difference |∆gA(x)| is bounded
by the supremum of |∆gξ(x)| for ξ ∈ A, which is enough to conclude.
Proof of Theorem 3.2. First take c1(x) = c2(x) = 1 in (3.4). Without any further assumptions on
h, the solution g∗h of (1.5) with c(x) = 1 can be represented as
g∗h(x) =
L`∞h(x+ `)
c1(x+ `)
= L`∞h(x+ `)
Hence, we obtain (3.5).
Next take η1 = η2 = Id in (3.3). Then, −L`∞η1(x) = τ `∞(x) and −L`nη2(x) = τ `n(x), the Stein
kernels of p∞ and pn. Without any further assumptions on h, the solution gh(x) of (1.4) with η = Id
can be represented as
gh(x) =
−L`∞h(x+ `)
τ∞(x+ `)
Hence we get (3.6).
B Some more inequalities
Corollary B.1 (Identity (3.6), Stein kernels and ` = 0). Under the same assumptions and with
exactly the same notations as in Corollary 3.4, the following results hold true.
24
1. The Kolmogorov distance between the random variables Xn and X∞ is
Kol(Xn, X∞)
= sup
z
∣∣∣∣∣E
[
τn(Xn)− τ∞(Xn)
τ∞(Xn)
IS∞(Xn)× (B.1)(
P∞(z)− I[Xn ≤ z] + Xn − E[X∞]
τ∞(Xn)
P∞(Xn ∧ z)P¯∞(Xn ∨ z)
p∞(Xn)
)]
+ κId(z)
∣∣∣∣∣
≤ E
[∣∣∣∣ τn(Xn)τ∞(Xn) − 1
∣∣∣∣ (1 + |Xn − E[X∞]|τ∞(Xn) P∞(Xn)P¯∞(Xn)p∞(Xn)
)
IS∞(Xn)
]
+ sup
z
|κId(z)| (B.2)
where
κId(z) = (µn − µ∞)E
[
P∞(Xn ∧ z)P¯∞(Xn ∨ z)
τ∞(Xn)p∞(Xn)
]
+ lim
x↗bn∧b∞
τn(x)
τ∞(x)
pn(x)
p∞(x)
P∞(x ∧ z)P¯∞(x ∨ z)− lim
x↘an∨a∞
τn(x)
τ∞(x)
pn(x)
p∞(x)
P∞(x ∧ z)P¯∞(x ∨ z).
2. The Total Variation distance between Xn and X∞ is
TV(Xn, X∞)
= κId(IA∞n ) + E
[
τn(Xn)− τ∞(Xn)
τ∞(Xn)
IS∞(Xn)× (B.3)(
P∞(A∞n )− IA∞n (Xn) +
Xn − E[X∞]
τ∞(Xn)
P∞(A∞n ∩ (−∞, Xn])− P∞(A∞n )P∞(Xn)
p∞(Xn)
)]
≤ E
[∣∣∣∣ τn(Xn)τ∞(Xn) − 1
∣∣∣∣ (1 + |Xn − E[X∞]|τ∞(Xn) P∞(Xn)P¯∞(Xn)p∞(Xn)
)
IS∞(Xn)
]
+ κId(IA∞n ) (B.4)
with
κId(IA∞n ) = limx↗bn∧b∞
τn(x)
τ∞(x)
pn(x)
p∞(x)
(P∞(A∞n ∩ (−∞, x])− P∞(A∞n )P∞(x))
− lim
x↘an∨bn
τn(x)
τ∞(x)
pn(x)
p∞(x)
(P∞(A∞n ∩ (−∞, x])− P∞(A∞n )P∞(x))
+ (µn − µ∞)E
[
P∞(A∞n ∩ (−∞, Xn])− P∞(A∞n )P∞(Xn)
τ∞(Xn)p∞(Xn)
]
3. The Wasserstein distance between Xn and X∞ is
Wass(Xn, X∞) = sup
h∈Lip(1)
∣∣∣∣∣κId(h) (B.5)
+ E
[
τn(Xn)− τ∞(Xn)
τ∞(Xn)
h′(X∞)
(
R∞(Xn, X∞) +
Xn − E[X∞]
τ∞(Xn)
K˜∞(Xn, X∞)
)
IS∞(Xn)
] ∣∣∣∣∣
≤ 2E
[∣∣∣∣ τn(Xn)τ∞(Xn) − 1
∣∣∣∣ |Xn − E[X∞]|IS∞(Xn)]+ sup
h∈Lip(1)
κId(h) (B.6)
where
κId(h) = lim
x↘an∨a∞
τn(x)
τ∞(x)
pn(x)
p∞(x)
∫ b∞
a∞
h′(u)P∞(x ∧ u)P¯∞(x ∨ u)du
− lim
x↗bn∧b∞
τn(x)
τ∞(x)
pn(x)
p∞(x)
∫ b∞
a∞
h′(u)P∞(x ∧ u)P¯∞(x ∨ u)du
+ (µn − µ∞)E
[
h′(X∞)
τ∞(Xn)
(
R∞(Xn, X∞) +
Xn − E[X∞]
τ∞(Xn)
K˜∞(Xn, X∞)
)]
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Corollary B.2 (Identity (3.6), Stein kernels, ` = ±1). Under the same assumptions and with
exactly the same notations as in Corollary 3.6, the following results hold true.
TV(Xn, X∞)
= κ`Id(IA∞n ) + E
[
τ `n(Xn)− τ `∞(Xn)
τ `∞(Xn)
IS∞(Xn + `)×(
P∞(A∞n )− IA∞n (Xn) +
Xn − E[X∞]
τ `∞(Xn + `)
P∞(A∞n ∩ (−∞, Xn − b`])− P∞(A∞n )P∞(Xn − b`)
p∞(Xn + `)
)]
≤ E
[∣∣∣∣ τ `n(Xn)τ `∞(Xn) − 1
∣∣∣∣ (1 + |Xn − E[X∞]|τ `∞(Xn + `) P∞(Xn − b`)P¯∞(Xn − b`)p∞(Xn + `)
)
IS∞(Xn + `)
]
+ κ`Id(IA∞n )
with
κ+Id(IA∞n ) = − limx↘an∨a∞
τ+n (x)
τ+∞(x)
pn(x)
p∞(x)
(P∞(A∞n ∩ (−∞, x− 1])− P∞(A∞n )P∞(x− 1))
+ (µ∞ − µn)E
[
P∞(A∞n ∩ (−∞, Xn])− P∞(A∞n )P∞(Xn)
τ+∞(Xn + 1)p∞(Xn + 1)
IS∞(Xn + 1)
]
and
κ−Id(IA∞n ) = limx↗bn∧b∞
τ−n (x)
τ−∞(x)
pn(x)
p∞(x)
(P∞(A∞n ∩ (−∞, x])− P∞(A∞n )P∞(x))
+ (µ∞ − µn)E
[
P∞(A∞n ∩ (−∞, Xn])− P∞(A∞n )P∞(Xn)
τ−∞(Xn − 1)p∞(Xn − 1)
IS∞(Xn − 1)
]
C More examples of Stein equations, solutions and bounds
Before proceeding we recall that, for h : IR → IR, we write κ1 := κ1(h) = supy∈S(p) h(y) −
infy∈S(p) h(y) and κ2 := κ2(h) = supy∈S(p) |∆−`h(y)|. We also introduce the notations (not present
in the main text):
Mp(x) :=
P (x)P¯ (x)
p(x)
and M˜ `p(x) =
∫ x+`
a+a`
P (u)µ(du)
∫ b−b`
x+`
P¯ (u)µ(du)
p(x+ `)
with the convention that these functions are set to 0 outside the support of p.
In this section we apply the theory from Section 2 to various illustrative concrete examples. In
all cases we explicit the bounds from Section 2.3.
Example C.1 (Beta distribution). This distribution has pdf and support
pα,β(x) =
xα−1(1− x)β−1
B(α, β)
, S(pα,β) = (0, 1).
The cdf Pα,β and survival P¯α,β do not bear an explicit expression. Simple computations show that
ρα,β(x) =
α− 1− x(α+ β − 2)
x(1− x) and τα,β(x) =
x(1− x)
α+ β
.
Taking c(x) = 1 in (2.2) leads to the Stein equation
α− 1− x(α+ β − 2)
x(1− x) g1(x) + g
′
1(x) = h(x)− Eh(X)
with conditions∫ 1
0
|(g1(x)pα,β(x))′|dx <∞ and lim
x→0
g1(x)spα,β(x) = lim
x→1
g(x)pα,β(x).
26
The solution
g1(x) =
1
xα−1(1− x)β−1
∫ x
0
(h(u)− Eh(X))uα−1(1− u)β−1du.
satisfies
|g1(x)| ≤ κ1Mα,β(x); |g1(x)| ≤ κ2x(1− x)
α+ β
|g′1(x)| ≤ κ1
(
1 +
|α− 1− x(α+ β − 2)|
x(1− x) Mα,β(x)
)
|g′1(x)| ≤ κ2
(∣∣∣∣x− αα+ β
∣∣∣∣+ ∣∣∣∣x(1− 2α+ β
)
− α− 1
α+ β
∣∣∣∣)
Taking η(x) = −x in (2.4) leads to the Stein equation,(
α
α+ β
− x
)
g2(x) +
x(1− x)
α+ β
g′2(x) = h(x)− Eh(X)
with conditions∫ 1
0
|(x(1− x)g2(x)pα,β(x))′|dx <∞ and lim
x→0
x(1− x)g2(x)pα,β(x) = lim
x→1
x(1− x)g2(x)pα,β(x).
The solution
g2(x) =
α+ β
xα(1− x)β
∫ x
0
(h(u)− Eh(X))uα−1(1− u)β−1du
satisfies
|g2(x)| ≤ κ1 α+ β
x(1− x)Mα,β(x); |g2(x)| ≤ κ2
|g′2(x)| ≤ κ1
α+ β
x(1− x)
(
1 +
∣∣∣∣ αα+ β − x
∣∣∣∣ 1x(1− x)
)
|g′2(x)| ≤ 2κ2
α+ β
x(1− x)
∣∣∣∣x− αα+ β
∣∣∣∣ ; |g′2(x)| ≤ 2κ2 (α+ β)2x2(1− x)2 M˜α,β(x)
Literature review: The classic equation is
(α− (α+ β)x) g2(x) + x(1− x)g′2(x) = h(x)− Eh(X)
which is equivalent to our second equation, up to multiplication by α+β. Bounds on solutions to this
equation are given in [15, Proposition 4.2] and [28, Lemma 3.2, 3.4]. Obviously, obtaining uniform
bounds requires bounding Mα,β and M˜α,β(x); bounds on these functions are provided in [15].
Example C.2 (Gamma distribution). This distribution has pdf
pr,λ(x) =
λrxr−1e−λx
Γ(r)
, S(pr,λ(x)) = (0,∞).
The cdf Pr,λ and survival P¯r,λ do not bear a general explicit expression. Simple computations show
that
ρr,λ(x) =
r − 1
x
− λ and τr,λ(x) = x
λ
.
Taking c(x) = 1 in (2.2) leads to the Stein equation(
r − 1
x
− λ
)
g1(x) + g
′
1(x) = h(x)− Eh(X)
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with conditions∫ ∞
0
|(g1(x)pr,λ(x))′|dx <∞ and lim
x→0
g1(x)pr,λ(x) = lim
x→∞ g1(x)pr,λ(x).
The solution
g1(x) =
eλx
xr−1
∫ x
0
(h(u)− Eh(X))ur−1e−λudu.
satisfies
|g1(x)| ≤ κ1Mr,λ(x); |g1(x)| ≤ κ2 x
λ
|g′1(x)| ≤ κ1
(
1 +
∣∣∣∣r − 1x − λ
∣∣∣∣Mr,λ(x)) ; |g′1(x)| ≤ κ2(∣∣∣x− rλ ∣∣∣+
∣∣∣∣x− r − 1λ
∣∣∣∣)
Taking η(x) = −x in (2.4) leads to the Stein equation( r
λ
− x
)
g2(x) +
x
λ
g′2(x) = h(x)− Eh(X)
with conditions∫ ∞
0
|(xg2(x)pr,λ(x))′|dx <∞ and lim
x→0
xg2(x)pr,λ(x) = lim
x→∞xg2(x)pr,λ(x).
The solution
g2(x) =
λeλx
xr
∫ x
0
(h(u)− Eh(X))ur−1e−λudu
satisfies
|g2(x)| ≤ κ1Mλ,r(x)λ
x
; |g2(x)| ≤ κ2
|g′2(x)| ≤ κ1
λ
x
(
1 +
∣∣∣x− r
λ
∣∣∣ λ
x
Mr,λ(x)
)
|g′2(x)| ≤ 2κ2
λ
x
(∣∣∣x− r
λ
∣∣∣) ; |g′2(x)| ≤ 2κ2λ2x2 M˜r,λ(x).
Literature review: There is interest in the literature for the particular choices r = ν/2 and λ = 1/2
(chi-square distribution) and r = 1 (exponential distribution) with operators
Ag(x) = xg′(x)− (r − λx)g(x)
Ag(x) = g′(x)− λg(x) (exponential distribution)
Our bounds apply to the χ2 and exponential as well, although in this last case further simplifications
follow from the fact that
Mλ(x) =
1− e−xλ
λ
≈ 1
λ
and M˜λ =
λx− 1 + e−xλ
λ3
≈ x
λ2
.
Comparable bounds from the literature can be found in [32, Theorem 2.6], [34, Theorem 3.4], [23] or
[25, Theorem 2.2] and [16, Theorem 2.1] and [9]. Our non uniform bounds improve on the available
ones whenever they are comparable. In particular, the first bound from [16, Theorem 2.1 equation
(19)] follows immediately from ours (recall that it is necessary to divide by λ), and the second bound
as expressed in their equation (21) follows from the fact that |g′2(x)| ≤ 2λ uniformly in x, r, λ positive.
It is interesting to note that the dependence on λ is linear (and hence, in the classic parametrization,
there is no dependence on λ for this upper bound).
Example C.3 (Student distribution). This distribution has pdf
pν(x) =
(ν/(ν + x2))(1+ν)/2ν−1/2
B(ν/2, 1/2)
, S(pν) = (−∞,∞).
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The cdf Pν and survival P¯ν do not bear an explicit expression. Simple computations show that
ρν(x) = −x(ν + 1)
x2 + ν
and τν(x) =
x2 + ν
ν − 1 .
Taking c(x) = 1 in (2.2) leads to the Stein equation
−x(ν + 1)
x2 + ν
g1(x) + g
′
1(x) = h(x)− Eh(X)
with conditions∫ ∞
−∞
|(g1(x)pν(x))′|dx <∞ and lim
x→−∞ g1(x)pν(x) = limx→∞ g1(x)pν(x).
The solution given by
g1(x) = (ν + x
2)(1+ν)/2
∫ x
−∞
(h(u)− Eh(X)) /(ν + u2)(1+ν)/2du.
satisfies
|g1(x)| ≤ κ1Mν(x); |g1(x)| ≤ κ2x
2 + ν
ν − 1
|g′1(x)| ≤ κ1
(
1 +
∣∣∣∣x(ν + 1)x2 + ν
∣∣∣∣Mν(x)) ; |g′1(x)| ≤ κ2(|x|+ |x| ∣∣∣∣ν + 1ν − 1
∣∣∣∣)= κ2|x| 2νν − 1
Taking η(x) = −x in (2.4) leads to the Stein equation
−xg2(x) + x
2 + ν
ν − 1 g
′
2(x) = h(x)− Eh(X)
with conditions∫ ∞
−∞
|((x2 + ν)g2(x)pν(x))′|dx <∞ and lim
x→−∞(x
2 + ν)g2(x)pν(x) = lim
x→∞(x
2 + ν)g2(x)pν(x).
The solution
g2(x) = (ν − 1)(ν + x2)(ν−1)/2
∫ x
−∞
(h(u)− Eh(X)) /(ν + u2)(1+ν)/2du
satisfies
|g2(x)| ≤ κ1Mν(x) ν − 1
x2 + ν
; |g2(x)| ≤ κ2
|g′2(x)| ≤ κ1
ν − 1
x2 + ν
(
1 + |x| ν − 1
x2 + ν
Mν(x)
)
|g′2(x)| ≤ 2κ2|x|
ν − 1
x2 + ν
; |g′2(x)| ≤ 2κ2
(
ν − 1
x2 + ν
)2
M˜ν(x).
Literature review: An early reference on Stein operators for Student distribution is [36] which
considers operator
Ag(x) = (x2 + ν)g′(x)− (ν − 1)xg(x)
(see also [31]). Our bounds seem to outperform those from [36, More complete report, p23].
Example C.4 (Fre´chet distribution). This distribution has pdf
pα(x) = αx
−α−1e−x
−α
, S(pα) = (0,∞).
with cdf and survival
Pα(x) = e
−x−α and P¯α(x) = 1− e−x−α
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so that
Mα(x) =
x1+α(1− e−x−α)
α
but the function M˜α does not bear an explicit expression. Simple computations show that ρα(x) =
αx−α−1− (1+α)x−1 but the Stein kernel τα does not bear an explicit expression. Hence the different
bounds obtained with the choices c = 1 or c = τ will not lead to explicit results and we do not
report them here – they remain computable nevertheless. Another potentially interesting choice is
c(x) = xα+1 in (2.2) to get the Stein equation
αg2(x) + x
α+1g′2(x) = h(x)− Eh(X)
with conditions ∫ ∞
0
|(g2(x)xα+1)′|dx <∞ and lim
x→0
g2(x)x
α+1 = lim
x→∞ g2(x)x
α+1.
The solution given by
g2(x) = e
x−α
∫ x
0
(h(u)− Eh(X))u−α−1e−u−αdu.
satisfies
|g2(x)| ≤ κ1 1− e
−x−α
α
|g′2(x)| ≤ κ1
1
xα+1
(
1 + (1− e−x−α)
)
It is likely that other choices of c lead to other interesting equations and bounds, but we leave this to
ulterior investigations. We refer to [31, Section 2.6].
Example C.5 (Rayleigh distribution). This distribution with support (0,∞) has explicit pdf, cdf
and survival function given by
pr(x) = 2xe
−x2 , Pr(x) = 1− e−x2 and P¯r(x) = e−x2 ,
respectively. The mean and variance of pr are
√
pi/2 and 1− pi/4, respectively. Also
Mr(x) =
1− e−x2
2x
and M˜r(x) =
∫ x
0
(1− e−u2)du ∫∞
x
e−u
2
du
2xe−x2
=
(x−√piΦ¯(√2x))√piΦ¯(√2x)
2xe−x2
.
Simple computations show that
ρr(x) =
1
x
− 2x and τr(x) = 2x+ 2
√
piex
2
Φ¯(
√
2x)−√pi
4x
and also
0 ≤ τr(x) ≤ 1
2
.
Taking c(x) = 1 in (2.2) leads to the Stein equation( 1
x
− 2x
)
g1(x) + g
′
1(x) = h(x)− Eh(X)
with conditions ∫ ∞
−∞
|(g1(x)pr(x))′|dx <∞ and lim
x→0
g1(x)pr(x) = lim
x→∞ g1(x)pr(x).
The solution given by
g1(x) =
ex
2
x
∫ x
0
(h(u)− Eh(X))ue−u2du.
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satisfies
|g1(x)| ≤ κ1 1− e
−x2
2x
; |g1(x)| ≤ κ2
√
pi − 2x− 2√piex2Φ¯(√2x)
4x
≤ κ2
2
|g′1(x)| ≤ κ1 (1 + τr(x)Mr(x)) ≤ κ1
(
1 +
Mr(x)
2
)
|g′1(x)| ≤ κ2
(∣∣∣x− √pi
2
∣∣∣+ ∣∣∣∣( 1x − 2x)
∣∣∣∣ τr(x)) ≤ κ2(∣∣∣x− √pi2 ∣∣∣+ 12
∣∣∣∣ 1x − 2x
∣∣∣∣)
Taking η(x) = −x in (2.4) leads to non explicit equations and bounds which are therefore not
reproduced here.
Example C.6 (Binomial distribution). This distribution has pmf
pn,θ(x) =
(
n
x
)
θx(1− θ)n−x, S(pn,θ) = {0, . . . , n} .
The cdf Pn,θ and survival P¯n,θ do not bear an explicit expression. Simple computations show that
ρ−n,θ(x) =
(n+ 1)θ − x
θ(n+ 1− x) ρ
+
n,θ(x) =
(n+ 1)θ − (x+ 1)
(x+ 1)(1− θ)
τ−n,θ(x) = θ(n− x) τ+n,θ(x) = (1− θ)x
The Stein equations associated to ρ±n,θ are, on the one hand,
(n+ 1)θ − x
θ(n+ 1− x)g
−
1 (x) + ∆
+g−1 (x) = h(x)− Eh(X)
with conditions
n∑
j=0
∣∣∆−(g−1 (j + 1)pn,θ(j))∣∣ <∞ and g−1 (n+ 1)pn,θ(n) = 0
and solution
g−1 (x) =
1
pn,θ(x− 1)
x−1∑
j=0
(h(j)− Eh(X))pn,θ(j)
and, on the other hand,
(n+ 1)θ − (x+ 1)
(x+ 1)(1− θ) g
+
1 (x) + ∆
−g+1 (x) = h(x)− Eh(X)
with conditions
n∑
j=0
∣∣∆+(g+1 (j − 1)pn,θ(j))∣∣ <∞ and g+1 (−1)pn,θ(0) = 0
and solution
g+1 (x) =
1
pn,θ(x+ 1)
x∑
j=0
(h(j)− Eh(X))pn,θ(j)
=
(1− θ)(x+ 1)
θ(n− x) g
−
1 (x+ 1).
31
These functions satisfy
|g−1 (x)| ≤ κ1Mn,θ(x− 1);
|g+1 (x)| ≤ κ1Mn,θ(x)
(x+ 1)(1− θ)
θ(n− x) ;
|g−1 (x)| ≤ κ2θ(n− x+ 1);
|g+1 (x)| ≤ κ2(1− θ)(x+ 1);
|∆+g−1 (x)| ≤ κ1
(
1 +
(n+ 1)θ − x
θ(n− x+ 1)Mn,θ(x− 1)
)
|∆−g+1 (x)| ≤ κ1
(
1 +
(n+ 1)θ − (x+ 1)
θ(n− x) Mn,θ(x)
)
|∆+g−1 (x)| ≤ κ2(|x− nθ|+ |x− (n+ 1)θ|);
|∆−g+1 (x)| ≤ κ2(|x− nθ|+ |x+ 1− (n+ 1)θ|);
The Stein equations associated to τ±n,θ are on the one hand
(x− nθ)g−2 (x)− θ(n− x)∆+g−2 (x) = h(x)− Eh(X)
with condition
n∑
j=0
∣∣∆−(θ(n− j)g−2 (j + 1)pn,θ(j))∣∣ <∞
and on the other hand
(x− nθ)g+2 (x)− (1− θ)x∆−g+2 (x) = h(x)− Eh(X)
with condition
n∑
j=0
∣∣∆+((1− θ)jg+2 (j − 1)pn,θ(j))∣∣ <∞
(in both cases the border conditions disappear because of the premultiplying factor). These functions
satisfy
g+2 (x) = g
−
2 (x+ 1) and |∆+g−2 (x)| = |∆−g+2 (x)| =: |∆g2(x)|.
Moreover,
|g+2 (x)| ≤
κ1Mn,θ(x)
θ(n− x) ∧ κ2;
|∆g2(x)| ≤
(
κ1
θ(n− x)
(
1 +
|x− nθ|Mn,θ(x− 1)
θ(n− x+ 1)
))
∧
(
κ1
(1− θ)x
(
1 +
|x− nθ|Mn,θ(x)
θ(n− x)
))
|∆g2(x)| ≤ 2κ2|x− nθ|
(
1
θ(n− x) ∧
1
(1− θ)x
)
|∆g2(x)| ≤ 2κ2
(
M˜−n,θ(x)
θ2(n− x)(n− x+ 1) ∧
M˜+n,θ(x)
(1− θ)2x(x+ 1)
)
If h(x) = I[x = ξ] is point mass, we can also use Lemma 2.26 because the binomial distribution
satisfies the conditions (monotonicity of the two ratios for any ξ ∈ S(pn,θ)). Therefore, the solution
of equation (2.27) is also bounded by (2.28):
‖gξ‖∞ ≤ max
{
Pn,θ(ξ − 1)
(1− θ)ξ ,
1− Pn,θ(ξ)
θ(n− ξ)
}
and the bound (2.29) becomes
||∆gξ||∞ = Pn,θ(ξ − 1)
(1− θ)ξ +
1− Pn,θ(ξ)
θ(n− ξ) ≤ min
{
1
ξ(1− θ) ,
1
θ(n− ξ)
}
. (C.1)
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Literature review: The classic equation for Binomial target is
(1− θ)xg(x)− θ(n− x)g(x+ 1) = h(x)− Eh(X).
The bound (C.1) is of the same order as the corresponding bound in [19, Example 2.11]. Moreover,
it outperforms the uniform bound from [18, Lemma 1]. Our non-uniform bound is smaller than the
uniform bound in [2] but the expression is not well readable. By [13, Theorem 1], the Mills ratio for
the binomial distribution satisfies
x
n
≤ 1− P (x− 1)
p(x)
≤ x(1− θ)
x− nθ
for x > nθ. Therefore, we easily deduce more readable bounds for the ratio
Mn,θ(x) ≤ x(1− θ)
x− nθ ∨
(n− x)θ
nθ − x .
This could be inserted into the previous bounds to increase their readability.
Example C.7 (Negative binomial distribution). This distribution has pmf
pr,θ(x) = (1− θ)rθxΓ(x+ r)
x!Γ(r)
, S(pr,θ) = IN
The cdf Pr,θ and survival function P¯r,θ do not bear an explicit expression. The mean is θr/(1− θ).
Simple computations show that
ρ−(x) = 1− x
θ(x− 1 + r) ρ
+(x) =
(x+ r)θ
x+ 1
− 1
τ−(x) =
θ
1− θ (r + x) τ
+(x) =
1
1− θx.
The Stein equations associated to ρ± are, on the one hand,(
1− x
θ(x− 1 + r)
)
g−1 (x) + ∆
+g−1 (x) = h(x)− Eh(X)
with conditions
∞∑
j=0
∣∣∆−(g−1 (j + 1)pr,θ(j))∣∣ <∞ and limn→∞ g−1 (n+ 1)pr,θ(n) = 0
and solution
g−1 (x) =
1
pr,θ(x− 1)
x−1∑
j=0
(h(j)− Eh(X))pr,θ(j)
and, on the other hand,(
(x+ r)θ
x+ 1
− 1
)
g+1 (x) + ∆
−g+1 (x) = h(x)− Eh(X)
with conditions
∞∑
j=0
∣∣∆+(g+1 (j − 1)pr,θ(j))∣∣ <∞ and g+1 (−1)pr,θ(0) = 0
and solution
g+1 (x) =
1
pr,θ(x+ 1)
x∑
j=0
(h(j)− Eh(X))pr,θ(j).
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These functions satisfy
|g−1 (x)| ≤ κ1Mr,θ(x− 1);
|g+1 (x)| ≤ κ1Mr,θ(x)
(x+ r)θ
x+ 1
;
|g−1 (x)| ≤ κ2
θ(r + x− 1)
1− θ ;
|g+1 (x)| ≤ κ2
1
1− θ (x+ 1);
|∆+g−1 (x)| ≤ κ1
(
1 +
∣∣∣∣1− xθ(x− 1 + r)
∣∣∣∣Mr,θ(x− 1)) ;
|∆−g+1 (x)| ≤ κ1
(
1 +
|x(1− θ) + 1− rθ|
θ(r + x)
Mr,θ(x)
)
;
|∆+g−1 (x)| ≤ κ2
(∣∣∣∣x− θr1− θ
∣∣∣∣+ ∣∣∣∣x− θ(r − 1)1− θ
∣∣∣∣) ;
|∆−g+1 (x)| ≤ κ2
(∣∣∣∣x− θr1− θ
∣∣∣∣+ ∣∣∣∣x− 1− rθ1− θ
∣∣∣∣) .
The Stein equations associated to τ± are(
x− θr
1− θ
)
g−2 (x)−
θ
1− θ (x+ r)∆
+g−2 (x) = h(x)− Eh(X)
with condition
∞∑
j=0
∣∣∆+((r + j)g−2 (j + 1)pr,θ(j))∣∣ <∞
and (
x− θr
1− θ
)
g+2 (x)−
1
1− θx∆
−g+2 (x) = h(x)− Eh(X)
with condition
∞∑
j=0
∣∣∆−(jg+2 (j − 1)pr,θ(j))∣∣ <∞
(in both cases the border conditions disappear because of the premultiplying factor). These functions
satisfy
g+2 (x) = g
−
2 (x+ 1) and |∆+g−2 (x)| = |∆−g+2 (x)| =: |∆g2(x)|
and
|g+2 (x)| ≤ κ1Mr,θ(x)
1− θ
θ(x+ r)
∧ κ2;
|∆g2(x)| ≤
(
κ1(1− θ)
θ(r + x)
(
1 +
∣∣∣∣ (1− θ)x− θrθ(r + x− 1)
∣∣∣∣Mrθ(x− 1)))
|∆g2(x)| ≤
(
κ1(1− θ)
x
(
1 +
|(1− θ)x− θr|
θ(r + x)
Mrθ(x)
))
|∆g2(x)| ≤ 2κ2|(1− θ)x− rθ|
(
1
θ(r + x)
∧ 1
x
)
|∆g2(x)| ≤ 2κ2(1− θ)2
(
M˜−r,θ(x)
θ2(r + x)(r + x− 1) ∧
M˜+r,θ(x)
x(x+ 1)
)
If, moreover, h is an indicator function, the bound (2.29) becomes
||∆gξ||∞ = (1− θ)Pr,θ(ξ − 1)
ξ
+ (1− θ)1− Pr,θ(ξ)
θ(r + ξ)
≤ min
{
1− θ
ξ
,
1− θ
θ(r + ξ)
}
. (C.2)
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For any Borel set A ⊂ S(pr,θ), the solution is bounded by (2.30)
‖gA‖∞ ≤
∑
j∈A
pr,θ(j)
 sup
ξ∈A
{
1− θ
ξpr,θ(ξ)
,
1− θ
θ(r + x)pr,θ(ξ)
}
and the bound (2.31) gives
||∆gA||∞ ≤ (1− θ) sup
x∈A
(
Pr,θ(x− 1)
x
+
1− Pr,θ(x)
θ(r + x)
)
.
Literature review: Something about the he case ` = −1 is the most developed in the literature (see
for instance [5, 6, 1, 12]). The operator is given in [1] (see their equation (1.1)). Bound (C.2) is
the bound of [6, Theorem 2.10], which improves the one of [5, Lemma 5]. Something is precisely
the bound (1.3) in [1] We note that the bound B±2,r,θ(x) = 1 yields whereas B4,r,θ is of the same
order but (strictly) uniformly smaller than the corresponding bound (1.4) in [1] and similar to the
improved version of this bound [12, Prop. 4.4].
D More bounds on IPMs
In this section we apply the material from Section 3, particularly Corollaries 3.4 and B.2, to two
more examples. We conclude with two examples illustrating how the material can be used in more
generality.
Example D.1 (Rayleigh approximation). We wish to compare distributions characterized by
p∞(x) = 2xe−x
2I[0 ≤ x ≤ ∞], P∞(x) = (1− e−x2)I[0 ≤ x ≤ ∞] (Rayleigh distribution, Example
C.5) and the distribution with pdf and cdf pn(x) = 2/n(n − 1)x
(
1− x2/n)n−2 I[0 ≤ x ≤ √n],
Pn(x) = 1−
(
n/(n− x2))1−n I[0 ≤ x ≤ √n], respectively. We have already computed ρ∞, τ∞ and
M∞. We also immediately obtain
ρn(x)− ρ∞(x) = 2xx
2 − 2
n− x2 .
Direct computations yield κ?1(z) = 0 for all z, which gives
Kol(pn, p∞) ≤
∫ √n
0
2x
|x2 − 2|
n− x2
1− e−x2
2x
pn(x)dx ≤ 2(n− 1)
nn−1
∫ √n
0
x|x2 − 2|(n− x2)n−3dx
Using the change of variables u = x2 and separating the integral on (0,
√
2) and (
√
2,
√
n) it is
possible to compute this integral to obtain
Kol(pn, P∞) ≤ 1
n
(
1 + 2
(
1− 2
n
)n−2)
≤ 1.28
n
(the upper bound is valid for n ≥ 100). The same bound applies for Total Variation distance. Finally
for Wasserstein distance, direct computations yield (using |h′| ≤ 1),
|κ?1(h)| ≤ lim
x→0
pn(x)
p∞(x)
∫ ∞
0
P∞(x ∧ u)P¯∞(x ∨ u)du+ lim
x→√n
pn(x)
p∞(x)
∫ ∞
0
P∞(x ∧ u)P¯∞(x ∨ u)du = 0.
We have to endure the non tractable function τ∞(x) in the bound
Wass(pn, p∞) ≤
∫ √n
0
2x
|x2 − 2|
n− x2 τ∞(x)pn(x)dx
Nevertheless using 0 ≤ τ∞(x) ≤ 12 the above becomes
Wass(pn, p∞) ≤ 1
2
∫ √n
0
2x
|x2 − 2|
n− x2 pn(x)dx =
2(n− 1)
nn−1
∫ √n
0
x2|x2 − 2| (n− x2)n−3 dx.
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Figure 10: Numerical evaluation of the upper bound (orange curve) and of the exact Wasserstein
distance in (blue curve) for n ∈ {10, 70}. The numerical evaluation of the Wasserstein distance becomes
unstable for n ≥ 50.
This integral is not as nice as the previous one. The exact integral (obtained with the help of
mathematica) is
−
√
piΓ(n)
4
√
nΓ(n+ 1/2)
+ 2
√
2
n− 1
nn
(n− 2)nn(40 + 11(n− 4)n) + (n− 2)3nnH2F1
(− 12 , 3− n, 12 , 2n)
(n− 2)2(2n− 5)(2n− 3)(2n− 1)
which appears to be quite unfathomable. Numerical evaluations (up to n = 106) indicate however
that this is slightly less than 1/n.
NB. We are indebted to Robert Gaunt for pointing out this problem to us. For context, details,
and alternative computations of similar quantities, we refer to paper [24] (in particular Remark 4.9).
Example D.2 (Binomial vs Hypergeometric). If Xn ∼ Hyper(n,K,N) and X∞ ∼ Bin(n,K/N),
then a direct application of classical Stein’s method gives the bound (n− 1)/(N − 1) already provided
in [18, 29]. Equation (3.10) gives
TV (Bin(n,K/N),Hyper(n,K,N)) ≤ IEH
[∣∣∣∣ (n−X)(K(n− 1)−NX)(N −K)(K + n−N −X − 1)(1 +X)
∣∣∣∣ PB(X)(1− PB(X))pB(X + 1)
]
where the index H denote the expectation computed for the hypergeometric distribution and the index
B is associated to the binomial distribution. The bound is not as readable as [17], who obtain the
incredibly elegant 1 − (1 − 1/N)n−1. If we choose the Hypergeometric as target distribution, we
obtain
TV (Bin(n,K/N),Hyper(n,K,N)) ≤ IEB
[∣∣∣∣ (n−X)(K(n− 1)−NX)(N −K)(K + n−N −X − 1)(1 +X)
∣∣∣∣ PH(X)(1− PH(X))pH(X + 1)
]
.
The three bounds are graphically compared in Figure 11.
We conclude with two examples which are outside the scope of our Corollaries 3.4 and B.2.
To prepare for these, we make some simplifying assumptions. We suppose that p∞ is continuous
(` = 0) with support either the half line (0 may or may not be included) or the real line. Let T∞
and L∞ be its Stein operators and set gh(x) = L∞h(x)c(x) . Next let Xn have operators T `n and L`n
(` ∈ {−1, 0, 1}) and suppose that S(pn) has infimum (minimum) an ≥ 0 and supremum (maximum)
bn ≤ ∞. Starting again from (3.4), we know that for all sufficiently regular functions c we can write
Eh(Xn)− Eh(X∞) = E [T∞c(Xn)gh(Xn) + c(Xn)g′h(Xn)]
= E
[
(T∞c(Xn)− T `n c(Xn))gh(Xn)
]
+ E
[
c(Xn)
(
g′h(Xn)−∆−`gh(Xn)
)]− κ`n(h) (D.1)
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Figure 11: Bounds for the total variation distance between the binomial (n,K/N) and the hypergeometric
(n,K,N) for K = 20 and N = 50. The blue and orange curve correspond to our bounds, and the green one is
that from [17].
where
κ`n(h) =

−c(an)/c(an − 1)pn(an)L∞h(an − 1) if ` = 1
limx→bn L∞h(x)pn(x)− limx→an L∞h(x)pn(x) if ` = 0
c(bn)/c(bn − 1)pn(bn)L∞h(bn) if ` = −1.
Controlling gh and g
′
h via the results from Sections 2.2 and 2.3 easily leads to bounds on the usual
probability metrics.
Example D.3 (Maxima of independent to Fre´chet). Let the target p∞ be the Fre´chet distribution
studied in Example C.4 and suppose that Xn has continuous distribution (i.e. ` = 0). Then taking
c(x) = xα+1 we have T∞c(x) = α so that (D.1) yields
|Eh(Xn)− Eh(X∞)| =
∣∣E [(α− Tnc1(Xn))gh(Xn)]− κ`n(h)∣∣
≤ E
[
|α− Tnc1(Xn)| 1− e
−X−αn
α
]
+
∣∣κ`n(h)∣∣
≤ E
[∣∣∣∣1− 1αTnc1(Xn)
∣∣∣∣]− κ`n(h)
for all h such that κ1 ≤ 1, and therefore also for the Kolmogorov distance. Now suppose that
Mn = max(X1, . . . , Xn) the maximum of n independent positive random variables with pdf f(x), cdf
F (x) and support [a, b]. Set Xn = Mn/rn for rn some sequence of normalizing constants. Then
an = a/rn, bn = b/rn, Pn(x) = F (rnx)
n and pn(x) = nrnf(rnx)F (rnx)
n−1 so that
Tnc1(x) = (α+ 1)xα + rnxα+1
(
f ′(rnx)
f(rnx)
+ (n− 1) f(rnx)
Franx)
)
for a/rn ≤ x ≤ b/rn. Also κ`n(h) = L∞h(b−/rn)nrnf(b−)F (b−)n−1−L∞h(a+/rn)nrnf(a+)F (a+)n−1.
If, for instance, we choose F (x) = (1− x−α)I[x ≥ 1] the Pareto distribution with rn = n1/α then
a = 1, an = n
−1/α, b = bn = ∞, and pn(x) = αx−α−1(1 − x−α/n)n−1 for x ≥ n−1/α so that
κ`n(h) = 0 and
1
αTnc1(x) = n−1n
(
1− x−αn
)−1
, x ≥ n−1/α. We readily obtain
E
[∣∣∣∣1− 1αTnc1(Xn)
∣∣∣∣] = E
[∣∣∣∣∣1− n− 1n
(
1− X
−α
n
n
)−1∣∣∣∣∣
]
=
2
n− 1
(
1− 1
n
)n
≤ 2/e
n− 1
independently of α. See also [31, Section 2.6].
Example D.4 (Binomial to normal). Consider p∞ the standard normal density, and pn the density
of Xn a standardized binomial with parameters n, θ, that is Xn = (Bn − nθ)/
√
nθ(1− θ) where
Bn ∼ Bin(n, θ). Let rn =
√
nθ(1− θ). Then an = −nθ/rn and bn = n(1− θ)/rn and
pn(x) =
(
n
nθ + rnx
)
θnθ+rnx(1− θ)n(1−θ)−rnx for x ∈ S(pn) =
{
k − nθ
rn
with k ∈ {0, . . . , n}
}
.
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An appropriate derivative in this case is ∆`nf(x) = rn/`(f(x+ `/rn)− f(x)), ` ∈ {−1, 1}; note that
if f is twice differentiable then, from Taylor’s theorem
∆`nf(x) = f
′(x) +
1
rn
E
[
V f ′′
(
X +
UV
rn
)]
where U, V are independent uniform on [0, 1]. The canonical operator for pn is
T `nf(x) =
∆`n(f(x)pn(x))
pn(x)
= rn
(
f
(
x+
1
rn
)
θ
1− θ
n(1− θ)− xrn
nθ + 1 + xrn
− f(x)
)
(` = 1)
= rn
(
f(x)− f
(
x− 1
rn
)
1− θ
θ
nθ + xrn
n(1− θ) + 1− xrn
)
(` = −1)
for x ∈ S(pn) and pn satisfies the identities
E[T `n c(Xn)f(Xn) + c(Xn)∆−`n f(Xn)] = κ`n(c, f)
with κ+n (c, f) = −c(−nθ/rn)f((−nθ − 1)/rn)pn(−nθ/rn) and κ−n (c, f) = c(n(1− θ)/rn)f(((n(1−
θ) + 1)/rn)pn(n(1− θ)/rn). If we pick c(x) = 1 then, after some simplifications,
T∞c(x)− T +n c(x) = −x− rn
(
r2n − xrnθ
r2n + xrn(1− θ) + (1− θ)
− 1
)
= −x+ rn
(
xrn − (1− θ)
r2n + xrn(1− θ) + (1− θ)
)
= −x+ x
(
r2n − (1− θ)rn/x
r2n + xrn(1− θ) + (1− θ)
)
= −(1− θ) (x
2 + 1)rn + x
r2n + xrn(1− θ) + (1− θ)
.
This function is negative throughout S(pn) and explicit computations (we use Mathematica) inform
us that
E
[∣∣T∞c(x)− T +n c(x)∣∣] ≤ 2√1θ − 1 1√n
(the exact expression is not very enlightening). With obvious accommodations to the notations,
we have κ+n (h) = (1 − θ)nL∞h(−nθ/rn). For the sake of brevity we only consider the case of
Wasserstein distance with h(x) Lipschitz. Then |gh(x)| ≤ 1 and |g′′h(x)| ≤ 2 (this result is available
e.g. from [11, Lemma 2.4]) so that
Wass(pn, p∞) ≤ 2
√
1
θ
− 1 1√
n
+
2√
nθ(1− θ) + (1− θ)
n.
We could also obtain rates in the Kolmogorov and Total Variation distances, but this would require
more work for what is, ultimately, only a proof of concept. As far as we are aware, the first to have
performed Stein’s method of comparison of generators for comparing a discrete and a continuous
distribution are [28].
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