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Abstract. In this paper we consider a semilinear elliptic equation
with a strong singularity at u = 0, namely

u ≥ 0 in Ω,
−div A(x)Du = F (x, u) in Ω,
u = 0 on ∂Ω,
with F (x, s) a Carathe´odory function such that
0 ≤ F (x, s) ≤ h(x)
Γ(s)
a.e. x ∈ Ω, ∀s > 0,
with h in some Lr(Ω) and Γ a C1([0,+∞[) increasing function such
that Γ(0) = 0 and Γ′(s) > 0 for every s > 0.
We introduce a notion of solution to this problem in the spirit
of the solutions defined by transposition. This definition allows us
to prove the existence and the stability of this solution, as well as
its uniqueness when F (x, s) is nonincreasing in s.
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1. Introduction
Position of the problem
In the present paper we deal with a semilinear problem with a strong
singularity at u = 0, which consists in finding a function u which
satisfies
(1.1)


u ≥ 0 in Ω,
−div A(x)Du = F (x, u) in Ω,
u = 0 on ∂Ω,
where Ω is a bounded open set of RN , N ≥ 1, where A is a coercive
matrix with coefficients in L∞(Ω), and where
F : (x, s) ∈ Ω× [0,+∞[→ F (x, s) ∈ [0,+∞]
is a Carathe´odory function which satisfies
(1.2) 0 ≤ F (x, s) ≤ h(x)
Γ(s)
a.e. x ∈ Ω, ∀s > 0,
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with


h ≥ 0,
h ∈ Lr(Ω), r = 2N
N+2
if N ≥ 3, r > 1 if N = 2, r = 1 if N = 1,
Γ : s ∈ [0,+∞[−→ Γ(s) ∈ [0,+∞[ is a C1([0,+∞[) function
such that Γ(0) = 0 and Γ′(s) > 0 ∀s > 0.
(1.3)
The function F
A model for the function F (x, s) (see a more general model in (2.2)
and Remark 2.1 viii) below) is given by


F (x, s) = f(x)
(
a+ sin(1
s
)
)
exp(−1
s
)
+ g(x)
(
b+ sin(1
s
)
)
sγ
+ l(x)
a.e. x ∈ Ω, ∀s > 0,
(1.4)
where γ > 0, a > 1, b > 1 and where the functions f , g and l are
nonnegative. In this model
(
a+ sin(1
s
)
)
exp(−1
s
)
, as well as
(
b+ sin(1
s
)
)
sγ
, are
just examples of functions which can be replaced by any singularity
1
Γ(s)
with Γ satisfying (1.3). Note that the behaviour of F (x, s) for
s = 0 can be very different according to the point x.
Note also that the function F (x, s) is defined only for s ≥ 0, and that
in view of (1.2) and (1.3), F (x, s) is finite for almost everywhere x ∈ Ω
and for every s > 0, but that F (x, s) can exhibit a singularity when
s > 0 tends to 0 and when h(x) > 0. Let us emphasize the fact that the
Carathe´odory character of the function F (x, s), which can take infinite
values when s = 0, means in particular that for almost every x ∈ Ω,
the function s → F (x, s) is continuous not only for every s > 0 but
also for s = 0.
Note finally that we do not require F (x, s) to be nonincreasing in
s, except when we deal with uniqueness and comparison results in the
Uniqueness Theorem 4.3 and in Section 7 below.
The case of a mild singularity
In the present paper we consider the case of strong singularities,
namely the case where F (x, s) can have any (wild) behavior as s tends
to zero, while in our previous paper [17] we restricted ourselves to the
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case of mild singularities, namely the case where

0 ≤ F (x, s) ≤ h(x)
(
1
sγ
+ 1
)
a.e. x ∈ Ω, ∀s > 0
with 0 < γ ≤ 1.
(1.5)
When the function F satisfies (1.5), our definition of the solution to
problem (1.1) is relatively classical, because it consists in looking for a
function u such that


u ∈ H10 (Ω),
u ≥ 0 a.e. in Ω,∫
Ω
F (x, u)ϕ < +∞ ∀ϕ ∈ H10 (Ω), ϕ ≥ 0,∫
Ω
ADuDϕ =
∫
Ω
F (x, u)ϕ ∀ϕ ∈ H10 (Ω),
(1.6 mild)
(see [17, Section 3]).
Definition of the solution for a strong singularity
In contrast, the definition of the solution to problem (1.1) that we use
in the present paper is less classical. This definition is in our opinion
one of the main originalities of the present paper.
We refer the reader to Section 3 below where this definition is given
in details, but here we emphasize some of its main features.
When the function F satisfies (1.2) and (1.3), we will say (see Defi-
nition 3.6 below) that u is a solution to problem (1.1) if
(1.7 strong)


i) u ∈ L2(Ω) ∩H1loc(Ω),
ii) u(x) ≥ 0 a.e. x ∈ Ω,
iii)Gk(u) ∈ H10 (Ω) ∀k > 0,
iv)ϕTk(u) ∈ H10 (Ω) ∀k > 0, ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω),
where Gk(s) = (s − k)+ and Tk(s) = inf(s, k) = s − Gk(s) for s > 0,
and if
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

∀v ∈ H10 (Ω) ∩ L∞(Ω), v ≥ 0,
with − div tA(x)Dv =
∑
i∈I
ϕˆi(−div gˆi) + fˆ in D′(Ω),
where I is finite, ϕˆi ∈ H10 (Ω) ∩ L∞(Ω), gˆi ∈ (L2(Ω))N , fˆi ∈ L1(Ω),
one has
i)
∫
Ω
F (x, u)v < +∞,
ii)
∫
Ω
tA(x)DvDGk(u) +
∑
i∈I
∫
Ω
gˆiD(ϕˆiTk(u)) +
∫
Ω
fˆTk(u) =
= 〈−div tA(x)Dv,Gk(u)〉H−1(Ω),H1
0
(Ω) + 〈〈−div tA(x)Dv, Tk(u)〉〉Ω =
=
∫
Ω
F (x, u)v ∀k > 0,
(1.8 strong)
where 〈〈 , 〉〉Ω is a notation introduced in (3.3) below.
Note that in this definition every term of (1.8 strong ii) makes sense
in view of (1.7 strong iii) and (1.7 strong iv).
This definition (1.7 strong), (1.8 strong) strongly differs from the defini-
tion (1.6 mild). Indeed for example the assertion u ∈ H10 (Ω) of (1.6 mild)
is replaced in (1.7 strong) by u ∈ H1loc(Ω), Gk(u) ∈ H10 (Ω) for every k > 0
and ϕTk(u) ∈ H10 (Ω) for every k > 0 and for every ϕ ∈ H10 (Ω)∩L∞(Ω).
Here the assertion Gk(u) ∈ H10 (Ω) for every k > 0 in particular ex-
presses the boundary condition u = 0 on ∂Ω (see Remark 3.7 ii))
below.
Actually, the solution u does not in general belong to H10 (Ω), or in
other terms u “does not belong to H1(Ω) up to the boundary”, when
the function F exhibits a strong singularity at s = 0. It is indeed
proved by A.C. Lazer and P.J. McKenna in [22, Theorem 2] that when
f ∈ Cα(Ω), α > 0, with f(x) ≥ f0 > 0 in Ω, in a domain Ω with C2+α
boundary, the solution u to the equation

−∆u =
f(x)
uγ
in Ω,
u = 0 on ∂Ω,
does not belong to H1(Ω) when γ > 3, even if u belongs to C2+α(Ω) ∩
C0(Ω) in this case.
The “space” defined by (1.7 strong) in which we look for a solution to
(1.1) in the case of a strong singularity is therefore fairly different from
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the space H10(Ω) in which we look for a solution to (1.1) in the case of
a mild singularity.
Another important difference between the two definitions appears as
far as the partial differential equation in (1.1) is concerned. Indeed,
if the formulation in the last line of (1.6 mild) is classical, with the
use of test functions in H10 (Ω), the equation in (1.1) as formulated in
(1.8 strong) involves test functions which belong to the vectorial space
described in the three first lines of (1.8 strong), that we will denote by
V(Ω) in the rest of the present paper. Actually this space V(Ω) con-
sists in functions v such that −div tA(x)Dv can be put in the usual
duality between H−1(Ω) and H10 (Ω) with Gk(u), and in a “formal du-
ality” (through the notation 〈〈 , 〉〉Ω introduced in (3.3) below) with
Tk(u): indeed, when u satisfies (1.7 strong), one writes u as the sum
u = Gk(u) + Tk(u), where Gk(u) ∈ H10 (Ω) and where ϕTk(u) ∈ H10 (Ω)
for every k > 0 and for every ϕ ∈ H10 (Ω) ∩ L∞(Ω); on the other hand
−div tA(x)Dv, which of course belongs to H−1(Ω) when v ∈ H10 (Ω),
will be assumed to be the sum of a function fˆ ∈ L1(Ω) and of a
finite sum of functions ϕˆi(−div gˆi), with ϕˆi ∈ H10(Ω) ∩ L∞(Ω) and
−div gˆi ∈ H−1(Ω), a fact which allows one to correctly define the “for-
mal duality” 〈〈−div tA(x)Dv, Tk(u)〉〉Ω (see (3.3) in Definition 3.2 be-
low).
This is a definition of the solution by transposition in the spirit of
those introduced by J.-L. Lions and E. Magenes and by G. Stampac-
chia. Here again things are fairly different with respect to the case of
a mild singularity.
Main results of the present paper
In the framework of the definition (1.7 strong), (1.8 strong) (i.e. of Def-
inition 3.6 below) we are able to prove that there exists at least a solu-
tion to problem (1.1) (see the Existence Theorem 4.1 below). We also
prove that this solution is stable with respect to variations of the right-
hand side (see the Stability Theorem 4.2 below). Finally, if further
to (1.2) and (1.3) we assume that the function F (x, s) is nonincreas-
ing with respect to s, then this solution is unique (see the Uniqueness
Theorem 4.3 below).
In brief Definition 3.6 below provides a framework where problem
(1.1) is well posed in the sense of Hadamard.
Moreover every solution u to problem (1.1) defined in this sense
satisfies the following a priori estimates:
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• an a priori estimate of Gk(u) in H10 (Ω) for every k > 0 (see Propo-
sition 5.1 below) which is formally obtained by using Gk(u) as test
function in (1.1); this implies an a priori estimate of u in L2(Ω) (see
Remark 5.2 below);
• an a priori estimate of ϕDTk(u) in (L2(Ω))N for every ϕ ∈ H10 (Ω) ∩
L∞(Ω) (see Proposition 5.4 below) which is formally obtained by
using ϕ2Tk(u) and ϕ
2 as test functions in (1.1); this implies an a
priori estimate of u in H1loc(Ω) (see Remark 5.7 below) and an a
priori estimate of ϕTk(u) in H
1
0 (Ω) for every k > 0 and for every
ϕ ∈ H10 (Ω) ∩ L∞(Ω) (see Remark 5.5 below);
• an a priori estimate of the integral
∫
{u≤δ}
F (x, u)v for every v ∈ V(Ω),
v ≥ 0, and every δ > 0, which depends only on δ and on v (and also
on u through the products ϕˆiDu) by a constant which tends to zero
when δ tends to zero (see Proposition 5.9 and Remark 5.10 below);
• an a priori estimate of β(u) in H10 (Ω) (where the function β is defined
from the function Γ by β(s) =
∫ s
0
√
Γ′(t)dt) (see Proposition 5.13
below) which is formally obtained by using Γ(u) as test function in
(1.1).
The (mathematically correct) proofs of all the above a priori estimates
are based on Definition (1.7 strong), (1.8 strong) and on the use of conve-
nient test functions v in (1.8 strong).
Literature
There is a wide literature dealing with problem (1.1). We will not
pretend to give here a complete list of references and we will concentrate
on some papers which seem to us to be the most significant, also refering
the interested reader to the references quoted there.
The problem (1.1) was initially proposed in 1960 in the pioneering
work [16] of W. Fulks and J.S. Maybe as a model for several physical
situations. The problem was then studied by many authors, among
which we will quote the works of C.A. Stuart [25], M.G. Crandall,
P.H. Rabinowitz and L. Tartar [11], J.I. Diaz, J.M. Morel and L. Oswald
[14], M.M. Coclite and G. Palmieri [10], A.C. Lazer and P.J. McKenna
[22], Y.S. Choi and P.J. McKenna [7], J. Davila and M. Montenegro
[12], C.O. Alves, F.J.S.A. Correa and J.V.A. Goncalves [1], F. Cirstea,
M. Ghergu and V. Radulescu [8], G.M. Coclite and M.M. Coclite [9],
D. Arcoya and L. Moreno-Me´rida [2], and F. Oliva and F. Petitta [23].
In most of the above quoted papers the authors look for a strong so-
lution and use sub- and super-solutions. In particular in [22] A.C. Lazer
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and P.J. McKenna work in C2,α(Ω) and W 2,q(Ω) and use methods
of sub- and super-solutions, proving that when F (x, s) =
f(x)
sγ
with
γ > 0, f ∈ Cα(Ω) and f(x) ≥ f0 > 0 in a C2,α domain Ω, then one has
c1φ1(x) ≤ u(x) γ+12 ≤ c2φ1(x) for two constants 0 < c1 < c2, where φ1 is
the first (positive) eigenfunction of −div A(x)D in H10 (Ω); M.G. Cran-
dall, P.H. Rabinowitz and L. Tartar [11] study the behaviours of u(x)
and |Du(x)| at the boundary. Let us finally note that C. Stuart [24],
as well as M.G. Crandall, P.H. Rabinowitz and L. Tartar [11], do not
assume that F (x, s) is nonincreasing in s.
More recently L. Boccardo and L. Orsina studied in [4] the problem
in the framework of weak solutions in the sense of distributions. In
that paper, the authors address the problem (1.1) with F (x, s) =
f(x)
sγ
,
where γ > 0 and where f ≥ 0 belongs to L1(Ω), or to other Lebesgue’s
spaces, or to the space of Radon’s measures, and they prove existence
and regularity as well as non existence results. In this work the strong
maximum principle and the nonincreasing character of the function
F (x, s) =
f(x)
sγ
with respect to s play prominent roles. The solution
u to problem (1.1) is indeed required to satisfy u(x) ≥ c(ω, u) > 0
on every open set ω with ω ⊂ Ω, and the framework in which the
solution is searched for is the Sobolev’s space H10 (Ω) or H
1
loc(Ω). Then
L. Boccardo and J. Casado-Dı´az proved in [3] the uniqueness of the
solutions obtained by approximation and the stability of the solution
with respect to the G-convergence of a sequence of matrices Aε(x)
which are equicoercive and equibounded.
For a variational approach to the problem and extensions to the case
of a nonlinear principal part, see A. Canino and M. Degiovanni [5],
L.M. De Cave [13], and A. Canino, B. Sciunzi and A. Trombetta [6].
In the very recent preprint [23], F. Oliva and F. Petitta consider the
case where F (x, s) = f(x)g(s) with f a nonnegative measure and g a
continuous function which is singular at u = 0; they prove in particular
the existence of a solution u ∈ L1(Ω) ∩W loc1,1(Ω) which satisfies the
equation in the sense of distributions, and, when g is nonincreasing,
the uniqueness of such a solution by using convenient solutions to the
adjoint problem.
Contributions of the present paper
In the present paper (as in [17], where mild solutions are considered),
we obtain in particular an a priori estimate of the singular term in
the region where the solution is close to zero. This estimate, which
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is new, is an essential tool in our proof. Moreover, in the case of
strong singularities, the main difficulty, with respect to the case of
mild singularities, is that only local estimates in the energy space are
available for the solutions (see [22]). In order to solve this difficulty,
we prove that the solution satisfies ϕDu ∈ (L2(Ω))N for every ϕ ∈
H10 (Ω) ∩ L∞(Ω), which is a property of the solution which was not
known before. We also introduce a convenient class of test functions,
namely the class V(Ω) defined in Subsection 3.1 below. The class V(Ω)
and the method of proof that we use seem to be rather flexible and can
be adapted to other situations where other techniques would fail. This
is the case for the existence of solutions when the equation involves
a zeroth-order term which prevents the use of the strong maximum
principle in the equation (see [20]), as well as for the homogenization
of singular problems in perforated domains Ωε obtained from Ω by
removing many small holes, when the Dirichlet boundary condition on
∂Ωε leads to the appearance of a “strange term” µu in Ω (see [19]).
One of the strong points of the present paper is Definition 3.6. This
definition makes problem (1.1) well posed in the sense of Hadamard
when the function F (x, s) is nonincreasing in s, and allows us to per-
form in a mathematically correct way all the formal computations that
we want to make on problem (1.1), even when the assumption that the
function F (x, s) is nonincreasing in s is not done. Two other strong
points are the fact that we do not assume that the function F (x, s)
is nonincreasing with respect to s, except as far as uniqueness is con-
cerned, and that we do not use the strong maximum principle.
A weak point of the present paper is however the fact that Defini-
tion 3.6 is a definition by transposition in the spirit of J.-L. Lions and
E. Magenes and of G. Stampacchia, a feature which makes difficult (if
not impossible, except maybe when p = 2) to extend it to the case of
general nonlinear monotone operators.
2. Assumptions
As said in the Introduction we study in this paper solutions to the
following singular semilinear problem
(2.1)


u ≥ 0 in Ω,
−div A(x)Du = F (x, u) in Ω,
u = 0 on ∂Ω,
10 D. GIACHETTI, P.J. MARTI´NEZ-APARICIO, AND F. MURAT
where a model for the function F (x, s) is given by (1.4); another more
general model is the following one
F (x, s) = f(x)
(a+ sin(S(s)))
exp(−S(s)) + g(x)
(
b+ sin(1
s
)
)
sγ
+ l(x)
a.e. x ∈ Ω, ∀s > 0,
(2.2)
where γ > 0, a > 1, b > 1, where the function S satisfies
(2.3) S ∈ C1(]0,+∞[), S ′(s) < 0 ∀s > 0, S(s)→ +∞ as s→ 0,
and where the functions f , g and l are nonnegative and belong to Lr(Ω)
with r defined in (2.6 i) (see Remark 2.1 viii) below).
In this section, we give the precise assumptions that we make on the
data of problem (2.1).
We assume that Ω is an open bounded set of RN , N ≥ 1 (no reg-
ularity is assumed on the boundary ∂Ω of Ω), that the matrix A is
bounded and coercive, i.e. satisfies
(2.4) A(x) ∈ (L∞(Ω))N×N , ∃α > 0, A(x) ≥ αI a.e. x ∈ Ω,
and that the function F satisfies
(2.5)

F : (x, s) ∈ Ω× [0,+∞[→ F (x, s) ∈ [0,+∞] is a Carathe´odory function,
i.e. F satisfies
i) ∀s ∈ [0,+∞[, x ∈ Ω→ F (x, s) ∈ [0,+∞] is measurable,
ii) for a.e. x ∈ Ω, s ∈ [0,+∞[→ F (x, s) ∈ [0,+∞] is continuous,
(2.6)

i) ∃h, h(x) ≥ 0 a.e. x ∈ Ω, h ∈ Lr(Ω),
with r =
2N
N + 2
if N ≥ 3, r > 1 if N = 2, r = 1 if N = 1,
ii) ∃Γ : s ∈ [0,+∞[→ Γ(s) ∈ [0,+∞[, Γ ∈ C1([0,+∞[),
such that Γ(0) = 0 and Γ′(s) > 0 ∀s > 0,
iii) 0 ≤ F (x, s) ≤ h(x)
Γ(s)
a.e. x ∈ Ω, ∀s > 0.
Moreover, when we will prove comparison and uniqueness results
(Proposition 7.1 and Theorem 4.3), we will assume that F (x, s) is non-
increasing in s, i.e. that
(2.7) F (x, s) ≤ F (x, t) a.e. x ∈ Ω, ∀s, ∀t, 0 ≤ t ≤ s.
Remark 2.1.
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• i) If a function Γ = Γ(s) satisfies (2.6 ii), then Γ is (strictly) increas-
ing and satisfies Γ(s) > 0 for every s > 0; note that the function Γ
can be either bounded or unbounded.
Observe also that if a function F = F (x, s) satisfies (2.6) for h(x)
and Γ(s), and if Γ(s) is a function which satisfies (2.6 ii) and Γ(s) ≤
Γ(s), then F (x, s) satisfies (2.6) for h(x) and Γ(s).
• ii) The function F = F (x, s) is a nonnegative Carathe´odory function
with values in [0,+∞] and not only in [0,+∞[. But, in view of
condition (2.6 iii), for almost every x ∈ Ω, the function F (x, s) can
take the value +∞ only when s = 0 (or, in other terms, F (x, s) is
finite for almost every x ∈ Ω when s > 0).
• iii) Note that (2.6 ii) and (2.6 iii) do not impose any restriction on
the growth of F (x, s) as s tends to zero. Moreover it can be proved
(see [18, Section 3, Proposition 1]) that (2.6) is equivalent to the
following assumption
(2.8)


∀k > 0, ∃hk, hk(x) ≥ 0 a.e. x ∈ Ω,
hk ∈ Lr(Ω) with r as in (2.6 i) such that
0 ≤ F (x, s) ≤ hk(x) a.e. x ∈ Ω, ∀s ≥ k.
• iv) Note that no growth condition is imposed from below on F (x, s)
as s tends to zero. Indeed it can be proved (see [18, Section 3,
Remark 2]) that for every given functions G1(s) and G2(s) which
satisfy (2.6), with h1(x) = h2(x) = 1, G1(s) ≤ G2(s) and G2(s)
G1(s)
which tends to infinity as s tends to zero, there exist a function
F (s) and two sequences s1n and s
2
n which tend to zero such that
F (s1n) = G1(s
1
n) and F (s
2
n) = G2(s
2
n).
Of course the growth of F (x, s) as s tends to zero can (strongly)
depend on the point x ∈ Ω.
• v) Note that the growth condition (2.6 iii) is stated for every s > 0,
while in (2.5) F is supposed to be a Carathe´odory function defined
for s in [0,+∞[ and not only in ]0,+∞[. Indeed an indeterminacy
0
0
appears in
h(x)
Γ(s)
when h(x) = 0 and s = 0, while the growth and
Carathe´odory assumptions imply that
F (x, s) = 0 ∀s ≥ 0 a.e. on {x ∈ Ω : h(x) = 0}.
In contrast, when h is assumed to satisfy h(x) > 0 for almost every
x ∈ Ω, it is equivalent to have (2.6 iii) for every s > 0 or for every
s ≥ 0.
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• vi) Let us observe that the functions F (x, s) given in examples (1.4)
and (2.2) satisfy assumption (2.6); indeed for these examples one has
0 ≤ F (x, s) ≤ h(x)
(
1
Γ(s)
+ 1
)
for some h(x) and Γ(s) which satisfy (2.6 i) and (2.6 ii); taking
Γ(s) =
Γ(s)
1 + Γ(s)
it is clear that Γ(s) satisfies (2.6 ii) and that F (x, s)
satisfies (2.6).
• vii) The C1 regularity of the function Γ which is assumed in (2.6 ii)
is used to define the function β which appears in Proposition 5.13
(see (5.55)). The latest (regularity) result of β(u) is in turn strongly
used in the proofs of the Comparison Principle of Proposition 7.1
and of the Uniqueness Theorem 4.3.
This C1 regularity could appear as a strong restriction on the
function Γ, but it can actually be proved (see [18, Section 3]) that,
given a function Γ such that for some δ > 0 and some M > 0{
Γ ∈ C0([0,+∞[), Γ(0) = 0, Γ(s) > 0 ∀s > 0,
Γ(s) ≥ δ ∀s ≥M,
one can construct a function Γ which satisfies (2.6 ii) as well as
Γ(s) ≤ Γ(s) for every s > 0 and then use Remark 2.1 i) above.
• viii) As far as example (2.2) is concerned, note that when a >
1 and b > 1 and when the function S satisfies (2.3), the func-
tions
(a + sin(S(s)))
exp(−S(s)) and
(
b+ sin(1
s
)
)
sγ
are positive and continuous
in [0,+∞[ (this is no more the case when a = 1 or b = 1), and there-
fore satisfy (2.5). Note also that these functions are easily shown to
be oscillatory (in the sense that they are not nondecreasing) when
1 < a <
√
2 and b > 1. Note finally that every function Γ which
satisfies (2.6 ii) can be written as Γ(s) = exp(−S(s)) for a function
S which satisfies (2.3).

Remark 2.2. The function h which appears in hypothesis (2.6 i) is
an element of H−1(Ω). Indeed, when N ≥ 3, the exponent r = 2N
N+2
is
nothing but the Ho¨lder’s conjugate (2∗)′ of the Sobolev’s exponent 2∗,
i.e.
(2.9) when N ≥ 3, 1
r
= 1− 1
2∗
, where
1
2∗
=
1
2
− 1
N
.
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Making an abuse of notation, we will set{
2∗ = any p with 1 < p < +∞ when N = 2,
2∗ = +∞ when N = 1.(2.10)
With this abuse of notation, h belongs to Lr(Ω) = L(2
∗)′(Ω) ⊂ H−1(Ω)
for all N ≥ 1 since Ω is bounded.
This result is indeed a consequence of Sobolev’s, Trudinger Moser’s
and Morrey’s inequalities, which (with the above abuse of notation)
assert that
(2.11) ‖v‖L2∗(Ω) ≤ CS‖Dv‖(L2(Ω))N ∀v ∈ H10 (Ω) when N ≥ 1,
where CS is a constant which depends only on N when N ≥ 3, which
depends on p and on Q when N = 2, and which depends on Q when
N = 1, when Q is any bounded open set such that Ω ⊂ Q. 
Remark 2.3. Assumption (2.7), namely the fact that for almost every
x ∈ Ω the function s→ F (x, s) is nonincreasing in s, is not of the same
nature as assumptions (2.5) and (2.6) on F (x, s).
We will only use assumption (2.7) when proving comparison and
uniqueness results, namely Proposition 7.1 and Theorem 4.3. In con-
trast, all the others results of the present paper, and in particular the
existence and stability results stated in Theorems 4.1 and 4.2, as well
as the a priori estimates of Section 5, do not use this assumption. 
2.1. Notation
We denote by D(Ω) the space of the C∞(Ω) functions whose support
is compact and included in Ω, and by D′(Ω) the space of distributions
on Ω.
We denote byM+b (Ω) the space of nonnegative bounded Radon mea-
sures on Ω.
Since Ω is bounded, ‖Dw‖L2(Ω)N is a norm equivalent to ‖w‖H1(Ω)
on H10 (Ω). We set
‖w‖H1
0
(Ω) = ‖Dw‖(L2(Ω))N ∀w ∈ H10 (Ω).
For every s ∈ R and every k > 0 we define as usual
s+ = max{s, 0}, s− = max{0,−s},
Tk(s) = max{−k,min{s, k}}, Gk(s) = s− Tk(s).
For every measurable function l : x ∈ Ω→ l(x) ∈ [0,+∞] we denote
{l = 0} = {x ∈ Ω : l(x) = 0}, {l > 0} = {x ∈ Ω : l(x) > 0}.
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Finally, in the present paper, we denote by ϕ and ϕ functions which
belong to H10 (Ω)∩L∞(Ω), while we denote by φ and φ functions which
belong to D(Ω).
3. Definition of a solution to problem (2.1)
3.1. The space V(Ω) of test functions
In order to introduce the notion of solution to problem (2.1) that we
will use in the present paper, we define the following space V(Ω) of test
functions and a notation.
Definition 3.1. The space V(Ω) is the space of the functions v which
satisfy
(3.1) v ∈ H10(Ω) ∩ L∞(Ω),
(3.2)


∃I finite, ∃ϕˆi, ∃gˆi, i ∈ I, ∃fˆ , with
ϕˆi ∈ H10 (Ω) ∩ L∞(Ω), gˆi ∈ (L2(Ω))N , fˆ ∈ L1(Ω),
such that − div tA(x)Dv =
∑
i∈I
ϕˆi(−div gˆi) + fˆ in D′(Ω).

In the definition of V(Ω) we use the notation ϕˆi, gˆi, and fˆ to help
the reader to identify the functions which enter in the definition of the
functions of V(Ω).
Note that V(Ω) is a vector space.
Definition 3.2. When v ∈ V(Ω) with
−div tA(x)Dv =
∑
i∈I
ϕˆi(−div gˆi) + fˆ in D′(Ω),
where I, ϕˆi, gˆi and fˆ are as in (3.2), and when y satisfies
y ∈ H1loc(Ω) ∩ L∞(Ω) with ϕy ∈ H10 (Ω) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω),
we use the following notation:
(3.3) 〈〈−div tA(x)Dv, y〉〉Ω =
∑
i∈I
∫
Ω
gˆiD(ϕˆiy) +
∫
Ω
fˆ y.

Remark 3.3. In (3.2), the product ϕˆi(−div gˆi) with ϕˆi ∈ H10 (Ω) ∩
L∞(Ω) and gˆi ∈ (L2(Ω))N is, as usual, the distribution on Ω defined,
for every φ ∈ D(Ω), as
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(3.4)
〈ϕˆi(−div gˆi), φ〉D′(Ω),D(Ω) = 〈−div gˆi, ϕˆiφ〉H−1(Ω),H1
0
(Ω) =
∫
Ω
gˆiD(ϕˆiφ),
and the equality −div tA(x)Dv =
∑
i∈I
ϕˆi(−div gˆi) + fˆ holds in D′(Ω).
In notation (3.3), the right-hand side is correctly defined since ϕˆiy ∈
H10 (Ω) and since y ∈ L∞(Ω). In contrast the left-hand side 〈〈−div tADv, y〉〉Ω
is just a notation. 
Remark 3.4. If y ∈ H10 (Ω) ∩ L∞(Ω), then ϕy ∈ H10 (Ω) for every
ϕ ∈ H10 (Ω) ∩ L∞(Ω), so that for every v ∈ V(Ω), 〈〈−div tADv, y〉〉Ω is
defined. Let us prove that actually one has
(3.5)
{
∀v ∈ V(Ω), ∀y ∈ H10 (Ω) ∩ L∞(Ω),
〈〈−div tA(x)Dv, y〉〉Ω = 〈−div tA(x)Dv, y〉H−1(Ω),H1
0
(Ω).
Indeed when −div tA(x)Dv =
∑
i∈I
ϕˆi(−div gˆi) + fˆ , one has for every
φ ∈ D(Ω) (see (3.3) and (3.4))

〈〈−div tA(x)Dv, φ〉〉Ω =
∑
i∈I
∫
Ω
gˆiD(ϕˆiφ) +
∫
Ω
fˆφ =
= 〈
∑
i∈I
ϕˆi(−divgˆi) + fˆ , φ〉D′(Ω),D(Ω) =
= 〈−div tA(x)Dv, φ〉D′(Ω),D(Ω) =
∫
Ω
tA(x)DvDφ,
and therefore
(3.6)
∑
i∈I
∫
Ω
gˆiD(ϕˆiφ) +
∫
Ω
fˆφ =
∫
Ω
tADvDφ, ∀φ ∈ D(Ω).
For every given function y ∈ H10 (Ω) ∩ L∞(Ω), taking a sequence φn ∈
D(Ω) such that
φn → y in H10 (Ω) strongly, φn ⇀ y in L∞(Ω) weakly-star,
and passing to the limit in (3.6) with φ = φn, we obtain (3.5). 
Remark 3.5. Let us give some examples of functions which belong to
V(Ω).
• i) If ϕ1, ϕ2 ∈ H10 (Ω) ∩ L∞(Ω), then ϕ1ϕ2 ∈ V(Ω). Indeed ϕ1ϕ2 ∈
H10 (Ω) ∩ L∞(Ω), and in the sense of distributions, one has
−div tA(x)D(ϕ1ϕ2) = ϕˆ1(−div gˆ1) + ϕˆ2(−div gˆ2) + fˆ in D′(Ω),(3.7)
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with ϕˆ1 = ϕ1 ∈ H10 (Ω) ∩ L∞(Ω), ϕˆ2 = ϕ2 ∈ H10 (Ω) ∩ L∞(Ω),
gˆ1 =
tA(x)Dϕ2 ∈ L2(Ω)N , gˆ2 = tA(x)Dϕ1 ∈ (L2(Ω))N , and fˆ =
− tA(x)Dϕ2Dϕ1 − tA(x)Dϕ1Dϕ2 ∈ L1(Ω).
• ii) In particular, if ϕ ∈ H10 (Ω) ∩ L∞(Ω), then ϕ2 ∈ V(Ω), with
(3.8) − div tA(x)Dϕ2 = ϕˆ(−div gˆ) + fˆ inD′(Ω),
with ϕˆ = 2ϕ ∈ H10 (Ω) ∩ L∞(Ω), gˆ = tA(x)Dϕ ∈ (L2(Ω))N and
fˆ = −2 tA(x)DϕDϕ ∈ L1(Ω).
• iii) If ϕ ∈ H10 (Ω)∩L∞(Ω) and has compact support, then ϕ ∈ V(Ω).
Indeed
(3.9) − div tA(x)Dϕ = φ(−div tA(x)Dϕ) in D′(Ω),
for every φ ∈ D(Ω), with φ = 1 on the support of φ.
• iv) In particular every φ ∈ D(Ω) belongs to V(Ω).

3.2. Definition of a solution to problem (2.1)
We now give the definition of a solution to problem (2.1) that we
will use in the present paper.
Definition 3.6. Assume that the matrix A and the function F satisfy
(2.4), (2.5) and (2.6). We say that u is a solution to problem (2.1) if u
satisfies
(3.10)


i) u ∈ L2(Ω) ∩H1loc(Ω),
ii) u(x) ≥ 0 a.e. x ∈ Ω,
iii)Gk(u) ∈ H10 (Ω) ∀k > 0,
iv)ϕTk(u) ∈ H10 (Ω) ∀k > 0, ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω),
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

∀v ∈ V(Ω), v ≥ 0,
with − div tA(x)Dv =
∑
i∈I
ϕˆi(−div gˆi) + fˆ in D′(Ω),
where ϕˆi ∈ H10 (Ω) ∩ L∞(Ω), gˆi ∈ (L2(Ω))N , fˆ ∈ L1(Ω),
one has
i)
∫
Ω
F (x, u)v < +∞,
ii)
∫
Ω
tA(x)DvDGk(u) +
∑
i∈I
∫
Ω
gˆiD(ϕˆiTk(u)) +
∫
Ω
fˆTk(u) =
= 〈−div tA(x)Dv,Gk(u)〉H−1(Ω),H1
0
(Ω) + 〈〈−div tA(x)Dv, Tk(u)〉〉Ω =
=
∫
Ω
F (x, u)v ∀k > 0.
(3.11)

Remark 3.7.
• i) Definition 3.6 is a mathematically correct framework which gives
a meaning to the solution to problem (2.1); in contrast (2.1) is only
formal.
In this Definition 3.6, the requirement (3.10) is the ”space” (which
is not a vectorial space) to which the solution should belong, while
the requirement (3.11), and specially (3.11 ii), expresses the partial
differential equation in (2.1) in terms of (non standard) test functions
in the spirit of the solutions defined by transposition by J.-L. Lions
and E. Magenes and by G. Stampacchia.
• ii) Note that the statement (3.10 iii) formally contains the boundary
condition “u = 0 on ∂Ω”. Indeed Gk(u) ∈ H10 (Ω) for every k > 0
formally implies that “Gk(u) = 0 on ∂Ω”, i.e. “u ≤ k on ∂Ω” for
every k > 0, which implies “u = 0 on ∂Ω” since u ≥ 0 in Ω.
• iii) In Section 5 below we will obtain a priori estimates for every
solution u to problem (2.1) in the sense of Definition 3.6 in the various
“spaces” which appear in (3.10).
• iv) Note finally that (very) formally, one has


“〈−div tA(x)Dv,Gk(u)〉H−1(Ω),H1
0
(Ω) =
∫
Ω
(−div tA(x)Dv)Gk(u) =
=
∫
Ω
v (−divA(x)DGk(u))”,
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
“〈〈−div tA(x)Dv, Tk(u)〉〉Ω =
∫
Ω
(−div tA(x)Dv) Tk(u) =
=
∫
Ω
v (−divA(x)DTk(u)”,
so that (3.11 ii) formally means that
“
∫
Ω
v (−div tA(x)Du) =
∫
Ω
F (x, u)v ” ∀v ∈ V(Ω), v ≥ 0.
Since every v can be written as v = v+−v− with v+ ≥ 0 and v− ≥ 0,
one has formally (this is formal since we do not know whether v+
and v− belong to V(Ω) when v belongs to V(Ω))
“− div A(x)Du = F (x, u)”.
Observe that the above formal computation has no meaning in
general, while (3.11 ii) has a perfectly correct mathematical sense
when v ∈ V(Ω) and when u satisfies (3.10). 
The following Proposition 3.8 asserts that every solution to problem
(2.1) in the sense of Definition 3.6 is a solution to (2.1) in the sense of
distributions. Note that Proposition 3.8 does not say anything about
the boundary conditions satisfied by u (see also Remark 3.7 ii)).
Proposition 3.8. Assume that the matrix A and the function F satisfy
(2.4), (2.5) and (2.6). Then for every solution to problem (2.1) in the
sense of Definition 3.6 one has
(3.12) u ≥ 0 a.e. in Ω, u ∈ H1
loc
(Ω), F (x, u) ∈ L1
loc
(Ω),
(3.13) − div A(x)Du = F (x, u) in D′(Ω).
Proof. Since every φ ∈ D(Ω) belongs to V(Ω) (see Remark 3.5 iv)),
assumption (3.11 i) implies that
(3.14)
∫
Ω
F (x, u)φ < +∞, ∀φ ∈ D(Ω), φ ≥ 0,
which together with F (x, u) ≥ 0 implies that F (x, u) ∈ L1loc(Ω).
Therefore (3.12) holds true when u is a solution to problem (2.1) in
the sense of Definition 3.6.
For what concerns (3.13), for every φ ∈ D(Ω) and φ ∈ D(Ω) with
φ = 1 on the support of φ, one has (see (3.9) with ϕ = φ as far as the
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second term is concerned)

〈−div tA(x)Dφ,Gk(u)〉H−1(Ω),H1
0
(Ω) + 〈〈−div tA(x)Dφ, Tk(u)〉〉Ω =
=
∫
Ω
tA(x)DφDGk(u) +
∫
Ω
tA(x)DφD(φTk(u)) =
=
∫
Ω
tA(x)DφDu =
∫
Ω
A(x)DuDφ,
where we have used the fact that u ∈ H1loc(Ω) and that φ = 1 on the
support of φ. This implies that when u is a solution to problem (2.1)
in the sense of Definition 3.6, one has
(3.15)
∫
Ω
A(x)DuDφ =
∫
Ω
F (x, u)φ ∀φ ∈ D(Ω), φ ≥ 0,
namely
−div A(x)Du ≥ F (x, u) in D′(Ω).
But (3.15) also implies that∫
Ω
A(x)DuDφ =
∫
Ω
F (x, u)φ, ∀φ ∈ D(Ω), φ ≤ 0,
namely
−div A(x)Du ≤ F (x, u) in D′(Ω).
This proves (3.13). 
Remark 3.9. When u satisfies (3.10), then one has
(3.16) ϕDu ∈ (L2(Ω))N ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
More precisely, when u satisfies (3.10 i) and (3.10 iii), assertion (3.10 iv)
is equivalent to (3.16).
Indeed, if y ∈ H1loc(Ω) and ϕ ∈ H10 (Ω) ∩ L∞(Ω), one has for every
k > 0 {
ϕDy = ϕDTk(y) + ϕDGk(y) in (D′(Ω))N ,
D(ϕTk(y)) = ϕDTk(y) + Tk(y)Dϕ in (D′(Ω))N ,
and therefore
ϕDy −D(ϕTk(y)) = ϕDGk(y)− Tk(y)Dϕ in (D′(Ω))N .
This in particular implies that
ϕDy −D(ϕTk(y)) belongs to (L2(Ω))N
when y ∈ H1loc(Ω), Gk(y) ∈ H10 (Ω) and ϕ ∈ H10 (Ω) ∩ L∞(Ω).
Therefore if y ∈ H1loc(Ω), Gk(y) ∈ H10 (Ω) and ϕ ∈ H10 (Ω) ∩ L∞(Ω),
one has
ϕDy ∈ (L2(Ω))N ⇐⇒ D(ϕTk(y)) ∈ (L2(Ω))N ,
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which in view of Lemma A.1 below and of the inequality −ϕk ≤
ϕTk(u) ≤ +ϕk implies, since ϕTk(y) ∈ L∞(Ω) ⊂ L2(Ω), that
ϕDy ∈ (L2(Ω))N ⇐⇒ ϕTk(y) ∈ H10 (Ω).
Taking y = u gives the equivalence between (3.10 iv) and (3.16). 
4. Statements of the existence, stability
and uniqueness results
In this section we state results of existence, stability and uniqueness
of the solution to problem (2.1) in the sense of Definition 3.6.
Theorem 4.1. (Existence). Assume that the matrix A and the func-
tion F satisfy (2.4), (2.5) and (2.6). Then there exists at least one
solution u to problem (2.1) in the sense of Definition 3.6.
The proof of Theorem 4.1 will be done in Subsection 6.2. It relies
on a stability result (see Theorem 4.2 below) and on a priori estimates
of ‖Gk(u)‖H1
0
(Ω) for every k > 0, of ‖ϕDTk(u)‖(L2(Ω))N for every ϕ ∈
H10 (Ω) ∩ L∞(Ω) and of
∫
{u≤δ}
F (x, u)v for every δ > 0 and every v ∈
V(Ω), v ≥ 0, which are satisfied by every solution u to problem (2.1)
in the sense of Definition 3.6 (see Propositions 5.1, 5.4 and 5.9).
Theorem 4.2. (Stability). Assume that the matrix A satisfies as-
sumption (2.4). Let Fn be a sequence of functions and F∞ be a function
which all satisfy assumptions (2.5) and (2.6) for the same h and the
same Γ. Assume moreover that
(4.1) a.e. x ∈ Ω, Fn(x, sn)→F∞(x, s∞) if sn → s∞, sn ≥ 0, s∞ ≥ 0.
Let un be any solution to problem (2.1)n in the sense of Definition 3.6,
where (2.1)n is the problem (2.1) with F (x, s) replaced by Fn(x, s).
Then there exists a subsequence, still labelled by n, and a function
u∞, which is a solution to problem (2.1)∞ in the sense of Definition 3.6,
such that


un → u∞ in L2(Ω) strongly, in H1loc(Ω) strongly and a.e. in Ω,
Gk(un)→ Gk(u∞) in H10 (Ω) strongly ∀k > 0,
ϕTk(un)→ ϕTk(u∞) in H10 (Ω) strongly ∀k > 0, ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(4.2)
The proof of the Stability Theorem 4.2 will be done in Subsection 6.1.
Note that assumption (4.1) is some type of uniform convergence of
the functions Fn(x, s) to the function F∞(x, s), which is nevertheless
non standard since this function can take the value +∞ for s = 0.
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Finally, the following uniqueness result is an immediate consequence
of the Comparison Principle stated and proved in Section 7 below. Note
that both the Uniqueness Theorem 4.3 and the Comparison Principle of
Proposition 7.1 are based on the nonincreasing character of the function
F (x, s) with respect to s.
Theorem 4.3. (Uniqueness). Assume that the matrix A and the
function F satisfy (2.4), (2.5) and (2.6). Assume moreover that the
function F (x, s) is nonincreasing with respect to s, i.e. satisfies as-
sumption (2.7). Then the solution to problem (2.1) in the sense of
Definition 3.6 is unique.
Remark 4.4. When assumptions (2.4), (2.5), (2.6) as well as (2.7) hold
true, Theorems 4.1, 4.2 and 4.3 together assert that problem (2.1) is
well posed in the sense of Hadamard in the framework of Definition 3.6.

5. A priori estimates
In this section we state and prove a priori estimates which are satis-
fied by every solution to problem (2.1) in the sense of Definition 3.6.
5.1. A priori estimate of Gk(u) in H
1
0 (Ω)
Proposition 5.1. (A priori estimate of Gk(u) in H
1
0 (Ω)). As-
sume that the matrix A and the function F satisfy (2.4), (2.5) and
(2.6). Then for every u solution to problem (2.1) in the sense of Defi-
nition 3.6, one has
‖Gk(u)‖H1
0
(Ω) = ‖DGk(u)‖(L2(Ω))N ≤
CS
α
‖h‖Lr(Ω)
Γ(k)
∀k > 0,(5.1)
where CS is the (generalized) Sobolev’s constant defined in (2.11).
Remark 5.2. Since Ω is bounded, using Poincare´’s inequality
(5.2) ‖y‖L2(Ω) ≤ CP (Ω)‖Dy‖(L2(Ω))N ∀y ∈ H10(Ω),
and writing u = Tk(u)+Gk(u), one easily deduces from (5.1) that every
solution u to problem (2.1) in the sense of Definition 3.6 satisfies the
following a priori estimate in L2(Ω)
‖u‖L2(Ω) ≤ k|Ω| 12 + CP (Ω)CS
α
‖h‖Lr(Ω)
Γ(k)
∀k > 0,(5.3)
which, taking k = k0 for some k0 fixed or minimizing the right-hand
side in k, provides an a priori estimate of ‖u‖L2(Ω) which does not
depend on k; unfortunately minimizing in k does not give an explicit
constant for a general function Γ. 
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Remark 5.3. (Formal proof of Proposition 5.1). Taking formally
Gk(u) as test function in (2.1) one obtains
(5.4)
∫
Ω
A(x)DGk(u)DGk(u) =
∫
Ω
F (x, u)Gk(u) ∀k > 0.
Estimate (5.1) then follows from the growth condition (2.6 iii) and
from the facts that Gk(u) = 0 on the set {u ≤ k}, and that Γ(s) is
nondecreasing, so that
0 ≤ F (x, u)Gk(u) ≤ h(x)
Γ(u)
Gk(u) ≤ h(x)
Γ(k)
Gk(u) a.e. x ∈ Ω,
and finally from the (generalized) Sobolev’s inequality (2.11).
This formal computation will be made mathematically correct in the
proof below. 
Proof of Proposition 5.1.
Define for every k and n with 0 < k < n the function Sk,n as
(5.5) Sk,n(s) =


0 if 0 ≤ s ≤ k,
s− k if k ≤ s ≤ n,
n− k if n ≤ s.
First step. In this step we will prove that
(5.6) Sk,n(u) ∈ V(Ω).
Observe that for every n > k we have
0 ≤ Sk,n(u) ≤ Gk(u) and |DSk,n(u)| = χ{k≤u≤n}|Du| ≤ |DGk(u)|.
By (3.10 iii) and Lemma A.1 of Appendix A below this implies that
(5.7) Sk,n(u) ∈ H10 (Ω) ∩ L∞(Ω).
Let us prove that (5.6) holds true.
Let ψk : R
+ → R be a C1 nondecreasing function such that
ψk(s) = 0 for 0 ≤ s ≤ k
2
and ψk(s) = 1 for s ≥ k.
Since u ∈ H1loc(Ω) one has
Dψk(u) = ψ
′
k(u)Du = ψ
′
k(u)DG k
2
(u) in D′(Ω),
from which using (3.10 iii) we deduce that Dψk(u) ∈ (L2(Ω))N . There-
fore ψk(u) ∈ H1(Ω) ∩ L∞(Ω), and then, using again (3.10 iii), the
inequality
0 ≤ ψk(u) ≤ 4
k
G k
4
(u),
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(which results from 4
k
G k
4
(s) ≥ 1 when s ≥ k
2
) and Lemma A.1 below,
we obtain
(5.8) ψk(u) ∈ H10 (Ω) ∩ L∞(Ω).
On the other hand, in view of (5.7) one has −div tA(x)DSk,n(u) ∈
H−1(Ω), and one easily proves that
(5.9) − div tA(x)DSk,n(u) = ψk(u)(−div tA(x)DSk,n(u)) in D′(Ω),
which implies (5.6) with ϕˆ = ψk(u), gˆ =
tA(x)DSk,n(u) and fˆ = 0.
Second step. Since Sk,n(u) ∈ V(Ω) by (5.6) and since Sk,n(u) ≥ 0, we
can use Sk,n(u) as test function in (3.11 ii). We get, using (5.9),

∫
Ω
tA(x)DSk,n(u)DGk(u) +
∫
Ω
tA(x)DSk,n(u)D(ψk(u)Tk(u)) =
= 〈−div tA(x)DSk,n(u), Gk(u)〉H−1(Ω),H1
0
(Ω)+
+〈〈−div tA(x)DSk,n(u), Tk(u)〉〉Ω =
=
∫
Ω
F (x, u)Sk,n(u),
where the second term of the left-hand side is zero since
D(ψk(u)Tk(u)) = ψk(u)DTk(u) + Tk(u)Dψk(u) in D′(Ω),
and since DSk,n(u) = 0 on {u ≤ k}, while DTk(u) = 0 and Dψk(u) = 0
on {u ≥ k}. This gives
(5.10)
∫
Ω
A(x)DGk(u)DSk,n(u) =
∫
Ω
F (x, u)Sk,n(u).
Third step. Since Sk,n(s) = 0 for s ≤ k, one has, using the growth
condition (2.6 iii) and the (generalized) Sobolev’s inequality (2.11)


∫
Ω
F (x, u)Sk,n(u) ≤
∫
Ω
h(x)
Γ(u)
χ
{u>k}
Sk,n(u) ≤
∫
Ω
h(x)
Γ(k)
Sk,n(u) ≤
≤ ‖h‖Lr((Ω)
Γ(k)
‖Sk,n(u)‖L2∗(Ω) ≤
‖h‖Lr((Ω)
Γ(k)
CS‖DSk,n(u)‖(L2(Ω))N
∀k > 0, ∀n > k.
(5.11)
With the coercivity (2.4) of the matrix A, (5.10) and (5.11) imply
that
(5.12) α‖DSk,n(u)‖(L2(Ω))N ≤ CS
‖h‖Lr((Ω)
Γ(k)
∀k > 0, ∀n > k.
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Therefore Sk,n(u) is bounded in H
1
0 (Ω) for k > 0 fixed independently
of n > k, and the left-hand side (and therefore the right-hand side) of
(5.10) is bounded independently of n > k. Since
(5.13)
Sk,n(u)⇀ Gk(u) in H
1
0 (Ω) weakly and a.e. x ∈ Ω as n→ +∞,
applying Fatou’s Lemma to the right-hand side of (5.10) one deduces
that
(5.14)
∫
Ω
F (x, u)Gk(u) < +∞ ∀k > 0.
Then using (5.13) in the left-hand side and Lebesgue’s dominated
convergence in the right-hand side of (5.10), one obtains (5.4).
Estimate (5.1) follows either from (5.12) and (5.13) or from (5.4). 
5.2. A priori estimate of ϕDTk(u) in (L
2(Ω))N for ϕ ∈ H10 (Ω) ∩
L∞(Ω)
Proposition 5.4. Assume that the matrix A and the function F satisfy
(2.4), (2.5) and (2.6). Then for every u solution to problem (2.1) in
the sense of Definition 3.6 one has


‖ϕDTk(u)‖2(L2(Ω))N ≤
≤ 32k
2
α2
‖A‖2(L∞(Ω))N×N ‖Dϕ‖2(L2(Ω))N +
C2S
α2
‖h‖2Lr(Ω)
Γ(k)2
‖ϕ‖2L∞(Ω)
∀k > 0, ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω),
(5.15)
where CS is the (generalized) Sobolev’s constant defined in (2.11).
Remark 5.5. From the a priori estimate (5.15) and from D(ϕTk(u)) =
ϕDTk(u)+Tk(u)Dϕ, one deduces that every solution u to problem (2.1)
in the sense of Definition 3.6 satisfies the following a priori estimate of
ϕTk(u) in H
1
0 (Ω)


‖ϕTk(u)‖2H1
0
(Ω) = ‖D(ϕTk(u))‖2(L2(Ω))N ≤
≤
(
64k2
α2
‖A‖2(L∞(Ω))N×N + 2k2
)
‖Dϕ‖2(L2(Ω))N + 2
C2S
α2
‖h‖2Lr(Ω)
Γ(k)2
‖ϕ‖2L∞(Ω)
∀k > 0, ∀ϕ ∈ H10(Ω) ∩ L∞(Ω).
(5.16)

Remark 5.6. Using estimates (5.1) of DGk(u) and (5.15) of ϕDTk(u)
in (L2(Ω))N , as well as ϕDu = ϕDTk(u)+ϕDGk(u), and |DTk(u)||DGk(u)| =
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0 almost everywhere in Ω, one deduces that every solution u to prob-
lem (2.1) in the sense of Definition 3.6 satisfies the following a priori
estimate of ϕDu in (L2(Ω))N


‖ϕDu‖2(L2(Ω))N = ‖ϕDTk(u)‖2(L2(Ω))N + ‖ϕDGk(u)‖2(L2(Ω))N ≤
≤ 32k
2
α2
‖A‖2(L∞(Ω))N×N ‖Dϕ‖2(L2(Ω))N + 2
C2S
α2
‖h‖2Lr(Ω)
Γ(k)2
‖ϕ‖2L∞(Ω)
∀k > 0, ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω),
(5.17)
which, taking k = k0 for some k0 fixed or minimizing the right-hand
side in k, provides an a priori estimate of ‖ϕDu‖2(L2(Ω))N which does not
depend on k; unfortunately minimizing in k does not give an explicit
constant for a general function Γ.

Remark 5.7. Since for every φ ∈ D(Ω) one has D(φu) = φDu +
(Tk(u) + Gk(u))Dφ, which implies that |D(φu)| ≤ |φDu| + k|Dφ| +
‖Dφ‖(L∞(Ω))N |Gk(u)|, and then using the inequality (a + b + c)2 ≤
3(a2 + b2 + c2) and the a priori estimates (5.17) and (5.1) together
with Poincare´’s inequality (5.2), one deduces that every solution u to
problem (2.1) in the sense of Definition 3.6 satisfies the following a
priori estimate of u in H1loc(Ω)


‖φu‖2
H1
0
(Ω)
= ‖D(φu)‖2(L2(Ω))N ≤
≤ 3
(
32k2
α2
‖A‖2(L∞(Ω))N×N ‖Dφ‖2(L2(Ω))N + 2
C2S
α2
‖h‖2Lr(Ω)
Γ(k)2
‖φ‖2L∞(Ω)+
+k2‖Dφ‖2L2(Ω) + C2P (Ω)
C2S
α2
‖h‖2Lr(Ω)
Γ(k)2
‖Dφ‖2(L∞(Ω))N
)
∀k > 0, ∀φ ∈ D(Ω),
(5.18)
which, taking k = k0 for some k0 fixed or minimizing the right-hand
side in k, provides an a priori estimate of ‖φu‖2H1
0
(Ω) for every fixed
φ ∈ D(Ω), i.e. an a priori estimate of ‖u‖2
H1
loc
(Ω)
, which does not
depend on k. 
Remark 5.8. (Formal proof of Proposition 5.4). The computa-
tion that we will perform in the present Remark is formal. We will
make it mathematically correct in the proof below.
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The idea of the proof of Proposition 5.4 is to formally use ϕ2Tk(u)
as test function in (2.1), where ϕ ∈ H10 (Ω) ∩ L∞(Ω). We formally get
(5.19)∫
Ω
A(x)DuDTk(u)ϕ
2 + 2
∫
Ω
A(x)DuDϕϕTk(u) =
∫
Ω
F (x, u)ϕ2Tk(u),
in the second term of which we write Du = DTk(u) +DGk(u). Using
the coercivity (2.4) of the matrix A we have


α
∫
Ω
ϕ2|DTk(u)|2 ≤
≤ 2
∣∣∣∣
∫
Ω
A(x)DTk(u)DϕϕTk(u)
∣∣∣∣+ 2
∣∣∣∣
∫
Ω
A(x)DGk(u)DϕϕTk(u)
∣∣∣∣+
+
∫
Ω
F (x, u)ϕ2Tk(u) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(5.20)
In this inequality we will use the estimate


2
∣∣∣∣
∫
Ω
A(x)DTk(u)DϕϕTk(u)
∣∣∣∣+ 2
∣∣∣∣
∫
Ω
A(x)DGk(u)DϕϕTk(u)
∣∣∣∣ ≤
≤ 2k‖A‖(L∞(Ω))N×N‖Dϕ‖(L2(Ω))N‖ϕDTk(u)‖(L2(Ω))N+
+2k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕ‖L∞(Ω)‖DGk(u)‖(L2(Ω))N .
(5.21)
On the other hand, since 0 ≤ Tk(u) ≤ k, and using formally ϕ2 as
test function in (2.1), we have


0 ≤
∫
Ω
F (x, u)ϕ2Tk(u) ≤ k
∫
Ω
F (x, u)ϕ2 =
= k
∫
Ω
A(x)DuDϕ2 = 2k
∫
Ω
A(x)DuDϕϕ =
= 2k
∫
Ω
A(x)DTk(u)Dϕϕ+ 2k
∫
Ω
A(x)DGk(u)Dϕϕ ≤
≤ 2k‖A‖(L∞(Ω))N×N‖Dϕ‖(L2(Ω))N‖ϕDTk(u)‖(L2(Ω))N+
+2k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕ‖L∞(Ω)‖DGk(u)‖(L2(Ω))N .
(5.22)
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Collecting together (5.20), (5.21) and (5.22) we obtain


α
∫
Ω
ϕ2|DTk(u)|2 ≤
≤ 4k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕDTk(u)‖(L2(Ω))N+
+4k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕ‖L∞(Ω)‖DGk(u)‖(L2(Ω))N
∀k > 0, ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(5.23)
Using Young’s inequality in the first term of the right-hand side of
(5.23) and the estimate (5.1) of ‖DGk(u)‖(L2(Ω))N in the second term
provides an estimate of ‖ϕDTk(u)‖2(L2(Ω))N . 
Proof of Proposition 5.4.
First step. By (3.10 iv) we have ϕTk(u) ∈ H10 (Ω) ∩ L∞(Ω), which
implies, using Remark 3.5 i), that
(5.24) ϕ2Tk(u) = ϕϕTk(u) ∈ V(Ω),
with

−div tA(x)D(ϕ2Tk(u)) =
= ϕ(−div tA(x)D(ϕTk(u)))− tA(x)D(ϕTk(u))Dϕ+
+(ϕTk(u))(−div tA(x)Dϕ)− tA(x)DϕD(ϕTk(u)) in D′(Ω).
Since ϕ2Tk(u) ∈ V(Ω) with ϕ2Tk(u) ≥ 0 we can use v = ϕ2Tk(u) as
test function in (3.11 ii). Denoting by j the value of k which appears
in (3.11 ii), we get


∫
Ω
tA(x)D(ϕ2Tk(u))DGj(u) +
+
∫
Ω
tA(x)D(ϕTk(u))D(ϕTj(u))−
∫
Ω
tA(x)D(ϕTk(u))DϕTj(u) +
+
∫
Ω
tA(x)DϕD(ϕTk(u)Tj(u))−
∫
Ω
tA(x)DϕD(ϕTk(u)) Tj(u) =
= 〈−div tA(x)D(ϕ2Tk(u)), Gj(u)〉H−1(Ω),H1
0
(Ω)+
+〈〈−div tA(x)D(ϕ2Tk(u)), Tj(u)〉〉Ω =
=
∫
Ω
F (x, u)ϕ2Tk(u) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω), ∀j > 0,
(5.25)
where we observe that the fourth term of the left-hand side makes
sense due to the fact that ϕTk(u) ∈ H10 (Ω)∩L∞(Ω) by (3.10 iv), which
implies that (ϕTk(u))Tj(u) ∈ H10 (Ω) ∩ L∞(Ω) again by (3.10 iv).
Since u ∈ H1loc(Ω), we can expand in L1loc(Ω) the integrands of each
of the 5 terms of the left-hand side of (5.25). One obtains 13 terms
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whose integrands belong to L1(Ω) sinceDGj(u), ϕDTk(u) and ϕDTj(u)
belong to (L2(Ω))N . A simple but tedious computation leads from
(5.25) to


∫
Ω
A(x)DTj(u)DTk(u)ϕ
2 +
∫
Ω
A(x)DGj(u)DTk(u) ϕ
2+
+2
∫
Ω
A(x)DTj(u)DϕϕTk(u) + 2
∫
Ω
A(x)DGj(u)DϕϕTk(u) =
=
∫
Ω
F (x, u)ϕ2Tk(u) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω), ∀j > 0.
(5.26)
Taking j = k gives, since |DGk(u)||DTk(u)| = 0 almost everywhere in
Ω,


∫
Ω
A(x)DTk(u)DTk(u)ϕ
2+
+2
∫
Ω
A(x)DTk(u)DϕϕTk(u) + 2
∫
Ω
A(x)DGk(u)DϕϕTk(u) =
=
∫
Ω
F (x, u)ϕ2Tk(u) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(5.27)
This result is nothing but (5.19), which had been formally obtained in
Remark 5.8 by taking ϕ2Tk(u) as test function in (2.1), but the proof
that we just performed is mathematically correct. From (5.27) and the
coercivity (2.4) of the matrix A we deduce that


α
∫
Ω
ϕ2|DTk(u)|2 ≤
≤ 2
∣∣∣∣
∫
Ω
A(x)DTk(u)DϕϕTk(u)
∣∣∣∣+ 2
∣∣∣∣
∫
Ω
A(x)DGk(u)DϕϕTk(u)
∣∣∣∣+
+
∫
Ω
F (x, u)ϕ2Tk(u) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω),
(5.28)
which is nothing but (5.20) of the formal proof made in Remark 5.8.
Second step. As far as the first and the second terms of the right-hand
side of (5.28) are concerned, we have, as in (5.21),
,


2
∣∣∣∣
∫
Ω
A(x)DTk(u)DϕϕTk(u)
∣∣∣∣+ 2
∣∣∣∣
∫
Ω
A(x)DGk(u)DϕϕTk(u)
∣∣∣∣ ≤
≤ 2k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N ‖ϕDTk(u)‖(L2(Ω))N+
+2k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕ‖L∞(Ω)‖DGk(u)‖(L2(Ω))N .
(5.29)
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On the other hand, since for every ϕ ∈ H10 (Ω) ∩ L∞(Ω), ϕ2 belongs
to V(Ω) (see Remark 3.5 ii)) and since ϕ2 ≥ 0, using ϕ2 as test function
in (3.11 ii) gives

〈−div tA(x)Dϕ2, Gk(u)〉H−1(Ω),H1
0
(Ω) + 〈〈−div tA(x)Dϕ2, Tk(u)〉〉Ω =
=
∫
Ω
F (x, u)ϕ2,
which gives


2
∫
Ω
A(x)DGk(u)Dϕϕ+ 2
∫
Ω
A(x)DTk(u)Dϕϕ =
=
∫
Ω
F (x, u)ϕ2 ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(5.30)
Therefore we have, for the last term of the right-hand side of (5.28),


0 ≤
∫
Ω
F (x, u)ϕ2Tk(u) ≤ k
∫
Ω
F (x, u)ϕ2 =
= 2k
∫
Ω
A(x)DTk(u)Dϕϕ+ 2k
∫
Ω
A(x)DGk(u)Dϕϕ ≤
≤ 2k‖A‖(L∞(Ω))N×N‖Dϕ‖(L2(Ω))N‖ϕDTk(u)‖(L2(Ω))N+
+2k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕ‖L∞(Ω)‖DGk(u)‖(L2(Ω))N ,
(5.31)
which is nothing but (5.22) of the formal proof made in Remark 5.8.
Third step. Collecting together (5.28), (5.29) and (5.31) we have
proved that


α
∫
Ω
ϕ2|DTk(u)|2 ≤
≤ 4k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕDTk(u)‖(L2(Ω))N+
+4k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕ‖L∞(Ω)‖DGk(u)‖(L2(Ω))N
∀k > 0, ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω),
(5.32)
which is nothing but (5.23) of the formal proof made in Remark 5.8.
Using Young’s inequality XY ≤ α
2
X2 +
1
2α
Y 2 in the first term of
the right-hand side of (5.32) and estimate (5.1) of ‖DGk(u)‖(L2(Ω))N in
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the second term gives


α
2
‖ϕDTk(u)‖2(L2(Ω)N ≤
≤ 8k
2
α
‖A‖2(L∞(Ω))N×N ‖Dϕ‖2(L2(Ω))N+
+4k‖A‖(L∞(Ω))N×N ‖Dϕ‖(L2(Ω))N‖ϕ‖L∞(Ω)
CS
α
‖h‖Lr(Ω)
Γ(k)
,
(5.33)
in which we use again Young’s inequality
1
α
XY ≤ 1
2α
X2 +
1
2α
Y 2 in
the last term of the right-hand side. This gives


α
2
‖ϕDTk(u)‖2(L2(Ω)N ≤
≤ 16k
2
α
‖A‖2(L∞(Ω))N×N ‖Dϕ‖2(L2(Ω))N +
C2S
2α
‖h‖2Lr(Ω)
Γ(k)2
‖ϕ‖2L∞(Ω),
(5.34)
i.e. (5.15).
This completes the proof of Proposition 5.4. 
5.3. Control of the integral
∫
{u≤δ}
F (x, u)v
In this subsection we prove an a priori estimate (see (5.37) below)
which is a key point in the proofs of our results.
For δ > 0, we define the function Zδ : s ∈ [0,+∞[→ Zδ(s) ∈ [0,+∞[
by
(5.35) Zδ(s) =


1 if 0 ≤ s ≤ δ,
− s
δ
+ 2 if δ ≤ s ≤ 2δ,
0 if 2δ ≤ s.
Proposition 5.9. Assume that the matrix A and the function F satisfy
(2.4), (2.5) and (2.6). Then for every u solution to problem (2.1) in
the sense of Definition 3.6 and for every v such that
(5.36)


v ∈ V(Ω), v ≥ 0,
with − div tA(x)Dv =
∑
i∈I
ϕˆi(−div gˆi) + fˆ in D′(Ω)
where ϕˆi ∈ H10 (Ω) ∩ L∞(Ω), gˆi ∈ L2(Ω)N , fˆ ∈ L1(Ω),
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one has 

∀δ > 0,
∫
Ω
F (x, u)Zδ(u)v ≤
≤ 3
2
(∫
Ω
∣∣∣∣∣
∑
i∈I
gˆiDϕˆi + fˆ
∣∣∣∣∣
)
δ +
∑
i∈I
∫
Ω
Zδ(u)gˆiDu ϕˆi.
(5.37)
Remark 5.10. Since Zδ(s) ≥ χ{u≥δ}(s) for every s ≥ 0, estimate (5.37)
provides an estimate of the integral
∫
{u≤δ}
F (x, u)v as announced in the
title of Subsection 5.3. 
Remark 5.11. (Formal proof of Proposition 5.9). Estimate (5.37)
can be formally obtained by using in (2.1) the test function Zδ(u)v,
where Zδ is defined by (5.35) and where v satisfies (5.36). One formally
obtains
(5.38)∫
Ω
F (x, u)Zδ(u)v =
∫
Ω
A(x)DuDuZ ′δ(u)v +
∫
Ω
A(x)DuDvZδ(u),
and one observes that, denoting by Yδ the primitive of the function Zδ
(see (5.40) below), one has,

∫
Ω
A(x)DuDuZ ′δ(u)v ≤ 0,∫
Ω
A(x)DuDvZδ(u) =
∫
Ω
A(x)DYδ(u)Dv =
∫
Ω
tA(x)DvDYδ(u) =
=
∑
i∈I
∫
Ω
gˆiD(ϕˆiYδ(u)) +
∫
Ω
fˆYδ(u) =
=
∫
Ω
(∑
i∈I
gˆiDϕˆi + fˆ
)
Yδ(u) +
∑
i∈I
∫
Ω
Zδ(u)gˆiDu ϕˆi,
where one finally uses 0 ≤ Yδ(s) ≤ 3
2
δ to formally obtain estimate
(5.37).
These formal computations will be made mathematically correct in
the proof below. 
As a consequence of Proposition 5.9 we have:
Proposition 5.12. Assume that the matrix A and the function F sat-
isfy (2.4), (2.5) and (2.6). Then for every u solution to problem (2.1)
in the sense of Definition 3.6 one has
(5.39)
∫
{u=0}
F (x, u)v = 0 ∀v ∈ V(Ω), v ≥ 0.
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Proof of Proposition 5.12.
Let δ > 0 tend to 0 in (5.37). In the left-hand side one has∫
{u=0}
F (x, u)v ≤
∫
Ω
F (x, u)Zδ(u)v,
while in the right-hand side Zδ(u) tends to χ{u=0} almost everywhere in
Ω; but since u ∈ H1loc(Ω), one has Du = 0 almost everywhere on the set
{u = 0}, and therefore, since gˆiDu ϕˆi ∈ L1(Ω), and since 0 ≤ Zδ(u) ≤ 1,
one has, by Lebesgue’s dominated convergence Theorem,∫
Ω
Zδ(u)gˆiDu ϕˆi → 0 as δ → 0.
This proves (5.39). 
Proof of Proposition 5.9.
In addition to the function Zδ(s) defined by (5.35), we define for
δ > 0 the functions
(5.40) Yδ(s) =


s if 0 ≤ s ≤ δ,
− s2
2δ
+ 2s− δ
2
if δ ≤ s ≤ 2δ,
3
2
δ if 2δ ≤ s,
(5.41) Rδ(s) =


0 if 0 ≤ s ≤ δ,
s2
2δ
− δ
2
if δ ≤ s ≤ 2δ,
3
2
δ if 2δ ≤ s.
Observe that Zδ, Yδ and Rδ are Lipschitz continuous and piecewise C
1
functions with
(5.42)

Y ′δ (s) = Zδ(s), Z
′
δ(s) = −
1
δ
χ
{δ<s<2δ}
(s), R′δ(s) = −sZ ′δ(s),
Yδ(s) = sZδ(s) +Rδ(s), 0 ≤ Yδ(s) ≤ 3
2
δ, ∀s ≥ 0.
First step. In this first step we will prove that for every δ > 0
(5.43)
{
Yδ(u) ∈ H1loc(Ω) ∩ L∞(Ω),
ϕYδ(u) ∈ H10 (Ω) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω),
(5.44) Zδ(u)v ∈ V(Ω) ∀v ∈ V(Ω),
(5.45) Rδ(u) ∈ H10 (Ω) ∩ L∞(Ω).
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Since u ∈ H1loc(Ω) by (3.10 i), one has Yδ(u) ∈ H1loc(Ω)∩L∞(Ω) with
DYδ(u) = Y
′
δ (u)Du = Zδ(u)Du in D′(Ω),
and for every ϕ ∈ H10 (Ω) ∩ L∞(Ω), one has ϕYδ(u) ∈ H1loc(Ω) ∩ L∞(Ω)
with
D(ϕYδ(u)) = ϕZδ(u)Du+ Yδ(u)Dϕ in D′(Ω),
which using (3.16) and the last assertion of (5.42) implies thatD(ϕYδ(u)) ∈
(L2(Ω))N , and therefore that ϕYδ(u) ∈ H1(Ω) ∩ L∞(Ω). Since 0 ≤
ϕYδ(u) ≤ 3
2
δϕ, and since ϕ ∈ H10 (Ω), Lemma A.1 of Appendix A be-
low completes the proof of (5.43).
On the other hand Zδ(u) ∈ H1loc(Ω) and
DZδ(u) = −1
δ
χ
{δ<u<2δ}
Du in D′(Ω).
In view of (3.10 iii) with k = δ, this implies that DZδ(u) ∈ (L2(Ω))N ,
and therefore
(5.46) Zδ(u) ∈ H1(Ω) ∩ L∞(Ω),
which in turn implies that
(5.47) Zδ(u)ϕ ∈ H10 (Ω) ∩ L∞(Ω) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
Consider now v ∈ V(Ω) which satisfies (5.36). Observe that Zδ(u)v ∈
H10 (Ω) ∩ L∞(Ω), and that
(5.48)


−div tA(x)D(Zδ(u)v) =
= Zδ(u)(−div tA(x)Dv)− tA(x)DvDZδ(u) +
+v(−div tA(x)DZδ(u))− tA(x)DZδ(u)Dv =
=
∑
i∈I Zδ(u)ϕˆi(−div gˆi) + Zδ(u)fˆ − tA(x)DvDZδ(u) +
+v(−div tA(x)DZδ(u))− tA(x)DZδ(u)Dv in D′(Ω).
This proves that Zδ(u)v ∈ V(Ω), namely (5.44).
Finally, since u ∈ H1loc(Ω) by (3.10 i), one has
Rδ(u) ∈ H1loc(Ω) ∩ L∞(Ω)
with
DRδ(u) = R
′
δ(u)Du =
u
δ
χ
{δ<u<2δ}
Du in D′(Ω).
Therefore (3.10 iii) with k = δ implies that DRδ(u) ∈ (L2(Ω))N , which
proves that Rδ(u) ∈ H1(Ω) ∩ L∞(Ω). Then using the inequality 0 ≤
Rδ(u) ≤ G δ
2
(u), property (3.10 iii) with k =
δ
2
and Lemma A.1 of
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Appendix A below completes the proof of (5.45).
Second step. In this step we fix δ > 0 and k such that
(5.49) k ≥ 2δ.
Since Zδ(u)v ∈ V(Ω) for every v ∈ V(Ω) (see (5.44)) with Zδ(u)v ≥ 0
when v ≥ 0, we can take Zδ(u)v as test function in (3.11 ii), obtaining
in view of (5.48)


∫
Ω
tA(x)D(Zδ(u)v)DGk(u) +
∑
i∈I
∫
Ω
gˆiD(Zδ(u)ϕˆiTk(u)) +
+
∫
Ω
Zδ(u)fˆ Tk(u)−
∫
Ω
tA(x)DvDZδ(u) Tk(u) +
+
∫
Ω
tA(x)DZδ(u)D(vTk(u))−
∫
Ω
tA(x)DZδ(u)Dv Tk(u) =
= 〈−div tA(x)D(Zδ(u)v), Gk(u)〉H−1(Ω),H1
0
(Ω)+
+〈〈−div tA(x)D(Zδ(u)v), Tk(u)〉〉Ω =
=
∫
Ω
F (x, u)Zδ(u)v.
(5.50)
As far as the first term of the left-hand side of (5.50) is concerned,
we have, since k ≥ 2δ,
(5.51)
∫
Ω
tA(x)D(Zδ(u)v)DGk(u) = 0;
indeed since u ∈ H1loc(Ω) by (3.10 i) one has

tA(x)D(Zδ(u)v)DGk(u) =
= −tA(x)DuDu 1
δ
χ
{δ<u<2δ}
χ
{u>k}
+ tA(x)DvDuZδ(u)χ{u>k} in D′(Ω),
where each term is zero almost everywhere when k ≥ 2δ.
As far as the fourth term of the left-hand side of (5.50) is concerned,
we have, since u ∈ H1loc(Ω) and since k ≥ 2δ, using (5.42),
DZδ(u) Tk(u) = DuZ
′
δ(u) Tk(u) = −DuR′δ(u) = −DRδ(u) in D′(Ω),
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which using the fact that Rδ(u) ∈ H10 (Ω) (see (5.45)) and (5.36) implies
that 

−
∫
Ω
tA(x)DvDZδ(u) Tk(u) =
∫
Ω
tA(x)DvDRδ(u) =
= 〈−div tA(x)Dv,Rδ(u)〉H−1(Ω),H1
0
(Ω) =
=
∑
i∈I
∫
Ω
gˆiD(ϕˆiRδ(u)) +
∫
Ω
fˆRδ(u).
(5.52)
As far as the fifth term of the left-hand side of (5.50) is concerned,
we have, since u ∈ H1loc(Ω),{
tA(x)DZδ(u)D(vTk(u)) =
= tA(x)DZδ(u)Dv Tk(u) +
tA(x)DZδ(u)DTk(u) v in D′(Ω),
which, since k ≥ 2δ, implies that

∫
Ω
tA(x)DZδ(u)D(vTk(u)) =
=
∫
Ω
tA(x)DZδ(u)Dv Tk(u)− 1
δ
∫
{δ<u<2δ}
tA(x)DuDu v.
(5.53)
Collecting together (5.50), (5.51), (5.52) and (5.53), we have proved
that


∑
i∈I
∫
Ω
gˆiD(ϕˆi
(
Zδ(u)Tk(u) +Rδ(u)
)
) +
∫
Ω
fˆ
(
Zδ(u)Tk(u) +Rδ(u)
)
=
=
∫
Ω
F (x, u)Zδ(u)v +
1
δ
∫
{δ<u<2δ}
tA(x)DuDu v.
(5.54)
Since when k ≥ 2δ one has (see (5.42))

tA(x)DuDu v ≥ 0, 0 ≤ Yδ(u) ≤ 3
2
δ,
Zδ(u)Tk(u) +Rδ(u) = Zδ(u)u+Rδ(u) = Yδ(u),
gˆiD(ϕˆiYδ(u)) = gˆiDϕˆi Yδ(u) + gˆiDuZδ(u)ϕˆi,
estimate (5.37) follows from (5.54).
Proposition 5.9 is proved. 
5.4. A priori estimate of β(u) in H10 (Ω)
This fourth a priori estimate is actually in some sense a regularity
result, since it asserts that for every u solution to problem (2.1) in
the sense of Definition 3.6, a certain function of u actually belongs to
H10 (Ω). This property will be used in the proofs of the Comparison
Principle 7.1 and of the Uniqueness Theorem 4.3.
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Define the function β : s ∈ [0,+∞[→ β(s) ∈ [0,+∞[ by
(5.55) β(s) =
∫ s
0
√
Γ′(t)dt.
Proposition 5.13. Assume that the matrix A and the function F sat-
isfy (2.4), (2.5) and (2.6). Then for every u solution to problem (2.1)
in the sense of Definition 3.6 one has
(5.56) β(u) ∈ H10 (Ω),
with
(5.57) α‖Dβ(u)‖2(L2(Ω))N ≤ ‖h‖L1(Ω).
Remark 5.14. (Formal proof of Proposition 5.13). Estimate
(5.57) can be obtained formally by taking Γ(u) as test function in equa-
tion (2.1), using the coercivity (2.4) and the growth condition (2.6 iii),
which implies that
0 ≤ F (x, u)Γ(u) ≤ h(x)
Γ(u)
Γ(u) ≤ h(x).
This formal computation will be made mathematically correct in the
proof below. 
Proof of Proposition 5.13.
As in (5.5), we define, for every δ and k with 0 < δ < k, the function
Sδ,k as
(5.58) Sδ,k(s) =


0 if 0 ≤ s ≤ δ,
s− δ if δ ≤ s ≤ k,
k − δ if k ≤ s.
As in the beginning of the proof of Proposition 5.1, one can prove
that the function Γ(Sδ,k(u)) belongs to V(Ω) and that (compare with
(5.9))
−div tA(x)DΓ(Sδ,k(u)) = ψδ(u)(−div tA(x)DΓ(Sδ,k(u)) in D′(Ω),
where ψδ(s) is a C
1 nondecreasing function such that
ψδ(s) = 0 for 0 ≤ s ≤ δ
2
and ψ(s) = 1 for s ≥ δ.
A SEMILINEAR ELLIPTIC PROBLEM WITH A STRONG SINGULARITY AT u = 037
Since Γ(Sδ,k(u)) ∈ V(Ω) and since Γ(Sδ,k(u)) ≥ 0, we can use Γ(Sδ,k(u))
as test function in (3.11 ii). We get

∫
Ω
tA(x)DΓ(Sδ,k(u))DGk(u) +
∫
Ω
tA(x)DΓ(Sδ,k(u))D(ψδ(u)Tk(u)) =
= 〈−div tA(x)DΓ(Sδ,k(u)), Gk(u)〉H−1(Ω),H1
0
(Ω)+
+〈〈−div tA(x)DΓ(Sδ,k(u)), Tk(u)〉〉Ω =
=
∫
Ω
F (x, u)Γ(Sδ,k(u)),
which can be written as


∫
Ω
tA(x)DΓ(Sδ,k(u))DGk(u) +
∫
Ω
tA(x)DΓ(Sδ,k(u))Dψδ(u) Tk(u) +
+
∫
Ω
tA(x)DΓ(Sδ,k(u))DTk(u)ψδ(u) =
∫
Ω
F (x, u)Γ(Sδ,k(u)).
(5.59)
Note that the two first integrals are zero, since DΓ(Sδ,k(u)) is zero
outside of the set {δ < u < k}, while DGk(u) is zero outside of the set
{u > k} and Dψδ(u) is zero outside of the set {u < δ}.
Note also that ψδ(u) = 1 on the set {u ≥ δ} while DSδ,k(u) = 0
outside of this set. Therefore the third term of (5.59) can be written
as 

∫
Ω
tA(x)DΓ(Sδ,k(u))DTk(u)ψδ(u) =
=
∫
Ω
tA(x)DSδ,k(u)DTk(u)Γ
′(Sδ,k(u)) =
=
∫
Ω
tA(x)DSδ,k(u)DSδ,k(u)Γ
′(Sδ,k(u)) ≥
≥ α
∫
Ω
|DSδ,k(u)|2Γ′(Sδ,k(u)) = α
∫
Ω
|Dβ(Sδ,k(u))|2.
(5.60)
For what concerns the right-hand side of (5.59), we have, using the
growth condition (2.6 iii) and the fact that Γ is increasing,
F (x, u)Γ(Sδ,k(u)) ≤ h(x)
Γ(u)
Γ(Sδ,k(u)) ≤ h(x).(5.61)
By (5.59), (5.60) and (5.61) we get
(5.62) α
∫
Ω
|Dβ(Sδ,k(u))|2 ≤ ‖h‖L1(Ω) ∀δ, 0 < δ < k.
Passing to the limit as δ tends to zero gives implies that
(5.63) α‖Dβ(Tk(u))‖2(L2(Ω))N ≤ ‖h‖L1(Ω) ∀k > 0.
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On the other hand, the fact that for every δ with 0 < δ < k


|Dβ(Sδ,k(u))| = |β ′(Sδ,k(u))χ{δ<u<k}Du| ≤ sup
0≤s≤k
β ′(s) |DGδ(u)|,
0 ≤ β(Sδ,k(u)) ≤ β(Gδ(u)),
(5.64)
condition (3.10 iii) and Lemma A.1 of Appendix A below imply that
β(Sδ,k(u)) ∈ H10 (Ω) ∩ L∞(Ω). The fact that β(Sδ,k(u)) is bounded in
H10 (Ω) by (5.62) and converges to β(Tk(u)) almost everywhere as δ
tends to zero then implies that
(5.65) β(Tk(u)) ∈ H10 (Ω).
Since β(Tk(u)) ∈ H10 (Ω) is bounded in H10 (Ω) in view of (5.63) and
converges to β(u) almost everywhere in Ω (note that u is finite almost
everywhere since u ∈ L2(Ω)), we have proved that β(u) belongs to
H10 (Ω) and satisfies (5.57).
Proposition 5.13 is proved. 
6. Proofs of the Stability Theorem 4.2
and of the Existence Theorem 4.1
6.1. Proof of the Stability Theorem 4.2
First step. Since for every n the function Fn(x, s) satisfies assump-
tions (2.5) and (2.6) for the same h and the same Γ, every solution
un to problem (2.1)n in the sense of Definition 3.6 satisfies the a priori
estimates (5.1), (5.3), (5.15), (5.16), (5.17), (5.18) and (5.37).
Therefore un is bounded in L
2(Ω) and in H1loc(Ω), and there exist a
subsequence, still labelled by n, and a function u∞ such that


un ⇀ u∞ in L
2(Ω) weakly, in H1loc(Ω) weakly and a.e. in Ω,
Gk(un)⇀ Gk(u∞) in H
1
0 (Ω)weakly ∀k > 0,
ϕTk(un)⇀ ϕTk(u∞) in H
1
0 (Ω)weakly ∀k > 0, ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(6.1)
Since un ≥ 0, this function u∞ satisfies u∞ ≥ 0.
Therefore u∞ satisfies (3.10).
Fix now a function v
v ∈ V(Ω), v ≥ 0,with − div tA(x)Dv =
∑
i∈I
ϕˆi(−div gˆi) + fˆ in D′(Ω).
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Using v as test function in (3.11 ii)n, we obtain


∫
Ω
tA(x)DvDGk(un) +
∑
i∈I
∫
Ω
gˆiD(ϕˆiTk(un)) +
∫
Ω
fˆTk(un) =
= 〈−div tA(x)Dv,Gk(un)〉H−1(Ω),H1
0
(Ω) + 〈〈−div tA(x)Dv, Tk(un)〉〉Ω =
=
∫
Ω
Fn(x, un)v.
(6.2)
Since the left-hand side of (6.2) is bounded independently of n for
every k > 0 fixed in view of the estimates (5.1) and (5.16), we have∫
Ω
Fn(x, un)v ≤ C(v) < +∞ ∀n,
which using the almost everywhere convergence of un to u∞, assump-
tion (4.1) on the functions Fn and Fatou’s Lemma gives
(6.3)
∫
Ω
F∞(x, u∞)v ≤ C(v) < +∞ ∀n,
namely (3.11 i)∞.
It remains to prove that (3.11 ii)∞ holds true and that the conver-
gences in (6.1) are strong.
Second step. For δ > 0 fixed, we write (6.2) as


∫
Ω
tA(x)DvDGk(un) +
∑
i∈I
∫
Ω
gˆiD(ϕˆiTk(un)) +
∫
Ω
fˆTk(un) =
= 〈−div tA(x)Dv,Gk(un)〉H−1(Ω),H1
0
(Ω) + 〈〈−div tA(x)Dv, Tk(un)〉〉Ω =
=
∫
Ω
Fn(x, un)Zδ(un)v +
∫
Ω
Fn(x, un)(1− Zδ(un))v.
(6.4)
It is easy to pass to the limit in the left-hand side of (6.4), obtaining


∫
Ω
tA(x)DvDGk(un) +
∑
i∈I
∫
Ω
gˆiD(ϕˆiTk(un)) +
∫
Ω
fˆTk(un)→
→
∫
Ω
tA(x)DvDGk(u∞) +
∑
i∈I
∫
Ω
gˆiD(ϕˆiTk(u∞)) +
∫
Ω
fˆTk(u∞)
as n→ +∞.
(6.5)
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Concerning the first term of the right-hand side of (6.4) we use the
a priori estimate (5.37), namely

∀δ > 0,
∫
{un≤δ}
Fn(x, un)Zδ(un)v ≤
≤ 3
2
(∫
Ω
∣∣∣∣∣
∑
i∈I
gˆiDϕˆi + fˆ
∣∣∣∣∣
)
δ +
∑
i∈I
∫
Ω
Zδ(un)gˆiDun ϕˆi,
in which we pass to the limit in n for δ > 0 fixed. Since Zδ(un)gˆi tends
strongly to Zδ(u∞)gˆi in (L
2(Ω))N while Dun ϕˆi tends weakly to Du∞ ϕˆi
in (L2(Ω))N (see (5.17)), we obtain

∀δ > 0, lim sup
n
∫
{un≤δ}
Fn(x, un)Zδ(un)v ≤
≤ 3
2
(∫
Ω
∣∣∣∣∣
∑
i∈I
gˆiDϕˆi + fˆ
∣∣∣∣∣
)
δ +
∑
i∈I
∫
Ω
Zδ(u∞)gˆiDu∞ ϕˆi.
(6.6)
Since Zδ(u∞) tends to χ{u∞=0} almost everywhere in Ω as δ tends to
zero, and since u∞ ∈ H1loc(Ω) implies that Du∞ = 0 almost everywhere
on {x ∈ Ω : u∞(x) = 0}, the right-hand side of (6.6) tends to 0 as δ
tends to zero.
We have proved that the first term of the right-hand side of (6.4)
satisfies
(6.7) lim sup
n
∫
{un≤δ}
Fn(x, un)Zδ(un)v → 0 as δ → 0.
Third step. Let us now prove that
(6.8)
∫
{u∞=0}
F∞(x, u∞)v = 0.
In view of assumption (4.1) on the convergence of the functions
Fn(x, s), of the continuity of the function Zδ, and of the almost ev-
erywhere convergence of un to u∞, one has for every δ > 0 fixed
(6.9)
Fn(x, un)Zδ(un)v → F∞(x, u∞)Zδ(u∞)v a.e. x ∈ Ω as n→ +∞.
By Fatou’s Lemma this implies that
(6.10)
∫
Ω
F∞(x, u∞)Zδ(u∞)v ≤ lim inf
n→+∞
Fn(x, un)Zδ(un)v ∀δ > 0.
A SEMILINEAR ELLIPTIC PROBLEM WITH A STRONG SINGULARITY AT u = 041
Since Zδ(s) tends to χ{s=0} for every s ≥ 0 as δ tends to zero and
since F∞(x, u∞)v ∈ L1(Ω) by (6.3), the left-hand side of (6.10) tends
to
∫
Ω
F∞(x, u∞)χ{u∞=0}v as δ tends to zero.
Combining the latest result with (6.10) and (6.7) proves (6.8).
Fourth step. We finally pass to the limit in n for δ > 0 fixed in
the second term of the right-hand side of (6.4), namely in the term∫
Ω
Fn(x, un)(1− Zδ(un))v.
For that we observe that
0 ≤ 1− Zδ(s) ≤ χ{s≥δ} ∀s ≥ 0 ∀δ > 0,
which combined with the growth condition (2.6 iii) and the fact that
the function Γ is increasing gives
(6.11) 0 ≤ Fn(x, un)(1− Zδ(un))v ≤ h(x)
Γ(un)
χ
{un≥δ}
v ≤ h(x)
Γ(δ)
v.
Since the right-hand side of (6.11) belongs to L1(Ω), and since, for
every δ > 0 fixed, one has, as in (6.9),
Fn(x, un)(1−Zδ(un))v → F∞(x, u∞)(1−Zδ(u∞))v a.e. x ∈ Ω as n→ +∞,
Lebesgue’s dominated convergence theorem implies that for every δ > 0
fixed one has
(6.12)∫
Ω
Fn(x, un)(1−Zδ(un))v →
∫
Ω
F∞(x, u∞)(1−Zδ(u∞))v as n→ +∞.
Since the right-hand side of (6.12) tends to
∫
Ω
F∞(x, u∞)(1−χ{u∞=0})v
as δ tends to zero, which is nothing but
∫
Ω
F∞(x, u∞)v in view of (6.8),
we have proved that
(6.13) lim
n
∫
Ω
Fn(x, un)(1− Zδ(un))v →
∫
Ω
F∞(x, u∞)v as δ → 0.
Fifth step. Collecting the results obtained in (6.5), (6.7) and (6.13),
we pass to the limit in each term of (6.4), first in n for δ > 0 fixed, and
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then in δ. This proves that for every v ∈ V(Ω), v ≥ 0, one has

∫
Ω
tA(x)DvDGk(u∞) +
∑
i∈I
∫
Ω
gˆiD(ϕˆiTk(u∞)) +
∫
Ω
fˆTk(u∞) =
=
∫
Ω
F∞(x, u∞)v,
which is nothing but (3.11 ii)∞.
We have proved that u∞ is a solution to problem (2.1)∞ in the sense
of Definition 3.6.
It only remains to prove that the convergences in (6.1) are strong
(see (4.2)). To this aim it is sufficient to prove the two following strong
convergences
(6.14) Gk(un)→ Gk(u∞) in H10 (Ω) strongly ∀k > 0,{
ϕDTk(un)→ ϕDTk(u∞) in (L2(Ω))N strongly ∀k > 0,
∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(6.15)
Indeed one has un = Tk(un) + Gk(un), and the strong convergence of
Tk(un) in L
2(Ω) then follows from Lebesgue’s dominated convergence
Theorem and from the almost convergence of un (see (6.1)). These
facts in turn imply the strong convergences of un in L
2(Ω), of ϕTk(un)
in H10 (Ω), and of un in H
1
loc(Ω).
Sixth step. As far as (6.14) is concerned, the strong convergence
follows from the energy equality (5.4)n, namely the fact that
(6.16)
∫
Ω
A(x)DGk(un)DGk(un) =
∫
Ω
Fn(x, un)Gk(un) ∀k > 0.
It is easy to pass to the limit in the right-hand side of (6.16). Indeed
the inequality
0 ≤ Fn(x, un)Gk(un) ≤ h(x)
Γ(un)
χ
{un≥k}
Gk(un) ≤ h(x)
Γ(k)
Gk(un)
and the boundedness of Gk(un) in H
1
0 (Ω) (see (6.1)) imply that the
sequence Fn(x, un)Gk(un) is equintegrable in n; since
Fn(x, un)Gk(un)→ F∞(x, u∞)Gk(u∞) a.e. x ∈ Ω,
using Vitali’s Theorem one obtains that for every k > 0 fixed
(6.17)
∫
Ω
Fn(x, un)Gk(un)→
∫
Ω
F∞(x, u∞)Gk(u∞) as n→ +∞.
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On the other hand, the energy equality (5.4)∞ asserts that
(6.18)
∫
Ω
A(x)DGk(u∞)DGk(u∞) =
∫
Ω
F∞(x, u∞)Gk(u∞) ∀k > 0.
Collecting together (6.16), (6.17) and (6.18), one has for every k > 0
fixed∫
Ω
A(x)DGk(un)DGk(un)→
∫
Ω
A(x)DGk(u∞)DGk(u∞) as n→ +∞,
which, with the weak convergence in (L2(Ω))N ofDGk(un) toDGk(u∞)
(see (6.1)), implies the strong convergence (6.14).
Seventh step. As far as (6.15) is concerned, writing equation (5.27)
for F = Fn and u = un, one obtains


∫
Ω
A(x)DTk(un)DTk(un)ϕ
2 =
= −2
∫
Ω
A(x)DTk(un)DϕϕTk(un)− 2
∫
Ω
A(x)DGk(un)DϕϕTk(un)+
+
∫
Ω
Fn(x, un)ϕ
2Tk(un) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(6.19)
Let us pass to the limit in the right-hand side of (6.19) as n tends
to +∞. In view of (6.1) one has


−2
∫
Ω
A(x)DTk(un)DϕϕTk(un)− 2
∫
Ω
A(x)DGk(un)DϕϕTk(un)→
→ −2
∫
Ω
A(x)DTk(u∞)DϕϕTk(u∞)− 2
∫
Ω
A(x)DGk(u∞)DϕϕTk(u∞)
as n→ +∞.
(6.20)
As far as the last integral of the right-hand side of (6.19) is concerned,
we write, for every fixed δ > 0,


∫
Ω
Fn(x, un)ϕ
2Tk(un) =
=
∫
Ω
Fn(x, un)Zδ(un)ϕ
2Tk(un) +
∫
Ω
Fn(x, un)(1− Zδ(un))ϕ2Tk(un).
(6.21)
For the first term of the right-hand side of (6.21), we use the a priori
estimate (5.37) with v = ϕ2; indeed ϕ2 ∈ V(Ω) (see (3.8)) with
−div tA(x)Dϕ2 = ϕˆ(−div gˆ) + fˆ inD′(Ω),
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with ϕˆ = 2ϕ, gˆ = tA(x)Dϕ and fˆ = −2 tA(x)DϕDϕ; this yields, since
gˆDϕˆ+ fˆ = 0,


0 ≤
∫
Ω
Fn(x, un)Zδ(un)ϕ
2Tk(un) ≤ k
∫
Ω
Fn(x, un)Zδ(un)ϕ
2 ≤
≤ 2k
∫
Ω
Zδ(un)
tA(x)DϕDun ϕ =
= 2k
∫
Ω
Zδ(un)
tA(x)DϕDTk(un)ϕ+ 2k
∫
Ω
Zδ(un)
tA(x)DϕDGk(un)ϕ.
(6.22)
We pass to the limit in the right-hand side of (6.22) first for δ > 0
fixed as n tends to +∞ thanks to (6.1), and then as δ tends to 0. Since
Zδ(u∞) tends to χ{u∞=0} in L
∞(Ω) weak-star as δ tends to zero, and
since Du∞ = 0 a.e. on {u∞ = 0}, we obtain that
(6.23) lim sup
n
∫
Ω
Fn(x, un)Zδ(un)ϕ
2Tk(un)→ 0 as δ → 0,
For the second term of the right-hand side of (6.21), we repeat the
proof that we did above to prove (6.13), and we obtain that
(6.24)
lim
n
∫
Ω
Fn(x, un)(1−Zδ(un))ϕ2Tk(un)→
∫
Ω
F∞(x, u∞)ϕ
2Tk(u∞) as δ → 0.
On the other hand, writing equation (5.27) for F = F∞ and u = u∞,
one has


∫
Ω
A(x)DTk(u∞)DTk(u∞)ϕ
2 =
= −2
∫
Ω
A(x)DTk(u∞)DϕϕTk(u∞)− 2
∫
Ω
A(x)DGk(u∞)DϕϕTk(u∞) +
+
∫
Ω
F∞(x, u∞)ϕ
2Tk(u∞) ∀ϕ ∈ H10 (Ω) ∩ L∞(Ω).
(6.25)
Collecting together (6.19), (6.20), (6.21), (6.23), (6.24) and (6.25),
one has for every k > 0 fixed

∫
Ω
A(x)DTk(un)DTk(un)ϕ
2 →
∫
Ω
A(x)DTk(u∞)DTk(u∞)ϕ
2
as n→ +∞,
which, with the weak convergence in (L2(Ω))N of ϕDTk(un) to ϕDTk(u∞)
implies the strong convergence (6.15).
This completes the proof of the Stability Theorem 4.2. 
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6.2. Proof of the Existence Theorem 4.1
Consider the problem
(6.26)


un ∈ H10 (Ω),∫
Ω
A(x)DunDϕ =
∫
Ω
Tn(F (x, u
+
n ))ϕ ∀ϕ ∈ H10 (Ω),
where Tn is the truncation at height n.
Since
Tn(F (x, s
+)) : (x, s) ∈ Ω×]−∞,+∞[→ Tn(F (x, s+)) ∈ [0, n]
is a Carathe´odory function which is almost everywhere bounded by
n, Schauder’s fixed point theorem implies that problem (6.26) has at
least a solution. Moreover, since Tn(F (x, s
+)) ≥ 0, this solution is
nonnegative by the weak maximum principle, so that un ≥ 0, and
Tn(F (x, u
+
n )) = Tn(F (x, un)).
Define now the function Fn by
Fn(x, s) = Tn(F (x, s)) a.e. x ∈ Ω, ∀s ∈ [0,+∞[.
For every given n, the function Fn is bounded, and it is easy to see
that every un solution to (6.26) is a solution of problem (2.1)n in the
sense of Definition 3.6, where (2.1)n is the problem (2.1) where the
function F has been replaced by Fn: indeed un ≥ 0 belongs to H10 (Ω),
and therefore satisfies (3.10) and (3.11 i); un also satisfies (3.11 ii) in
view of
(6.27){
〈〈−div tA(x)Dv, Tk(un)〉〉Ω = 〈−div tA(x)Dv, Tk(un)〉H−1(Ω),H1
0
(Ω)
∀v ∈ V(Ω),
which results of (3.5) by taking y = Tk(un) ∈ H10 (Ω) ∩ L∞(Ω).
It is clear that the functions Fn satisfy (2.5) and (2.6) with the
functions h and Γ which appear in the definition of the function F .
Moreover it is not difficult to verify that the function Fn satisfy (4.1)
with F∞ given by F∞(x, s) = F (x, s).
The Stability Theorem 4.2 then implies that there exists a subse-
quence and a function u∞ which is a solution to problem (2.1) in the
sense of Definition 3.6 such that the convergences (4.2) hold true.
This proves the Existence Theorem 4.1. 
7. Comparison Principle
and proof of the Uniqueness Theorem 4.3
In this section we prove a comparison result which uses assumption
(2.7), namely the fact that F (x, s) is nonincreasing with respect to s.
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Note that we never use this assumption in the rest of the present paper
except as far as the Uniqueness Theorem 4.3 is concerned.
Proposition 7.1. (Comparison Principle). Assume that the matrix
A satisfies (2.4). Let F1(x, s) and F2(x, s) be two functions satisfying
(2.5) and (2.6) (possibly for different functions h and Γ). Assume
moreover that
(7.1) either F1(x, s) or F2(x, s) is nonincreasing, i.e. satisfies (2.7),
and that
(7.2) F1(x, s) ≤ F2(x, s) a.e. x ∈ Ω, ∀s ≥ 0.
Let u1 and u2 be any solutions in the sense of Definition 3.6 to prob-
lems (2.1)1 and (2.1)2, where (2.1)1 and (2.1)2 are (2.1) with F (x, s)
replaced respectively by F1(x, s) and F2(x, s). Then one has
(7.3) u1(x) ≤ u2(x) a.e. x ∈ Ω.
Remark 7.2. The proof of the Comparison Principle of Proposition 7.1
is based on the use of the test function (B1(T
+
k (u1 − u2)))2. A similar
test function has been used by L. Boccardo and J. Casado-Dı´az in
[3] to prove the uniqueness of solution to problem (2.1) obtained by
approximation.
Note that the use of this test function is allowed by the regularity
property (5.56) proved in Proposition 5.13. 
Proof of the Uniqueness Theorem 4.3.
Applying the Comparison Principle to the case where F1(x, s) =
F2(x, s) = F (x, s) with F (x, s) satisfying (2.7) immediately proves the
Uniqueness Theorem 4.3. 
Proof of Proposition 7.1.
First step. Let k > 0 be fixed. Define ϕ by
(7.4) ϕ = B1(T
+
k (u1 − u2)),
where B1 : s ∈ [0,+∞[→ B1(s) ∈ [0,+∞[ is the function defined by
B1(s) =
∫ s
0
β1(t)dt ∀s ≥ 0,
where β1(s) =
∫ s
0
√
Γ′1(t)dt and Γ1 is the function for which F1 satisfies
(2.6).
In this step we will prove that
(7.5) ϕ ∈ H10 (Ω) ∩ L∞(Ω).
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Since u1 and u2 belong to H
1
loc(Ω), one has T
+
k (u1 − u2) ∈ H1loc(Ω) ∩
L∞(Ω); since β1 ∈ C0([0,+∞[), the function ϕ belongs to H1loc(Ω) and
one has
(7.6) Dϕ = β1(T
+
k (u1 − u2))χ{0<u1−u2<k}(Du1 −Du2) in D′(Ω).
Since 0 ≤ T+k (s1 − s2) ≤ Tk(s1) for s1 ≥ 0 and s2 ≥ 0 and since β1 is
nondecreasing, this implies that
|Dϕ| ≤ β1(Tk(u1))(|Du1|+ |Du2|).
But in view of (5.56), β1(Tk(u1)) belongs to H
1
0 (Ω)∩L∞(Ω), and then
the properties (3.16) for u1 and u2 imply that Dϕ ∈ (L2(Ω))N , and
therefore that ϕ ∈ H1(Ω) ∩ L∞(Ω).
Since B1 is nondecreasing one has 0 ≤ ϕ ≤ B1(Tk(u1)). We now
claim that
(7.7) B1(Tk(u1)) ∈ H10 (Ω),
which by Lemma A.1 of Appendix A below completes the proof of
(7.5).
Let us now prove (7.7). As in (5.64), we observe that for every δ
with 0 < δ < k and for the function Sδ,k defined by (5.58) one has


|DB1(Sδ,k(u1))| = |β1(Sδ,k(u1))χ{δ<u1<k}Du1| ≤ sup
0≤s≤k
β1(s) |DGδ(u1)|,
0 ≤ B1(Sδ,k(u1)) ≤ B1(Gδ(u1)).
Then Lemma A.1 implies that B1(Sδ,k(u1)) ∈ H10 (Ω) ∩ L∞(Ω). But
|DB1(Sδ,k(u1))| ≤ β1(Tk(u1)) |Du1|, which belongs to L2(Ω) because
of (5.56) and (3.16). Therefore β1(Sδ,k(u1)) converges to β1(Tk(u1)) in
H1(Ω) weakly as δ tends to zero.
This implies (7.7).
Second step. Since ϕ2 ∈ V(Ω) in view of (7.5) and of Remark 3.5 ii),
we can take ϕ2 as test function in (3.11 ii)1 and (3.11 ii)2. Taking the
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difference of these two equations, we get

2
∫
Ω
ϕ tA(x)DϕD(Gk(u1)−Gk(u2)) +
+2
∫
Ω
tA(x)DϕD(ϕ(Tk(u1)− Tk(u2)))−
−2
∫
Ω
tA(x)DϕDϕ (Tk(u1)− Tk(u2)) =
= 〈−div tA(x)Dϕ2, Gk(u1)−Gk(u2)〉H−1(Ω),H1
0
(Ω)+
+〈〈−div tA(x)Dϕ2, Tk(u1)− Tk(u2)〉〉Ω =
=
∫
Ω
(F1(x, u1)− F2(x, u2))ϕ2.
(7.8)
Expanding in L1loc(Ω) the integrands of the three first lines of (7.8),
one realizes that their sum is nothing but 2ϕ tA(x)DϕD(u1−u2), which
belongs to L1(Ω) in view of (3.16). Therefore one has
(7.9) 2
∫
Ω
ϕ tA(x)DϕD(u1 − u2) =
∫
Ω
(F1(x, u1)− F2(x, u2))ϕ2,
which is formally easily obtained by taking ϕ2 as test function in (2.1)1
and (2.1)2 and making the difference.
Third step. Let us now prove that for ϕ given by (7.4) one has
(7.10) (F1(x, u1)− F2(x, u2))ϕ2 ≤ 0 a.e. in x ∈ Ω.
Since F1(x, u1) and F2(x, u2) belong to L
1
loc(Ω) (see (3.12)) and are
therefore finite almost everywhere, one has
(F1(x, u1)− F2(x, u2))ϕ2 = 0 on the set where ϕ2 = 0,
since there are no indeterminacies of the types (∞−∞) and ∞× 0 in
the latest formula.
On the set where ϕ2 > 0, one has u1 > u2. If F1(x, s) is nonincreasing
with respect to s, one has, using first this nonincreasing character and
then assumption (7.2),{
F1(x, u1)− F2(x, u2) ≤ F1(x, u2)− F2(x, u2) ≤ 0
on the set where ϕ2 > 0,
since no indeterminacy of the type (∞−∞) appears.
This implies that
(F1(x, u1)− F2(x, u2))ϕ2 ≤ 0 on the set where ϕ2 > 0.
The case where F2(x, s) is nonincreasing with respect to s is similar,
using first assumption (7.2) and then this nonincreasing character.
We have proved (7.10).
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Fourh step. Collecting together (7.9) and (7.10) gives
2
∫
Ω
B1(T
+
k (u1−u2))β1(T+k (u1−u2)) tA(x)DT+k (u1−u2)D(u1−u2) ≤ 0.
Defining the function M1 by
M1(s) =
∫ s
0
√
B1(t)β1(t)dt ∀s > 0,
this implies in view of the coercivity (2.4) of the matrixA thatDM1(T
+
k (u1−
u2)) = 0 on Ω. Therefore M1(T
+
k (u1 − u2)) is a constant in each con-
nected component ω of Ω, and since the functionM1 is strictly increas-
ing, there exists a nonnegative constant Cω such that T
+
k (u1−u2) = Cω
in ω, and therefore β1(T
+
k (u1−u2)) = β1(Cω) in ω. Since T+k (u1−u2) ≤
Tk(u1) in Ω and since the function β1 is nondecreasing, one has
0 ≤ β1(Cω) = β1(T+k (u1 − u2)) ≤ β1(Tk(u1)) in ω.
By the regularity property (5.56), the function β1(Tk(u1)) belongs to
H10 (Ω) and therefore to H
1
0 (ω) for every connected component ω of Ω.
By Lemma A.1 this implies that β1(Cω) ∈ H10 (Ω), and then that Cω =
0. This proves that T+k (u1 − u2) = 0 in Ω, which implies (7.3) since
k > 0. 
Appendix A. An useful lemma
In this Appendix we state and prove the following lemma which is
used many times in the present paper.
Lemma A.1. If y ∈ H1(Ω) and if there exists y and y ∈ H10 (Ω) such
that
y ≤ y ≤ y a.e. in Ω,
then y ∈ H10 (Ω).
Remark A.2. Lemma A.1 is straightforward when ∂Ω is sufficiently
smooth so that the traces of the functions of H1(Ω) are defined. Note
that we did not assume any smoothness of ∂Ω. 
Proof of Lemma A.1.
Since 0 ≤ y − y ≤ y − y, it is sufficient to consider the case where
y = 0, namely the case where
y ∈ H1(Ω) with 0 ≤ y ≤ y, where y ∈ H10 (Ω).
Since y ∈ H10 (Ω), there exists a sequence φn ∈ D(Ω), such that
φn → y in H10 (Ω).
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The function yn defined by
yn = φ
+
n − (φ+n − y)+
belongs to H1(Ω) and has compact support (included in the support
of φn). Therefore
yn ∈ H10 (Ω),
and
yn → y+ − (y+ − y)+ = y in H1(Ω) as n→ +∞.
This implies that y ∈ H10 (Ω). 
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