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résumé et mots clés
Dans un premier temps, nous présentons un algorithme de détection de mouvement dans les séquences d'images acquise s
avec une caméra fixe (étiquetage binaire de l'image en pixels fixes ou mobiles) . L'approche est basée sur une modélisation
des interactions spatio-temporelles entre étiquettes par un champ de Markov faisant intervenir trois images successives . Cet
algorithme se caractérise par sa robustesse, sa rapidité de convergence et sa simplicité (limitation du nombre d'heuristiques) .
Ensuite, on montre comment le modèle proposé s'étend aisément au cas du multi-étiquetage moyennant une modification de
la stratégie d'initialisation des champs d'étiquettes et de la stratégie de relaxation . Ceci permet de faire non plus simplement
une détection binaire des zones mobiles mais une détection multi-étiquette non supervisée (discrimination des divers objets
mobiles et estimation de leur nombre) et un suivi court-terme des objets mobiles . Enfin, nous présentons les premiers résultats
d'une mise en oeuvre matérielle de l'algorithme de détection binaire sur une carte générique de traitement d'images à base
d'un DSP.
Détection de mouvement, Séquence d'images, Champ de Markov, Multi-étiquetage, Implantation matérielle, DSP.
abstract and key words
First, we present a motion detection algorithm for image sequences acquired with a static camera (binary labelling of each
pixel according to static or mobile areas) . The approach is based on a Markov Random Field modelling of the spatiotempora l
interactions between labels . The algorithm works on three consecutive frames . Robustness, convergence speed and simplicity (fe w
heuristics) are the main characteristics of the algorithm . Then, it is shown how the proposed model may be easily extended to th e
case of multilabelling by modifying the initialisation of the label field and the relaxation strategy . Instead of a bare binary detectio n
of moving areas, multilabelling enables a discrimination between different moving objects, an estimation of their number and a
short-term tracking of moving areas . Finally, we present the first results about a hardware implementation of the binary detectio n
algorithm on a general purpose image processing board build around a DSP.
Motion detection, Image sequences, Markov Random Field (MRF), Multilabelling, Hardware Implementation, DSP, Image processin g
board .
1 . introduction
L'analyse du mouvement présente un intérêt majeur en visio n
par ordinateur étant donné le champ des applications possibles
(contrôle du trafic routier, guidage de robot, compression d e
séquences d'images, diagnostic médical . . . ) . Traditionnellement,
cette analyse englobe quatre aspects principaux : détection de
mouvement, estimation de flux optique, segmentation de mou-
vement et interprétation du mouvement [2] . L'approche marko-
vienne quant à elle a été largement utilisée en traitement d'images
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ces dix dernières années, initialement pour la segmentation de tex-
ture et la restauration d'images bruitées [7, 8] . Plus récemment ,
elle a été utilisée en analyse de séquences d'images [17, 9] . Des
modèles de détection de mouvement basés sur la modélisatio n
markovienne ont déjà été proposés, en particulier dans [3] .
Dans cet article, nous présentons un algorithme de détection d e
mouvement dérivé de celui présenté dans [3] . La détection de
mouvement, dans le cadre de l'analyse de séquences d'images ac -
quises par une caméra fixe, est abordée comme un problème d'éti -
quetage binaire des pixels de chaque image : il s'agit de faire l a
distinction entre les pixels appartenant à une zone statique et ceu x
appartenant à une zone mobile . Les interactions spatiales et tem-
porelles entre étiquettes voisines de la séquence sont modélisée s
par un champ de Markov qui représente le modèle a priori . La so-
lution correspond à la configuration la plus probable d'un champ
de primitives (étiquettes) étant donné un champ de données (ob-
servations) . Le problème se ramène en pratique à la recherche d u
minimum d'une fonction d'énergie à l'aide d'un algorithme de
relaxation déterministe . Les modifications par rapport à l'algo-
rithme original présenté dans [3] consistent à simplifier le modèle
en limitant au maximum les heuristiques dans le but d'une part,
d'adapter l'algorithme dans un cadre de détection multi-étiquette
et d'autre part, de permettre une mise en oeuvre "temps réel" .
Des tests sur des séquences synthétiques et naturelles ont permi s
d'étudier les performances del' algorithme modifié . La qualité des
résultats est tout à fait comparable à celle de l'algorithme initial :
même qualité de reconstruction des masques des objets mobiles ,
même robustesse et même rapidité de convergence .
En revanche, les avantages de notre modèle de détection résident
dans les deux points suivants :
• dans un cadre multi-étiquette, le modèle, associé à une initiali-
sation multi-étiquette et une relaxation multi-voisinage, perme t
de distinguer les divers objets mobiles présents dans la scèn e
et de réaliser un suivi court-terme (liaison temporelle des carte s
de détection successives à partir de trois images) . L'originalité
de notre algorithme est que le multi-étiquetage est directement
intégré au modèle, et non pas réalisé après coup sur le résultat d e
la détection binaire comme c'est le cas dans [13] ;
• la modélisation markovienne et la minimisation de la fonctio n
d'énergie qui en découle, impliquent en programmation logiciell e
une charge de calcul conséquente même lorsqu'on utilise u n
algorithme de relaxation déterministe . Il importe donc de déve-
lopper des modèles markoviens pouvant être mis en oeuvre sur
du matériel afin d'atteindre des cadences de traitement "temps
réel" et des systèmes peu encombrants . Les études que nous avons
menées montrent la faisabilité d'implantation de notre algorithm e
de détection de mouvement sur une carte de traitement d'images à
base de DSP (cette mise en oeuvre est développée dans la suite d e
l'article), sur une machine parallèle [5bis] et sur un réseau résisti f
analogique VLSI en technologie CMOS [5bis] . Avec l'algorithm e
initial [3], l'implantation, notamment sur un réseau analogique ,
est beaucoup trop complexe, voire impossible .
Dans un premier temps, nous détaillons les caractéristiques d e
l'algorithme de détection de mouvement (étiquetage binaire) .
Ensuite, nous donnons les modifications à apporter pour étendre
ce modèle au cas d'une détection de mouvement multi-étiquette .
Celles-ci concernent essentiellement la phase d'initialisation et la
stratégie de relaxation . Nous proposons une initialisation partielle
du champ courant avant relaxation à partir de la carte multi-
étiquette passée et de la carte binaire des changements temporel s
présents puis, pour les points restant indécis, une relaxation multi -
voisinage basée sur différentes initialisations virtuelles possible s
de ces voisins indécis . Enfin, nous exposons la mise en oeuvre
de l'algorithme de détection binaire sur une carte générique d e
traitement d'image équipée d'un DSP ST18941 fonctionnant à
une fréquence d'horloge de 10MHz . Après une présentation d u
matériel utilisé pour cette implantation, nous détaillons la mise
en oeuvre logicielle et les temps de calcul nécessaires à chaqu e





La modélisation markovienne associée à l'estimation bayésienn e
est un outil statistique intéressant en traitement d'images car elle
permet d'intégrer dans un même modèle des informations d e
nature différente et de réaliser une régularisation des solution s
trouvées, en spécifiant simplement l'a priori du modèle par
l'intermédiaire de potentiels énergétiques .
Nous adopterons les notations suivantes :
• E et O représentent les variables aléatoires associées respec-
tivement au champ des étiquettes et au champ des observations à
l'instant t ;
• e et o représentent une réalisation particulière de E et O
respectivement ;
• e(s) et o(s) représentent la valeur des champs e et o au pixel ou
site s de coordonnées (x, y) ;
• S représente l'ensemble des sites d'une image .
A chaque fois que l'instant considéré sera différent de l'instant
courant t, un indice temporel supplémentaire sera ajouté dans ce s
notations .
2.1 . observations et primitive s
Moyennant les hypothèses de caméra fixe et d'éclairement quasi
constant de la scène, il existe un lien entre objets mobiles et
changements temporels de la fonction de luminance . Cela conduit
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naturellement à prendre comme observation la valeur absolue d e
la dérivée temporelle de la fonction de luminance I (x, y, t) qui est
approchée numériquement par une différence entre les instants t
et t — dt :
o(s) = 1 I(x, y,t) — I(x, y ,t — dt)l
	
(1 )
Par ailleurs, les étiquettes pertinentes dans le cas de la détectio n
sont les suivantes :
• e(s) = a si le pixel appartient à un objet mobile,
• e(s) = b si le pixel appartient au fond fixe .
On suppose que le champ des étiquettes suit la propriété de
Markov relativement au voisinage spatio-temporel V de la fi-
gure 1 :
P[E(s) = e(s) / E(r) = e(r), r s, r E S ]
= P[E(s) = e(s) / E(r) = e(r), r E V ]
où P[X] dénote la probabilité de l'événement X . Le choix d'un e
étiquette en un site s ne dépend donc que des étiquettes des point s
voisins de s . Le voisinage choisi est supposé contenir toutes le s
informations utiles pour prendre une décision .
Figure 1 . — Voisinage spatio-temporel et cliques binaires.
2.2 . critère d'estimation et fonctio n
d'énergie
Le champ des étiquettes est estimé au sens du critère du Maximum
A Posteriori (MAP) . Il conduit à la recherche de la configuration
la plus probable du champ d'étiquettes par maximisation de l a
probabilité conditionnelle des étiquettes relativement aux obser-
vations [8] :
maxP[E = e/O = o ]
e
D'après le théorème de Bayes, on a la relation :
P[O = o/E = e]P[E = e ]
P[E=e/O= o] =
P[O = o]
P[O = o] est une constante vis-à-vis de la maximisation à réaliser
car les observations sont des données du problème . D'après l e
théorème de Hammersley-Clifford (équivalence entre champ d e
Markov et distribution de Gibbs), la probabilité a priori des
étiquettes s'exprime à partir d'une fonction d'énergie de modèl e
U, n, et d'une constante de normalisation Z [8 ]
P[E = e] = ~ exp (—Um )
Relativement aux cliques de la figure 1, la forme générique de l a




où V (e(s), e(r)) est un potentiel élémentaire associé à la clique
c = (s, r) et où C s est l'ensemble des cliques binaires associée s
au voisinage du pixel considéré . um (e(s)) représente donc l'én-
ergie locale du modèle au pixel s affecté de l'étiquette e(s) . Pour
conférer au modèle des propriétés de continuité spatiale et tem-
porelle, on utilise des potentiels à niveau peu coûteux en temp s
de calcul :




où le paramètre positif ß dépend de la nature de la clique consi-
dérée . Nous définissons un paramètre ßs pour les cliques spa-
tiales, un paramètre ßp pour les cliques temporelles passées et
un paramètre ßf pour les cliques temporelles futures . Nous in-
troduisons une anisotropie entre le passé et le futur : en pratique,
nous choisissons Of > ßp afin de traiter le problème des discon-
tinuités de mouvement en favorisant l'innovation apportée par l e
futur. Cet avantage donné au futur permet en particulier une bonn e
élimination de la zone d'écho (zone de fond découverte lors du
mouvement) . En effet, dans ce cas de figure, le voisin temporel
passé porte l'étiquette de pixel mobile a et le voisin temporel fu -
tur porte celle de pixel fixe b . Or c'est l'étiquette fixe b qu'il fau t
choisir pour éliminer rapidement l'écho .
Quant à la probabilité conditionnelle des observations relative -
ment aux étiquettes P[O = o/E = e], elle résulte d'une relation
entre observations et étiquettes [3] :
o(s) = T(e(s)) + n avec T(e(s)) _
	
a > 0 sinon)
b (4)
où n est un bruit gaussien centré de variance a 2 . La fonction 11f
modélise les observations . En effet, si le pixel appartient à un
objet fixe, il n'y a pas de changement temporel de la fonctio n
de luminance, donc l'observation est quasi nulle . En revanche ,
si le pixel appartient à un objet mobile, il y a changemen t
temporel et on suppose que l'observation est proche d'une valeu r
Ve(e(s),e(r) )
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a, correspondant approximativement à la valeur moyenne de s
observations non nulles .
A partir de cette relation, l'opposé du logarithme de la proba-
bilité conditionnelle des observations relativement aux étiquette s
s'exprime comme une énergie d'adéquation Ua :
ua(e(s)) avec ua(e(s)) = 2~2 [o(s) — W(e(s))] 2 (5 )
ua (e(s)) est l'énergie locale d'adéquation au pixel s .
Finalement, la maximisation de la probabilité des étiquettes étan t
donné les observations est équivalente à la minimisation d'un e
fonction d'énergie totale U = Um + Ua constituée des deux
termes définis précédemment :
• Um, énergie du modèle a priori, assure la régularisation de l a
solution ;
• Ua, énergie d'adéquation, assure une bonne cohérence de l a
solution par rapport aux données observées (attache aux données) .
2.3. relaxation et algorithme
de détection
La minimisation de la fonction d'énergie est un problème no n
trivial car cette fonction est a priori non convexe . Vu notre objecti f
de mise en oeuvre temps réel, nous avons d'emblée écarté le s
algorithmes de relaxation stochastique tels le recuit simulé [8 ]
et nous nous sommes tournés vers 1'ICM (Iterated Conditiona l
Modes), algorithme de relaxation déterministe [Il . Cet algorithme
est sous-optimal puisque, n'autorisant un changement d'étiquette
que si celui-ci engendre une diminution de la fonction d'énergie ,
il ne garantit pas de trouver le minimum global . Cependant, s i
l'initialisation est suffisamment soignée, cet algorithme conduit à
des résultats satisfaisants .
La figure 2 donne l'organigramme de l'algorithme de détectio n
de mouvement . A un instant t, l'algorithme travaille à partir de 3
images successives de la séquence . Le champ passé Et_ 1 résulte
de la relaxation à l'instant précédent . La première étape consiste
à initialiser les champs présent Et et futur Et+l puisque nous
travaillons sur un voisinage temporel symétrique (cf. figure 1) . E n
pratique, ces initialisations Et, Et+1 sont issues respectivement
des champs d'observations Ot et Ot+i binarisés par utilisatio n
d'un test de maximum de vraisemblance [10] . Certes, le cham p
Et+1 ainsi obtenu est grossier, mais il s'avère qu'il contient
cependant l'information pertinente (zones de l'image ayant subi
une transition fond-objet ou objet-fond) aidant à la localisatio n
des frontières de mouvement . Ensuite, une relaxation spatial e
intégrant des informations spatio-temporelles est effectuée sur
le champ courant Et . Pour chaque site de ce champ, les deu x
étiquettes possibles {a, b} sont testées et l'étiquette qui induit
PRETRAITEMEN T
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Figure 2. — Organigramme pour la détection binaire.
la plus grosse diminution de la fonction d'énergie locale es t
conservée. Ce processus est itéré i jusqu'à convergence .
2.4. résultats et performances
Une série de tests sur diverses séquences a permis de mettre en
évidence les points suivants :
• l'algorithme est robuste : les mêmes valeurs de paramètre s
restent valables pour toutes les séquences que nous avons traitées :
ß9 =20,ßp =10,ßf =30eta=20 ;
• le nombre d'itérations nécessaire pour atteindre la convergence
est peu élevé (moins d'une dizaine d'itérations dans la majorit é
des cas) . Il varie évidemment en fonction de l'amplitude du mou -
vement entre deux images . Une étude plus approfondie montr e
que, dans le cas de séquences pour lesquelles les déplacement s
restent modérés par rapport à la cadence d'acquisition des images ,
4 itérations sont suffisantes, les itérations suivantes nécessaire s
pour atteindre le critère théorique de convergence 2 n'apportan t
que très peu de modifications quant à la valeur de l'énergie finale .
Voilà pourquoi dans la mise en oeuvre temps réel, le critère d e
convergence porte sur un nombre prédéfini d'itérations ; en l'oc-
currence, nous nous sommes limités à 4 itérations .
La figure 3 présente un exemple de détection de mouvement
dans le cas d'une séquence synthétique contenant un cercle no n
uniformément éclairé qui se dilate et un carré qui se translat e
de gauche à droite avec un déplacement de 3 pixels par image .
Cette figure présente les champs d'étiquettes initiaux issus de l a
binarisation des observations, les masques finaux (zones d'éti-
quettes mobiles) après relaxation et la superposition des contour s
des masques sur la séquence originale . La relaxation du modèle
markovien a joué son rôle d'homogénéisation spatio-temporelle
des masques .
1. Une itération correspond à un balayage complet de l'image .
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En haut de la figure 4, la séquence originale Trevor est présentée,
la cadence des images étant de 15 images par seconde 3 . Au mi -
lieu, nous présentons les résultats de la détection de mouvement .
Le manque d'information de mouvement sur les zones très ho-
mogènes de l'image telles que les mains ou le coude (observation s
quasi nulles) a une répercussion sur la qualité des résultats . De
plus, dans ce cas précis, les zones en question correspondent à
des régions où le mouvement est plus faible : les mains étan t
posées sur la table, elles bougent très peu par rapport au reste
du corps . En bas, on présente la superposition des contours de s
masques trouvés sur la séquence d'images pour mettre en évi-
dence la qualité de la détection . Nous constatons que la précision
au niveau des contours n'est pas parfaite : cela est dû au fait que,
dans le modèle considéré, la prise de décision est relative à l'in -
formation de mouvement contenue dans le voisinage de la figure 1







Détection de mouvement (les pixels mobiles sont représentés
en noir et les pixels fixes en gris très clair) : de haut en bas : 1) séquenc e
d'images synthétiques ; 2) initialisation des champs d'étiquettes (observation s
binarisées) ; 3) masques des objets mobiles après relaxation ; 4) superpositio n
des contours des masques sur la séquence d'images .
Dans ce paragraphe, nous exploitons le premier avantage de
notre algorithme de détection : la possibilité d'étendre le modèle
au cas du multi-étiquetage (toujours dans le cadre de l'analys e
de séquences d'images acquises avec une caméra fixe) . Nous
expliquons quelles sont les modifications à apporter pour pouvoi r
non seulement détecter mais aussi discriminer entre eux divers
objets mobiles . L'intégration d'information temporelle sur trois
images permet un suivi court-terme de ces différents objets e n
mouvement (lien temporel entre les cartes de détection mufti -
étiquette successives) .
3.1 . modèle multi-étiquette
et relaxation
Notre objectif est désormais d'attribuer une étiquette discrimi-
nante pour chaque objet mobile différent. Cependant, notre algo-
rithme ne prétend pas traiter tous les cas de figure . En particulier,
il ne permet pas de faire la distinction, après leur séparation, d e
deux objets initialement connexes . Il ne permet pas non plus de
résoudre le problème difficile des occultations puisque l'intégra-
tion temporelle ne porte que sur trois images . Mais il est malgré
tout possible de traiter le cas de l'occultation temporaire d'u n
3
. Nous avons considéré une image sur deux afin d'éviter le problème de s
mouvements subpixels, un déplacement d'une fraction de pixel entre 2 images
ne pouvant pas être pris en compte dans les observations
. Le cas des déplacements
subpixels peut être avantageusement traité dans un cadre multi-résolution [4] .
Figure 4. – Détection de mouvement (les pixels mobiles sont représentés e n
noir et les pixels fixes en gris très clair) : de haut en bas : 1) séquence Trevor;
2) masques issus de la détection de mouvement ; 3) superposition des contours
des masques sur la séquence d'images .
objet par le fond fixe en gardant une mémoire des événement s
passés au moyen d'un filtre de Kalman (traitement qui ne sera pa s
détaillé ici) [5bis] .
L'ensemble des étiquettes possibles à un instant t est à présen t
étendu :
e(s) = a; si le pixel appartient au i è'ne objet mobile, i E
{1 . . .Mt }
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• c(s) = b si le pixel est fixe, 3.2. initialisation et relaxatio n
• e(s) = a0 si le pixel appartient à un nouvel objet mobile 4 .
où Mt représente le nombre total (apriori inconnu) d'objets en
mouvement à l'instant courant t . Ce nombre est réévalué à chaque
instant . La détection multi-étiquette est non supervisée ; aucune
information a priori n'est nécessaire sur le nombre total d'objet s
présents dans la scène analysée . Nous avons ajouté l'étiquette a0
afin de pouvoir gérer le cas de l'apparition de nouveaux objets .
De ce fait, on réalise conjointement la détection multi-étiquette e t
l'estimation du nombre d'objets présents .
Les observations utilisées pour la détection multi-étiquette son t
les mêmes que pour la détection binaire (cf. équation (1)) .
Les deux fonctions d'énergie définies précédemment ne nécessi-
tent pas non plus de modification pour être utilisées dans le cadr e
multi-étiquette . L'énergie du modèle a priori définie à par-
tir d'une somme de potentiels élémentaires ne faisant interveni r
que des tests d'égalité ou d'inégalité entre étiquettes, n'a pas be -
soin d'être modifiée (équations (2) et (3)) . De même, la fonctio n
modélisant les observations, ainsi que l'énergie d'adéquatio n
qui en découle peuvent être utilisées telles quelles dans le cadr e
multi-étiquette (équations (4) et (5)) .
Le schéma général de relaxation à partir de l'algorithme des IC M
est conservé (cf. figure 5) . Les modifications nécessaires à l a
gestion du multi-étiquetage sont matérialisées par les zones e n
pointillés sur la figure 5 .
4 . A l'issue de la phase d'initialisation, l'étiquette a 0 correspond temporairemen t
à une étiquette de mouvement indéterminé, comme on l'explicite au paragraph e
3 .2
Les modifications majeures concernent la stratégie d'initialisatio n
des champs présent et futur. Nous avons désormais besoin d'un e
initialisation multi-étiquette de ces champs et cette initialisatio n
doit être aussi soignée que possible puisque l'algorithme d e
relaxation utilisé (ICM) y est sensible .
Nous proposons une initialisation partielle suivie d'une relaxation
multi-voisinage .
3.2.1 . initialisation partielle
Nous nous intéressons d'abord à l'initialisation du champ présent .
Elle est réalisée à l'aide du champ passé multi-étiquette Et_ i et du
champ binaire présent Bt issu du champ des observations Ot (par
utilisation d'un test de maximum de vraisemblance) . B t contien t
tous les points où il y a eu un changement temporel significatif
de la fonction de luminance . A l'instant t, pour chaque pixel s
détecté en changement temporel dans Bt , nous testons l'étiquette
et_i (s) du pixel correspondant dans le champ précédent :
• si (3i E {1, . . . Mo l } / et_ 1 (s) = ai ), le pixel est initialisé
avec la même étiquette mobile ai ;
• si (et_t (s) = b), aucune information n'est disponible dans le
passé pour initialiser ce pixel . Nous attribuons alors à un tel pixe l
l'étiquette initiale temporaire a0 correspondant à un mouvement
indéterminé . En effet, le pixel est mobile puisque détecté e n
changement temporel, mais aucune information dans le passé n e
permet de lui attribuer une étiquette initiale fiable .
La figure 6 donne une illustration du résultat de cette phase
d'initialiation .
Figure 6. — Initialisation partielle : la zone hachurée correspond aux pixel s
dont l'initialisation est indéterminée (pixels avec l'étiquette ao) et la zone grise
correspond aux pixels dont l'initialisation est définie (étiquette ai provenant
du champ passé Et _ i )
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L'initialisation multi-étiquette du champ futur est obtenue de l a
même manière . L'utilisation du même champ passé Et_ i (le seu l
dont on dispose effectivement) pour initialiser le futur condui t
évidemment à un nombre de points indécis plus important pour
Et +i que pour Et, mais les résultats obtenus avec une telle
initialisation s'avèrent satisfaisants .
3.2.2. Relaxation multi-voisinage
Sélection des voisinages virtuels. A l'issue de la phase d'initia-
lisation partielle, nous disposons d'un champ initial pour leque l
certains points portent l'étiquette temporaire ao de mouvement
indéterminé . Or, lors de la relaxation, le calcul de l'énergie de
modèle um (e(s)) fait intervenir les étiquettes des points voisins .
Il est donc indispensable que tous les voisins soient spécifiés ,
c'est-à-dire que leur étiquette soit déterminée . La spécification
des voisins indécis va être réalisée de manière virtuelle en cours de
relaxation . La figure 7 présente un schéma permettant d'illustre r
la manière dont cette spécification est effectuée . Soit le pixe l
central s dont le voisinage spatio-temporel contient des pixel s
étiquetés ao . Puisque les voisins indécis sont des pixels détecté s
en changement temporel, une bonne étiquette pour ces voisin s
est soit l'une des étiquettes mobiles a i déjà présentes dans l e
voisinage, soit l'étiquette ao indiquant désormais la présenc e
d'un nouvel objet et non plus un mouvement indéterminé comme
c'était le cas dans la phase d'initialisation . L'examen du voisinag e
spatio-temporel de s fournit l'ensemble des étiquettes virtuelle s
possibles pour les voisins indéterminés (en l'occurrence une seul e
étiquette mobile possible a1 dans le cas particulier de la figure 7) .
Nous limitons la recherche des étiquettes possibles au voisinag e
spatio-temporel du pixel s car nous supposons que ce voisinag e
est pertinent. A ces spécifications possibles issues de l'examen
du voisinage, on ajoute de façon systématique une spécification
virtuelle des pixels indéterminés par l'étiquette ao elle-même
afin de traiter l'apparition éventuelle d'un nouvel objet. Cette
démarche fournit un ensemble de voisinages virtuels possible s
pour le pixel central s (dans le cas de notre schéma, il en résulte
deux voisinages Vo et V1 ) .
Notons qu'au cours de cette phase de spécification virtuelle, o n
n'attribue pas de façon définitive d'étiquette effective nouvelle
aux voisins indécis ; il ne s'agit que d'une prise de décisio n
temporaire pendant le traitement du pixel courant s . Les étiquette s
présentes dans le voisinage spatio-temporel du pixel courant sont
recensées afin d'en déduire toutes les spécifications possibles de s
voisins indécis (en attribuant successivement la même étiquette
virtuelle parmi toutes celles possibles à tous les pixels indécis de
ce voisinage) . Evidemmment, les voisinages virtuels ainsi défini s
peuvent être erronés dans le cas de deux objets connexes . Mais
comme nous le montrons sur les résultats de la figure 9, les
conséquences en sont minimes sur la qualité de la précision des
contours de deux objets connexes .
Relaxation sur les voisinages virtuels . L'ensemble des étiquettes
possibles pour le pixel courant s pendant la relaxation est
{ai , b, ao}, i E {1 . .
.Mt_1} . Lors de la première itération, nous
calculons l'énergie locale du pixel courant pour chaque étiquette
possible ai , b ou ao relativement à tous les voisinages virtuels défi -
nis dans l'étape précédente (2 voisinages spatio-temporels V1 et
Vo sur l'exemple de la figure 7) . Le pixel courant reçoit l'étiquette
qui produit l'énergie locale la plus faible, tous voisinages virtuel s
confondus . On recherche et on retient donc l'étiquette qui fourni t
le minimum minimorum des énergies locales quel que soit l e
voisinage virtuel considéré pour faire ce calcul d'énergie . Dan s
le cas de la figure 7, ce sera l'étiquette a 1 . Remarquons toutefoi s
qu'aucune décision définitive n'est prise relativement aux pixel s
du voisinage lors du traitement du pixel central s .
Figure 7 . — Définition des voisinages virtuels : cas d'un pixel s à la frontière
entre des pixels indécis (étiquette a 0) et des pixels initialisés (étiquette ai ) . L a
dimension temporelle est représentée par le trait liant passé, présent et futur .
Dans le cas où c'est l'étiquette ao qui est conservée, elle indique
la présence de nouveaux objets dans la scène. De nouvelles
étiquettes mobiles a gi , j > Mt_ 1 sont attribuées par étiquetage
en composantes connexes des zones portant l'étiquette ao . De
cette manière, il est possible d'estimer conjointement le nombr e
d'objets mobiles présents dans la scène à chaque instant . Ce
nombre est alors remis à jour et devient Mt . A l'opposé, dans
le cas de la disparition d'un objet de la scène, son étiquette es t
libérée et pourra éventuellement être réutilisée par la suite .
A cette relaxation multi-voisinage, il est impératif d'associe r
une stratégie de visite de sites orientée . En effet, sachant que l a
politique de visite des sites peut avoir une influence sur le résulta t
de l'ICM, nous traitons en premier les pixels les plus fiables ,
Voisinage du pixel s apres la phase
d' initialisation => 2 cliquettes
possibles (al, a0} pour la specificatio n
virtuelle des voisins indecis .
Voisinage Vy tous les voisins indecis
sont virtuellement initialises par a ,
a ,
0
Voisinage Va tous les voisins indeci s
sont virtuellement initialises par ao
a ,o p~to
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Figure 8
. – Détection multi-étiquette (les pixels mobiles sont représentés en niveau de gris et les pixels fixes quasiment en blanc) : de haut en bas : 1)
séquence d'images (t = 3,4, 5, 6 et 12) ; 2) résultat de la détection multi-étiquette où chaque étiquette mobile est représentée par un niveau de gri s
différent; 3) superposition des contours des i'iiasques sur la séquence d'images.
Figure 9 . - De haut en bas : 1) séquence d'images synthétiques = 3, 4, 15,16, 23, 24,25) ; 2) résultat du multi-étiquetage où chaque étiquette mobile
est représentée par un niveau de gris différent ; 3) superposition des contours des masques sur la séquence d'images .
à savoir ceux dont le voisinage spatio-temporel ne contient pas
	
étant associé à une étiquette différente . L'initialisation obtenue à
de pixels indéterminés . Nous nous inspirons ici du principe de
	
partir des masques du champ passé permet une liaison temporell e
l'algorithme High Confidence First [6], en ce seul sens que c'est
	
des étiquettes successives . Evidemment, cette liaison n'a pas lie u
le degré de confiance qui oriente la visite des sites .
	
s'il n'y a pas de recouvrement entre les positions successive s
d'un même objet . En cas d'intersection vide entre les position s
d'un objet aux instants t — 1 et t, aucun des pixels du masqu e3.3. résultais
	
de cet objet n'a de voisin passé mobile . A l'issue de la première
initialisation, tous les points du masque seront indécis et lors de l a
La figure 8 montre les résultats de la détection multi-étiquette
	
relaxation, c'est l'étiquette ao de nouvel objet qui sera conservée .
obtenus pour une séquence d'images de taille 128 x 128 codées
	
Ce problème ne se pose pas tant que les déplacements resten t
sur 8 bits . La scène a été filmée dans la rue, les objets mobiles sont
	
faibles par rapport à la cadence d'acquisition des images .
donc essentiellement des piétons et des véhicules . La détectio n
multi-étiquette fournit un ensemble de masques, chaque masque
	
La séquence d'images présentée est intéressante à double titre .
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D'une part, elle permet d'illustrer le comportement de l'algo-
rithme en cas d'apparition d'un nouvel objet . Les quatre première s
images présentées sont consécutives . A t = 4, il apparaît un e
voiture tout à fait à droite . Lors de la relaxation, aucune des éti-
quettes mobiles déjà présentes ne convenant, cette voiture con -
serve l'étiquette ao de nouvel objet au cours des itérations suc-
cessives si bien qu'à la fin, une nouvelle étiquette mobile lui
est attribuée . L'estimation du nombre d'objets mobiles présent s
est donc réalisée conjointement au multi-étiquetage . La dernière
image présente le résultat de la détection à t = 12, lorsque l a
voiture est plus nettement dans le champ de vision de la caméra .
D'autre part, cette séquence illustre le comportement de notr e
méthode dans le cas du regroupement temporaire de deux objet s
mobiles . En effet, les deux piétons les plus à gauche vont à
la rencontre l'un de l'autre . Lors de leur regroupement (t =
6), chaque objet conserve néanmoins sa propre étiquette . Afin
d'étudier plus précisément le cas du regroupement temporaire d e
deux objets mobiles, la figure 9 présente une séquence synthétiqu e
où deux objets vont à la rencontre l'un de l'autre à la vitesse d e
2 pixels par image . Avant la rencontre (t = 3 et 4), chacun de s
deux objets possède sa propre étiquette, qu'il conserve lors du
regroupement (t = 15 et 16), et également après la séparatio n
(t = 23, 24 et 25) .
Notons que le comportement de l'algorithme n'est pas fiable en
cas d'occultation partielle ou totale d'objets . Le traitement de tel s
cas nécessiterait une intégration temporelle plus longue (par fil -
trage de Kalman par exemple) . Néanmoins, notre objectif est ici
de mettre en évidence les capacités de l'algorithme qui, utilisan t
uniquement l'information rudimentaire que constitue la diffé-
rence temporelle de la fonction de luminance, permet toutefoi s
une interprétation riche de la scène analysée dans des cas de figur e
non triviaux . Il fournit le nombre d'objets mobiles présents ainsi
que leur localisation . La poursuite du centre de gravité de cha-
cun des masques conduit ensuite à une information rudimentaire
de vitesse . Enfin, la liaison temporelle de ces centres de gravit é
permet d'élaborer la trajectoire de chaque objet [14] . L'intégra-
tion au sein du modèle d'informations plus riches rendrait certe s
l'algorithme plus robuste mais au détriment de la complexité d e
calcul . Par exemple, dans [9], la prise en compte conjointe d'in-
formations de contours et du flux optique permet de traiter l e
problème des occultations . Cependant, l'obtention d'un flux op-
tique de bonne qualité est un problème difficile, souvent coûteu x
en calcul et dont le résultat n'est pas toujours exploitable en vu e
d'une segmentation en régions de mouvement homogène (quel
critère utiliser pour segmenter le flux optique?) .
4. implantation sur DSP
L'utilisation de la modélisation markovienne en traitement d'ima -
ges pour résoudre divers problèmes a mis en évidence l'intérêt
théorique de cette approche . Mais l'inconvénient majeur de cette
modélisation réside dans la lourdeur des calculs engendrés pa r
la relaxation . Il en résulte des cadences de traitement faible, c e
qui est surtout un problème dans le cadre de l'analyse de scène s
dynamiques . Pour accélérer les calculs associés à un algorithm e
basé sur la modélisation markovienne, deux approches ont été
envisagées : utilisation de machines multi-processeurs [5, 18, 16 ]
ou implantation sur réseau résistif analogique [15, 11, 12] . Ce s
deux types de mises en oeuvre tendent à tirer profit du caractèr e
parallèle des calculs engendrés par la modélisation markovienne .
Pour notre algorithme de détection binaire, la cadence de traite -
ment atteinte sur une station de travail Sun SPARC-10 est d'envi-
ron 2s pour le traitement d'une image de taille 128 x 128 ce qui
est évidemment trop lent dans un contexte d'applications temp s
réel . Nous avons donc étudié les possibilités de mise en oeuvre de
cet algorithme sur du matériel spécialisé . Les solutions machin e
parallèle et réseau analogique ont été envisagées [5] mais nou s
ne les décrirons pas ici . Nous avons également choisi d'implante r
l'algorithme de détection de mouvement sur une carte génériqu e
de traitement d'images à base de DSP. En effet, pour une appli-
cation réelle, la cadence de traitement n'est pas le seul critère
impératif. Il se pose également des contraintes de coût, d'encom-
brement et de rapidité de développement . Une mise en oeuvre su r
DSP permet de réaliser un bon compromis entre toutes ces con-
traintes et de plus, elle permet d'évaluer la possibilité de réalise r
une chaîne complète de traitement "temps réel" (de l'acquisition
des images à la visualisation des masques) et d'expertiser le s
points sensibles de l'algorithme dans un contexte "temps réel" .
Soulignons que la solution DSP est intéressante pour l'algorithm e
de détection binaire qui n'est pas trop complexe (charge de cal -
cul non rédhibitoire pour le DSP) mais elle devient inadapté e
dès que la complexité de l'algorithme considéré augmente . Voil à
pourquoi la mise en oeuvre décrite concerne uniquement la détec -
tion de mouvement binaire (2 étiquettes seulement) . L'algorithme
de détection multi- étiquette engendre trop de calcul pour obtenir
une implantation suffisamment rapide avec le matériel actuelle-
ment utilisé .
4.1 . présentation du matérie l
4.1 .1 . Matériel utilisé
L' algorithme de détection de mouvement est développé sur une
carte de traitement d'images au format PC, carte basée sur l'utili-
sation d'un DSP ST18941 de SGS-Thomson cadencé à 10MHz .
La figure 10 donne le synoptique de cette carte commercialisé e
par la société Secad-SA (sous la référence VPC941) et dont les
principales caractéristiques sont les suivantes :
• 6 plans mémoire vidéo 512 x 512 sur 8 bits (VRAM) ;
• 1 plan graphique vidéo 512 x 512 sur 4 bits (VRAM) 5 ;
• 1 plan mémoire 512 x 512 sur 16 bits (DRAM) ;
5 . Pour incrustation éventuelle.
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• 8k x 16 bits de RAM statique ;
• 8k x 32 bits de RAM programme ;
• 1 processeur de signal ST1894 1
• 1 connecteur ISA 16 bits
L'acquisition vidéo se fait en temps réel et la carte permet l a
digitalisation d'un signal vidéo au standard CCIR, soit en noir et
blanc, soit en couleur (format RVB) .
Figure 10. — Synoptique de la carte générique de traitement d'images.
4 . 1 .2 . processeur de signal
Le processeur de signal ST18941 possède une architecture Har-
vard, qui se caractérise par la séparation des données et des ins-
tructions, que ce soit pour les bus, ou pour les espaces mémoires .
Ce processeur possède 4 unités principales :
• l'unité arithmétique de données comprenant l'ALU, le mul-
tiplieur, le registre à décalage ainsi que les nombreux registre s
associés . Les calculs s'effectuent sur des nombres entiers de 1 6
ou 32 bits, réels ou complexes :
• l'unité de programme comprenant un contrôleur de programm e
(gestion des boucles, des branchements, des interruptions), ainsi
qu'un espace mémoire programme . Les instructions, codées su r
32 bits, se décomposent en 4 champs (3 champs de gestion d e
données, 1 champ de calcul) et permettent une forte parallélisatio n
des tâches ;
• l'unité de données comprenant 3 blocs de RAM interne (XRAM ,
YRAM de 256 x 16 bits et CRAM de 128 x 16 bits) et 1
bloc externe (ERAM) réparti entre la RAM statique et la RAM
dynamique (VRAM et DRAM) ;
• l'unité d'entrées/sorties comprenant le bus local (liaison DSP-
ERAM, 16 bits d'adresses et de données), le bus d'instruction s
(16 bits d'adresses, 32 bits de données), le bus système (8 bits d e
données reliés au DSP par boîte aux lettres) et un port parallèl e
de 8 bits .
Le cycle instruction est de 100 ns . L'accès aux RAM internes et
statiques nécessite un cycle d'instruction ; l'accès aux RAM dy-
namiques nécessite soit 4 cycles d'instruction en mode aléatoire,
soit 2 cycles d'instruction en mode page .
4.1
.3 . conclusion
De part son architecture spécifique, la carte VPC941 permet l'ac
-
quisition, la visualisation et le traitement d'images provenan t
d'une source vidéo standard . De plus, l'utilisation du processeur
ST18941 offre la possibilité de traitements rapides (calculs en
-
tiers) sur les images acquises . En revanche, le calcul flottant n'es t
pas opérant sur ce processeur et la programmation doit se fair e
en assembleur car aucun compilateur C fiable et optimal n'es t
disponible . De plus, l'utilisation de RAM dynamique (mémoire
vidéo ou DRAM) limite, par ses temps d'accès, la rapidité de s
calculs .
4.2. mise en oeuvre logicielle
La carte permet l'acquisition d'images couleurs de taille 512 x 512
en deux trames entrelacées . Mais l'information de mouvement
étant contenue dans le signal de luminance, nous ne traiton s
que des images noir et blanc . De plus, les images traitées sont
de taille réduite (128 x 128) afin d'éviter une charge de calcul
trop importante pour la carte (générique) et le DSP de fréquenc e
d'horloge 10MHz, tout en permettant l'obtention de résultat s
réalistes et interprétables (à terme, notre objectif est d'atteindr e
la demi cadence vidéo pour des images de taille 256 x 256) .
Les systèmes d'acquisition fournissant en général une imag e
composée de deux trames entrelacées retardées de 20ms, le
traitement ne porte que sur une seule trame (en l'occurrence la
trame paire) . En effet, entre deux trames, il n'y a pas d'informatio n
de mouvement suffisamment pertinente . De plus, la présence de
deux plans vidéo (VRAM) et de mémoire dynamique de donnée s
(DRAM) permet de ne pas perturber les acquisitions d'images
à cadence vidéo, tous les calculs étant effectués sur un masqu e
stocké en DRAM .
La détection de mouvement peut se décomposer en deux partie s
(cf. figure 2) :
• un prétraitement comprenant le calcul des observations et le
calcul des cartes binaires nécessaires à l'initialisation;
• la relaxation du champ de Markov (minimisation d'énergie)
visant à obtenir les masques des différents objets mobiles .
4.2.1 . Prétraitemen t
Le prétraitement suit le diagramme temporel de la figure 11 .
Malgré des temps d'accès mémoire vidéo assez importants, il es t
possible d'effectuer le calcul des observations Ot à la cadence de
25 images/seconde . Par rapport à l'algorithme initial, la binari-
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rapport à un seuil et non plus par utilisation d'un test de maximu m
de vraisemblance [10], l'objectif étant de limiter au maximum l a
charge de calcul . Evidemment, 1'initialisation du champ des éti-
quettes en utilisant une méthode à base de tests de maximum de
vraisemblance est de meilleure qualité . En effet, la prise de déci-
sion est faite relativement à un voisinage 3 x 3 alors que, dan s
le cas du seuillage de la différence d'images, la décision ne tien t
compte que de l'information au pixel considéré . Cette modifica-
tion a une incidence sur la qualité des résultats lorsqu'il s'agit d e
détecter des objets mobiles faiblement texturés au déplacement
lent par rapport à leur taille . Dans ce cas, l'initialisation est tro p
incomplète dans les zones de glissement des objets sur eux-mêm e
et les masques issus de la relaxation sont « troués » (la zone d e
glissement n'a pas été, entièrement reconstruite). Le calcul des
cartes binaires a lieu juste avant la relaxation .
4.2.2 . Relaxation
Le calcul de l'étiquette en chacun des points s de l'image peut s e
décomposer en trois étapes :
• chargement des étiquettes utiles au calcul de l'énergie local e
(8 voisins spatiaux, 2 voisins temporels) et de l'observation o(s )
correspondante ;
• calcul de l'énergie pour l'étiquette mobile a et pour l'étiquette
fixe b ;
• choix de la nouvelle étiquette e(s) correspondant à l'énergi e
locale la plus faible .
Le calcul des différentes énergies, ainsi que le choix de l a
nouvelle étiquette, ne font appel qu'à des tests de comparaison
du type « if . . .then . . .else . . .endif»; ce genre de test n'étant pas
aisément réalisable en assembleur, l'utilisation des différent s
espaces mémoire et des différentes possibilités d'adressage du
processeur a permis d'optimiser au maximum l'implantation de
ces tests .
Une remarque importante est à faire au sujet du caractère répétiti f
du calcul de l'énergie affectée à un point . En effet, une analyse
précise des calculs d'énergies locales permet de constater que
l'énergie du modèle u,,, associée à l'étiquette fixe b est toujours
l'opposé de celle associée à l'étiquette mobile a : u,m (b) =
—u m (a) . Il suffit donc de calculer um (a) sans recalculer um (b )
d'où un organigramme de calcul simplifé (cf . figure 12) . Le gain
en temps de traitement est de 20tß + 2tl où tl représente le temp s
de lecture/écriture mémoire et t i le temps instruction .
4.2.3 . évaluation des temps de calcul
Pour réaliser l'évaluation des temps de calcul, nous considéron s
l'organigramme de la figure 12. A chaque étape de cet organi-
gramme, on affecte un temps théorique correspondant à l'exécu-
tion d'une opération (lecture/écriture, ALU) par cycle . De cette
façon, nous disposons d'un modèle d'évaluation, indépendant de
la carte utilisée pour la mise en oeuvre .
Le temps de calcul pour un point est donc : tp = 12tl + 47tß .
Dans notre application, les valeurs numériques sont t l =
200ns (en mode page) et t i = 100ns. Il en résulte pour chaque
point un temps de calcul : tp = 7, lits . Les images traitées sont
de taille 128 x 128 pixels ce qui conduit, en tenant compte de s
effets de bord (les premières lignes/colonnes n'étant pas traitées) ,
à un temps tp * 126 2 = 110ms pour effectuer une itération d u
processus de relaxation sur toute l'image .
Comme nous l'avons vu lors de l'analyse théorique de la méthod e
de détection de mouvement, le nombre d'itérations nécessair e
pour atteindre la convergence est peu élevé et une série de test s
nous amène à considérer comme satisfaisant d' arrêter la relaxatio n
après 4 itérations lors du traitement de scènes de trafic routier . Le
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temps de traitement global d'une image est alors de 4 * 110 =
440ms . Le temps de calcul de la chaîne complète (en tenan t
compte du prétraitement) est donc de l'ordre de T = 500ms .
Ce qui nous donne une cadence théorique de 2 images/seconde .
Cette cadence peut sembler faible et éloignée de la cadence d u
traitement temps réel de 25 images par seconde . Soulignons
cependant que l'implantation présentée a été réalisée sur un e
carte de traitement d'images du commerce 6 . La mise en oeuvre
a dû respecter certaines contraintes imposées par la généralité
de cette carte . Par exemple, la gestion vidéo est réalisée par l e
DSP lui-même ce qui occupe environ 15% du temps de calcul .
Par ailleurs, le DSP n'est pas des plus performants (fréquenc e
d'horloge 10MHz) . Nous avons évalué que l'utilisation d'un DS P
96002 de Motorola (fréquence d'horloge 40MHz) conduirait à une
cadence de traitement de 12 images par seconde pour des image s
de taille 256 x 256 . Ceci fait l'objet de nos travaux actuels .
4.3. résultats
La mise en oeuvre sur la carte VPC941 de l'algorithme d e
détection de mouvement a permis d'atteindre en pratique un e
cadence de 3 images/seconde, c'est-à-dire plus que la prévision
théorique et ceci grâce essentiellement aux diverses possibilités d e
parallélisation dues à l' architecture du DSP ST18941(instruction s
à plusieurs champs, blocs mémoires internes indépendants, . . .) .
6 . qui n'est pas particulièrement dédiée au problème de détection de mouvement
.
Plusieurs types de séquences ont été traitées : des images de
scènes naturelles, prises avec une caméra filmant une rue, ains i
que des images artificielles . Les figures 13 et 14 donnent un e
série de résultats sur des séquences d'images filmées dans la rue .
Sur la figure 13, on constate que la relaxation a bien éliminé le s
observations isolées (bruit) et homogénéisé le masque de l'obje t
mobile . Les masques de la figure 14 sont relativement préci s
puisque l'algorithme détecte correctement le déplacement de s
jambes du piéton à chaque pas .
Figure 13.—Detection de mouvement : utilisation d'unDSP (les pixels mobiles
sont représenl ; en gris et les f is en noir) . De haut en bas : 1) séquence
d'images (une voiture en mouvement) ; 2) initialisations binaires ; 3) masques
des objets mobiles ; 4) masques des objets mobiles superposés à la séquence
d'images .
Figure 14 . — Détection de mouvement : utilisation d'un DSP (les pixels mobiles
sont représentés en gris et les fixes en noir) . De haut en bas : 1) séquence
d'images (un piéton en mouvement) ; 2) masques des objets mobiles; 3)
masques des objets mobiles superposés à la séquence d'images.



























Ulocale (a) = um(a) + ua(a)
Ulocale (b) = -um(a) + ua(b)
----------------- -
Nouvelle ett = a
	
Nouvelle eti = b l
: temps ecrìture / lecture
: temps instruction
Figure 12 . — Organigramme et temps de calcul.
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• d'une part, il faut noter l'importance du prétraitement, et plu s
particulièrement du seuillage visant à obtenir les cartes binaire s
servant à initialiser le champ d'étiquettes courant Et et à estime r
le champ futur Et +i . La qualité de cette initialisation permet
évidemment une accélération de la convergence de l'algorithme ,
donc un gain non négligeable dans les temps de calculs . Cepen-
dant, nous n'avons pas trouvé de méthode de seuillage qui soit à
la fois robuste et facile de mise en oeuvre sur le matériel utilisé .
• d'autre part, l'utilisation de RAM dynamique pour le stockag e
des différentes images engendre, de part sa nature, une perte d e
temps : les traitements se faisant par voisinage, chaque point trait é
nécessite deux lectures mémoire (une RAS, une CAS) et, de ce
fait, les possibilités d'adressage indexé du processeur ne sont pas
vraiment utilisées .
Les solutions envisageables sont :
• la mise en oeuvre d'un seuillage adaptatif mais à une cadenc e
ad-hoc (par exemple, chaque seconde) correspondant aux réalité s
des scènes filmées (variations d'éclairement . . .) ;
• la séparation des tâches : prétraitement réalisé par des pro-
cesseurs spécialisés (ASIC, FPGA), relaxation markovienne im-
plantée sur un DSP performant utilisant des mémoires rapide s
(sans cycle d'attente) .
5. conclusion
Le développement de notre algorithme de détection de mouve-
ment selon une approche markovienne a été guidé par deux idée s
directrices :
• généraliser à moindre coût la détection binaire à un cadre de
détection multi-étiquette, pour différencier les objets mobiles ;
• fonctionner à une cadence rapide (si possible en temps réel) .
Après avoir détaillé l'algorithme de détection de mouvement ,
nous avons montré que ce modèle pouvait être étendu au cas de l a
détection multi-étiquette . La relaxation gère automatiquement l e
choix entre plusieurs étiquettes mobiles possibles en fonction d u
voisinage considéré . L'algorithme ainsi défini ne permet cepen-
dant pas de traiter des cas difficiles tels que l'occultation d'objets
ou la séparation de deux objets connexes. Les limitations ren-
contrées sont à mettre en relation avec la pauvreté de l'informa-
tion de mouvement contenue dans les observations considérée s
(simple différence temporelle) . L'algorithme décrit ici s'efforc e
d'utiliser au mieux cette information . Il ressort que pour obteni r
un algorithme plus général de segmentation d'objets mobiles, i l
faut prendre en compte des informations de mouvement plus éla-
borées telles que le flux optique par exemple . Mais alors on se
heurte à des difficultés de mise en oeuvre matérielle .
Nous nous sommes également intéressés à la mise en oeuvre de
l'algorithme de détection sur une carte de traitement d'images à
base de processeur de signal . La première réalisation effectuée sur
une carte générique du commerce est encourageante (cadence d e
3 images 1 seconde) . Certes, la cadence de traitement obtenue es t
encore faible mais, en considérant une carte spécifique (séparation
de la gestion vidéo, du prétraitement et de la relaxation marko-
vienne) utilisant du matériel plus récent ou même simplement e n
utilisant un DSP plus performant (Motorola 96002 par exemple) ,
une cadence de traitement de 12 images 1 seconde est tout à fai t
envisageable pour des séquences d'images de taille 256 x 256 .
Des recherches sont en cours à ce sujet .
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