Analyzing Generic Network Location Service  by Mwansa, Laban
 Procedia - Social and Behavioral Sciences  195 ( 2015 )  1949 – 1958 
Available online at www.sciencedirect.com
ScienceDirect
1877-0428 © 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of Istanbul Univeristy.
doi: 10.1016/j.sbspro.2015.06.207 
World Conference on Technology, Innovation and Entrepreneurship 
Analyzing Generic Network Location Service 
Laban Mwansaa* 
aDepartment of Electrical, Electronic and Computer Engineering, Cape Peninsula University of Technology, 
Cape Town Campus,Cape Town, South Africa.  
Abstract 
      The main focus of this work is to describe specific fault-tolerance mechanisms which can be applied in a DHT (Distributed 
Hash Table) technology). We implement device translation solution among different identifications of devices based on the DHT 
(Distributed Hash Table) technology and present various algorithms ensuring fault-tolerance. Whereas nodes in DHT’s are 
obviously used to store data identified by a single identification key and their possible failures are resolved by approaches of 
multiple data copies. We assumed the usage of stored value groups - records - for any possible accesses and functions. Records 
required for any kind of a specific identification set may be stored in more differently placed record copies in the DHT system. 
This approach supports the ability to solve failures of specific nodes in the DHT node set without direct multiplication of their 
storage space.xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
 
         Our solution was based on the DHT Chord implementation and the development of the Generic Network Location Service 
(GNLS) based on the Chord implementation. The systems of algorithms both proactive and reactive were used to solve a problem 
of node failures have been developed and compared in this research and selected algorithms have been tested by experimentation 
and simulations. The provided algorithms guarantee fault-tolerance in the presence of dynamism: they guarantee consistent 
lookup results in the presence of nodes failing and leaving.  Finally, GNLS results are analysed. By practical and theoretical 
verification, it is concluded that reactive algorithms performed better than proactive algorithms in the GNLS framework and 
solved some of the most important problems of device location identifications. 
 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Istanbul University. 
Keywords: Distributed hash tables; Communication; Replication; Fault-tolerance 
 
 
*Corresponding author. Tel.: +27214603292; fax: +27214603292. 
E-mail address: mwansal@cput.ac.za 
 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of Istanbul Univeristy.
1950   Laban Mwansa /  Procedia - Social and Behavioral Sciences  195 ( 2015 )  1949 – 1958 
 
1. Introduction 
There exist an important number of identification techniques in networks, which are utilized by devices in 
distributed applications - in isolated servers and multi-node servers' groups, but most frequently fully independent 
clients as well. All servers and clients in most applications communicate, i.e. exchange of messages during execution 
and are necessarily identified by a specific network address. Whereas computer networking started with IP, which 
forms practically the most important idea till now for many device applications, a lot of devices are generally 
different from almost stable in their position (e.g. UNIX machines in the seventies of the previous century were 
connected by generally stable point-to-point links), however the current situation in distributed computing is 
completely different. 
 
Current devices are able to support many different functions by using different identifications, for example its 
individual identification (such as MAC for PCs, notebooks and other devices able to communicate) over shared 
(LAN or wireless)  channels,  DNS  names,  VoIP  and  SIP identifications, GSM numbers, and more. Devices that 
are mobile may be identified by their GPS location identifier (or some restricted numbers).There are not only more 
identification technologies based on completely different methods (structure of the interlink graph, grouping in units 
independently from the connection or the location, abilities to receive a same LAN or wireless signal, and so on). 
These differences are including many functions able to translate only specific identifications, for example DNS, 
Cisco MobileIP, ARP and others. 
 
Majority of these functions are limited one- directional only and they are frequently restricted to a specific 
connection, location and other parameters. Mechanisms for conversion of device identifications and/or locations 
used in current network systems were designed together with development of corresponding networking 
technologies. Every conversion uses its proper technique, e.g. conversion of DNS names to IP addresses is 
completely different in essence from conversion of IP addresses to MAC addresses. As a consequence, flexible 
communication requires efficient techniques able to convert and translate different identifications. 
 
The provision of network services such as the ones mentioned above has many challenges. Moreover, the 
situation is further complicated by the requirement to support geographic mobility of devices and mobility of devices 
in the IP address space. In terms of device mobility and location, DNS is able to resolve the current device IP 
address. However from the resolved IP we cannot precisely know the exact location of the current device. In other 
words we can partially know the location of the device from the public IP assignment ranges given to countries by 
IANA.  The DNS tree   structure was designed independently and is   not sensitive of device location and mobility. 
 
Three main problems can be identified in current networking.  The problem of   the current asymmetrical address 
translations protocols mentioned above, the problem of identifying a device location. (This is often caused by the 
mobility of devices in networks.), and thirdly, the problem of fault-tolerance of network technologies providing such 
services. 
 
In this paper, the authors investigate these problems and propose a specific translation solution among different 
identifications of devices based on the DHT (Distributed Hash Table) technology.  Further, reactive  algorithms  are 
implemented ensuring fault-tolerance. Whereas nodes in DHTs are obviously used to store data identified by a single 
identification key and their possible failures are resolved by approaches of multiple data  copies,  we  are  assumed  
the usage of stored value groups - records - for any possible accesses and functions. Records required for any kind of 
a specific identification set may be stored as more differently placed record copies in  the DHT  system.  This 
approach supports the ability to solve failures of specific nodes in the DHT node set without direct multiplication of 
their storage space.          
                                                                             . 
This paper is organized as follows:  first we briefly present related work; we then describe GNLS fault-tolerance 
to node failures. Further, proactive and reactive strategies are briefly discussed. Experiments based on GNLS 
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reactive algorithms are presented. We also provide an algorithm recovering a node’s local knowledge after failure. 
Results are reported   both   simulation   using   PlanetSim and implementation on PlanetLab . We end with 
conclusion and a list of references. 
2. Related Work 
Previous work in this area (Bryan, et al., 2005, Dabek, et al., 2001, Yusuke, et al., 2005) concentrated efforts in 


















Figure 1 :(b) SIP implemented on top of P2P DHT 
 
In contrast, the GNLS (Mwansa, et al., 2008), the work presented in the paper does not seek to replace existing 
technologies like DNS, ARP etc., but it implements more translation services on keys made up of dissimilar 
schemata. It provides translations currently unavailable using existing data in location records stored in the Chord 















Figure 2: GNLS device key translations 
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GNLS services as shown in figure 2, provides more flexible two-way translations, for example, if we know the 
DNS, we can obtain other key identifiers like ENUM,IP,MAC,GSM and GPS. 
3. Analyzing Generic Network Location Service 
The GNLS (Mwansa, et al., (2008) system consists of the servers, GNLS nodes, which provide a distributed 
service that allows network devices, GNLS clients, to insert, lookup, and remove location records consisting of 
several keys, using these keys as handles. The GNLS service is implemented using Chord DHT infrastructure 
providing operations whereby given a key, it maps the key onto a node on an identifier network. Data storage and 
location can be easily implemented on top of Chord infrastructure by associating a key with each data item, and 
storing the key/data item pair at the node at which the key maps. The work presented includes investigating the cost 
and latencies of messages exchanges involved in replica reconstruction after node failure. 
 
GNLS works with network identifications / locations and treats them as a byte sequences. These items are keys in 
lookup service and involve: 
•      Medium Access Control (MAC) address, 
•      Internet Protocol (IP) address, 
•      Domain Name (DNS), 
•      Electronic Numbering (ENUM), 
•      GSM IMEI number, and 
•      GPS position. 
 
Other information can be added to location records, for example keys for authentication, which should be a vital 
component of any practical implementation of the location service (the issue of corresponding security protocols is 







Figure 3:  Distribution of Location Records within a Chord DHT. 
4. GNLS Resilience to Node Failures 
The GNLS system decreases sensitivity to failures of its nodes by replication of individual location records. 
Every location record containing n location record keys is stored in n copies in GNLS. Hash function distributes 
location records evenly over the id space and the only problem of this distribution can be uneven division of the id 
space among DHT nodes, which results in uneven number of records stored in individual DHT nodes. Although 
distribution of location records among more nodes itself decreases negative effects of concentration in classical 
systems (e.g. failure of a DNS server and its  secondary replica can disconnect the service  area),  we  need  
mechanism able  to  recover  from damages  resulting  from  individual node  failures. Though more copies of 
location records are stored in the GNLS system there will be low probable situations when a failure of a single node 
may result in loss of information, these techniques are improving the situation.  
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4.1. Proactive strategy 
The simplest mechanism able to assure high availability of location records in Chord DHT system is to replicate 
them at some node, which takes on an original node’s function after the failure. It corresponds to standard data 
replication in Chord (Stoica et al., 2001); where every data record located to the node is backed up at the successor 
of the node. When a failure of the node is detected, information on the fact that the failing node will be replaced by 
its successor is broadcast among DHT nodes using the finger tables’ tree. Stabilization of finger tables finishes in 
O(log2n) steps and all data originally stored at the failing node are made available at the backup location. This 
strategy, however suffers from the increasingly multiplicity of records generated on successor lists. Additionally, the 
backup maintenance overheads required creates network churn as a result. 
4.2. Reactive strategy 
A drawback of the pro-active strategy is that it almost doubles (for higher number of nodes) memory 
requirements. The simplest mechanism that exploits multiplicity of location records in GNLS reacts to the detected 
node failure as follows: Together with starting a stabilization mechanism (i.e. update of node links and finger tables) 
lookup request is broadcast using the finger tables’ tree. For a single mode failure, the worst case analysis shows 
that in at most O(2.log2n) steps all replicas located out of the failing node will be found. That means, the lookup 
request can return the result, and, since the failing node is identified, lost replicas can be reproduced at the failing 
node surrogate. The advantage of the reactive strategy to replication is that it benefits from essence of location 
records: multiple copies distributed among more nodes, i.e. the mechanism needs no extra memory. 
 
The risk of placing all copies to a single failing node is acceptably low for higher number of DHT nodes. 
Moreover, such a situation can be simply detected and the additional copy of the location record can be created 
elsewhere, e.g. at the node’s successor. We therefore implemented the reactive strategy by incorporating algorithms 
capable of finding location record replicas and generating the lost replicas. The algorithms include Sequential 
clockwise, Sequential Anti- clockwise and Parallel Clockwise and Anti-Clockwise (Seq- B). 
4.2.1. GNLS reactive strategy algorithms 
 
The main contribution of this work presents the analysis of several algorithms implemented in the Generic 
Network Location Service (GNLS). We present several communications algorithms namely:  Sequential clockwise 
denoted as Seq-CW, Lookup is initiated by the node using the first alive successor on the Chord DHT ring reaching 
all nodes in the network in O(n), where n is the number of nodes in   the   network.    
 
Sequential   anti-clockwise   Seq–CCW, Lookup is initiated by the node using the first alive predecessor on the 
ring network reaching all nodes in O(n) anti-clockwise, Simultaneous parallel Sequential clock-wise and anti-
clockwise known as Seq-B, here both sequential clockwise and anti-clock are initiated at the same time reaching all 
nodes in the network in O(n/2). Lookup is initiated by the node using the first alive successor on the Chord DHT 
ring reaching all nodes in the network in O(n), where n is the number of nodes in the network. The direction of the 
lookup is in a clock-wise direction until all the nodes in the ring are contacted.  When the node is contacted, its first 
looks up in its local cache before forwarding the lookup query to the next alive successor. The node’s local cache 
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Figure 4:  Sequential Clock-wise lookup and distribution of records in a 
Chord DHT with 30 live nodes. 
 
The node will scan all local records and try to match the key from the lookup query. If the key being queried is 
found, the node will generate a response and forward it to the query initiator node, otherwise the node will forward 
the query to the next alive successor on the ring clockwise. If the query reaches the node which initiated the query 
then this results in negative response, meaning that the location record with specified key does not exist in the Chord 
DHT ring network. 
4.2.2. Sequential anti-clockwise lookup algorithm 
 
Lookup is initiated by the node using the first alive predecessor on the ring network reaching all nodes in O(n), 
The direction of the lookup is in an anti-clock-wise direction until all the nodes in the ring are contacted.  When the 
node is contacted, its first looks up in its local cache before forwarding the lookup query to the next alive successor. 
The node’s local cache will contain one or more location records from various devices in the network. 
4.2.3. Sequential clockwise and anti-clockwise lookup algorithm 
 
Lookup is initiated by the node using the first alive predecessor on the ring network reaching all nodes in O(n). 
Simultaneous Sequential clock-wise and anti-clockwise Seq- BCW, here both sequential clockwise and anti-clock 
are initiated at the same time reaching all nodes in the network in O (n/2). 
4.3. Node Failures and Recovery 
The removal of the node from the DHT ring network maybe as a result of a node failure or voluntary withdraws. 
In the latter case, the node hands over all the location records to its immediate successor.  This is regarded as 
graceful nodes withdraw from the network. However, our main interest is in non-graceful node withdraw, i.e. When 
a node n fails or crashes within the Chord DHT network, nodes whose finger tables contain n, should find n’s 
successor. Further, the failure of the node n does not disrupt queries that are in progress, during system stabilization. 
 
The   most   important   step   in   failure   recovery   is maintaining correct successor pointers. A successor is the 
next node from the node in question on the identifier network whereas the predecessor is the previous node from the 
node in question on the identifier network. To help realize this, Chord, maintains a “successor-list” of its r nearest 
successors on the Chord network. In figure 5 below, when node N1 notices that its successor has failed, it replaces it 
with the first alive entry in its successor list. At this moment N1 can direct ordinary lookups for key for which the 
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failed node was the successor to the new successor. As time progresses, the finger table entries will be corrected as 
















Figure 5: Replacement of the failing node 
If a node fails, as shown in figure 5a, the data stored on the node may be lost. This is not Chord’s concern, 
because it delegates responsibility for replication to the application. However, Chord must ensure that the Chord 
ring network is not broken, so that lookup queries can progress, despite the fact that the predecessor of the failed 
node has an invalid successor node. Chord achieves that by having each node maintain a list of successors, rather 
than a single one. If a node notices that its successor has failed, it simply tries the next node in the list. Since the 
failure probabilities of elements of the successor list can be considered to be independent, using a sufficiently large 
successor list provides arbitrary protection against node failures. The stabilization protocol in the above is extended 
to apply to the entire list of successors, not just the first one. Figure 5b, illustrates, the replacement of node N2, by 
the Chord stabilization protocol. 
4.4. Reconstruction of Local Knowledge from a Failing Node 
The removal of the node from the DHT ring network maybe as a result of a node failure or voluntary withdraws 
(Mwansa, et al., 2008). In the latter case, the node hands over all the location records to its immediate successor. 
This is regarded as graceful nodes withdraw from the network. Once a node having a replica placement is detected 
as having failed, i.e. non   graceful,   a   replica   reconstruction   mechanism   is triggered. If a node does not 
respond for some time, a time out situation occurs and it would be concluded that the node is either dead or 
unavailable. In a real network situation, this refers to an unexpected crashing of a node. 
Detecting the full failure of the failing node and triggering the recovery of lost data provides resilience in the 
presence of node failures. 
5. Results 
Experiments were done using open source frameworks PlanetSim simulator. The frameworks were modified to 
incorporate the GNLS algorithms. We also run the experiments on PlanetLab infrastructure to get a real measure of 
the behaviour of GNLS in a practical network setup. 
5.1. Performance of algorithms 
For each location record key, a lookup is performed and response time recorded together with the messages 
exchanged. All the algorithms were compared to the standard Chord Route lookup algorithm and the same network 
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size was used to perform the lookups. Our algorithms were used as a second look up after the first lookup returns a 
negative response, ensuring fault-tolerance. The algorithms comparative analysis is illustrated by the graph in figure 



















Figure 7: Comparative analysis of simulation time during key lookup in a 2000 node DHT network. 
 
The performance of the proposed reactive algorithms was examined in comparison with each other and as we can 
see from the graphs above Seq-B algorithm is having better average hops in both 1000 and 2000 DHT node setup 
5.2. Experimental work on PlanetLab 
A performance comparison of GNLS reactive algorithms is presented in this section tested on PlanetLab. These 
tests give us a practical validation of GNLS algorithm on real world network. According to (Stoica, et al., 2001), On 
DSL or cable Internet connections, latencies of less than 100 milliseconds (ms) are typical and less than 25 ms 
desired. Satellite Internet connections, on the other hand, average 500 ms or higher latency. We show the latencies 
and using TCPIP sockets established on servers running on PlanetLab. Since GNLS operates on the application 
layer (i.e. on top of TCPIP stack), It is important to get an idea how network latencies may affect the GNLS 
algorithms. 
 
We do not take into account the message size in our experiments. Time the algorithm consumes to finish an 
operation in local nodes. We only consider scenarios when a node containing location record fails or crashes. This is 
1957 Laban Mwansa /  Procedia - Social and Behavioral Sciences  195 ( 2015 )  1949 – 1958 
 
because other instances like node leave and joins are taken care of by the Chord infrastructure system. The average 
communication cost will be used in terms of number of messages and time in milliseconds. The algorithms used 
include the Sequential Clockwise, Sequential Anti- Clockwise, and Sequential-B... These algorithms are employed 
in GNLS as a fall back when the first lookup operation returns a negative response. They guarantee reconstruction 
of lost location record replica as well as delivery of the location record. 
5.2.1. Latency Measurement 
We measure the GNLS latency by setting up a Chord DHT consisting of nodes as widely geographically 
dispersed as possible. (Harsha, et al., 2006) derives a methodology of latency prediction, however we selected nodes 
at least ones being hosted in Asia, Europe, South America and North America. The nodes were populated with 
location records and we performed device key lookups using the GNLS algorithms. The location records were 
delivered in all instances and we measured round-trip latency by a using GNLS algorithm. We observed that the 
forward direction queries (clockwise) and reverse directions (anti-clockwise) generated different delays from server 
A to server B and vice versa. This could be a delay caused by the underlying router timeslots configurations. 
Therefore we performed several lookup in each direction and obtained a mean value. GNLS operates at an 








Figure 8: GNLS lookup latencies on PlanetLab nodes distributed across the world. 
 
We derived measurement of delays for each this segment within the Chord DHT and the results are shown in 
figure 8. The latency along each part or leg of the path is also given as the median of these measurements. Since we 
consider observation of the path from multiple vantage points,  our  hope  is  that  the  median  is  close  to  the  true 
latency. We accumulate latencies over the paths or segments instead of links to prevent accumulation of errors 
associated with the estimate for each link. 
6. Conclusion 
The paper work presented the GNLS service designed to store location records, defined as a collection of 
different location identifications (e.g. MAC address, IP address, DNS name, E.164 number, GSMBTS 
identification) of a single physical item/device, in a DHT overlay system. Storing location records in places 
”addressable” (using DHT lookup) by individual location record fields provides a simple way to implementation of 
translation functions similar to well- known network services (e.g. ARP, DNS, ENUM). Storing records consisting 
of several location identifications in a DHT space benefits from a O(log2n) complexity of the lookup. Resilience to 
failures is be based on stored replication records without creating additional secondary copies (up to some very 
infrequent cases mentioned). 
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The algorithms examined were the Sequential Clockwise, Sequential Anti-Clockwise, and the Parallel 
Sequential-B. The performance of the algorithms was measured in respect of varying network sizes, total hops 
incurred in location record lookup operations and time consumed. The implementation of GNLS unifying device 
key translation schemata may need consideration of various security issues in Networks. We agree that many 
corporate organizational networks  may  have  various  network  security  policies  in place  as  regards  device  key  
translation,  location identification as well as device mobility. However, the work presented in this paper is restricted 
to a providing a generic device address translation service implemented on top of DHT platform. The generic 
network location service implemented in this work is not supposed to be a substitution of the existing translation 
techniques (e.g. ARP, DNS, ENUM), but it is considered as an overlay that uses data available in existing systems 
and provides some translations currently unavailable. 
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