Peer-to-peer architectures are a potentially powerful model for developing large-scale networks of text-based digital libraries, but peer-to-peer networks have so far provided very limited support for text-based federated search of digital libraries using relevancebased ranking. This paper addresses the problems of resource representation, resource ranking and selection, and result merging for federated search of text-based digital libraries in hierarchical peer-to-peer networks.
INTRODUCTION
Peer-to-peer (P2P) networks are an appealing approach to federated search over large networks of digital libraries. The activities involved for search in peer-to-peer networks include issuing requests ("queries"), routing requests ("query routing"), and responding to requests ("retrieval"). The nodes in peer-topeer networks can participate as clients and/or servers. Client nodes issue queries to initiate search in peer-to-peer networks; server nodes provide information contents, respond to queries with documents that are likely to satisfy the requests, and/or route queries to other servers.
The first peer-to-peer networks were based on sharing popular music, videos, and software. These types of digital objects have relatively obvious or well-known naming conventions and descriptions, making it possible to represent them with just a few words from a name, title, or manual annotation. From a Library Science or Information Retrieval perspective, these systems were designed for known-item searches, in which the goal is to find a single instance of a known object (e.g., a particular song by a particular artist). In a known item search, the user is familiar with the object being requested, and any copy is as good as any other.
Known-item search of popular music, video, and software filesharing systems is a task for which simple solutions suffice. If P2P systems are to scale to more varied content and larger digital libraries, they must adopt more sophisticated solutions.
A very large number of text-based digital libraries were developed during the last decade. Nearly all of them use some form of relevance ranking, in which term frequency information is used to rank documents by how well they satisfy an unstructured text query. Many of them allow free search access to their contents via the Internet, but do not provide complete copies of their contents, or even complete title lists for their contents, upon request. Many do not allow their contents to be crawled by Web search engines. They do not cooperate by conforming to a single method of text representation, query processing, or document retrieval; they don't even provide information about how these operations are done. We would argue that most of the recent research on peer-to-peer networks offers little useful guidance for providing federated search of current text-based digital libraries.
This paper addresses the problem of using peer-to-peer networks as a federated search layer for text-based digital libraries. We study federated search in two different types of environments: cooperative environments where each digital library provides accurate resource description of its content upon request, and uncooperative environments where resource descriptions must be obtained indirectly. We start by assuming the current state of the art; that is, we assume that each digital library is a text database running a reasonably good conventional search engine, that it provides search access to its holdings, and that it provides individual documents in response to full text queries. We present in this paper how resource descriptions of digital libraries are obtained and used for efficient query routing, and how results from different digital libraries are merged into a single, integrated ranked list in peer-to-peer networks.
In the following section we give an overview of the prior research on federated search of text-based digital libraries and peer-to-peer networks. Section 3 describes our approaches to federated search of text-based digital libraries in peer-to-peer networks. Sections 4 and 5 discuss our data resources and evaluation methodologies. Experimental settings and results are presented in Section 6. Section 7 concludes.
OVERVIEW
Accurate and efficient federated search in peer-to-peer networks of text-based digital libraries requires both the appropriate peerto-peer architecture and the effective search methods developed for the chosen architecture. In this section we present an overview of the prior research on federated search of text-based digital libraries, peer-to-peer network architectures, and textbased search in peer-to-peer networks in order to set the stage for the descriptions of our approaches to text-based federated search in peer-to-peer networks.
Federated Search of Text-Based Digital Libraries
Prior research on federated search of text-based digital libraries (also called "distributed information retrieval" in the research literature) identifies three problems that must be addressed:
• Resource representation: Discovering the contents or content areas covered by each resource ("resource description");
• Resource ranking and selection: Deciding which resources are most appropriate for an information need based on their resource descriptions; and • Result-merging: Merging ranked retrieval results from a set of selected resources.
A directory service is responsible for acquiring resource descriptions of the digital libraries it serves, selecting the appropriate resources (digital libraries) given the query, and merging the retrieval results from selected resources into a single, integrated ranked list. Solutions to all these three problems for the case of a single directory service have been developed in distributed information retrieval. We briefly review them below.
Resource Representation
Different techniques for acquiring resource descriptions require different degrees of cooperation from digital libraries. STARTS is a cooperative protocol that requires every digital library to provide an accurate resource description to the directory service upon request [6] . STARTS is a good solution in environments where cooperation can be guaranteed. However, in some environments where digital libraries may not cooperate or may have an incentive to cheat, STARTS cannot be used to acquire accurate resource descriptions.
Query-based sampling is an alternative approach to acquiring resource descriptions without requiring explicit cooperation from digital libraries. The resource description of a digital library is constructed by sampling its documents via the normal process of submitting queries and retrieving documents. Query-based sampling has been shown to acquire fairly accurate resource descriptions using a small number of queries and documents in distributed information retrieval environments [1] .
The total number of documents of a digital library is one of the most important corpus statistics required by many resource selection algorithms. Capture-Recapture [12] and SampleResample [20] are two methods of estimating the total number of documents of an uncooperative digital library. Experimental results show that in most scenarios, Sample-Resample is more accurate and has less communication costs than the CaptureRecapture method.
Resource Ranking and Selection
Resource selection aims at selecting a small set of resources that contain a lot of documents relevant to the information request. Resources are ranked by their likelihood to return relevant documents and top-ranked resources are selected to process the information request.
Resource selection algorithms such as CORI [1] , gGlOSS [7] , and Kullback-Leibler (K-L) divergence-based algorithms [24] use techniques adapted from document retrieval for resource ranking. The resource description of a digital library used by these algorithms includes a list of terms with corresponding collection term frequencies, and corpus statistics such as the total number of terms and documents in the collection. These algorithms have been shown to work well with resource descriptions provided by cooperative digital libraries or acquired using query-based sampling.
Other resource selection algorithms including ReDDE [20] and DTF (the decision-theoretic framework for resource selection) [16] rank resources by directly estimating the number of relevant documents from each resource for a given query. ReDDE relies on sampled documents obtained using query-based sampling for such estimation. DTF has three variants DTF-rp, DTF-sample and DTF-normal. DTF-rp estimates the number of relevant documents from a resource by assuming a linearly decreasing recall-precision function and calculating the expected precision and recall from the resource.
DTF-sample uses sampled documents to estimate how relevant documents are distributed among the available resources.
DTF-normal models the distribution of document scores from a resource with normal distribution and map document scores to probability of relevance using a function learned with user relevance feedback.
Deciding how many top-ranked resources to be selected ("thresholding") is a problem that is usually simplified. Most resource selection algorithms use heuristic values such as 10 and 20 for the number of selected resources.
Result Merging
Many result-merging algorithms have been proposed in distributed information retrieval. Various approaches can be divided into two categories: approaches based on normalizing resource-specific document scores into resource-independent document scores, and approaches based on recalculating document scores at the directory service.
The CORI merging algorithm uses a heuristic linear combination of digital library scores and document scores to normalize the scores of the documents from different digital libraries. The intuition is to favor documents from digital libraries with high scores and also to enable high-scoring documents from lowscoring digital libraries to be ranked highly. It is effective when used together with the CORI resource selection and INQUERY document retrieval algorithms in federated search using a single directory service [1] .
There has been some work on using logistic regression to learn merging models to normalize document scores but relevance judgments are required for training [2] .
The Semi-Supervised Learning result-merging algorithm uses the documents obtained by query-based sampling as training data to learn score normalizing functions on a query-by-query basis. It is shown to work well with a variety of resource selection and document retrieval algorithms and is the current state-of-the-art for result merging in distributed information retrieval [19] . Document scores can be recalculated at the directory service by downloading all the documents in the retrieval results from selected resources, indexing them, and re-ranking them using a document retrieval algorithm. Downloading documents is not necessary if all the statistics required for score recalculation can be obtained alternatively. Kirsch's algorithm [10] requires each resource to provide summary statistics for each of the retrieved documents. It allows very accurate normalized document scores to be determined without the high communication cost of downloading.
The corpus statistics required for recalculating document scores could also be substituted by a reference statistics database containing all the relevant statistics for some set of documents. This method is explored in [3] for federated search using a single directory service and shown to be effective compared with using the corpus statistics provided by cooperative digital libraries.
P2P Network Architectures
As mentioned in Section 1, the activities involved for search in peer-to-peer networks include issuing queries, query routing, and retrieval. Query routing is essentially a problem of resource selection and location. Resource location in first generation peerto-peer networks is characterized by Napster, which used a single logical directory service, and Gnutella 0.4, which used undirected message flooding and a search horizon. The former proved easy to attack, and the latter didn't scale; both systems demonstrated the importance of robust and reliable methods of locating information in peer-to-peer networks. They also explored very different solutions:
Napster was centralized and required cooperation (sharing of accurate information); Gnutella 0.4 was decentralized and required little cooperation.
Recent research provides a variety of solutions to the flaws of the Napster and Gnutella 0.4 architectures, but perhaps the most influential are hierarchical and structured P2P architectures. Structured P2P architecture associates each data item with a key and distributes keys among directory services using a Distributed Hash Table (DHT) [17, 18, 21, 22, 28] . Hierarchical P2P architecture [9, 11, 23] uses top-layer directory services to serve regions of bottom-layer digital libraries and directory services work collectively to cover the whole network. The common characteristic of both approaches is the construction of an overlay network to organize the nodes that provide directory services (also called "look up services" by DHT-based approaches) for efficient query routing. An important distinction is that structured P2P networks require the ability to map (via a distributed hash table) from an information need to the identity of the directory service that satisfies the need, whereas hierarchical P2P networks rely on message-passing to locate directory services. Structured P2P networks require digital libraries to cooperatively share descriptions of data items in order to generate keys and construct distributed hash tables. In contrast, hierarchical P2P networks enable directory services to automatically discover the contents of (possibly uncooperative) digital libraries, which is well-matched to networks that are dynamic, heterogeneous, or protective of intellectual property.
Text-Based Search in P2P Networks
Most of the prior research on search in peer-to-peer networks only support simple keyword-based search. Matches between query terms and keywords of documents are used to determine how to route queries and which documents to be retrieved. There has been some recent work on developing systems that adopt more sophisticated retrieval models to support text-based search (also called "content-based retrieval") in peer-to-peer networks. Examples are PlanetP using a completed decentralized P2P architecture [5] , pSearch using a structured P2P architecture [22] , and content-based retrieval in hierarchical P2P networks [13] .
In PlanetP [5] , a node uses a TF.IDF algorithm to decide which nodes to contact for information requests based on the compact summaries it collects about all other nodes' inverted indexes. Because no special resources are dedicated to support directory services in completely decentralized P2P architectures, it is somewhat inefficient for each node to collect and store information about the contents of all other nodes, especially in dynamic P2P networks.
pSearch [22] uses the semantic vector (generated by Latent Semantic Indexing) of each document as the key to distribute document index in a structured P2P network so that documents close in distance have similar contents. The relevance of a document to a query is determined by the similarity between their semantic vectors. To compute semantic vectors for documents and queries, global statistics such as the inverse document frequency and the basis of the semantic space need to be disseminated to each node in the network. Because global statistics can only be obtained in completely cooperative environments where each digital library shares its document and corpus statistics, this approach cannot be easily extended to uncooperative and heterogeneous environments.
There has been some prior research on content-based resource selection and document retrieval in hierarchical P2P networks of digital libraries [13] . Viewing peer-to-peer networks as a particular type of distributed information retrieval environment, content-based resource selection is extended to the case of multiple directory services in peer-to-peer environments where digital libraries cooperatively provide resource descriptions to connecting directory services. Experimental results demonstrate that content-based resource selection and document retrieval can provide more accurate and more efficient solutions to federated search in peer-to-peer networks of text-based digital libraries compared with the flooding and keyword-based approaches.
The problem of result merging in hierarchical P2P networks of uncooperative and barely-cooperative text-based digital libraries has also been studied in [15] . The Semi-Supervised Learning (SSL) result-merging algorithm is modified and an algorithm Score Estimation with Sample Statistics (SESS) which extends Kirsch's approach to result merging is proposed. Experimental results show that modified SSL has satisfactory precision for topranked merged documents, and SESS is able to provide near optimal performance with a small amount of cooperation from digital libraries.
TEXT-BASED FEDERATED SEARCH IN HIERARCHICAL P2P NETWORKS
The research described in this paper adopts a hierarchical P2P architecture because it provides a more flexible framework to incorporate various solutions to resource selection and result merging in both cooperative and uncooperative environments. Following the terminology of prior research, we refer to textbased digital libraries as "leaf" nodes, and directory services as "hub" nodes. Each leaf node is a text database that provides functionality to process full text queries by running a document retrieval algorithm over its index of local document collection and generate responses. Each hub acquires and maintains necessary information about its neighboring hub and leaf nodes and uses it to provide resource selection and result merging services to peerto-peer networks. In addition to leaf nodes and hubs, there are also nodes representing users with information requests in peerto-peer networks. They are referred to as "client" nodes. In a hierarchical P2P network, leaf nodes and client nodes can only connect to hubs and hubs connect with each other.
Search in peer-to-peer networks relies on message-passing between nodes. A request message ("query") is generated by a client node and routed from a client node to a hub, from one hub to another, or from a hub to a leaf node. A response message ("queryhit") is generated by a leaf node and routed back along the query path in reverse direction. Each message in the network has a time-to-live (TTL) field that determines the maximum number of times it can be relayed in the network. The TTL is decreased by 1 each time the message is routed to a node. When the TTL reaches 0, the message is no longer routed.
When a client node has an information request, it sends a query message to each of its connecting hubs. A hub that receives the query message uses its resource selection algorithm to rank and select one or more neighboring leaf nodes as well as hubs and routes the query to them if the message's TTL hasn't reached 0. A leaf node that receives the query message uses its document retrieval algorithm to generate a relevance ranking of its documents and responds with a queryhit message to include a list of top-ranked documents. Each top-level hub (the hub that connects directly to the client node that issues the request) collects the queryhit messages and uses its result merging algorithm to merge the documents retrieved from multiple leaf nodes into a single, integrated ranked list and returns it to the client node. If the client node issues the request to more than one hub, then it also needs to merge results returned by multiple toplevel hubs. In the following subsections, we present in more details the solutions to the problems of resource representation, resource ranking and selection, and result merging in both cooperative and uncooperative peer-to-peer environments.
Resource Representation
The description of a resource is a very compact summary of its content. Compared with a copy of the complete index of a collection of documents, resource description requires much less communication and storage costs but still provides useful information for resource selection algorithms to determine which resources are more likely to contain documents relevant to the query. As mentioned in Section 2.1.2, the resource description used by most resource selection algorithms include a list of terms with corresponding term frequencies (collection language model), and corpus statistics such as the total number of terms and documents provided or covered by the resource. The resource here could be a single leaf node, a hub that covers multiple neighboring leaf nodes, or a "neighborhood" that includes all the nodes reachable from a hub. Although resource descriptions for different types of resources have the same format, different methods are required to acquire them, which we introduce below.
Resource Descriptions of Leaf Nodes
Resource descriptions of leaf nodes are used by hubs for query routing ("resource selection") among connecting leaf nodes. In cooperative environments, each leaf node provides accurate resource description to its connecting hubs upon request. In uncooperative environments, each hub conducts query-based sampling independently to obtain sampled documents from its connecting leaf nodes. Sampled documents from a leaf node are used to generate its collection language model. They are also used by the Sample-Resample method to estimate the total number of documents in this leaf node's collection.
Resource Descriptions of Hubs
The resource description of a hub is the aggregation of the resource descriptions of its connecting leaf nodes. Since hubs work collaboratively in hierarchical P2P networks, neighboring hubs can exchange with each other their aggregate resource descriptions.
However, because the aggregate resource descriptions of hubs only have information for nodes within 1 hop, if they are directly used by a hub to decide which neighboring hubs to route query messages to, the routing would not be effective when the nodes with relevant documents sit beyond this "horizon". Thus for effective hub selection, a hub must have information about what contents can be reached if the query message it routes to a neighboring hub may further travel multiple hops. This kind of information is referred to as the resource description of a neighborhood and is introduced in the following subsection.
Resource Descriptions of Neighborhoods
A neighborhood of a hub H i in the direction of its neighboring hub H j is a set of hubs that can be reached by following the path from H i to H j . Figure 3 .2 illustrates the concept of neighborhood. Hub H 1 has three neighboring hubs H 2 , H 3 and H 4 . Thus it has three neighborhoods marked by N 1,2 , N 1,3 and N 1,4 . The resource description of a neighborhood provides information about the contents covered by all the hubs in this neighborhood. A hub uses resource descriptions of neighborhoods to select and route queries to its neighboring hubs.
Resource descriptions of neighborhoods provide similar functionality as routing indices [4] . An entry in a routing index records the number of documents that may be found along a path for a set of topics. The key difference between resource descriptions of neighborhoods and routing indices is that resource descriptions of neighborhoods represent contents with unigram language models (terms with their frequencies). Thus by using resource descriptions of neighborhoods, there is no need for hubs and leaf nodes to cluster their documents into a set of topics and it is not necessary to restrict queries to topic keywords.
Similar as exponentially aggregated routing indices [4] , a hub calculates the resource description of a neighborhood by aggregating the resource descriptions of all the hubs in the neighborhood decayed exponentially according to the number of hops. For example, in the resource description of a neighborhood N i,j (the neighborhood of H i in the direction of H j ), a term t's exponentially aggregated term frequency is calculated as:
where tf(t, H k ) is t's term frequency in the resource description of hub H k , and F is the average number of hub neighbors each hub has in the network.
The exponentially aggregated total number of documents in a neighborhood is calculated as:
The creation of resource descriptions of neighborhoods requires several iterations at each hub and different hubs can run the creation process asynchronously. A hub H i in each iteration calculates and sends to its hub neighbor H j the resource description of neighborhood N j,i denoted by ND j,i by aggregating its hub description HD i and the most recent resource descriptions of neighborhoods it receives from all of its neighboring hubs excluding H j . ND j,i is calculated as:
The stopping condition could be either the number of iterations reaching a predefined limit, or the difference in resource descriptions between adjacent iterations being small enough.
The process of maintaining and updating resource descriptions of neighborhoods is identical to the process used for creating them. The resource descriptions of neighborhoods could be updated when the difference between the old and the new value is significant, or periodically, or when a node disconnects from the network.
For networks that have cycles, frequencies of some terms and the number of documents may be overcounted, which will affect the accuracies of resource descriptions. How to deal with cycles in peer-to-peer networks using routing indices is discussed in detail in [4] . We could use the same solutions described in [4] for cycle avoidance or cycle detection and recovery. For simplicity, in this paper, we take the "no-op" solution, which completely ignores cycles. Experimental results show that resource selection using resource descriptions of neighborhoods generated in networks with cycles is still quite efficient and accurate.
Resource Ranking and Selection
The goal of query routing is to direct the information request to those nodes that are most likely to contain relevant documents with minimum number of query messages. The flooding technique guarantees to reach nodes with relevant information contents but requires exponential number of query messages. Random forwarding the request to a small subset of neighbors can significantly reduce the number of query messages but the reached nodes may not be relevant at all. To achieve both efficiency and accuracy, each hub needs to rank its neighboring leaf nodes by their likelihood to satisfy the information request and neighboring hubs by their likelihood to reach nodes with relevant information contents and only forwards the request to top-ranked neighbors. Because the resource descriptions of leaf nodes and those of neighborhoods are not in the same magnitude, a hub handles separately the ranking and selection of its neighboring leaf nodes and hubs.
Leaf Node Ranking
Adapting language modeling approaches for ad-hoc information retrieval, we use the Kullback-Leibler (K-L) divergence-based method [24] for leaf node ranking. In the language modeling framework, the K-L divergence resource selection algorithm calculates P(L i | Q), the conditional probability of predicting the collection of leaf node L i given the query Q and uses it to rank different leaf nodes. P(L i | Q) is calculated as follows:
with uniform prior probability for leaf nodes;
where tf(q | L i ) is the term frequency of query term q in leaf node L i 's resource description (collection language model), P(q | G) is the background language model used for smoothing and µ is the smoothing parameter in Dirichlet smoothing.
Leaf Node Selection with Unsupervised Threshold Learning
After leaf nodes are ranked based on their P(L i | Q) values, the usual approach is to select the top-ranked leaf nodes up to a predetermined number. In hierarchical P2P networks, the number of leaf nodes served by individual hubs may be quite different, and different hubs may cover different content areas. In this case, it is not appropriate to use a static, query-independent and hubindependent number as threshold for a hub to decide how many leaf nodes to select for a given query. It is desirable that hubs have the ability to learn hub-specific and query type-specific thresholds automatically.
The problem of learning threshold to convert relevance ranking scores into a binary decision has mostly been studied in information filtering [25, 26, 27] . However, the user relevance feedback required as training data is not as easily available for federated search in peer-to-peer networks as for the task of information filtering. Our goal is to develop a technique for each hub to learn the selection threshold without supervision based on the information and functionality it already has. Because each hub has the ability to merge the retrieval results from multiple leaf nodes into a single, integrated ranked list, as long as the result merging has reasonably good performance, we could assume that the top-ranked merged documents are relevant. If so, the distribution of the top-ranked merged documents over the leaf nodes should provide useful hints on the number of relevant documents each leaf node is likely to retrieve. This is analogous to query expansion with pseudo-relevance feedback which treats the top-ranked documents retrieved initially as relevant documents and uses them to improve the quality of the query. The key differences are i) our approach uses the information about which top-ranked merged documents are from which leaf nodes and ignores the actual contents of these documents, and ii) the direct goal here is not to improve immediately the retrieval quality for current query, but to learn resource selection thresholds that are specific to hubs and types of queries and improve the overall retrieval performance for a set of queries.
For leaf node selection, if a hub selects more leaf nodes than necessary, although the retrieval results will include a lot of irrelevant documents, as long as there are enough relevant documents, a reasonably good result merging algorithm can rank most relevant documents above irrelevant documents, yielding good precisions at top-ranked documents. In this case, it seems that a loose threshold will almost always give good performance. However, a loose threshold leads to low efficiency and high communication costs.
Because for search in peer-to-peer networks, accuracy and efficiency are equally important, the resource selection threshold must be not too loose in order to guarantee efficiency, and not too tight as well so that enough relevant documents are returned (high recall). With the above criteria in mind, a hub uses the following procedure to decide the threshold of leaf node selection for a query:
1. Given a query, the hub uses K-L divergence resource selection algorithm to calculate leaf node scores and sorts them in descending order;
2. The hub selects up to 100 top-ranked leaf nodes and normalizes their scores using the formula:
where S max is the maximum score and S min is the minimum score among these selected leaf nodes; 3. The hub forwards the query to selected leaf nodes and merges the retrieval results returned by these leaf nodes;
4. The hub calculates for each selected leaf node the number of documents that are ranked among top 50 in the merged result;
5. The hub goes down the list of leaf nodes sorted by their scores and stops at the leaf node which has the largest number of documents ranked among top 50 in the merged results (highest recall using pseudo-relevance feedback);
6. The hub regards the normalized score of this leaf node as the threshold of its leaf node selection for the given query.
Learning thresholds for individual queries is not useful unless the same queries appear again. Thus queries need to be classified into different types and thresholds for individual queries are used to compute thresholds for different query types. Queries can be classified based on their contents or statistical properties. When the number of queries for training is small (which is desired due to its low communication cost), classifying queries by contents often leads to sparse and skewed training data for various query types. Hence in our experiments we focused on classifying queries by their statistical properties and found the average probability of the query terms in a hub's resource description to be a good feature for query classification. Given a set of training queries that have average probabilities of query terms in different ranges, probability values ranging from 0 to the maximum term probability in a hub's resource description are divided into 10 non-overlapping bins so that all bins have roughly the same number of queries for training. A query type is associated with each bin, so there are 10 query types in total. A query is classified into one of these 10 types based on the average probability of its terms in the hub's resource description.
During the learning phase, each hub in the network learns the thresholds for a set of training queries and the learned thresholds for queries of the same type are averaged to get the threshold for this query type at the hub. Given a new query, a hub determines the type of the query, ranks up to 100 leaf nodes, normalizes their scores, and uses the query type-specific threshold to select the leaf nodes that have normalized scores no less than the threshold.
Hub Ranking and Selection
The K-L divergence resource selection algorithm used for leaf ranking is also used for hub ranking. The resource descriptions of neighborhoods are used to calculate the collection language models needed by the resource selection algorithm. For hub selection, because selecting a neighboring hub is essentially selecting a neighborhood, using a prior distribution that favors larger neighborhood could lead to better search performance, which was indeed the case in our experiments. Thus the prior probability of a neighborhood is set to be proportional to the exponentially aggregated total number of documents in the neighborhood. Given the query Q, the probability of predicting the neighborhood N i that a neighboring hub node H i represents is calculated as follows and used to rank neighboring hubs:
where tf(q | N i ) is the term frequency of query term q in the resource description of neighborhood N i (collection language model), P(q | G) is the background language model used for smoothing and µ is the smoothing parameter in Dirichlet smoothing.
A fixed number of top-ranked neighboring hubs are selected. It remains to be future work to apply unsupervised threshold learning to hub selection.
Result Merging
As described earlier, result merging takes place at each top-level hub. In cooperative environments, Kirsch's algorithm [10] is extended for result merging in peer-to-peer networks. In addition to a list of retrieved documents, each resource is required to provide summary statistics for each of the retrieved documents, for example, document length and how often each query term matched. The corpus statistics comes from the aggregation of the hub's resource description and the resource descriptions of neighborhoods for all its neighboring hubs.
The modified Semi-Supervised Learning algorithm (modified SSL) [15] is used for result merging in uncooperative environments. Each hub along the query path contributes to result merging by providing document statistics for "overlap" documents, which are documents that appear both in the sampled documents maintained at the hub for its leaf node neighbors and in the retrieval results sent to the hub by these neighbors. Toplevel hubs use these document statistics provided by collaborative hubs to recalculate document scores for "overlap" documents and pair them with their original scores returned in the retrieval results to use as training data for learning score normalizing functions. The main difference between result merging in cooperative environments and that in uncooperative environments is that in cooperative environments leaf nodes provide document statistics for all the retrieved documents to top-level hubs, while in uncooperative environments, hubs provide document statistics for a subset of retrieved documents ("overlap" documents) to toplevel hubs.
If the client node issues the request to more than one hub, then it also needs to merge results returned by multiple top-level hubs. Because client nodes don't maintain information about the contents of other nodes and corpus statistics as hubs do in hierarchical P2P networks, they cannot use advanced resultmerging algorithms. Thus only simple, but probably less effective, merging methods can be applied at client nodes. For example, results can be merged based on the document scores returned by top-level hubs ("raw score merge") or in a round robin fashion.
TEST DATA
We used the P2P testbed [14] developed based on the TREC WT10g web test collection [8] to evaluate the performance of federated search in hierarchical P2P networks of text-based digital libraries. The P2P testbed consists of 2,500 collections obtained by dividing WT10g data into 11,485 collections based on document URLs and randomly selecting 2,500 of them. The total number of documents in these 2,500 collections is 1,421,088. Each collection defines a leaf node (digital library) in a hierarchical P2P network.
There are 25 hubs in total in the P2P testbed, each of which covers a specific type of content. The connections between leaf nodes and hubs were determined by clustering leaf nodes into 25 clusters using a similarity-based soft clustering algorithm, associating each cluster with a hub, and connecting all the leaf nodes within a cluster to the associated hub.
The connections between hubs were generated randomly. Each hub has no less than 1 and no more than 7 hub neighbors. A hub has on average 4 hub neighbors. Experiments were run on two sets of queries. The first set of queries came from the title fields of TREC topics 451-550 used for TREC-8 and TREC-9 Web Tracks. The standard TREC relevance assessments supplied by the U. S. National Institute for Standards and Technology were used.
The second set of queries was a set of 1,000 queries selected from the queries defined in the P2P testbed. Queries in the P2P testbed were automatically generated from WT10g data by extracting key terms from the documents in the collection. Table 4 .2 shows the distribution of query lengths among the selected 1,000 queries. Table 4 .3 shows the distribution of term frequencies in WT10g for all the query terms in these 1,000 queries. Because it is expensive to obtain relevance judgments for these automatically generated queries, we used the ranked retrieval results from a single large collection as the baseline ("single collection" baseline), and measured how well federated search in the hierarchical P2P network could reproduce this baseline. The single large collection was the subset of the WT10g used to define the contents of the 2,500 leaf nodes in the peer-to-peer network, and the 50 top-ranked documents retrieved using this single large collection (WT10g-subset) were treated as the relevant documents for each query.
For each query, a leaf node was randomly chosen to act as a client node temporarily to issue the query to the network and collect the merged retrieval results for evaluation.
EVALUATION METHODOLOGY
A simulator was used to evaluate the performance of text-based federated search in hierarchical P2P networks. Both retrieval accuracy and query routing efficiency are used as performance measures.
Measuring Retrieval Accuracy
Retrieval accuracy was measured by both set-based and rankbased Recall and Precision. Set-based Recall and Precision are defined as follows:
where R is the set of the documents returned by retrieval in the P2P network, A is the set of relevant documents for a query among the 100 TREC queries, or the set of (up to 50) top-ranked documents returned by retrieval using the single WT10g-subset collection for a query among the 1,000 WT10g queries, and r is the intersection of R and A. |•| denotes the size of the set.
The quality of document rankings was measured using precisions Set-based Recall and Precision focus attention on how well textbased federated search in hierarchical P2P networks returns the "right" documents for a query, while rank-based metrics measure directly the performance of document ranking and result merging.
Measuring Query Routing Efficiency
The efficiency of query routing was measured by the average number of query messages routed for each query in the network. The average number of query messages routed from hubs to leaf nodes ("Hub-Leaf Messages") for each query was also used to measure the efficiency of leaf node selection in some experiments.
EXPERIMENTS AND RESULTS
A series of experiments was conducted to study resource selection and result merging in both cooperative ("COOP") and uncooperative ("UNCOOP") P2P environments. The choices of the algorithms used for resource representation, resource ranking and selection, document retrieval and result merging are shown in Table 6 .1. Table 6 .2 shows the values of some parameters used in our experiments.
Unsupervised threshold learning required a set of queries for training. For each experiment that used leaf node selection with unsupervised threshold learning to run the 100 TREC queries, two runs were conducted. The first run used the first half of the 100 TREC queries for training and the second half for testing. The second run worked the other way around. The results from two runs were averaged to get the final results. For the experiments that used leaf node selection with unsupervised threshold learning to run the 1,000 WT10g queries, the 100 TREC queries were used as training data. Unsupervised threshold learning only used queries and retrieved documents for training. The relevance judgments provided by NIST for the 100 TREC queries were not used to learn thresholds for leaf node selection.
Tables 6.3a and 6.3b show respectively the results of running the 100 TREC queries and the 1,000 WT10g queries for text-based federated search in a hierarchical P2P network using different methods. Both cooperative and uncooperative environments were studied. The "single collection" baseline which returned 50 topranked documents for each query by retrieval using the single WT10g-subset collection is also shown in Table 6 .3a for the 100 TREC queries.
The following subsections present the analysis of the results from different perspectives.
Set-Based Recall/Precision vs. Precisions at Top Document Ranks
The set-based Precision figures (column 4) are much lower than one might expect because the number of relevant documents was very small (50 on average for the 100 TREC queries using relevance judgments and 50 maximum for the 1,000 WT10g queries using the "single collection" baseline), but the total number of retrieved documents was at least ten times larger for most queries in the hierarchical P2P network. This demonstrates a limitation of set-based Recall and Precision metrics for this task since generally users only care about the retrieval accuracy of top-ranked documents, but we include them as another way of comparing resource ranking and selection methods.
Compared with set-based Precision, the differences between precisions at top document ranks for federated search in the hierarchical P2P network and for search using a centralized index are smaller. This implies that both result merging algorithms for cooperative and uncooperative environments performed quite well by ranking most irrelevant documents lower than relevant documents in spite of low set-based Precision.
TREC Queries vs. WT10g Queries
In contrast to real queries and manual relevance judgments, the 
Algorithm
Leaf descriptions Provided by leaf nodes in cooperative environments, OR Generated by hubs using documents sampled from leaf nodes by query-based sampling in uncooperative environments
Hub descriptions
Generated by hubs by aggregating leaf descriptions Neighborhood descriptions Generated by hubs by aggregating hub descriptions and exponentially decayed neighborhood descriptions over several iterations Leaf node ranking K-L divergence resource selection algorithm using leaf descriptions
Leaf node selection 1% of top-ranked leaf nodes, OR Fixed number of top-ranked leaf nodes, OR Top-ranked leaf nodes with normalized scores no less than the learned threshold (Section 3. 
Parameters Values
Initial TTL for messages 6
Number of documents sampled from each leaf node Up to 300
Number of resample queries used for Sample-Resample to estimate total number of documents 5
Number of iterations to create neighborhood descriptions 6
F (Average number of hub neighbors each hub has) 4
Number of documents retrieved from each leaf node Up to 50 1,000 WT10g queries were generated automatically by extracting key terms from documents and the top-ranked documents retrieved using a single centralized index were used for relevance judgments. When this set of queries was used to evaluate the performance of text-based federated search in hierarchical P2P networks, it directly measured the ability of federated search in hierarchical P2P networks to match the results from search in a centralized environment. The strong performance indicated by high precisions at top document ranks in Table 6 .3b demonstrates that federated search in the hierarchical P2P network mostly agreed with the centralized approach on which documents were most relevant. Additional evaluations on the 100 TREC queries by treating the documents in the "single collection" baseline as relevant documents (the same evaluation methodology as we used for the 1,000 WT10g queries) gave very similar results (not shown in this paper due to space reason) as those in Table 6 .3b. This is an encouraging sign for federated search in peer-to-peer networks because although distributed retrieval systems are not yet better than the "single collection" baseline, our results show that their performance can be pretty close at top-ranked documents.
However, we note that Table 6 .3b gives slightly overly optimistic view of federated search quality, because in cases where federated search in the hierarchical P2P network disagreed with search using a centralized index, federated search was more likely to give high rank to an irrelevant document which was ranked lowly by centralized search. Therefore, the performance difference between federated search in the hierarchical P2P network and search using a centralized index is expected to be slightly larger if we evaluate them using real relevance judgments, as shown in Table 6 .3a.
In order to claim that a peer-to-peer system being able to reproduce the "single collection" baseline quite well is an effective system for federated search, we need to rely on the assumption that search using a centralized index is effective in satisfying user's information needs, which is not necessarily the case. Due to this reason, we were concerned with whether automatically generated queries would behave similarly as real queries and whether the conclusions drawn using the "single collection" baseline for evaluation would still be valid with real relevance judgments. If we compare the figures in Table 6 .3a with those in Table 6 .3b, we can see that although the absolute values were quite different, the relative performance difference of different algorithms for the 1,000 WT10g queries was similar to that for the 100 TREC queries. Therefore the same conclusions drawn from the results of the 100 TREC queries could be drawn from the results of the 1,000 WT10g queries regarding the relative effectiveness of various algorithms, which indicates that the automatically generated queries and the "single collection" baseline are useful resources in studying federated search in peerto-peer networks.
Cooperative vs. Uncooperative
The results in Tables 6.3a and 6.3b show that the search performance in uncooperative environments was comparable to that in cooperative environments, despite that in uncooperative environments hubs only obtained partial information about the content of each resource and used the score normalizing approach to result merging which was less accurate than score recalculation. This indicates that query-based sampling and Semi-Supervised Learning for result merging are effective techniques for federated search of text-based digital libraries in uncooperative peer-to-peer networks.
Hub Selection
The results in Tables 6.3a and 6.3b demonstrate that compared with using the flooding technique for hub selection, hub selection based on resource descriptions of neighborhoods required around one third of the number of query messages with only minor drop in search performance, irrespective of whether leaf nodes were cooperative and how hubs ranked and selected leaf nodes. Hub selection based on resource descriptions of neighborhoods and random hub selection gave similar query routing efficiency but the retrieval accuracy of the former was consistently higher than the latter.
If we focus on the set-based Recall and Precision for three methods of hub selection, it is clear that random hub selection led to great loss in Recall with almost no change in Precision compared with the flooding technique, while hub selection based on resource descriptions of neighborhoods had consistent improvement in Precision over the flooding technique. This indicates that hub selection based on resource descriptions of neighborhoods was very effective at selecting hubs that could reach the nodes most likely to satisfy the user's information need and hence there were less irrelevant documents returned.
Leaf Node Selection
The power of the peer-to-peer system using learned thresholds for leaf node selection lies in its ability to adapt the thresholds automatically to different hubs and types of queries in order to obtain better performance. There is no need to decide and tune manually the threshold values each time the system is put into a new environment. As shown in Tables 6.3a and 6 .3b, with the same hub selection method under the same environment, using leaf node selection with learned thresholds in general gave better performance for text-based federated search in the hierarchical P2P network than selecting a fixed percentage (1%) of top-ranked leaf nodes for each hub.
Leaf node selection with learned thresholds produced better retrieval accuracy, but it also required more query messages. It is unclear from this set of experiments whether the higher accuracy is due to a better method of selecting leaf nodes (i.e., learned thresholds), or more thorough search (i.e., more messages). We ran additional experiments to further compare the performance of leaf node selection using learned thresholds with leaf node selection using fixed number. The results are shown in Tables  6.4a and 6 .4b. To make the comparison more clear, the number of query messages sent from hubs to leaf nodes were extracted from the total number of query messages and averaged over queries to get "Hub-Leaf Messages". In Tables 6.4a and 6 .4b, for each combination of environment type and hub selection method, the fixed number (n in "Top n") for leaf node selection was chosen to yield the smallest number of "Hub-Leaf Messages" that was larger than or equal to the number of "Hub-Leaf Messages" given by leaf node selection with learned thresholds (i.e., "Top n" yielded larger or equal number of "Hub-Leaf Messages" but "Top n-1" yielded smaller number of "Hub-Leaf Messages" than "Threshold" in the corresponding entries of the tables). Leaf node selection with learned thresholds worked consistently better for precisions at top-ranked documents with higher or equal efficiency for routing queries from hubs to leaf nodes. Therefore, with similar or smaller number of query messages, leaf node selection with learned thresholds still outperformed the simple solution of selecting a fixed number of top-ranked leaf nodes.
CONCLUSIONS AND FUTURE WORK
This paper studies federated search of text-based digital libraries in hierarchical peer-to-peer networks. Although some existing approaches to resource representation, resource ranking and selection, and result merging for text-based federated search can be adapted to peer-to-peer environments in a straightforward manner, new development is still in demand to suit the solutions to the unique characteristics of hierarchical peer-to-peer networks. For example, in hierarchical peer-to-peer networks, hub ranking and selection should be based on not only the hub's likelihood to provide relevant documents with its own leaf nodes, but also its potential to reach other hubs that are likely to satisfy the information request. Thus new method is needed to represent the contents or content areas covered by the available resources in the networks. In this paper, we define the concept of neighborhood and describe the method to create and use resource descriptions of neighborhoods for hub ranking and selection. Experimental results demonstrate that hub ranking and selection based on resource descriptions of neighborhoods is both more accurate and more efficient than the alternative flooding and random selection.
Another unique character of hierarchical peer-to-peer networks is that there are multiple hubs and each hub must make local decisions on selecting from the set of the leaf nodes it covers to satisfy the information request. Because hubs are different in the number of leaf nodes and the content areas they cover, which could also change dynamically as nodes come and leave or change connections, the ability for hubs to learn automatically hub-specific and query type-specific thresholds in the networks is much desired. This motivated us to develop a new approach for each hub to learn its own thresholds for various types of queries in an unsupervised manner based on the retrieval results of a set of training queries. In our experiments the proposed approach was consistently more accurate and more efficient than the typical method of selecting a fixed number of top-ranked leaf nodes. However, there is still much to be explored on how to effectively make use of the information obtained from resource selection and result merging by running a set of training queries and we believe that the search performance can be further improved.
The results shown in this paper also provide additional support for using automatically generated queries and "single collection" baseline to evaluate the search performance in peer-to-peer networks. The same conclusions on the relative effectiveness of various algorithms for federated search in peer-to-peer networks can be drawn from the results of the 1,000 WT10g queries and from the results of the 100 TREC queries. This is encouraging because the large number of queries automatically generated from WT10g (in the magnitude of 10 6 ) gives us the opportunity to study in the future how the network can learn from past queries and evolve in order to improve the search performance over time.
Federated search in distributed environments is complicated, the main components of which include resource representation, resource selection, document retrieval and result merging. The overall search performance is affected by the performance of each individual component as well as the interaction between different components. Peer-to-peer networks add further complexity to the problem due to factors such as dynamic topology, uncertainty in locating relevant information, and concern in efficiency. How the data are distributed over the networks and how different nodes interact and communicate with each other also affect the use of different algorithms because all algorithms are developed based on either explicit or implicit assumptions of the environments. Our next step is to further understand the unique characteristics of peer-to-peer networks and to develop practical algorithms that are more appropriate for search in dynamic and heterogeneous peerto-peer networks. 
