How neuronal variability impacts neuronal codes is a central question in systems neuroscience, often 5 with complex and model dependent answers. Most population models are parametric, with a tacitly 6 assumed structure of neuronal tuning and population-wide variability. While these models provide 7 key insights, they purposely divorce any mechanistic relationship between trial average and trial vari-8 able neuronal activity. By contrast, circuit based models produce activity with response statistics that 9 are reflection of the underlying circuit structure, and thus any relations between trial averaged and 10 trial variable activity are emergent rather than assumed. In this work, we study information transfer 11 in networks of spatially ordered spiking neuron models with strong excitatory and inhibitory interac-12 tions, capable of producing rich population-wide neuronal variability. Motivated by work in the visual 13 system we embed a columnar stimulus orientation map in the network and measure the population 14 estimation of an orientated input. We show that the spatial structure of feedforward and recurrent 15 connectivity are critical determinants for population code performance. In particular, when network 16 wiring supports stable firing rate activity then with a sufficiently large number of decoded neurons all 17 1 available stimulus information is transmitted. However, if the inhibitory projections place network ac-18 tivity in a pattern forming regime then the population-wide dynamics compromise information flow. 19 In total, network connectivity determines both the stimulus tuning as well as internally generated 20 population-wide fluctuations and thereby dictates population code performance in complicated ways 21 where modeling efforts provide essential understanding.
: Spatially ordered balanced networks generate heterogeneous tuning curves and structured trial-to-trial variability. A, Model schematic of a two-layer network of spatially ordered spiking neurons modeling Layer 4 neurons and Layer 2/3 neurons, respectively, from visual area V1. The visual input to the model is a Gabor image with orientation θ. The L4 network consists of Poisson units with Gabor receptive fields. The orientation preferences of L4 neurons are assigned according to a pinwheel orientation map (bottom right). The L2/3 network consists of both excitatory and inhibitory neurons modeled with integrate-and-fire dynamics, all arranged on a unit square. The spatial widths of the feedforward projections from L4 to L2/3 and the recurrent projections within L2/3 are denoted as α ffwd and α rec , respectively. B, The L2/3 neurons have heterogeneous orientation tuning curves. Ten examples of tuning curves are shown with different color representing different neurons (smoothed with a Gaussian kernel of width 9 • ). C, The model internally generates trial-to-trial variability. Three trials of network spike counts (200 ms time window) are shown from a network with α ffwd = 0.05 and α rec = 0.1. Images are smoothed with a Gaussian kernel of width 0.01. D, Noise correlation matrix with neurons ordered by their preferred stimulus orientation. Responses were simulated for a Gabor input with orientation at θ = 0 • without (left) and with stimulus noise (right). Figure 2 : Both tuning curves and noise correlations change with the feedforward projection width. A, The average tuning curve, normalized and centered at the preferred orientation, broadens as the feedforward projection width, α ffwd , increases (color scheme shown on top panel). The recurrent width is fixed to be 2α ffwd . The columnar radius, α col , is 0.1. The case of α ffwd = ∞ means the connection probability is independent of distance. B, The probability density distributions of orientation selectivity indexes (OSI, Eq. 6) of the L2/3 excitatory neurons. C, Pairwise correlations as a function of distance between neuron pairs from the L2/3 excitatory population. The magnitude of pairwise correlations decreases as α ffwd increases. α ffwd < α rec an asynchronous solution does not exist. Rather, network activity is organized so that nearby cell pairs have positive noise correlations while more distant cell pairs have negative cor-164 relations (Fig. 2C , pink curves). Previous work on population coding has suggested that positive 165 correlation between similarly tuned neurons can limit information while negative correlation between 166 oppositely tuned neurons can benefit coding 20-22 . Since the tuning preferences of neurons are spa-167 tially clustered with a pinwheel orientation map, nearby neurons are likely to share similar tuning.
168
Therefore, in contrast to the effect of the tuning selectivity which would suggest that I F could in-169 crease with α ffwd , the overall reduction in the spatial structure of pairwise correlations implies that I F 170 could increase with α ffwd .
171
We divide our analysis of how I F depends on α ffwd into two cases: first, when the decoder is 172 restricted to a small (N ∼ 10 2 ) populations of neurons, and second for decoders that have access to 173 large (N ∼ 10 4 ) populations.
174
For decoders restricted to small populations the combined effects of reduced tuning selectivity and 175 correlations with larger α ffwd , results in the linear Fisher information being largely reduced as α ffwd 176 increases ( Fig. 3A) . Consistently, the neural thresholds of single neurons, measured as the ratio of 177 the standard deviation of the spike counts and the derivative of the tuning curve function (σ i /f i ), also 178 increase with α ffwd (Fig. 3B ). In total, the population code is less informative with larger α ffwd , in line 179 with the single neuron reduction in orientation selectivity ( Fig. 2B ), despite the associated decrease 180 in pairwise noise correlations ( Fig. 2C ).
181
The noise in the Gabor image creates shared fluctuations in the L2/3 neurons that cannot be dis-182 tinguished from signal, limiting the available information about θ that is possible to be decoded (I in F ; Fisher information of the L2/3 neurons saturates to a level close to I in F , regardless of the feedforward 185 projection width (Fig. 3A ). It suggests that the network is very efficient at transmitting information.
186
In particular, even networks with spatially disordered connections (α ffwd → ∞), where neurons are Moreno-Bote and colleagues 35 explicitly make the observation that while networks may show 189 significant noise correlations, it is the shared fluctuations that align with the direction of response 190 gain that limit information. In particular, they consider the decomposition of the covariance Σ =
191
Σ 0 + f f T , with measuring the shared variance along the coding direction (f ). They show that for 192 decoders that have access to a large number of neurons then I F ∼ 1/ . For our network it is not (to Figure 4 : The recurrent projection width has small effects on the linear Fisher information. A, The linear Fisher information is slightly lower when the recurrent projection width (α rec ) is narrower than the feedforward width (α ffwd ) (light shade). When α rec is broader than α ffwd , the saturation curve of the Fisher information overlaps (darker shades). Examples of two α ffwd values are shown (red: α ffwd = 0.05; green: α ffwd = 0.075). B, The probability density distributions of neural thresholds (σ i /f i ) of the L2/3 excitatory neurons. C, The probability density distributions of orientation selectivity indexes of the L2/3 excitatory neurons. D, Pairwise correlation as a function of the distance between a neuron pair.
Recurrent connections with spatially balanced excitation and inhibition have
199 small effects on information transfer 200 Next we study how the spatial scales of recurrent connections (α rec ) affect information transmission.
201
We first consider networks with the same spatial scale of recurrent excitatory and inhibitory projec-202 tions. As remarked in the previous section, the relative spatial scale between recurrent and feedfor-203 ward projections has a large impact on the spatial structure of pairwise correlations (Fig. 2C, Ref. 46 ).
204
For fixed α ffwd then as α rec increases orientation selectivity increases ( Fig. 4C ), while pairwise noise 205 correlations become spatially structured ( Fig. 4D ).
206
For decoders that consider only small populations (N ∼ 10 2 to 10 3 neurons) we see a clear 207 difference between how α rec and α ffwd affect I F . Specifically, I F is relatively insensitive to α rec (the 208 brown curves scanning over α rec for α ffwd = 0.05 are clustered in Fig. 4A ; similar for the green 209 curves with α ffwd = 0.075). Indeed, both the distributions of neural thresholds and OSI show similar 210 ordering as the Fisher information ( Fig. 4B,C) . Further, the spatial structures of pairwise correlations 211 do not contribute to a difference in Fisher information (Fig. 4D ), again suggestive that the population 212 correlations are not information limiting. In agreement, for decoders with access to large populations 213 I F saturates to I in F . Overall, for spatially balanced recurrent excitatory and inhibitory projections the 214 specific scale of α rec is of little importance when considering information transfer.
215
Broad inhibitory projections reduce information 216 Our cortical network can exist in one of two regimes. The preceding sections consider a regime where 217 circuit parameters are such that the firing rate dynamics across the network are stable, despite pairwise 218 correlations being structured. The second regime is where the firing rates are no longer dynamically 219 stable, and large rate fluctuations are produced through internal interactions (as we will formalize 220 below). In past work 47 we showed how model networks in this second regime produced the low-221 dimensional, population-wide shared variability characteristic of a variety of cortical areas 9-11,47,66-69 . 222 In this section we consider how networks in this second regime transfer information across layers. the connectivity scales of both the feedforward and the recurrent pathways ( Fig. 3A, Fig. 4A ).
249
When the excitatory and inhibitory projections differ in spatial scale, recurrent connectivity can 250 have a large impact on network dynamics. As the inhibitory projection width (σ i ) increases the 251 uniform solution in the spatial firing rate model loses stability at a band of non-zero wavenumbers 252 ( Fig. 5A,B) . This is via a Turing-Hopf bifurcation 70 , a pattern-forming transition common to spa- Figure 5 : Networks with broad inhibitory projections exhibit pattern forming dynamics. A, Bifurcation diagram of a firing rate model as a function of the inhibitory projection width σ i and the depolarization current to the inhibitory neurons (µ i ). The excitatory projection width and the drive to the excitatory neurons are fixed at σ e = 0.1 and µ e = 0.5, respectively. Color represents the wavenumber whose eigenvalue has the largest positive real part and the gray region is marked stable since all eigenvalues have a negative real part. B, The maximum real part of eigenvalues as a function of wavenumber for increasing σ i (σ e = 0.1), when µ i = µ e . Nonzero wavenumbers lose stability as σ i increases, indicating that the network will exhibit firing rate dynamics with spatial scales of the unstable eigenmodes of the uniform solution. C, The power spectrum at temporal frequency ω = 0 for different spatial Fourier modes (n x , n y ) of the spontaneous spiking activity from the spiking neuron networks with σ i = 0.1 (left, the nonzero spatial frequency power peaks around wavenumber 3.6.) and σ i = 0.3 (middle). Right: The average power at ω = 0 across wavenumbers (k = n 2 x + n 2 y ). D, Activities of spiking neuron networks with different σ i when driven by a Gabor image (right: three trials of spike counts within 200 ms window; left: mean spike counts). Images are smoothed with a Gaussian kernel of width 0.01. Other parameters for the spiking neuron networks (panels C, D) are σ e = 0.1, α ffwd = 0.05, and feedforward strengths J eF = 240 mV and J iF = 400 mV. works 45, 47, 51, 76, 77 . To quantify the spatial scales of population activity we compute the spatial power the Fisher information I F ∼ 1/ , so that measures the strength of information limiting correlations.
281
In the stable regime I F converges to the input information I in F (Fig. 6A, orange curve) , implying 282 that all information limiting correlations are inherited through the feedforward pathway (as reported 283 earlier in Figs. 3 and 4 ). However, for broader inhibition it appears that for large N the information I F 284 saturates to a level that is below I in F . This argues that a component of the internally generated network 285 covariability actually limits information transfer (i.e contributes to ). While our simulations give 286 strong support to this conclusion we admit that since it is computationally prohibitive to consider N 287 beyond 10 4 neurons we cannot verify how I F truly converges. In total, the pattern-forming dynamics 288 in networks with broad inhibitory projections largely reduce the transmitted information. Fig. 5A . B, The real part of eigenvalues as a function of wave number for increasing µ i (µ e = 0.5) when σ i = σ e . The zero wave number loses stability when µ i is small, indicating that the network will exhibit network-wide nonlinear dynamics. C, The power spectrum at temporal frequency ω = 0 for different spatial Fourier modes (n x , n y ) of the spontaneous spiking activity from the spiking neuron networks with µ i = 0 (left) and µ i = 1.2 (middle). Right:
The average power at ω = 0 across wave number (k = n 2 x + n 2 y ). D, Activities of spiking neuron networks with different µ i when driven by a Gabor image (right: three trials of spike counts within 200 ms window; left: mean spike counts). Images are smoothed with a Gaussian kernel of width 0.01. Other parameters for the spiking neuron networks (panels C, D) are σ e = σ i = 0.1, α ffwd = 0.05, J eF = 140 mV, J iF = 0 mV, and the tonic current to excitatory neurons is µ e = 0. blue to grey regions), as opposed to the spatially confined dynamics produced via a Turing instability 296 (Fig. 5 ). The spiking network shows a similar instability; when the static current to the inhibitory neu-297 rons is small the spontaneous activities of spiking neuron networks exhibit large power at zero wave 298 number, indicating large magnitude global fluctuations (Fig. 7C) . Further, the global fluctuations in 299 the spontaneous activities of the spiking neuron network are largely suppressed with more input to 300 the inhibitory neurons (Fig. 7C) . In response to a stimulus θ the population activity patterns show 301 large fluctuations in the overall spiking activity level when µ i is small (Fig. 7D ). However, unlike 302 the case for broad inhibition, since the instability is at zero wavenumber then no spatially patterned 303 internal dynamics occur that would compete with the stimulus evoked spatial patterns. Consequently, 304 the spatial patterns of the evoked activities are similar across trials (Fig. 7D ).
305
The Fisher information about θ increases with µ i as the network becomes more stable (Fig. 8A) . Recurrent connections of layer 2 and layer 3 are not shown for better illustration. Layer 1 network is the same as the V1 L4 network in Fig. 1A. B , The linear Fisher information is much more reduced in the higher-order layers when there is no input to the inhibitory neurons (µ i = 0). Dashed line is the total input Fisher information from layer 1 (F I in ). C, Same as B with larger input to the inhibitory neurons (µ i = 1.2). D, The ratio between the Fisher information in networks with µ i = 1.2 (F I 2 ) and that with µ i = 0 (F I 1 ) across layers, encoded in a large neuron ensemble size (N = 12800). The feedforward strengths are adjusted such that the firing rates are similar between the two conditions of µ i , and are maintained across layers ( Supp Fig. S1C ).
The performance of a population code depends on the relationship between the individual tuning 334 curves and the shared variability among neurons 22, 26, 27 . Previous studies have tacitly assumed a pre-335 scribed structure between tuning and variability, allowing a dissection of their respective impacts on 336 population coding 23, [31] [32] [33] 81 . While this approach has given some critical insights, an understanding of 337 how the mechanics of a neural circuit impact population coding has remained elusive. It is well known 338 that the trial averaged 82,83 and trial-to-trial variability 29,41,46,47 of a population response are shaped by 339 both feedforward and recurrent network connectivity. In this study we estimated the information 340 available (to a linear decoder) about a simple, one dimensional stimulus that is contained in the activ-341 ity of a recurrently coupled network of spatially ordered spiking neuron models. We show that simply 342 understanding how pairwise noise correlations are determined through circuitry is insufficient to pre-343 dict how information will be transferred across layers. Rather, an analysis of how circuitry determines 344 the stability of network firing activity provides a better understanding of information transfer.
345
A central result of our paper is that in the limit of a large number of decoded neurons the linear 346 Fisher information I F can either saturate to the input information I in F for networks with stable firing 347 rate dynamics (Figs. 3,4) , or fall short of that bound for networks in a pattern forming regime (Figs. we have that the linear Fisher information available to a decoder from y, termed I y F , is simply:
In other words, deterministic linear mappings do not distort or degrade information transfer (when 354 the decoder is also linear). We remark that I y F (θ) does not depend on the linear mapping L. tion in our model stabilizes the network and decreases noise correlations. Therefore, the present study suggests that attention can improve information flow by quenching the internal turbulent dynamics in 402 the recurrent circuit (Fig. 8A) .
403
Spontaneous dynamics of cortex have been shown to mimic the response patterns evoked by exter-404 nal stimuli [97] [98] [99] . It has been hypothesized that the spontaneous dynamics reflect the prior distribution 405 of the stimulus statistics, which is critical for optimal Bayesian inference 99,100 . Interestingly, our Ref. 41 . There are N x = 2, 500 neurons in L4. The firing rate of each neuron is
is a Gabor filter andĨ(θ, t) is a Gabor image corrupted by independent noise 420 following Ornstein-Uhlenbeck process.
421Ĩ
(θ, t) = I(θ) + ξ(t) and τ n dξ i = −ξ i dt + σ n dW, neurons are generated as inhomogeneous Poisson process with rate r i (t).
423
The Gabor image is defined on Γ with 25 × 25 pixels (∆x = 0.04),
424
I (x,y) (θ) = exp − x 2 + y 2 2σ 2 cos 2π λ (x cos(θπ) + y sin(θπ)) + φ .
The size of the spatial Gaussian envelope was σ = 0.2, and the spatial wavelength was λ = 0.6 and 425 phase was φ = 0. The Gabor filters were
with the same σ, λ and φ as the image. The orientation map was generated using the formula from where Λ = 0.2 is the average column spacing, l j = ±1 is a random binary vector and the phase φ j is 430 uniformly distributed in [0, 2π].
431
The L2/3 network consists of recurrently coupled excitatory (N e = 40, 000) and inhibitory (N i = 432 10, 000) neurons. Each neuron is modeled as an exponential integrate-and-fire (EIF) neuron whose 433 membrane potential is described by:
Each time V α j (t) exceeds a threshold V th , the neuron spikes and the membrane potential is held for ms. The total current to each neuron is:
where N = N e + N i is the total number of neurons in the network. Postsynaptic current is
where τ er = 1 ms, τ ed = 5 ms for excitatory synapses and τ ir = 1 ms, τ id = 8 ms for inhibitory 440 synapses. The feedforward synapses from L4 to L2/3 have the same kinetics as the recurrent excita-441 tory synapse, i.e. η F (t) = η e (t).
442
The probability that two neurons, with coordinates x = (x 1 , x 2 ) and y = (y 1 , y 2 ) respectively, are connected depends on their distance measured on Γ with periodic boundary condition:
Herep αβ is the mean connection probability and
where 
478
For constant inputs, µ e and µ i , there exists a spatially uniform fixed point, r * α . Linearizing around 479 this fixed point in Fourier domain gives a Jacobian matrix at each spatial Fourier mode 45 480 J( n) = (−1 + g e w ee ( n)) /τ e g e w ei ( n)/τ e g i w ie ( n)/τ i (−1 + g i w ii ( n)) /τ i .
where n = (n x , n y ) is the two-dimensional Fourier mode, w αβ ( n) = w αβ exp(−2 n 2 π 2 σ 2 β ) is the 481 Fourier coefficient of w αβ (x) with n 2 = n 2 x + n 2 y and g a = φ (w αe * r * e + w αi * r * i + µ α ) is the gain.
where r i (θ) is the tuning curve function of neuron i, and θ k = k/N th .
501
To compute the linear Fisher information and noise correlation, the orientations of the Gabor 502 images during ON intervals, were randomly chosen from θ 1 = θ + δθ/2 and θ 2 = θ − δθ/2, where 503 θ = 0.5 and δθ = 0.01. The linear Fisher information of L2/3 neurons is computed using the bias-504 corrected estimate 64 ,
where f i and Q i are the empirical mean and covariance, respectively, for θ i . N tr was the number of 
511
Th noise correlation was computed with N = 1600 neurons randomly sampled without replace-512 ment from the excitatory population of L2/3. The Pearson correlation coefficients were computed 513 from the average covariance matrix (Q 1 + Q 2 )/2.
514
For the computation of both noise correlations and linear Fisher information, there were 10 sam-515 pling of neurons for each N . Neurons of firing rates less than 1 Hz were excluded. There were 58,500 516 spike counts in total for θ 1 and θ 2 . 
