In this paper, we study the modification of the Celis-Dennis-Tapia trust-region subproblem which is obtained by replacing the £ 2 norm with a polyhedral norm. The polyhedral norm Celis-Dennis-Tapia ( CDT) subproblem can be solved using a standard quadratic programming code.
Introduction
In this paper, we propose and study a variant of the Celis-Dennis-Tapia ( CDT) trust-region algorithm for equality constrained optimization. Detailed discussion about the CDT algorithm can be found in Refs. 1 -4 . Since the CDT subproblem consists of a quadratic objective function with two quadratic (f 2 norm) inequality constraints, obtaining its solution is not necessarily a straightforward matter (see Refs. 5 -7). We consider modifying the CDT subproblem by replacing the £ 2 norm with a polyhedral norm; specifically a convex combination of the £ 1 and £= norms. This polyhedral norm CDT subproblem can be formulated as a quadratic program and solved using off-the-shelf codes. A new subproblem is proposed to be solved when regularity is an issue with the CDT subproblem.
We include computational results which compare the performance of the polyhedral norm CDT algorithm with the performance of the three existing codes VF02AD by Powell, NP SOL by Gill, Murray, Saunders, and Wright, and DNCONG by Schittkowski. The performance of the algorithm is also compared with two experimental codes, NLPTR by Williamson and NDIM by Celis. The results favor the polyhedral norm CDT algorithm and indicate that it deserves further investigation.
The paper is organized as follows. In the remainder of Section 1, we present the successive quadratic programming method for equality constrained optimization. In Section 2, we describe the trust-region subproblems that will be considered in computing the trial steps.
In Section 3 and 4, we discuss various approaches for computing the trial steps. The merit function is introduced in Section 5. A formula for updating the penalty parameter is also presented. In Section 6, a procedure for updating the radius of the trust region is presented together with a discussion concerning the criteria for accepting or rejecting the trial steps. In Section 7, we outline the polyhedral norm CDT trust-region algorithm. Section 8 is devoted to the computer implementation of the algorithm and the numerical comparisons. Section 9 contains concluding remarks.
Consider the following equality constrained optimization problem (EQ) mm f{x)
h(x)=O
where h(x) is the vector whose components are hi(x) i = 1, ... ,m. We assume that f and hi are smooth nonlinear functions defined from Rn into R. The Lagrangian function l : Rn x Rm --t R associated with problem (EQ) is
where,\= (,\1, ... , Amf is called the Lagrange multiplier vector.
The well-known successive quadratic programming method (SQP) approximates a minimizer of problem (EQ) by solving a sequence of quadratic programming subproblems.
By the successive quadratic programming quasi-Newton method (SQP), we mean the iterative procedure:
SCHEME 1.1: Successive Quadratic Programming Method
Given Xo E Rn, Ao E Rm, and B 0 E Rnxn.
For k = 1, 2, ... until convergence, do the following steps.
Step 1. Find a solution s~P and associated Lagrange multiplier tl,\~P of the quadratic program (QP)
Step 2. Set Xk+1 = Xk + sf P.
Set Ak+1 = Ak + tl,\f P.
Update Bk.
Step 3. If the solution to problem ( QP) exists, then it is also the solution to the following ( n + m) x ( n + m) linear system:
Hence the SQP method can be viewed as a quasi-Newton method on the extended system
0 (see Refs. 8 and 9). Therefore, it shares the advantages and the disadvantages of Newton's method. From the good side, it possesses fast local convergence and leads to an easy subproblem at each iteration. However, from the bad side, the step may not exist and the algorithm may not converge if the starting point is far from the solution.
The local convergence analysis for the SQP algorithm is well understood. The area of global convergence is currently receiving much attention.
A fundamental difficulty in the definition of the SQP step is that the second-order sufficiency condition need not hold at each iteration. By this we mean that at any iteration k, the matrix Bk need not be positive definite on the null space of 'vhf; hence the QP subproblem may not have a solution or a unique solution. This difficulty will not arise near a solution of problem (EQ) if the standard assumptions for the Newton's method hold at the solution.
For this reason, the SQP method usually performs very well locally. An effective way of dealing with the lack of positive definiteness on this proper subspace is to use a trust-region globalization strategy. We describe this approach in detail in Section 2.
Trust-Region Globalization For Problem (EQ)
Trust-region algorithms have proven to be very effective and robust for solving unconstrained optimization problems. See, for example, Ref. 10 . The most natural way to extend the trustregion idea to constrained optimization is to add a trust-region constraint which restricts the size of the step in problem (QP). This idea leads to the so-called trust-region quadratic programming subproblem (TRQP). A disadvantage of using this choice of 0k lies in the possible loss of regularity in the subproblem when the Cauchy point is the most linearly feasible point in the trust region.
TRQP Subproblem
i.e. 0k = 0.
A more general choice of 0k is suggested by Celis, Dennis, Martinez, Tapia A disadvantage of the Celis-Dennis-Tapia approach lies in the numerical difficulty that arises when 0k is very small. To overcome this difficulty, we consider an alternative to be described in the following section.
Generalized TRQP Subproblem
In the SQP method, unless we assume that V hk has full column rank, there is no guarantee that the linearized constraints are consistent, i.e. the feasible region may be empty. To overcome this difficulty, in a fashion similar to that used by Byrd 
Trial Step Computation
In this section and the next we discuss various approaches for computing the trial steps. Let us start by considering a skeleton version of the basic CDT algorithm SCHEME 3.1: (£ 2 Norm CDT)
Given Xo E Rn, and Bo E Rnxn.
Step where Bk is the Hessian of the Lagrangian or an approximation to it.
Step 2. Test whether to accept or reject the step s.
Update tlk and 0k.
Step 3. Return to Step 1.
As mentioned earlier the major disadvantage of this approach lies in the difficulty of solving the subproblem for the trial step at each iteration. In the following section we present our modified algorithm that is designed to avoid this disadvantage.
More Accessible Trust-Region Subproblem
To overcome the computational difficulty of the CDT subproblem we replace the f 2 norm in the trust-region constraint in Algorithm 3.1 with the £ 00 norm and replace the f 2 norm in the linear feasibility constraint in the CDT subproblem by a convex combination of the f 1 and the £ 00 norms. This approach leads to a subproblem which can equivalently be written as a quadratic objective function that is to be minimized subject to a set of linear inequality constraints and simple bounds. This latter subproblem can be readily solved by standard quadratic programming packages. The following is the modified CDT algorithm.
SCHEME 4.1: (Polyhedral Norm CDT)
Given Xo E ?Rn and B 0 E ?J?nXn.
Step where 11-llc(a) = (1 -a)ll-lli + all-lloo·
Step 3. Go to step 1.
Our motivation for considering a convex combination of the £ 1 norm and the £ 00 norm instead of one or the other stems from the following fact. The £ 1 unit ball under approximates the £ 2 unit ball and the £ 00 over approximates it. So, the £c(a) unit ball with appropriate choice of a (see Section 8), gives a better piecewise linear approximation to the £ 2 unit ball.
Moreover, we believe that in some uncomputational sense, the £ 2 unit ball is the optimal choice.
The above algorithm has two disadvantages which are characteristic of the CDT formulation and neither has to do with the choice of norm. Firstly, locally, the PNCDT step is not as good as the SQP step. Secondly, experimentation shows numerical difficulties arise when 0k is very small. The following alternative algorithm is designed to avoid these two disadvantages.
SCHEME 4.2: (Combination Trial Step)
Solve ( Else, if 0k is small then solve for s the subproblem (VGTRQP) (see below).
Else, solve for s the subproblem (PNCDT) (see above).
To compute the trial step at most two subproblems have to be solved, the QP subproblem and either the PNCDT or the following variant of the GTRQP subproblem (see Section 2. The major advantage of this approach lies in the fact that the modified subproblems PNCDT and VGTRQP can be formulated as quadratic programs which can be solved by a standard quadratic programming routine.
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Merit Function
Our choice of merit function is the augmented Lagrangian 
SCHEME 5.1: (Updating the Penalty Parameter)
Initialization: set r 0 = 1 and choose a small constant p > 0.
At the k th iteration, after computing sk, do the following steps
Step 1. Set rk = rk-1 ·
Testing The Step and Updating~
Let sk be the step computed by the algorithm and let 6,\k be given by (2 then, go back to the last acceptable step and the last corresponding trust-region radius and update it by Scheme 6.1.
Else, if rk < T/1, then go back to the last acceptable step and the last corresponding trust-region radius and update it by Scheme 6.1.
Else, accept the step and update l:1k according to Scheme 6.1 above.
Polyhedral Norm CDT Trust-Region Algorithm
The following represents an outline of the complete algorithm.
Step O :
Set Xo E Rn , Bo E Rnxn, Ao E Rm, p > 0, 0 < 0' .1 < 1 < 0:2 :S 0'.3 :S 0:4, 0 < T/1 < T/2 < T/3 < T/4 < 1, 0 < T1 :S 1, 0 < Tz :S 1, E > 0, 8 0 > 0 , and k = 0.
Step 1 :
Step 2 :
Compute sk according to Scheme 4.2 above and /:1,\k according to (2).
Step 3 :
Update the penalty parameter according to (3) Step 4 : Test the step and update 6-k according to Scheme 6.1 above.
Step 5 :
Step 6 :
Set k : = k + l and go to step 1.
Computer Implementation
We designed our numerical investigation with the following questions in mind: 1) How does the polyhedral norm CDT algorithm compare to other existing algorithms and do we lose anything when we replace the £ 2 norm with a polyhedral norm?
2) How does the polyhedral norm, as a way to approximate the CDT subproblem, compare to other ways of approximating the CDT subproblem?
3) Is it important that we always take the SQP step whenever it is acceptable?
In the following two subsections we will try to answer these questions. However, more numerical investigation is needed to fully understand these questions and related ones. (See Section 9)
Performance of The Algorithm
Our experiments were performed on a subset of the Hock and Schittkowski's test problems The tolerance for the stopping criterion is chosen as follows: minimum step size is 10- The parameter pin formula (3) takes the value 0.1. In computing 0k, we use the formula
The value of T 1 is taken to be 0. 7 and the value of T 2 in the VTRGQP subproblem is 0.8.
We define the polyhedral norm to be 11-llc(a) = (1 -a)ll-1\i + al\-l\ 00 • As a value for a we use a = J2" -1. This choice of a results from an attempt to make the polyhedral norm unit ball best approximate the £ 2 norm unit ball.
For computing Bk we use a finite difference approximation to the Hessian of the Lagrangian.
In computing the trial step, we first solve the linear system ( 1) to obtain the sQP step and its associated Lagrange multiplier step bo).. QP. If the step exists and lies inside the trust region, then we take it as our trial step. Our algorithm will reject this step if it produces a negative Pk, In this case, we assume that the sQP step does not exist and proceed with algorithm 4.2.
We now report the numerical results for our trust-region algorithm described in Section 7.
The problems that we tested can be found in Hock and Schittkowski (Ref. 15) and will be referenced by the same number given in that book. The results are reported in Tables 1 -4. In Tables 1 and 2 , our results are compared against the following three software packages: NPSOL by Gill, Murray, Saunders, and Wright (Refs. 16 and 17) , DNCONG by CDT subproblem by considering a particular two dimensional subspace. In Table 1 , We list the average number of iterations for our algorithm and the above three software packages.
In Table 2 , we list the average number of function evaluations.
In Table 3 , we report the number of unsuccessful terminations for our algorithm and the three software packages mentioned above.
In Table 4 The results show that for this set of test problems our algorithm is competitive with other codes listed in the tables with respect to the number of iterations and the number 
CDT Versus SQP
To emphasize the fact that the PNCDT step is a good step far away from the solution and the SQP step is a good step close to the solution, we ran Algorithm 4.1 (which always takes the PNCDT step as its trial step) then we ran an algorithm that uses Scheme 1.1 to get a trial step, i. e. the SQP subproblem is the only subproblem to be solved at each iteration.
We compared the results of those two algorithms Number of iterations 4 The results were compared for problems and starting points such that the SQP algorithm is well defined and convergent. 
Concluding Remarks
We have presented a polyhedral norm variant of the CDT trust region algorithm for the equality constrained optimization problem. We included computational results which compare the performance of our variant algorithm with the performance of other existing codes.
The numerical results indicate the effectiveness of our approach in obtaining a solution to problem (EQ) using our algorithm from any starting point.
Our numerical results show that there is not much loss of robustness or speed in the performance of the algorithm when replacing the £ 2 norm with the polyhedral norm. This study indicates that our approach is a viable alternative and merits further investigation. In particular, further work is needed in the area of the compatibility of the £ 2 norm augmented Lagrangian and the polyhedral norm subproblems.
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