The aim of this paper is to present a framework for asymptotic analysis of likelihood ratio and minimum discrepancy test statistics. First order asymptotics are presented in a general framework under minimal regularity conditions and for not necessarily nested models. In particular, these asymptotics give sufficient and in a sense necessary conditions for asymptotic normality of test statistics under alternative hypotheses. Second order asymptotics, and their implications for bias corrections, are also discussed in a somewhat informal manner. As an example, asymptotics of test statistics in the analysis of covariance structures are discussed in detail.
Introduction
Classical result of Wilks [11] says that the large sample distribution of the log-likelihood ratio statistic for testing nested models is approximately chi-square under the null hypothesis and provided certain regularity conditions are satisfied. Moreover, under a sequence of local alternatives (often referred to as 1 Pitman drift), the log-likelihood ratio statistic has asymptotically a noncentral chi-square distribution. These results are routinely employed for testing nested models. Large sample properties of log-likelihood ratio statistics under alternative hypotheses and for nonnested models were studied, e.g., by Vuong [9] (for a more recent discussion of that topic see, e.g., Golden [2] and the references therein). Recently it was argued in Yuan et al. [12] that in some cases normal approximations can give better asymptotics, for misspecified models, than the noncentral chi-square for the large sample distribution of the log-likelihood ratio statistic in the analysis of moment (covariance) structures.
The aim of this paper is to present a very general framework for asymptotic analysis of likelihood ratio test statistics. The analysis is based on somewhat old results which seem to be little known in the statistics literature. These results allow to simplify and generalize the analysis of [9, 12] in a significant way. In particular, we show in detail how it can be applied to the analysis of covariance structures. This paper will be organized as follows. In the next section we describe asymptotics of the optimal value of a stochastic optimization problem. We present two approaches to such analysis which could be convenient in different situations. In Section 3 we discuss examples and applications of the general theory. In particular, we discuss applications to the analysis of covariance structures. We use the following notation and terminology throughout the paper. By A T we denote the transpose of matrix (vector) A, and by tr(B) the trace of (square) matrix B. The gradient vector (of partial derivatives) of a function g : R m → R, at a point θ ∈ R m , is denoted either by ∇g(θ) or ∂g(θ)/∂θ . The Hessian matrix (of second order partial derivatives) of g (·) , at θ , is denoted by ∇ 2 g(θ ) or ∂ 2 g(θ )/∂θ∂θ T . For a random vector X having probability distribution P,
we denote by E P [h(X)] the expected value of function h(X ). When there will be no ambiguity of what distribution is used, we omit the subscript P and simply write E[h(X )]. The notation ''⇒'' stands for convergence in distribution. By writing P d = f (·) we mean that probability distribution P, of a random vector X , has density function f (x), and the notation X ∼ N(µ, Σ) means that random vector X has multivariate normal distribution with mean vector µ and covariance matrix Σ. We use notation '':='' to denote ''equal by definition''. By dist(θ , Θ) := inf θ ∈Θ θ −θ we denote the distance from point θ to set Θ.
Basic asymptotics
In this section we discuss some basic results for asymptotics of a very general class of statistics given by optimal value of a stochastic problem. We describe these results in two frameworks which could be convenient in different situations.
Framework of stochastic optimization
Let X be a random vector, whose probability distribution P is supported on set X ⊂ R p , Θ ⊂ R m be a (nonempty) parameter set and V : X × Θ → R be a real valued function. The set X is supposed to be equipped with its Borel sigma algebra. We make the following assumptions about function V (x, θ).
(A1) For every θ ∈ Θ the function V (·, θ ) is measurable and P-integrable, and hence the expectation v(θ) := E[V (X, θ)] is well defined and finite valued.
] is finite and
for all θ , θ ∈ Θ and a.e. x ∈ X.
The above assumptions are reasonably simple regularity conditions which could be verified in particular applications. Assumption (A1) postulates that the optimization problem considered below is well defined. Existence of second order moments, postulated in assumptions (A2), is a natural and in a sense minimal requirement for derivation of Central Limit Theorem type results. Assumption (A3) implies, of course, that for every x ∈ X the function V (x, ·) is continuous (in fact, even Lipschitz continuous) on Θ. Note that if V (x, ·) is differentiable and the set Θ is convex, then (2.1) holds with κ(x) = sup θ∈Θ ∇ θ V (x, θ ) . Note also that assumption (A3) implies that
] is finite at some pointθ ∈ Θ, then it is finite for all θ ∈ Θ. In order to simplify the presentation we also assume that the set Θ is compact. This assumption can be relaxed by replacing it by some other conditions, we will discuss this later. Now let X 1 , . . . , X n be an iid random sample of n realizations of the random vector X . Consider the sample average function V n (θ ) := By assumption (A3) the function V n (·) is continuous on (compact) set Θ. Therefore, the optimal value of problem (2.2), denotedθ n , is finite and this problem has a nonempty (and compact) set arg min θ∈Θ V n (θ) of optimal solutions. Under the above assumptions the optimal valueθ n (considered as a function of the random sample) is measurable and there exists a measurable selectionθ n ∈ arg min θ∈Θ V n (θ ) (see, e.g., Rockafellar and Wets [4, Chapter 14] ).
By the (strong) Law of Large Numbers we have that V n (θ) converges (pointwise) w.p.1 to v(θ) as n → ∞. In fact it is possible to show that, under the above assumptions, this convergence is uniform on Θ. It follows thatθ n andθ n converge w.p.1 to their counterparts of the limiting (expected value) optimization problem min θ∈Θ v(θ ). (2.4) denote the optimal value and the set of optimal solutions, respectively, of the problem (2.3). The minimizerθ n is often referred to as an M estimator. Note that the assertion ''Θ * = {θ * } is a singleton'' simply means that the optimization problem (2.3) has unique optimal solution θ 6) and n
(2.7)
Remark 1. By the definition of the set Θ * we have that v(θ) = ϑ * for any θ ∈ Θ * . Therefore Eq. (2.5) can be written in the following equivalent form
where
has the same limit (asymptotic) distribution as the term inf θ∈Θ * Y n (θ ) on the right-hand side of (2.8). Note also that for any set of points θ 1 , . . . , θ k ∈ Θ, by the Central Limit Theorem (CLT), random vector (Y n (θ 1 ), . . . , Y n (θ k )) converges in distribution to multivariate normal. This leads to a very general asymptotic result. In particular, if Θ * = {θ * } is a singleton, it follows that
is given by the minimum of (correlated) normally distributed random variables. That is, uniqueness of the minimizer θ * is a sufficient and ''almost necessary'' condition for asymptotic normality ofθ n .
Proof of the above theorem is quite sophisticated, it is based on a first order expansion of the optimal value function, an infinite-dimensional Delta Theorem and functional CLT. Under considerably stronger assumptions, it is also possible to derive a second order term in an asymptotic expansion of the optimal value statisticθ n . We discuss below a particular case of a general formula of [8, Theorem 4.4] , which is sufficient for many statistical applications.
We make the following additional assumptions.
The expectation function v(θ ) is twice continuously differentiable in neighborhood of the point θ * .
(iv) In a neighborhood Υ ⊂ R m of the point θ * the set Θ is defined by equality constraints, i.e.,
where c j (·) are twice continuously differentiable functions.
Because of assumption (v), by the first order optimality conditions, there exist (uniquely defined) Lagrange multipliersλ j ,
(2.10)
Consider the Hessian matrix
and the linear space (of dimension m − k)
Note that T represents the tangent space to Θ at θ * . Assume, further, that:
(vi) Matrix H is positive definite on the linear space T , i.e., h
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(see [8] for technical details). The term V n (θ * ), on the right-hand side of (2.13), is exactly the same as the corresponding term in the first order expansion (2.6). The second term 1 2 ϕ(ζ n ) is quadratic. That is, the function ϕ(·) is quadratic and can be written as
where A is a matrix generating the linear space
The generating matrix A is defined up to a transformation A → AC , where C can be any nonsingular (m − k) × (m − k) matrix. Such transformation of the generating matrix does not change the right-hand side part of Eq. (2.15). Note also that ϕ(·) ≤ 0 (just take h = 0 on the right-hand side of (2.14)). In other words the matrix
A
T HA is positive definite. This should be not surprising in view of the second order optimality conditions discussed after the assumption (vi).
By the CLT, n 1/2 ζ n converges in distribution to a multivariate normal N(0, Ψ ), with Ψ equal to the covariance matrix of
and the mean of limiting (asymptotic) distribution of nζ
can be viewed as the asymptotic bias ofθ n . By the above discussion the asymptotic bias (2.17) is always less than or equal to zero and typically is negative. This should be not surprising since E[θ n ] ≤ ϑ * and E V n (θ * ) = ϑ * . The asymptotic bias (2.17) is of order O(n −1 ). It is interesting to note that if the set Θ * is not a singleton, then the asymptotic distribution of the first term on the right-hand side of (2.8) typically has a negative mean, and hence in that case the asymptotic bias ofθ n is of order O(n −1/2 ). In particular, suppose that there are no equality constraints in the definition of Θ, and θ * is an interior point of the set Θ. Then T = R m and formulas (2.13)-(2.16) can be applied with H = ∇ 2 v(θ * ) and ∇v(θ * ) = 0. In that case ϕ(z) = −z T H −1 z and the asymptotic bias is equal to −
Framework of moment structures
Letx n be an estimate of an unknown (population) vector x 0 ∈ R d . For example,x n can be the sample average and/or sample covariance matrix, based on a sample of size n, viewed as an estimate of the corresponding population mean and/or population covariance matrix. We assume thatx n and x 0 vary in a convex open set X. For example, ifx n is represented by the sample covariance matrix, then X is formed by positive definite matrices of the corresponding dimension. We make the following assumptions.
(B1) As n tends to infinity, n 1/2 (x n − x 0 ) converges in distribution to normal N(0, Ω).
The above assumption implies, of course, thatx n converges in probability to x 0 .
As before, we also assume that Θ is a nonempty compact parameter set. Furthermore, let q : X × Θ → R be a given function, and let be the optimal value and the set of optimal solutions, respectively, of the optimization problem associated with the population vector x 0 , whilê are the corresponding estimators.
We make the following assumption about function q(x, θ).
(B2) For every θ ∈ Θ the function q(·, θ ) is differentiable and ∇ x q(x, θ) is continuous, jointly in x and θ , on the set X × Θ.
It follows, of course, that the function q(x, θ ) itself is continuous on X × Θ, and hence is measurable with respect to the Borel sigma algebra of X × Θ. Consider
2 , where 
Results of Theorems 1 and 2 give, in a sense, first order asymptotics of the corresponding optimal value statistics and can be applied in different situations. In applications of these results to studying asymptotics of likelihood ratio and minimum discrepancy test statistics, discussed in the next section, it is natural to assume that the set Θ * of optimal solutions is a singleton. However, these results go beyond these applications and there are situations where this assumption does not hold.
As an example of the case where Θ * essentially is not a singleton we may refer to asymptotics of the so-called minimum trace factor analysis (cf., [5] ).
The assumption of compactness of Θ can be replaced by the condition that for all n large enough,θ n stays in a compact subset of Θ wp.1. This condition, in turn, can be often verified by ad hoc methods.
Under stronger assumptions it is also possible to add a second order term in an expansion ofv n . We assume in the remainder of this section that Θ * = {θ * } is a singleton, i.e., q(x 0 , ·) has unique minimizer θ * over the parameter set Θ. Suppose, further, that near the point θ * the parameter set is defined by equality constraints in the form (2.9) and assume the following. It follows by the first order optimality conditions that there exist (uniquely defined) Lagrange multipliersλ j , j = 1, . . . , k, associated with the minimizer θ * of q(x 0 , ·), such that
(2.23) T H θ θ h ≥ 0 for any h ∈ T , where T is the linear (tangent) space defined in (2.12). We assume the following second order sufficient conditions.
Consider the following Hessian matrices
(B5) For any h ∈ T , h = 0, it holds that h T H θθ h > 0.
Consider, further,
The function ψ(·) is quadratic and can be written as ψ(z) = z T Qz, where 
where matrix Q is defined in (2.26).
Ifx n is an unbiased estimator of x 0 , then the expectation of the first term on the right-hand side of (2.27) is zero. In that case 1 2 n −1 tr[ΩQ ] can be viewed as an asymptotic bias of the estimatorv n of v * .
Applications and examples
As first application we consider the classical maximum likelihood method. Let X be a random vector whose true, but unknown, probability distribution P is modelled by density f (x, θ) depending on parameter vector θ ∈ Θ. Let X 1 , . . . , Note that −n
that is, −n −1 T f n is the optimal value of the corresponding minimization problem (2.2) for V (x, θ) = − log f (x, θ).
Consider T f * := sup θ∈Θ E P [log f (X, θ )] and the set Θ * := arg max } is a singleton, and near θ * the set Θ is defined by equality constraints in the form (2.9). Then under appropriate regularity conditions, in particular ensuring that derivatives with respect to θ can be taken inside the expectation, we have by (2.13) the following second order expansion
where A is a matrix generating the linear space T and
Remark 2. Suppose that the model is correct, i.e., there is θ 0 ∈ Θ such that the true distribution P is defined by the density
. Then, as is well known, θ 0 is a maximizer of E P [log f (X, ·)], and hence θ 0 ∈ Θ * . Consequently in that case
Note that if there are several values of the parameter vector defining the same distribution P, then formula (3.6) still holds with θ 0 being any point of the parameter set Θ such that P d = f (·, θ 0 ). Also in that case, under appropriate conditions ensuring that derivatives with respect to θ can be taken inside the expectation, we have in (3.5) that the term E P ∂ log f (X,θ 0 ) ∂θ = 0, the Lagrange multipliersλ j = 0, j = 1, . . . , k, and H = −I(θ 0 ), where
is Fisher's information matrix. Now let g(x, γ ) be an alternative density model parameterized by vector γ ∈ Γ . Consider the corresponding statistic
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, and the associated log-likelihood ratio test statistic
By Theorem 1 and Eq. (3.3) we have the following result.
Theorem 4.
Suppose that the functions log f (x, θ ), θ ∈ Θ, and log g(x, γ ), γ ∈ Γ , satisfy the respective assumptions (A1)-(A3), and that the sets Θ and Γ are compact. Then 
In case where Θ * and Γ * are singletons, the above convergence result and formula (3.10) were obtained in Vuong [9, Theorem 3.3] under considerably stronger regularity conditions. In particular, it was assumed there that θ * and γ * are interior points of the respective parameter sets.
Suppose now that we consider a parameterized model f (x, θ) and are interested in testing the (not necessarily nested)
In that case the log-likelihood ratio test statistic is
where L n (θ ) = L f n (θ ) is the corresponding likelihood function. By (3.9) we have here, under appropriate regularity
If, moreover, the function E P [log f (X, ·)] has unique maximizers θ * 0 and θ * 1 over the sets Θ 0 and Θ 1 , respectively, then
(3.14)
Remark 3. Of course, if θ * 0 = θ * 1 , then the right-hand side of (3.14) is reduced to o p (1) and Eq. (3.14) simply says that n −1/2 T n converges in probability to zero. This happens if there exists a point θ 0 ∈ Θ 1 ∩ Θ 0 such that Remark 2) . In that case, in order to get a meaningful asymptotics of T n , a second order expansion of the form (3.4) is required. By the classical result (cf., Wilks [11] , Wald [10] ), under H 0 (and certain regularity conditions) the test statistic 2T n converges in distribution to a chi-square if parameter sets Θ 0 and Θ 1 are defined by (smooth) equality constraints and the hypotheses are nested (i.e., Θ 0 ⊂ Θ 1 ). In general, for not necessarily nested models, we have by (3.4) 
Covariance structures' analysis
Let us discuss now the following example of covariance structures' analysis. Suppose that the probability distribution P, of random vector X , is hypothesized to be multivariate normal, X ∼ N (µ, Σ(θ )), with covariance matrix Σ(θ ) being function of parameter vector θ ∈ R m and mean vector µ treated as nuisance parameter. Suppose, further, that we are interested in testing alternative hypotheses of the form (3.11), where Θ 0 and Θ 1 are (not necessarily nested) subsets of R m . The log-likelihood function here (up to a constant) is
The corresponding (two times) log-likelihood ratio test statistic can be written in the form
T is the ML estimator 2 of the covariance matrix and
is the so-called ML discrepancy function.
3 By (3.13) we have here, under appropriate regularity conditions, that
] is the population covariance matrix. We also have that n −1 T n converges w.p.1 to 
The F ML discrepancy function has the following properties: for any covariance matrices S and Σ, F ML (S, Σ) ≥ 0 and F ML (S, Σ) = 0 iff S = Σ. It follows that if there is θ 0 ∈ Θ 0 ∩ Θ 1 such that Σ 0 = Σ(θ 0 ) (i.e., both hypotheses H 0 and H 1 hold), then θ 0 is a minimizer of F ML (Σ 0 , Σ(·)), over both parameter sets, and F ML (Σ 0 , Σ(θ 0 )) = 0. In that case T * = 0 and Eq. (3.19) reduces to the statement that n −1/2 T n converges in probability to zero. As it was mentioned earlier, in that case second order expansions are needed to get a meaningful asymptotics.
In the present case it is also possible to employ the machinery of Theorem 2 to derive the above asymptotics. We can view F ML (S, Σ(θ )) as a function of vector s = vec(S) and parameter vector θ . We have that
By using Theorem 2 together with formula (3.25) it is straightforward to derive the above asymptotics (3.19)- ( For formula (3.19) we only need to assume (C1)-(C3). If, moreover, (C4) holds, then (3.21) and (3.22) follow.
In the analysis of covariance (moment) structures it is more convenient to use Theorem 2 rather than Theorem 1. Sometimes other discrepancy functions, than the ML discrepancy function, are used. Consider, for example, the Generalized Least Squares discrepancy function It is also possible to make bias corrections by using the second order term specified in Theorem 3. Let us finally remark that, as it was mentioned before, if θ * 0 = θ * 1 , then the first order term in the expansion of the test statistic vanishes and the asymptotic variance ω * degenerates into 0. This happens if there is θ 0 ∈ Θ 0 ∩ Θ 1 such that Σ 0 = Σ(θ 0 ). In that case a meaningful asymptotics of T n is obtained by employing the corresponding second order expansions of the discrepancy function. This is the classical situation which in the case of nested models leads to a chi-square asymptotic distribution. A. Shapiro / Journal of Multivariate Analysis ( ) -
