We evaluated the performance of nine machine learning regression algorithms and their ensembles for sub-pixel estimation of impervious areas coverages from Landsat imagery. The accuracy of imperviousness mapping in individual time points was assessed based on RMSE, MAE and R 2 . These measures were also used for the assessment of imperviousness change intensity estimations. The applicability for detection of relevant changes in impervious areas coverages at sub-pixel level was evaluated using overall accuracy, F-measure and ROC Area Under Curve. The results proved that Cubist algorithm may be advised for Landsat-based mapping of imperviousness for single dates. Stochastic gradient boosting of regression trees (GBM) may be also considered for this purpose. However, Random Forest algorithm is endorsed for both imperviousness change detection and mapping of its intensity. In all applications the heterogeneous model ensembles performed at least as well as the best individual models or better. They may be recommended for improving the quality of sub-pixel imperviousness and imperviousness change mapping. The study revealed also limitations of the investigated methodology for detection of subtle changes of imperviousness inside the pixel. None of the tested approaches was able to reliably classify changed and non-changed pixels if the relevant change threshold was set as one or three percent. Also for fi ve percent change threshold most of algorithms did not ensure that the accuracy of change map is higher than the accuracy of random classifi er. For the threshold of relevant change set as ten percent all approaches performed satisfactory.
Introduction
Detection and quantifi cation of changes in land use and land cover (LULC) is one of the most common applications of remote sensing. Despite many approaches developed over the years, this is still one of the very actual research areas (Hussain et al., 2015; Tewkesbury et al., 2015) .
The majority of change detection techniques are based on processing of remote sensing images at the per-pixel level (Hussain et al., 2015; Tewkesbury et al., 2015) . They are able to detect the conversion of LULC form, ie. the change of one land cover type into another. However, in case of remote sensing images, especially these with medium or coarse resolution, pure pixels containing only one land cover type are quite rare. As a result, the considered changes have usually the form of modifi cation (Turner and Meyer, 1994) . In such cases LULC category assigned to the mapping unit (pixel) does not change, but the proportions of land cover fractions inside do. For example, despite the substantial increase in impervious areas coverage (eg. from 10 to 30 percent), the pixel may be still classifi ed as "discontinuous built-up".
Although other kinds of fractional coverages (eg. tree canopy) are also determined based on remote sensing images, the mapping of impervious surface areas (ISA) is probably the most frequent application of sub-pixel classifi cation techniques. This is because the accurate information about ISA coverage and monitoring of its change is necessary for different kinds of environmental studies (Dams et al., 2013; Shahtahmassebi et al., 2014) . The spectral mixture analysis-based methods are preferred for ISA mapping in urbanised areas (Ridd, 1995; Lu et al., 2014a) . In areas dominated by non-urban types of land cover, the regression-based approaches are considered as more appropriate (Lu et al., 2014b; Heremans and Van Orshoven, 2015) .
The methodology of sub-pixel imperviousness change detection was proposed by Yang et al. (2003) . The approach belongs to layer arithmetic change detection techniques (Tewkesbury, 2015) . To evaluate the change of imperviousness over time, the results of regression-based ISA assessments for particular points in time are subtracted one from another. The fi nal map presents not only the location of ISA changes but also their intensity.
One can easily fi nd studies done according to this methodology using a wide spectrum of ISA mapping techniques. Their authors usually evaluate carefully the accuracy of ISA maps made for assessed points in time. However, it is hard to fi nd any studies where the accuracy of change map was determined as well. Such situation is not restricted to ISA mapping or other sub-pixel assessments. As reported by Olofsson et al. (2014) , land change studies based on classifi cation of remote sensing data "routinely fail to assess the accuracy of the fi nal change maps".
It is commonly assumed that by maximizing the accuracy of individual ISA assessments one can obtain the best assessment of ISA change. Such assumption is true for post-classifi cation change detection techniques (Hussain, 2013) . However, in case of sub-pixel assessment of fractional coverages (eg. imperviousness) when the change is obtained as their difference, the change assessment error depends not only on the errors of individual time point evaluations, but also on the correlation of these errors (Morgan and Herion, 1990; Kircher, 2001; Drzewiecki 2016b) . As a result, the approaches most accurate for mapping ISA in individual points in time may give worse change assessment than less accurate ones.
Such effect was reported by Drzewiecki (2016a) and Drzewiecki (2016b) . In the latter paper nine non-linear regression models were compared for sub-pixel impervious surface area mapping from Landsat images in three study areas. The imperviousness was evaluated for two points in time and the change in ISA coverage assessed as well. Root Mean Squared Error (RMSE) and Mean Absolut Error (MAE) were used as performance measures. For individual points in time the best results were obtained using the Cubist algorithm. But for ISA change evaluation the Cubist algorithm was outperformed by others. The best results of change assessment were achieved using Random Forest algorithm which also gave the most correlated errors of individual time point evaluations. Drzewiecki (2016b) has also shown that when machine learning methods are used for ISA mapping, it is possible to improve the accuracy of sub-pixel imperviousness change assessment using ensembles of heterogeneous non-linear regression models. The best models trained using individual tested algorithms were successfully ensembled using backward selection schema approach (Coelho and Von Zuben, 2006) into models which outperformed best individual models in ISA change evaluation (gave lower RMSE and MAE values) .
In Drzewiecki (2016a) and Drzewiecki (2016b) both cross-validation and independent validation datasets were used to evaluate the results. However, with regard to these studies one may consider several issues.
Firstly, in both studies the paired t-tests with Bonferroni correction were used for comparison of model performances for both cross-validation and independent dataset validation results. But, in case of repeated cross-validation t-test based assessment may lead to wrong conclusions due to high probability of Type I error, i.e. the rejection of the null hypothesis incorrectly (Bouckaert, 2003; Bouckaert and Frank, 2004) . This is because the independence assumption necessary for t-test is violated as some data are re-used in different cross-validation realisations and the train and test sets overlap (Bouckaert and Frank, 2004; Santafe et al., 2015) . As a result we may consider particular algorithm as signifi cantly worse, although in fact no signifi cant difference exists. In Drzewiecki (2016a; 2016b ) the danger of this kind was reduced to some extent by using very low threshold for p-values to reject the null hypothesis (p < 0.001) and very conservative Bonferroni approach to correction of family-wise error in multiple comparisons. Nevertheless, the more appropriate method might be used and some corrected approach to calculate t-test statistic adopted (Japkowicz and Shah, 2011; Santafe et al., 2015) .
On the other hand, the Bonferroni correction used in both studies may result in the low power of the test (Santafe et al., 2015) . In consequence, the null hypothesis might not be rejected although there actually was the difference in the performance of considered algorithms (Type II error). This might cause the lack of statistically signifi cant differences of performance measures reported in Drzewiecki (2016b) for validation datasets. Again, more powerful method to adjust the signifi cance level values for multiple comparisons may be chosen from the approaches proposed in literature (Santafe et al., 2015) .
Thirdly, Drzewiecki (2016b) compared for imperviousness change assessment performances of model ensembles and individual algorithms. But, to create the change map we can also use the best (in terms of RMSE or MAE) estimates for individual time steps, which may be obtained using different algorithms. Thus, in order to fully evaluate the merits of using model ensembles we should also compare their performance to such alternatives.
Finally, the research of Drzewiecki (2016a) and Drzewiecki (2016b) focused on the accuracy of ISA change intensity evaluation. However, in some applications one may be interested how accurate the occurrence of change may be detected rather than what the accuracy of change intensity estimation is. The quality of sub-pixel ISA change map from change detection point of view may be assessed in the same way as quality of change maps obtained at pixel level, i.e. based on the numbers of pixels correctly and incorrectly identifi ed as changed or unchanged.
Because of the issues outlined above we decided to refi ne and extend the previous research. Therefore, this paper present the results of the study aimed at: 1) thorough statistical re-evaluation of the sub-pixel imperviousness and imperviousness change intensity assessment results reported in Drzewiecki (2016b) using new approaches as suggested in machine learning literature (Santafe et al., 2015) ; 2) comparison of selected machine learning algorithms in the context of sub-pixel imperviousness change detection accuracy, and 3) answering a question if by ensembling of heterogeneous non-linear regression models one can fi nd the approach with higher ability of ISA change detection and/ or more accurate ISA change intensity evaluation than using individual algorithms or the best models for individual time points assessments.
Methods

Study areas and datasets
The research was intended as a continuation and extension of the study presented in Drzewiecki (2016b) . The same image datasets, comprised of Landsat images of three watersheds (Raba, Dunajec and Soła) located in South Poland, were used. All three regions are rural areas with large forest cover. Details about current land use and land cover in studied watersheds may be found in Wężyk et al. (2016) . Urbanized areas covers from ca. 5 (Dunajec) to ca. 8 percent (Raba) of the area. In Soła and Dunajec watersheds the most (ca. 80%) of built-up areas were classifi ed as dense development. In Raba watershed the sparse development prevails.
For each watershed two image datasets acquired in middle 1990s and late 2000s were available. Aerial orthophotomaps were used as the reference. All the details about preparation of calibration and validation datasets (including calculation of prediction variables and splitting of datasets), machine learning algorithms used, tuning the models (using 10-times repeated 5-fold cross-validation procedure) and creating model ensembles are provided in Drzewiecki (2016b) . Within the research presented in this paper the data had not been reprocessed, but the results of ISA change evaluations reported in Drzewiecki (2016b) were subjected to further analysis (Figure 1 ).
Detection of relevant changes
The results of automating change detection using remote sensing images may be used in different applications. Depending on application the potential user may defi ne a set of criteria that determine what kind of change is considered as relevant and as not relevant (Klaric, 2014) . In case of imperviousness the users may be interested in detection of ISA changes of varying intensity. As a result, the relevant changes may be defi ned as increase (or decrease) of ISA greater than the user-defi ned threshold value.
In Drzewiecki (2016b) nine machine learning (ML) regression algorithms were tested: Cubist (Quinlan, 1993) , Random Forest (RF) (Breiman, 2001) , stochastic gradient boosting of regression trees (GBM) (Friedman, 2002) , k-nearest neighbors (kNN), random k-nearest neighbors (rkNN) (Li et al., 2011) , Multivariate Adaptive Regression Splines (MARS) (Friedman, 1991) , averaged neural networks (avNN) (Ripley, 1996) , support vector machines (Smola and Schölkopf, 2004) with polynomial (SVMp) and radial (SVMr) kernels. For every study area, each of them was used to predict imperviousness for both mid 1990s and late 2000s. The change maps were also obtained as difference maps. ISA and ISA change assessment was also done for model ensembles. In present study, to detect relevant changes of ISA, the imperviousness change maps from Drzewiecki (2016b) and additional change maps created by subtracting the most accurate (according to RMSE and MAE) individual time points predictions were thresholded. Four different threshold values were used: 1%, 3%, 5% and 10%. These values correspond to changes of impervious surface area within a pixel of 9, 27, 45 and 90 squared meters, respectively. As a result pixels when relevant changes occurred were coded in binary form (1/0 -change/no change) and compared to the reference (i.e. thresholded ISA change evaluated based on high resolution aerial orthos). The characteristics of calibration and validation datasets taking into account the numbers of changes considered as relevant are presented in Table 1 . 
Change detection accuracy assessment
When comparing the relevant changes detected based on imperviousness estimations to the reference, four cases are possible (Klaric, 2014) : -true positive (TP) results: relevant change is present in ground truth data and it is detected by the model; -false positive (FP) results: model predicts the relevant change where there is no change in reference or the change is present in reference but it is not relevant; -false negative (FN) results: relevant change is present in ground truth data, but it is not detected by the model; -true negative (TN) results: there is no change in reference or the change is present in reference but it is not relevant and the model predicts no relevant change as well. These values are often presented as a confusion matrix and several common metrics of model performance may be calculated based on them (Fawcett, 2006) .
The most popular one in remote sensing applications is the accuracy:
What accuracy level is acceptable depends on the application. However, the random classifi er has the overall accuracy of 0.5.
In case of imbalanced datasets accuracy alone is not suffi cient. If change is rare, we can easily achieve very high accuracy by predicting all cases as no change. But such model is completely useless. Cohen's kappa statistic (Cohen, 1960; Landis and Koch, 1977) , often used in remote sensing applications for the assessment of classifi cation results, may be seen as better performance measure in case of imbalanced class problems. It is defi ned as:
where p e is the expected agreement defi ned as the sum of the products of reference likelihood and result likelihood for each class. In case of change detection confusion matrix, it can be calculated as (Santafe et al., 2015) :
The usefull classifi er should have kappa values higher then zero. Although Cohen's kappa is more appropriate then overall accuracy for application as the performance measure in case of imbalanced datasets, in change detection studies recall, precision and F-measure are used as the standard performance measures (Klaric, 2014; Wieland et. al., 2016) :
Especially F-measure is commonly-used in evaluation as it takes into account both precision and recall (Klaric, 2014) . In case of imbalanced datasets precision and F-measure are able to show differences in model performances that are not revealed when using accuracy (Saito and Rehmsmeier, 2015) . The useful prediction model should have the precision value higher than precision of random classifi er (PRC) given by the formula (Saito and Rehmsmeier, 2015) :
where P stands for the number of positive (change) and N for the number of negative (no change) instances in dataset (reference).
Other approach often utilized in evaluation of change detection model performances is based on Receiver Operating Characteristic (ROC) graphs (Fawcett, 2006; Wieland et. al., 2016; Aleksandrowicz et al., 2016) . ROC graph is a two-dimensional graph of the true positive rate (recall) plotted against the false positive rate (fpr), calculated as:
ROC graphs are most often used for so called scoring classifi ers. Such classifi ers yield a value (probability or score) representing a degree to which classifi ed instance belongs to a class. Their results may be thresholded to produce discrete (binary) classifi ers. Plotting recall against fpr for various thresholds gives so called ROC curve (Fawcett, 2006) .
The ROC graph may also be used to compare the performance of discrete classifi ers. In this case the classifi er performance is represented by one point in the ROC space. Two measures may be used for comparison of the discrete classifi er performances (Fawcett, 2006; Powers, 2011) : the distance to the optimum point (fpr = 0 and recall = 1) and the ROC Area Under Curve (ROC AUC ) which in case of discrete classifi er is defi ned as (Powers, 2011) :
The latter is commonly used for comparison of classifi ers (Amancio et al., 2014) . The ROC AUC values are between 0 and 1, but the useful prediction model should have the value over 0.5 (the value of random guessing).
As Amancio et al. (2014) note, it is not possible to fully compare the performance of classifi ers with a single metric. In this study we used the overall accuracy, F-measure and the ROC Area Under Curve (ROC AUC) .
Comparison of machine learning models
The question if one (usually newly proposed) machine learning algorithm performs better than a competitor or better than the state of art algorithms is very frequent. To answer such a question appropriate statistical tests can be used to evaluate the results obtained with particular models (Trawiński et al., 2012; Santafe et al., 2015) . Different scenarios may be considered depending on the number of algorithms in comparison and the number of available datasets (Japkowicz and Shah, 2011; Santafe et al., 2015) : two or many algorithms may be compared on one dataset or in several datasets.
When two algorithms are compared using a single dataset the dataset is usually resampled using cross-validation or bootstrap. For each data split the selected score (eg. the error of estimation) is calculated for both algorithms. Differences of the scores are then statistically tested to fi nd if the two algorithms of interest differ in performance with respect to the score or not (Santafe et al., 2015) . Usually parametric tests are used assuming the normal distribution of score differences. However, if the number of estimations (resamples) is not large enough this assumption should be verifi ed with appropriate test. If the distribution is not normal non-parametric alternatives to t-test should be used such as Wilcoxon signed-rank test (Wilcoxon, 1945) or sign test.
Application of standard paired t-test for comparison of two algorithms on one resampled dataset is generally considered as unsafe due to underestimation of the statistic variance caused by the violation of the assumption of the score values independence (Santafe et al., 2015) . One can fi nd in literature several proposals of modifi ed or corrected statistical test for different resampling methods (Nadeau and Bengio, 2003; Bouckaert, 2004; Bouckaert and Frank, 2004; Japkowicz and Shah, 2011; Santafe et al., 2015) . Corrected resampled t-test (Nadeau and Bengio, 2003) and corrected t-test for repeated cross-validation (Bouckaert and Frank, 2004) are the most often recommended (Santafe et al., 2015) . The corrected statistic for r-times repeated k-fold cross-validation is calculated as (Bouckaert and Frank, 2004 ):
and x ij is observed difference of algorithm scores for cross-validation fold i and run j, n 1 is the number of instances used for training, and n 2 the number of instances used for testing.
The other possible solution is to average the results of repeated cross-validation over runs (Bouckaert, 2004; Japkowicz and Shah, 2011) . In this approach the results of a k-fold cross-validation are sorted in every single run from the lowest to the highest one. Then averaging is done on each fold over all runs. As a result, the estimate for the minimum value is calculated from the minimum values in all folds, the one but lowest from the one but lowest results in all folds, etc.. According to Bouckaert (2004) such sorted runs sampling scheme should be combined with t-test to achieve the best results.
The independence between the score values of two algorithms may be obtained using independent validation dataset. Unfortunately, such approach may give a pessimistically biased estimation of the error. Because of that, the approaches based on dataset resampling are generally preferred (Santafe et al., 2015) .
Nevertheless, when the accuracy of two classifi ers is being compared using the same independent validation dataset McNemar's test is usually applied (Santafe et al., 2015) . The other possibility is to use the approach based on confi dence intervals (Foody, 2009) . Confi dence intervals can be calculated not only for the accuracies but also for some other measures. The method of confi dence intervals estimation for ROC AUC was proposed for example by Hanley and McNeil (1982) .
The signifi cance tests cannot be applied directly to compare the performance of two classifi ers on validation dataset using composite metrics like F-measure, since they do not have any probabilistic interpretation (Joshi, 2002) . However, recall and precision have. To compare the performance of classifi ers for rare classes Joshi (2002) suggested comparison of improvements of recall and precision using p-test proposed by Yang and Liu (1999) and direct comparison of F-measures only when p-test outcomes on recall and precision are not in agreement.
Comparing several machine learning algorithms using only one dataset creates additional problems. Both, parametric statistical tests for multiple comparisons such as ANOVA (Fisher, 1937) and non-parametric omnibus tests such as Friedman test (Friedman, 1940) should not be used with one resampled dataset due to the lack of independence among the obtained score values. The only possibility is to compare algorithms by pairs and apply multiple comparison corrections to control familywise error (Santafe et al., 2015) . Several procedures for such corrections have been proposed in literature. The simplest one, but also the least powerful is the BonferroniDunn procedure (Dunn, 1961) . In the case of 1:N comparisons (i.e. when the one algorithm is compared to the others) the Finner method (Finner, 1993 ) is suggested as a good choice (Trawiński et al., 2012; Santafe et al., 2015) When several datasets are available the other approaches to algorithm comparison are possible. If two algorithms are considered Wilcoxon signed-rank test or sign test are usually used. The non-parametric tests are preferred as the scores obtained on different datasets are hardly commensurable (Santafe et al., 2015) . In case of multiple algorithm comparisons an omnibus test is done fi rst to compare all algorithms together and decide if they have the same performance. If not, the algorithms are compared by pairs using post-hoc tests. Of course, we should apply the corrections to control family-wise error as well. Again, non-parametric omnibus tests are prefered (Demsar, 2006; Trawiński et al., 2012; Santafe et al., 2015) . If the number of algorithms in comparison is higher than fi ve the Friedman test with Iman and Davenport extension (Iman and Davenport, 1980 ) is recommended. If number of the models is lower the Friedman aligned ranks (Daniel, 1990; Garcia et al., 2010) or the Quade tests are considered as more useful (Santafe et al., 2015) .
In presented study the performance of machine learning models was evaluated for the assessment of ISA in individual time points and assessment of ISA change. The latter was done both for prediction of change intensity and detection of relevant changes. Evaluation was done based on cross-validation results obtained for calibration datasets and using independent validation datasets. Two scenarios for algorithm comparison were used. In all comparisons the signifi cance level of α = 0.05 was applied to decide about the rejection of null hypotheses.
Scenario 1: comparison of multiple algorithms on individual datasets
In the fi rst scenario, multiple machine learning models were compared on individual datasets. The 1:N approach was used, i.e. the algorithm with the best score (RMSE,MAE or R 2 in case of ISA and ISA change intensity or accuracy, F-measure and ROC AUC for ISA relevant change detection) was compared to the others. As a result for each dataset and each performance measure the best algorithm and the algorithms with no statistically signifi cant difference in performance were found.
For calibration datasets the differences in scores of cross-validation realisations were compared directly. For all performance measures the Shapiro-Wilk normality test were used to check the distribution of differences. For RMSE and MAE no violations for normality assumption were fi nd and the paired corrected t-test for repeated cross-validation (Bouckert and Frank, 2004) was used. In case of R 2 the differences were not normally distributed. Because of that the sorted runs scheme (Bouckaert, 2004 ) was applied. As there was no evidence to reject the hypothesis about normal distribution of obtained averaged differences, the t-test was used for their evaluation. For correction of family-wise error in multiple comparisons we used the procedure proposed by Finner (1993) .
In case of ISA change detection capabilities evaluation, the performance of individual methods was compared to the performance of random classifi er based on accuracy, precision and ROC AUC scores. This check procedure was applied for every of 50 realisations of cross-validation in every dataset. Only algorithms which passed this test were analysed further. The procedure applied may be considered as very conservative. On the other hand, such approach may be seen as very safe as any underperformance eliminated the algorithm from further considerations.
In case of independent validation datesets paired t-test were used to compare squared errors and absolute errors for every pixel. Instead of R 2 , we compared the differences in correlation coeffi cients. Two approaches were used for this purpose (Diedenhofen and Musch, 2015) : the test for the difference of two dependent correlations as proposed in Steiger (1980) and the method of Zou (2007) based on confi dence intervals. McNemar test was used to compare achieved accuracies. In case of ROC AUC measure the approaches were assessed as signifi cantly different only when their confi dence intervals calculated according Hanley and McNeil (1982) did not overlap. The performance of best model chosen according to F-measure was compared to others using the approach proposed by Joshi (2002) .
Scenario 2: comparison of multiple algorithms on multiple datasets
In the second scenario multiple algorithms were compared on multiple datasets. This scenario was possible to implement only for single time-step evaluations of ISA, as two image datasets were available in every of three study areas (six datasets altogether). For change assessment the number of datasets (three) was too low. In this scenario we used the Friedman test and then the best algorithm was compared to the remaining ones using post-hoc tests. Again, the family-wise error was controlled with the Finner procedure. Like in the fi rst scenario two comparisons were done -one based on cross-validation and the second for the scores obtained with independent validation dataset.
Results
Comparison of individual machine learning algorithms performances for ISA mapping
Single time points
This subsection presents the results obtained using individual machine learning approaches for single time-point sub-pixel ISA mapping in researched study areas. Table 2 presents average values of RMSE and MAE and Table 3 average values of R 2 obtained in cross-validation procedure on calibration dataset. The RMSE and MAE values obtained with tested algorithms for single time points ISA assessment on independent validation datasets are presented in Table 4 and R 2 values in Table 5 . The best results are bolded. The best performed algorithms were compared to the others and obtained p-values adjusted for multiple comparisons are presented in Table 6 -9. Bolded entries indicate the cases when algorithms performance do not differ signifi cantly from the best one. Zou (2007) In case of squared errors obtained for control pixels of independent validation datasets Random Forest, GBM and SVMr algorithms are the best models or do not differ signifi cantly from the best ones at α = 0.05. Cubist, kNN and rkNN models gave results with no difference from the best one with level of signifi cance not worse than α = 0.01. In case of absolute errors only the Cubist algorithm was the best or without signifi cant difference from the best one at α = 0.05. GBM algorithm gave the results not different from the best scores at α = 0.01. When differences in correlation coeffi cients are considered we cannot fi nd any model to be constantly the best one or without signifi cant difference from the best one at α = 0.05. However, GBM model seems to be the best performer, as it is the only one which for every dataset gave the results not different from the best scores at α = 0.01.When all three measures are considered together GBM and Cubist algorithms may be pointed out as the best performers on validation dataset as they were in cross-validation approach as well. Table 10 presents average ranks obtained by each algorithm in the Friedman tests done for RMSE, MAE and R 2 scores calculated for different datasets in crossvalidation and independent dataset validation approaches. In both cases the Cubist algorithm has the highest position for Mean Absolute Error. It is also the best when RMSE and R 2 results from cross-validation are considered. In case of validation datasets the GBM model has the highest average rank for RMSE and R 2 . The best algorithms were compared to others in 1:N post-hoc analysis. Adjusted p-values obtained through the application of Finner procedure are presented in Table  11 . Bolded entries indicate the cases when algorithms do not differ signifi cantly from the control one. According to Friedman tests done for the results from cross-validation, Cubist, GBM and Supprot Vector Machines with radial kernel algorithms may be considered as the best ones for single time-point ISA assessment. For validation datasets the differences between scores of individual algorithms were much lower. In case of RMSE and R 2 no algoritm may be considered as signifi cantly different from the best one (p-value computed by Friedman test with Iman and Davenport correction are 0.149 and 0.101, respectively). 
Estimation of ISA change intensity
This subsection presents the results obtained using individual machine learning approaches for sub-pixel mapping of ISA change intensities. Change intensity means the difference of ISA values estimated for two points in time. Table 12 presents average values of performance measures obtained in cross-validation procedure on calibration dataset. The values obtained with tested algorithms for ISA change intensity assessment on independent validation datasets are presented in Table 13 . The best performed algorithms were compared to the others and obtained p-values adjusted for multiple comparisons using Finner procedure are presented in Table  14 and Table 15 . Bolded entries indicate the cases when algorithms do not differ signifi cantly from the best one. 
* -differs signifi cantly from the best model according to the method of Zou (2007)
When looking into cross-validation results from the ISA change intensity mapping point of view, the Random Forest outperforms other approaches. It gave the lowest RMS errors in every area, the highest R 2 for Raba and Dunajec catchments and the lowest MAE for Dunajec and Sola datasets. In case of Raba dateset, there is no signifi cant difference between RF and the best model for MAE score. The same is true for R 2 in Sola area. In case of RMSE score, all other algorithms differ signifi cantly in at least one area.
Random Forest and random k-nearest neighbors algorithms are also the only ones which are the best or not signifi cantly different from the best ones for all performance measures in every study area when independent validation datasets are taken into consideration. If differences in correlation coeffi cients are evaluated based on their confi dence intervals rknn algorithm performance for Raba dataset is signifi cantly worse then performance of radial SVM (the best one). Nevertheless, the difference between correlation coeffi cients of radial SVM and Random Forest models is still not signifi cant.
Estimation of ISA change detection capabilities
Analysis of accuracy scores from cross-validation revealed the fact that it is risky to use the differences of ISA maps for detection of subtle ISA changes. For Dunajec dataset the accuracies of ISA change maps created with 1% and 3% thresholds were not higher than the accuracy of random classifi er (Table 16 ). In case of 5% threshold the same appeared in at least one cross-validation realisation for the most of algorithms. Only three of them (Random Forest, Cubist and kNN) passed the test, but with very low results. For the change maps based on 10% change threshold the accuracies were much higher. When precision scores are considered the results are a little better (Table 17) . The similar pattern is visible in Table 18 , where minimum values of ROC AUC score are presented (useful classifi ers should have value above 0.5). Only these methods which performed better than random for particular threshold in all datasets were evaluated further. There were all algorithms for 10% threshold and just three approaches (Random Forest, Cubist and kNN) for 5% threshold. Average values of accuracy, F-measure and ROC AUC obtained for those algorithms in crossvalidation and for independent validation datasets are presented in Table 19 and  Table 20 , respectively. The highest scores are shown with bolded italics. The best performed algorithms were compared to the others and obtained p-values adjusted for multiple comparisons using Finner procedure. Bolded entries indicate the cases when algorithms do not differ signifi cantly from the best one. Acc -overall accuracy F -F-measures ROC -ROC AUC For change maps created based on 5% change threshold the three considered models performed very comparable. They gave no signifi cant differences for validation dataset. However, in case of cross-validation the ROC AUC score of kNN algorithm on Sola dataset differs signifi cantly from the Cubist one. For 10% change maps the image is different for different measures. Most algorithms show no signifi cant difference from the best ones when F-measure and ROC AUC scores are considered. Only avNN and MARS performed worse. But, in case of accuracy Random Forest and random kNN algorithms outperformed the others for both Raba and Dunajec datasets. These two algorithms proven their good performance on validation dataset as well. Performance of ensembled models was compared to the performances of individual algorithms. Table 22 and Table 23 present p-values obtained for the hypothesis about no difference in compared performances. For three datasets (Raba mid 1990s, Dunajec mid 1990s and Dunajec late 2000s) ensembled models outperformed signifi cantly all individual algorithms when RMSE and R 2 are considered. In other cases no statistically signifi cant differences from the best individual models were found. Model ensembles were also used to predict imperviousness for validation datasets (Table 24 ). In this case no statistically signifi cant differences from the best individual models were observed. Ensembled models were also included into comparison using the Friedman tests (Table 25 ). They are ranked fi rst for all performance measures in cross-validation and for RMSE as well as R 2 calculated for independent validation. In case of MAE for validation datasets Cubist and GBM algorithms have higher average ranks.
Performance of model ensembles
Single time points
Comparison of the best algorithms to others in 1:N post-hoc analysis (Table 26) shows that only ensembled models and GBM do not differ signifi cantly from the best ones in every case. Table 27 presents the average values of performance measures from cross-validation for model ensembles and assessments based on the best models according to RMSE or MAE scores. Again, bolded values show cases when the model outperformed the others. Model ensembles performed better than any other approaches for RMSE in Raba dataset (Table 28) . In other cases their performances were the best, but without signifi cant differences to the performances of the best individual algorithms. Similar picture is visible for validation datasets (Table 29, Table 30 ). Zou (2007) 
Change intensity
Estimation of ISA change detection capabilities
New models were also evaluated from ISA change detection point of view. First of all their performance was compared to the performance of random classifi er (Table  31-33) . Like individual algorithms they do not fulfi ll the criterion of outperforming random classifi ers accuracy for cross-validation runs in case of 1% and 3% thresholds change maps. For 5% threshold the accuracy of random guessing was beaten only by ensembled models. For change maps indicating at least 10% change all three models passed the tests. Table 34 presents the average values of accuracy, F-measure and ROC AUC from cross-validation. For 5% change maps model ensembles gave the highest values of considered measures (what is indicated by bolded italics). They also gave the highest values of accuracy and F-measure for 10% threshold change maps in Raba and Sola catchments. However, the differences to the best individual models in all these cases were not signifi cant. Model ensembles do not differ signifi cantly from the best individual algorithms in other cases neither. No signifi cant differences to the best models were also observed for validation using independent datasets (Table 35) 
Discussion
The research presented in this paper may be divided into several parts. First of all we compared the performances of nine non-linear regression algorithms for subpixel imperviousness mapping from Landsat imagery in individual time points. The comparison was done across six datasets using RMSE, MAE and R 2 as the performance measures. The Cubist algorithm seems to outperform the other methods. When Friedman test was applied to the results from cross-validation procedure, it had the highest averaged ranks for all measures. It had also the highest averaged rank for MAE when the results obtained for independent validation datasets were considered. For RMSE and R 2 Cubist had the third best result. However, based on post-hoc analyses we cannot reject the hypotheses that two other algorithms (i.e. stochastic gradient boosting and support vector machines with radial kernel) performed equally well. When we compared the algorithms by pairs for individual datasets using crossvalidation on calibration datasets, the Cubist was also the only one constantly present in the group of the best models (i.e. its performance was the best or not signifi cantly differed from the best one), irrespectively of the dataset and the measure used for performance evaluation. This fi nding is consistent with the previously reported in Drzewiecki (2016b) . Cubist gave also better results than other machine learning algorithms in comparisons done by Walton (2008) and Mohapatra and Wu (2010) . It should be noted however, that in eighteen comparisons done in actual study there is only one case (MAE for late 2000 Raba dataset) when GBM algorithm performance differed from the best one at signifi cance level of 0.05. GBM performed also a little bit better then Cubist on independent validation datasets.
The next step in our research was to assess the performance of selected algorithms for evaluation of sub-pixel imperviousness changes. When comparing individual algorithms for estimation of change intensity, Random Forest seems to be better than others. For individual time point assessments it gave accuracies signifi cantly lower than the best algorithms. It is true especially for MAE and visible in both Friedman test and by pair algorithm comparisons for cross-validation results. Despite this fact, RF is the only algorithm which is the best or not signifi cantly differ from the best when change of imperviousness is estimated. This is also in accordance with fi ndings of Drzewiecki (2016b) . No other comparison of machine learning approaches for estimation of sub-pixel imperviousness change intensity has been found in literature.
Random Forest seems also to perform better than other considered algorithms when we assess the ability for correct detection of pixels where relevant change in impervious area coverage occurred. All researched approaches showed limited ability to reliably detect sub-pixel changes of imperviousness. To accept the method as a potential tool for detection of changes we wanted it to beat the performance of random classifi er for every considered measure (accuracy, F-measure and ROC AUC ) in every cross-validation realisation. This is a very conservative condition, but as the number of datasets is quite limited we wanted to be as sure as possible that the approach can be used safely. The overall accuracy turned out to be the most limiting factor. None method gave accuracies above 50% for change maps based on 1% and 3% change threshold in Dunajec catchment as well as 1% threshold in Sola chatchment.
For change maps created using the threshold of 5% change of imperviousness in Dunajec study area only three methods (RF, Cubist and k-NN) gave the accuracies better than 50% in every cross-validation realisation. In this task the performances of RF and Cubist were comparable, while kNN algorithm gave signifi cantly worse ROC AUC values for Sola dataset. When relevant change was defi ned as an increase (or decrease) of imperviousness of at least 10%, Random Forest and random kNN algorithms may be seen as the best ones. Most of remaining approaches gave the performances which did not differ signifi cantly for F-measure and ROC AUC . But RF and random kNN outperformed them signifi cantly in overall accuracies.
The essential aim of the presented research was to compare the performance of single machine learning algorithms with the performance of their heterogeneous ensembles. When Friedman test was applied the ensembled models obtained the highest average ranks for all measures in cross-validation as well as for RMSE and R 2 in validations with independent datasets. For MAEs of validation datasets the ensembles were ranked third after Cubist and GBM models. Post-hoc tests showed that only model ensembles and generalised boosted regression trees gave always the best results or results not signifi cantly different from the best ones. One should note however, that the Cubist and radial kernel SVM algorithms gave signifi cantly different results for RMSE and R 2 obtained for independent dataset validations with p-values just a little below 0.05 threshold. Nevertheless, by pair comparisons using individual datasets showed in cross-validation case signifi cantly better performance of model ensembles for RMSE and R 2 measures for three of six datasets.
Model ensembles gave also the lowest errors of imperviousness change intensity evaluation for both cross-validation and validation with independent datasets. In Raba catchment all other approaches performed signifi cantly worse. When the ability of change detection is considered, the model ensembles performances did not differ signifi cantly from the best of considered individual algorithms. One should note however, that they gave the highest values of all measures for 5% change threshold. For both change detection and change intensity evaluation, model ensembles outperformed also approaches based on the best models selected according to RMSE or MAE.
At least three issues should be discussed based on the achieved results. First of all, the research presented in this paper was designed to re-evaluate the results of sub-pixel imperviousness and imperviousness change intensity assessment reported in Drzewiecki (2016b) using the approaches suggested as more appropriate in machine learning literature. In general the outcomes obtained are in accordance with the previous ones. When individual algorithms are considered the Cubist still may be recommended as the most appropriate for mapping imperviousness in individual time points and Random Forest as the better choice for ISA change assessments. However, some differences exists as well. The corrected t-test for repeated cross-validation applied in present study resulted in higher number of algorithms which cannot be considered as signifi cantly worse from the best ones in by pair comparisons for individual datasets. It does not change the fi nal conclusions substantially. However, in actual study the difference between the performances of Cubist and GBM algorithms for individual time point assessments in cross-validation procedure is much smaller than in previous evaluation. Both algorithms performed also the best for independent validation datasets. Moreover, in this case GBM was a little bit better. Based on these results, when application of single algorithm is considered, it can be recommended as the alternative approach to ISA evaluation for single time-point.
Secondly, in presented study two scenarios were used to compare machine learning approaches for individual time points ISA evaluations. Algorithms were assessed based on multiple datasets using Friedman tests and on individual datasets using by pair comparisons to the best performed algorithm. The latter approach seems to be more powerful, although it was more complicated and time-consuming as well. However, by using pair comparisons on individual datasets, we were able to fi nd more differences in performances than with Friedman test and post-hoc analyses. The reason may be searched in low number of datasets available for comparison. As pointed out by Trawiński et al. (2012) the power and effi ciency of nonparametric test of signifi cance is low with small sample sizes. In our case we had only six datasets available to compare.
The last but very important issue is related to the applicability of researched approach for change detection. We tried to detect sub-pixel changes of imperviousness based on comparison of two sub-pixel ISA estimations done for individual points in time. The research reveal the fact that such methodology is hardly applicable if we want to fi nd subtle ISA changes. None of considered approaches was able to assure satisfactory accuracy of change detection for relevant change threshold defi ned as 1 or 3 percents. For 5% threshold the most approaches failed as well. Despite of very conservative rules applied in presented study (we wanted the results better than the result of random classifi er for all cross-validation runs), this shows some limitations of the researched approaches. As showed in study of Bernat and Drzewiecki (2014) , detection of completely pervious pixels in additional step of hard (binary) classifi cation may result in more reliable determination of such areas and reduced classifi cation noise, i.e. the lower number of (usually small) errors for completely perviouse pixels. We may expect that it also should improve the ability for detection of ISA changes, especially when the more subtle changes are being searched. We plan to check this in future studies.
Conclusions
In this paper we presented the results of thorough statistical comparison of nine machine learning methods (Cubist, Random Forest, stochastic gradient boosting of regression trees, k-nearest neighbors regression, random k-nearest neighbors regression, Multivariate Adaptive Regression Splines, averaged neural networks, and support vector machines with polynomial and radial kernels) for sub-pixel imperviousness and imperviousness change assessment. The study is the continuation and extension of the research presented in Drzewiecki (2016b) . In present study new methodology was applied for comparisons and, additionally, the applicability of selected approaches for detection of relevant ISA changes was taken into consideration. When performances of single algorithms are considered, the Cubist and GBM approaches outperformed the other techniques for imperviousness evaluation in single time steps. However, when the goal is to assess imperviousness change Random Forest would be better choice. Despite lower accuracies for individual time point predictions, it allowed for both more accurate estimation of change intensities as well as more reliable mapping of relevant change occurrences.
The study proven also that heterogeneous ensembles of non-linear regression models allow to obtain the results which are better than or at least as good as the best of the ones obtained with individual models. This is true for individual time points imperviousness assessment as well as for ISA change intensity evaluation and detection of relevant imperviousness changes. It is worth noting, that to construct such ensembles we do not need reference data for ISA change (Drzewiecki, 2016b) . As the models are ensembled based on their performances in individual time points, the reference information about imperviousness in single dates is enough. This is very important as in many cases one faces lack of the reference areas for ISA change evaluation (Yang et al., 2003; Dams et al. 2013 ) which makes impossible to choose the most accurate individual models. Using the approach based on model ensembles one can possibly improve the sub-pixel imperviousness change assessment even without reference change information.
The study also revealed that the methodology of imperviousness change detection based on differences of sub-pixel evaluations done for individual time point has limited ability of reliable detection of subtle ISA changes. In our case we may rely on the change detection results regardless the algorithm used for ISA mapping only for the highest of considered thresholds, i.e. when relevant changes were defi ned as over 10% increase or decrase of ISA. For 5% threshold model ensembles are preferable as for the most of approaches some risk of too low accurate results occurred.
