Abstract. We describe a method of random generation of the integrals (s) together with the increments w 1 (t+h)?w 1 (t) and w 2 (t+h)?w 2 (t) of a two-dimensional Brownian path (w 1 (t);w 2 (t)). The method chosen is based on Marsaglia's`rectangle-wedge-tail' method, generalised to higher dimensions. The motivation is the need for a numerical scheme for simulation of strong solutions of general multi-dimensional stochastic di erential equations with an order of convergence O(h), where h is the step size. Previously no method has obtained an order of convergence better than O( p h) in the general case.
1.
Introduction. An area of current interest is the numerical solution of stochastic di erential equations (sde's), dx = a(x; t)dt + i (x; t)dw i (1) where each w i (t), i = 1; n, is a Brownian path, x is a vector of dimension m and the functions a(x; t) and i (x; t), i = 1; n, take values in R m . Such equations arise naturally in many modelling applications, for example in economics, population biology, particle physics and statistics. Note that (1) has been written as an Itô sde, but that what follows applies equally well to sde's written in the Stratonovich sense.
There are essentially two types of solutions to (1), weak solutions and strong solutions. Weak solutions are used when it is the average behaviour, over all Brownian paths, of solutions or functions of solutions that is of interest. Strong solutions are needed when an accurate picture of one particular trajectory or family of trajectories (depending on initial position or a model parameter, say) is required. Di erent numerical methods apply to the two types of solution. (See survey papers and books such as 13] and 5] for details.)
It is the simulation of strong solutions for sde's that is the motivation for the present work. Although there are numerical methods that give second order approximations to weak solutions of (1) (see Talay 14] ), when it comes to strong solutions life is much harder. In the general case of more than one dimension of noise (n > 1) and without the commutativity condition, (x; t) 0 i j (x; t) = (x; t) 0 j i (x; t); 8x 2 R m ; 8t 2 R + ; i; j = 1; : : :; n;
where 0 i is a matrix with elements 0 i (j; k) = @ ij =@x k , no numerical method, based only on an approximation of a Brownian path by its values at times separated by an Work supported by EEC Grant SCI-0062-C y DEPT. OF MATHEMATICS AND STATISTICS, UNIVERSITY OF EDINBURGH, JCMB, KING'S BUILDINGS, MAYFIELD ROAD, EDINBURGH EH9 3JZ . J.G.GAINES@UK.AC.ED z PRESENT ADDRESS: DEPT. OF MATHEMATICS, IMPERIAL COLLEGE OF SCIENCE, TECHNOLOGY AND MEDICINE, LONDON SW7 2BZ. T.LYONS@UK.AC. IC 1 interval h, can guarantee accuracy along the trajectory of a higher order than O( p h) (see Clark and Cameron 1] for the proof).
It is known (see eg 5] ) that one way to obtain higher order approximations to strong solutions of sde's is to simulate not only increments w i (t; t + h) = w i (t + h) ? w i (t) (3) along the Brownian paths, but also stochastic integrals involving the Brownian motion. To obtain accuracy of order O(h) it su ces to generate and include in the numerical scheme the so called area integrals Use of these integrals allows rst-order approximation of strong solutions to any sde based on a two-dimensional Brownian path. This, although clearly only the beginning of the story, is a de nite improvement. We would also like to think that the research necessary to get us this far has uncovered various questions and suggested various techniques that are relevant to the random generation of deviates from multivariate distributions in general. (See Devroye 2] for a summary of work on multivariate distributions).
The joint density function of a = A 1;2 (0; 1), b = w 1 (0; 1) and c = w 2 (0; 1), using the notation de ned in (3) and (4) Gaveau 3] .) The integral in this expression can only be calculated numerically, so there is no`quick and easy' method of generation available. The method we have chosen is based on Marsaglia's`rectangle-wedge-tail' method, generalised to higher dimensions (see Marsaglia 11] and 10], or Knuth 7] for an outline of the method).
In one dimension Marsaglia's method involves dividing an area in R 2 into equal rectangles and setting up tables with an entry for each rectangle. With modern computers, the amount of memory used for storage of the tables is not large. However, once we are in three dimensions, and start dividing a region in R 3 into equal pieces, the number of table entries needed becomes prohibitive. We have therefore been forced to a slightly more sophisticated analysis of the method to reduce storage requirements while retaining bene ts of speed. The nal implementation enables one to generate the vector (a; b; c) in about 4:6 times the time it takes to generate a vector of 3 independent numbers from a normal distribution.
2. Outline of the Method. Note that we are generating (r; a) over unit time steps in the rst instance. Eventual scaling of a by h and r by p h su ces to produce a sequence of points ( w 1 (t; t + h); w 2 (t; t + h); A 1;2 (t; t + h)) for any required time step h.
Another obvious simpli cation consists of generating only the half of the distribution that corresponds to a > 0 and then giving a a random sign.
2.2.
Steps in the method. Following Marsaglia's rectangle-wedge-tail method, the aim is to express the required density function f(r; a) as a combination of three other densities, f(r; a) = p 1 f 1 (r; a) + p 2 f 2 (r; a) + p 3 f 3 (r; a) (7) where p 1 ; p 2 ; p 3 are probabilities that sum to 1, p 1 is as close to 1 as possible and the time needed for generating numbers from the distribution corresponding to f 1 (r; a) is very small. The distributions corresponding to f 2 (r; a) and f 3 (r; a) may be hard to generate, but they will be used su ciently seldom that the average running time for the whole routine will remain acceptably low.
The volume V = f(r; a; z)jz < f(r; a); 0 r r M ; 0 a a M g (8) where r M and a M are chosen suitably large, is packed with as many parallelopipeds, B i = f(r; a; z)jr 1 i < r < r 2 i ; a 1 i < a < a 2 i ; z 1 i < z < z 2 i g; i = 1 : : :N,as feasible. These will be referred to as`boxes'. (The boxes correspond to the rectangles in Marsaglia's method for generating a single random variable.) The volume under f 1 (r; a) is de ned to be the total volume occupied by all the boxes. The`easy' density f 1 (r; a) is therefore a sum of uniform densities:
where i is the density of points in B i , q i is the probability of a point (r; a) lying in box B i (so q i is twice the volume of B i ,) and N is the number of boxes used. The`wedges' are then the pieces left above the surface f 1 (r; a) and below f(r; a).
The`tail' is the set of points T = f(r; a; z)jz < f(r; a) and (r > r M or a > a M )g. The densities f 2 (r; a) and f 3 (r; a) are the densities of points in the wedges and in the tail respectively.
3. The Boxes. Determining the density function f 1 (r; a) involves rst packing the volume below the surface f(r; a) with boxes and then grouping the boxes in order to reduce both memory requirements and execution time of the code developed.
3.1. The packing problem. The problem is to pack the volume V , de ned in (8) , with boxes in such a way as to maximise the total volume occupied and satisfy the various accuracy and programming constraints imposed at later stages of the exercise. The rst decision taken is to set r M = a M = 4 in (8). This gives a volume for V of 0.49866, containing 99.732% of the distribution to be generated.
The next decision is to divide the volume under f(r; a) into boxes in such a way that the dimensions of each box (length, width and height) are all integer multiples of a chosen l = 2 ?n . In this way the volume of each box and hence the probability of a point being in it, can be represented on the computer as a binary number using 3n bits, introducing no rounding errors at this stage.
A computer program was written to generate the required boxes. The volume V was subdivided using an increasingly ne mesh. As a rst step the r,a and z axes were divided into intervals r 1 = 2 ?nr , a 1 = 2 ?na and z 1 = 2 ?nz . Each box de ned by this mesh was tested for complete inclusion in V . The boxes found to be in V were labeled as being part of the chosen partition. In the next step the intervals were halved, giving r 2 = 2 ?nr?1 etc. and the testing repeated for all boxes not already accepted. This procedure was repeated, halving the intervals at each step, until such time as a large enough fraction of the volume had been used up or the number of boxes de ned was as large as thought practical. The values of n r ; n a ; n z , the volume occupied by boxes and the total number of boxes can be thought of as the parameters of the program. Another possible parameter, the origin of the mesh, was xed at (0; 0; 0) for the sake of simplicity. After experimentation, the parameter values considered acceptable were n r = n a = 0, n z = 6, with a total of 13574 boxes making up 91.19% of the volume to be generated. This corresponds to p 1 = 0:9119 in (7). The numbers of boxes for each mesh size are as follows: Figure 2 shows all the boxes that have been allocated by the end of the third step, broken into boxes of size r 3 by a 3 by z 3 .
Note that rather than using a decreasing sequence of meshes, we could simply use one mesh, that with the smallest mesh size. We would obtain the same density function f 1 (r; a). Using the parameter values speci ed above, f 1 (r; a) would be expressed as the sum of the densities over the 119519 boxes of smallest size. The reason for using the multi-step approach is that it facilitates the next part of the exercise, which involves grouping the boxes together to form larger ones.
During this rst part of the exercise, the rst questions arose on the generation of multivariate random deviates using Marsaglia's method. If we x the percentage of volume that we wish to ll with boxes, how is the number of boxes required related to the joint distribution function? Presumably the number of boxes increases with the surface area? 3.2. The entropy problem. The boxes packed under the surface f(r; a) need to be grouped and ordered in an e cient fashion.
Whereas in a two-dimensional problem it is these days straightforward to subdivide the required area into identical small rectangles and keep a separate record in memory for each rectangle, in a three-dimensional setting the number of identical boxes is so large that the memory requirements would be prohibitive. In our example 119519 records would be required. We therefore decided to group boxes together in such a way that each subset of boxes itself formed a box.
When grouping boxes an e ort was made not only to reduce the number of boxes but also to reduce the entropy of the partition. If it were possible to use only boxes of equal volume, then a random number consisting of the right number of bits (17 in our application) would uniquely identify the correct box to use. However, once the boxes vary in volume, a set of tests is required to determine which box each point falls in and therefore which i (r; a) density function to use. The tests form a binary decision tree, which can be constructed in an optimal (time minimising) way using Hu man's method (see 4] for the original paper or Knuth 6 ] for a description). This method guarantees an average number of tests performed no greater than one plus the entropy of the partition. The entropy was therefore taken into account when choosing a partition. The entropy can be written as
where q i , the probability of a point being in box B i , is the volume of the box divided by the total volume occupied by boxes.
One possible way of grouping the boxes would be in columns, ie B i;j = f(r; a; z)ji r r < (i + 1) r; j a a < (j + 1) a; 0 z < h i;j g; i = 0 : : :r M = r; j = 0 : : :a M = a where h i;j is the total height of boxes piled up on the square f(r; a)ji r r < (i + 1) r; j a a < (j + 1) ag With r = a = 1=16 and r M = a M = 4 there would be 4096 such columns, but if only columns with non-zero height are considered the number goes down to 2894. The entropy for this partition is however quite high, namely 10.13 for the chosen packing.
Another method of grouping the boxes, the one that was eventually chosen, is the following. In the rst instance generate boxes of several sizes, using the method outlined in Section 3.1 above. This is equivalent to replacing groups of small boxes with larger ones. Then in the second step group together any boxes of the same size that are piled up one on top of another. This creates pieces of columns, that are in general shorter than the columns described above, but many of which have larger cross sections. In this way we reduced the number of boxes from the 13574 in Section 3.1 to 2975, giving a partition with entropy 7.14 .
Once the partition has been chosen, it remains to build the decision tree needed for choosing a box with the correct probability. A computer program was written to input the partition and output the decision tree using Hu man's method. Further software details can be found in the next section.
There is no reason to believe that, given the packing, the chosen partition has minimum entropy. Designing an algorithm to generate a partition with minimum or nearly minimum entropy demands a substantial amount of further work. We plan to attempt this some time in the future, and therefore to improve on the performance of the present software and perhaps extend it to higher dimensions. We conjecture that the problem of devising a partition with minimumentropy in three or more dimensions may be NP-complete. Other questions arise for general multivariate distributions, such as asking what function of the distribution the minimal entropy is.
3.3. Programming details. The part of the routine that generates points in the boxes, that is points with the density f 1 (r; a), is only a few lines of executable code that relies on the data stored in one large binary tree. The tree, generated once and for all using Hu man's method, is stored in an array of records. The length of the array, equal to the number of nodes in the tree, is 2N ?1, where N is the number 6 of
Each record holds the following data: a probability, the record numbers of the left and right children, the r and a coordinates of a corner of the box and the width of the box. (Note that in our application the length of each box is equal to the width. If this were not the case, the box length would also need to be given.) The records corresponding to boxes are at the ends of branches. They hold the value ?1 for the record numbers of their non-existent children. The other records, those corresponding to decisions, hold zeroes in place of box coordinates and widths. This uses some extraneous memory, but produces relatively simple and fast code. On a computer with little memory it would be possible to use two separate arrays for the decisions and the boxes. We would like to investigate the trade-o between time and memory involved.
The`probability' held at each node of the tree is cumulative and is expressed as an integer. It gives the numerator of a probability expressed as a fraction with denominator 2 n , where n = 17 is the number of random bits being used to determine the position.
The rst step in the algorithm is to generate the n random bits, giving an integer p. If p is less than p B = 119519, where p B =2 n is the total probability of being in a box, then the point to be generated is in a box, otherwise it is in a wedge or in the tail. If the point is in a box, then the correct box must be chosen.
The search for the correct box starts at the root of the tree. If p is less than the probability stored in the left son, then the left branch is taken, otherwise the right branch is taken. This step is repeated until arrival at a terminal node.
The point (r; a) is then generated uniformly within the box, using the information on the position and dimensions of the box held in the node. 4 . The Wedges. The region in the volume V , de ned in (8) above, and outside the union of all the boxes, can be thought of as a set of disjoint pieces W = fW i ; i = 1 : : :n w g that, in parallel with the usage in two dimensions and for lack of a better word, we will call wedges. The density function of the set W, f 2 (r; a), can therefore also be expressed in terms of n w separate functions, one for each wedge. The wedges make up 8.55% of the whole distribution.
The packing of V with cubes, as described in Section 3.1, divides the square f(r; a; z)jz = 0; 0 r r M ; 0 a a M g into a number of identical rectangles, of sides r and a. With the values chosen of r M = a M = 4 and r = a = 1=16, we have 64 2 = 4096 base squares, upon each of which there sits a column of boxes of total height h i;j , i; j = 1 : : :64. The piece we are calling wedge is the set of points remaining above any one column and below the surface f(r; a). There are therefore n w = 4096 wedges. We chose to generate the wedges using a simple rejection method. Each wedge can be enclosed in a box C i;j = f(r; a; z)j(i ? 1) r r i r; (j ? 1) a a j a; h i;j z f i;j g wheref i;j = maxff(r; a); (i ? 1) r r i r; (j ? 1) a a j ag It is then just a question of generating points uniformly distributed in one of the boxes, having chosen the box with the right probability, and testing whether the 7 point is under the surface f(r; a). In case of failure, another point is generated in the same box, and this is repeated until the test succeeds.
On average less than half the points generated in the boxes need to be rejected. However, if each test for acceptance of a point demanded evaluation by numerical integration of the function f(r; a), this would be extremely costly in execution time. We have therefore chosen easy to calculate upper and lower approximations, f l i;j (r; a) and f u i;j (r; a), for f(r; a) on each base square r i r r i+1 ; a j a a j+1 with r i = i r; a j = j a, i; j = 1; 64. All points (r; a) below f l (r; a) can be accepted without having to evaluate f(r; a) and similarly all points above f u (r; a) can be immediately rejected. This is the squeeze method, so named by Marsaglia in 9] .
The approximations to f(r; a) are obtained by simple interpolation. Let f a i;j (r; a) be de ned by The data needed for generation of the wedges is stored in two arrays. The rst array has a tree structure very similar to the data structure used for the generation of the boxes in Section 3.3 above. The tree is used when choosing which wedge should contain the point to be generated. The tree was again prepared once and for all using Hu man's method for reducing the average number of tests performed when nding the correct wedge.
The second array contains the information necessary for the generation of the various uniform deviates. Each entry is a pair of numbers representing the base height h i;j and the upper boundf i;j for a wedge. The width, length and r and a coordinates of each box do not need to be stored, since the width, r, and length, a, are constant over all the boxes. The use of this second array avoids some of the unnecessary use of memory mentioned in Section 3.3.
Two data sets are also needed for calculating the approximations f l i;j and f u i;j . The rst set consists of the function values f(r i ; a j ) at the grid points, used in the interpolation. The other set contains the pairs of constants ( 1 i;j ; 2 i;j ), as in (9), needed to ensure that the two approximations stay below and above f(r; a).
5. The Tail. The tail is the last, smallest, but most di cult part of the distribution. It consists of the set of points under the surface f(r; a) that have r > r M or a > a M . With r M = a M = 4, the tail only accounts for 0.27% of the distribution. Yet again, the tail has been divided up into a number of pieces. In each piece, points are generated using the rejection method. This time, rather than generating points from a uniform density, various non-linear density functions have been chosen, as being reasonably good approximations to f(r; a) in the regions considered. In the table below details are given of the regions into which the tail has been divided and the density functions used. The rate reported in the last column indicates the average number of points generated in order to nd one point in the relevant region. The points in the last region, which has probability less than one in a million, are not generated with the right distribution. The various regions in the tail are depicted in Figure 3 . 6. Performance. The results of time tests are laid out in the table below. The time taken to generate ( w 1 (0; h); w 2 (0; h); A 1;2 (0; h)) triples is compared with the time taken to generate triples of uniform deviates and to generate triples of normally distributed random numbers using an application of Marsaglia's method. The same pseudo-random uniform number generator was used throughout. All the code was written in C and run on a Sun IPC Sparc workstation.
Number of triples Time taken Uniform deviates Normal deviates (w 1 ; w 2 ; a) 10000 <1s <1s 3s 100000 2s 6s 28s 1000000 15s 1min1s 4min42s
The generation of area integrals therefore takes between 4 and 5 times as long as the generation of increments along the Brownian path. If one were to obtain a strong solution of order O(h) by subdividing the time steps and generating increments of the Brownian path over steps of length h 0 < h, the condition on the size of h 0 would be h 0 h 2 . For h < 1=4 we get h > 4h 0 . So for any reasonably small step size, h, it is much quicker to obtain a solution of order O(h) by generation of the A 1;2 (t; t + h) integrals than by generating w 1 (t; t + h) and w 2 (t; t + h) over smaller steps.
7. An example of application. As an illustration, we have used area integrals generated by our method in the numerical solution of the bilinear Itô sde dx = Ax dw 1 + Bx dw 2 (10) where A and B are constant 2 by 2 real matrices. The matrices A and B can be reduced to one of several canonical forms, in which case they depend on 4 real parameters. For example, we can take The ease of numerical solution of equation (10) depends on the stability of the system and hence on the parameters a, b, c, d. When the system is stable it is possible to obtain a good approximate solution with a discretisation scheme that does not involve the area integrals using quite large time steps. However when the system is unstable it can become impossible to obtain a good solution without including the area integrals in the discretisation scheme, unless extremely small time steps are used (sometimes too small to be feasible on a computer).
We show what happens in a`di cult' case. We have taken a = c = 2, b = d = 1 and compared the results using three di erent discretisation schemes. The approximate solutions given by these schemes all converge to the solution of the sde (1) taken in the Itô sense, (and can only be used for a Stratonovich sde if it is rst converted into an Itô sde). The rst scheme, scheme A, is the well-known EulerMaruyama scheme:
where h is the chosen time step,x k is the approximation obtained to x at time kh, When the time step is greater than about 2 ?8 , the results obtained without area integrals, that is using scheme A or B, are completely wrong after about t = 3. This is illustrated in the form of a graph in Figure 4 , depicting the three approximate trajectories obtained for x 1 using a time step h = 2 ?6 and an accurate solution, obtained by using scheme C and h = 2 ?16 .
It is only once the time step is small enough that it makes sense to measure the di erence between the various approximations. In Figure 5 we show the di erences between the approximate solutions for x 1 obtained using each of the three discretisation schemes with a time step of h = 2 ?10 and the same accurate solution used previously.
In order to obtain the same accuracy using scheme A or B as using scheme C, it is necessary to square the time step and therefore the number of time steps. If using scheme A, the Euler-Maruyama scheme, one wishes to obtain the same accuracy as with scheme C, using area integrals, with the step size h = 2 ?8 , then one must take h = 2 ?16 , hence multiplying the number of steps by 256. The computing time is not increased by a factor of 256, since more function evaluations are performed per time step using scheme C than using scheme A. Timed simulations using equation (10) give a factor of 160. On a Sun Sparc station it took roughly 3 minutes to perform 1000 simulations with scheme C and h = 2 ?8 and 8 hours for the same number of simulations with scheme A and h = 2 ?16 .
This shows that if all one wants is to perform one single simulation, then using a simple scheme and small time steps is not going to take a lot of computing time, but if one wishes to do many simulations, varying, say, the starting point or the parameter values, then the time factor will become very important.( A milliondi erent simulations would take 50 hours or 8000 hours, to obtain the same accuracy with and without area integrals.) The time factor would clearly be increased further if scheme C were replaced by a Runge-Kutta type discretisation scheme, still using area integrals but not involving evaluation of derivatives at each time step.
In the future we foresee that the use of area integrals when simulating strong solutions to sde's will become as automatic as the use of random numbers from a normal distribution is today. After all, once a good routine has been developed and implemented in numerical libraries, the ordinary user will only need to call this routine from each program and will not need to be concerned with the details of how the routine works.
8. Conclusion. This is of course just the tip of the iceberg. On the one hand, to obtain a strong numerical solution of order O(h) to a stochastic di erential equation dependent on a Brownian path of dimension n > 2, not just one set of integrals may be needed, but several, and the sets are all correlated. In the most general case, we would need to generate the n(n + 1)=2 correlated random variables w i (t; t + h); A i;j (t; t + h); i = 1; n; j < i It is theoretically possible to reduce the problem to the generation of n correlated random variables and one random element of O n , which latter can be generated in n steps. Let A be the matrix A ij = We would also like to derive and implement the bridge that would allow us to generate sets of points ( w 1 (t n ; t n+1 ); w 2 (t n ; t n+1 ); A 1;2 (t n ; t n+1 )) over steps of length h=2 given the corresponding set for step size h. All this will demand a lot more work and imagination.
On the other hand, by demonstrating that Marsaglia's method for speedy random number generation can be applied to multivariate distributions, we have raised general questions (see the end of Sections 3.1 and 3.2) on the time and memory constraints involved.
If anyone wishes to obtain either a complete copy of the routine we have written to generate area integrals or else a copy of the tables of numbers used by the routine (unfortunately too long to be given here), then you are welcome to contact one of the authors.
