In this paper, we consider the problem of scheduling n independent jobs on m uniform parallel machines such that total weighted completion time is minimized. We present two meta-heuristics and two hybrid meta-heuristics to solve this problem. Based on a set of instances, a comparative study has been realized in order to evaluate these approaches.
INTRODUCTION
The uniform parallel machines problem with minimizing total weighted completion times is known to be NPhard in strong sense see (Cheng and Sin, 1990) . problem. (Azizoglu and Kirca, 1999) develop six proprieties of an optimal solution and a branch and bound algorithm to solve some moderate size problem instances. Recently (Kai and yang, 2009) survey the major research related to this problem. When the problem size is too large exact algorithms may be useful since they are computationally too expensive. Metaheuristics are approximate algorithms which encompass and combine constructive methods, local research strategies, local optimal escaping strategies and population based search. No meta-heuristics methods have been proposed for the In recent years, the use of hybrid meta-heuristics such as genetic algorithm (GA) and variable neighborhood search (VNS) ( Behnamian et al., 2009) , particle swarm (PSO) and variable neighborhood descent (SA) ( Zobolas et al., 2009) or particle swarm (PSO) and differential evolution (DE) (Liu et al., 2009 ) has led to better result than classical meta-heuristics or greedy heuristic algorithms. In this paper, we develop two hybrid metaheuristics for the
problem. Firstly, we adopt the genetic algorithm (GA) and the differential evolution (DE). Secondly, both genetic algorithm and differential evolution are hybridizing with variable neighborhood search to solve the
The paper is organized as follows: in section 2 we describe the problem and show an illustrative example of the solution representation. In section 3 we present the proposed genetic algorithm (GA). In section 4 we illustrate the proposed differential evolution algorithm (DE). In section 5 we present the two hybrid algorithms (GA-VNS) and (DE-VNS). In section 6 we exhibit an extensive computation study on 160 instances, comparing the results of the four algorithms (AG, DE, AG-VNS and DE-VNS) . Some final remarks and future directions are given en section 7.
PROBLEM DESCRIPTION AND SOLUTION REPRESENTATION

Problem description
The problem under consideration is the problem of scheduling uniform parallel machines so as to minimize the total weighted completion time. It is given a set machines. Each machine has its own speed denoted by k v . A machine can process at most one job at a time and all jobs and all machines are available at time 0. If job i J is processed on a machine k M , it '10 -May 10-12, 2010 - 
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, where
and Ω is the set of all possible schedules.
Solution representation an initial solution
The solution for meta-heuristics is represented as ndimensional vector
shown in figure   1 . In fact, each raw presents the assignment of job j i to the machine k M . Vector's length is determined by the number of job n. Firstly we assign at randomly all jobs on each machine. Secondly we use the weighted shorted processing time (WSPT) rule to schedule these jobs on the appropriate machine k M . In order to introduce the vector or the individual representation; we make an example of two machines problem with six jobs.
Exemple1: Consider a two machines problem with six jobs. The machine speeds and jobs processing requirements are given in 
THE GENETIC ALGORITHM (GA)
In 1975, (Holland, 1975) introduced the idea of combining directed randomness with adaptation as a search and optimization technique. Since that time, GAs have been used in a wide array of applications. In addition, the characteristics of GAs have been studied extensively, and diverse theoretical explanations for the ability of these complex systems to generate solutions have appeared. GAs have been used to approximate solutions for a wide variety of combinatorial problems (Husbunds, 1992) .
They follow the evolutionary process as stated by Darwin. The algorithm starts by initializing a population of potential solutions encoded as strings called chromosomes. Each solution has some fitness value, which indicates the goodness of the encoded solution.
Based on the fitness values, the parents that would be used for reproduction are selected (survival of the fittest ). The new generation is created by applying genetic operators such as crossover (exchange of information among parents) and mutation (sudden small change in a parent) on selected parents. Thus the quality of population is improved as the number of generations increases. The process continues until some specific criterion is met or the solution converges to some optimized value. The overall structure of our GA can be described as follows:
The genes of the chromosomes describe the assignment of jobs to the machines. Each chromosome represents a solution for the problem (see figure 1 ).
Initial population:
The initial chromosomes are obtained by a random assignment. The jobs are assigned according to the WSPT rule.
Fitness evaluation:
The total weighted completion time is computed for each chromosome in the current generation.
Selection:
At iterations, the best chromosomes are chosen for reproduction by a linear ranking.
Offspring generation:
Survivors are randomly chosen, with replacement, to produce offspring until the size of the population returns to its original level. Each mating produces a single offspring. As with sexual reproduction, an offspring is created from the genes of the two parents. Each allele is randomly chosen from one parent or the other. Mating is accomplished using uniform crossover with a cr p crossover probability. In other words, when creating an offspring from a pair of schedules, the offspring's processor assignment for each task is equally likely to match either parent. In addition, a m p mutation probability is applied for each allele. This means that after crossover, the GA allows for a m p probability for each task being reassigned to a randomly chosen processor.
Acceptance policy:
A new offspring solution obtained by crossover or mutation operation is retained in the population, if its fitness value is better than the worst fitted solution in the population, otherwise the solution is rejected.
Stop criterion:
Fixed number of generations is reached. If the stop criterion is satisfied, the algorithm ends and the best chromosome, all together with the corresponding schedule, is given as output. Otherwise, the algorithm iterates again steps 3-6.
DIFFERENTIAL EVOLUTION ALGORITHM (DEA)
Storn (Storn and price, 1995) proposed a new Evolutionary Algorithm (EA) called Differential Evolution (DE) . DE belongs to the class of evolutionary algorithms that include evolution strategies (ES) and basic genetic algorithms (GA). DE differs from the basic genetic algorithms in its use of perturbing vectors, which are the difference between two randomly chosen vectors. DE is a scheme by which it generates the trial vectors from a set of initial populations. In each step, DE mutates vectors by adding weighted random vector differentials to them. If the fitness of the trial vector is better than that of the target vector, the trial vector replaces the target vector in the next generation. The optimization process in DE is carried with four steps: initialization, mutation, crossover and selection. According to Storn and Price, DE basic strategy can be described as follows:
Initialization
The algorithm starts by creating a population vector P of size N p composed of individuals that evolve over g gen- 
The indexes g indicates the current generation. The initial population is chosen randomly in order to cover the entire searching region uniformly. A uniform probability distribution for all random variables is assumed in the following as 
Mutation
The mutation operation modifies an individual by small random change to generate a new individual. Differential evolution generates new parameter vector by adding the weighted difference vector between two population members to a third member. Three random individuals 
Where: F is commonly known as scaling factor or amplification factor. It is a positive real number which controls the evolution rate of the population. F >1 and , i j g rand is a random number between 0 and 1.
In order to allow a feasible solution to our problem, a round down has been performed to the mutate vector values between 1 and m. Exceptionally, the values which are less than 1 are adjusted to 1 and the values which exceed the maximal number of machines (m) are converted to m.
Crossover
Mutation point is chosen randomly using a uniform distribution and trial vectors are generated according to Eq. (6).
, , 
Selection
In order to select a new individual for the next generation. We compare the trial vector After updating the population, we repeat the mutation, crossover and selection until the optimum solution is located, or the predefined termination criterion is reached.
HYBRID ALGORITHM
The concept of hybrid meta-heuristics has been commonly accepted only in recent years, even if the idea of combining different meta-heuristic strategies and algorithms dates back to the 1980s. Today, we can observe a generalized common agreement on the advantage of combining components from different search techniques and the tendency of designing hybrid techniques is widespread in the fields of operations research and artificial intelligence. The consolidated interest around hybrid meta-heuristics is also demonstrated by publications on classifications, taxonomies and overviews on the subject (Blum et al., 2008) .
Variable neighborhood search
Variable-neighbourhood search (Mladenović and Hansen, 1997 ) is a recent meta-heuristic for combinatorial optimization. VNS (Hansen and Mladenović, 2001 ) is different from most local search heuristics in that it uses two or more neighbourhoods, instead of one, in its structure. For this reason, escaping from a local optimum can be done by changing the neighbourhood structure. Despite it being a relatively recent development, variableneighbourhood search has been successfully applied to a wide variety of optimization problems such as vehicle routing (Kytojoki et al., 2007) , project scheduling (Fleszar and Hindi, 2004) , automatic discovery of theorems (Caporossi and Hansen, 2004) , graph colouring (Avanthay et al., 2003) and the synthesis of radar polyphase codes (Mladenović et al., 2003) .
In addition, to avoid costing too much computational time, the best number of neighbourhoods is often two (Glover & Kochenberger, 2003) , which is followed by our algorithm. The two neighbourhoods employed in our algorithm are defined below:
1. Insertion moves ( 1) k = : identifies randomly one job and insert this job in an arbitrary machine. We must respect the WSPT rule to sequence this job in the appropriate machine.
Swap moves (
2) k = : identifies randomly two jobs from two different machines and places each job in the WSPT ordering on each machine.
Hybrid genetic algorithm and variable neighborhood search (GA-VNS)
In order to ameliorate the solution obtained by the genetic algorithm after the reproduction phase (crossover and mutation), we evaluate the total weighted completion time of the new offspring ( ) we use the VNS algorithm. This procedure will be repeated until no occurred possible improvement. So, the VNS algorithm is used for exploring the neighbor of the new offspring. However the genetic algorithm is used to explore the research space.
Hybrid differential evolution algorithm and variable neighborhood search (DE-VNS)
Following the same idea of the precedent section, the variable neighborhood search is incorporated in order to purify the solution obtained by the DE algorithm. After the step of crossover, we evaluate the total weighted completion time of the trial vector ( ) 
Test problems
To empirically evaluate the proposed meta-heuristics, we have to generate problem instances with various problem sizes that are determined by n and m; where n= {20, 50, 100, 200} and m= {2, 5, 10, 20}. For each combination of n and m, 10 problems instances are randomly generated. Each 10 problems have the same structure and are treated as a group in order to produce an instance for a combination of n and m, first the speeds k v of the m machines are generated from the uniform distribution [1, 10] , second the job i j has an integer processing time i p is generated from the uniform distribution [1, 100] . In addition, a weight of job i j is randomly generated from the uniform distribution [1, 10] . In total 4×4×10=160 instances are generated.
Algorithm's parameters
As parameter selection may influence the quality of results, based on extensive computational testing, the meta-heuristic's parameters were used for the results reported in this paper which are presented in the following the same for all algorithms. The α value is 3%, witch used for the hybrid approaches.
Comparison of meta-heuristics and hybrid meta-heuristics approaches
The proposed meta-heuristics were implemented using C++ language and run on a computer with an Intel Pentium 4 (3.2 GHz) CPU and 512 Mb of RAM. The algorithms have been run ten times for each instance.
We compute the total weighted completion time of each algorithm for its instances, the best solution obtained for each instance i (which is named Best i ) by any of the two algorithms is calculated. Relative percentage deviation (RPD) is obtained by the following formula: 1 lg 1 100
Where Alg i is the total weighted completion time obtained for a given algorithm and instance. R is the number of run of the algorithm to the appropriate instance. We calculate the average, the minimum and the maximum RPD of each instance respectively as follow: The results of each algorithm are shown in the following tables (3, 4, 5 and 6). In the first column of each table we present the instances classes. In the other columns we present respectively the minimum relative mean percentage deviations (∆ min ), average mean percentage deviation (∆ avg ), maximum percentage deviation (∆ max ) and the average time of execution obtained for a given algorithm and instances class. In the last line we present the mean relative percent deviation for a given algorithm for all instances classes. MOSIM '10 -May 10-12, 2010 -Hammamet -Tunisia Result in table 3 show that the differential evolution algorithm provides the best mean RPD. The DEA is faster than GA in the most cases. Table 4 : Comparative results of the genetic algorithm and the hybrid genetic algorithm and variable neighbourhood search for the problems.
Comparison of GA and EDA
Algo
Comparison of the GA and hybrid GA-VNS
By analyzing the result of the table 4, the hybrid GA-VNS algorithm has better performance compared to the GA. However the GA is faster than the hybrid GA-VNS. Table 5 : Comparative results of the differential evolution and the hybrid differential evolution and variable neighbourhood search for the problems.
Comparison of the EDA and hybrid EDA-VNS
The hybrid EDA-VNS has better performance compared to the EDA. In addition hybrid EDA-VNS algorithm is faster than the EDA algorithm. The advantages of using VNS concept in EDA-VNS become clear when it compared with EDA algorithm. Result in table 6 show that both hybrid algorithms have the same mean RPD fort the min, the average and the max. They have also the same average time.
Comparison of the two hybrid algorithms (GA-VNS and EDA-VNS)
CONCLUSION
In this paper we proposed a comparative analyzes on the performance of two meta-heuristics algorithms (GA and DE) and two hybrid meta-heuristics (GA-VNS and DE-VNS) when applied to the Uniform Parallel Machine Problem to minimize the total weighted completion time criterion. For comparison reasons, we generate a set of problem tests with different sizes (small, medium and large). Our results showed that hybrid algorithms have the best results. Finally, the hybrid algorithms are effective approaches for this problem. For the future works we will try to solve this type of problem using another hybrid meta-heuristics approaches or for another criterion for example the minimization of the makespan.
