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1. Introduction and main results
Let R, Z, N be the sets of all real numbers, integers and natural numbers respectively. For a,b ∈ Z with a  b, [a,b]
denotes the discrete interval {a,a + 1, . . . ,b}. Let us consider the following difference system
(P )
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−2u(k − 1) = f (u(k), v(k)), k ∈ [1,N],
−2v(k − 1) = g(u(k), v(k)), k ∈ [1,N],
u(0) = u(N + 1) = 0,
v(0) = v(N + 1) = 0,
where N  3 is a ﬁxed positive integer, u(k) = u(k + 1) − u(k) is the forward difference operator and 2u(k) = (u(k)).
The nonlinearities f , g ∈ C1(R2,R) satisfy f (0,0) = g(0,0) = 0 and there exists a function F ∈ C2(R2,R) such that ∇ F =
( f , g), i.e. F ′1 = f , F ′2 = g .
For any z = (u, v)T ∈ R2, let
Hz =
(
F ′′11(z) F ′′12(z)
F ′′21(z) F ′′22(z)
)
, (1.1)
and let M2 be the set of all positive deﬁnite matrices of the form
A =
(
a b
b c
)
,
with b > 0 or a = c. Throughout this paper, we assume that H0, H∞ ∈ M2, and H∞ satisﬁes the following conditions:
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f (u, v) − (a∞u + b∞v)
|z| = 0, (1.2)
lim|z|→∞
g(u, v) − (b∞u + c∞v)
|z| = 0, (1.3)
where H∞ =
( a∞ b∞
b∞ c∞
)
, |z| = √u2 + v2.
Given A ∈ M2, let 0 < λ1(AP) < λ2(AP)  · · ·  λ2N−1(AP) < λ2N (AP) denote the eigenvalues of the following linear
eigenvalue problem (see Section 2)
(AP)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−2u(k − 1) = λ(au(k) + bv(k)), k ∈ [1,N],
−2v(k − 1) = λ(bu(k) + cv(k)), k ∈ [1,N],
u(0) = u(N + 1) = 0,
v(0) = v(N + 1) = 0.
Problem (P ) is called resonance at origin (or at inﬁnity) if λi(H0P ) = 1 for some i ∈ [1,2N] (or if λ j(H∞P ) = 1 for some
j ∈ [1,2N]). In this paper, we study the existence of nontrivial solutions of (P ) based on the minimax methods and the
Morse theory. To state our main results, we make the following assumptions:
(F±∞) lim|z|→∞(∇ F (z) · z − 2F (z)) = ±∞.
(F±0 ) There exists δ > 0 such that
±(2F (z) − zT H0z) 0, ∀|z| δ.
The main results in this paper are the following theorems. First, we consider the case that z = 0 is nondegenerate
solution of problem (P ).
Theorem 1.1. Let (F+∞) hold, and there exist k ∈ [2,2N] such that λk(H∞P ) = 1. Then problem (P ) has at least one nontrivial solution
in each of the following cases:
(i) λi(H0P ) < 1 for i ∈ [1,2N];
(ii) λi(H0P ) > 1 for i ∈ [1,2N];
(iii) λm(H0P ) < 1 < λm+1(H0P ) for some m = k − 1.
Theorem 1.2. Let (F−∞) hold, and there exist k ∈ [1,2N − 1] such that λk(H∞P ) = 1. Then problem (P ) has at least one nontrivial
solution in each of the following cases:
(i) λi(H0P ) < 1 for i ∈ [1,2N];
(ii) λi(H0P ) > 1 for i ∈ [1,2N];
(iii) λm(H0P ) < 1 < λm+1(H0P ) for some m = k.
Second, we consider the case that problem (P ) is resonant both at inﬁnity and at zero.
Theorem 1.3. If there exist k,m ∈ [1,2N] such that λk(H∞P ) = 1 and λm(H0P ) = 1, then problem (P ) has at least one nontrivial
solution in each of the following cases:
(i) (F+∞), (F−0 ) and k,m ∈ [2,2N], k =m;
(ii) (F+∞), (F+0 ) and k ∈ [2,2N], m ∈ [1,2N − 1], k =m+ 1;
(iii) (F−∞), (F−0 ) and k ∈ [1,2N − 1], m ∈ [2,2N], k =m+ 1;
(iv) (F−∞), (F+0 ) and k,m ∈ [1,2N − 1], k =m.
Third, we consider the case that z = 0 is degenerate solution of problem (P ).
Theorem 1.4. Let (F−0 ) hold, and there existm ∈ [2,2N] such that λm(H0P ) = 1. Then problem (P ) has at least one nontrivial solution
in each of the following cases:
(i) λi(H∞P ) < 1 for i ∈ [1,2N];
(ii) λi(H∞P ) > 1 for i ∈ [1,2N];
(iii) λk(H∞P ) < 1 < λk+1(H∞P ) for some k =m− 1.
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solution in each of the following cases:
(i) λi(H∞P ) < 1 for i ∈ [1,2N];
(ii) λi(H∞P ) > 1 for i ∈ [1,2N];
(iii) λk(H∞P ) < 1 < λk+1(H∞P ) for some k =m.
Finally, we consider the case that problem (P ) is nonresonant.
Theorem 1.6. If λi(H∞P ) = 1 and λi(H0P ) = 1 for all i ∈ [1,2N] with μ∞ = μ0 , then problem (P ) has at least one nontrivial
solution, where μ∗ = max{k | λk(H∗P ) < 1, k ∈ [1,2N]}, ∗ = 0,∞.
It is well known that in different ﬁelds of research, such as computer science, mechanical engineering, control systems,
artiﬁcial or biological neural networks, economics and many others, the mathematical modeling of important questions
leads naturally to the consideration of nonlinear difference equations. For this reason, in recent years, resonant difference
problems via variational methods have been widely studied by various authors. For example, Bin, Yu and Guo [3] based on
combining the minimax methods and the Morse theory to study the existence results of nontrivial periodic solutions for
resonant second order periodic difference system −2xn−1 + F ′(n, xn) = 0, xn+T = xn , n ∈ N. Zhu and Yu [10] applied critical
point theory to study the existence of positive solutions for difference equations{−2u(t − 1) = g(t,u(t)), t ∈ [1, T ],
u(0) = 0, u(T + 1) = 0, (1.4)
which is resonant at inﬁnity. Zheng and Xiao [11] employed critical groups and the mountain pass theorem to study
the existence of nontrivial solutions for resonant difference problem 2u(t − 1) + V ′(u(t)) = 0 for t ∈ [1, T ] with u(0) =
u(T + 1) = 0. In particular, in [6], Liu, Wang and Zhang used Morse theory, critical point theory, minimax methods and
bifurcation theory to investigate the existence of six nontrivial solutions for (1.4) which is resonant at both inﬁnity and
zero. To nonresonant difference systems, Zhang and Liu [12] used minimax principle and linking theorem in critical point
theory to study the existence of two nontrivial solutions for the following second order superlinear difference system⎧⎪⎨
⎪⎩
2u(k − 1) + f (k, v(k))= 0, k ∈ [1,N],
2v(k − 1) + g(k,u(k))= 0, k ∈ [1,N],
u(0) = u(N + 1) = v(0) = v(N + 1) = 0.
By using critical point theory, Jiang and Zhou [5] proved the multiplicity of nontrivial solutions for higher dimensional
discrete nonlinear boundary value problems{−2Xk−1 = fk(Xk), k ∈ [1, T ],
X0 = αX1, XT+1 = βXT ,
where α < 1, β  1, m, T ∈ N, Xk = (X1k, . . . , Xmk)T ∈ Rm , fk = ( f1k, . . . , fmk)T ∈ C(Rm,Rm). However, to the authors’
knowledge, as to resonant difference systems, there are few results on this topic. The aim of this paper is to generalize
the resonant single difference equation to a case of the system. In present paper, we study the existence of nontrivial
solutions of problem (P ) at both inﬁnity and zero based on the minimax methods and the Morse theory.
The paper is organized as follows. In Section 2 we give the spectrum of the linear problem (AP) and in Section 3 we give
some lemmas. The proofs of main results will be given in the last section.
2. Eigenvalues and eigenvectors of (AP)
Let H be the Hilbert space RN × RN with the inner product 〈z1, z2〉 = zT1 Bz2 and the norm ‖z‖ =
√〈z, z〉, where z =
(u, v)T , u = (u(1), . . . ,u(N)), v = (v(1), . . . , v(N)),
B :=
(
B0 0
0 B0
)
, (2.1)
and
B0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
2 −1 0 · · · 0 0 0
−1 2 −1 · · · 0 0 0
0 −1 2 · · · 0 0 0
...
...
...
...
...
...
0 0 0 · · · −1 2 −1
⎞
⎟⎟⎟⎟⎟⎟⎠
. (2.2)0 0 0 · · · 0 −1 2 T×T
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σ1‖z‖2  |z|2  σ2‖z‖2, ∀z ∈ H . (2.3)
To study problem (AP), we need to recall some knowledge of matrix analysis.
Deﬁnition 2.1. (See [2].) If A = (aij) is an m ×m matrix and B = (bij) is an n × n matrix, then the matrix direct product of
A and B , denoted by A ⊗ B , is deﬁned as A ⊗ B = (aij B).
Lemma 2.1. Let A and C be m×m matrices, B and D be n× n matrices, and λ be a real number. The following properties hold:
(i) (λA) ⊗ B = λA ⊗ B;
(ii) (A ⊗ B)(C ⊗ D) = AC ⊗ BD;
(iii) if A, B are invertible, then (A ⊗ B)−1 = A−1 ⊗ B−1;
(iv) if σ(A) = {λ1, . . . , λm}, σ(C) = {μ1, . . . ,μn}, then σ(A ⊗ C) = {λiμ j | i ∈ [1,m], j ∈ [1,n]}.
Proof. We only prove (iv). By assumptions, there exist invertible matrices R, S such that
R AR−1 = T A, SC S−1 = TC ,
where
T A =
⎛
⎜⎜⎝
λ1 0 0 · · · 0
∗ λ2 0 · · · 0
...
...
...
...
...
∗ ∗ ∗ · · · λm
⎞
⎟⎟⎠ , TC =
⎛
⎜⎜⎝
μ1 0 0 · · · 0
∗ μ2 0 · · · 0
...
...
...
...
...
∗ ∗ ∗ · · · μn
⎞
⎟⎟⎠ .
It follows from (ii) and (iii) that
(R ⊗ S)(A ⊗ C)(R ⊗ S)−1 = T A ⊗ TC .
Notice that σ(T A ⊗ TC ) = {λiμ j | i ∈ [1,m], j ∈ [1,n]}. Hence we get
σ(A ⊗ C) = {λiμ j ∣∣ i ∈ [1,m], j ∈ [1,n]}.
This completes the proof. 
Lemma 2.2. The eigenvalues of problem (AP) are
λ(AP) = μ j/λi, i = 1,2, j ∈ [1,N],
where λ1,2 = a+c±
√
(a−c)2+4b2
2 , μ j = 4sin2 jπ2(N+1) , j ∈ [1,N]. And
0 < λ1(AP) = μ1
λ2
< λ2(AP) · · · λ2N−1(AP) < λ2N(AP) = μN
λ1
. (2.4)
Proof. Set C = A⊗ IN , where IN is the identity matrix of order N . Then problem (AP) can be written as Bz = λCz. Moreover,
problem (AP) is equivalent to A ⊗ B−10 z = λ−1z. Because A ∈ M2,
σ(A) =
{
λ1, λ2
∣∣ λ1,2 = a + c ±
√
(a − c)2 + 4b2
2
> 0
}
.
Note that
σ(B0) =
{
μ j
∣∣∣μ j = 4 sin2 jπ2(N + 1) > 0, j ∈ [1,N]
}
.
By Lemma 2.1, the eigenvalues of problem (AP) are λ(AP) = μ j/λi , i = 1,2, j ∈ [1,N]. Hence we have (2.4). This completes
the proof. 
Lemma 2.3. There exist the eigenvectors ξi , i ∈ [1,2N] of problem (AP) in H such that
〈ξi, ξ j〉 = 0 for i = j, 〈ξi, ξi〉 = λi(AP)ξ Ti Cξi for i ∈ [1,2N]. (2.5)
64 J. Liu et al. / J. Math. Anal. Appl. 385 (2012) 60–71Proof. As the matrix C is positive deﬁnite, there exists a lower triangular matrix L with nonzero diagonal entries such that
C = LLT . Then problem (AP) can be written as Bz = λLLT z. Let y = LT z, then problem (AP) can be rewritten as
L−1B
(
L−1
)T
y = λy. (2.6)
Let the eigenvectors of (2.6) be ωi , i ∈ [1,2N] with
L−1B
(
L−1
)T
ωi = λi(AP)ωi, i ∈ [1,2N], ωTi ω j = 0, i = j.
Set ξi = (L−1)Tωi , i ∈ [1,2N], then Bξi = λi(AP)Cξi for i ∈ [1,2N], and ξ Ti Cξ j = ωTi ω j for i, j ∈ [1,2N]. Moreover, we have
〈ξi, ξi〉 = ξ Ti Bξi = λi(AP)ξ Ti Cξi, i ∈ [1,2N],
〈ξi, ξ j〉 = ξ Ti Bξ j = λ j(AP)ξ Ti Cξ j = λ j(AP)ωTi ω j = 0, i = j.
This completes the proof. 
Lemma 2.4. Let ξ j , j ∈ [1,2N] be the eigenvectors of problem (AP) satisfying (2.5) and let Vk = span{ξ1, . . . , ξk}. Then
‖z‖2  λk(AP)
N∑
i=1
(
z(i)
)T
Az(i), ∀z ∈ Vk, (2.7)
and
‖z‖2  λk+1(AP)
N∑
i=1
(
z(i)
)T
Az(i), ∀z ∈ V⊥k , (2.8)
where z(i) = (u(i), v(i))T .
Proof. We only prove (2.7). (2.8) can be proved in a similar way. For any z ∈ Vk , there exist real numbers c1, . . . , ck such
that z = c1ξ1 + · · · + ckξk . Using Lemma 2.3, we get
‖z‖2 = c21‖ξ1‖2 + · · · + c2k‖ξk‖2
= c21λ1(AP)ξ T1 Cξ1 + · · · + c2kλk(AP)ξ Tk Cξk
 λk(AP)
(
c21ξ
T
1 Cξ1 + · · · + c2kξ Tk Cξk
)
= λk(AP)zT C z
= λk(AP)
N∑
i=1
(
z(i)
)T
Az(i).
This completes the proof. 
3. Preliminaries
Let
F (z) =
N∑
i=1
F
(
z(i)
)
,
where z(i) = (u(i), v(i))T , i ∈ [1,N]. Then we can rewrite problem (P ) as
Bz =F ′(z). (3.1)
Deﬁne the functional J : H → R as
J (z) = 1
2
‖z‖2 −F (z), z ∈ H . (3.2)
Then J ∈ C2(H,R) and
J ′(z) = z − B−1F ′(z), (3.3)
J ′′(z) = I − B−1F ′′(z). (3.4)
Hence the solutions of problem (P ) are exactly the critical points of J or − J in H .
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Proof. We only prove the case that (F+∞) holds; the other case can be proved similarly. Let {zn} ⊂ H be such that∣∣ J (zn)∣∣ C, ∀n ∈ N, (1+ ‖zn‖) J ′(zn) → 0, n → ∞. (3.5)
We only need to show that {zn} is bounded. Suppose, on the contrary, that
‖zn‖ → ∞ as n → ∞. (3.6)
It follows from (3.3) that
〈
J ′(zn), zn
〉= 〈zn, zn〉 − zTn F ′(zn) = ‖zn‖2 −
N∑
i=1
∇ F (zn(i)) · zn(i).
Then we can rewrite
2 J (zn) −
〈
J ′(zn), zn
〉= N∑
i=1
{∇ F (zn(i)) · zn(i) − 2F (zn(i))}. (3.7)
Let g(x) = ∇ F (x) · x− 2F (x). Now we prove that
lim|x|→∞ g(x) = +∞, x ∈ R
2 implies lim‖z‖→∞
N∑
i=1
g
(
z(i)
)= +∞, z ∈ H . (3.8)
By (F+∞) and the continuity of g , we obtain that there exists C ∈ R such that g(x) C for all x ∈ R2. Hence, for given M > 0,
there exists X > 0 such that
g(x) M − (N − 1)C, for all |x| X .
If |z|√NX then there exists j ∈ [1,N] such that |z( j)| X . Therefore,
N∑
i=1
g
(
z(i)
)=∑
i = j
g
(
z(i)
)+ g(z( j)) (N − 1)C + [M − (N − 1)C]= M, for all |z|√NX,
which means that
lim‖z‖→∞
N∑
i=1
g
(
z(i)
)= +∞.
By (3.6), (F+∞) and (3.8), we have
N∑
i=1
[∇ F (zn(i)) · zn(i) − 2F (zn(i))]→ +∞, as n → ∞. (3.9)
On the other hand, by (3.5), there exists M > 0 such that∣∣2 J (zn) − 〈 J ′(zn), zn〉∣∣ M, as n → ∞,
which contradicts (3.9). This completes the proof. 
Lemma 3.2.
(i) Let (F+∞) hold. Then
lim|z|→∞
(
F (z) − 1
2
zT H∞z
)
= −∞.
(ii) Let (F−∞) hold. Then
lim|z|→∞
(
F (z) − 1
2
zT H∞z
)
= +∞.
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G(z) = F (z) − 1
2
zT H∞z,
then we have ∇G(z) · z − 2G(z) = ∇ F (z) · z − 2F (z). And for any τ
F (z) =
1∫
0
∇ F (tz) · z dt
=
1∫
0
[
f (tu, tv)u + g(tu, tv)v]dt
=
τ∫
0
[
f (tu, tv)u + g(tu, tv)v]dt +
1∫
τ
[
f (tu, tv) − t(a∞u + b∞v)
]
u dt
+
1∫
τ
[
g(tu, tv) − t(b∞u + c∞v)
]
v dt +
1∫
τ
tzT H∞z dt.
By (1.2) and (1.3), for any ε > 0, there is Mε > 0 such that
1∫
τ
∣∣ f (tu, tv) − t(a∞u + b∞v)∣∣ · |u|dt +
1∫
τ
∣∣g(tu, tv) − t(b∞u + c∞v)∣∣ · |v|dt

1∫
τ
εt|z|(|u| + |v|)dt = 1
2
(
1− τ 2)ε|z|(|u| + |v|), ∀|z| > Mε.
Thus,
∣∣∣∣F (z) − 12
(
1− τ 2)zT H∞z
∣∣∣∣
τ∫
0
∣∣ f (tu, tv)u + g(tu, tv)v∣∣dt + 1
2
(
1− τ 2)ε|z|(|u| + |v|), ∀|z| > Mε.
Letting τ → 0, we have that
∣∣G(z)∣∣= ∣∣∣∣F (z) − 12 zT H∞z
∣∣∣∣ 12ε|z|
(|u| + |v|) ε|z|2, ∀|z| > Mε,
which yields
lim|z|→∞
G(z)
|z|2 = 0. (3.10)
On the other hand, for any ﬁxed z¯ ∈ R2 with |z¯| = 1, it follows from (F+∞) and (3.10) that
lim|t|→∞G(t z¯) = lim|t|→∞
G(t z¯)/t2
1/t2
= lim|t|→∞
[∇G(t z¯) · t z¯ − 2G(t z¯)]/t3
−2/t3
= −1
2
lim|t|→∞
[∇G(t z¯) · t z¯ − 2G(t z¯)]= −∞.
Hence
lim|z|→∞G(z) = −∞.
This completes the proof. 
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it is useful to recall some facts about the critical groups. Let H be a Hilbert space and J ∈ C1(H,R). If z0 is an isolated
critical point of J with J (z0) = c, then the critical groups of J at z0 are deﬁned as Cq( J , z0) := Hq( J c, J c \ {z0}), q ∈ Z,
where J c = {z ∈ H | J (z) c}, and Hq(A, B) denotes the q-th singular relative homology group of the topological pair (A, B)
with integer coeﬃcients. Let K = {z ∈ H | J ′(z) = 0}. Suppose that J (K ) is bounded below by a ∈ R and J satisﬁes the
compactness condition (PS)c or (C)c for c  a. Then Cq( J ,∞) := Hq(H, J a), q ∈ Z are called the q-th critical groups of J at
inﬁnity [1]. From the Morse lemma, it follows that if z0 is nondegenerate with the Morse index μ0, then Cq( J , z0) ∼= δq,μ0Z.
If z0 is degenerate, the critical groups of J at z0 can be described completely when J has a local linking structure at z0. We
state this result for z0 = 0 as follows.
Proposition 3.1. (See [7,9].) Let 0 be an isolated critical point of J ∈ C2(H,R) with the Morse index μ0 and nullity ν0 . Assume that J
has a local linking at 0 with respect to H = H− ⊕ H+ , l = dim H− < ∞, i.e., there exists ρ > 0 such that
J (z) 0, for z ∈ H−, ‖z‖ ρ, J (z) 0, for z ∈ H+, ‖z‖ ρ.
Then Cq( J ,0) ∼= δq,lZ, if l = μ0 or l = μ0 + ν0 .
We also need the following abstract result about the critical group Cq( J ,∞).
Proposition 3.2. (See [1].) Suppose that J ∈ C1(H,R), H = H− ⊕ H+ , k = dim H− < ∞. If J is bounded from below on H+ and
J (z) → −∞, as z ∈ H−, ‖z‖ → ∞,
then Ck( J ,∞) = 0.
4. Proofs of the main theorems
Now we give the proofs of Theorems 1.1–1.6.
Proof of Theorem 1.1. We only prove case (iii); the other cases can be proved similarly. Let ξ j(H∞P ) be the normalized
eigenvector associated to the j-th positive eigenvalue λ j(H∞P ). Set
V = span{ξ1(H∞P ), . . . , ξk−1(H∞P )}, W = V⊥.
Then H = V ⊕W and dim V = k−1. Since k ∈ [2,2N] and λ1(H∞P ) < λ2(H∞P ), we may suppose, without loss of generality,
that λk−1(H∞P ) < λk(H∞P ) = 1. Therefore, the inequality (2.7) implies that, for any z ∈ V \ {0},
‖z‖2  λk−1(H∞P )
N∑
i=1
(
z(i)
)T
H∞z(i) <
N∑
i=1
(
z(i)
)T
H∞z(i).
Noting that V is ﬁnite dimensional, there is δ > 0 such that (1+ δ)‖z‖2 <∑Ni=1(z(i))T H∞z(i), i.e.
‖z‖2 −
N∑
i=1
(
z(i)
)T
H∞z(i) < −δ‖z‖2.
By (3.10) and the continuity of F , for any ε ∈ (0, δσ2 ), there exists Mε > 0 such that∣∣∣∣F (z) − 12 zT H∞z
∣∣∣∣ ε2 |z|2 + Mε, ∀z ∈ R2. (4.1)
Hence, we have
J (z) = 1
2
‖z‖2 −
N∑
i=1
F
(
z(i)
)
 1
2
‖z‖2 −
N∑
i=1
[
1
2
z(i)T H∞z(i) − ε
2
|z(i)|2 − Mε
]
 1
2
(εσ2 − δ)‖z‖2 + NMε.
Since ε ∈ (0, δ ), we conclude thatσ2
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Noting that λk(H∞P ) = 1, the inequality (2.8) implies that, for any z ∈ W ,
‖z‖2 
N∑
i=1
(
z(i)
)T
H∞z(i).
By Lemma 3.2(i) and the continuity of F , there exists M∞ > 0 such that F (z) − 12 zT H∞z  M∞ for all z ∈ R2. Thus, we
have
J (z) = 1
2
‖z‖2 −
N∑
i=1
F
(
z(i)
)
= 1
2
[
‖z‖2 −
N∑
i=1
z(i)T H∞z(i)
]
−
N∑
i=1
[
F
(
z(i)
)− 1
2
z(i)T H∞z(i)
]
−NM∞.
Using Lemma 3.1 and Proposition 3.2, we have
Ck−1( J ,∞) = 0. (4.2)
On the other hand, by (3.4), J ′′(0) = I2N − B−1H0 ⊗ IN . Then the eigenvalues of the matrix J ′′(0) are 1 − 1/λ j(H0P ),
j ∈ [1,2N]. As λm(H0P ) < 1 < λm+1(H0P ), z = 0 is a nondegenerate critical point of J with the Morse index μ0 = m.
Therefore,
Cq( J ,0) = δq,mZ. (4.3)
By (4.2), (4.3) and m = k − 1, J must have a nontrivial critical point z∗ such that Ck−1( J , z∗) = 0. This completes the
proof. 
Proof of Theorem 1.2. We only prove case (iii). By (3.4), we have (4.3). Let
V = span{ξ1(H∞P ), . . . , ξk(H∞P )}, W = V⊥.
Then H = V ⊕ W and dimW = 2N − k. Since k ∈ [1,2N − 1] and λ2N−1(H∞P ) < λ2N(H∞P ), we may suppose, without loss
of generality, that λk+1(H∞P ) > λk(H∞P ) = 1. Therefore, the inequality (2.8) implies that, for any z ∈ W \ {0},
‖z‖2  λk+1(H∞P )
N∑
i=1
(
z(i)
)T
H∞z(i) >
N∑
i=1
(
z(i)
)T
H∞z(i).
Noting that W is ﬁnite dimensional, there is δ > 0 such that (1− δ)‖z‖2 >∑Ni=1(z(i))T H∞z(i), i.e.
‖z‖2 −
N∑
i=1
(
z(i)
)T
H∞z(i) > δ‖z‖2.
By (4.1), we have
J (z) = 1
2
‖z‖2 −
N∑
i=1
F
(
z(i)
)
 1
2
‖z‖2 −
N∑
i=1
[
1
2
z(i)T H∞z(i) + ε
2
|z(i)|2 + Mε
]
 1
2
(δ − εσ2)‖z‖2 − NMε.
Taking ε ∈ (0, δσ2 ), we conclude that
J (z) → +∞ as ‖z‖ → ∞, z ∈ W .
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‖z‖2 
N∑
i=1
(
z(i)
)T
H∞z(i).
Thus, by Lemma 3.2(ii), we have
J (z) = 1
2
‖z‖2 −
N∑
i=1
F
(
z(i)
)
= 1
2
[
‖z‖2 −
N∑
i=1
z(i)T H∞z(i)
]
−
N∑
i=1
[
F
(
z(i)
)− 1
2
z(i)T H∞z(i)
]
 NM∞.
Using Lemma 3.1 and Proposition 3.2, we have
C2N−k(− J ,∞) = 0. (4.4)
On the other hand, by (3.4), − J ′′(0) = B−1H0 ⊗ IN − I2N . Then the eigenvalues of the matrix − J ′′(0) are 1/λ j(H0P )− 1,
j ∈ [1,2N]. As λm(H0P ) < 1 < λm+1(H0P ), z = 0 is a nondegenerate critical point of − J with the Morse index μ0 = 2N−m.
Therefore,
Cq(− J ,0) = δq,2N−mZ. (4.5)
By (4.4), (4.5) and m = k, − J must have a nontrivial critical point z∗ such that C2N−k(− J , z∗) = 0. This completes the
proof. 
Proof of Theorem 1.3. We only prove case (i). By λk(H∞P ) = 1, we have (4.2). By (F+∞), Lemma 3.1 and Proposition 3.2, we
have that J must have a critical point z∗ such that Ck−1( J , z∗) = 0. Without loss of generality, we can suppose the function
F ∈ C2(R2,R) such that F (0) = 0. As ∇ F (0) = 0, we have
lim|z|→0
F (z) − 12 zT H0z
|z|2 = 0. (4.6)
Using (F−0 ) and (4.6), for any ε > 0, there is ρ > 0 such that ρσ2 := δ1  δ and
−1
2
ε|z|2  F (z) − 1
2
zT H0z 0, ∀|z| δ1.
Let ξ j(H0P ) be the normalized eigenvector associated to the j-th positive eigenvalue λ j(H0P ), and let
H− = span{ξ1(H0P ), . . . , ξm−1(H0P )}, H+ = (H−)⊥.
Then H = H− ⊕ H+ and dim H− = m − 1. Since m ∈ [2,2N] and λ1(H0P ) < λ2(H0P ), we may suppose, without loss of
generality, that λm−1(H0P ) < λm(H0P ) = 1. Then μ0 =m− 1.
For any z ∈ H− , ‖z‖ ρ implies |z(i)| δ, for i ∈ [1,N]. Then we have
J (z) = 1
2
‖z‖2 −
N∑
i=1
F
(
z(i)
)
 1
2
‖z‖2 − 1
2
N∑
i=1
[
z(i)T H0z(i) − ε
∣∣z(i)∣∣2]
 1
2
(1+ εσ2)‖z‖2 − 1
2
N∑
i=1
z(i)T H0z(i)
 1
2
[
(1+ εσ2)λm−1(H0P ) − 1
] N∑
i=1
z(i)T H0z(i).
Noting that λm−1(H0P ) < 1, we can choose ε > 0 small enough such that J (u) 0 for ‖z‖ ρ , z ∈ H− . For z ∈ H+ , we still
have that ‖z‖ ρ implies |z(i)| δ, for i ∈ [1,N]. Thus we can get
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2
‖z‖2 −
N∑
i=1
F
(
z(i)
)
 1
2
‖z‖2 − 1
2
N∑
i=1
z(i)T H0z(i)
 1
2
λm(H0P )
N∑
i=1
z(i)T H0z(i) − 1
2
N∑
i=1
z(i)T H0z(i) = 0.
This implies that J has a local linking at 0 with respect to H = H− ⊕ H+ . By Proposition 3.1, we have that Cq( J ,0) =
δq,m−1Z. Since m = k, z∗ = 0. Therefore, z∗ is a nontrivial critical point of J . This completes the proof. 
Proof of Theorem 1.4. We only prove case (iii). By assumptions, we have that Cq( J ,0) = δq,m−1Z. Because
J (z) = 1
2
‖z‖2 −F (z)
= 1
2
[〈z, z〉 − zT (H∞ ⊗ IN)z]+ 1
2
zT (H∞ ⊗ IN)z −F (z)
= 1
2
〈(
IN − H∞ ⊗ B−10
)
z, z
〉+ 1
2
zT (H∞ ⊗ IN)z −F (z)
=: 1
2
〈T∞z, z〉 + h(z),
where
T∞ = I2N − H∞ ⊗ B−10 , h(z) =
1
2
zT (H∞ ⊗ IN)z −F (z),
then T∞ is a bounded self-adjoint operator deﬁned on H , h ∈ C1(H,R) has compact differential h′(z) = B−1(H∞ ⊗ IN z −
F ′(z)). By λk(H∞P ) < 1 < λk+1(H∞P ), we get
dimW−∞ = k, dimker T∞ = 0.
Obviously, it follows from (1.2) and (1.3) that ‖h′(z)‖ = o(‖z‖) as ‖z‖ → ∞. Hence, we get by [4, Lemma 5.1 and Remark 5.2
of Chapter 2] that
Cq( J ,∞) = δq,kZ. (4.7)
As k =m− 1, we have that J must have a nontrivial critical point z∗ . This completes the proof. 
Proof of Theorem 1.5. We only prove case (iii). By assumptions, we have (4.3) and (4.7). Since k =m, we get that J must
have a nontrivial critical point z∗ . This completes the proof. 
Proof of Theorem 1.6. By assumptions, we can similarly obtain
Cq( J ,0) = δq,μ0Z, Cq( J ,∞) = δq,μ∞Z.
Since μ0 = μ∞ , we know that J must have a nontrivial critical point z∗ . 
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