Abstract-A new algorithm for the detection of underwater man-made objects in sonar imagery is proposed. The algorithm is made extremely fast by employing a cascaded architecture and by exploiting integral-image representations. As a result, the method makes real-time detection of objects of interest in streaming sonar data collected by an autonomous underwater vehicle feasible. No training data is required because the proposed method is adaptively tailored to the environmental characteristics of the sensed data that is collected in situ. The flexible yet rigorous approach also addresses and overcomes five major limitations that plague the most popular detection algorithms that are in common use. The power and utility of the proposed approach is demonstrated on a large, challenging data set of synthetic aperture sonar imagery collected at sea.
I. INTRODUCTION
The high-resolution imaging of underwater environments afforded by sonar has proven particularly useful for the detection of man-made objects on the seabed. Thanks to breakthroughs in marine robot technology, the sonar data used to address this task is invariably collected by an autonomous underwater vehicle (AUV).
Because of the inherent danger and time-sensitive nature of these costly operations, the next urgent priority is to embed intelligence in the AUV so that it can immediately react to the data it collects. By adapting its survey route in situ and efficiently allocating resources, the AUV can collect the most informative data for the task at hand while simultaneously reducing costs.
Before this goal can be realized, however, an algorithm is needed that can perform robust object detection in near-realtime onboard an AUV with limited processing capabilities. The existing detection algorithms in widespread use suffer from several limitations that preclude this possibility.
In this work, a novel algorithm for the detection of underwater man-made objects in synthetic aperture sonar (SAS) imagery is presented. The proposed method is an adaptive algorithm that explicitly accounts for environmental characteristics, image quality, and other physics-based aspects of the problem. By incorporating adaptivity into the algorithm, the flexible yet rigorous approach also addresses and overcomes five major limitations that plague the most popular detection algorithms that are in common use.
The remainder of this paper is organized as follows. Sec. II provides background about the underwater object detection task and notes the limitations of existing detection algorithms. The proposed cascaded detection algorithm is described in Sec. III. Experimental results on real, measured sonar data collected at sea are presented in Sec. IV, followed by a brief discussion in Sec. V. Concluding remarks and directions for future work are noted in Sec. VI.
II. UNDERWATER OBJECT DETECTION

A. Background
The high-resolution imaging of underwater environments afforded by SAS [1] is particularly useful for the detection of man-made objects on the seabed. The need to perform such detection in an automated manner with no human intervention is motivated by the desire to conduct fully autonomous detection missions with an AUV.
Once the sonar data has been collected and processed into imagery, an object detection algorithm is applied. Typically, these detection algorithms search for highlight-shadow patterns characteristic of man-made objects of interest. The highlight is the result of the acoustic echo from the object itself, while the shadow that is cast is due to the geometry between the object (and specifically its height above the seafloor) and the grazing angle of the transmitted signal.
B. Motivation
Existing underwater object detection algorithms [2] - [6] suffer from at least one of five major limitations.
First, detection algorithms invariably assume that the image quality is uniformly excellent across the entire image. However, real data collected at sea often violates this assumption. In practice, images often become noisy at long range where the requirements for SAS processing are more stringent [7] . The degradation of image quality severely impacts the "purity" of the shadows cast by targets, and therefore, also detection performance.
Second, many detection algorithms do not sufficiently exploit the range-dependent nature of target echoes and shadows that can be predicted based on physics-based propagation models and geometrical considerations, respectively. Specifically, it is known a priori that the signal-to-noise ratio (SNR) will be weaker at short range, where the grazing angle with the seabed is closer to normal, and that the length of shadows cast by an object will be longer at longer ranges.
Third, most detection algorithms are not tailored to the environmental conditions where the surveying occurs, relying instead on training data from a different site. By not taking the seabed composition into account, the detection results in certain environments become biased.
Fourth, the detection threshold of a detector is, in general, an arbitrary score with no physical meaning. As a result, there is no principled way to set an appropriate threshold at which to conduct detection operations.
Fifth, most detection algorithms rely on matched-filteringtype approaches that employ discrete Fourier transforms. Although relatively fast, these methods require the full sonar image to be available, thereby precluding the possibility of "streaming" real-time detection.
III. PROPOSED ADAPTIVE DETECTION ALGORITHM
The overall objective is to create a robust algorithm that will reliably detect underwater man-made objects of interest. However, the algorithm must also be fast to permit realtime streaming detection onboard an AUV equipped with limited processing capabilities. Since no human intervention is allowed, the algorithm must be flexible enough to sense and adapt to changing environmental conditions from the data collected in situ. At the same time, the proposed method should directly address and overcome the limitations that plague existing detection algorithms.
To satisfy these requirements, extensive domain-specific knowledge we possess about the problem is exploited. Emphasis is also placed on tailoring the algorithm, where possible, to the fundamental underlying physics and geometry of the application. The result is a hybrid of rigor and flexibility. Additionally, the cascaded algorithm architecture is designed to minimize computational costs by operating on progressively smaller portions of the image at each stage.
The following sections will describe each step of the detection algorithm that resulted from these considerations. The algorithm description will be supplemented by figures illustrating the effects of each step on an example sonar image, shown in Fig. 1(a) , which contains four man-made objects of interest.
A. Integral Image
An integral image [8] is an image representation that allows for very fast computation of rectangular, Haar-like features at any scale or location in constant time. In subsequent stages of the algorithm, such rectangular features will be invaluable for assessing certain distinguishing characteristics of objects, such as echo and shadow levels. The use of an integral-image representation is also a key that makes streaming detection possible.
Thus, rather than operating on the pixel-based system of the sonar image, we immediately transform to an integral-image system. In fact, one need not ever form the full sonar image onboard the AUV since the integral-image representation contains equivalent information.
Starting from an original sonar image, A, the corresponding integral image, I, is constructed as follows. The value at a location (x, y) in the integral image corresponds to the sum of the pixels above and to the left of (x, y), inclusive, in the original image, A. That is, I(x, y) = x ≤x,y ≤y A(x , y ).
(1)
The integral image is quickly generated using the recursive relation
where z(x, y) is the cumulative sum of pixels in a row of the original image,
The integral-image approach is particularly well-suited for tasks with streaming sonar data because the construction of an integral image exactly mimics the manner in which the data is collected, namely in a row-wise fashion. For a given alongtrack position of the AUV, the sonar returns corresponding to a set of ranges -which comprise the columns of the sonar "row-image" -are used in the calculation.
The integral-image representation corresponding to the sonar image in Fig. 1 (a) is shown in Fig. 1 
(b).
Once the integral image is constructed, the ripple detection algorithm never again requires use of the original sonar image. Subsequent stages of the detection algorithm instead repeatedly exploit the integral image.
B. Background Estimation
The first use of the integral image, I, is in the estimation of the sonar-image background map, B. The purpose of the background map is to establish the reverberation level of the seabed in order to subsequently determine locations of shadows in the image.
The reverberation level is a strong function of the seabed composition, so assuming a pre-defined threshold to determine what constitutes background levels is not reliable. For instance, the reverberation level of a soft muddy seabed will be lower than that of a seabed of hard-packed sand. In fact, natural seabed variations can cause the reverberation level to vary substantially at a given site or even within the same image.
A data-driven approach that defines the background level according to some global average over the sonar image could therefore fail catastrophically. Such a method would also require possession of a full image, which would preclude the possibility of streaming, real-time execution. Instead, we argue that the background estimation should be performed in the image locally.
Thus, in this work, a robust estimation of the background is obtained by using the local characteristics of the seabed in the measured data. The inherent flexibility afforded by tailoring the estimation to the data itself improves the method's robustness for successfully dealing with different environments. The adaptive estimation also eliminates the possibility of training data mismatch [9] , [10] , since no training data is used.
The background estimation is calculated using a split window [11] that we call an "Austrian flag" template since it is composed of three equally-sized horizontal bands of which the top and bottom bands (red in the flag) contribute to the background value, while the middle band (white in the flag) does not. Each band, or rectangle, is of the same size, b x = 2.5 m in the along-track direction and b y = 5.0 m in the range direction.
The background score at location (x, y), B(x, y), is then the mean pixel value in the two rectangles with the "flag" centered around (x, y). Thanks to the integral-image representation, the calculation of the two rectangles that contribute to the background value at a given location can be computed quickly, with a total of only eight array references from the integral image.
Specifically, the background score at (x, y) is calculated as
where δx and δy are the numbers of pixels that correspond to b x and b y , respectively, and a b is the total number of pixels involved in the sums, so that the result is the mean pixel value from the two rectangular areas. The region immediately surrounding a location (i.e., the "middle band") is not used in the background calculation because those pixels, if an object were present, would be related to the object.
The resulting background map from using the integral image in Fig. 1(b) is shown in Fig. 1(c) .
C. Shadow Estimation
Next, the integral image is used again to construct a shadow map. The purpose of the shadow map is to aid in the determination of the locations of shadows in the image that could have been produced by objects of interest.
Recall that the objective of the detection algorithm is to detect objects of interest on the seafloor. The extensive domain-specific knowledge we possess allows us to estimate the minimum height above the seafloor that such an object would extend.
But the unique geometry of the problem -involving the AUV and sonar and objects on the seafloor -provides considerably more information that can be exploited in the detection algorithm. Any object that rises above the seafloor will necessarily cast a shadow (except in pathological cases that can be ignored here). Moreover, the length of the shadow that is cast will be a function of the relative positions of the object and the sonar.
For an AUV operating at an altitude a above the seafloor, and for an object of height h sitting on the seafloor at a range r away from the AUV, simple geometry dictates that the length of the shadow that will be cast by the object will be
The value of h is set to the minimum height of an object that we are interested in detecting, based on extensive domain knowledge; a is measured directly onboard the AUV.
To respect the inviolable geometry of the problem, the size of the rectangular template used for the shadow calculation is made range-dependent, effectively refining the search for simple shadows to a search for shadows of an appropriate length. This choice instills an additional layer of rigor into the method. The size of the rectangle used in the calculation is s x = 0.5 m in the along-track direction, but s y from (5) in the range-direction.
The shadow score at (x, y) is taken to be the mean pixel value over the rectangle (centered around (x, y)), again calculated quickly thanks to the integral-image representation,
where δx and δy are the numbers of pixels that correspond to s x and s y , respectively, and a s is the total number of pixels involved in the sum, so that the result is the mean pixel value from the rectangular area. The resulting shadow map from using the integral image in Fig. 1(b) is shown in Fig. 1(d) .
It should be noted that because of the integral-image representation, the range-dependent nature of the template causes no additional computational complexity. In contrast, existing detection algorithms that employ matched-filtering-type methods that rely on discrete Fourier transforms cannot enjoy this range-dependent flexibility. Instead, those approaches will be inherently mismatched (since the geometry of the problem is not respected) and inferior; those approaches must either use a single average range (which biases against detecting targets at certain ranges) or repeat the whole process multiple times for different expected shadow sizes, which increases the computational time. Also, the approaches employing Fourier transforms require a full image, which precludes streaming detection.
D. Addressing Poor Image Quality
It is commonly assumed that all sonar images are of good quality everywhere, but that is often not the case with real sonar data collected at sea [12] . In particular, image quality often degrades significantly at long range where the effects of multipath manifest [13] , or where the more stringent motion correction requirements for successful SAS image formation cannot be satisfied [7] .
In this poor image quality regime, shadow purity is diminished (i.e., shadows "fill in"), making shadows an unreliable clue for object detection. Therefore, in the proposed algorithm, all regions in the image where the image quality is poor are automatically retained to be examined further in the subsequent stages.
The image quality is quantified by the peak correlation between successive pings at a given range (i.e., distance from the sonar) since this quantity, termed the coherence, is directly proportional to the image's SNR [14] , and has been shown [15] to be a reliable predictor of SAS image quality.
E. Region of Interest Determination
After a background map, B, and a shadow map, S, are constructed, the regions of the image that may possibly contain targets of interest are determined.
Any pixel for which the shadow map value is sufficiently lower than the corresponding background map value is declared to be a region of interest that will receive further investigation. Specifically, if S(x, y) < βB(x, y), then the pixel (x, y) is considered to be part of a shadow and therefore a region of interest that will receive further investigation. The scaling factor β makes the requirement for shadows more stringent. (Essentially, this defines that a shadow is when the pixel value is a certain amount less than the average value of the surrounding background.)
This test is the first data-reduction stage of the detection cascade. It achieves a large-scale reduction in pixels that must be examined further -in practice, more than 90% of the pixels are usually removed in this step -thereby greatly reducing computation loads of all subsequent stages.
The binary result of the background and shadow map comparison is shown in Fig. 1(e) , where white pixels correspond to regions of potential alarms that will be investigated further.
It should be noted that we do not simply search for low pixel values in the sonar image. Rather, we tailor the detection algorithm to mimic what we hypothesize the human visual system does when performing detection: searching for pixels or groups of pixels for which the relative pixel value is lower than the values of the surroundings. That is, we exploit contextual information, via the background map, in the detection process.
In addition, the algorithm is made more robust because it focuses on an intrinsic aspect of the problem: objects of interest must rise a certain height above the seafloor, which means a shadow of a particular length will be cast. Since naturally occurring highlights (not caused by objects extending above the seabed) in sonar images are common, searching first for locations of high signal strength could generate many false alarms.
F. Echo Estimation
Next, the echo score is calculated for the remaining potential alarms by again exploiting the integral image. Specifically, the mean pixel value in a rectangular area about a given location is used as the echo score.
The size of the rectangle used in the calculation is e x = 0.75 m in the along-track direction and e y = 0.5 m in the range direction. This size is chosen because it is related to the smallest object of interest we wish to detect.
The echo score at (x, y) is taken to be the mean pixel value over the rectangle, calculated as
where δx and δy are the numbers of pixels that correspond to e x and e y , respectively, and a e is the total number of pixels involved in the sum, so that the result is the mean pixel value from the rectangular area. It should be noted that a minor realignment must be effected prior to the echo score calculations because the potential alarm locations are located in the shadows that are cast by the object that is nearer in range (i.e., closer to the sensor), while the echo scores that we desire should correspond to the highlights produced by the objects themselves (not their shadows). Therefore, the locations at which the echo score is computed are all shifted closer in range by 3e y /2.
G. Echo-Loss Correction
The incident angle of the sonar signal is closer to normal at shorter ranges, so the seabed will reflect back more energy to the sonar receiver on the AUV. Natural propagation loss means that the sonar returns from the seabed at longer ranges will be weaker. As a result, the SNR of a target at short range will necessarily be lower than the SNR of the same target at longer range. After standard range-normalization is performed to achieve approximately range-independent pixel levels in the sonar image, the echoes at shorter ranges will effectively be decreased.
To eliminate this undesirable natural phenomenon, which would make targets at shorter range more difficult to detect, a rigorous range-dependent correction term that is based on the well-known propagation loss equation [16] is applied. The echo correction that we add to the echo score of a potential alarm at range r is (r) = 20 log 10 r 0 r ,
where r 0 is a reference range set to the nominal maximum range of the sonar (here, r 0 = 150 m). The resulting echo map is shown in Fig. 1(f) , where it can be observed that the calculations are performed only at the potential alarm locations, which again saves computation.
H. Region of Interest Determination Redux
The echo correction term ensures that the echo score of a given target will be approximately range independent. In turn, this permits the use of a single detection threshold for all ranges.
The echo scores are directly related to the signal strength of the objects, which means that setting a detection threshold , which is then used to estimate a background map (c) and a shadow map (d), the comparison of which generates a map of potential alarms (e). The integral image is again used to estimate the echo map (f) at locations of potential alarms, after which a threshold is applied to obtain the final areas of potential alarms (g), which are then converted into discrete detections (h). can be determined rigorously. Specifically, the threshold can be set such that we wish to detect any object for which the signal strength exceeds a given level. In contrast, other detection algorithms are forced to set an arbitrary threshold value because the detection score, usually related to how well an area of the image matches a highlightshadow pattern characteristic of objects, cannot be equated to a well-defined, tangible, physical quantity.
The final stage of the detection cascade removes those areas for which the echo score is below the desired signal-strength threshold. The map of potential alarms that remain after this stage are shown in Fig. 1(g ).
I. Final Detection Map
The final step of the detection algorithm is to convert the areas of potential alarms to a list of discrete alarms. To do this, the location of the maximum echo score -which subsequently is treated as that alarm's detection scorewithin each potential alarm region is treated as the alarm location.
To present this result visually for our example image, we plot the alarm locations overlaid on the original sonar image, in Fig. 1(h) . It can be seen that all 4 targets were successfully detected while incurring zero false alarms. For purposes of comparison, application of a widely used method [6] that employs a matched-filtering-type procedure on this image resulted in 3 false alarms and also failed to detect 2 objects of interest.
IV. EXPERIMENTAL RESULTS
In April-May 2008, the NATO Undersea Research Centre (NURC) conducted the Colossus II sea trial in the Baltic Sea off the coast of Latvia. During this trial, high-resolution sonar data was collected by the MUSCLE AUV, which is equipped with a 300 kHz sonar with a 60 kHz bandwidth that can achieve image resolution of approximately 3 cm.
At two sites with different seabed characteristics, one in Rīga Bay ("Area A") and one off the coast of Liepāja ("Area C"), a set of man-made objects of interest (of different shapes and characteristics) were deployed and a series of AUV surveys was performed over the area. A summary of the data set details is shown in Table I . The seabed at Area A is softer, with a muddy composition. The seabed at Area C is characterized by hard-packed sand. To demonstrate the promise of the proposed detection algorithm, we evaluated its performance on these data sets. For purposes of comparison, we also considered the standard detection algorithm used in [6] , since slight variations of this popular method are in widespread use. (This comparison is also fair because neither of the methods exploit or require any training data.) This standard ("old") method, which suffers from the various limitations noted previously, performs detection by correlating a template, consisting of a generic highlight-shadow pattern characteristic of man-made objects of interest, with the sonar images.
The resulting detection performance at the two sites is shown in Fig. 2 in terms of receiver operating characteristic (ROC) curves, generated by varying the final detection threshold. It can be seen that the proposed method achieves superior performance to the popular existing method.
The gain in performance at Area A, which was characterized by soft mud, can be attributed to the proposed algorithm's ability to detect objects with weaker responses. In particular, the echo correction term ensures that objects at short range will be detected at the same rate (and at comparable detection scores) as objects at long range.
The gain in performance at Area C, which was characterized by hard-packed sand, is because the proposed algorithm bases its initial search on shadows rather than strong echoes. Naturally occurring variation on the seabed that can generate strong echoes is common in hard-packed sand; such areas, even if lacking a strong shadow, then necessarily generate high detection scores using the old method, since the contribution of large-valued highlight pixels overwhelms that of shadow pixels in the template score.
It should also be noted that the proposed algorithm's use of an integral-image representation and a cascaded architecture allow very quick execution such that streaming real-time detection onboard an AUV would be feasible.
V. DISCUSSION
The five previously mentioned limitations that plague many existing detection algorithms were taken into account during the construction of the proposed algorithm. As a result, the new method overcomes all of these limitations.
First, the proposed detection algorithm explicitly takes the image quality into account by relaxing the requirements for the shadow purity where the image quality, quantified by the peak correlation between successive pings, is poor.
Second, the algorithm defines the size of the shadow template based on geometrical considerations, adapting based on the altitude of the AUV, so that the template size is a function of range. (Because of the new manner in which the algorithm is constructed, the detection can still be performed over an entire image in a single computation, even with range-dependent template sizes.) In addition, the detection scores are also weighted according to a well-known, physical propagationloss model, so that near-range objects are not systematically biased with lower detection scores. Instead, a given object will produce detection scores that are independent of range.
Third, the algorithm is intimately tied to the environmental conditions by taking into account the composition of the seabed via the local estimation of the background. As a result, shadows can still be reliably detected even in soft seabed, which will have a weaker reverberation level that is closer in value to an actual shadow.
Fourth, the algorithm is formulated such that the detection score is directly proportional to the signal strength of an object. Therefore, setting the detection threshold has real, physical meaning: the minimum signal strength of an object for which detection is mandated.
Fifth, the proposed algorithm employs a remarkable construct from the vision community, the integral-image representation of the sonar image, that makes fast, real-time detection possible by performing a matched-filtering-like procedure using only a handful of addition operations.
VI. CONCLUSION A fast, novel algorithm for the detection of underwater man-made objects was presented. The promising proposed approach addresses and overcomes several limitations of existing underwater object detection algorithms. By exploiting integral-image representations and by adhering to a cascaded architecture, the algorithm makes streaming, near-real-time detection onboard an AUV feasible.
Related ongoing work that will be continued in the future is concentrated on reducing false alarms caused by sand ripples. Preliminary results of a ripple-detection algorithm that can easily be incorporated into the overall object-detection algorithm for this purpose are promising.
Future work will attempt to perform near-real-time detection and survey route adaptation, based on detected objects and sand ripples, in a completely autonomous manner at sea with an AUV.
