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INTRODUCTION 
Evaluation of aging aircraft involves inspection of large areas of plates, including lap 
joints, bonded material and other complex geometries. These inspections need to be done 
within a reasonable time in order to be economical. Ultrasonic measurements of plate-
modes propagating for large distances [1] are a promising method for fast detection of these 
defects in a commercial environment. There is a need to predict the waveforms of such 
waves in order to analyze the results of the experimental data. Analytic solution cannot 
always be found for general cases, therefore, numerical prediction of elastic wave 
propagation for long distances is desired. However, the large problem size and the long 
propagation time that is involved require careful attention to the discretization. Small mesh 
size discretization which is needed for accurate solutions can no longer be practical because 
of the memory limitations and the high computational costs. On the other hand, a large mesh 
size can cause severe errors especially when long propagation time is concerned. This paper 
describes a new method which successfully deals with this issue. 
THE GOVERNING EQUATIONS 
The equations of motion in stress-displacement formulation are: 
(1) 
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where the stress-strain relations, given by the generalized Hooke's law, are: 
(2) 
giving the general expression for the equations of motion in terms of displacements: 
(3) 
In this paper we discus the isotropic case although the numerical method presented is 
applicable to any linear elastic material. For isotropic materials: 
Substituting Eq. (4) in Eq. (1), the equations of motion for homogeneous isotropic 
material, in terms of displacements, are obtained [2]: 
(A. + !l) ui,ii + !lui,ii = pili 
(4) 
(5) 
We are interested in the three-dimensional solutions of these equations for long 
propagation time and large distances. Boundary conditions for such problems are 
formulated in terms of stress. Our focus here is the treatment of the interior equations. The 
proper treatment of the boundary conditions will be discussed elsewhere, 
METHOD OF SOLUTION 
The numerical solution is done in terms of displacements. Instead of using a direct 
discretization of Eq, (4), the numerical method is defined using Eq. (1) and Eq. (2), This is 
done by defining an operator A such that Eq. (1) can be expressed as Aa = U where U is 
the displacement vector (uI , U2, U3) and a = (all' a 22, a 33, a 12, a 23 , ( 31 ) T. Defining an 
operator B, Eq. (2) is written as a = B U, Hence, the equations of motion in terms of 
displacement can be written as LU = U, where L = AB. 
The operator A is: 
[" 0 0 a,2 0 ~ 1 1 ,I A = P ~ a,2 0 a,l a,3 (6) 0 a,3 0 a,2 a,l 
and the operator B, for the isotropic case, is: 
(A. + 2!l) a,l A.a,2 A.a,3 
A.a,1 (A.+ 2!l)a,2 A.a,3 
B= A.a,1 A.a,2 (A. + 2!l) a,3 (7) 
!la,2 !la,1 0 
0 !la,3 !la,2 
!la,3 0 !la,1 
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This factorization of the operator L to a product of two operators, A and B, making it suitable 
for formulation of stress-related boundary conditions. The factorization also allows us to 
define only one discrete operator, approximation a/ax;, to express the full scheme. 
Moreover, it is applicable also to the case of non-isotropic material with an appropriate 
operator B. 
Time integration 
In order to use standard Runge-Kutta methods for time integration of the equations, 
the system of 2nd order partial differential equations LU = 0 is reduced to a first order 
system in time as: 
(8) 
where I is the identity matrix. Another way [3] for reduction to a first order system is by 
formulating the equations in terms of stresses-velocities instead of stresses-displacements. 
In order to maintain accuracy for long propagation time, high order Runge-Kutta 
method is used. In the range of up to 8th order, 1st and 2nd order are unstable [4], as well as 
5th and 6th order. These schemes violate the energy conservation in a way that the solution 
diverges. On the other hand, 3rd and 4th order [4], 7th and 8th orders are stable, therefore the 
solution converges to the exact differential solution when the mesh is refined. An nth order 
Runge-Kutta method can be expressed as: 
(9) 
In general, the higher the order of the method, the more accurate is the time 
integration. However, one can design time marching schemes for long propagation time 
which are better than the standard Runge-Kutta. This can be done in an equivalent 
technique to the one for improving the spatial discretization as described next. We omit here 
the discussion of improving the time integration since the saving obtained by improving the 
space discretization is much larger. Doubling the temporal step size reduces computational 
time by a factor of two, while doubling the spatial step size reduces both computational time 
and memory requirements by a factor of eight. 
Space discretization 
Discretization of the spatial operator P = a/ax; appearing in the 3-D problem, Dens. 
(6)-(8) was examined using non-staggered and staggered schemes, both compact and non-
compact. Examples are shown in Fig. 1. Non-staggered schemes can be written as: 
(10) 
while staggered schemes have the form: 
(11) 
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(a) aU/ax (b) au/ax 
t t 
+ + + + + + + + + + + + + + + + 
+ + + + 
u u u u 
(c) au/ax (d) au/ax 
t au/ax. t .au/ax 
+ + + + + + + + + + + + + + + + 
+ + + + + + • + + + + • 
u u u u u u u u u u u u 
Fig. 1. Types of discrete operators: ~a) 2nd order non-staggered, (b) 2nd order 
staggered, (c) 6th order staggered, (d) 6 order staggered compact. 
For non-compact schemes N = 0, while N> 0 for compact schemes. Compact 
schemes use smaller stencils of points, i.e. they span a narrower region around the point 
where the operator is calculated. Such schemes enable the use of their interior formula 
closer to the boundary. However, their use involve the inversion of small-band matrices. 
The symbol p (~) of the spatial-<>perator P is defined by its action on a single 
spatial-frequency component exp(i r;c) with a wavenumber ~: 
(12) 
Evaluation of the different discretization schemes can be done by comparing their 
symbols to the symbol of the differential operator. A deviation from the exact symbol results 
in errors in the numerical solution. The error for a single component exp(j~x) is linearly 
proportional to the propagation time T and to Iph (~) - p ( ~) I ' where p (~) is the symbol of 
the differential operator and ph (~) is the symbol of the discrete operator. The total error of 
the solution which corresponds to L can be expressed in terms of these components. 
Discretization with spacing of h can describe signals with spatial-frequency contents 
up to xl h. When the grid is fine enough, the energy for a given physical problem is 
contained in a small region near the zero frequency. Conventional schemes are designed to 
minimize the error there, hence, they are adequate only when enough refinement is possible. 
Such refinement is not feasible for long-propagation problems, requiring the design of a 
new scheme taking into account the energy distribution in the problem. The energy 
distribution of the error as a function of the wavenumber ~ is: 
Il (~) -p (~)I·luo(~)1 
where Uo (~) is the energy distribution of the initial condition. In order to improve the 
scheme, the maximal value of the expression in Eq. (13) should be minimized: 
where ph is taken from a given family of schemes. 
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(13) 
(14) 
RESULTS AND DISCUSSION 
The effectiveness of different schemes for long propagation time is demonstrated by 
comparing them to the exact solution. Results are shown for 2nd order and compact 6th order 
accurate schemes, both non-staggered as well as staggered. Their symbols are given next. 
2nd order non-staggered scheme: l (~) = ~ sin (~h) (15) 
2nd order staggered scheme: l (~) = ~ sin (~h/2) (16) 
6th order non-staggered compact scheme [5]: 
(17) 
where: ex = 1/3 a = 14/9 b = 1/9 (18) 
6th order one-parameter family of staggered compact schemes [5]: 
ph(~) = ~ [asin (~h/2) + ~sin (3~h12) + ~sin (5~h12) JI [1 +2excos (~h)] (19) 
where: 
a = (225 - 206ex) 1192 b = (414ex-25)/128 c = (9 - 62ex) 1384 (20) 
with ex = 9/62 for a stencil narrower by two points (Fig. Id). 
Fig. 2 shows the behavior of these symbols compared to j~, the symbol of the exact 
differential operator. The symbols of non-staggered schemes decrease drastically at high 
wavenumber values, approaching a value of zero at the maximum wavenumber. Since the 
speed of the wave component is proportional to 1m [p (~) ] I~, it follows that the speed of 
the wave at high wavenumber ~ is very slow, decreasing to zero at a wavenumber· h = 1t, 
which appears as standing waves of that wavenumber. This decrease in velocity can be seen 
in the two non-staggered cases in Fig. 2. Note that this wave dispersion is purely due to the 
discretization scheme, unrelated to the true physical behavior. 
s= 
. 
Wavenumber· h 
Fig. 2. Symbols: (a) Exact solution, (b) 2nd order non-staggered, (c) 6th order non-
staggered, (d) 2nd order staggered, (e) 6th order staggered. 
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Results of plane wave propagation of a typical Gaussian input waveform are shown 
next. The discretization was done such that the width A, where most of the energy of the 
Gaussian was confined (Fig. 3 and Fig. 6), spanned 10 points. Fig. 3 shows the waveforms 
displacements as a function of position after a propa~ation distance of SA, using 7th order 
Runge-Kutta time integration. The non-staggered 6 order spatial discretization scheme, 
used in Dens. (6)-(8), produced severe spurious oscillations already at such a short distance, 
whereas the staggered one displayed no noticeable dispersion errors yet. The 2nd order non-
staggered scheme, yielding a totally unacceptable results, is not shown. 
The energy distribution of the error according to Eq. (13) is shown in Fig. 4. The 
dominant wavenumber in the error, corresponding to the maximum of the curve, appears at 
wavenumber· h'" 1[/2. This leads to a dominant error with this wave number, showing as 
4-point spurious oscillation in the waveform. This can be seen in the 6th order non-
staggered case in Fig. 3. It is not noticeable yet in the staggered case because the energy of 
its error is much smaller. The improved scheme, obtained through the minimization as 
defined in Eq. (14), achieves a significant reduction in the maximum ofthe error (Fig. 5). Its 
symbol is given by Eq. (19) with ex = 0.24 where a, band c are given by Eq. (20). 
Fig. 6 shows results for conditions similar to those of Fig. 3, but for a much larger 
propagation distance - of 5001... As can be seen, the staggered scheme used previously 
already shows the expected spurious 4 point oscillations. The improved scheme, on the 
other hand, still gives an accurate result, thus, enables calculation of propagation time 
longer than that of the standard scheme by an order of magnitude. 
Looking at the propagation of a general input waveform, the error in the solution is 
proportional to the propagation time and to the error in the velocity of its spatial-frequency 
components. For a required error in the solution, a particular propagation time dictates the 
Fig. 3. A Gaussian waveform after a propagation distance of 5A: a) Exact solution, 
b) 6th order non-staggered numerical solution, c) 6th order staggered solution. 
o L-__ ~~ __ ~L-__ ~~~~ 
o Wavenumber· h 1[ 
Fig. 4. Error distribution: (a) 6th order non-staggered, (b) 6th order staggered. 
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0.3 ,----,..-,r------,,------,rr----, 
o ~--~~----~----~--~~ 
o Wavenumber· h 1t 
Fig. 5. Error distribution: (a) 6th order non-staggered, (b) 6th order staggered, 
(c) Improved 6th order staggered. [Note the change of the vertical scale from Fig. 4.] 
Fig. 6. A Gaussian waveform after a propagation distance of 500A.: a) Exact solution, 
b) 6th order staggered solution, c) Improved 6tJi order staggered solution. 
maximum allowed error in the velocity. Therefore, for a longer propagation time, a smaller 
error in the velocity is allowed. Fig. 7 shows the velocity of the different wavenumbers for 
the numerical solutions. 
In order to get an accurate enough solution, the energy of the input signal have to be 
confined to the appropriate lower part of the spectrum, as defined by the maximum error 
allowed. The efficiency of the scheme is determined by the width of this usable portion. 
Fig. 7 shows that the usable portion of the total spectrum is extremely low for non-
staggered scheme, making it inappropriate even for moderate propagation distances. The 
standard staggered scheme has a much better behavior, but for a large propagation time, 
when a very small error in the velocity is allowed, the usable portion of the spectrum 
reduces considerably. In order for the predominant wave energy to be contained in this 
>. 4% 
·13 
o (j) 
> 2% 
.... g 
W 0% 
o Wavenumber • h 1t 
Fig. 7. The error in the velocity of the numerical solution: (a) 6th order non-
staggered, (b) 6th order staggered, (c) Improved 6th order staggered. 
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range, the mesh size have to be reduced significantly, penalizing in increased memory 
requirements, as well as calculation time. On the other hand, the usable range of the 
improved scheme for this error level is about twice than that of the standard scheme, 
yielding a much better efficiency and allowing much larger propagation times. 
The computer memory required is proportional to the number of the elements given 
by (X/LU)' (y/~y). (z/~z),wherex,yandzarethephysicalsizesoftheproblem,and 
LU, ~y, M are the mesh sizes. The error of the solution is reduced when mesh size is 
smaller but memory requirements and calculation time increase. Improving the operators 
enable increasing the physical problem size and the propagation time, with given computer 
resources. 
CONCLUSIONS 
Economical ultrasonic inspection of large aircraft structures calls for measurements of 
propagation of waves for long distances. The numerical simulations needed to accompany 
such tests require special considerations with regards to limitations on memory and 
computation time, due to the size of the problem. We found that non-staggered schemes 
cannot be used but for very short distances and very fine meshes. Standard staggered 
schemes, which are suitable when propagation distances are moderate, require unrealistic 
fine mesh size to maintain acceptable error levels. The improved scheme presented here 
overcomes these limitations, allowing the efficient calculation, both in time and memory, of 
long propagation problems. Thus, the presented method is suitable for simulating and 
analyzing the ultrasonic data. 
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