Abstract. We introduce an integral form U of the quantized enveloping algebra of sl 2 . The algebra U is just large enough so that the quasi-R-matrix is contained in a completion of U ⊗ U . We study several completions of the algebra U , and determine their centers. This study is motivated by a study of integrality properties of the quantum sl 2 invariants of links and integral homology spheres.
Introduction
The purpose of this paper is to introduce an integral form of the quantized enveloping algebra U v (sl 2 ) of the Lie algebra sl 2 , and some completions of it. The motivation of this paper is a study of integrality properties of the colored Jones polynomials [12] of links and the Witten-Reshetikhin-Turaev invariant [15, 13] of 3-manifolds, which we announced in [2] .
Let U = U v (sl 2 ) denote the quantized enveloping algebra of the Lie algebra sl 2 , which is defined to be the algebra over the rational function field Q(v) generated by the elements K, K −1 , E, and F , subject to the relations KK −1 = K −1 K = 1 and
Let A = Z[v, v −1 ] be the Laurent polynomial ring, and set for i ∈ Z and n ≥ 0
There are at least two well-known interesting Z[v, v −1 ]-forms of U , U A and U. U A is defined to be the A-subalgebra U A of U generated by the elements K, K −1 , and the divided powers E (n) = E n /[n]! and F (n) = F n /[n]! for n ≥ 1. U is defined to be the A-subalgebra U ⊂ U A of U , which is generated by the elements K, K −1 , e = (v − v −1 )E, and f = (v − v −1 )F . See [9, 1] for the details of these two Z[v, v −1 ]-forms. (Both U A and U are defined for finite-dimensional simple Lie algebras, or more generally for Kac-Moody Lie algebras.) These algebras inherit Hopf A-algebra structures from a Hopf algebra structure of U .
Let Θ denote the quasi-R-matrix of
which is an element of a completion of U ⊗ U . For the definition of the quasi-Rmatrix, see [10, 7] . It is well-known that one can use Θ to obtain a left U -module isomorphism b V,W : V ⊗ W ≃ −→ W ⊗ V for finite dimensional left U -modules V and W . For the category of finite dimensional left U -modules, the b V,W define a braided category structure, using which one can define the colored Jones polynomials of links.
One of the important properties of Θ is integrality in U A , i.e., each term in the infinite sum (1.1) is contained in U ⊗2 A , and hence Θ is contained in a certain completion of U ⊗2 A . One of the important consequences of this integrality in quantum topology is that the colored Jones polynomials of links take values in a Laurent polynomial ring.
We introduce a yet another Z[v, v −1 ]-form U of U which is useful in the study of the quantum link invariants. This algebra may be regarded as a "mixed version" of U A and U .
Let U be the A-subalgebra of U generated by the elements K, K −1 , e, and the F (n) for n ≥ 1. Obviously, U ⊂ U ⊂ U A . We can rewrite (1.1) as follows
Observe that each term (−1) n v − 1 2 n(n−1) F (n) ⊗ e n is contained in U ⊗ A U. For each n ≥ 0, let U e n = Ue n U be the two sided ideal in U generated by the element e n . Leť U denote the completionǓ = lim ← − n U/U e n , which will turn out to inherit from U a complete Hopf algebra structure over A. The comultiplication∆ :Ǔ →Ǔ⊗Ǔ takes values in the completed tensor producť
where U e n is the closure of U e n inǓ. Then we can regard Θ as an element of U⊗Ǔ . Unfortunately, the structure ofǓ seems quite complicated. Therefore we also consider some other completions of U, which have more controllable structures thanǓ .
For i ∈ Z and n ≥ 0, set
LetÂ andȦ denote the completions of A defined bŷ
Since {n}! is divisible by (v − v −1 ) n , there is a natural homomorphismÂ →Ȧ, which is injective (see Proposition 6.1). We regardÂ ⊂Ȧ. For each n ≥ 0, let U n denote the two-sided ideal in U generated by the elements {H + m} i e n−i (m ∈ Z, 0 ≤ i ≤ n), where
It turns out that the two-sided ideal U 1 of U is generated by the elements v − v −1 , K − K −1 , and e. We define the completionsÛ andU of U bŷ
which will be shown to have complete Hopf algebra structures overÂ andȦ, respectively.
Let U h = U h (sl 2 ) be the h-adic version of U v (sl 2 ), for the definition of which see Section 2. The algebra U h contains U A , and hence U and U. We will show that there is a sequence of natural homomorphismš
where the two arrowsÛ →U → U h are injective, and the arrowǓ →Û is conjectured to be injective. We setŨ = Im(Ǔ →Û) ⊂Û. We havẽ U ⊂Û ⊂U ⊂ U h .
We will determine the centers of U,Û ,U, andŨ as follows. Let C denote the well-known central element
For n ≥ 0, set
Note that σ n is a monic polynomial of degree n in C 2 .
Theorem 1.1. The center Z(U) of U is freely generated as an A-algebra by C, i.e., we have Z(U) = A[C]. The centers ofŨ,Û , andU are identified with completions of A[C] as follows.
Therefore Z(Ũ) (resp. Z(Û), Z(U )) consists of the elements which are uniquely expressed as infinite sums
where z n ∈ A + AC (resp. z n ∈Â +ÂC, z n ∈Ȧ +ȦC) for n ≥ 0.
The proof of Theorem 1.1 is divided into Theorems 9.2, 9.9, 9.13, 9.14 and 9.15 below.
The results of the present paper are used in [5] in which we prove integrality results of the sl 2 quantum invariants, announced in [2] . For a string knot L (i.e., a (1, 1)-tangle consisting only of one string) with 0 framing, let J L ∈ Z(U h ) denote the universal sl 2 invariant of L ( [8, 11] , see also [2, 4] ). This invariant has a universality property over the colored Jones polynomials of knots: The colored Jones polynomial of the knot obtained by closing the two ends of L, associated to a finite-dimensional irreducible representation V of U h , is obtained from J L by taking its quantum trace in V . Using [4, Corollary 9.15] , one can prove that J L is contained in Z(G 0Ũq ), whereŨ q is a Z[q, q −1 ]-form ofŨ defined in Section 11, where q = v 2 . Using Theorem 11.2 below, which is a slight modification of Theorem 1.1, we obtain the following result. (The detailed proof can be found in [5] .) Theorem 1.2. Let L be a string knot with 0 framing. Then there are unique elements a n (L) ∈ Z[q,
For consequences of Theorem 1.2, see [2] . In particular, using Theorem 1.2 and results in the present paper, we prove in [5] the existence of an invariant I(M ) of integral homology 3-spheres M with values in the ring
which specializes at each root ζ of unity to the Witten-Reshetikhin-Turaev invariants of M at ζ. In a joint work with Le [6] , we will generalize part of this paper to the quantized enveloping algebras of finite dimensional semisimple Lie algebras, and prove that the invariant I(M ) mentioned above generalizes to such Lie algebras.
The motivation of this work is, as explained above, from the study of quantum invariants. But the rest of the paper is purely algebraic. It is organized as follows. Section 2 recalls the definitions and the necessary properties of the quantized enveloping algebras U v (sl 2 ) and U h (sl 2 ), as well as the integral forms U A and U. We will describe in Section 3 the Hopf algebra structure of our integral form U. In Section 4, we will introduce generalities on filtrations and completions of Hopf algebras. In Section 5, we will study the decreasing filtration {U n } n of U, and the completionÛ . In Section 6, we will consider the U 1 -adic filtration of U, study the completionU, and prove the injectivity ofÛ →U andU → U h . In Section 7, we study the completionǓ and the algebraŨ . Section 8 introduces (Z/2)-gradings on the algebra U and the other algebras, which count "degrees in K" in the sense that the grading for U is as U = G 0 U ⊕ G 1 U, G 1 U = KG 0 U. We determine the centers of U,Û,Ũ, andU in Sections 9 and 10 using the Harish-Chandra homomorphism. 
The quotient field Q((h)) of Q[[h]] contains the fields Q(v) and Q(q) as subfields.
2.2. Algebra structures of U h and U . The h-adic quantized universal enveloping algebra U h = U h (sl 2 ) is defined to be the h-adically complete Q[[h]]-algebra, topologically generated by the elements H, E, and F , subject to the relations
where we set
The algebras U h and U are compatible in the sense that they can naturally be regarded as subalgebras of the
]-subalgebra of U h generated by H (resp. E, F ), and let U 0 (resp., U + , U − ) denote the Q(v)-subalgebra of U generated by K ±1 (resp. E, F ). We have the triangular decompositions
where ⊗ h denotes the h-adically completed tensor product over
The algebra U has a Z-graded Q(v)-algebra structure with the degree determined by
For each n ∈ Z, let Γ n U denote the degree n part of U . We have
Similar Z-grading on U h is defined and let Γ n U h denote the degree n part of U h . For a homogeneous element x in U or U h , let |x| denote the degree of x. For n ∈ Z and any homogeneous additive subgroup A of U (resp. U h ), we set
For each j ∈ Z, the shift automorphism
Similarly, the automorphism
H+j . We will freely use the fact that for any homogeneous element x in U h (resp. U ) and any element t of U 0 h (resp. U 0 ), we have tx = xγ 2|x| (t).
We use the following notations. For a ∈ Z + ZH and n ≥ 0,
2.3. Hopf algebra structures of U and U h . The algebras U h and U have compatible Hopf algebra structures with the comultiplication ∆, the counit ǫ and the antipode S defined by
Here U h is an h-adic Hopf algebra over Q [[h] ], and U is an (ordinary) Hopf algebra over Q(v).
2.4.
The A-forms U A and U of U . In the introduction, we have defined the A-subalgebras U A and U of U . Note that they are also A-subalgebras of U h . For * = 0, +, −, set
3)
It is also known that U A and U inherit Hopf A-algebra structures from that of U .
3. The A-form U of U 3.1. The A-form U. Recall from the introduction that U is the A-subalgebra of U generated by the elements K, K −1 , e, and the F (n) for n ≥ 1. In other words, U is the smallest A-subalgebra of U containing U 0 ∪ U + ∪ U − A . As remarked in the introduction, we have U ⊂ U ⊂ U A . For * = 0, +, −, set
Hence U is freely A-spanned by the elements F (m) K i e n for i ∈ Z, m, n ≥ 0.
Proof. By induction, we see that for m, n ≥ 0
Then we can easily verify that U
which is injective in view of (2.3). Hence the assertions follow.
We do not need the following result in the rest of this paper, but we state it for completeness. Proposition 3.2. As an A-algebra, U has a presentation with generators K, K −1 , e, and the F (n) for n ≥ 1, and with the relations
Proof. (Sketch) We have the relations (3.2)-(3.4) in U. We can prove using only these relations that U is A-spanned by the elements F (i) K j e k for j ∈ Z, i, k ≥ 0. It follows that the A-algebra U is described by the generators and relations given above.
3.2. Hopf algebra structure of U. We will use the following formulas (m ≥ 0)
Proposition 3.3. The A-algebra U is a Hopf A-subalgebra of U A . The A-subalgebras U 0 and U ≥0 of U are Hopf A-subalgebras of U.
Proof. It is well-known that U 0 = U 0 and U ≥0 = U 0 U + are Hopf A-subalgebras of U. Therefore the first assertion implies the second. By (3.8) and (3.9),
Using the triangular decomposition, we can easily check that
which implies the first assertion. The second assertion follows since U 0 = U 0 and
As one can easily see, U ≤0 = U − U 0 also is a Hopf A-subalgebra of U, but we will not need this fact.
Hopf algebra filtrations
In this subsection, we fix terminology on the filtrations and linear topology for Hopf algebras. The contents of this section should be well known, but we include it in the paper since we could not find a suitable reference.
Let R be a commutative ring with unit, and let
be a decreasing filtration of ideals in R. (Here we do not assume that R m R n ⊂ R m+n .) The filtration {R n } n defines a linear topology of R, and the completion R = lim ← −n R/R n is a commutative R-algebra. If R 1 = 0, then {R n } n is said to be discrete, and we identifyR with R. Let H = (H, ∆, ǫ, S) be a Hopf R-algebra with comultiplication ∆, counit ǫ, and antipode S. Suppose for simplicity that H is a free R-module. A Hopf algebra filtration of H with respect to a decreasing filtration {R n } n of two-sided ideals in R will mean a decreasing family of two-sided ideals in H
for each n ≥ 0. (Note that we do not assume H m H n ⊂ H m+n , m, n ≥ 0.) If the filtration {R n } n is discrete, then {H n } n is called a Hopf algebra filtration over R. The completionĤ = lim ← −n H/H n is a complete Hopf algebra overR with the structure morphisms∆ :Ĥ →Ĥ⊗Ĥ,ǫ :Ĥ →R,Ŝ :Ĥ →Ĥ induced by those of H. HereĤ⊗Ĥ is the completed tensor product of two copies ofĤ defined byĤ⊗Ĥ
whereH k is the closure of H k inĤ. Let H be a Hopf algebra over a commutative ring R. Let I be an ideal in R. A two-sided ideal J in H is called a Hopf ideal with respect to I if
In this case, the J-adic filtration {J n } n of H is a Hopf algebra filtration with respect to {I n } n , and hence the completion lim ← −n H/J n is a complete Hopf algebra overR = lim ← −n R/I n . Note that a Hopf ideal with respect to (0) is just a Hopf ideal in the usual sense.
The filtration (4.1) of R will be called fine if
(Note the direction of the inclusion.) The Hopf algebra filtration (4.2) will be called fine if
Suppose that {R n } n is a fine filtration of a commutative ring R with unit, and {H n } n is a fine Hopf algebra filtration of a Hopf algebra H with respect to {R n } n . Then the two-sided ideal H 1 in H is a Hopf ideal with respect to R 1 . Moreover, for each n ≥ 0,
and id H induces a continuous (lim
5. The filtration {U n } n of U and the completionÛ 5.1. The filtration {A n } n of A and the completionÂ. For n ≥ 0, set
Since {m + n}! = {m}!{n}! m + n m ∈ A m A n for m, n ≥ 0, the filtrations {A n } n and {(A q ) n } n are fine. Set
Note that the definition ofÂ is the same as in the introduction. The (Z/2)-grading
The ringÂ q is studied in [3] , where it was denoted by Z[q] N .
The filtration {U
0 n } n of U 0 and the completionÛ 0 . For each n ≥ 0, let U 0 n denote the two-sided ideal in U 0 generated by the elements {H +m} n for m ∈ Z. Since γ j ({H + m} n ) = {H + m + j} n for each j ∈ Z, the ideal U 0 n of U 0 is preserved by γ j , i.e.,
n M , which we will freely use in what follows. Another consequence of (5.1) is that γ j : U 0 → U 0 induces a continuousÂ-algebra automorphism
n is finitely generated. In fact, the following holds.
Proposition 5.1. For each n ≥ 0, the ideal U 0 n in U 0 is generated by the elements
In particular, for each n ≥ 0 the ideal U 0 n contains the element {n}!, and hence we
Proof. Write c n,i = {n} i {H} n−i , and set (U
One can prove by induction that
n , we will see that c n,p ∈ U 0 n for p = 0, . . . , n by induction on p, the case p = 0 being trivial. If 0 < p ≤ n, then by (5.2) we have c n,p ∈ {H + p} n + (c n,0 , . . . , c n,p−1 ), which is contained in U 0 n by the induction hypothesis.
Proposition 5.2. The family {U 0 n } n is a fine Hopf algebra filtration of U 0 with respect to {A n } n .
Proof. We will verify the conditions (4.3)-(4.7) for H n = U 0 n and R n = A n . Proposition 5.1 implies (4.3). One can verify by induction that
which implies (4.4). Since ǫ({H + m} n ) = {m} n = m n {n}! ∈ A n , we have (4.5).
which is a complete HopfÂ-algebra.
A double filtration of
Proof. By Proposition 5.1, we have U
Proposition 5.4. There are natural isomorphismŝ
Proof. By Proposition 5.3,
is a monic polynomial of degree 2l in K with coefficients in A, and the degree 0 coefficient of {H}
The second isomorphism in (5.3) is obvious from the above argument.
Proposition 5.4 implies the following.
Corollary 5.5. Each element t ∈Û 0 is uniquely expressed as an infinite sum t = n≥0 t n {H} ′ l , where t n ∈Â +ÂK for n ≥ 0.
The filtration {U

≥0
n } n of U ≥0 and the completionÛ ≥0 . For n ≥ 0, let U + n denote the principal ideal in U + n = A[e] generated by the element e n , and set
we easily see that U ≥0 is a two-sided ideal in U ≥0 . Obviously, the family {U ≥0 n } n is a decreasing filtration. Proposition 5.6. The family {U ≥0 n } n is a fine Hopf algebra filtration of U ≥0 with respect to {A n } n .
Proof. We will verify the conditions (4.3)-(4.7) for H n = U ≥0 n and R n = A n using Proposition 5.2. We clearly have (4.3). The inclusion (4.4) follows from Proposition 5.2 and
which follows from (3.6). The condition (4.5) follows from Proposition 5.2 and the fact that ǫ(U + n ) = 0 for n > 0. We show (4.6) as follows:
Here we used S(U
. We see (4.7) as follows.
n . Hence (4.7) follows.
LetÛ
≥0 denote the completion
which is a complete HopfÂ-algebra. Clearly, the filtration {U ≥0 n } n is cofinal to the double filtration {U
The right-hand side is isomorphic to lim
l is a finitely generated free A-module. Hence there is an isomorphism of completeÂ-modules
Proposition 5.7. Each element a ∈Û ≥0 is uniquely expressed as an infinite sum a = n≥0 t n e n , where t n ∈Û 0 for n ≥ 0.
Proof. The result follows using (5.4) since each element of lim
is uniquely expressed as a = n≥0 t n ⊗ e n with t n ∈Û 0 for n ≥ 0.
5.5.
The filtration {U n } n of U and the completionÛ. We have defined in the introduction the two-sided ideal U n in U for n ≥ 0. We have
Here the second identity follows from
The family {U n } n is a decreasing filtration of two-sided ideals in U. The following follows immediately from Propositions 3.3 and 5.6.
Proposition 5.8. The filtration {U n } n is a fine Hopf algebra filtration of U with respect to {A n } n .
The completionÛ = lim ← −n U/U n , already defined in the introduction, is a complete HopfÂ-algebra.
The filtration {U
′ n } n . We will regard U as a free right U ≥0 -module freely generated by the elements F (i) for i ≥ 0, the right action being multiplication from the right. For each n ≥ 0, set
n , which is the left ideal in U generated by U ≥0 n , and is also a right U ≥0 -submodule of U. The family {U ′ n } n is a decreasing filtration of left ideals in U. Proposition 5.9. The filtration {U ′ n } n is cofinal to {U n } n . In fact,
for all m ≥ 0. Hence for i, j ≥ 0
By Proposition 5.9, there is a natural isomorphism
By Theorem 3.1, we havê
Since U − is freely A-spanned by the elements F (l) for l ≥ 0, the completion lim
n ) is the topologically-free rightÛ ≥0 -module generated by the
Hence we have the following.
Proposition 5.10. The algebraÛ is a topologically-free rightÛ ≥0 -module which is topologically-freely generated by the elements F (n) for n ≥ 0. Consequently, each element a ∈Û is uniquely expressed as an infinite sum a = n≥0 F (n) a n , where the sequence a n ∈Û ≥0 for n ≥ 0 converges to 0 inÛ ≥0 .
Corollary 5.11. Each element a ∈Û is uniquely expressed as an infinite sum a = m,n≥0 F (n) t m,n e m , where the elements t m,n ∈Û 0 (m, n ≥ 0) are such that for each m ≥ 0 the sequence (t m,n ) n≥0 converges to 0 inÛ 0 as n → ∞.
Proof. We express a as in Proposition 5.10. By Proposition 5.7, we can express each a n as a n = m≥0 t m,n e m , where t m,n ∈Û for each m ≥ 0. The assertion follows since a n converges to 0 inÛ ≥0 as n → ∞ if and only if for any m ≥ 0 we have t m,n → 0 inÛ 0 as n → ∞.
6. The U 1 -adic topology for U and the completionU
As mentioned in the introduction, id A induces an A-algebra homomorphism iÂ :Â → A. The homomorphism iȦ factors naturally asȦ n } n is a fine Hopf algebra filtration with respect to the A 1 -adic filtration {(A 1 ) n } n of A.
which are complete HopfÂ-algebras. In view of section 4, the identity maps of U 0 , U ≥0 , and U induceÂ-algebra homomorphisms
respectively.
Proof. In view of Proposition 5.1, we have U 0 1 = ({1}, {H}) and hence (6.1). Since {H}e n = e n {H + 2n} = e n (v 2n {H} + {2n}K −1 ), it follows that U 0 1 e n = e n U 0 , and
. Using this identity, we have (6.2). By (5.5),
1 . Using this identity, we can easily verify (6.3) using induction. (6.4) follows from (6.2), (6.3) and the triangular decomposition.
In view of (6.4), the natural homomorphismsU 0 →U ≥0 →U are injective. We will regardU 0 ⊂U ≥0 ⊂U in what follows.
The following follows from U
Proposition 6.4. We havė
HenceU 0 consists of the elements uniquely expressed as power series i,j≥0
where t i,j ∈ Z ⊕ Zv ⊕ ZK ⊕ ZvK for i, j ≥ 0.
Using arguments similar to those in Section 5.4, we obtain the following.
Proposition 6.5. Each element ofU ≥0 is uniquely expressed as an infinite sum a = n≥0 t n e n , where t n ∈U 0 for n ≥ 0.
By an argument similar to Section 5.2, the completionU is a topologically-free rightU ≥0 -module topologically-freely generated by the elements F (l) for l ≥ 0. Hence we have the following. Proposition 6.6. Each element a ∈U is uniquely expressed as an infinite sum a = m,n≥0 F (n) t m,n e m , where the elements t m,n ∈U 0 (m, n ≥ 0) are such that for each m ≥ 0 the t m,n converges to 0 inU 0 as n → ∞.
Embedding of U intoÛ andU.
Proposition 6.7. We have n≥0 U n = n≥0 (U 1 ) n = 0. Consequently, the natural homomorphisms U →Û, U →U are injective.
Proof. By v 2 − 1, K 2 − 1, e ∈ hU h , we have
Using (6.5) and the well-known fact that n≥0 (hU h ) n = 0, we conclude that n≥0 (U 1 ) n = 0, and hence the assertion follows.
In what follows, we will regard U ⊂Û and U ⊂U via the injective homomorphisms in Proposition 6.7.
6.4. Embedding ofU into U h . By (6.5), there is anȦ-algebra homomorphism iU :U → U h induced by U ⊂ U h . We have the following. Proposition 6.8. The homomorphism iU is injective.
Proof. To prove injectivity of iU |U 0 :U 0 → U 0 h , we factor it as a composition of natural homomorphisms as follows. In what follows, we regardU as anȦ-subalgebra of U h via the injective homomorphism iU .
Embedding ofÛ intoU.
Proposition 6.9. For * = 0, ≥ 0, (none), the homomorphism iÛ * is injective.
Proof. First consider the case * = 0. Let t ∈Û 0 and suppose that iÛ 0 (t) = 0. Express t as in Proposition 5.5. For l ≥ 1, we can expand {H}
where b l,j ∈ A for j = 1, . . . , l. We have b l,l = 1. We have
Since iÛ 0 (t) = 0, we have t 0 = 0, and, for each j ≥ 1, we have c j = 0. Since b j,j = 1, we can inductively verify that each t n (n ≥ 1) is divisible by (v 2 − 1) m for all m ≥ 0. We therefore have t 1 = t 2 = · · · = 0, consequently t = 0. Therefore iÛ 0 is injective.
The other two cases * =≥ 0 and * = (none) follow from the case * = 0, Proposition 5.7, Corollary 5.11, Proposition 6.5, and Proposition 6. 
7.
The filtration {U e n } n , the completionǓ , and the subalgebraŨ ofÛ 7.1. The filtration {U e n } n of U and the completionǓ of U. Recall from the introduction that, for n ≥ 0, U e n denotes the two-sided ideal in U generated by the element e n . We have
Clearly, {U e n } n is a decreasing filtration.
Proposition 7.1. The family {U e n } n is a fine Hopf algebra filtration of U over A.
Proof. The assertion follows from (3.6) and (3.7).
The completionǓ = lim ← −n U/U e n , defined in the introduction, is a complete Hopf A-algebra.
The imageŨ.
We have U e n ⊂ U n for n ≥ 0. Hence id U induces an A-algebra homomorphism iǓ :Ǔ →Û,
Conjecture 7.2. iǓ is injective.
LetŨ denote the image iǓ (Ǔ) ⊂Û, which is an A-subalgebra ofÛ.
7.3. Hopf algebra structure ofǓ. If Conjecture 7.2 holds, then we can identifỹ U andǓ, and henceŨ has a complete Hopf algebra structure. Even if Conjecture 7.2 is not true, we can define a Hopf algebra structure onŨ in a suitable sense as follows. For n ≥ 0, letŨ⊗ n denote the image of the natural map U⊗ n →Û⊗ n between the completed tensor products. We have natural isomorphismsŨ⊗ 0 ≃ A andŨ⊗ 1 ≃Ũ. The complete Hopf algebra structure ofǓ induces continuous Amodule maps∆ :Ũ →Ũ⊗ 2 ,ǫ :Ũ → A,S :Ũ →Ũ .
These maps satisfy the Hopf algebra axioms, such as coassociativity
A (Z/2)-grading of U and the induced gradings
Let G 0 U denote the Q(v)-subalgebra of U generated by the elements K 2 , K −2 , E, and F K. Set G 1 U = KG 0 U . Then we have a direct sum decomposition
which gives U a (Z/2)-graded Q(v)-algebra structure. An element of U is called K-homogeneous if it is homogeneous in the grading (8.1). Moreover, an additive subgroup M of U is called K-homogeneous if M is homogeneous in the grading (8.1), i.e., M is generated by the K-homogeneous element. For any K-homogeneous additive subgroup M of U and i = 0, 1, set
It is easy to see that U is K-homogeneous. Hence (8.1) induces a (Z/2)-graded A-algebra structure on U:
and G 0 U is generated as an A-algebra by the elements K 2 , K −2 , e, and
The two-sided ideals U n , (U 1 ) n , and U e n for n ≥ 0 are all K-homogeneous since the generators of them are K-homogeneous. Therefore U =Û,U,Ǔ,Ũ inherits from U a (Z/2)-graded algebra structure
The degree 0 part G 0 U is naturally identified with a completion of G 0 U as follows:
9. Centers 9.1. The Harish-Chandra homomorphism for U h . Let
denote the Harish-Chandra homomorphism of U h , which is defined to be the con-
h | w(t) = t}. We will use the following.
Theorem 9.1 ([14]). The homomorphism ϕ maps the center Z(U
h ) isomorphically onto (U 0 h ) w .
9.2.
Facts about the centers of U,Ũ,Û, andU. In the rest of this section we will determine the centers of the subalgebras U ⊂Ũ ⊂Û ⊂U of U h . Let U denote one of these algebras. We have Z( U) = U ∩ Z(U h ) since if z ∈ U is central in U, then z commutes with K, F, e and hence also with H and E, and consequently z is central in U h . If U = U,Û, orU , then let U 0 denote U 0 ,Û 0 , orU 0 , respectively. In view of Proposition 3.1, Corollary 5.11, and Proposition 6.6, we have
If U =Ũ, then set
(Warning: the notationŨ 0 might suggest thatŨ 0 =Ũ ∩Û 0 , but this is not the case. Actually,Ũ 0 is not contained inŨ .)
In view of Theorem 9.1, ϕ maps Z( U) injectively into ( U 0 ) w .
Center of U.
It is well-known that the center Z(U ) is freely generated as an Q(v)-algebra by the element
i.e., we have
Theorem 9.2. The center Z(U) of U is freely generated as an A-algebra by the element C, i.e., we have
The Harish-Chandra homomorphism ϕ maps Z(U) isomorphically onto (U 0 ) w . We also have
One can verify that the subalgebra (U 0 ) w is freely generated as an A-algebra by the element ϕ(C) = vK + vK −1 . By Section 9.2, Z(U) is mapped injectively into (U 0 ) w , and hence we have Z(U) ⊂ A[C]. Since C ∈ Z(U), we have A[C] ⊂ Z(U). Therefore we have (9.1) and ϕ(Z(U )) = (U 0 ) w . The last assertion follows from (9.1) and C ∈ Z(U ).
Since C ∈ G 1 (Z(U)), it follows that the center Z(U) is K-homogeneous and
A basis of Z(U).
As in the introduction, we set for n ≥ 0
Note that the σ n for n ≥ 0 form a basis of G 0 Z(U), and hence the Cσ n for n ≥ 0 form a basis of G 1 Z(U).
Proof. For i ≥ 1, there is an i-dimensional irreducible left U -module V ± i generated by a highest weight vector u
The following is proved in Section 10.
Proposition 9.4. For each n ≥ 0, we have σ n ∈ U e n .
Assuming Proposition 9.4, we have the following.
Theorem 9.5. For each n ≥ 0,
Proof. Lemma 9.3 and Proposition 9.4 implies that
where the last inclusion is obvious. Hence the assertion follows.
n . Hence w restricts to an involutive, continuousÂ-algebra automorphism ofÛ 0 . For n ≥ 0, setσ
We will show that there is a natural homomorphism f 2 :Û 0 → (Û 0 ) ′ . By an argument similar to the proof of Proposition 5.4, we see that
Hence it suffices to prove that, for each m, n ≥ 0, there is n ′ ≥ 0 such that {H} n ′ ∈ ({m}!,σ n ). By Proposition 5.1, U 0 4n ⊂ ({H} 2n+1 , {2n}!). Applying the homomorphism γ n+1 to both sides, we obtain U 0 4n ⊂ ({H + n + 1} 2n+1 , {2n}!) ⊂ (σ n , {2n}!). Hence, by Proposition 5.1, we have {H} n ′ ∈ ({m}!,σ n ) where n ′ = max(4n, 2m). Hence f 2 exists. Clearly, f 2 is inverse to f 1 .
Remark 9.7. By the proof of Lemma 9.6, we havê
where X runs through all the finite subsets of Z.
w is K-homogeneous and hence has a (Z/2)-graded algebra structure:
w is uniquely expressed as an infinite sum t = n≥0 t nσn , where t n ∈Â for n ≥ 0. We have
Proof. By Lemma 9.6, each element t ∈ G 0Û 0 is uniquely expressed as t = n≥0 (t n +
w . It suffices to show that t ′ n = 0 for n ≥ 0. We may assume without loss of generality that t n = 0 for each n ≥ 0, and hence t = n t
The proof is by induction on n. Suppose that
n (mod (σ n+1 )), and hence t
is not divisible by {H − n}{H + n + 2}, we have t ′ n = 0. This completes the proof of the first assertion.
Suppose that t ∈ G 1 (Û 0 ) w . By Lemma 9.6, t is uniquely expressed as an infinite sum t = n t nσn , where t 0 , t 1 , . . . ∈ÂK +ÂK −1 . Then w(t) = n w(t n )σ n , and w(t n ) ∈ÂK +ÂK −1 for n ≥ 0. Since w(t) = t, we have n (t n − w(t n ))σ n = 0, and hence t n = w(t n ) for n ≥ 0. Therefore t n ∈Âϕ(C) for all n ≥ 0, and hence t ∈ ϕ(C)G 0 (Û 0 ) w . This completes the second assertion.
Theorem 9.9. Each element z ∈ Z(Û) is uniquely expressed as an infinite sum z = n≥0 z n σ n , where z n ∈Â +ÂC for n ≥ 0. The Harish-Chandra homomorphism ϕ maps Z(Û) isomorphically onto (Û 0 ) w . We have
The center Z(Û) is K-homogeneous, and we have
Proof. By Section 9.2, ϕ maps Z(Û) injectively into (Û 0 ) w . By Lemma 9.8, each element t of (Û 0 ) w is uniquely expressed as an infinite sum t = n≥0 (t n +t ′ n ϕ(C))σ n , where t n , t ′ n ∈Â for n ≥ 0. The element z = n≥0 (t n + t ′ n C)σ n is contained in Z(Û) since we have σ n ∈ U n by Proposition 9.4. Obviously, ϕ(z) = t. Hence the first and the second assertions follow. The rest of the theorem easily follows. 9.6. Center ofŨ.
Lemma 9.10. If n ≥ 0, then ϕ(Γ 0 U e n ) = ({H} n ) ⊂ U 0 . Consequently, each element ofŨ 0 is uniquely expressed as an infinite sum t = n≥0 t n {H} n , where t n ∈ A for n ≥ 0.
Proof. In view of (7.1), Γ 0 U e n is A-spanned by the elements
is A-spanned by the elements tϕ(e m F (m) ) for m ≥ n and t ∈ U 0 . By (3.1), we have ϕ(e m F (m) ) = {H} m . Hence the first assertion follows.
Lemma 9.11. Each element of G 0 (Ũ 0 ) w is uniquely expressed as an infinite sum t = n≥0 t nσn , where t n ∈ A for n ≥ 0. We have
Proof. For j ∈ Z, let s j :Û →Â denote the continuousÂ-algebra homomorphism determined by s j (K) = v j .
Let t be an element of
. By Lemma 9.8, t is uniquely expressed as t = n≥0 t nσn = n≥0 t n {H} n {H + n + 1} n , where t n ∈Â (resp. t n ∈Âϕ(C)) for n ≥ 0. We prove by induction on n that t n ∈ A (resp. t n ∈ Aϕ(C)) for n ≥ 0. Let n ≥ 0 and assume that t i ∈ A (resp. t i ∈ Aϕ(C)) if 0 ≤ i < n. By Lemma 9.10, we have s n (t) ∈ A, and hence A ∋ s n (t) = n i=0 s n (t i ){n} i {n+i+1} i . By the inductive hypothesis, s n (t n ){n} n {2n + 1} n ∈ A. In the case t ∈ G 0 (Ũ 0 ) w , we see using Lemma 9.12 below that s n (t n ) = t n ∈ A. In the case t ∈ G 1 (Ũ 0 ) w , we have t n = b n ϕ(C) for some b n ∈Â. Hence s n (t n ) = b n (v n+1 + v −n−1 ) ∈ A. Since v n+1 + v −n−1 is equal up to multiplication of a power of v to the product of some cyclotomic polynomials in q = v 2 , it follows from Lemma 9.12 below that b n ∈ A, and therefore t n ∈ Aϕ(C).
Lemma 9.12. Suppose that t ∈Â and tΦ(q) ∈ A, where
is the product of some powers of cyclotomic polynomials in q = v 2 . Then t ∈ A.
Proof. If t ∈Â q , then it follows from [3, Proposition 7.3] that t ∈ A q . If t ∈ vÂ q , then the first case implies that t ∈ vA q . Then the general case immediately follows.
Theorem 9.13. Each element z ∈ Z(Ũ) is uniquely expressed as an infinite sum z = n≥0 z n σ n , where z n ∈ A + AC for n ≥ 0. The Harish-Chandra homomorphism ϕ maps Z(Ũ) isomorphically onto (Ũ 0 ) w . We have
The center Z(Ũ) is K-homogeneous, and we have
Proof. Let z ∈ Z(Ũ). By Lemma 9.11, we have ϕ(z) = n≥0 (a n + a ′ n ϕ(C))σ n with a n , a ′ n ∈ A for n ≥ 0. Set z ′ = n≥0 (a n + a ′ n C)σ n , which is an element of Z(Ũ) by Proposition 9.4, and we have ϕ(z) = ϕ(z ′ ). Since ϕ is injective, we have z = z ′ . Therefore the first and the second assertions follow. The rest of the theorem follows from the first assertion.
9.7. Center ofU. For completeness, we state the following results.
Theorem 9.14. Each element z ∈ Z(U) is uniquely expressed as a formal power
n , where z n ∈Ȧ +ȦC for n ≥ 0. (Note that
The proof of Theorem 9.14 is similar to that of Theorem 9.9. One also has a version of Theorem 9.14 in which the occurrences of (
2 ) n are replaced with σ n as follows.
Theorem 9.15. Each element z ∈ Z(U) is uniquely expressed as an infinite sum z = n≥0 z n σ n , where z n ∈Ȧ +ȦC for n ≥ 0. We have
Proof. Use Theorem 9.14 and the fact that the double filtrations
9.8. Multiplication in Z(U), Z(Û), and Z(Ũ). Multiplication in the centers Z(U), Z(Û), and Z(Ũ) is described by giving a formula for the product σ m σ n as a linear combination of the σ j .
Proof. The proof is a straightforward induction on n using an identity σ m σ n+1 = σ m+1 σ n + {m − n}{m + n + 2}σ m σ n .
Remark 9.17. Suppose that a = m≥0 a m σ m and b = n≥0 b n σ n are elements of
Proof of Proposition 9.4
In this section, we will prove Proposition 9.4. In the first two subsections 10.1, and 10.2, we prepare necessary facts. The proof is given in 10.3, in which we need a result in 10.4.
Formulas in U
0 . For a ∈ ZH + Z and r ≥ 0, we have the following wellknown formula 
Proof. It is well-known that Lemma 10.2. If n ∈ Z and l ≥ 0, then
Proof. Let λ l and λ ′ l denote the left and right hand sides of (10.5), respectively. It is straightforward to verify that the λ n and the λ ′ n satisfy the same recurrence relations:
l . An induction proves the assertion.
Adjoint action. Let
for x, y ∈ U , where ∆(x) = x (1) ⊗ x (2) . We will regard U as a left U -module by the adjoint action.
For a homogeneous element x in U and m ≥ 0, we have
which can easily be derived using formulas in Section 3.2. For each n ≥ 0, set
which is an irreducible (2n + 1)-dimensional left U -module, with a highest weight vector K −n E (n) of weight v 2n , i.e., we have E ⊲ K −n E (n) = 0 and
and
Proof. The proof is by computation and we omit it. 
By induction on m, we can check that
Here the identity holds since K ±1 ⊲ x = x for any x ∈ Γ 0 U. In view of (10.8), we have σ n ∈ U e n . Lemma 10.4. For each n ≥ 0, we have σ n ∈ σ n Z(U).
Proof. In view of Lemma 9.3 and σ n ∈ U e n , it suffices to prove that σ n is central. The elements F (n) and K −n e n are contained in the (2n+1)-dimensional, irreducible left U -submodule M n = U ⊲ K −n E (n) of the adjoint representation of U . Hence the product K −n e n is contained in M n M n = µ(M n ⊗ M n ) ⊂ U , where µ : U ⊗ U → U is the multiplication. Since M n is a (2n + 1)-dimensional irreducible representation, it follows from the Clebsch-Gordan rule that M n ⊗M n has a direct sum decomposition
where, for each i = 0, . . . , 2n, W i is the (2n + 1)-dimensional irreducible U -module generated by a highest weight vector of weight v 2n . Therefore It follows that ϕ( σ n ) ∈ Span A {K 2n , K 2n−2 , . . . , K −2n }.
By Lemma 10.4, we have σ n ∈ Span A {1, C 2 , C 4 , . . . , C 2n }, and the assertion follows.
Here we sketch the proof of (10.9). It follows from (10.8) and the fact that t ⊲ x = ǫ(t)x for t ∈ U 0 , x ∈ Γ 0 U, we have Proof. Since e i F (i) − F (i) e i ∈ U{H} by (3.1), we have F (i) e i ⊲ x = e i F (i) ⊲ x for x ∈ Γ 0 U. Hence it follows from (3.1), (3.6), (3.8) , and e ⊲ K −n e n = F (p) ⊲ F (r) = 0 (p ≥ 1) that
Since
and e i−j F (i) ⊲ K −n e n = F (j) {H − j} i−j ⊲ K −n e n = F (j) {2n − j} i−j ⊲ K −n e n , we have
By ( Here we used the identity {2n− j} i−j {2n+ 1} 2n−i = {2n− j}! 2n + 1 i + 1 . By Lemma 10.1, the sum over i is equal to (−1) j v 2n−j . Hence the assertion follows.
Proof of Proposition 9.4. We have to show that σ n ∈ {n}!U e n . In view of Lemma 10.7 and F (j) ⊲ K −n e n ∈ U e n , it suffices to prove that {2n − j}!(e j ⊲ F (n) ) ∈ {n}!U for each j = 0, . . . , 2n. Note that the case 0 ≤ j ≤ n is trivial. We assume n < j ≤ 2n in the following. In view of Lemma 10.3, it suffices to show that if 0 ≤ l ≤ k ≤ n < j ≤ 2n, then {2n − j}! j k k l {n − k + l} j−k ∈ {n}!A. (10.11) Note that {n − k + l} j−k = 0 unless l − j + n ≥ 0. If l − j + n ≥ 0, then (10.11) is equal to {n}!{n − k}!θ(j − n, k − l, l − j + n, n − k), which is contained in {n}!{n−k}!A ⊂ {n}!A by Lemma 10.8 below. This completes the proof.
Remark 11.1. Each term of the quasi-R-matrix (1.2) is contained in U q ⊗ Aq U q ⊂ U ⊗ A U. (Note that U ⊗ A U = (U q ⊗ Aq U q )⊕ v(U q ⊗ Aq U q ).) Therefore we can regard Θ as an element of the completed tensor productǓ q⊗Ǔq ⊂Ǔ⊗Ǔ of two copies of U q , and hence as an element of the imageŨ q⊗Ũq = Im(Ǔ q⊗Ǔq →Û q⊗Ûq ), wherê U q⊗Ûq is the completed tensor product of two copies ofÛ q .
The centers of U,Û,U, andŨ are homogeneous in the v-grading, and we have versions of Theorems 9.2, 9.9, 9.13, 9.14, 9.15 for U q and its completions. In particular, we have the following, which we need in [5] .
Theorem 11.2. We have
