Feature selection is important in many big data applications. Two critical challenges closely associate with big data. First, in many big data applications, the dimensionality is extremely high, in millions, and keeps growing. Second, big data applications call for highly scalable feature selection algorithms in an online manner such that each feature can be processed in a sequential scan. We present SAOLA, a Scalable and Accurate OnLine Approach for feature selection in this paper. With a theoretical analysis on bounds of the pairwise correlations between features, SAOLA employs novel pairwise comparison techniques and maintains a parsimonious model over time in an online manner. Furthermore, to deal with upcoming features that arrive by groups, we extend the SAOLA algorithm, and then propose a new group-SAOLA algorithm for online group feature selection. The group-SAOLA algorithm can online maintain a set of feature groups that is sparse at the levels of both groups and individual features simultaneously. An empirical study using a series of benchmark real datasets shows that our two algorithms, SAOLA and group-SAOLA, are scalable on datasets of extremely high dimensionality and have superior performance over the state-of-the-art feature selection methods.
INTRODUCTION
In data mining and machine learning, the task of feature selection is to choose a subset of relevant features and remove irrelevant and redundant features from highdimensional data toward maintaining a parsimonious model [Guyon and Elisseeff 2003; Liu and Yu 2005; Xiao et al. 2015; Zhang et al. 2015] . In the era of big data today, many emerging applications, such as social media services, high resolution images, genomic data analysis, and document data analysis, consume data of extremely high dimensionality, in the order of millions or more [Wu et al. 2014; Zhai et al. 2014; Chen et al. 2014; Yu et al. 2015a Yu et al. , 2015b . For example, the Web Spam Corpus 2011 ] collected approximately 16 million features (attributes) for web spam page detection, and the dataset from KDD CUP 2010 about using educational data mining to accurately predict student performance includes more than 29 million features. The scalability of feature selection methods becomes critical to tackle millions of features [Zhai et al. 2014] .
Moreover, in many applications, feature selection has to be conducted in an online manner. For example, in SINA Weibo, hot topics in behavior in Weibo keep changing daily. When a novel hot topic appears, it may come with a set of new keywords (a.k.a. a set of features). And then some of the new keywords may serve as key features to identify new hot topics. Another example is feature selection in bioinformatics, where acquiring the full set of features for every training instance is expensive because of the high cost in conducting wet lab experiments . When it is impossible to wait for a complete set of features, it is practical to conduct feature selection from the features available so far, and consume new features in an online manner as they become available.
To search for a minimal subset of features that leads to the most accurate prediction model, two types of feature selection approaches were proposed in the literature, namely, batch methods [Brown et al. 2012; Woznica et al. 2012; Javed et al. 2014 ] and online methods [Wu et al. 2013; . A batch method requires loading the entire training dataset into memory. This is obviously not scalable when handling large-scale datasets that exceed memory capability. Moreover, a batch method has to access the full feature set prior to the learning task [Wu et al. 2013; ].
Online feature selection has two major approaches. One assumes that the number of features on training data is fixed, whereas the number of data points changes over time, such as the OFS algorithm [Hoi et al. 2012; ] that performs feature selection upon each data instance. Different from OFS, the other online method assumes that the number of data instances is fixed, whereas the number of features changes over time, such as the Fast-OSFS [Wu et al. 2013 ] and alpha-investing algorithms [Zhou et al. 2006 ]. This approach maintains a best feature subset from the features seen so far by processing each feature upon its arrival. further proposed the OGFS (Online Group Feature Selection) algorithm by assuming that feature groups are processed in a sequential scan. It is still an open research problem to efficiently reduce computational cost when the dimensionality is in the scale of millions or more [Wu et al. 2013; Zhai et al. 2014] .
In this article, we propose online feature selection to tackle extremely highdimensional data for big data analytics; our contributions are as follows:
-We conduct a theoretical analysis to derive a low bound on pairwise correlations between features to effectively and efficiently filter out redundant features. -With this theoretical analysis, we develop SAOLA, a Scalable and Accurate OnLine Approach for feature selection. The SAOLA algorithm employs novel online pairwise comparisons to maintain a parsimonious model over time. We analyze the upper bound of the gap of information gain between selected features and optimal features.
-To deal with new features that arrive by groups, we extend the SAOLA algorithm, namely, the group-SAOLA algorithm. The group-SAOLA algorithm can online yield a set of feature groups that is sparse between groups as well as within each group for maximizing its predictive performance for classification. -An extensive empirical study using a series of benchmark datasets illustrates that our two methods, both SAOLA and group-SAOLA, are scalable on datasets of extremely high dimensionality and have superior performance over the state-of-the-art online feature selection methods.
The rest of the article is organized as follows. Section 2 reviews related work. Section 3 proposes our SAOLA algorithm, and Section 4 presents the group-SAOLA algorithm. Section 5 reports our experimental results. Finally, Section 6 concludes the article and our future work.
RELATED WORK
Given a set of input features on a training dataset, the problem of feature selection is to select a subset of relevant features from input features without performance degradation of prediction models. There are two types of feature selection approaches proposed in the literature, namely, the batch methods and the online methods.
Standard batch methods can be broadly classified into three categories: filter, wrapper, and embedded methods. A wrapper method performs a forward or backward strategy in the space of all possible feature subsets, using a classifier of choice to evaluate each subset. Although this method has high accuracy, the exponential number of possible subsets makes the method computationally expensive in general Kohavi and John [1997] . The embedded methods attempt to simultaneously maximize classification performance and minimize the number of features used based on a classification or regression model with specific penalties on coefficients of features [Tibshirani 1996; Weston et al. 2000; Zhou et al. 2011] .
A filter method is independent of any classifiers, and applies evaluation measures such as distance, information, dependency, or consistency to select features [Dash and Liu 2003; Forman 2003; Peng et al. 2005; Song et al. 2012; . Then, the filter methods build a classifier using selected features. Due to their simplicity and low computational cost, many filter methods have been proposed to solve the feature selection problem, such as the well-established mRMR (minimal-Redundancy-Maximal-Relevance) algorithm [Peng et al. 2005 ] and the FCBF (Fast Correlation-Based Filter) algorithm [Yu and Liu 2004] . Recently, Zhao et al. [2013] proposed a novel framework to consolidate different criteria to handle feature redundancies. To bring almost two decades of research on heuristic filter criteria under a single theoretical interpretation, Brown et al. [2012] presented a unifying framework for information theoretic feature selection using an optimized loss function of the conditional likelihood of the training labels.
To deal with high dimensionality, Tan et al. [2010 Tan et al. [ , 2014 proposed the efficient embedded algorithm and the FGM (Feature Generating Machine) algorithm, and Zhai et al. [2012] further presented the GDM (Group Discovery Machine) algorithm that outperforms the FGM algorithm.
Group feature selection is also an interesting topic in batch methods, and it selects predictive feature groups rather than individual features. For instance, in image processing, each image can be represented by multiple kinds of groups, such as SIFT for shape information and Color Moment for color information. The lasso method (Least Absolute Shrinkage and Selection Operator) was proposed by Tibshirani [1996] for shrinkage and variable selection, which minimizes the sum of squared errors with the L 1 penalty on the sum of the absolute values of the coefficients of features. Based on the lasso method, Yuan and Lin [2006] proposed a group lasso method to select grouped variables for accurate prediction in regression. Later, the sparse group lasso criterion as an extension of the group lasso method was proposed by Friedman et al. [2010] , which enables to encourage sparsity at the levels of both features and groups simultaneously.
It is difficult for the standard batch method to operate on high-dimensional data analytics that calls for dynamic feature selection, because the method has to access all features before feature selection can start.
Online feature selection has two research lines. One assumes that the number of features on training data is fixed, whereas the number of data points changes over time [Hoi et al. 2012] . Recently, proposed an online feature selection method, OFS, which assumes that data instances are sequentially added.
Different from OFS, the other online approach assumes that the number of data instances is fixed, whereas the number of features changes over time. Perkins and Theiler [2003] first proposed the Grafting algorithm based on a stagewise gradient descent approach. Grafting treats the selection of suitable features as an integral part of learning a predictor in a regularized learning framework, and operates in an incremental iterative fashion, gradually building up a feature set while training a predictor model using gradient descent. Zhou et al. [2006] presented Alpha-investing which sequentially considers new features as additions to a predictive model by modeling the candidate feature set as a dynamically generated stream. However, Alpha-investing requires the prior information of the original feature set and never evaluates the redundancy among the selected features.
To tackle the drawbacks, Wu et al. [2010 Wu et al. [ , 2013 presented the OSFS (Online Streaming Feature Selection) algorithm and its faster version, the Fast-OSFS algorithm. To handle online feature selection with grouped features, proposed the OGFS (Online Group Feature Selection) algorithm. However, the computational cost inherent in those three algorithms may still be very expensive or prohibitive when the dimensionality is extremely high in the scale of millions or more.
The big data challenges on efficient online processing and scalability motivate us to develop a scalable and online processing method to deal with data with extremely high dimensionality.
THE SAOLA ALGORITHM FOR ONLINE FEATURE SELECTION

Problem Definition
In general, a training dataset D is defined by
where N is the number of data instances, d i is a multidimensional vector that contains numP features, and c i is a class label within the vector of the class attribute C. The feature set F on D is defined by F = {F 1 , F 2 , . . . , F numP }. The problem of feature selection on D is to select a subset of relevant features from F to maximize the performance of prediction models. The features in F are categorized into four disjoint groups, namely, strongly relevant, redundant, non-redundant, and irrelevant features [Kohavi and John 1997; Yu and Liu 2004] , and the goal of feature selection is to remove redundant or irrelevant features from F while keeping strongly relevant or non-redundant features. The mathematical notations used in this article are summarized in Table I .
Definition 3.1 (Irrelevant Feature [Kohavi and John 1997] ). F i is an irrelevant feature to C, if and only if ∀S ⊆ F \ {F i } and ∀ f i , ∀c i , ∀s for which P(S = s, F i = f i ) > 0 and P(C = c i |S = s, F i = f i ) = P(C = c i |S = s). The set of selected groups at time
The limitation of the maximum subset size α
Significance level for Fisher's Z-test ρ p value Definition 3.2 (Markov Blanket [Koller and Sahami 1995] ). A Markov blanket of feature F i , denoted as M ⊆ F \ {F i }, makes all other features independent of F i given M, that is,
By Definition 3.2, a redundant feature is defined by Yu and Liu [2004] as follows.
Definition 3.3 (Redundant Feature). A feature F i ∈ F is a redundant feature and hence should be removed from F, if it has a Markov blanket within F.
We also denote D by D = {F i , C}, 1 ≤ i ≤ numP, which is a sequence of features that is presented in a sequential order, where F i = { f 1 , f 2 , . . . , f N } T denotes the ith feature containing N data instances, and C denotes the vector of the class attribute.
If D is processed in a sequential scan, that is, one dimension at a time, we can process high-dimensional data not only with limited memory, but also without requiring its complete set of features available. The challenge is that, as we process one dimension at a time, at any time t i , how to online maintain a minimum size of feature subset S t i of maximizing its predictive performance for classification. Assuming S ⊆ F is the feature set containing all features available till time t i−1 , S t i−1 represents the selected feature set at t i−1 , and F i is a new coming feature at time t i , our problem can be formulated as follows:
We can further decompose it into the following key steps:
-Determine the relevance of F i to C. First, we determine whether Equation (2) holds or not:
If so, F i cannot add any additional discriminative power with respect to C, thus, F i should be discarded. Hence, Equation (2) indicates a new feature F i that is completely useless by itself with respect to C. If Equation (2) does not hold, we further evaluate whether F i carries additional predictive information to C given S t i−1 , that is, whether Equation (3) holds. If Equation (3) holds, F i has a Markov blanket in S t i−1 , and thus F i should still be discarded:
we then solve Equation (4) to prune S t i to satisfy Equation (1):
Accordingly, solving Equation (1) is decomposed to how to sequentially solve Equations (2)-(4) at each time point. Essentially, Equations (3) and (4) deal with the problem of feature redundancy.
Using Mutual Information to Solve Equation (1)
To solve Equation (1), we will employ mutual information to calculate correlations between features. Given two features Y and Z, the mutual information between Y and Z is defined as follows:
The entropy of feature Y is defined as
And, the entropy of Y after observing values of another feature Z is defined as
where P(y i ) is the prior probability of value y i of feature Y , and P(y i |z i ) is the posterior probability of y i given the value z i of feature Z. According to Equations (6) and (7), the joint entropy H(X, Y ) between features X and Y is defined as follows:
From Equations (5)-(8), the conditional mutual information is computed by
Why can we use mutual information to solve Equation (1)? Based on the work of Brown et al. [2012] , Equation (1) is to identify a minimal subset of features to maximize the conditional likelihood of the class attribute C. Let S = {S θ ∪ Sθ } represent the feature set containing all features available at time t i where S θ indicates the set of selected features and Sθ denotes the unselected features. Assuming p(C|S θ ) denotes the true class distribution, whereas q(C|S θ ) represents the predicted class distribution given S θ , then Equation (1) can be reformulated as L(C|S θ , D) = N k=1 q(c k |S k θ ), where L(C|S θ , D) denotes the conditional likelihood of the class attribute C given S θ and D. The conditional log-likelihood of L(C|S θ , D) is calculated as follows:
By the work of Brown et al. [2012] , Equation (10) can be re-written as follows:
To negate Equation (11) and use E xy to represent statistical expectation, the following equation holds 1 :
In Equation (12), the first term is a likelihood ratio between the true and predicted class distributions given S θ , averaged over the input data space. The second term equals to I(C; Sθ |S θ ), that is, the conditional mutual information between C and Sθ , given S θ [Brown et al. 2012 ]. The final term is H(C|S), the conditional entropy of C given all features, and is an irreducible constant.
Definition 3.4 (Kullback Leibler distance [Kullback and Leibler 1951] ). The Kullback Leibler distance between two probability distributions P(X) and Q(X) is defined as Then, Equation (12) can be re-written as follows:
We estimate the distribution q(c k |S k θ ) using discrete data. The probability of a value c k of C, p(C = c k ) is estimated by maximum likelihood, the frequency of occurrences of {C = c k } divided by the total number of data instances N. Since the Strong Law of Large Numbers assures that the sample estimate using q converges almost surely to the expected value (the true distribution p), in Equation (13), KL( p(C|S θ )||q(C|S θ )) will approach zero with a large N [Shlens 2014 ].
Since I(C; S) = I(C; S θ ) + I(C; Sθ |S θ ) holds, minimizing I(C; Sθ |S θ ) is equivalent to maximizing I(C; S θ ). Accordingly, by Equation (13), the relationship between the optima of the conditional likelihood and that of the conditional mutual information is achieved as follows:
Equation (14) concludes that if I(C; Sθ |S θ ) is minimal, then L(C|S θ , D) is maximal. Therefore, using mutual information as a correlation measure between features, we propose a series of heuristic solutions to Equations (2)-(4) in the next section. 
The Solutions to Equations (2)-(4)
We can apply Definitions 3.2 and 3.3 to solve Equations (3) and (4). However, it is computationally expensive to use Definitions 3.2 and 3.3 when the number of features within S t i−1 is large. Due to evaluating whether F i is redundant with respect to S t i−1 using the standard Markov blanket filtering criterion (Definitions 3.2 and 3.3), it is necessary to check all the subsets of S t i−1 (the total number of subsets is 2
determine which subset subsumes the predictive information that F i has about C, i.e., the Markov blanket of F i . If such a subset is found, F i becomes redundant and is removed. When handling a larger number of features, it is computationally prohibitive to check all the subsets of S t i−1 .
Accordingly, methods such as greedy search are a natural to address this problem. In the work of Wu et al. [2013] , a k-greedy search strategy is adopted to evaluate redundant features. It checks all subsets of size less than or equal to ι (1 ≤ ι ≤ |S t i−1 |), where ι is a user-defined parameter. However, when the size of S t i−1 is large, it is still computationally prohibitive to evaluate the subsets of size up to ι. Moreover, selecting a proper value of ι is difficult. Therefore, those challenges motivate us to develop a scalable and online processing method to solve Equations (3) and (4) for big data analytics.
In this section, to cope with computational complexity, we propose a series of heuristic solutions for Equations (2)-(4) using pairwise comparisons to calculate online the correlations between features, instead of computing the correlations between features conditioned on all feature subsets. (2). Assuming S t i−1 is the selected feature subset at time t i−1 , and at time t i , a new feature F i comes, to solve Equation (2), given a relevance threshold δ (we will provide the detailed discussion of the parameter δ in Section 3.4.3), if I(F i ; C) > δ (0 ≤ δ < 1), F i is said to be a relevant feature to C; otherwise, F i is discarded as an irrelevant feature and will never be considered again.
Solving Equation
Solving Equation (3).
If F i is a relevant feature, at time t i , how can we determine whether F i should be kept given S t i−1 , that is, whether I(C; F i |S t i−1 ) = 0? If ∃Y ∈ S t i−1 such that I(F i ; C|Y ) = 0, it testifies that adding F i alone to S t i−1 does not increase the predictive capability of S t i−1 . With this observation, we solve Equation (3) with the following lemma. LEMMA 1. I(X; Y |Z) ≥ 0.
LEMMA 2. With the current feature subset S t i−1 at time t i−1 and a new feature F i at
PROOF. Considering Equations (5) and (9), the following holds:
By Equations (15) and (16), the following holds:
With Equation (17), if I(F i ; C|Y ) = 0 holds, we get the following:
Using Equation (18) and Lemma 1, the bound of I(F i ; Y ) is achieved:
Lemma 2 proposes a pairwise correlation bound between features to testify whether a new feature can increase the predictive capability of the current feature subset. Meanwhile, if I(F i ; C|Y ) = 0 holds, Lemma 3 answers what the relationship between I(Y ; C) and I(F i ; C) is.
LEMMA 3. With the current feature subset S t i−1 at time t i−1 and a new feature F i at
PROOF. With Equation (9), we get I(Y ; F i |C) = I(F i ; Y |C). With Equation (18) and the following equation:
we get the following:
Case 1: if I(Y ; C|F i ) = 0, then the following equation holds:
Case 2: if I(Y ; C|F i ) > 0, we get the following:
By Equations (21) and (22), Lemma 3 is proved.
According to Lemma 3, we can see that if I(Y ; C|F i ) = 0 and I(F i ; C|Y ) = 0, then I(Y ; C) exactly equals to I(F i ; C). F i and Y can replace each other. In Lemma 3, if we only consider Case 2, by Lemma 2, with the current feature subset S t i−1 at time t i−1 and a new feature F i at time t i , ∃Y ∈ S t i−1 , if I(F i ; C|Y ) = 0 holds, then the following is achieved:
With Equation (23), we deal with Equation (3) 
Similar to Equations (17) and (18)
With the above analysis, we get the following:
Accordingly, the solution to Equation (4) is as follows. With the feature subset S * t i at time t i and F i ∈ S * t i , if ∃Y ∈ S * t i such that Equation (25) holds, then Y can be removed from S * t i . 
The SAOLA Algorithm and An Analysis
Using Equations (23) and (25), we propose the SAOLA algorithm in detail, as shown in Algorithm 1. The SAOLA algorithm is implemented as follows. At time t i , as a new feature F i arrives, if I(F i , C) ≤ δ holds at Step 5, then F i is discarded as an irrelevant feature and SAOLA waits for a next coming feature; if not, at
Step 11, SAOLA evaluates whether F i should be kept given the current feature set S * t i−1 . If ∃Y ∈ S t i−1 such that Equation (18) holds, we discard F i and never consider it again. Once F i is added to S * 
end for 20:
3.4.1. The Approximation of SAOLA. To reduce the computational cost, the SAOLA algorithm conducts a set of pairwise comparisons between individual features instead of conditioning on a set of features, as the selection criterion for choosing features. This is essentially the idea behind the well-established batch feature selection algorithms, such as mRMR [Peng et al. 2005] and FCBF [Yu and Liu 2004] . Due to pairwise comparisons, our algorithm focuses on finding an approximate Markov blanket (the parents and children of the class attribute in a Bayesian network [Aliferis et al. 2010] ) and does not attempt to discover positive interactions between features (there exists a positive interaction between F i and F j with respect to C even though F i is completely useless by itself with respect to C, but F i can provide significantly discriminative power jointly with F j [Jakulin and Bratko 2003; Zhao and Liu 2007] ). In the following, we will discuss the upper bound of the gap of information gain between an approximate Markov blanket and an optimal feature set for feature selection.
Given a dataset D, by Definition 3.2 in Section 3.1, if we have the optimal feature subset M ∈ S, that is, the Markov blanket of C at time t i , and S θ ∈ S is the feature set selected by SAOLA, and Sθ represents {S \ S θ }, then according to the chain rule of mutual information, we get I((S θ , Sθ ); C) = I(S θ ; C) + I(C; Sθ |S θ ). Thus, when S θ takes the values of the optimal feature subset M, which perfectly captures the underlying distribution p(C|M), then I(C; Sθ |S θ ) would be zero. By Equation (13), we get the following:
Meanwhile, in Equation (26), the value of KL( p(C|S θ )||q(C|S θ )) depends on how well q can approximate p, given the selected feature set S θ . By Equation (13) in Section 3.2, KL( p(C|S θ )||q(C|S θ )) will approach zero as N → ∞. Therefore, the upper bound of the gap of information gain between the selected features and optimal features can be re-written as Equation (27). Closer S θ is to M, smaller the gap in Equation (27) is:
Our empirical results in Section 5.4 have validated that the gap between an optimal algorithm (exact Markov blanket discovery algorithms) and SAOLA is small using small sample-to-ratio datasets in real world. Furthermore, SAOLA (pairwise comparisons) is much more scalable than the exact Markov blanket discovery algorithms (conditioning on all possible feature subsets) when the number of data instances or dimensionality is large.
Handling Data with Continuous
Values. Finally, for data with discrete values, we use the measure of mutual information, whereas for data with continuous values, we adopt the best known measure of Fisher's Z-test [Peña 2008 ] to calculate correlations between features. In a Gaussian distribution, Normal(μ, ), the population partial correlation p (F i Y |S) between feature F i and feature Y given a feature subset S is calculated as follows:
In Fisher's Z-test, under the null hypothesis of conditional independence between F i and Y given S, p (F i Y |S) = 0. Assuming α is a given significance level and ρ is the p-value returned by Fisher's Z-test, under the null hypothesis of the conditional independence between F i and Y , F i and Y are uncorrelated to each other, if ρ > α; otherwise, F i and Y are correlated to each other, if ρ ≤ α. Accordingly, at time t, a new feature F i correlated to C is discarded given
3.4.3. The Parameters of SAOLA. In Algorithm 1, we discuss the parameters used by the SAOLA algorithm in detail as follows.
-Relevance threshold δ. It is a user-defined parameter to determine relevance thresholds between features and the class attribute. We calculate symmetrical uncertainty [Press et al. 1996 ] instead of I(X, Y ), which is defined by
The advantage of SU (X, Y ) over I(X, Y ) is that SU (X, Y ) normalizes the value of I(X, Y ) between 0 and 1 to compensate for the bias of I(X, Y ) toward features with more values. In general, we set 0 ≤ δ < 1. -Correlation bounds of I(F i ; Y ). According to Equations (23) and (25), at Steps 11 and 16 of the SAOLA algorithm, I(F i ; C) and I(Y ; C) (min(I(F i ; C), I(Y ; C))) are the correlation bounds of I(F i ; Y ), respectively. To further validate the correlation bounds, at Steps 11 and 16, by setting I(Y ; C) and I(F i ; C) to max(I(F i ; C), I(Y ; C)) respectively, we can derive a variant of the SAOLA algorithm, called SAOLA-max (the SAOLAmax algorithm uses the same parameters as the SAOLA algorithm, except for the correlation bounds of I(F i ; Y ) in Steps 11 and 16). We will conduct an empirical study on the SAOLA and SAOLA-max algorithms in Section 5.5.1. -Selecting a fixed number of features. For different datasets, using the parameters α or δ, SAOLA returns a different number of selected features. Assuming the number of selected features is fixed to k, to modify our SAOLA to select k features, a simple way is to keep the top k features in the current selected feature set S * t i with the highest correlations with the class attribute while dropping the other features from S * t i after Step 20 in Algorithm 1.
3.4.4. The Time Complexity of SAOLA. The major computation in SAOLA is the computation of the correlations between features (Steps 5 and 11 in Algorithm 1). At time t i , assuming the total number of features is up to numP and |S * t i | is the number of the currently selected feature set, the time complexity of the algorithm is O(numP|S * t i |). Accordingly, the time complexity of SAOLA is determined by the number of features within |S * t i |. But the strategy of online pairwise comparisons guarantees the scalability of SAOLA, even when the size of |S * t i | is large. Comparing to SAOLA, Fast-OSFS employs a k-greedy search strategy to filter out redundant features by checking feature subsets for each feature in S * t i . At time t i , the best time complexity of Fast-OSFS is O(|S * t i |ι |S * t i | ), where ι |S * t i | denotes all subsets of size less than or equal to ι (1 ≤ ι ≤ |S t i−1 |) for checking. With respect to Alpha-investing, at time t i , the time complexity of Alpha-investing is O(numP|S * t i | 2 ). Since Alpha-investing only considers adding new features but never evaluates the redundancy of selected features, the feature set S * t i always has a large size. Thus, when the size of candidate features is extremely high and the size of |S * t i | becomes large, Alpha-investing and Fast-OSFS both become computationally intensive or even prohibitive. Moreover, how to select a suitable value of ι for Fast-OSFS in advance is a hard problem, since different datasets may require different ι to search for a best feature subset.
A GROUP-SAOLA ALGORITHM FOR ONLINE GROUP FEATURE SELECTION
The SAOLA algorithm selects features only at the individual feature level. When the data possesses certain group structure, the SAOLA algorithm cannot directly deal with features with group structures. In this section, we extend our SAOLA algorithm, and propose a novel group-SAOLA algorithm to select feature groups which are sparse at the levels of both features and groups simultaneously in an online manner.
Problem Definition
Suppose G = {G 1 , G 2 , . . . , G i , . . . , G numG } represents numG feature groups without overlapping. We denote D by D = {G i , C}, 1 ≤ i ≤ numG}, which is a sequence of feature groups that is presented in a sequential order. If we process those numG groups in a sequential scan, at any time t i , the challenge is how to simultaneously optimize selections within each group as well as between those groups to achieve a set of groups, t i , containing a set of selected groups that maximizes its predictive performance. Assuming G i−1 ⊂ G is the set of all feature groups available till time t i−1 and G i is a new coming group at time t i , our problem can be formulated as follows:
Equation (29) attempts to yield a solution at time t i that is sparse at the levels of both intra-groups (constraint (a)) and inter-groups (constraint (b)) simultaneously for maximizing its predictive performance for classification.
With the above definitions, our design to solve Equation (29) consists of three key steps: at time t i , first, if G i is an irrelevant group, then we discard it; if not, second, we evaluate feature redundancy in G i to make it as parsimonious as possible at the intragroup level; third, we remove redundant groups from the currently selected groups. The solutions to those three steps are as follows.
-The solution to remove irrelevant groups.
, then G i is regarded as an irrelevant feature group, and thus it can be discarded. -The solution to determine group redundancy in inter-groups.
Assume t i is the set of groups selected at time t i−1 and G i is a coming group at time
then G i is a redundant group, and then can be removed. -The solution to feature redundancy in intra-groups.
If G i is not a redundant group, we further prune G i to make it as parsimonious as possible using Theorem 1 in Section 3.
The Group-SAOLA Algorithm
With the above analysis, we propose the Group-SAOLA algorithm in Algorithm 2. In Algorithm 2, from Steps 5 to 8, if G i is an irrelevant group, it will be discarded. If not, Steps 11 and 16 prune G i by removing redundant features from G i . At Steps 22 and 26, the group-SAOLA removes both redundant groups in { t i−1 ∪ G i } and redundant features in each group currently selected. Our Group-SAOLA algorithm can online yield a set of groups that is sparse between groups as well as within each group simultaneously for maximizing its classification performance at any time t i .
EXPERIMENT RESULTS
Experiment Setup
We use fourteen benchmark datasets as our test beds, including ten high-dimensional datasets [Aliferis et al. 2010; Yu et al. 2008 ] and four extremely high-dimensional ALGORITHM 2: The Group-SAOLA Algorithm 1: Input: G i : feature group; C: the class attribute; δ: a relevance threshold (0 ≤ δ < 1); t i−1 : the set of selected groups at time t i−1 ; Output: t i : the set of selected groups at time t i ; 2: repeat 3:
A new group G i comes at time t i ; 4: /*Evaluate irrelevant groups*/ 5: 
if G j is empty then 30: if G i is not empty then 37: In the first ten high-dimensional datasets, we use the originally provided training and validation sets for the three NIPS 2003 challenge datasets and the hiva dataset, and for the remaining six datasets, we randomly select instances for training and testing (see Table II for the number instances for training and testing). In the news20 dataset, we use the first 9,996 data instances for training and the rest for testing, whereas in the url1 dataset, we use the first day dataset (url1) for training and the second day dataset (url2) for testing. In the kdd2010 and webspam datasets, we randomly select 20,000 data instances for training, and 100,000 and 78,000 data instances for testing, respectively. Thus, as for the lung-cancer, breast-cancer, leukemia, ohsumed, apcjetiology, thrombin, kdd10 , and webspam datasets, we run each dataset 10 times, and report the highest prediction accuracy and the corresponding running time and number of selected features. Our comparative study compares the SAOLA algorithm [Yu et al. 2016 ] 3 with the following algorithms:
-Three state-of-the-art online feature selection methods: Fast-OSFS [Wu et al. 2013 ], Alpha-investing [Zhou et al. 2006 ], and OFS ]. Fast-OSFS and Alpha-investing assume features on training data arrive one by one at a time, whereas OFS assumes data examples come one by one. -Three batch methods: one well-established algorithm of FCBF [Yu and Liu 2004] , and two state-of-the-art algorithms, SPSF-LAR [Zhao et al. 2013] and GDM [Zhai et al. 2012 ].
The algorithms above are all implemented in MATLAB except for the GDM algorithm that is implemented in C language. We use three classifiers, KNN and J48 provided in the Spider Toolbox, 4 and SVM 5 to evaluate a selected feature subset in the experiments. The value of k for the KNN classifier is set to 1, and both SVM and KNN use the linear kernel. All experiments were conducted on a computer with Intel(R) i7-2600, 3.4 GHz CPU, and 24GB memory. In the remaining sections, the parameter δ for SAOLA is set to 0 for discrete data, whereas the significance level α for SAOLA is set to 0.01 for Fisher's Z-test for continuous data (the effect of δ and α on SAOLA was given in Section 5.5.3). The significance level is set to 0.01 for Fast-OSFS, and for Alphainvesting, the parameters are set to the values used in Zhou et al. [2006] .
We evaluate SAOLA and its rivals based on prediction accuracy, error bar, AUC, sizes of selected feature subsets, and running time. In the remaining sections, to further analyze the prediction accuracies and AUC of SAOLA against its rivals, we conduct the following statistical comparisons:
-Paired t-tests are conducted at a 95% significance level and the win/tie/lose (w/t/l for short) counts are summarized. -To validate whether SAOLA and its rivals have no significant difference in prediction accuracy or AUC, we conduct the Friedman test at a 95% significance level [Demšar 2006 ], under the null-hypothesis, which states that the performance of SAOLA and that of its rivals has no significant difference, and calculate the average ranks using the Friedman test (how to calculate the average ranks, please see Demšar [2006] We organize the remaining parts as follows. Section 5.2 compares SAOLA with online feature selection algorithms. Section 5.3 gives a comparison of SAOLA with batch feature selection methods, Section 5.4 compares SAOLA with Markov blanket discovery methods, and Section 5.5 conducts an analysis of the effect of parameters on SAOLA. Section 5.6 compares Group-SAOLA with its rivals. Since Fast-OSFS and Alpha-investing can only deal with the first 10 high-dimensional datasets in Table II due to high computational cost, we compare them with SAOLA only on the first 10 high-dimensional datasets. Accordingly, in the following tables, the notation "-" denotes that an algorithm fails to a dataset because of excessive running time.
Comparison of SAOLA with
The OFS algorithm is a recently proposed online feature selection method. Since OFS uses a user-defined parameter k to control the size of the final selected feature subset, we set k, i.e., the number of selected features to the top 5, 10, 15, . . . , 100 features, then selecting the feature set with the highest prediction accuracy as the reporting result.
Tables III, IV, and V summarize the prediction accuracies of SAOLA against Fast-OSFS, Alpha-investing, and OFS using the KNN, J48, and SVM classifiers, respectively. The win/tie/loss (w/t/l for short) counts of SAOLA against Fast-OSFS, Alpha-investing, and OFS are summarized in Tables III, IV, and V, respectively. The highest prediction accuracy is highlighted in bold face. Tables VI and VII give the number of selected features and running time of SAOLA, Fast-OSFS, Alpha-investing, and OFS. We have the following observations.
(1) SAOLA vs. Fast-OSFS: With the counts of w/t/l in Tables III and V, we observe that SAOLA is very competitive with Fast-OSFS. In Table IV , we can see that SAOLA is superior to Fast-OSFS. Fast-OSFS selects fewer features than SAOLA on all datasets as shown in Table VI. The explanation is that Fast-OSFS employs a k-greedy search strategy to filter out redundant features by checking the feature subsets in the current feature set for each feature, whereas SAOLA only uses pairwise comparisons. But as shown in Table VII , this strategy makes Fast-OSFS very expensive in computation and even prohibitive on some datasets, such as apcj-etiology and the last four extremely high-dimensional datasets of Table II , as the size of the current feature set is large at each time point. (2) SAOLA vs. Alpha-investing: From Tables III-V, we can see that SAOLA outperforms Alpha-investing on most datasets using the three classifiers. Alpha-investing selects many more features than SAOLA on ohsumed, apcj-etiology, dorothea, and thrombin since Alpha-investing only considers to add new features but never evaluates the redundancy of selected features. An exception is that Alpha-investing only selects one feature on the dexter dataset. A possible explanation is that the dexter dataset is a very sparse real-valued dataset. Furthermore, Alpha-investing is less efficient than SAOLA as shown in Table VII .
To validate whether SAOLA, Fast-OSFS, and Alpha-investing have no significant difference in prediction accuracy, with the Friedman test at 95% significance level, under the null-hypothesis, which states that the performance of SAOLA and that of Fast-OSFS and Alpha-investing has no significant difference, with respect to J48 in Table III , the average ranks for SAOLA, Fast-OSFS, and Alpha-investing are 2.35, 2.40, and 1.25 (the higher the average rank, the better the performance), respectively. The null-hypothesis is rejected. Then, we proceed with the Nemenyi test as a post-hoc test. With the Nemenyi test, the performance of two methods is significantly different if the corresponding average ranks differ by at least the critical difference. With the Nemenyi test, the critical difference is up to 1.047. Thus, with the critical difference and the average ranks calculated above, the prediction accuracy of SAOLA and that of Fast-OSFS has no significant difference, but SAOLA is significantly better than Alpha-investing. As for the KNN classifier, the average ranks for SAOLA, Fast-OSFS, and Alphainvesting are 2.45, 1.85, and 1.705 in Table IV , respectively. Meanwhile, as for SVM in Table V , the average ranks for SAOLA, Fast-OSFS, and Alpha-investing are 2.30, 2.25, and 1.45, respectively. Using KNN and SVM, the null-hypothesis cannot be rejected, and thus the prediction accuracy of SAOLA and that of Fast-OSFS and Alpha-investing has no significant difference.
In summary, in prediction accuracy, SAOLA is very competitive with Fast-OSFS, and is superior to Alpha-investing. Furthermore, Fast-OSFS and Alpha-investing cannot deal with extremely high-dimensional datasets due to computational cost, whereas SAOLA is accurate and scalable.
(3) SAOLA vs. OFS: With Tables III-V, we evaluate whether the performance of SAOLA and that of OFS has no significant difference in prediction accuracy using the Friedman test at 95% significance level. For the J48 and SVM classifiers, we observe the same average ranks for SAOLA and OFS, 1.64 and 1.36, respectively. Regarding SVM, the average ranks for SAOLA and OFS are 1.61 and 1.39, respectively. Accordingly, although SAOLA is better than OFS on prediction accuracy using the w/t/l counts and the average ranks, SAOLA and OFS have no significant difference in prediction accuracy.
However, from Table VI, we can see that SAOLA selects fewer features than OSF on all datasets except for hiva, breast-cancer, ohsumed, apcj-etiology, news20, and kdd10. Moreover, Table VII gives the running time of SAOLA and OFS. As for OFS, we record the running time of the feature subset with the highest accuracy as its running time. SAOLA is faster than OFS, except for the dorothea and thrombin datasets. The dorothea and thrombin datasets only include 800 samples and 2000 samples, respectively. When the number of data samples becomes large and the number of features of training data is increased to millions, OFS become very costly, and SAOLA is still scalable and efficient. The explanation is that the time complexity of SAOLA is determined by the number of features within the currently selected feature set, and the strategy of online pairwise comparisons makes SAOLA very scalable, even when the size of the current feature set is large. Moreover, setting a desirable size of a feature set selected by OFS in advance is a non-trivial task.
AUC and Error
Bar of SAOLA. In this section, we further evaluate SAOLA and the three online algorithms using the error bar and AUC metrics. Table VIII reports the average AUC of J48, KNN, and SVM for each algorithm. Using the w/t/l counts, we can see that our SAOLA is better than Fast-OSFS and Alpha-investing. To further validate whether SAOLA, Fast-OSFS, and Alpha-investing have no significant difference in AUC, with the Friedman test, the null-hypothesis is rejected, and the average ranks calculated for SAOLA, Fast-OSFS, and Alpha-investing are 2.6, 2.1, and 1.3, respectively.
Then, we proceed with the Nemenyi test as a post-hoc test. With the Nemenyi test, the performance of two methods is significantly different if the corresponding average ranks differ by at least the critical difference. With the Nemenyi test, the critical difference is up to 1.047. Accordingly, the AUC of SAOLA and that of Fast-OSFS has no significant difference, but SAOLA is significantly better than Alpha-investing. Figure 1 shows the average AUC of J48, KNN, and SVM and its standard deviation for SAOLA and OFS. We can see that SAOLA outperforms to OFS on all 14 datasets. From Table VIII and Figure 1 , we can conclude that none of SAOLA, Fast-OSFS, Alpha-investing, and OFS can effectively deal with highly class-imbalanced datasets, such as hiva, apcj-etiology, and ohsumed.
Finally, we give the error bars of SAOLA, Fast-OSFS, Alpha-investing, and OFS. Since we randomly select instances from the lung-cancer, breast-cancer, leukemia, ohsumed, apcj-etiology, thrombin, kdd10, and webspam datasets for training and testing, we only report the error bars of the four online algorithms on those eight data sets using the SVM classifier. For each dataset, we randomly run each algorithm 10 times, and then compute the average prediction accuracy and the corresponding standard deviation. Figure 2 plots the average prediction accuracy and an error bar that denotes a distance of the standard deviation above and below this average prediction accuracy on each dataset. Figure 2 shows that SAOLA achieves a higher average prediction accuracy and a lower standard deviation than Alpha-investing and OFS while being highly comparable with Fast-OSFS. This further confirms that SAOLA is very competitive with Fast-OSFS and superior to Alpha-investing and OFS.
Stability of SAOLA.
The stability of feature selection is one of the criteria to measure the performance of a feature selection algorithm by quantifying the "similarity" between two selected feature sets, and was first discussed by Kalousis et al. [2007] . In this section, we employ the measure proposed by Yu et al. [2008] to evaluate the stabilities of SAOLA, Fast-OSFS, Alpha-investing, and OFS. This measure constructs a weighted complete bipartite graph, where the two node sets correspond to two different feature sets, and weights assigned to the arcs are the normalized mutual information between the features at the nodes, also sometimes referred to as the symmetrical uncertainty. The Hungarian algorithm is then applied to identify the maximum weighted matching between the two node sets, and the overall similarity between two sets is the final matching cost.
To evaluate the stabilities, each dataset was randomly partitioned into five folds, each fold containing 1/5 of all the samples. SAOLA and its rivals under comparison were repeatedly applied to four out of the five folds. This process was repeated 30 times to generate different subsamples for each dataset. Then, the average stabilities over 30 subsamples on each dataset are as the results of SAOLA, Fast-OSFS, Alpha-investing, and OFS. Figure 3 shows the stabilities of SAOLA, Fast-OSFS, and Alpha-investing (we do not plot the stability of Alpha-investing on the dexter dataset, since Alpha-investing only selects one feature on the dexter dataset). We can see that the Alpha-investing algorithm is the most stable feature selection algorithm among the three online methods. The explanation is that the Alpha-investing algorithm only considers adding features while never removes redundant features. SAOLA and Fast-OSFS aim to select a minimum subset of features necessary for constructing a classifier of best predictive accuracy and discard features which are relevant to the class attribute but highly correlated to the selected ones. Among a set of highly correlated features, different ones may be selected under different settings of SAOLA and Fast-OSFS. Therefore, from Figure 3 , we can see that SAOLA is very competitive with Fast-OSFS.
Meanwhile, from Figure 4 , we can observe that SAOLA is more stable than OFS. Such observation illustrates that even if OFS can select large subsets of features, it is still less stable than SAOLA. The possible explanation is that OFS assumes that data examples come one by one, whereas SAOLA assume that features on training data arrive one by one at a time. Fig. 3 . The stabilities of SAOLA, Fast-OSFS, and Alpha-investing (the labels of the x-axis from 1 to 10 denote the datasets: 1, dexter; 2, lung-cancer; 3, hiva; 4, breast-cancer; 5, leukemia; 6, madelon; 7, ohsumed; 8, apcj-etiology; 9, dorothea; 10, thrombin) . Fig. 4 . The stabilities of SAOLA and OFS (the labels of the x-axis from 1 to 14 denote the datasets: 1, dexter; 2, lung-cancer; 3, hiva; 4, breast-cancer; 5, leukemia; 6, madelon; 7, ohsumed; 8, apcj-etiology; 9, dorothea; 10, thrombin; 11, news20; 12, url; 13, kdd10; 14, webspam) .
The Effect of Large Datasets on SAOLA.
To evaluate the effect of large datasets on SAOLA, we use the datasets, connect-4 (60,000/7,557 objects and 126 attributes) (note: 60,000/7,557 objects denote 60,000 data instances for training, whereas 7,557 ones for testing), ijcnn1 (190,000/1,681 objects and 22 attributes), covtype (571,012/10,000 objects and 54 attributes), poker (1,020,000/5,010 objects and 11 attributes), and realsim (70,000/2,309 objects and 20,958 attributes) from the machine learning dataset repository. 6 Table IX gives the running time of SAOLA and its rivals. In Table IX , "-" denotes that an algorithm fails to the dataset due to the high computational cost (exceeding three days). We can see that SAOLA is more scalable to deal with data with large numbers of data instances than Fast-OSFS, Alpha-investing, and OFS. Furthermore, Figure 5 gives the prediction accuracy of the four algorithms using the SVM classifier. Since Fast-OSFS fails on the connect-4 and real-sim datasets while Alpha-investing cannot run on the real-sim dataset, Figure 5 does not plot the prediction accuracies of Fast-OSFS and Alpha-investing on those datasets. SAOLA is better than Fast-OSFS and OFS and competitive with Alpha-investing on prediction accuracy. Table II , in the following tables and figures, we compare FCBF and SPSF-LAR with our proposed algorithm only on those 10 high-dimensional datasets in terms of size of selected feature subsets, running time, and prediction accuracy. The information threshold for FCBF is set to 0. We set the user-defined parameter k, i.e., the number of selected features to the top 5, 10, 15, . . . , 65 features for the SPSF-LAR algorithm, choose the feature subsets of the highest prediction accuracy, and record the running time and the size of this feature set as the running time and the number of selected features of SPSF-LAR, respectively.
We also select the GDM algorithm [Zhai et al. 2012] which is one of the most recent batch feature selection methods in dealing with very large dimensionality. The GDM algorithm is an efficient embedded feature selection method using cutting plane strategy and correlation measures as constraints to minimize the correlation among the selected features. GDM uses a user-defined parameter to control the size of the final selected feature subset. We set the selected feature subset sizes to the top 10, 20, 30, . . . , 260 features for the GDM algorithm, report the running time of the feature subset with the highest accuracy as the running time of GDM, and choose the highest prediction accuracies achieved among those selected feature subsets.
From Figure 6 , we can conclude that FCBF selects the most features among SAOLA, FCBF, and SPSF-LAR, whereas SAOLA and SPSF-LAR are similar to each other. As shown in Figure 7 , we can observe that SAOLA is the fastest algorithm among SAOLA, FCBF, and SPSF-LAR, whereas SPSF-LAR is the slowest. The explanation is that the time complexity of the algorithm is O(numP|S * t i |), where numP is the number of features and |S * t i | is the number of selected features at time t i , whereas the time complexity of SPFS-LAR is O(numP Nk + Nk 3 ), where N is the number of data samples and k the number of selected features.
The computational costs of SAOLA and FCBF are very competitive since both of them employ pairwise comparisons to calculate the correlations between features. But when the number of data instances or the number of features is large, SAOLA is faster , lung-cancer; 3, hiva; 4, breast-cancer; 5, leukemia; 6, madelon; 7, ohsumed; 8, apcj-etiology; 9, dorothea; 10, thrombin) . Figure 6 ). than FCBF, such as on ohsumed, apcj-etiology, dorothea, and thrombin. A possible reason is that SAOLA online evaluates both the new coming features (Step 11) and the current feature set (Step 16) at each time point to make the selected feature set as parsimonious as possible since the size of the selected feature set at each time point is the key to determine the running time of SAOLA. With the same information threshold δ, FCBF prefers to selecting more features than SAOLA. Figure 8 shows the running time of SAOLA against GDM. Since GDM is implemented in C++, we developed a C++ version of SAOLA for the comparison with GDM, in addition to its Matlab version. In Figure 8 , we only give the last four datasets with extremely high dimensionality in Table II , since on the first 10 datasets, the running time of both SAOLA and GDM is no more than 10s. We can see that although GDM is a wrapper-like feature selection method, both GDM and SAOLA are very efficient to handle extremely high-dimensional datasets. Except for the news20 dataset, SAOLA is , lung-cancer; 3, hiva; 4, breast-cancer; 5, leukemia; 6, madelon; 7, ohsumed; 8, apcj-etiology; 9, dorothea; 10, thrombin; 11, news20; 12, url1; 13, kdd10; 14, webspam) . a little faster than GDM. On the sparse datasets, SAOLA is faster than GDM, whereas on the dense datasets, such as the news20 dataset, GDM is faster than SAOLA. Finally, Figure 9 reports the number of selected features of SAOLA comparing to GDM. Except for the breast-cancer dataset, SAOLA selects fewer features than GDM to achieve the very competitive prediction accuracy with GDM. Finally, Tables X-XII report the prediction accuracies of SAOLA against FCBF, SPSF-LAR, and GDM. With the counts of w/t/l in the last rows of Tables X-XII, we can see that even without requiring the entire feature set on a training dataet in advance, SAOLA is still very competitive with FCBF, SPSF-LAR, and GDM in prediction accuracy.
Using the Friedman test at 95% significance level, for J48, the average ranks for SAOLA, FCBF, and SPSF-LAR are 2.05, 1.90, and 2.05, respectively. For KNN, the average ranks for SAOLA, Fast-OSFS, and SPSF-LAR are 1.90, 2.25, and 1.85, respectively, whereas regarding SVM, the average ranks are 2.15, 1.65, and 2.20. Thus, with the Friedman test at 95% significance level, using KNN, J48, and SVM, the nullhypothesis cannot be rejected, and thus SAOLA, FCBF, and SPSF-LAR have no significant difference in prediction accuracy. Accordingly, we conclude that the performance of SAOLA is highly comparable to that of FCBF and SPSF-LAR.
With regard to the prediction accuracies of SAOLA and GDM, we can see that our algorithm is very competitive with GDM on J48, KNN, and SVM. With the Friedman test at 95% significance level, for J48, the average ranks for SAOLA and GDM are 1.32 and 1.68, respectively. As for KNN, the average ranks for SAOLA and GDM are 1.39 and 1.61, respectively. Using KNN and J48, the null-hypothesis cannot be rejected, accordingly, the SAOLA and GDM do not have significant difference in prediction accuracy. As for SVM, the null-hypothesis is rejected, and the average ranks for SAOLA and GDM are 1.25 and 1.75, respectively. Then, we proceed with the Nemenyi test as a posthoc test. With the Nemenyi test, the critical difference is up to 0.5238. Thus, with the critical difference and the average ranks calculated above, GDM is significantly better than SAOLA. From the results above, we can see that the GDM algorithm is inferior to SAOLA on some datasets, such as thrombin and news20, since those datasets are very sparse. However, Fisher's Z-test and information gain employed by SAOLA can deal with those spare datasets well.
In summary, our SAOLA algorithm is a scalable and accurate online approach. Without requiring a complete set of features on a training dataset before feature selection starts, SAOLA is very competitive with the well-established and state-of-the-art FCBF, SPSF-LAR, and GDM methods. 10 . The AUC of SAOLA and GDM (the labels of the x-axis from 1 to 14 denote the datasets: 1, breastcancer; 2, dorothea; 3, thrombin; 4, news20; 5, dexter; 6, lung-cancer; 7, hiva; 8, leukemia; 9, madelon; 10, ohsumed; 11, apcj-etiology; 12, url1; 13, kdd10; 14, webspam).
AUC and Error
Bar of SAOLA. In this section, we compare SAOLA with the three batch algorithms using the error bar and AUC metrics. Table XIII reports the average AUC of J48, KNN, and SVM for each algorithm. Using the w/t/l counts, we can see that our SAOLA is very competitive with FCBF and SPSF-LAR. To further validate with the Friedman test and the null-hypothesis, the average ranks calculated for SAOLA, FCBF, and SPSF-LAR are 1.8, 1.95, and 2.15, respectively. Accordingly, the AUC of SAOLA and that of FCBF and SPSF-LAR has no significant difference. Figure 10 shows the average AUC of J48, KNN, and SVM and its standard deviation for SAOLA and GDM. From Figure 10 , GDM outperforms SAOLA on most datasets, but the AUC of SAOLA is highly comparable to that of GDM. Moreover, we can see that none of these algorithms, SAOLA, FCBF, SPSF-LAR, and GDM can effectively deal with highly class-imbalanced datasets.
We give the error bars of SAOLA, FCBF, SPSF-LAR, and GDM using SVM classifiers (on the lung-cancer, breast-cancer, leukemia, ohsumed, apcj-etiology, thrombin, kdd10, and webspam data ets) as shown in Figure 11 . From Figure 11 , SAOLA is very competitive with FCBF. Although GDM and SPSF-LAR achieve a higher prediction accuracy and a lower standard deviation than SAOLA, our SAOLA is highly comparable with those two batch methods. 
Comparison with Markov Blanket Discovery Algorithms
In this section, we compare SAOLA and FCBF (discovery of approximate Markov blankets) with two state-of-the-art exact Markov blanket discovery algorithms, IAMB (Incremental Association Markov Blanket) [Tsamardinos and Aliferis 2003 ] and MMMB (Max-Min Markov Blanket) [Tsamardinos et al. 2006 ]. The IAMB algorithm finds Markov blankets conditioned on the selected feature set currently, whereas the MMMB algorithm discovers Markov blankets conditioned on all possible feature subsets of the selected feature set currently. 7 Under certain assumptions (sufficient number of data instances and reliably statistical tests), IAMB and MMMB can return the Markov blanket of a given target feature [Peña et al. 2007; Aliferis et al. 2010 ]. Using the four NIPS2003 feature selection challenge datasets, arcene (100 data instances, 10,000 features), dexter (300 data instances, 20,000 features), dorothea (800 data instances, 100,000 features), and gisette (6,000 data instance, 5,000 features), we empirically study SAOLA, FCBF, IAMB, and MMMB using SVM, KNN, and J48. From Tables XIV-XVI, we can see that using small sample-to-feature ratio datasets, such as arcene, dexter, and dorothea, SAOLA and FCBF are competitive with IAMB and MMMB, and even better than IAMB and MMMB sometimes. The explanation is that the number of data instances required by IAMB to identify a Markov blanket is at least exponential in the size of the Markov blanket since IAMB considers a SAOLA  FCBF  IAMB  MMMB  SAOLA  FCBF  IAMB  MMMB  arcene  22  31  3  5  3  3  5  12  dorothea  63  96  6  -58  78  479  dexter  21  55  4  11  3  5  38  74  gisette  22  37  9  308  10  8  131  13,483 conditional independence test to be reliable when the number of data instances in D is at least five times the number of degrees of freedom in the test. MMMB mitigates this problem to some extent. But the performance of IAMB and MMMB may be inferior to SAOLA and FCBF as the sample-to-feature ratio becomes very small. Furthermore, as the size of a Markov blanket becomes large, MMMB is very slow due to expensive computation costs, such as on the dorothea dataset (the running time exceeds three days). But on the gisette dataset, due to the large number of data instances, IAMB and MMMB are significantly better than SAOLA and FCBF, but MMMB and IAMB take much more running time, especially MMMB. Those empirical results conclude that the performance of SAOLA is very close to that of IAMB and MMMB on small sample-tofeature ratio datasets, but SAOLA is much more scalable than IAMB and MMMB on datasets with both many data instances and extremely high dimensionality.
Analysis of the Effect of Parameters on SAOLA
5.5.1. Analysis of Correlation Bounds. In Section 3.3, we set the derived the correlation bound of I(F i ; Y ) to min(I(F i ; C), I(Y ; C)). In this section, we investigate SAOLA using the opposite bound, i.e., max(I(F i ; C), I(Y ; C)), which we term the SAOLA-max algorithm. In the experiments, SAOLA-max uses the same parameters as SAOLA. Table XVIII shows the prediction accuracies of SAOLA and SAOLA-max. With the summary of the w/t/l counts in Table XVIII , we can see that SAOLA is very competitive with SAOLA-max in prediction accuracy. With the Friedman test at 95% significance level, as for SVM, SAOLA gets the higher average rank than SAOLA-max. For KNN, the null-hypothesis cannot be rejected. The average ranks calculated from the Friedman test for SAOLA and SAOLA-max are 1.46 and 1.54, respectively. With respect to J48, the average ranks for SAOLA and SAOLA-max are 1.43 and 1.57, respectively. The Friedman test testifies that SAOLA and SAOLA-max have no lung-cancer; 2, breast-cancer; 3, ohsumed; 4, apcj-etiology; 5, dorothea; 6, thrombin; 7, news20; 8, madelon; 9, dexter; 10, hiva; 11, leukemia; 12, url1; 13, kdd10; 14, webspam) . significant difference in prediction accuracy, although SAOLA-max gets the higher average ranks using the J48 and KNN classifiers. Moreover, Figure 12 shows the average AUC of J48, KNN, and SVM and its standard deviation for SAOLA and SAOLA-max. We can see that SAOLA and SAOLA-max are very competitive with each other on all 14 datasets. However, on the running time, Table XIX shows that SAOLA is much more efficient than SAOLA-max on all datasets, especially on those of extremely high dimensionality. In Table XIX , we can also see that SAOLA selects fewer features than SAOLA-max. The explanation is that SAOLA-max uses a bigger relevance threshold (δ 2 = max(I(X; C), I(Y ; C)) for removing redundant features than SAOLA (δ 2 = min(I(X; C), I(Y ; C)). Clearly, the larger the relevance threshold δ 2 , more features are added to the current feature set (see Steps 11 and 16 of Algorithm 1).
Compared to SAOLA-max, we can conclude that it is accurate and scalable to use the correlation bound, δ 2 = min(I(X; C), I(Y ; C) in the SAOLA algorithm, for pairwise comparisons to filter out redundant features.
Finally, we evaluate the stabilities of SAOLA and SAOLA-max using the stability measure proposed by Yu et al. [2008] . Each dataset was randomly partitioned into , lung-cancer; 3, ohsumed; 4, apcj-etiology; 5, news20; 6, breast-cancer; 7, madelon; 8, leukemia; 9, kdd10; 10, webspam; 11, hiva; 12, dorothea; 13, thrombin; 14, url) .
five folds, each fold containing 1/5 of all the samples. SAOLA and SAOLA-max were repeatedly applied to four out of the five folds. This process was repeated 30 times to generate different subsamples for each dataset. Then, the average stabilities over 30 subsamples on each dataset are as the results of SAOLA and SAOLA-max. Figure 13 shows the stabilities of SAOLA and SAOLA-max. We can conclude that SAOLA is very competitive with SAOLA-max on the measure of stability, although SAOLA-max can select large subsets of features.
The Effect of Input Order of Features.
Since the dimensions are presented in a sequential scan, does the input order of the features have an impact on the quality of the selected feature set? To evaluate the effect on the SAOLA algorithm, we generate 30 trials in which each trial represents a random ordering of the features in the input feature set. We apply the SAOLA algorithm to each randomized trial and report the average prediction accuracies and standard deviations (accuracy±deviation) in Table XX (in the following sections, we only give the prediction accuracy of SAOLA using KNN and J48 since the prediction accuracy of SAOLA using SVM is very similar to that of SAOLA using KNN). On the last eight very high-dimensional datasets, the results in Table XX confirm that varying the order of the incoming features does not affect much the final outcomes. Our explanation is that with various feature orders, Steps 11 and 16 of Algorithm 1 can select the feature with the highest correlation with the class attribute among a set of correlated features and remove the corresponding correlated features of this feature.
The only difference is that in some feature orders, the final feature subset may include some weakly relevant features. For example, assuming at time t, F i arrives and has only one feature Y that satisfies Equation (18) in the input features, and Y arrived before F i and has stayed in the currently selected feature set S * t i−1 . Then, F i can be removed at time t given Y . But if F i arrives before Y , and Y is removed before F i 's arrival, F i cannot be removed later and may be kept in the final feature set. This also explains why there is a little fluctuation of standard deviations in Table XX . 5.5.3. The Effect of δ and α. The SAOLA algorithm has two versions: SAOLA with information gain for discrete data and SAOLA with Fisher's Z-test for continuous data. For both versions, SAOLA needs to set a relevance threshold (δ in Algorithm 1) in advance to determine whether two features are relevant. For discrete data, we set 11 different relevance thresholds for SAOLA and tuned δ using cross validation on the dorothea and thrombin datasets. From Figure 14 , we can see that in the term of prediction accuracy, the relevance thresholds do not have a significant impact on the SAOLA algorithm.
For Fisher's Z-test, the relevance threshold is the significance level, α, and is always set to 0.01 or 0.05. Table XXI shows the results of SAOLA under different significance levels. It is clear that a significant level does not impose a significant impact on the SAOLA algorithm either.
Comparison of Group-SAOLA with OGFS and Sparse Group Lasso
In this section, we compare our group-SAOLA algorithm with the state-of-the-art online group feature selection methods, OGFS ] and a well-established batch group feature selection method, Sparse Group Lasso [Friedman et al. 2010] . As for the first 10 high-dimensional datasets in Table II , from dexter to thrombin, we randomly separated each dataset into 100 feature groups without overlapping, whereas for the last 4 datasets with extremely high dimensionality, each dataset was randomly separated into 10,000 feature groups without overlapping. For parameter settings of the Sparse Group Lasso algorithm, λ 1 ∈ [0.01, 0.1] and λ 2 ∈ [0.01, 0.1]. For the group-SAOLA algorithm, the parameters, δ for discrete data and α for continuous data, are the same as the SAOLA algorithm. In the following comparisons, since the prediction accuracy of SAOLA using SVM has no significant difference than that of SAOLA using KNN and J48, we only report the prediction accuracy of SAOLA using KNN and J48.
In this section we compare group-SAOLA with OGFS and Sparse Group Lasso in terms of prediction accuracy, sizes of selected feature subsets, number of selected groups, and running time on the 14 high-dimensional datasets in Table II . We repeated this process 10 times to generate different sets of feature groups of each dataset. The results as shown in Tables XXII and XXIII, Figures 15-18 are the average ones on those 10 sets of feature groups. Table XXII summarizes the prediction accuracies of Group-SAOLA against OGFS and Sparse Group Lasso using the KNN and J48 classifiers. The highest prediction accuracy is highlighted in bold face. Table XXIII illustrates the running time, sizes of selected feature subsets, and numbers of selected groups of Group-SAOLA against OGFS and Sparse Group Lasso. In Tables XXII and XXIII, SGLasso is the abbreviation for Sparse Group Lasso. 5.6.1. Comparison of Group-SAOLA with OGFS. In this section, we compare OGFS with group-SAOLA on the 14 high-dimensional datasets in Table II , and the results are as shown in Tables XXII and XXIII and Figures 15-18. In Table XXII , from the win/tie/lose counts in the last rows of the table, we observe that Group-SAOLA never loses against OGFS on all of the 14 high-dimensional datasets.
To evaluate whether the prediction accuracy of group-SAOLA and that of OGFS has no significant difference, using the Friedman test, for the J48 classifier, the null-hypothesis is rejected, and the average ranks for group-SAOLA and OGFS are 1.8929 and 1.1071, respectively. Then, we proceed with the Nemenyi test as a post-hoc Fig. 15 . The error bars and AUC of group-SAOLA and OGFS (the labels of the x-axis from 1 to 14 denote the datasets: 1, dexter; 2, lung-cancer; 3, hiva; 4, breast-cancer; 5, leukemia; 6, madelon; 7, ohsumed; 8, apcj-etiology; 9, dorothea; 10, thrombin; 11, news20; 12, url1; 13, kdd10; 14, webspam) . . Accuracies and numbers of selected groups of three algorithms (J48). Fig. 18 . The error bars and AUC of group-SAOLA and Sparse Group Lasso (the labels of the x-axis from 1 to 10 denote the datasets: 1, dexter; 2, lung-cancer; 3, hiva; 4, breast-cancer; 5, leukemia; 6, madelon; 7, ohsumed; 8, apcj-etiology; 9, dorothea; 10, thrombin). test, and the critical difference is up to 0.6885. If the difference between 1.8929 and 1.1071 is larger than this critical difference, then group-SAOLA is significantly better than OGFS in prediction accuracy. For the KNN classifier, the null-hypothesis cannot be rejected. The average ranks for group-SAOLA and OGFS are 1.75 and 1.25, respectively. Accordingly, for KNN, group-SAOLA and OGFS have no significant difference in prediction accuracy. Figure 15 gives the error bars (the left figure) and AUC (the right figure) of group-SAOLA and OGFS using the KNN classifier. We can see that group-SAOLA clearly outperforms OGFS using the AUC and error bar metrics.
Furthermore, Table XXIII illustrates that group-SAOLA is faster than OGFS on most datasets. When the number of features increases to millions and the number of feature groups becomes large, OGFS becomes very costly, but our group-SAOLA is still scalable and efficient. The explanation is that the time complexity of group-SAOLA is determined by the number of features within the currently selected feature groups, and the strategy of online redundancy detection within the currently selected feature groups makes group-SAOLA very scalable. Meanwhile, from Table XXIII, we observe that group-SAOLA selects fewer features than OGFS. From the selected numbers of groups and selected numbers of features, we can see that group-SAOLA not only selects the smaller number of feature groups, but also achieves more sparsity of within groups than OGFS. Figure 16 gives the results of the numbers of selected groups and the corresponding prediction accuracy for group-SAOLA, and OGFS using the KNN classifier on the 14 datasets in Table II . The best possible mark for each graph is at the upper left corner, which selects the fewest groups with the highest prediction accuracy. We can see that group-SAOLA selects fewer groups while gets higher prediction accuracies than OGFS on all the 14 datasets in Table II , except for the ohsumed dataset. However, on the ohsumed dataset, on the prediction accuracy, group-SAOLA is very competitive with OGFS. Figure 17 gives the results of the numbers of selected groups and the corresponding prediction accuracy for Group-SAOLA and OGFS using the J48 classifier. We can see that Group-SAOLA selects fewer groups while gets higher prediction accuracies than OGFS on all the 14 datasets. 5.6.2. Comparison of Group-SAOLA with Sparse Group Lasso. Since Sparse Group Lasso 8 can only deal with the first 10 high-dimensional datasets in Table II due to high computational costs, in this section, we compare it with group-SAOLA on those first 10 high-dimensional datasets.
With Table XXII , using the Friedman test, for the J48 classifier, the null-hypothesis cannot be rejected, and the average ranks for group-SAOLA and Sparse Group Lasso are 1.5 and 1.5, respectively. For the KNN classifier, the null-hypothesis is accepted, and the average ranks for group-SAOLA and Sparse Group Lasso are 1.6 and 1.4, respectively. Accordingly, for the J48 and KNN classifiers, group-SAOLA and Sparse Group Lasso have no significant difference in prediction accuracy. Furthermore, Table XXIII shows that group-SAOLA is much faster than Sparse Group Lasso, and group-SAOLA selects fewer features than Sparse Group Lasso. Figure 18 gives the AUC (the left figure) and error bars (the right figure) of group-SAOLA and Sparse Group Lasso using the KNN classifier. Figure 18 illustrates that group-SAOLA is very competitive with Sparse Group Lasso using the AUC and error bar metrics. Figures 16 and 17 give the results of the numbers of selected groups and the corresponding prediction accuracy for group-SAOLA and Sparse Group Lasso using the KNN and J48 classifiers, respectively. The best possible mark for each graph is in the upper left corner. We can see that group-SAOLA prefers to select few groups, in comparison to Sparse Group Lasso. Meanwhile, group-SAOLA is very competitive with Sparse Group Lasso in terms of prediction accuracy.
In summary, the group-SAOLA algorithm is a scalable and accurate online group feature selection approach. This validates that without requiring a complete set of feature groups on a training dataset before feature selection starts, group-SAOLA is very competitive compared to the well-established Sparse Group Lasso algorithm.
CONCLUSIONS AND FUTURE WORK
In this article, we presented the SAOLA algorithm, a scalable and accurate online approach to tackle feature selection with extremely high dimensionality. We conducted a theoretical analysis and derived a lower bound of correlations between features for pairwise comparisons, and then proposed a set of online pairwise comparisons to maintain a parsimonious model over time. To deal with the group structure information in features, we extended the SAOLA algorithm, and then proposed a novel group-SAOLA algorithm to deal with features that arrive by groups. The group-SAOLA algorithm can online maintain a set of feature groups that is sparse between groups and within each group simultaneously.
Using a series of benchmark datasets, we compared the SAOLA and group-SAOLA algorithms with state-of-the-art online feature selection methods and well-established batch feature selection algorithms. The empirical study demonstrated that the SAOLA and group-SAOLA algorithms are both scalable on datasets of extremely high dimensionality, have superior performance over state-of-the-art online feature selection methods, and are very competitive with state-of-the-art batch feature selection methods in prediction accuracy, while being much faster in running time.
In this work, we have used online pairwise comparisons to calculate the correlations between features without further exploring positive feature interactions between features. Moreover, from the AUC results reported in the work, we can see that SAOLA and its rivals, including the three online algorithms and three batch methods, cannot effectively deal with class-imbalanced data. Thus, we will further explore the following directions in online feature selection: efficient and effective methods to discover positive feature interactions between features, and accurate and scalable online algorithms to handle class-imbalanced data.
Meanwhile, our empirical studies have validated that SAOLA (using pairwise comparisons) is competitive with IAMB and MMMB (using multiple comparisons). Conducting thoroughly theoretical analysis and empirical studies on why pairwise feature correlations (instead of conditioning on all possible feature subsets) may be sufficient in practice deserves further exploration in our future work.
