Abstract. We consider the problem of matching applicants to posts where applicants have preferences over posts. Thus the input to our problem is a bipartite graph G = (A ∪ P, E), where A denotes a set of applicants, P is a set of posts, and there are ranks on edges which denote the preferences of applicants over posts. A matching M in G is called rank-maximal if it matches the maximum number of applicants to their rank 1 posts, subject to this the maximum number of applicants to their rank 2 posts, and so on. We consider this problem in a dynamic setting, where vertices and edges can be added and deleted at any point. Let n and m be the number of vertices and edges in an instance G, and r be the maximum rank used by any rank-maximal matching in G. We give a simple O(r(m + n))-time algorithm to update an existing rank-maximal matching under each of these changes. When r = o(n), this is faster than recomputing a rankmaximal matching completely using a known algorithm like that of Irving et al. [13] , which takes time O(min((r + n, r √ n)m).
Introduction
We consider matchings under one-sided preferences. The problem can be modeled as that of matching applicants to posts where applicants have preferences over posts. This problem has several important practical applications like allocation of graduates to training positions [11] and families to government housing [18] . The input to the problem consists of a bipartite graph G = (A ∪ P, E), where A is a set of applicants, P is a set of posts. Each applicant has a subset of posts ranked in an order of preference. This is referred to as the preference list of the applicant. An edge (a, p) has rank i if p is an ith choice of a. An applicant can have any number of posts at rank i, including zero. Thus the edge-set E can be partitioned as E = E 1∪ . . .∪E r , where E i contains the edges of rank i.
This problem has received lot of attention and there exist several notions of optimality like pareto-optimality [1] , rank-maximality [13] , popularity [2] , and fairness. The notion of rank-maximality has been first studied by Irving [12] , who called it greedy matchings and also gave an algorithm for computing such matchings in case of strict lists. A rank-maximal matching matches maximum number of applicants to their rank 1 posts, subject to that, maximum number of applicants to their rank 2 posts and so on. Irving et al. [13] gave an O(min(n + r, r √ n)m)-time algorithm to compute a rank-maximal matching. Here n = |A| + |P|, m = |E|, and r denotes the maximum rank on any edge in a rank-maximal matching. The weighted and capacitated versions of this problem have been studied in [14] and [16] respectively. We consider the rank-maximal matching problem in a dynamic setting where vertices and edges are added and deleted over time. The requirement of dynamic updates in matchings has been well-studied in literature, with the motivation of updating an existing optimal matching without recomputing it completely. Dynamic updates are important in real-world applications as applicants matched to posts can leave their jobs, or new applicants can apply for a job, or an applicant can acquire new skills and hence becomes eligible for more posts.
Related work: Bipartite matchings as well as popular matchings have been extensively studied in a dynamic setting [15, 4, 10, 5, 6] [7, 3] . The algorithms for maintaining maximum matchings in dynamic bipartite graphs maintain a matching under addition and deletion of edges that closely approximates the maximum cardinality matching, and the update time is small i.e. sub-linear or even poly-logarithmic in the size of the graph. The algorithm of [7] maintains a matching that has an unpopularity factor of (∆+k) with O(∆+∆ 2 /k) amortized changes per round for addition or deletion of an edge, and O(∆ 2 +∆ 3 /k) changes per round for addition and deletion of a vertex for any k > 0. In contrast to this, our algorithm maintains rank-maximal matchings exactly but needs O(r(m+ n)) time for each update. We describe our contribution below.
Recently, independent of our work, [8] give an O(m) algorithm for updating rank-maximal matchings under addition and deletion of vertices using techniques similar to ours.
Our Contribution
We consider the problem of updating an existing rank-maximal matching when a vertex or edge is added or deleted. We show the following in this paper:
Theorem 1. Given an instance of the rank-maximal matching problem with n vertices and m edges, there is an O(r(m + n))-time algorithm for updating a rank-maximal matching when a vertex or edge is added to or deleted from the instance. Here r is the maximum rank used in any rank-maximal matching in the instance.
When r = o(n), this is faster than recomputing a rank-maximal matching using the fastest known algorithm by Irving et al. [13] .
Our algorithm crucially uses Irving et al.'s algorithm and the graphs it creates for each stage. In Irving et al.'s algorithm, at stage i, edges of rank i are added to the instance and some edges which can not belong to any rank-maximal matching are deleted. We show that addition or deletion of a vertex or edge can lead to addition and deletion of several edges at each stage, however, at most one augmenting path is created at each stage. This helps us update each stage in time O(m + n), thus total time taken is O(r(m + n)) where r is the maximum rank on any edge in a rank-maximal matching.
It is important to note that addition or deletion of even one edge can change an existing rank-maximal matching by as much as Ω(n) edges. We give an example in Appendix to show this. Also, addition or deletion of a vertex can potentially lead to addition or deletion of Ω(n) edges. In light of this, it is an interesting aspect of our algorithm that it avoids a complete recomputation of a rank-maximal matching. Also, in the instances that arise in practice, where there is a large number of applicants and posts, typically each applicant ranks only a small subset of posts. Therefore our algorithm is useful for updating a rank-maximal matching in such instances substantially faster than recomputing it completely.
Organization of the paper
In Section 2, we give some definitions and recall the algorithm of Irving et al. [13] for computing a rank-maximal matching along with some of its properties. The preprocessing and an overview of the algorithm appear in Section 3. The description and analysis of the algorithm is given in Section 4. We discuss some related questions in Section 5.
Preliminaries
We recall some well-known definitions and terminology (see e.g. [9] ). A matching M in a graph G is a subset of edges, such that no two of them share a vertex. For a matched vertex u, we denote by M (u) its partner in M .
Properties of maximum matchings in bipartite graphs: Let G = (A ∪ P, E) be a bipartite graph and let M be a maximum matching in G. The matching M defines a partition of the vertex set A ∪ P into three disjoint sets, defined below: The following lemma is well-known in matching theory; see [17] or [13] for a proof. 
Rank-maximal matchings:
An instance of the rank-maximal matchings problem consists of a bipartite graph G = (A ∪ P, E), where A is a set of applicants, P is a set of posts, and applicants rank posts in order of their preference. That is the input is a bipartite graph G = (A ∪ P, E) where the edges in E can be partitioned as
Here E i denotes the edges of rank i, and r denotes the maximum rank any applicant assigns to a post. An edge (a, p) has rank i if p is an ith choice of a.
Definition 2 (Signature). The signature of a matching M is defined as an r-tuple ρ(M ) = (x 1 , . . . , x r ) where, for each 1 ≤ i ≤ r, x i is the number of applicants who are matched to their ith rank post in M . Observe that all the rank-maximal matchings in an instance have the same cardinality and the same signature.
Construction of Rank-maximal Matchings: Now we recall Irving et al.'s algorithm [13] for computing a rank-maximal matching in a given instance G = (A ∪ P, E 1 ∪ . . . ∪ E r ). The pseudocode of the same appears in Algorithm 1 and a description is given below. Recall that E i is the set of edges of rank i. . It is shown in [13] that the matching M i is rank-maximal in G i .
Algorithm 1 An algorithm to compute a rank-maximal matching from [13] .
Partition A ∪ P as Oi, Ei, Ui with respect to Mi in G
Delete all edges of rank j > i incident on vertices in Oi ∪ Ui.
6:
Delete all edges from G ′ i between a node in Oi and a node in Oi ∪ Ui.
7:
Add edges in Ei+1 to G
Compute a maximum matching Mi+1 in Gi+1 by augmenting Mi. 9: end for 10: Delete all edges from G ′ r+1 between a node in Or+1 and a node in Ur+1. 
Preprocessing and overview
In the preprocessing stage, we store the information necessary to perform an update in O(r(m + n)) time. The preprocessing time is asymptotically same as that of computing a rank-maximal matching in a given instance by Irving et al.'s algorithm viz. O(min((r + n, r √ n)m)) and uses O((m + n) log n) storage.
Preprocessing
Given an instance of the rank-maximal matching problem, G = (A ∪ P, E) and ranks on edges, we execute Irving et al.'s algorithm on G. (Algorithm 1 from Section 2.) Recall that n is the number of vertices and m is the number of edges. We use the reduced graphs
, computed by Algorithm 1 for updating a rank-maximal matching in G on addition or deletion of an edge or a vertex. If M is a rank-maximal matching in G, then in each G ′ i , we consider the matching
When a vertex or an edge is added to or deleted from G, the goal is to emulate Algorithm 1 on the new instance H using the reduced graphs G ′ i for each i. We prove in Lemma 2 below that we do not need to store the reduced graphs explicitly. The storage can be achieved by storing the original graph G along with some extra information for each stage. If a vertex becomes odd (respectively unreachable) at stage i of Algorithm 1, we store the number i and one bit 0 (respectively 1) indicating that, at stage i, the vertex became odd (respectively unreachable). For each edge, we store the stage at which it gets deleted, if at all. This takes O((m + n) log n) extra storage. 
We go over all the edges in E 1 ∪ . . . ∪ E i and keep those edges in E ′ i which have not been deleted up to stage i. This is precisely the information we have stored for each edge. As we go over each edge exactly once, we need O(m + n) time.
An overview of the algorithm
Let G be a given instance and let H be the updated instance obtained by addition or deletion of an edge or a vertex. As stated earlier, the goal of our algorithm is to emulate Algorithm 1 on H using stored in the preprocessing step described above. Thus our algorithm constructs the reduced graphs H We note that, in Irving et al.'s algorithm, an applicant is allowed to have any number of posts of a rank i, including zero. Also, because of the one-sided preferences model, each edge has a unique rank associated with it. Thus addition of an applicant is analogous to addition of a post. In both the cases, a new vertex is added to the instance, along with the edges incident on it, and along with the ranks on these edges. The ranks can be viewed from either applicants' side or posts' side. Therefore, we describe our algorithm for addition of an applicant, but the same can be used for addition of a post. The same is true for deletion of a vertex. Deletion of an applicant or post involves deleting a vertex, along with its incident edges. Hence the same algorithm applies to deletion of both applicants and posts.
The Algorithm
We describe the update algorithm here. Throughout this discussion, we assume that G is an instance of rank-maximal matchings and H is an updated instance, where an update could be addition or deletion of an edge or a vertex. We discuss each of these updates separately.
As described in Section 3, we first run Algorithm 1 on G and compute a rankmaximal matching M in G. We also store the information regarding each vertex and edge as described in Section 3. In the subsequent discussion, we assume that we have the reduced graphs G ′ i for each rank 1 ≤ i ≤ r, which can be obtained in linear-time from the stored information as proved in Lemma 2.
Addition of a vertex:
We describe the procedure for addition of a vertex in terms of addition of an applicant. Addition of a post is analogous as explained in Section 3. A description of the vertex-addition algorithm is given below and then we prove its correctness. The pseudocode is given in Appendix.
Description of vertex-addition algorithm: Let a be a new applicant to be added to the instance G. Let E a be the set of edges along with their ranks, that correspond to the preference list of a. Thus the new instance is H = ((A ∪ {a}) ∪ P, E ∪ E a ). The update algorithm starts from G Update the labels E, O, U.
3 Add those applicants whose label changes from U to E to the set S, as they need to get higher rank edges in subsequent stages. Note that their higher rank edges are deleted by Algorithm 1 as they become unreachable in G ′ 1 . Thus S always stores the vertices which need to get higher rank edges in subsequent iterations. Case 3: A rank 1 post p of a is even in G Recompute the E, O, U labels. Delete higher rank edges on those vertices whose labels change from
Delete OO and OU edges if present. Add those vertices to T which are odd or unreachable in H ′ 1 . These are precisely those vertices that will not get higher rank edges in any subsequent iteration even if they become even in one such iteration.
For each subsequent stage i > 1, the algorithm proceeds as follows: Dashed lines indicate a rank-maximal matching before addition of a4. In (i), a1, p1 are unreachable before adding a4. After adding a4, p1 becomes odd while a1 becomes even. In (ii), there is no status change after adding a4. In (iii), there is an augmenting path a4, p3, a3, p4 after adding a4. Augmentation makes all the nodes unreachable. Preference list for each figure is shown below the figure. Note that some edges on p1 are deleted because they are OO or OU edges.
Start with H
. Add a and its undeleted edges up to rank i to H The algorithm stops when there are no more edges left in H. Figure 1 shows an example of the various cases considered above.
Analysis of the vertex-addition algorithm: Recall the notation that G is the given instance and H is the instance obtained by adding an applicant a along with its incident edges. Moreover, G i and H i are subgraphs of G and H respectively, consisting of edges up to rank i respectively from G and H. Also G Correctness of the algorithm is given by the following theorem, we prove its base case here, the full proof appears in Appendix. M (p) ). Such applicants and posts now have respectively an even and odd length alternating path from a and hence their labels change from U to E and O respectively. Note that these alternating paths are considered with respect to the existing matching M 1 , and
Consider the applicants whose labels change from U to E. As these applicants are unreachable in G ′ 1 , Algorithm 1 must have deleted their higher rank edges from G. These edges need to be added back as they have become even now. We include them in the set S so that such edges can be added at the respective stages.
Case 3: Applicant a has a rank 1 post p which is even in G ′ 1 : Then p has an alternating path from some unmatched post q (possibly p = q). This, along with a, now forms an augmenting path and M 1 needs to be augmented. This path can be found in O(m + n) time by a BFS or DFS from a and M 1 is augmented to get M ′ 1 in the same time. This augmentation leads to changing q from an unmatched to matched post. Now p may not have an alternating path from an unmatched post. If this happens, p becomes unreachable. Other posts on the alternating path from q to p, if any, also become unreachable and their higher rank edges need to be deleted. Their corresponding matched applicants, that were odd earlier, also become unreachable. This needs a recomputation of E, O, U labels. Also, higher rank edges on those posts whose labels change from E to U need to be deleted from H. Note that if p has an alternating path from an unmatched post in H , they need to be deleted. This completes the base case. The induction step is similar, and is given in Appendix.
Deletion of a vertex
Let an applicant a be deleted from the instance. The case of deletion of a post p is analogous, as explained in Section 3. Let G be the given instance and H be the updated instance. Thus H = (A \ {a} ∪ P, E \ E a ) where E a is the set of edges incident on a. Let M be a rank-maximal matching in G. Also assume that the preprocessing step is executed on G and the information as mentioned in Section 3 is stored.
Description of the vertex-deletion algorithm If a is not matched in M , then M clearly remains rank-maximal in H, although the reduced graphs H ′ i could differ a lot from the corresponding reduced graphs G ′ i for each i. We describe the algorithm below, the pseudocode is given in Appendix.
Initialization: S, T = ∅. These sets will be used later, as given in the following description. Delete from H the edges of rank > i on those applicants whose label changes from E to U. This is the final reduced graph H ′ i . Add odd and unreachable vertices from H ′ i to T . The set T contains those vertices that will not get higher rank edges at later stages even if their label changes to E. Now we come to the rank j at which a is matched in M . Initialize H 
Addition and deletion of an edge
Modules similar to those for vertex-addition and vertex-deletion can be written for addition and deletion of an edge, which would have time complexity O(r(m + n)) each. However, both edge-addition and edge -deletion can be performed as a vertex-deletion followed by vertex-addition, achieving the same running time O(r(m + n)). We explain this here. To add an edge (a, p), one can first delete applicant a using the vertex-deletion algorithm thereby deleting all the edges E a incident on a, and then the applicant a is added back along with the edge-set E a ∪ {(a, p)}. Similarly, deletion of an edge (a, p) can be carried out by first deleting the applicant a along with the set of edges E a incident on a and then adding back a along with the edge-set E a \ {(a, p)}. It is clear that both edgeaddition and edge-deletion can thus be carried out in O(r(m + n)) time.
Discussion
In this paper, we give an O(r(m + n)) algorithm to update a rank-maximal matching when vertices or edges are added and deleted over time. Independent of our work, [8] give an algorithm for vertex addition and deletion that runs in O(m) time using similar techniques.
In [9] , a switching graph characterization of rank-maximal matchings has been developed, which has found several applications. A natural question to ask is whether this characterization is also useful in dynamic setting. However, a switching graph is based on the reduced graph computed by Irving et al.'s algorithm, which is a subgraph of the input graph. Addition or deletion of a vertex can change this subgraph and hence the switching graph significantly. Therefore it is not immediate whether the switching graph characterization can help in dynamic setting. It is an interesting question to explore.
A Example for addition of an edge
We give an example to show that addition of an edge can change the rankmaximal matching by Ω(n) edges.
Let the given instance be as follows: This new instance also admits only one rank-maximal matching M ′ given by
Note that M and M ′ differ by 4 edges, which is more than half the size of M or M ′ . The example can be easily scaled for any number of applicants. Consider
B Details of vertex-addition
, which is the set of edges present in exactly one of the two matchings. This is a collection of vertex-disjoint paths and cycles. Each Algorithm 2 Update algorithm for addition of a new applicant a 1: S = ∅, T = ∅ 2: for each rank i from 1 until a is matched do 3:
Update
If there are vertices in S (added in step 9 of previous iteration), add rank i edges incident on them. These are the applicants which changed from U to E in one of the previous stages. Update the O, U, E labels.
4:
Add edges between a and those of his rank i posts which do not become odd or unreachable in H ′ j for any j < i.
5:
if All of a's rank i posts are odd in
There is no change in labels, a remains even. Do nothing.
7:
else if One or more of a's rank i posts are unreachable in G
Recompute the labels. 9:
Now some unreachable posts become odd and corresponding unreachable applicants become even. Include these applicants to S for addition of higher rank edges later if they are not present in T .
10:
else if One of a's rank i posts is even in G
Augment Mi by finding an augmenting path from a. Call this matching M ′ i .
12:
Recompute the labels E , O, U. {/* Now some even posts may become unreachable. Some odd applicants may become unreachable. The applicant a will be odd or unreachable.*/} 13:
Delete higher rank edges on the posts whose labels change from E to U. 14:
Delete OU and OO edges from H ′ i .
15:
Remove those vertices from S become O or U now. This is the updated graph H Remove the vertices from S which are now odd or unreachable.
26:
Add odd or unreachable vertices to T . Delete higher rank edges on them from H. 27: end for path that does not contain the new applicant a, and each cycle must have the same number of edges of each rank from M i and M ′ i . Otherwise we can obtain a matching which has a better signature than either M i or M ′ i , which contradicts the rank-maximality of both the matchings in G i and H i respectively. At most one path can have the new applicant a as one end-point. This path can contain at most one more edge of M Consider the applicants whose labels change from U to E. As these applicants are unreachable in G ′ 1 , Algorithm 1 must have deleted their higher rank edges from G. These edges need to be added back as they have become even now. We include them in the set S so that such edges can be added at the respective stages. This is done in lines 8 and 9 of Algorithm 2 and edges on applicants in S are added in line 3. Case 3: Applicant a has a rank 1 post p which is even in G ′ 1 : Then p has an alternating path from some unmatched post q (possibly p = q). This, along with a, now forms an augmenting path and M 1 needs to be augmented. This path can be found in O(m + n) time by a BFS or DFS from a and M 1 is augmented to get M ′ 1 in the same time. This augmentation leads to changing q from an unmatched to matched post. Now p may not have an alternating path from an unmatched post. If this happens, p becomes unreachable. Other posts on the alternating path from q to p, if any, also become unreachable and their higher rank edges need to be deleted. Their corresponding matched applicants, that were odd earlier, also become unreachable. This needs a recomputation of E, O, U labels. Also, higher rank edges on those posts whose labels change from E to U need to be deleted from H. This is dealt with in lines 11 to 15 of Algorithm 2. Note that if p has an alternating path from an unmatched post in H We now come to the inductive part. Assume that the algorithm has correctly computed H ′ j for 1 ≤ j < i. We show that the algorithm then correctly computes H , say q. This is because augmentation along an augmenting path always matches an additional applicant (in this case, a) and an additional post (in this case q). However, in M , i.e. prior to addition of a, q may have been matched to some applicant b at a rank k > j. Now q is matched to a, so b loses its matched edge at stage k. This needs updating labels O, U, E at subsequent stages. Also, we need to find an augmenting path from b, if any, at a later stage. This is done in lines 21 to 25. Note that there can be at most one augmenting path according to Lemma 3. Recomputation of labels: Thus, at each stage, the algorithm looks for an augmenting path and augments M ′ i , if such a path is found. The augmentation can lead to change of labels, and deletion of edges on those vertices In (i), a4 is unmatched. Deletion of a4 keeps M unchanged but status of a3 and p4 changes respectively from even and odd to unreachable. Edge (a3, p1) needs to be deleted. In (ii), a4 is matched and even. Deletion of a4 results in augmenting path and M changes to (M \ {(a4, p3)}) ∪ {(a3, p3)}. In (iii), a4 is odd. Deletion of a4 does not change the status of any node. In (iv), a4 is unreachable. Deletion of a4 changes the status of p3, p4 from unreachable to even and that of a3 from unreachable to odd. Note that some edges incident on p1 have been deleted as they are OO or OU edges.
whose labels change from E to U due to the augmentation. Also, even if there is no augmentation, there could still be a change of labels due to addition of edges on vertices in S and also due to addition of edges incident on a. Thus the labels need to be recomputed anyway. The sets S and T are updated as mentioned in the base case above.
As all the possible differences between G Proof. If a is unmatched in M , clearly M remains unchanged by deletion of a.
As a is assumed to be matched to a post p by a rank j edge, a is even at least for the first j − 1 stages of Algorithm 1. Hence the applicants and posts which have alternating paths from a are respectively even and odd in all those stages. Deletion of a may make them unreachable, if they do not have alternating paths from another unmatched applicant. This needs recomputation of labels E, O, U. Also, higher rank edges on those applicants whose label changes from E to U need to be deleted. This is done in steps 4 to 6 of Algorithm 3. At stage j, deletion of a leads to deletion of the edge (a, p) from M . Hence p becomes free. The following cases arise:
Case 1: p is odd in G ′ j : Then there is an alternating path to p from some unmatched applicant in G ′ j with respect to M j . This path now becomes an augmenting path in H ′ j with respect to M ′ j . Checking this case and augmenting along an augmenting path starting from p takes O(m + n) time. Now the posts on this path may not have an alternating path from an unmatched applicant. In this case, their labels change from O to U and those of the applicants matched to them change from E to U. Thus higher rank edges on such applicants need to be deleted. This is done in lines 11 to 13. Case 2: p is unreachable in G ′ j : Then there is no alternating path to p with respect to M j from an unmatched applicant and hence no augmentation is possible at this stage. In this case, p remains unmatched in H ′ j , and hence has the label E. Labels on applicants and posts which have alternating paths from p change from U to O and U to E respectively. Such posts need to get back their higher rank edges which were deleted in Algorithm 1. We include such posts into the set S. This takes O(m + n) time and is done in lines 12 to 15. Case 3: p is even in G ′ j : Thus p and possibly some more vertices have an alternating path with respect to M j in G ′ j from an unmatched post q. Due to deletion of (a, p) edge, some of these vertices may no longer have an alternating path from q. Labels on such applicants and posts change from O and E respectively to U. The algorithm deletes higher rank edges on such posts. Now the algorithm considers subsequent stages. If p is odd in G ′ j above and the matching is augmented as described above, it leads to matching an applicant b in M ′ j who is unmatched in M j . If, in M , b is matched to say q at a rank k > j then the augmentation will lead to q losing its matched edge at stage k. In this case, same procedure needs to be repeated as above.
Thus the algorithm runs in time O(m + n) for each stage and hence a total of O(r(m + n)) time. As all cases are exhaustively considered above, it updates the matching and the reduced graphs correctly.
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