Covering arrays avoiding forbidden edges (CAFEs) are used in testing applications (software, networks, circuits, drug interaction, material mixtures, etc.) where certain combinations of parameter values are forbidden. Danziger et al. (2009) [8] have studied this problem and shown some computational complexity results. Around the same time, Martinez et al. (2009) [19] defined and studied error-locating arrays (ELAs), which are closely related to CAFEs. Both papers left some computational complexity questions. In particular, these papers showed polynomial-time solvability of the existence of CAFEs and ELAs for binary alphabets (g = 2), and the NP-hardness of these problems for g ≥ 5. In this paper, we prove that optimizing CAFEs and ELAs is indeed NP-hard even when restricted to the case of binary alphabets, using a reduction from edge clique covers of graphs (ECCs). We also provide a hardness of approximation result. We explore important relationships between ECCs and CAFEs and give some new bounds for uniform ECCs and CAFEs.
Introduction
An extended abstract of this paper has appeared in [18] ; this paper provides the full proofs of all results which have been stated there. Throughout this paper, for integers i, j, we denote {i, i + 1, . . . , j} by [i, j] .
Thorough testing is needed before releasing a product, whether it is a piece of software, a software-based electronic device or a new prescription drug. In most cases, there are often various components or factors involved, each having several options, which should be tested in some sensible way. To model the general situation, we use the following definition.
A testing problem is a system with k components called factors, which we label by the indices 1, . . . , k. Each factor i ∈ [1, k] has g i possible options, called values. Typically, we use the alphabet [0, g i − 1] to denote the values of factor i. For convenience, we denote such a testing problem as TP(k, (g 1 , . . . , g k )). If the alphabet size is constant, that is, if g 1 = g 2 = · · · = g k = g for some g ∈ Z, then we shorten the notation to TP(k, g). We represent a test by a k-tuple T = (a 1 , . . . , a k ) ∈ [0, g 1 − 1] × · · · × [0, g k − 1], to mean that value a i has been selected for factor i for each i ∈ [1, k] . For example, Table 1 shows a TP(5, (3, 3, 2, 2, 2)) for possible options on a mobile phone taken from Cohen et al. [4] . We assume that the nature of the system is such that the outcome of each test is either pass or fail. If a test fails, we conclude that a fault is present in the system and that this fault is responsible for the test's failure. Our goal is thus to design a suite of tests which can reveal the faults of a system.
In practice, exhaustively testing a TP(k, (g 1 , . . . , g k )) is too costly. For a TP(k, g), exhaustive testing would require g k tests. So we must look for more reasonably sized test suites, but at the same time, we want the tests to cover a wide range of combinations which may lead to failures. In systems involving several components, failures are often due to unexpected interactions that occur between a specific combination of the options [5, 22] . Therefore, one alternative to exhaustive testing is to design a smaller suite of tests in which every t-way interaction between any t of the factors is covered. Let TP(k, (g 1 , . . . , g k )) be a testing problem, and let t be a positive integer such that 1 ≤ t ≤ k. A t-way interaction is a set of values assigned to t distinct factors. We denote a t-way interaction as I = {(f 1 As an alternative to exhaustive testing, test suites designed to cover all t-way interactions for some small value of t can be applied. Indeed, research has shown that testing all pairwise interactions in a testing problem finds a large percentage of existing faults, thus offers a good compromise to exhaustive testing [2, 7, 14, 15] . Covering arrays correspond to test suites that guarantee the coverage of all t-way interactions.
A covering array (CA) is an N × k array A, with each column i ∈ [1, k] 
k, g), with CA number CAN(t, k, g).
For a survey of constructions for CAs see [5, 6] , and for their applications to testing see [20] . The number of tests in a test suite built from a CA is much smaller than in exhaustive testing, since for fixed k and g [5] ), while exhaustive testing would use
Unfortunately, in practice, testing problems are even more complicated, and they frequently come with extra constraints. For many reasons, some particular t-way interactions of a given testing problem may need to be forbidden from all tests. For example, some combinations of components in a highly-configurable software system can be invalid. Consider the example in Table 1 . This system contains some inherent constraints, as given in Table 2 (based on [4] ). For example, video ringtones cannot be used without the presence of a video camera. In this case, the system has seven forbidden pairwise interactions and one forbidden 3-way interaction. A CA(N; 2, 5, (3, 3, 3, 2, 2)) would provide a suite of tests which guarantees the coverage of all pairwise interactions, but would ignore these constraints. Consequently, some of the tests generated by the CA simply could not take place, resulting in wasted tests and some valid interactions which would be left uncovered. Thus it is desirable to design a minimal suite of tests which cover all permitted interactions, but which avoid the forbidden interactions. Experiments involving material mixtures provide an example of a testing problem where ignoring forbidden interactions could be deadly. These types of experiments may combine materials in order to produce mixtures with improved properties such as strength and flexibility, but absolutely must avoid creating known explosive or toxic combinations. Cawse [3] supports the use of covering arrays for the design of such experiments, but the ability to avoid the dangerous combinations is essential.
In general, the constraints imposed on a testing problem can result in forbidden interactions of any size (forbidden t-way interactions for any t ∈ [1, k] ). For example, the constraint (C7) of Table 2 yields a forbidden 3-way interaction. However, in the present paper, we concentrate solely on the simpler case, where all forbidden and required interactions are pairwise interactions, that is, the case of t = 2 with pairwise forbidden interactions given as edges of a graph, which is defined next.
The more general case can be modelled using hypergraphs to represent the forbidden interactions.
Given a testing problem TP(k, (g 1 , . . . , g k )) and an associated forbidden (pairwise) interaction set, say F = {I | I is a forbidden interaction of TP(k, (g 1 , . . . , g k ))}, we represent the forbidden interactions using a k-partite graph G that is a member of the following family of graphs. The family of forbidden edges graphs, denoted by G (g 1 ,...,g k ) , is the family of k-partite graphs having parts of sizes g 1 , . . . , g k . The vertices of G ∈ G (g 1 ,...,g k ) are labelled v i,a i where i ∈ [1, k] and a i ∈ [0, g i − 1], so that the respective parts are of the form P i = {v i,a i | a i ∈ [0, g i − 1]} for each i ∈ [1, k] , and {v i,a i , v j,a j } ∈ E(G) if and only if I = {(i, a i ), (j, a j )} ∈ F. In the particular case when g 1 = g 2 = · · · = g k = g, we denote the family of forbidden edges graphs with uniform alphabet size g as G k,g . It is sometimes convenient for us to refer to an interaction I = {(i, a i ), (j, a j )} simply as the pair of vertices {v i,a i , v j,a j }. Then, if {v i,a i , v j,a j } ̸ ∈ E(G), we have a required interaction, and if {v i,a i , v j,a j } ∈ E(G), we have a forbidden interaction.
We now define CAFEs, a generalization of CAs that considers forbidden interactions. 
a CAFE(10,Ĝ) 
Definition 1 ([8]). A covering array avoiding forbidden edges
The CAFE number of a forbidden edges graph G, denoted by CAFEN(G), is the minimum integer N for which a CAFE(N, G)
exists, if a CAFE of G exists, or +∞ otherwise.
Indeed, when we consider the empty forbidden edges graph G ∈ G (g 1 ,...,g k ) , having no edges, we see that a strength t = 2 covering array, CA(N; 2, k, (g 1 , g 2 , . . . , g k )), is precisely a CAFE (N, G) .
Not every graph G ∈ G (g 1 ,...,g k ) admits a CAFE. An interaction I = {(i, a i ), (j, a j )} is said to be consistent with G if there exists a k-tuple T with T i = a i and T j = a j that avoids G. The graph G is consistent if all interactions {(i, a i ), (j, a j )} such that i ̸ = j and {v i,a i , v j,a j } ̸ ∈ E(G) are consistent with G. Indeed, there exists a CAFE(n, G) for a forbidden edges graph G if and only if G is consistent.
For instance, constraints (C1)-(C6) in Table 2 give the graph G in Fig. 1 (with solid black edges). This graph is not consistent since interactions {v 1,2 , v 5,0 } and {v 3,2 , v 5,0 } are not consistent with G. By adding these two edges (dashed lines in Fig. 1 ), the resulting graph, denotedĜ, is consistent and a CAFE ofĜ is also given in Fig. 1 .
In this paper, we study CAFEs and prove several hardness results. In Section 2, we review some basic results on CAFEs and compare with covering arrays. In Section 3, we look at the relationship between CAFEs and edge clique covers and previous results. We also provide some new results and bounds on uniform ECCs and on CAFEs. In Section 4, we show that the related problem of finding a CAFE of minimum size is NP-hard, even for the binary alphabet case (where
We also give a hardness of approximation result for determining the CAFE number in Section 5. In Section 6, we use the NP-completeness of determining the CAFE number to show that the problem of finding a minimum error-locating array is also NP-hard, even for the binary alphabet case. In Section 7, we discuss directions for further research and other useful generalizations of the model.
Background on CAFEs and CAs
We start by describing some previous work on forbidden interactions. Hartman and Raskin [12] address the need for forbidden configurations in testing applications, although their proposed solution requires an exhaustive list of all invalid tests (not simply a list of the forbidden interactions themselves), which in general leads to an exponentially larger representation of the problem. Cohen et al. [4] define constrained covering arrays and present a general technique for representing constraints so that existing algorithms (often heuristics) can now handle constraints. Danziger et al. [8] use graphs to represent forbidden pairwise interactions of a testing problem and define covering arrays avoiding forbidden edges (CAFEs) which provide a compact model for the problem that is suitable for application of design theory techniques; we follow this approach in this paper, and begin by comparing and contrasting basic results for CAFEs and covering arrays.
We remind the reader that a CA(N; 2, k, (g 1 , g 2 , . . . , g k )), is a CAFE (N, G) with G ∈ G (g 1 ,. ..,g k ) such that G contains no edges, i.e. every pairwise interaction is required. While covering arrays exist for all parameters t, k, g 1 , . . . , g k , not every graph G ∈ G (g 1 ,...,g k ) admits a CAFE. For the particular case of binary forbidden edges graphs, that is, for graphs G ∈ G k,2 corresponding to CAFEs with binary alphabets, the following result characterizes their consistency. 
Proposition 1 (Danziger et al. [8]). Let G ∈ G k,2 be a forbidden edges graph with vertex set V
and
Trivial upper and lower bounds for strength t = 2 CAs are
This is easily generalized for CAFEs.
Proposition 2 (Danziger et al. [8])
. Let G ∈ G (g 1 ,...,g k ) be a consistent forbidden edges graph. Let E i,j (G) denote the set of edges with one end in factor i and the other end in factor j. Then
The lower and upper bounds of Proposition 2 are attained for all forbidden edges graphs G ∈ G (g 1 ,g 2 ) with only k = 2 factors, since in this case the lower and upper bounds match. In Section 3, we prove that the upper bound is never attained by any consistent forbidden edges graph with k ≥ 3 factors. The lower bound, however, can be attained for all k ≥ 3 by a specific consistent graph G ∈ G (g 1 ,g 2 ,1,...,1) such that all of its forbidden interactions lie between factors 1 and 2.
The following asymptotic result holds for covering arrays, indicating that for fixed alphabet size g, the covering array number grows as log k.
Theorem 1 (Gargano et al. [10] ). Let g ≥ 2 be a fixed integer. Then, as k → ∞,
For CAFEs with fixed alphabet size g, we have the following asymptotic result, which shows that the CAFE number also grows as log k in some cases.
Proposition 3 (Danziger et al. [8] 
where
In particular,
CAFEs and the edge clique cover problem
We now look at the relationship of CAFEs and edge clique covers of graphs, and provide new results on their existence and the CAFE number. To this end, we need the following definitions. Let G be a simple graph. A subset of vertices C ⊆ V (G) is called a clique of G if every pair of vertices in C is adjacent. The clique number of G, denoted ω(G), is the size of a clique of G with maximum cardinality. If C is a clique of G and e is an edge of G, we say that the clique C covers e if the ends of e belong to C . If C = {C 1 , . . . , C N } is a collection of N cliques of G such that for every edge e ∈ E(G) there is at least one clique C i ∈ C that covers e, then we say that C is an edge clique cover (ECC) of G. We say that an ECC of G, C, is optimal if there is no ECC of G, say C ′ , such that |C ′ | < |C|. The number of cliques in an optimal ECC of G is called the ECC number of G, and is denoted by θ ′ (G). For results on edge clique covers and θ ′ (G) see [1, 9, 11, 13, 16, 21] .
A variation on the ECC problem is the restriction on the size of all the cliques. Let G be a simple graph and let k be an integer. An ECC of G, C, is said to be k-uniform if every clique in C has cardinality k; we call C a k-ECC of G for short. We define the k-uniform ECC number of G to be the size of a k-ECC of G of minimum cardinality if one exists, or +∞ if one does not exist, and denote it by θ ′ k (G). An ECC of G is said to be uniform if it is k-uniform for some integer k. Indeed, a CA (N; 2, k, (g 1 , . . . , g k )) can be shown to be equivalent to a k-uniform ECC, containing N cliques, of the complete k-partite graph, denoted
. Thus we obtain the following result.
Indeed, we can now improve on Orlin's bound for θ
, which is linear in k, using the exact value for binary strength 2 covering arrays which is known to be in O(log k) (see [5] ).
Corollary 1. Let k be a positive integer. Then
Although we never allow a test to assign two distinct values of a given factor simultaneously, we do not add these ''implicitly forbidden" interactions to the forbidden edges graph. However, it is sometimes convenient to consider these edges. We denote by G | the graph obtained from a forbidden edges graph G ∈ G (g 1 ,... N, G) , where G ∈ G (g 1 ,...,g k ) , and a k-uniform ECC of the complement of G | .
Proposition 5 (Danziger et al. [8]). Let k be a positive integer and let G
∈ G (g 1 ,...,g k ) be a
forbidden edges graph. Then there exists a CAFE(N, G) if and only if there exists a k-uniform ECC, containing N cliques, of the graph G | .

Corollary 2 (Danziger et al. [8]). Let
In fact, in the case of binary alphabets the above inequality is an equality.
Theorem 2 (Danziger et al. [8]). Let G ∈ G k,2 be a binary forbidden edges graph. If G is consistent, then CAFEN(
Using the relationship between CAFEs and uniform ECCs, we give new results for ECCs and the corresponding new CAFE results. First, we give a necessary condition for a CAFE to exist, as well as some new upper bounds on the CAFE number, based on bounds for the k-ECC number. 
, where n is the number of non-isolated vertices of G.
Proof. If G admits a k-uniform edge clique cover then in particular, every non-isolated vertex of G must belong to at least one k-clique. Thus,
. By the hand-shaking lemma, we have n(k − 1) ≤ 2|E(G)|.
there are no ''dummy'' vertices). Then CAFEN(G) ̸ = +∞ implies
, where n is the number of non-isolated vertices of G | . By our assumption, 
, clique C i must cover at least one edge of G not already covered by any of the cliques C 1 , . . . , C i−1 . Otherwise, C i would be unnecessary and this would contradict the optimality of C. Thus,
The following result gives an upper bound on the CAFE number, and for k ≥ 3, it is a strict improvement on the upper bound given in Proposition 2.
Proof. If CAFEN(G) ̸ = +∞, then we have
by Proposition 8;
The following remark by Orlin [21] is used in subsequent proofs.
Remark 1 (Orlin [21] , Remarks 2.3, 2.4) . Let G be a graph.
1. Given an ECC of G, then there exists another ECC of G with the same number of cliques such that each of its cliques is maximal with respect to set inclusion. 2. Suppose an edge of G belongs to a unique maximal (w.r.t. set inclusion) clique C of G. Then, without loss of generality, we can assume C belongs to every optimal ECC of G.
Next, we give a new upper bound for the k-uniform ECC number of a graph G.
Proposition 9.
Let k ≥ 4 be a positive integer and let G be a simple graph such that ω(G) = k and θ
Proof. Let C = {C 1 , . . . , C θ ′ (G) } be an optimal ECC of G. By Remark 1-1, we can assume that each clique in C is maximal with respect to set inclusion. Since ω(G) = k, any clique C i ∈ C must be a clique of size k or smaller. That is, |C i | ≤ k for all C i ∈ C.
Then p + q = θ ′ (G) and we have 0 ≤ q ≤ θ ′ (G), and 0 ≤ p ≤ θ ′ (G). Since we can form a k-uniform ECC of G by taking the p k-cliques from C and adding at most
using any of the k-cliques that cover it, we have
Proposition 10. Let G be a simple graph satisfying ω(G) = 3. Furthermore, assume that G admits a 3-ECC, that is, assume θ
so we know that each edge of G can be covered by some 3-clique of G. In other words, every 2-clique of G is contained in at least one 3-clique of G. Thus, every C i ∈ C must be a clique of size 3 at least. Since 3 is also the maximum possible size of a clique of G we must have that every C i ∈ C is a clique of size 3. Thus C is a 3-uniform ECC of G and we conclude that
The statement that a graph G satisfies θ 
Proof. For k = 4 we provide an example of a graph G [4] such that ω(G [4] 
The thick edges of G [4] are edges that belong to unique maximal (with respect to set inclusion) cliques. By Remark 1-2, these cliques can be assumed to occur in an optimal ECC of G [4] .
In fact, this example can be generalized for all values of k ≥ 5 as follows. 4 and join z 2 to each vertex in C 1 \ {u 2 }, join z 3 to each vertex in C 2 \ {u 3 }, and join z 4 to each vertex in C 2 \ {u 4 }, so that 
However, in an optimal k-uniform ECC of G [k] , edges {u 1 , u 2 } and {u 3 , u 4 } must be covered by two separate k-cliques, namely C 1 and C 2 . Thus θ
Since the ECC number (resp. k-ECC number) of a graph can be determined by adding together the ECC numbers (resp. k-ECC numbers) of the connected components, we obtain the following corollary.
Corollary 6. Let k ≥ 4 and m ≥ 1 be integers. Then there exists a graph G such that
Proof. For every integer m ≥ 1, take the disjoint union of m copies of the graph G 
. . , g k be the sizes of the k colour classes of a proper colouring of m · G [k] . We can now consider the forbidden edges graph
, by letting the colour classes represent the k factors of G. This yields
NP-completeness of determining CAFEN
In this section, we show that the problem of finding the minimum size of a CAFE is NP-complete, even in the case of binary alphabets. We consider the following decision problems corresponding to the existence of a CAFE(n, G) and the determination of CAFEN(G), for a graph G ∈ G (g 1 ,. ..,g k ) :
Furthermore, for each language L defined above and below, we use the notation g-L to describe the language where the graph input G is of the particular form
Danziger et al. [8] have shown that g-EXISTSCAFE and g-CAFEN are NP-complete for all g ≥ 5. On the other hand, they show that 2-EXISTSCAFE ∈ P, leaving the suspicion that 2-CAFEN be polynomial-time solvable. Indeed we show next that g-CAFEN is NP-complete for all g ≥ 2, providing an answer to the open cases g = 2, 3, 4. These results follow from a reduction using the following language related to the ECC problem, where G denotes the set of all simple graphs:
Kou et al. [13] and Orlin [21] have independently shown that ECCN is NP-complete.
We assume without loss of generality that the original graph G is nonempty. Let N G (v) denote the neighbours of v in G. That is, N G (v) = {u ∈ V (G) : {u, v} ∈ E(G)}. The reduction algorithm we use to prove our main result is given next. Algorithm 1. Let ν ≥ 2 and let G be a simple nonempty graph on ν vertices. We construct another simple graph, G UV , on 2(k + 2) vertices, where k is the number of non-isolated vertices in G, such that θ ′ (G) + 2 = CAFEN(G UV ).
1. Remove all isolated vertices from G to obtain a new graph G k on k non-isolated vertices, which we denote by 
, we obtain 1 and 2. The fact that G k contains no isolated vertices implies 3.
The following result gives an equivalent statement for the Across Edge Rule. 
Corollary 8. For two distinct vertices
To show that I is the only such independent set, simply observe that v k+2 is adjacent to all v i for 1 ≤ i ≤ k + 1. The argument for I ′ is the same. 
Lemma 2. Let G be a simple graph and let A be a CAFE(N, G UV ), for some N. Then each row of A, R i , corresponds to an independent set of G UV , namely I
Proof. The vertex u j is equivalent to the zero value of the jth factor, and v j is equivalent to the one value of the jth factor. Thus, if R i = (R i (1) , . . . , R i (k + 2)) is a row of a CAFE(N, G UV ), then by definition, R i forms a (k + 2)-tuple avoiding G UV . Consequently, I i = {v j |R i (j) = 1} ∪ {u j |R i (j) = 0} is an independent set of G UV and |I i | = k + 2.
Lemma 3. Let G be a simple graph. A required one-one interaction of the graph G UV corresponds to an edge of the original graph G.
Proof. Let {(i, 1), (j, 1)} be a required one-one interaction of G UV . Then {v i , v j } ̸ ∈ E(G UV ) and i ̸ = j. Since v k+1 is adjacent to each vertex in V \ {v k+1 }, and similarly, v k+2 is adjacent to every vertex in V \ {v k+2 }, we must have i, j ̸ ∈ {k + 1, k + 2}. Therefore, the non-edge {v i , v j } corresponds to a non-edge between two vertices in V \ {v k+1 , v k+2 }, which in turn, corresponds exactly to a non-edge of the graph G k . Consequently, {v i , v j } ∈ E(G k ), and so {(i, 1), (j, 1)} corresponds to an edge of the original graph G.
Proposition 12. Let G be a nonempty simple graph. Then the graph G UV , constructed by Algorithm 1, is consistent.
Proof. Since G UV is a loopless binary CAFE graph and also has the property that none of its zero vertices u i are joined by any edge, there are only three possibilities for an inconsistency to occur according to Proposition 1. First, by condition 2 of Proposition 1, we would have an inconsistency if for some i ̸ = j we have {v i , u j } ∈ E(G UV ) and {v i , v j } ∈ E(G UV ), but {v i , x} ̸ ∈ E(G UV ) for some x ∈ V (G UV ). However, this would never occur because the across edge {v i , u j } would not be added when computing
, and {v i , v j } ̸ ∈ E(G UV ). However, since the across edge {v i , u l } is an edge of G UV , we know that 
, and so {v i , u j } must be an edge of G UV . Therefore, G UV is consistent.
Proposition 13. Let G be a nonempty simple graph and let G UV be the graph constructed by Algorithm 1. Let C be a clique of G that is maximal with respect to set inclusion such that
Proof. Let C be a clique of G that is maximal (with respect to set inclusion) such that |C| > 1. Since |C| > 1, C must contain the ends of at least one edge of G, thus, C is a clique of G k , the graph obtained from G by removing all isolated vertices, that is maximal. Therefore, in the complement, G k , C is an independent set that is maximal. From G k , we obtain G V by adding the two vertices v k+1 and v k+2 , which are joined by an edge to every other vertex in V . In particular, this means that v k+1 and v k+2 are both adjacent to each of the vertices in C . Thus, the independent set C of G k cannot be extended to include either v k+1 or v k+2 in G V . Thus C is a maximal independent set of G V .
To show that the set of vertices I = {v i ∈ V |v i ∈ C } ∪ {u i ∈ U|v i ̸ ∈ C } is an independent set of G UV , we need to prove that there are no across edges of the form {v i , u j } such that v i ∈ C and v j ̸ ∈ C . Such an edge would prevent us from extending C to include the vertices u j such that v j ̸ ∈ C . Let v i ∈ C and let v j ̸ ∈ C . Since v j ̸ ∈ C and C is maximal there must be an edge in G V joining v j to at least one vertex in C . Suppose v i is joined by an edge to v j . If {v i , u j } is an across edge of G UV , then G UV would contain an inconsistency, contradicting Proposition 12. Suppose that v j is adjacent to some other vertex v l ∈ C , v l ̸ = v i . We know that {v i , v l } ̸ ∈ E(G UV ) because v i , v l ∈ C and C is an independent set. Thus, if {v i , u j } is an across edge of G UV we would again have an inconsistency in G UV , contradicting Proposition 12. We conclude that for every v i ∈ C and each v j ∈ V such that v j ̸ ∈ C the graph G UV does not contain the across edge {v i , u j }. Therefore, we can extend the independent set C to include each such vertex u j ∈ U whenever v j ̸ ∈ C . It is easy to see that I as defined forms an independent set of G UV and |I| = k + 2 since |V | = k + 2.
We now establish the correctness of Algorithm 1. 
. . , C N } be an optimal ECC of G. Assume w.l.o.g. that each C i is a maximal clique with respect to set inclusion. By Proposition 13, for 1 ≤ i ≤ N, we can build a row,
), corresponding to each clique C i ∈ C, by taking R i (j) = 1 whenever v j ∈ C i and R i (j) = 0 whenever v j ̸ ∈ C i . Since G UV is constructed so that v k+1 and v k+2 are both joined by an edge to every other vertex in V , we see that covering all interactions of the form {v i , v j } where i, j ∈ [1, k] is sufficient to cover all the required one-one interactions of G UV . Since the required one-one interactions of G UV correspond exactly to the edges of the original graph G, we see that the N rows, R 1 , . . . , R N do indeed cover the required one-one interactions of G UV . Note that every row R i corresponding to the clique C i ∈ C must also cover the interaction {u k+1 , u k+2 } since v k+1 ̸ ∈ C i and v k+2 ̸ ∈ C i for each C i ∈ C. Now, we build row R N+1 corresponding to the independent set I N+1 = {u 1 , . . . , u k+1 , v k+2 }, possible by Lemma 1. The row R N+1 is sufficient to cover all the required zero-zero interactions between the vertices u 1 , . . . , u k+1 , as well as all the required interactions of the form {u i , v k+2 } where 1 ≤ i ≤ k+1. Finally, we build row R N+2 corresponding to the independent set I N+2 = {u 1 , . . . , u k , v k+1 , u k+2 }, possible by Lemma 1. The row R N+2 is sufficient to cover all the required zero-zero interactions of the form {u i , u k+2 }, as well as all the required interactions of the form {u i , v k+1 } where 1 ≤ i ≤ k or i = k + 2.
We claim that R 1 , . . . , R N+2 are sufficient to cover all the across non-edges of G UV , i.e., all required zero-one interactions. Let v i ∈ V and u j ∈ U such that {v i , u j } ̸ ∈ E(G UV ). We have two possible cases. Case 1: {v i , v j } ̸ ∈ E(G UV ). By the Across Edge Rule, we know that
This means that {v i , v l } is a non-edge corresponding to a required one-one interaction and therefore was already covered by R p , for some p ∈ [1, N] . Row R p must also cover 
is a required one-one interaction and it is covered by row R p , for some p ∈ [1, N] , which forces the across non-edge {v i , u j } to be covered. Hence, we have CAFEN(
Suppose we have an optimal CAFE(N, G UV ) with N rows. By Lemma 1, the only row that can cover the interaction {u k+1 , v k+2 } is the one corresponding to the independent set I 1 = {u 1 , . . . , u k+1 , v k+2 }. Call this row R 1 . In addition, the only row that can cover the interaction {v k+1 , u k+2 } is the one corresponding to the independent set I 2 = {u 1 , . . . , u k , v k+1 , u k+2 }. Call this row R 2 . Since neither R 1 nor R 2 cover any one-one interactions, we observe that the remaining N − 2 rows of the optimal CAFE(N, G UV ) must be sufficient to cover all the one-one interactions of G UV . Call these remaining N − 2 rows R 3 , . . . , R N , and name the corresponding independent sets of G UV of size k + 2, I 3 , . . . , I N , respectively. Then for 3 ≤ i ≤ N, we have an independent set C i ⊆ I i where C i = {v j |v j ∈ I i and j ∈ [1, k]}. Thus, each C i is an independent set of G UV containing only vertices from the set {v 1 , . . . , v k }. In other words, each C i corresponds to a clique of the original graph G, and C 3 , . . . , C N cover all the edges of G. Therefore,
Finally, we now state our main results on the complexity of g-CAFEN.
Corollary 9. 2-CAFEN is NP-complete.
Proof. Algorithm 1 is a polynomial-time reduction, and Theorem 4 shows ECCN ≤ P 2-CAFEN. Since ECCN is NP-complete, the result follows.
Now we look at g-CAFEN, for g ≥ 3. 
It is easy to see that G ′ can be computed from G in polynomial time with respect to the size of the graph G, and thus, g-CAFEN
Corollary 10. For g ≥ 2, g-CAFEN is NP-complete.
For completeness, we can also consider the following language related to uniform ECCs:
From the NP-completeness of 2-CAFEN, we get the next corollary.
Corollary 11. UNIFORM-ECCN is NP-complete.
Proof. An instance (G, N) for 2-CAFEN with G ∈ G k,2 is a particular instance for UNIFORM-ECCN, namely (G | , N, k), so the result follows from Corollary 9.
Hardness of approximation of 2-CAFEN
To obtain a hardness of approximation for 2-CAFEN, we use the following result. [17] 
Theorem 5 (Lund and Yannakakis
Proof. Let δ > 0 be the constant from Theorem 5, let δ ′ = δ 3 > 0 and suppose there exists a polynomial-time approximation
. Let G be a graph for which we want to approximate θ ′ (G). We can assume without loss of generality that ν = |V (G)| ≥ max{2, 2 3 δ } and θ ′ (G) ≥ 2, as the other cases can be dealt with in polynomial time. Then, we can apply A ′ to the graph G UV , obtained from G by Algorithm 1, and we obtain a polynomial-time approximation algorithm A defined by
by Theorem 4;
δ by assumption;
By Theorem 5, we must have P = NP.
Error-locating arrays
Other closely related objects are error-locating arrays (ELAs), which are a generalization of covering arrays that allows the determination of the pairwise failing interactions from the outcome of each test [19] . We consider the following decision problems corresponding to the existence of an ELA(N, G) and the determination of ELAN(G), for a graph G ∈ G (g 1 ,. ..,g k ) :
LOCATE = {G ∈ G (g 1 ,...,g k ) | there exists an ELA(N, G) for some N ∈ Z}, ELAN = {(G, N) ∈ G (g 1 ,...,g k ) × Z | there exists an ELA(N, G)}.
Martinez et al. [19] have shown that g-LOCATE is NP-complete for g ≥ 5, which implies g-ELAN is NP-complete for g ≥ 5.
However, since 2-LOCATE ∈ P, we could conceive that 2-ELAN might be in P. We now show that g-ELAN is NP-complete for all g ≥ 2, providing an answer to the open cases g = 2, 3, 4. We do so by reducing from ECCN using the following reduction another, C y must include all such vertices. Thus, the clique C y that covers any edge of the form {v n+i , v n+j } for two distinct indices i, j ∈ [1, n] must by its maximality cover the entire clique induced by the vertices of V ′ . The remaining edges of H G correspond exactly to the edges of G, and since the cliques above only cover edges with at most one end in V (G n ), we conclude that θ ′ (H G ) − (n + 1) = θ ′ (G). to the size of G, and since ECCN is NP-complete, we have that g-ELAN is NP-hard. It is easy to verify that g-ELAN belongs to the complexity class NP for all g ≥ 2, thus g-ELAN is NP-complete for all g ≥ 2.
Conclusion and further research
In this paper, we have shown a number of results regarding the hardness of determination and approximation of CAFE numbers, including showing hardness results for the specific case of binary alphabets. Nonetheless, the fact that forbidden interactions show up a lot in practice indicates that we need effective tools for constructing suitable CAFEs for applications. One can expect that depending on the application, these forbidden interactions may have special structures that can be handled by efficient algorithms. One important direction of research is to try to characterize the types of forbidden interaction graphs and hypergraphs that show up in practice and develop efficient algorithms whenever possible.
We are also starting to study a further generalization of this problem that is useful in practice, namely models in which there are a set of forbidden interactions, a set of interactions that are required to be covered and a set of interactions that are optional to be covered (sometimes called ''don't care'' interactions). This model not only is useful for modelling the relative importance of different interactions, but also helps us to handle other important problems such as extending a given test suite in order to obtain a covering array. This model can be used for extending a given test suite to include all required t-way interactions, which is useful in the case of regression testing where previously run tests are required to be part of the test suite for a software upgrade. The t-way interactions covered in the given test suite are optional for the new tests.
