Abstract. In last two decades, many researchers have been involved in acoustic tomography applications. Recently, few algorithms have been dedicated to the passive acoustic tomography applications in a single input single output channel. Unfortunately, most of these algorithms can not be applied in a real situation when we have a Multi-Input MultiOutput channel. In this paper, we propose at first a realistic model of an underwater acoustic channel, then a general structure to separate acoustic signals crossing an underwater channel is proposed. Concerning ICA algorithms, many algorithms have been implemented and tested but only two algorithms give us good results. The latter algorithms minimize two different second order statistic criteria in the frequency domain. Finally, some simulations have been presented and discussed. KEY WORD: Underwater acoustic applications, passive acoustic Tomography, second order statistics in frequency domain, multipath channel, sparseness or non-stationary signals.
Introduction
Acoustic oceanic tomography are used in many civil or military applications such as: Mapping underwater surfaces, meteorological applications (to measure the temperature, the salinity, the motion and the depth of the water), to improve sonar technology, so on. Many algorithms [1, 2] have been developed to deal with active acoustic tomography. Recently, the Passive Acoustic Tomography (PAT) [3] has taken an increased importance mainly for the three following reasons: related to submarine acoustic warfare, ecological reasons (the underwater ecological system isn't disturbed since no signal is emitted) and economical and logistical reasons because there is no need for emitters.
The main drawbacks of PAT are the lack of information about the number, the positions and the natures of the emitted signals. With more than two sources many actual tomography algorithms can't give satisfactory results. Many other don't work well or at all when the emitted signals are wide band signals [4] . Some algorithms take into consideration the position of the acoustic sound emitters [5] . Typically, in real world PAT applications, underwater acoustic signals are generated by various moving sources whose number and positions are hardly (impossible to be) identified (as in the case of shoal of fish or wave noises).
Since the early of the ninetieth, Independent Component Analysis (ICA) has been considered as a set of many important signal processing tools [6] . By assuming that the unknown p emitted signals (i.e sources) are statistically independent from each other, ICA consists on retrieving a set of independent signals (output signals) from the observation of unknown mixtures of the p sources. It was proved that the output signals can be the sources up to a factor (or filter) scale and up to a permutation [7] . This paper deals with the application of ICA algorithms in PAT in order to improve and simplified the PAT algorithms as well as the processing of the received signals.
Channel Model, Assumptions and Background
In passive acoustic tomography (PAT) applications, the sources are obviously some signals of opportunities. Therefore, an extensive experimental study has been conducted by a research engineer in our laboratory to classify and characterize the divers recorded artificial signals (made by human activities as boats, ships or submarine noises, etc.) and natural signals (mainly animals sounds or noises) signals in our data base.
A part of his study was of extreme important to us. In fact, according to that study, one can conclude the following facts:
-Each signal in our data base corresponds to a well identified source. These recorded signals are affected by a background ocean noise which can be considered as an Additive White Gaussian Noise (AWGN). -Many signals are Gaussian ones or they have a very weak kurtosis.
-Almost all of the signals are non-stationary signals, however some of them have more or less periodic components as boat noises. -Natural signals are very sparse ones and artificial ones are very noisy.
The above mentioned properties have been considered to select appropriate ICA algorithms.
Once the appropriate sources (non gaussian signals) are identified and characterized, an underwater acoustic channel should be simulated in order to conduct our experimental studies.
According to [8] , the sound speed in the ocean is an increasing function of temperature, salinity, and pressure, the latter being a function of depth. Since most of these later parameters depend on time as well as geographic positions and hydrographic properties of the sea, we consider a simplified model where the sound propagation speed is assumed to be a constant.
It is well known [8] that the underwater sound is produced by natural or artificial phenomena through forced mass injection leading to inhomogeneous wave equations which can be converted to frequency domain. The frequencydomain wave equation is called the Helmholtz equation. The solutions of the Helmholtz equation give us an underwater sound propagation model. A general solution of the Helmholtz equation is very difficult to be obtained. Therefore researchers use some simplified models (such as the ray theory, the mode theory, the parabolic model, the hybrid model, etc) according to their applications. The choice of a propagation model depends on many parameters such as wave frequency, the depth of the sea, etc. In our case, the ray theory was the more appropriate propagation model.
The reflected acoustic waves on the bottom of the propagation channel depend on many parameters such as the constitution and the geometrical properties of the bottom. In our model a standard sand bottom has been considered and random coefficients have been added to characterize the other unknown parameters.
The reflected acoustic waves on the top of the propagation channel, i.e. the water surface, depend on many parameters such as the wind, the wave frequency as well as the swell properties. For this reason, the water surface cann't be considered as a flat surface. Therefore the direction of the reflected acoustic wave is dispersed in the space. However in average term, the reflected acoustic wave can be considered as obtained by a flat surface with some absorption coefficients. In our model a flat surface has been considered and random coefficients have been added to characterize the other unknown parameters.
Finally to consider the acoustic propagation effect, an acoustic model proposed by Schulkin [9] was considered. According to that model, the received signal should be multiplied by a corrective coefficient p given by the following equation:
here r is the propagation distance and α stands for the Rayleigh absorption coefficient which it can be approximated by the following equation, [9] :
where f T = 21.9 * 10 (6− 1520 T +273 ) (in kHz), T is the water temperature ( • C), S = 3.5% is the water salinity (in the ocean S ≈ 35g/l), P w is the water pressure (in kg/m 2 ), A = 2.34 * 10 −6 and B = 3.38 * 10 −6 .
Mathematical Model
Under some mild assumptions [2] , acoustic underwater channel can be considered as a multiple paths which, in frequency domain, each of them can be defined by a complex constant gain. Let S(n) denotes the p unknown sources which are statistically independent from each other. X(n) is the q × 1 observed vector. The relationship between S(n) and X(n) is given by:
where H(z) stands for the channel effect. In the case of convolutive mixture, H(z) = (h ij (z)) becomes a q × p complex polynomial matrix. In the following, we consider that the channel is a linear and causal one and that the coefficients h ij (z) are RIF filter. Let M denotes the degree of the channel which is the highest degree of h ij (z). The previous equation (3) can be rewritten as:
Here H(i) denotes the q × p real constant matrix corresponding to the impulse response of the channel at time i and S(n− i) is the source vector at time (n− i).
Pre-& Post-Processing
Many ICA algorithms have been implemented and tested during this project. Each of these algorithms has been tested using the following three steps:
-At first, we use the same (or similar) signals used by the authors of the algorithm, and we try to obtain same (or similar) results shown by the authors. -After that, the same algorithm should be tested on simple mixture of acoustic signals.
-At the end, we try the algorithm on real signals which cross our simulated underwater acoustic channel.
Using the three above mentioned steps, we found that at the third step none of the tested algorithms can unfortunately achieve a satisfactory separation according to a set of performance indexes [10] . For this reason, a complete separation structure has been implemented using pre-and post-processing modules of the signals. Most of our sources are bounded in frequency domain. Therefore, a lowpass filter was of great helpful for us to reduce the impact of the AWGN and then achieve better performances. Using this filter, we found that among the tested algorithms, only three ones have given satisfactory results. These three algorithms [11] [12] [13] were dedicated to separate non-stationary sources (audio or music signals). The last two algorithms [12, 13] , which be called in the following SOS [12] and Parra [13] algorithms, are implemented in frequency domain using discrete frequency adapted filter. Experimental studies showed that best results can be obtained by applying the SOS algorithm over the signals mainly divided in three frequency bands. Once the separation in each frequency bound are achieved, than a reconstitution module should be used to recover the original sources. Our reconstitution module is based on the second order statistics (but it can easily by generalized to use other statistical features) and it uses the correlation of the signals in time or frequency domain.
Finally, we should mention that best results have been obtained when both algorithms Parra and SOS are used and the number of sensors is strict great than the number of sources, as shown in Fig. 1 . 
Frequency Domain Approach Applied to Acoustic Signals
As it was mentioned before that best experimental results were obtained using two algorithms [12, 13] . These two algorithms are minimized second order statistics criteria in frequency-domain. In the following, we describe briefly both of them, for more details please refer to the cited references.
A Frequency domain method for blind source separation of convolutive audio mixture (SOS)
K. Rahbar et al. in [12, 14] propose an algorithm which minimize a criterion Γ based on the cross-spectral density matrix of the observed signals. For nonstationary signals, the latter matrix depends of frequency and time epoch m:
where
is an estimation of the channel response at time α, andD m (w) are diagonal matrices as estimated crossspectral density matrix of the sources. To estimate the cross-spectral density matrix of the signals, the authors use M estimation windows with L m samples each:P
where X im (w) is the Fourier transform of the observed signals, and J is the number of estimated windows such that L J < L m and JL J > L m . It is clear that the minimization of (5) needs a continues variable w which it is very difficult to be implemented. To solve that problem, the authors proposed the minimization of another criterion over K frequency points such that w k = πk K :
where F R (w, m) and F I (w, m) are the real and the imaginary parts of equation 6. Finally, the minimization is done using a conjugate gradient algorithm.
Convolutive Blind Separation of Non-Stationary Sources
The approach proposed by Parra et al. [13] is similar to the previous one proposed by Rahbar et al. Using the spectral density of different signals, the authors propose the minimization of the following criterion by using a gradient algorithm:
whereR X (w, k) is the estimated cross-power spectra of X. To improve the performance of their algorithm, the authors propose the minimization using a joint diagonalization algorithm of the following criterion J(w) and subject to a constraint in time domain concerning the filter size which aims to solve the permutation indeterminacy in frequency domain:
6 Experimental results
Using the structure proposed in Fig. 1 , many simulations have been conducted. Generally, over 500000-1000000 samples are needs to achieve the separation. The original sources are sampled at 44KHz. In almost all the simulations, The separation of artificial or natural signals have been successfully achieved. In these simulations, we have set the channel depth between 100 to 500m, the distances among the sources or the sensors are from 30 to 100 m, the distances among the different sources and the divers sensors are from 1500 to 2500 m, the number of sensors is strictly great to the number of sources. Fig. 2 represents the experimental results obtained by only applying SOS algorithm to separate a mixture of acoustic signals (Ship and Whale).
We should mention here, that good results have been obtained by only applying SOS algorithm except for some configurations notably when the sources are close to the water surface. For the latter cases, we found that the Parra algorithm before SOS algorithm could improve the overall results. Fig. 3 shows us different experimental results obtained by the different algorithms (Parra, SOS or Parra + SOS), each point corresponds to results of random simulations using Parra, SOS or Parra & SOS algorithms. In this figure, a normalized positive performance index based on a nonlinear decorrelation is used [10] . The normalized performance index is forced to be zero for the mixture values and 1 for the sources. 
Conclusion
In this paper, a general structure for applying ICA algorithms on real world application such the Passive Acoustic Tomography (PAT) has been presented. Many simulations have been conducted and experimental studies show the necessity of considering pre-processing and post processing of the observed signals in order to achieve properly the separation of the sources. Many algorithms have been implemented and tested on our application. However, few algorithms which are dedicated to the separation of non-stationary signals, give us satisfactory results. Our future work consists on developing an ICA algorithm which can use other features of acoustic signals such as sparseness along with non-stationarity, etc. 
