Abstract. We consider a parabolic problem with discontinuous hysteresis on the boundary, arising in modelling various thermal control processes. By reducing the problem to an infinite dynamical system, sufficient conditions for the existence and uniqueness of a periodic solution are found. Global stability of the periodic solution is proved.
1. Introduction. Hysteresis operators naturally arise in mathematical description of many physical processes [17, 29, 5] . Models involving ordinary differential equations with hysteresis were considered by many authors and are nowadays relatively well investigated (see e.g., [2, 17, 27, 7, 28, 3, 22] ). Partial differential equations with hysteresis have also been actively studied during the last decades (see [29, 5] and references therein), but many questions remain open, especially those related to the periodicity and large-time behavior of solutions.
In this paper, we deal with parabolic problems containing a discontinuous hysteresis operator in the boundary condition. Such problems describe various processes of thermal control, where the temperature regulation in a domain is performed via heating (or cooling) elements on the boundary of the domain. The regime of the heating elements on the boundary is based on the registration of thermal sensors inside the domain and obeys the hysteresis law.
Let v(x, t) denotes the temperature at the point x of a bounded domain Q ⊂ R n at the moment t. We define the mean temperaturev(t) by the formulâ
where m ∈ L 2 (Q) (see Condition 2.1 for another technical assumption on m(x)).
We assume that the function v(x, t) satisfies the heat equation v t (x, t) = ∆v(x, t) (x ∈ Q, t > 0) (1.1) and a boundary condition which involves a hysteresis operator H depending on the mean temperaturev.
PAVEL GUREVICH
The hysteresis H(v)(t) is defined as follows (cf. [17, 29] and the accurate definition and Fig. 2 .1 in Sec. 2). One fixes two temperature thresholds α and β (α < β). Ifv(t) ≤ α, then H(v)(t) = 1 (the heating is switched on); ifv(t) ≥ β, then H(v)(t) = −1 (the cooling is switched on); if the mean temperaturev(t) is between α and β, then H(v)(t) takes the same value as "just before." We say that the hysteresis operator switches when it jumps from 1 to −1 or from −1 to 1. The corresponding time moment is called the switching moment. Note that the hysteresis phenomenon takes place along with the nonlocal effect caused by the fact that the mean temperaturev(t) is the integral of the temperature v(x, t) over Q.
To be definite, let us assume that one regulates the heat flux through the boundary ∂Q. Then the boundary condition is of the form ∂v ∂ν = K(x)u(t) (x ∈ ∂Q, t > 0), (1.2) where ν is the outward normal to ∂Q at the point x, K ∈ C ∞ (∂Q) is a given realvalued function (distribution of the heating elements on the boundary), and u(t) satisfies the ordinary differential equation
with a ≥ 0. Thus, if a = 0 the heat flux through the boundary changes by jump, whereas if a > 0, it changes continuously. A similar mathematical model was originally proposed in [10, 11] . Generalizations to various phase-transition problems with hysteresis were studied in [6, 8, 15, 18, 5] . Some related issues of optimal control were considered in [4] . The most important questions here concern the existence and uniqueness of solutions, the existence of periodic solutions, and large-time behavior of solutions. The latter two questions are especially difficult.
In the case of a one-dimensional domain Q (a finite interval, n = 1), the periodicity was studied in [9, 26, 12] . Thermocontrol problems in multidimensional domains (n ≥ 2) turn out to be much more complicated. Although one can relatively easily prove the existence (and sometimes uniqueness) of solutions, the issue of finding periodic solutions is still an open question. The main obstacle is the possible failure of the transversality at a switching moment (cf. [3] , where the same phenomenon occurs for ordinary differential equations). This means that if the mean temperaturê v(t) has the zero derivative at a switching moment, then the continuous dependence of the solutions on the initial data may fail (see Fig. 3 .2). As a result, most methods based on fixed-point theorems do not apply to the corresponding Poincaré maps.
One possible way to overcome the nontransversality is to consider a continuous model of the hysteresis operator. This was done in [13] , where a thermocontrol problem with the Preisach hysteresis operator in the boundary condition was considered and the existence of periodic solutions and global attractors were established. Note that the periodicity and the large-time behavior of solutions were also studied in [31, 16] in the situation where a continuous hysteresis operator enters a parabolic equation itself (see also [30] and references therein).
The first results about periodic solutions of thermocontrol problems in multidimensional domains with discontinuous hysteresis were obtained in [14] . It was proved that if a solution with periodic mean temperature exists, then there exists a (possibly another) solution periodic at each point, with the same mean temperature. In the case of the Neumann boundary condition and the uniform distribution of the thermal sensors (m(x) ≡ const), a solution with periodic mean temperature was found; thus, the existence of a periodic solution was proved. But it was unclear how to find solutions with periodic mean temperature in the general situation of the Dirichlet or Robin boundary conditions or when m(x) ≡ const.
In the present work, we develop a new approach to the study of periodicity and large-time behavior of solutions of thermocontrol problems with discontinuous hysteresis on the boundary. Our approach is based on regarding the problem as an infinite-dimensional dynamical system. By using the Fourier method, we reduce the boundary-value problem for the heat equation to infinitely many ordinary differential equations, whose solutions are coupled with each other via the hysteresis operator. To be definite, we consider only the Neumann boundary condition. We also restrict ourself by studying the case a = 0, which means that the ordinary differential equation (1.3) is absent and the boundary condition (1.2) reduces to ∂v ∂ν = K(x)H(v)(t) (x ∈ ∂Q, t > 0).
However, the method developed can also be applied to the study of other types of boundary conditions and to the case a > 0 where the heat equation (1.1) is coupled with the ordinary differential equation (1.3) . We note that the case m(x) ≡ const (see [14] ) appears to be a particular case in which our infinite-dimensional dynamical system reduces to finite-dimensional, namely to one ordinary differential equation if a = 0 and to two if a > 0.
Analysis of the dynamical system allows us to find sufficient conditions of existence and uniqueness of a periodic solution of the thermocontrol problem. Moreover, we prove that it is a global attractor which attracts any solution exponentially fast. One of the sufficient conditions requires that the difference between the temperature thresholds β − α is not too small. Another sufficient condition requires instead that the weight function m(x) is close to a constant in a certain sense.
The paper is organized as follows. In Sec. 2, we formulate the thermocontrol problem, define the hysteresis operator, introduce mild and strong solutions, and prove their existence and uniqueness. In this section, we also reduce the problem to the infinite-dimensional dynamical system and establish its basic properties.
In Sec. 3, we find a sufficient condition (in terms of the difference between the temperature thresholds β − α) for the existence of a periodic solution. To do so, we introduce the Poincaré map P as follows. For any function ϕ = v(·, 0) from the hyperspace
we show that there is the first switching moment t 1 > 0 such thatv(t 1 ) = β and the second switching moment t 2 > t 1 such thatv(t 2 ) = α again. We set P(ϕ) = v(·, t 2 ) (Fig. 3.1 ). We find a bounded convex region B α,0 which is mapped by P into itself. Then we show that the above-mentioned condition on the difference β − α (or on m(x)) guarantees the transversality of the mean temperaturev(t) at the switching moment t 1 . This allows us to prove that the Poincaré map P is a compact continuous (and even continuously Fréchet-differentiable) operator on B α,0 , and the periodic solution exists by the Schauder fixed point theorem.
In Sec. 4, we consider a suitable projection Π of the Poincaré map P. Under assumptions that are slightly stronger than those in Sec. 3, we show that Π is a contraction mapping. This fact, combined with the contraction mapping principle, allows us to prove that the periodic solution is unique, stable, and a global attractor.
In Sec. 5, we show that the above results are also true for any α and β, but provided that the weight function m(x) is close to a constant in a certain sense.
2. Setting of the problem. Existence and uniqueness of solution.
2.1. Setting of a thermocontrol problem. Let Q ⊂ R n (n ≥ 1) be a bounded domain with boundary ∂Q of class C ∞ , Q T = Q × (0, T ), T > 0. Let v(x, t) denote the temperature at the point x ∈ Q at the moment t ≥ 0 satisfying the heat equation
with the initial condition
and the boundary condition
Here ν is the outward normal to ∂Q×(0, T ) at the point (x, t) and K ∈ C ∞ (∂Q) is a real-valued function 1 . For any function v(x, t), we denote byv =v(t) the averaged function (the "mean" temperature) given bŷ
where m ∈ L 2 (Q) is a real-valued weight function determined by characteristics of the thermal sensors; H is a hysteresis operator, which we now define.
We denote by BV (0, T ) the Banach space of real-valued functions having finite total variation on the segment [0, T ] and by C r [0, T ) the linear space of functions which are continuous on the right in [0, T ). We fix the numbers α < β and introduce the hysteresis operator (cf. [17, 29] )
by the following rule. For any g ∈ C[0, T ], the function z = H(g) : [0, T ] → {−1, 1} is defined as follows. Let X t = {t ∈ (0, t] : g(t ) = α or β}; then
if X t = ∅ and g(max X t ) = β (see Fig. 2 .1). We stress that, by this definition,
is called a switching moment of H(g).
We assume throughout that the following condition holds. 
The goal of this section is to establish the existence and uniqueness of solutions of problem (2.1)-(2.3) (Sec. 2.3) and to discuss a proper framework for the study of the large-time behavior of solutions (Sec. 2.4).
2.2.
Reduction to infinite dynamical system and auxiliary results. First, we formulate some auxiliary (well-known) results for the parabolic initial boundaryvalue problem
the Sobolev space with the norm We introduce the anisotropic Sobolev space
with the norm
.
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Taking into account the results of the interpolation theory (see, e.g., [20, Chap. 1, Secs. 1-3, 9], we make the following remarks.
is well defined and is a bounded operator from
Let us introduce the notion of a mild solution. To do so, we reduce problem (2.5)-(2.7) to a problem with the homogeneous boundary condition. Let v K ∈ H 2 be the solution of the boundary-value problem 8) where
(Note that f is a positive constant.) It is well known that such a solution exists, is unique, and satisfies the estimate
where c > 0 does not depend on K(x). Then the function w(x, t) = v(x, t) − v K (x) must satisfy the relations
We introduce the unbounded linear operator
It is well known that the operator P is a generator of an analytic semigroup S t :
is a mild solution of problem (2.10)-(2.12), i.e.,
It follows from this definition that the mild solution of problem (2.5)-(2.7) is given by In what follows, we omit the term "strong" whenever it leads to no confusion. In the case of the heat equation, one can give a convenient representation of mild and strong solutions in terms of the Fourier series.
Let {λ j } ∞ j=0 and {e j (x)} ∞ j=0 denote the sequence of eigenvalues and the corresponding system of real-valued eigenfunctions (infinitely differentiable in Q and orthonormal in L 2 ) of the spectral problem
It is well known that 0 = λ 0 < λ 1 ≤ λ 2 ≤ . . . ≤ λ j ≤ . . . , e 0 (x) ≡ (mes Q) −1/2 > 0, and the system of eigenfunctions {e j } ∞ j=0 forms an orthonormal basis for L 2 . Furthermore, the functions e j / λ j + 1 form an orthonormal basis for H 1 .
Remark 2.3.
In what follows, we will use the well-known asymptotics for the eigenvalues
Any function ψ ∈ L 2 can be expanded into the Fourier series with respect to e j (x), which converges in L 2 : 16) where
, then the first series in (2.16) converges to ψ in H 1 and
If ψ ∈ H 2 and ∂ψ ∂ν ∂Q = 0, then the first series in (2.16) converges to ψ in H 2 and
where "≈" means the equivalence of the norms. The above number series is convergent if and only if ψ ∈ H 2 and ∂ψ ∂ν ∂Q = 0.
Furthermore, the semigroup S t (t ≥ 0) and its derivative S t (t > 0) are given by
Denote for j=0,1,2,. . . The following lemma establishes the connection between K j , v Kj , f j , and λ j . 
2. the following inequality holds:
where c > 0 is the constant from (2.9).
Proof. 1. By using the definition of v K (x), e j (x), f j , v Kj and the formula of integration by parts, we obtain
which yields (2.19) because λ 0 = v K0 = 0 and f j = 0 for j = 1, 2, . . . .
Using (2.19), we have
and part 2 of the lemma follows from (2.9).
The following two lemmas summarize the results about problem (2.5)-(2.7) which we need further. Lemma 2.2. Let ϕ ∈ L 2 . Then the following assertions hold.
1. The mild solution v(x, t) of problem (2.5)-(2.7) belongs to C ∞ ((0, T ]; H 2 ) and satisfies the inequality 20) where c 1 = c 1 (T ) > 0 does not depend on ϕ and is bounded on any segment
The mild solution v(x, t) can be represented as the series
where v j (t) = Q v(x, t)e j (x) dx and v j (t) satisfy the Cauchy probleṁ 22) and the estimates
hold. The series in (2.21) converges in L 2 for t = 0 and in H 1 for t > 0. 3. The mean temperaturev(t) is represented by the absolutely convergent serieŝ
(2.24) there is a number t
Before we prove the lemma, let us give a geometrical interpretation of the dy- 
Consider the plane going through the origin and spanned by the vector e 0 = (1, 0, 0, . . . ) and the vector m = (m 0 , m 1 , m 2 , . . . ) (if they are parallel, i.e., m 1 = m 2 = · · · = 0, then we consider an arbitrary plane containing e 0 ). We note that the angle between the vectors m and e 0 is acute (their scalar product is equal to m 0 > 0). Clearly, the orthogonal projection of the hyperspaceφ = ∞ j=0 m j ϕ j = α (or β) on this plane is a line (see Fig. 2 
.2).
It follows from (2.24) that the trajectory of v(·, t) is orthogonal to the vector m at the points where dv(t) dt = 0. These are the points A, B, and C in Fig. 2 .2.
Due to (2.22) , v 0 (t) "goes" from the left to the right with the constant speed K 0 > 0, while v j (t) exponentially converge to K j /λ j (see Fig. 2 rigorous proof, we note that the representations (2.14) and (2.17) imply
where
One can easily verify that these functions satisfy the relationṡ
To complete the proof of part 2, it remains to apply part 1 of Lemma 2.1. 3. Representation (2.24) follows from (2.21) and the definition of m j . 4. Using (2.24) and (2.22), we have for t ≥ 0
Formally differentiating, we obtain
Note that m 0 K 0 > 0 due to Condition 2.1. Thus, it suffices to show that the series in (2.27) is uniformly absolutely convergent for t ≥ δ for any δ > 0 and
Taking into account Lemma 2.1, we have for t > 0
On the other hand,
It follows from (2.29) and (2.30) that
where k 1 = k 1 (R) > 0 does not depend on t. Therefore,v(t) is continuously differentiable for t > 0 and one can find the desired t * = t * (R).
Then the following assertions hold.
1. There exists a unique solution v ∈ H 2,1 (Q T ) of problem (2.5)-(2.7). It satisfies the inequality
where c 1 = c 1 (T ) > 0 does not depend on ϕ and is bounded on any segment
Proof. 1. Theorem 5.3 in [21] implies that there is a unique solution w ∈ H 2,1 (Q T ) of problem (2.10)-(2.12) and, hence, a unique solution v ∈ H 2,1 (Q T ) of problem (2.5)-(2.7) and inequality (2.31) holds.
2. Applying the Schwartz inequality and using (2.31), we obtain for any 0
2.3. Solvability of the thermocontrol problem. We define mild and strong solutions of problem (2.1)-(2.3) as follows. First, we define a mild solution, assuming thatφ < β (ifφ ≥ β, the modifications are obvious). Now we study the existence and uniqueness of mild solutions of the thermocontrol problem. To construct a mild (or strong, see Remark 2.4) solution, one should consecutively solve problem (2.5)-(2.7) (with K(x) or −K(x)). It may however happen that the differences t i − t i−1 between the consecutive switching moments tend to zero as i → ∞ and one never obtains a solution on a given time interval
The next theorem ensures the local existence of mild solutions of the thermocontrol problem.
Theorem 2.1. Let ϕ ∈ L 2 and ϕ L2 ≤ R (R > 0 is arbitrary). Then the following assertions hold.
1. There exists 0 < T * ≤ ∞ such that, for any T < T * , there is a unique mild
If the set of the switching moments on the interval [0, T ] (T < T * ) is not empty, then the consecutive switching moments t 1 < t 2 < . . . of H(v) satisfy
where t 0 = 0 and t * = t * (R) is defined in part 4 of Lemma 2.2. The number t * depends on R but does not depend on ϕ, T, α, β.
Proof. 1. Without loss of generality, we assume that
By Lemma 2.2, there is a unique mild solution v (1) of problem (2.5)-(2.7) in Q T with the initial data ϕ.
Since v (1) (t) is continuous on [0, T ], either v (1) (t) < β for t < T or there is the first switching moment of H( v (1) ), i.e., a number t 1 ∈ (0, T ) such that v (1) (t) < β for t < t 1 and v (1) (t 1 ) = β.
In the first case, we obtain a unique mild solution of problem (2.1)-(2.3) in Q T by setting v = v (1) . Consider the second case. Let us estimate t 1 − t 0 , where t 0 = 0. Due to part 4 of Lemma 2.2,v(t) is continuously differentiable for t > 0 and dv(t)/dt ≥ m 0 K 0 /2 for t ≥ t * . Therefore, 
Similarly to part 1 of the proof, we see that problem (2.35)-(2.37) has a unique mild solution v (2) in Q T .
In the first case, we obtain a unique mild solution of problem (2.
Consider the second case. Similarly to (2.34), we obtain
One can continue the above procedure and obtain a series of switching moments t 1 , t 2 , . . . satisfying (2.33).
Setting
we complete the proof.
The next theorem shows that if the initial data ϕ belongs to H 1 , then the strong solution of the thermocontrol problem exists globally. Theorem 2.2. Let ϕ ∈ H 1 and ϕ H 1 ≤ R (R > 0 is arbitrary). Then the following holds for any T > 0.
1. There exists a unique solution
where c 2 > 0 depends on T but does not depend on ϕ and R. 2. The interval (0, T ] contains no more than finitely many switching moments t 1 < t 2 < . . . < t J of H(v) and
40)
where t 0 = 0 and
with const > 0 depending on R rather than on m, α, β, ϕ, and T . 
where k 1 > 0 depends on T but does not depend on R and ϕ.
As in the proof of Theorem 2.1, either v (1) (t) < β for t < T or there is a first switching moment of H( v (1) ), i.e., a number t 1 ∈ (0, T ) such that v (1) (t) < β for t < t 1 and v (1) (t 1 ) = β.
In the first case, we obtain a solution by setting v = v (1) . Consider the second case. Inequalities (2.32) and (2.33) imply that
not depend on T and ϕ.
Now we consider problem (2.1)-(2.3) with H(v)(t) replaced by −1 and the initial value
Similarly to part 1 of the proof, we see that problem (2.44)-(2.46) has a unique solution v (2) ∈ H 2,1 (Q T ) and
where k 2 , k 3 , . . . > 0 depend on T but do not depend on R and ϕ.
In the first case, we obtain a solution by setting v(
. Consider the second case. Similarly to (2.43) we obtain
(2.48) 3. One can continue the above procedure and obtain a series of switching moments t 1 , t 2 , . . . (t 1 , τ 2 , τ 3 , . . . , respectively) and a series of the corresponding solutions v (i) (·, t) on the intervals (0, τ i ) satisfying
49)
(2.50)
To complete the proof, we have to show that the differences between the consecutive switching moments t 1 , t 2 , . . . are separated from zero, i.e. the norms v (i) (·, τ i ) H 1 are bounded uniformly with respect to ϕ and i.
Together with Lemma 2.1, this yields
where c > 0 does not depend on T and ϕ.
To estimate v
we note that τ i is a switching moment, which means that v (i) (τ i ) = α or β. Therefore, using (2.24), we see that
Hence,
where m 0 > 0 due to Condition 2.1. Combining inequalities (2.51) and (2.52), we obtain
where k > 0 does not depend on T , R and ϕ.
Theorem 2.2 implies the following result.
2.4. Attracting set. In this subsection, we make some remarks on the large-time behavior of solutions of problem (2.1)-(2.3) and specify an attracting set, in which periodic solutions may lie.
We begin with the following remark.
Remark 2.5. Relations (2.22) imply the following. 1. If K j = 0 (j = 0), then there is a time moment θ j = θ j (ϕ j ) ≥ 0 such that
The above properties give rise to the consideration of the set
Note that B 0 is a closed set in H 1 positively invariant for the solutions of problem (2.1)-(2.3) in Q ∞ . Denote by dist(ϕ, B 0 ) the distance in H 1 between the element ϕ ∈ H 1 and the set B 0 . It is easy to see that
The following theorem shows that the set B 0 is a so-called B-attracting set, i.e., it uniformly attracts elements from bounded sets. , t) , B 0 ) monotonically decreases and tends to zero as t → ∞, uniformly with respect to ϕ, ϕ H 1 ≤ R.
Proof. 1. Since dist(v j (t), S j ) monotonically decreases (and vanishes within finite time if S j = {0}), it follows from (2.54) that dist(v(·, t), B 0 ) monotonically decreases.
2. Without loss of generality, we assume thatφ = α. Denote by t i the switching moments of H(v). Consider the set of indices
Then, due to (2.54),
Consider the case K j = 0. Let v j (t i ) > K j /λ j > 0 (the other cases are similar). Then
Consider even i. Using part 2 of Lemma 2.2 and (2.40), we have
Therefore, by induction,
Combining (2.56) and (2.57) with estimate (2.55) and using Lemma 2.1 yields
Taking into account the monotonicity of dist(v(·, t), B 0 ) for all t ≥ 0, we complete the proof.
3. Existence of periodic solution.
Preliminary considerations.
In this section, we establish the existence of periodic solutions of the thermocontrol problem. Remark 3.1. Throughout the paper, we are dealing with periodic solutions of a special form only. Namely, if a T -periodic solution v(x, t) satisfiesv(θ) =v(θ +T ) = α for some θ, then there is exactly one switching moment θ 1 on the interval (θ, θ+T ) andv(θ 1 ) = β. The operators P α and P = P β P α on the planes (e 0 , m) and (e i , e j ), i = j
We consider nonlinear operators (see Fig. 3 .1)
The operator P α is defined as follows. Let ϕ ∈ H 1 andφ < β. Due to Lemma 2.3, for any t 1 > 0, there is a unique solution v α (x, t) of the problem
By Lemma 2.2 (part 4), there exists t 1 > 0 such that v α (t) < β for t ∈ (0, t 1 ) and v α (t 1 ) = β. We set P α (ϕ) = v(·, t 1 ). The operator P β is defined in a similar way. Let ϕ ∈ H 1 andφ > α. Due to Lemma 2.3, for any τ 2 > 0, there is a unique solution v β (x, t) of the problem
By Lemma 2.2 (part 4), there exists τ 2 > 0 such that v β (t) > α for t ∈ (0, τ 2 ) and
Since the set B 0 given by (2.53) is attracting in H 1 , it is natural to seek for periodic solutions in this set. To prove that the periodic solution is attracting itself, we will also need to study the behavior of trajectories in a neighborhood of B 0 . Let B ε be the closed ε-neighborhood of B 0 in the H 1 -topology:
where 0 < ε 0 ≤ 1 is specified in Remark 3.4 below. Denote
We note that, once the components ϕ 1 , ϕ 2 , . . . of any element ϕ ∈ B α,ε (B β,ε ) are fixed, the component ϕ 0 is uniquely determined by the equalityφ = α (β), cf. (2.24). We shall show that B α,ε and B β,ε are closed bounded convex sets and the composition P(ϕ) = P β P α (ϕ) is a compact continuous operator on B α,ε . Then the Schauder fixed point theorem ensures the existence of a fixed point ϕ ∈ H 1 of the operator P. The corresponding periodic solution of period
The following results from the definition of B α,ε and B β,ε and from Lemma 2.1 (part 2).
Lemma 3.1. The sets B α,ε and B β,ε are closed bounded convex sets in H 1 .
Lemma 3.2. P α (B α,ε ) ⊂ B β,ε and P β (B β,ε ) ⊂ B α,ε .
Proof. The result follows from the fact that dist(v(·, t), B 0 ) monotonically decreases (see Theorem 2.3).
Lemma 3.3. The operators P α : B α,ε → B β,ε and P β : B β,ε → B α,ε are compact.
Proof. It follows from (2.33) and (2.40) that, for any ϕ ∈ B α,ε ⊂ H 1 , the first switching moment t 1 satisfies
where τ * and t * do not depend on ϕ from the bounded set B α,ε . Now the compactness of P α is a consequence of part 1 of Lemma 2.2 and the compactness of the embedding H 2 ⊂ H 1 . The compactness of P β is proved in the similar way.
To apply the Schauder fixed point theorem, it remains to prove that the operator P α (P β ) is continuous. The continuity may fail if, for some ϕ ∈ B α,ε , we have dv(t 1 )/dt = 0, where v(x, t) = v α (x, t) is the solution of problem (3.1)-(3.3) (see Fig 3. 2). We note that this difficulty is inherent not only in parabolic problems but in systems of ordinary differential equations with hysteresis, too (see, e.g., [3] ).
Lemma 2.2 ensures that the mean temperaturev(t) is increasing for sufficiently large t. We will show that the first switching occurs for such t, provided that β − α is not too small and the trajectories originate from B α,ε (and even from a wider set). This will guarantee that dv(t 1 )/dt > 0.
Lemma 3.4.
There is a number t min > 0 which does not depend on ϕ, T, α, β such that, for any ϕ ∈ H 1 , the solution v(
Proof. The result follows from part 4 of Lemma 2.2 by setting t min = t * (R * ), where
Now we formulate a sufficient condition in terms of the difference of the "temperature thresholds" β − α under which dv(t 1 )/dt = 0. The continuity of P α will follow from the implicit function theorem. Set
where c > 0 is the constant from Lemma 2.1. Note thatm ≡ 0 if and only if m(x) ≡ const. Let t min be the number from Lemma 3.4 (which does not depend on ϕ, T, α, β).
The following lemma plays a fundamental role in the proof of the continuity of the operators P α and P β . 
Proof. Using representation (2.24), the formula for the solutions of (2.22), and Lemma 2.1, we have for t ≤ t min and, e.g., v(x, t) = v α (x, t):
provided that δ > 0 is small enough. This implies that the switching moment t 1 is greater than t min . Now the desired result follows from Lemma 3.4.
Remark 3.3.
In what follows, we will write (3.11) α or (3.11) β depending on whether we mean the neighborhood for which |φ − α| < δ or |φ − β| < δ, respectively.
Remark 3.4. Now we choose the number ε 0 which bounds the numbers ε in the definition of the set B α,ε (B β,ε ). First we fix δ > 0 from Lemma 3.5. Then we choose ε 0 = ε 0 (δ) > 0 so that B α,ε (B β,ε ) is contained in the open neighborhood (3.11) α ((3.11) β ).
Existence of a periodic solution.
In this subsection, we establish the existence of a periodic solution of the thermocontrol problem (2.1), (2.3). Due to Lemmas 3.1, 3.2, and 3.3 and the Schauder fixed point theorem, it remains to prove the continuity of the operator P β P α : B α,ε → B α,ε . To do so, we prove the continuity (and even the Fréchet differentiability) of the operator
The arguments for P β are the same.
We introduce the linear continuous operator M :
We recall that S t (t > 0) denotes the derivative of the analytic semigroup
2). It is well known that the linear operators
are bounded for any fixed t > 0, where P is given by (2.13). Therefore, they are bounded as the operators acting from H 1 into itself. We consider the operator v :
Clearly, the function v(·, t) = v(ϕ, t) coincides with the solution of the thermocontrol problem (2.1)-(2.3) with the initial data ϕ for t ≤ t 1 , where t 1 is the first switching moment of H(v). We also consider the operator (functional) t 1 : H 1 → R given by t 1 (ϕ) = the first switching moment of H(v) and defined in the neighborhood (3.11) α (which does not intersect with the set {φ = β}). Due to the continuity ofv(t), we have t 1 (ϕ) > 0 for any ϕ from the above neighborhood of B α,ε .
Clearly, P α (ϕ) = v(ϕ, t 1 (ϕ)). Since v(ϕ, t) is continuous with respect to (ϕ, t), the operator P α (ϕ) is also continuous, provided that t 1 (ϕ) is continuous. Thus, we will prove that t 1 (ϕ) is continuous (and even continuously Fréchet-differentiable).
Lemma 3.6. Let Condition 3.1 be satisfied. Then the following assertions hold for ϕ from the neighborhood (3.11) α .
1. The operator v(ϕ, t) is continuously differentiable with respect to ϕ, t, and (ϕ, t), where t > 0. Moreover,
14)
(c) Dv(ϕ, t) :
2. The operator t 1 (ϕ) is continuously differentiable in the neighborhood (3.11) α . The linear bounded operator D ϕ t 1 (ϕ) : H 1 → R is given by
Here v(x, t) = v α (x, t) is a solution of problem (3.1)-(3.3) with the initial data ϕ and t 1 = t 1 (ϕ) is the first switching moment of H(v).
Proof. Part 1 follows from (3.12) and the fact that S t , S t :
Let us prove part 2. Clearly, t 1 (ϕ) is the least (positive) solution of the equation
which exists for any ϕ ∈ H 1 (and even from L 2 ) by Lemma 2.2. Since M is a linear continuous operator, it follows thatv = Mv : H 1 × R → R is also continuously differentiable with respect to ϕ, t, and (ϕ, t). Moreover, using (3.14), the Fourier representation of the semigroup (2.17) and of the solution (2.21), we see that D tv (ϕ, t) : R → R is given by
Now Lemma 3.5 and Remark 3.4 imply that there is a bounded inverse operator
continuous in a neighborhood of any (ϕ, t 1 (ϕ)), ϕ in the neighborhood (3.11) α . By the implicit function theorem, t 1 (ϕ) is continuously differentiable and the derivative D ϕ t 1 (ϕ) : H 1 → R is given by (see (3.13) and (3.17))
Corollary 3.1. Let Condition 3.1 hold. Then the operator t 1 : H 1 → R is uniformly Lipschitz continuous on B α,ε .
Proof. Formula (3.16), Remark 3.4, and estimates (2.33) and (2.40) imply that, for any ϕ, ψ ∈ B α,ε ,
where the last supremum is taken over τ ∈ τ * , t min + 2(β − α) m 0 K 0 . The latter fact ensures that sup τ S τ < ∞, and the corollary is proved.
Lemma 3.7. Let Condition 3.1 hold. Then the operator P α (ϕ) is continuously differentiable in the neighborhood (3.11) α of B α,ε . The linear bounded operator
18)
where v(x, t) = v α (x, t) is the solution of problem (3.1)-(3.3) with the initial data ϕ and t 1 = t 1 (ϕ) is the first switching moment of H(v).
Proof. As we have mentioned before, P α (ϕ) = v(ϕ, t 1 (ϕ)). Therefore, using the chain rule and Lemma 3.6, we obtain
Now we can prove Theorem 3.1. Proof of Theorem 3.1 follows from Lemmas 3.1, 3.2, 3.3, 3.7, and the Schauder fixed point theorem.
Note that ifẑ(0) = α, then z(·, 0) ∈ B α,0 . To conclude this subsection, we prove the following "symmetry" result (see Figures 3.3 and 3.4) . Let t 2 = T − t 1 . We show that z(·, t 2 ) ∈ B β,0 . Using Lemma 2.2, part 2, we have for j = 1, 2 Therefore,
which proves that z(·, t 2 ) ∈ B β,0 , i.e., the first switching moment of H(ẑ) is equal to t 2 = T − t 1 . Similarly to (3.19) and (3.20) , one can check that the second switching moment of H(ẑ) is equal to t 2 + t 1 = T and
which implies the first part of the theorem.
One can easily see that
On the other hand, z(x, t) is a solution of problem (2.1)-(2.3) with the initial data z(x, 0) = ψ α (x). Therefore, part 2 of the theorem follows from the uniqueness part in Theorem 2.2.
3. The third part of the theorem follows from the relations (see part 2 of Lemma 2.2) 4. Global and phase-shifted attraction to periodic solution. Under a condition that is slightly stronger than Condition 3.1, we prove that there is a unique periodic solution of problem (2.1), (2.3). To do so, we show that the Poincaré map is a contraction on the corresponding set. Then we show that any other solution is attracted to z(x, t − δ) with some δ (depending on the solution) exponentially fast.
Our plan is as follows. 1. We consider the set B α,ε as the Poincaré cross-section at the point z(·, 0). Then we define the space W by the equality H 1 = Span(e 0 )⊕W and show that B α,ε is represented as the graph of an operator-valued function ϕ = R α (Φ) for Φ in a subset of W, where R α is an affine function (see Fig. 4 .1). 2. We consider the projection B ε of the sets B α,ε and B β,ε onto W and the corresponding projection Π of the Poincaré map P. We prove that Π is a contraction map on B ε ⊂ W. This will imply the uniqueness of a periodic solution z(x, t). 3. We show that z(x, t) is a global B-attractor.
Poincaré cross-section.
We consider the orthogonal complement W to e 0 in H 1 and the orthogonal projector
onto W given by Eϕ = Φ, where
ϕ j e j (x).
We also introduce the lifting operator
Thus, R α E(ϕ) = ϕ for ϕ ∈ H 1 ,φ = α, and ER α (Φ) = Φ for Φ ∈ W (see Fig. 4.1 ). Consider the set
Thus, B ε is the closed ε-neighborhood of the set
in the W-topology (see Fig. 4.2) . Clearly, B α,ε = R α (B ε ). Denote by Π α : W → W the "projection" of P α onto W given by
Due to Theorem 2.3, Π α (B ε ) ⊂ B ε . Similarly, one can define the operators R β and Π β . The operators E, R α , and R β are continuously (and even infinitely) differentiable. Therefore, the operators Π α and Π β are also continuously differentiable, provided so are P α and P β .
Projection of the Poincaré map.
We introduce the operator Π : W → W by the formula Π(Φ) = EPR α (Φ).
The following property of Π is straightforward (see Fig. 4 .2). First, we calculate the derivative D Φ Π α (Φ) : W → W. It follows from the definitions of the operators E, R α , and Π α and from the chain rule that
Now we assume that Condition 3.1 holds (we will somewhat strengthen it below). Denote by v(x, t) = v α (x, t) the solution of problem (3.1)-(3.3) with the initial data v(·, 0) = R α (Φ) and by t 1 the first switching moment of H(v). Then using (4.1), Lemma 3.7, and the relation Ef = 0 for f = const yields
We rewrite (4.3) in terms of the Fourier series. 
for any Φ ∈ B ε and Ψ ∈ W, where Φ j and Ψ j (j = 1, 2, . . . ) are the Fourier coefficients of Φ and Ψ, respectively.
Proof. Using the representation in (2.17), we rewrite the terms
We have
Further, since v Kj = K j /λ j for j = 1, 2, . . . (see Lemma 2.1), we obtain
Finally, taking into account (4.2), we have
Combining (4.3) with (4.5)-(4.7) completes the proof. Now we can prove the following result.
Lemma 4.3.
There is s min ≥ t min such that if
Here t min and C are the same as in Condition 3.1.
Proof. Let v(x, t) and t 1 be the same as in Lemma 4.2. By assumption, Condition 3.1 holds. Therefore, as in the proof of Lemma 3.5, we have t 1 ≥ t min (> 0), where t min does not depend on Φ, T, α, β. Using this inequality, we estimate each term in (4.4).
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First, we have
Due to Lemma 3.4,
By the Schwartz inequality,
(recall thatm is defined in (3.10)). Finally, using Lemma 2.1 and the inequality (cf. (2.30))
we obtain for Φ ∈ B ε and t 1 > t min
Combining Lemma 4.2 and inequalities (4.9)-(4.13), we derive the estimate
As in the proof of Lemma 3.5, we see that if condition (4.8) holds, then
Therefore, (4.14) yields the desired result, provided that s min ≥ t min is sufficiently large.
Thus, the sufficient conditions under which D Φ Π α (Φ) ≤ 1/2 is as follows (cf. Condition 3.1).
Condition 4.1. β − α > m 0 K 0 s min + C, where s min is defined in Lemma 4.3 and C is the same as in Condition 3.1.
Lemma 4.4. Let Condition 4.1 hold. Then there is a unique fixed point ψ ∈ B α,0 of the operator P : B α,ε → B α,ε and, for any ϕ ∈ B α,ε ,
where const > 0 does not depend on ϕ, ψ, and k.
Proof. Using Lemmas 4.1 and 4.3 and the chain rule, we see that D Φ Π(Φ) ≤ 1/4 for all Φ ∈ B ε . Therefore, for any Φ, Ψ ∈ B ε and σ ∈ [0, 1], we have Φ+σ(Ψ−Φ) ∈ B ε and
where DΠ(Φ + σ(Ψ − Φ)) is the derivative of the operator Π calculated at the point (Φ + σ(Ψ − Φ)). Therefore, Π : B ε → B ε is a contraction map for all 0 ≤ ε ≤ ε 0 . Since B 0 ⊂ B ε , it follows that the unique fixed point of Π belongs to B 0 . This fact and the formula P k (ϕ) = (R α Π k E)(ϕ) for ϕ ∈ B α,ε imply the conclusion of the lemma. 
tend to zero monotonically decreasing as i → ∞.
In the next subsection, we prove that the periodic solution itself is a global Battractor.
4.3.
Global B-attractor and phase-shifted attraction. Throughout this subsection, we assume that Condition 4.1 holds and that z(x, t) is a (unique) T -periodic solution of problem (2.1), (2.3). Denote z(x, 0) = ψ(x). Since z(·, t) ∈ B α,0 for some t ∈ [0, T ], we assume without loss of generality that this holds for t = 0, i.e., ψ ∈ B α,0 . Definition 4.1. We say that a T -periodic solution z(x, t) of problem (2.1), (2.3) is a global B-attractor if the set Γ = {z(·, s) ∈ H 1 : s ∈ [0, T ]} is a global Battractor, i.e., if, for any R > 0 and 15) where the convergence to zero is uniform with respect to ϕ, ϕ H 1 ≤ R.
We shall prove that z(x, t) is a global B-attractor. Let v(x, t) be an arbitrary solution of problem (2.1)-(2.3) in Q ∞ with the initial data v(x, 0) = ϕ(x). We assume throughout that ϕ H 1 ≤ R.
First, we note the following. Denote by t 1 , t 2 , t 3 , . . . the switching moments of H(v) and by τ 1 = t 1 , τ 2 = t 2 − t 1 , τ 3 = t 3 − t 2 , . . . the corresponding differences between the switching moments.
First, we show that these differences converge to s 1 .
Lemma 4.5. Let Condition 4.1 hold. Then
where k = k(R) > 0 does not depend on ϕ.
Proof. We prove the lemma for even i. The case of odd i is similar. 1. First, we assume that ϕ ∈ B α,ε . By using Corollary 3.1 and Lemma 4.4, we have
where k 1 , k 2 > 0 depend on B α,ε but do not depend on ϕ and ψ. We will also need to estimate the solution v(x, t) on the time intervals between the corresponding switchings of H(v) and H(ẑ). By Lemma 4.5, these intervals are small for large t.
Lemma 4.6.
1. Let v(x, t) be a solution of problem (2.1)-(2.3) in Q ∞ with initial data ϕ ∈ B α,ε , and let t i and τ i be the same as above. Then v(·, t) is Lipschitz-continuous in a left neighborhood of t i uniformly with respect to i and ϕ, i.e., 17) where θ i = t i + τ i+1 /2 and k 1 > 0 does not depend on t, s, i, and ϕ. 2. Let z(x, t) be a T -periodic solution of problem (2.1), (2.3). Then z(·, t) is uniformly Lipschitz-continuous for t ∈ [0, T ], i.e.,
where k 2 > 0 does not depend on t and s.
Proof. 1. We prove the first part of the lemma for even i. The case of odd i is similar. Let t, s ∈ [θ i , t i+1 ] and t > s. Then, using Lemma 2.2 (part 2), we have
where the series converge in H 1 . Therefore, taking into account that s − t i ≥ τ i+1 /2 ≥ τ * /2 (τ * does not depend on ϕ from the bounded set B α,ε , see (2.40)), we have
Taking into account the fact that P i/2 (ϕ) lies in the bounded set B α,ε , Lemma 2.1, and the asymptotics of λ j (Remark 2.3), we see that F (a) is infinitely differentiable for a ≥ 0 and F (0) = F (0) = 0. Therefore,
wherek > 0 does not depend on i (because τ i are uniformly bounded with respect to i) and ϕ. Combining the estimate of F (a) with (4.19), we obtain (4.17).
2. Let z(x, t) be a periodic solution and z(·, 0) ∈ B α,0 (⊂ H 1 ). By using the representations (2.14) and (2.17), one can see that z(·, t) is a continuously differentiable 20) where δ = δ(ϕ) and the constant k = k(R) > 0 does not depend on ϕ. Furthermore, |δ| ≤ δ * , where δ * = δ * (R) does not depend on ϕ.
Proof. 1. Denote
where the series is absolutely convergent due to Lemma 4.5 and
where δ * = δ * (R). To be definite, we assume that 
where k 1 , k 2 , . . . > 0 depend on R, but do not depend on i and ϕ. Thus, the switching moment t i asymptotically "delays" by δ with respect to the switching moment s i .
2. Let us estimate v(x, t + δ) − z(x, t) for t ∈ [s i , s i+1 ]. Due to (4.21) and (2.40), there is i * = i * (R) such that, for i ≥ i * , neither H(v(· + δ)) nor H(ẑ) switches on the (small) intervals between s i and t i − δ and between t i+1 − δ and s i+1 . Let
All the other cases are treated similarly. First, we assume that ϕ ∈ B α,ε , i ≥ i * , and i is even (the case of odd i is analogous) and consider the following three cases.
. Then H(v(·+δ))(t) = −1 and H(ẑ)(t) = 1. Using Lemmas 4.4 and 4.6 and inequality (4.21), we have
Applying Lemma 2.3 to the function v(x, t + δ) − z(x, t) and taking into account Remark 2.1, we have
Therefore, by Lemmas 4.4 and 4.6 and by inequality (4.21),
The hysteresis operator H is equal to −1 for both functions in the first norm; hence it is estimated via 2 −i as in part 2.2. The second and third norms are estimated via 2 −i with the help of Lemma 4.6 and inequality (4.21). Therefore,
Inequalities (4.22)-(4.24) (and the analogous inequalities for odd i) yield
where θ * is defined in Remark 4.2. Therefore, the inequality in (4.25) holds for any ϕ, ϕ H 1 ≤ R, and t ≥ 0. Now we complement Theorem 4.2 by showing that any solution v(x, t) not only converges point-wise to the T -periodic solution z(x, t) (after appropriately shifting the time argument), but also converges to the corresponding part of the T -periodic trajectory. Namely, it converges to the part
and to the part
] as i → ∞ and i is even. Thus, the next theorem is a mathematical formulation of the intuitively expectable observation: the parts of the v-trajectory with H(v) = 1 (H(v) = −1) become close to the part of the periodic z-trajectory with H(ẑ) = 1 (H(ẑ) = −1). 28) where i = 0, 2, 4, . . . , t i are the switching moments of H(v), T is the period of z(x, t), and T /2 and T are the first and the second switching moments of H(ẑ).
Proof. We prove the first inequality in (4.28). The second inequality can be proved in the same way. 1. Let ϕ ∈ B α,ε . We take an arbitrary i = 0, 2, 4, . . . and assume that τ i+1 = t i+1 − t i > s 1 = T /2. The case τ i+1 ≤ s 1 is analogous and simpler.
First, we consider t ∈ [t i , t i + s 1 ]. The function w(x, s) = v(x, s + t i ) − z(x, s) is a solution of the parabolic problem 
where k 1 , k 2 , . . . > 0 do not depend on ϕ and i. This inequality and Lemma 4.4 yield
We estimate the difference v(x, t)−v(x, t i +s 1 ), assuming without loss of generality that s 1 ≥ τ i+1 /2. (Otherwise, one can first consider sufficiently large i, for which this inequality holds by Lemma 4.5, and then argue as in part 3 of the proof of Theorem 4.2.) Then, by using Lemma 4.6 (part 1) and Lemma 4.5, we have
Estimates (4.29) and (4.30) prove the first inequality in (4.28) for ϕ ∈ B α,ε .
3. Now, for arbitrary ϕ, ϕ H 1 ≤ R, we take into account Remark 4.2 and the estimate (see Theorem 2.2)
which complete the proof. 
3) in Q ∞ with the initial data ϕ belongs to U for all t ≥ 0; 2. there exist neighborhoods W 1 of Γ 1 and W 2 of Γ 2 in H 1 such that, for all We underline that the phenomena in Definitions 4.1 (global attractivity) and 4.2 (asymptotic orbital stability) do not follow from each other. Clearly, orbital asymptotic stability does not imply global attractivity. On the other hand, the fact that a periodic solution is a global B-attractor does not generally imply that it is stable. In principle, all trajectories originated arbitrarily close to the periodic trajectory Γ may leave a given small neighborhood of Γ and then converge to Γ as t → +∞.
However, we will show that, in our case, the periodic solution is not only a global B-attractor, but is also stable in the above sense.
Let z(x, t) be a T -periodic solution of problem (2.1), (2.3) such that z(·, 0) = ψ ∈ B α,0 (B β,0 ). Let v(x, t) be an arbitrary solution of problem (2.1)-(2.3) in Q ∞ with initial data v(·, t) = ϕ ∈ B α,ε (B β,ε ). Lemma 4.7. Let Condition 4.1 hold, and let z(x, t) and v(x, t) be as above. Then, for any σ > 0, there is δ > 0 such that
Proof. To be definite, we assume that ψ ∈ B α,0 . Fix σ > 0. Let δ > 0 be so small that the δ-neighborhood of ψ lies in B α,ε . Let s 1 , s 2 , . . . and t 1 , t 2 , . . . be the successive switching moments of H(ẑ) and H(v), respectively. Due to (2.40), s 1 , t 1 ≥ τ * , where τ * does not depend on ϕ.
Let s 1 ≤ t 1 (the case s 1 > t 1 is similar). Then the difference z − v satisfies for t ≤ s 1 the following relations:
Therefore, due to Lemma 2.3 and Remark 2.1, we have for t ≤ s 1
where k 1 > 0 is equal to the constant c 1 (τ * ) from estimate (2.31), i.e., does not depend on ϕ and δ.
Further, due to Corollary 3.1,
where k 2 , k 3 , . . . > 0 do not depend on ϕ and δ. Therefore, taking into account Lemma 4.6 and inequality (4.31), we have for
Estimates (4.31) and (4.32) yield
where Γ 1 is the part of the periodic trajectory given by (4.26).
Repeating the above arguments, we obtain 
Thus, the conclusion of the lemma follows by taking δ = σ/k 2i *
4
(or δ = σ if k 4 ≤ 1). Now, to prove the stability of the periodic solution, we have to consider arbitrary solutions with initial data not necessarily from B α,ε , but rather in a neighborhood of Γ 1 or Γ 2 . To be definite, we will consider a neighborhood of Γ 1 . Due to Lemma 4.7, we have to prove the following. For any δ > 0, there is µ > 0 such that if ϕ − ψ H 1 ≤ µ for some ψ ∈ Γ 1 andφ < β, then
where z(x, 0) = ψ(x), v(x, 0) = ϕ(x), and s 1 and t 1 are the first switching moments of H(ẑ) and H(v), respectively. The number µ does not depend on ψ ∈ Γ 1 . 2. The difficulty in the proof of (4.33) is that ϕ and ψ need not be in B α,ε ; hence, Lemma 3.6 and Corollary 3.1 do not directly apply. Moreover,φ need not (cf. the proof of Lemma 2.2). Indeed, using Lemma 2.1, we obtain
Thus, (5.3) follows, provided that 
Note that, form ≤ m 0 , one has
. Therefore, taking into account (2.41), we obtain
where k 2 > 0 depends only on B ε . Combining inequalities (5.6)-(5.8) yields
where M 1 > 0 and 0 < M 2 < 1 depend on m 0 , K, and β − α but do not depend onm. The desired estimate (5.5) follows from (5.6) by choosingm ≤M with a sufficiently smallM .
6. Outlook. In this section, we point out possible directions of further research for parabolic problems with discontinuous hysteresis. We formulate some open questions and discuss a possibility of extending the results and methods of the present paper.
6.1. Small β − α. The understanding of how the thresholds α and β influence the properties of periodic solutions is far from complete. We showed that there are two positive numbers δ 1 ≤ δ 2 with the following properties. The next question is how the system behaves for β − α ≤ δ 1 . We expect that this situation is much more complicated because one need to seek for fixed points of a discontinuous Poincaré map, or some power of it. This gives rise to the study of periodic solutions with several switchings on the period.
Consider the following example. Let Q be a one-dimensional domain, e.g., Q = (0, π). Consider the following problem v t (x, t) = v xx (x, t) (x ∈ (0, π), t > 0), v x (0, t) = 0, v x (π, t) = H(v)(t) (t > 0). From the physical point of view, this models a thermocontrol process in a rod with heat-insulation at one end and heating (cooling) element at the other.
It is easy to find that λ 0 = 0, e 0 = 1/π, K 0 = e 0 (π) = 1/π, λ j = j 2 , e j (x) = 2/π cos jx, K j = e j (π) = (−1) What we see in the figures indicates the existence of periodic solutions with more than one switching on the period. The periodic trajectory consists of six parts: three parts correspond to the excursion from α to β and three parts to the excursion in the opposite direction.
Furthermore, the smaller the difference β−α is, the more switchings may occur on the period (see Fig. 6 .3 and its zoomed upper-left corner in Fig. 6.4) . Moreover, due to numerical simulations, these solutions can be stable and can be global attractors.
6.2. Continuous temperature control on the boundary. In this paper, we assume that the thermal elements on the boundary change their values by jump. A more general setting including both continuous and discontinuous temperature control is as follows (cf. [10, 11, 26, 14] ): v t (x, t) = ∆v(x, t) (x ∈ Q, t > 0), ∂v ∂ν = K(x)u(t) (x ∈ ∂Q, t > 0), where the control function u(t) satisfies the ordinary differential equation
au(t) + u(t) = H(v)(t)
with a ≥ 0. The right-hand side of the latter equation contains the hysteresis operator H which depends on the mean temperaturev, as before.
The "discontinuous" case a = 0 is considered in the present paper. Similarly, if a > 0, one can use the Fourier method to obtain an infinite-dimensional dynamical system for the unknowns (u(t), v 1 (t), v 2 (t), . . . ). If β − α is large enough, we expect the results analogous to the case a = 0. However, the dynamics for small β − α remains an open question.
6.3. Parabolic equations with variable coefficients and other boundary conditions. Throughout the paper, the parabolic equation under consideration was the heat equation. A more general linear parabolic equation would be v t (x, t) = P v(x, t) (x ∈ Q, t > 0) with a general boundary condition of the form Bv = K(x)H(v)(t) (x ∈ ∂Q, t > 0).
Here B defines the Dirichlet, Neumann, oblique-derivative or more general (e.g., nonlocal) boundary condition; P w(x) = is a second-order elliptic operator with variable coefficients, whose domain is given by the corresponding homogeneous boundary condition (cf. (2.13)): D(P ) = {w ∈ H 2 : Bw = 0 (x ∈ ∂Q)}.
In applications, the operator P is not necessarily selfadjoint, but often turns out to be sectorial. Hence, it generates an analytic semigroup (see, e.g., [24] ). Furthermore, under suitable assumptions, all the eigenvalues of the operator P are of finite algebraic multiplicity, while the solution v can be expanded into the Fourier series with respect to the root vectors (i.e., eigen-and associated vectors), which is Abel-summable to v [19, 1] ; see also [25] for more general boundary operators B (in particular, nonlocal operators) and operators P with nonselfadjoint principal part.
Therefore, the original parabolic problem with hysteresis can be reduced, at least formally, to an infinite-dimensional dynamical system by projecting onto corresponding eigenspaces. However, the justification of such a reduction is a subtle issue because the root vectors of the operator P do not, in general, form a basis in the classical sense.
On the other hand, the resulting dynamical system may be more complicated than that in the present paper. If the operator P is selfadjoint, we still have a system of infinitely many ODEs of the forṁ
where −λ j are the eigenvalues of the operator P and K j are constants that are defined by the function K(x) and the operators P and B. But if P is not selfadjoint, its eigenvectors may have associated vectors, which form Jordan chains. For example, let −λ j = −λ j+1 be the eigenvalue of P of algebraic multiplicity 2; we denote it by −λ. Let e j and e j+1 be its eigen-and associated vectors. They satisfy P e j = −λe j (x ∈ Q), Be j = 0 (x ∈ ∂Q), P e j+1 = −λe j+1 + e j (x ∈ Q), Be j+1 = 0 (x ∈ ∂Q).
