Recent years have witnessed a rapid rise in the development of deterministic and non-deterministic models to estimate human impacts on the environment. An important failing of these models is the difficulty that most people have understanding the results generated by them, the implications to their way of life and also that of future generations. Within the field, the measurement of greenhouse gas emissions (GHG) is one such result. The research described in this paper evaluates the potential of Bayesian Network (BN) models for the task of managing GHG emissions in the British agricultural sector. Case study farms typifying the British agricultural sector were inputted into both, the BN model and CALM, a Carbon accounting tool used by the Country Land and Business Association (CLA) in the UK for the same purpose. Preliminary results show that the BN model provides a better understanding of how the tasks carried out on a farm impact the environment through the generation of GHG emissions. This understanding is achieved by translating the emissions information into their cost in monetary terms using the Shadow Price of Carbon (SPC), something that is not possible using the CALM tool. In this manner, the farming sector should be more inclined to deploy measures for reducing its impact. At the same time, the output of the analysis can be used to generate a business plan that will not have a negative effect on a farm's capital income.
Introduction
It has been estimated that agriculture could be contributing somewhere in the range of 10e30% of Greenhouse Gas emissions (GHGe) (Bellarby et al., 2008; Neftel et al., 2006) . Hence, it is critically important that we develop comprehensive tools to assess and manage GHGe from the agricultural sector that can incorporate both activities, i.e. those providing the means to sequester GHGe such as soil management practices, and those that release GHGe, such as livestock farming. However, calculating the impact of these activities is a difficult problem. Many variables are involved, often with high levels of uncertainty associated with both their measurement and their mechanism of influence on the state of the biosphere. It is usually unfeasible to monitor them all, difficult to set the boundaries of what needs to be measured, or determine to what extent it is affected by elements that are external to the activity of interest (Clark, 2005; Smith, 2007) . The second difficulty is that of explaining these effects to the individuals involved in the respective activities, in a way that will induce behavioural changes (Cain et al., 2003) .
We have developed a probabilistic model for farm-scale assessment of Greenhouse Gas emissions (GHGe). The relative merits of probabilistic and deterministic modelling approaches have been discussed extensively in the literature, e.g. Aalders (2008) ; Clark (2005) ; Voorspools and D'haeseleer (2005) ; Wiggering et al. (2006) . The inherent uncertainties associated with GHG estimation suggest a probabilistic modelling approach is appropriate. The variety in the type and number of factors that must be taken into consideration is high; there is considerable uncertainty surrounding the impacts of these factors; and significant complexities exist in terms of the inter-dependencies. Effects on a farm's financial performance are also difficult to quantify.
Our choice of technology, Bayesian Networks (BNs), has been motivated by the need to: (a) explicitly handle the uncertainties involved; and, (b) provide a graphical representation of the causal influences in order to explain simply the relevance of any proposed intervention. An important feature of our model is that a farm's environmental impact is integrated into its economic profile, in order to monetise the impacts of the GHG emitted. The situating of our modelling work within the context of classical decision theory thus provides a tight coupling between environmental and economic factors (Pérez-Miñana, 2009 ). Users of the tool are able to hypothesise different production scenarios, and then use the model to predict the environmental and economic impact each one has. We can thus use the model to identify pre-emptive actions that have a minimal (or even a positive) impact on the economic viability of a farm.
If we can demonstrate that the implementation of net-GHG negative processes such as carbon sequestration via land management practices (Hutchinson et al., 2007; McCarl and Sands, 2007; Zero Carbon Britain, 2010 ) can be economically viable, then we can realise the potential of the agriculture sector to help mitigate the risks of global warming. Given that the agricultural sector is particularly reliant on natural capital for its economic gains (Ekins, 2003) , and in many countries is also supported by government subsidy, we believe that it is vitally important that tools such as the one we propose be used to aid both management choices at the level of the farm, and choices by policy makers, such as levels of subsidy or grant aid. This dual purpose of the tool is an important benefit of its design.
The need to formalise the inter-dependencies between financial and environmental profiles is also suggested in the approach proposed in Wiggering et al. (2006) . Further evidence is shown in the reform to the Common Agricultural Policy (CAP) supported by the Organization for Economic Co-operation and Development (OECD), and the European Union (EU). The CAP reflects a need for managing land use by merging both the economic and ecological aspects of the agricultural sector.
As DEFRA's preferred indicator for the relationship between economics and the environment is the SPC (DEFRA-Economics Group, 2007) , and this department is the main governmental body responsible for deciding and deploying environmental policies in all sectors in the UK, it is appropriate to consider the same economic tool for costing the effects of the GHG emitted on a particular farm.
We describe the method we followed to construct our model in the next section. We constructed our model with detailed reference to the IPCC guidelines for GHG estimation (IPCC, 2006) . The IPCC guidelines were also a primary source of reference for the CALM calculator, a Carbon accounting tool that has been developed by the Country Land and Business Association (CLA) and Savills for the agricultural sector (CALM, 2012) . We will explain how we compared our tool against the CALM tool. In section 3, we present the results obtained through using our model in some exemplar scenarios and comparisons with CALM. Our findings are discussed in section 4, with a specific focus on the capabilities of our specific choice of modelling technique. Finally, we conclude the paper with a summary of some of the research challenges that still remain in the modelling of greenhouse gas emission in the agricultural sector.
Material and methods
This section describes the process followed to develop the model's architecture, and the underlying probabilistic model.
Modelling process
The tools available to build BN models (such as: HUGIN EXPERT, 2010; AgenaRisk, 2010; Norsys, 2010) include features for editing, compiling and executing them. Nevertheless methods and tools supporting the BN development process are not widely available (Gras and McGaw, 2004) . Consequently, BN users need to develop their own approach which broadly comprises the following steps:
Identification of all the variables relevant to the application domain, their data type and scale Elicitation and quantification of the inter-dependencies that exist between these variables It is usually fairly straightforward to analyse a specific problem domain to identify the relevant variables, and the qualitative influences or causeeeffect relationships between them. However, defining node scales and determining the conditional probability tables (CPTs) that quantify the inter-dependencies between the variables is a much harder problem, given that the number of parameters grows exponentially with the number of parent-nodes involved in the inter-dependencies (Das, 1999) . This becomes computationally intractable when the application domain requires a non-standard high dimensional statistical model with inter-mixed continuous and discrete variables, which is fairly common in most practical applications (Fenton et al., 1999) .
The knowledge elicitation problem has been tackled in different ways by different researchers, e.g. (Ma et al., 2007; Dlamani, 2010; Newton, 2010) , but they all comprise one or more of the following activities:
1. Discretisation of the domain factors, a necessary step to be able to use the network development environment, e.g. Netica (Norsys, 2010) , (Dlamani, 2010; Newton, 2010) 2. Literature review to gather the domain knowledge needed to build a correct model (Dlamani, 2010; Ma et al., 2007) 3. Consultation with experts to identify the network's variables, and to elicit and assess the reliability of the CPTs associated to them (Newton, 2010) 4. Implementation of an optimisation algorithm to generate the necessary CPT, (Dlamani, 2010) The next sections summarise our modelling approach. A key point to note is that most of the variables in the network are continuous. We were able to handle this through using a network development environment that supported the use of continuous variables whose CPTs are expressed as arithmetic functions.
Causal factor elicitation
We started the elicitation of the variables for the model by referring to the standards that are available to different types of industry and economic sectors (BS ISO 14064:1e3, 2006; BS-EN-ISO 14044, 2006; PAS, 2050 PAS, :2008 PAS, , 2008 IPCC, 2006) , GHG-Protocol (WRI, 2010) . Each one describes the set of procedures that a particular business must deploy to determine its "carbon footprint". Of these, the IPCC guidelines (IPCC, 2006) are the most relevant as they specifically address the issues linked to Agriculture and Land Use; indeed, they constitute the "de facto" standard for this particular economic sector.
The IPCC guidelines include the set of equations under-pinning the estimation of GHG emissions. In addition to the equations, two types of information are needed to carry out the computations; agricultural data, and emission factors. These last correspond to the ratio between the amount of pollution, i.e. GHG generated, and the amount of a given raw material processed that produced the polluting gas. For example, there will be an emission factor representing the amount of nitrogen emitted as a result of the quantity of nitrogen-based fertiliser applied to a hectare of cropland. In certain cases, the ratio is estimated using the emissions generated and the outputs of the production processes associated to those emissions (GES, 1997) . In this study, the pollutants correspond to GHG, specifically carbon dioxide (CO 2 ), nitrous oxide (N 2 O), and methane (CH 4 ). Given the complex chemical and biophysical interactions taking place, and the operational context, their estimation is highly uncertain. Consequently, we drew on a range of different approaches in order to ensure our models were as robust as possible. These included 1. Review of publications describing the results of studies carried out to determine the emission factors associated to different agricultural activities, e.g. management of livestock, woodland management, manure management systems used, etc. 2. Use of standard brainstorming techniques with process experts to elicit all the potential input factors driving a particular aspect related to the farm's emissions or the effectiveness of the carbon sink under consideration. 3. Use of conventional statistical analysis techniques to process the UK's agricultural sector data, which is recorded in various repositories and reports available to the public (DEFRA-AUK, 2008; NE, 2010; Countryside Survey, 2008) .
It is possible that we could make further refinements that are informed by other models, such as CERES-EGC (Rolland et al., 2008) , in the future.
Once all the necessary information has been processed, each variable is assigned a data type (categorical, discrete, continuous) and a scale. Then the causal relationships between variables are defined using the equations that appear in the IPCC guidelines for GHG estimation (IPCC, 2006) in the following manner:
Identify the set of equations in the IPCC guidelines used for the estimation of the GHG emissions that result from the agricultural activity that is to be modelled. There are different equations in each case and Table A.1 in Appendix A lists the equations that were used in our model. Any equation includes two types of variables: an emission factor; or, activity data relating to the emission source (can be area, animal numbers or mass unit, depending on the source type). Both types can be input nodes in any of the sub-
networks. The prior distributions for either of them are computed in the following manner:
a. The distributions of the activity data were obtained from the publicly available repositories on which records of the UK agricultural sector are held (DEFRA-AUK, 2008; NE, 2010; Countryside Survey, 2008) . b. The distributions of the emission factors were computed using the appropriate tables available in the IPCC guidelines. For most cases, the table includes the average value of the factor together with the level of uncertainty associated to the factor's estimation. This information is mapped to a normal distribution; an acceptable default model for any random variable in the absence of better information (central limit theorem). c. Given that the calculations are aligned with the tier 1 method of the IPCC guidelines, there are default values for all the emission factors used in the various equations. For those cases in which there is no information regarding the level of uncertainty associated to the factor, the same is specified as a constant in the appropriate node in this version of the model. Most of the variables used in the IPCC guidelines' equations are continuous. As a result, in order to optimise the performance of the modelling tool we used, it is advisable that any intermediate or output node in the model does not have more than two parents. This rule was applied throughout, and the distributions of the intermediate nodes are specified as IPCC equations in all cases. The final network architecture was built following a progressive and iterative approach that processes each of the equations that need to be used, and increases the number of intermediate nodes until all the terms in the equation have been accounted for.
Quantification of relationships
The difficulty of building a BN model, which includes for the most part continuous nodes, was partly addressed through the choice of network development tool. AgenaRisk is a BN development environment (AgenaRisk, 2010) incorporating a flexible way of modelling continuous nodes. The tool's algorithm combines dynamic discretisation with robust propagation on junction tree structures. Dynamic discretisation is a computational mechanism that approximates the distribution of a continuous variable X by finding an optimal discrete set of intervals in the range of X, and optimal values for X's discretised probability density function. Details of the approach are not needed in order to follow the rest of this paper, but can be found in Neil et al. (2007) and Neil and Marquez (2010) . The junction tree structures enable the propagation of information, whilst at the same time avoiding the search space explosion that has hampered many past implementations of this kind.
This AgenaRisk feature enables the generation of CPTs for arithmetic expressions using "interval arithmetic", and together with the IPCC guidelines equations constitute the main enablers of the construction process followed to develop the intermediate and end nodes of the BN model for GHG estimation. Interval arithmetic is a mechanism for generating the posterior distribution of nodes whose CPT is expressed as a continuous function. It entails transforming the node's function into a piecewise set of constant values and/or functions, which are supported during the dynamic discretisation, and can be used to propagate information in a network with discrete and continuous nodes. For an arithmetic calculation, the relevant subdomains are inserted for each constant/function at the start of the discretisation process and then the algorithm is initiated. The sub-domains will be maintained, unless a constant or function is assigned zero probability during an evidence propagation, in which case the relevant sub-domain is removed from the node's domain. Only those sub-domains with non-zero probability will be represented in the posterior marginal distribution for the node at the end of the process. Further details can be found in Neil and Marquez (2010) .
Estimation of a farm's annual GHG inventory using IPCC guidelines
To measure the GHG emissions of a farm, it is necessary to assess the different activities affecting the farm's soil-plant-animal components, and also the land area the farm is responsible for (Smith et al., 2008a,b) . In the particular case of the UK agricultural sector, those activities that contribute negatively and/or positively to the farm's emissions are:
The number and type of livestock bred on the farm and the fate of their manure. Additionally, on farms without livestock, use of manure as fertiliser will be a contributing activity to emissions. The type of manure management system used on the farm. The crops grown on the land, and the crop management practices followed to grow those crops. The land area associated to the farm, and the use it is put to. The IPCC guidelines identify six types: cropland; grassland; forestland; wetland; settlement; or, other. In the UK agricultural sector the information available on land use only comprises the first three, i.e. cropland, grassland, forestland. These were the categories covered in the BN model developed. The energy consumed to carry out the different farm's activities. The three types of consumption covered in this model are: fuel to run the tractors and other vehicles; energy for heating; energy for electricity. The last two constitute indirect emissions, at least for those farmers who purchase their quota from external energy suppliers and do not produce their own energy. In this case, the "emitters" are really the energy suppliers, and not the farmer, and are thereby labelled "indirect emissions" in compliance with the existing standards, for example GHG-Protocol (WRI, 2010) . Activities created to comply with the requirements outlined in different subsidy schemes designed to incentivise the farming community in the UK to take care of the wildlife and the countryside, for example planting and maintenance of hedgerows and shelterbelts. This type of activity is indirectly modelled through the land use and land management information.
The IPCC guidelines (IPCC, 2006) for the estimation of the GHG emissions produced by any economic sector have to use simple, readily available data (such as farm's animal numbers, fertiliser additions) in the calculations, since they are used all over the world to meet the United Nations Framework Convention on Climate Change (UNFCCC) reporting requirements (Smith et al., 2008a,b) .
For agriculture, the guidelines provide methods to account for the non-CO 2 GHG emissions (N 2 O and CH 4 ), and in a separate section (on land use, land use change and forestry; LULUCF), to account for CO 2 emissions resulting from loss (or gains) in soil organic carbon (SOC). The non-CO 2 GHG emissions are calculated using emission factors that are based on data such as the amount of nitrogen fertiliser applied, or the number of livestock of different species kept on the farm. The estimates of soil organic matter to CO 2 ratios are based on changes in land use and changes in intensity of management and tillage, broken down by the IPCC land type categories (IPCC, 2006) . The estimation method is underpinned by a three-tiered approach. The guidelines include the equations and default parameters for tier 1, the default and simplest approach. Tiers 2 and 3 require more accurate data, and are aimed at improving the accuracy and uncertainty of the calculations. This makes them more complex and resource intensive, therefore they are harder to apply. The network model built in this study is based on the tier 1 approach for the following reasons: (i) the data processed to estimate the prior distributions included in the BN model were obtained from publicly available repositories representing a population with a high level of variance, (ii) most of the emission factors used are the default values published in the IPCC guidelines, (iii) as a first attempt at applying the BN framework to this type of application, it constitutes a valid proposition. The equations used to compute the nodes' distributions are the ones listed in Appendix A, all of which were obtained from Volume 4 (IPCC, 2006).
High level network architecture
A high level view of the network's architecture is shown in Fig. 1 . Each subnetwork is responsible for the generation of a specific set of outputs. A directed link between two boxes indicates that the sub-network's output (output labelled box) attached to the out-going end of the link will be fed to the input node (input labelled box) associated to the in-coming end of the link in the other sub-network when information is propagated through it (see legend on bottom left-hand corner of Fig. 1 ). The overall architecture attempts to reflect the generic farm's processes that contribute negatively and/or positively to the farm's GHG fluxes in the following way:
1. Forestland management/harvested wood products: trees constitute an important carbon repository. The same applies to well-managed soil. The correct management of these two "natural" carbon sinks can be used to the farm's advantage to reduce the farm's overall carbon footprint. These emissions are estimated in the Farm Carbon Sequestration sub-network shown in Fig. 1 . 2. Fertiliser use: the application of nitrogen-based fertilisers is common practice to increase the yield per hectare of farmed land. This practice can have serious environmental impacts, one of which corresponds to the N 2 O emissions resulting from the chemical processes that take place after the fertiliser has been applied to the land. In the network architecture ( Fig. 1 ) the sub-network that estimates these emissions is Fertilisers (Nitrogen & Urea). The output generated is measured as CO2e units, and is fed to the Farm Total GHGe subnetwork. 3. Crops and Land Use Change: the type of use given to a land area, and the type of crop grown have a considerable impact on the emissions resulting from the biophysical processes that occur on that land. The GHG fluxes will be severely affected if there is a change to the manner in which the land is used. For example, the clearance of a piece of woodland to grow wheat will result in an important loss of carbon as a result of all the trees that were cut down. In the IPCC guidelines, the calculations that compute land use emissions are grouped in two categories: emissions from land use remaining unchanged, and emissions from land use conversion. Land use change, handling of crops, handling of orchards and other types of plantation, overall land management are the processes covered in this group. The emissions for this aspect of the farm are estimated in the Farm Crops & LUC emissions sub-network. In all cases, the outputs generated are measured as CO2e units, and the output is fed to the Farm Total GHGe sub-network.
4. Livestock: a farm's livestock contributes to the farm's GHG fluxes in two different ways; the animals themselves as a result of being reared on the farm, and through a manure management system which can include manure from animals which don't have to be reared on the farm. In compliance with the IPCC guidelines (IPCC, 2006) , the emissions are of two types; methane (CH 4 ) and nitrous oxide (N 2 O). In Fig. 1 , the component sub-network that performs this set of calculations corresponds to Farm Livestock and generates the following outputs; tonnes of CH 4 , and tonnes of N 2 O, measured as CO2e units. Both outputs are then fed to the Farm Total GHGe, the sub-network designed to collate all the results. To transform the tonnes of a non-CO 2 gas into CO2e units, it is necessary to multiply the amount of gas by the appropriate Global Warming Potential (GWP), i.e. the ratio of heat trapped by one unit mass of the GHG to that of one unit mass of CO 2 over a specified time period (IPCC, 2006) . The GWP for the three main GHGs associated with farming over a 100 year time span, that are covered in this model are: CO 2 ¼ 1; CH 4 ¼ 25; N 2 O ¼ 298 (Forster et al., 2007) . 5. Energy consumption: in a farm, like in any other business, energy is an essential component to conduct many of the tasks that are carried out. Electricity, gas for heating, and fuel to run the vehicles used on the farm make the bulk of the energy used. Some farms might have installed a renewable energy system on their land, to reduce costs and their carbon footprint. The emissions that result from this aspect of a farm's operations are computed using the Farm Energy emissions sub-network. The output is measured in CO2e units.
The Farm Total GHGe sub-network in Fig. 1 is the component in which the emissions estimated with the other sub-networks are collated to produce the final estimate of the farm's annual GHG emissions, or carbon footprint. In addition to the total emissions measured as tonnes of CO2e units, this network estimates the farm's environmental costs in terms of the Shadow Price of Carbon (SPC), which is expressed as pounds sterling (£). The farm's emissions, expressed in monetary terms, can then be integrated to the rest of the farm's financial data, and by applying cost/benefit analysis it is possible to work out the most appropriate way, to reduce the farm's emissions without having a detrimental effect on the farm's return on investment.
The model development procedure described earlier was followed to develop all the model's sub-networks. The next section provides an outline of each of them.
Component sub-networks
Details of each of the sub-networks used in the model are provided in either tabular or graphical format. In each case, the information included corresponds to: input and output nodes; reference to the IPCC equations used to estimate the relevant GHG emissions; and data repositories accessed to compute the distributions of the network's input nodes. Details of the probability distributions of all the input/output nodes used in the various sub-networks are presented in Appendix B (Table B.1, Table B .2).
Farm livestock emissions sub-network
The main input, output and intermediate nodes of the farm's livestock subnetwork are described in (Table 1 ). The types of herd covered in this case correspond to the most common types of animal found on a British farm: cattle, sheep, pigs, poultry, goats, and horses. The types of manure management systems are: liquid slurry; daily spread; solid 'deep litter' storage; and, pasture range and paddock. Information about the systems was obtained from DEFRA's report on fertiliser practice in the UK (DEFRA-BSFP, 2009). In this sub-network the emissions of two types of GHG are estimated: methane (CH 4 ) and nitrous oxide (N 2 O).
Farm use of fertilisers, crops & land use change emissions sub-network
The diagram in Fig. 2 shows the high level architecture of this sub-network. It includes two component sub-networks. The information of the principal input/ output nodes and equations used in them are described in Table 2 . The network structure shows how the land use information is shared between the two subnetworks. Details of the probability distributions for the input/output nodes are included in Appendix B (Table B.1, Table B .2).
The Fertilisers-(Nitrogen & Urea) sub-network estimates the emissions generated through the use of fertilisers on the farm. The emissions produced through the other land management activities are computed in the Farm crops & LUC emissions subcomponent. The outputs of both sub-components are added together to compute the final estimates on GHG emissions associated with this farming activity (N 2 O CO2e managed soils_tonnes CO2e, Crops CH4_CO2e emissions_tonnes_CO2e, Crops CO2 tonnes_CO2e). All these output nodes are continuous and their distributions were generated using interval arithmetic. The network's inputs can be assigned values through the propagation of information from one sub-network to another (Grassland area, Cropland area in Fig. 2 ), or they can be specifically set by the user of the model (Land converted to Cropland, Land converted to Grassland in Fig. 2 ).
The changes in carbon stocks from land use change have the highest level of uncertainty because there was little information available to create the default distributions, and the IPCC equations use a high number of emission factors, most of which were set to the default values available in the IPCC guidelines. A further contributing problem lies in the fact that there is little information at country level relating land use to the type of land management techniques applied to that land. This makes the type of default emission factors used even more unreliable.
Three types of GHG are produced through the farm activities covered in these sub-networks: CO 2 (output Crops CO2e), N 2 O (output N2O CO2e managed soils_Tonnes), and CH 4 (output Crops CH4_CO2e emissions_tonnes).
Farm energy emissions
This sub-network (Fig. 3 ) computes the emissions, measured as tonnes of CO2e, generated through the energy consumed on the farm. The types of energy use The input node labelled "RE emissions", provides an initial estimate of the emissions that result from the consumption of energy generated with a renewable energy system. In this version of the model, given the very reduced amount of evidence there is on the use of such systems on a British farm, the calculations for the case study scenario were done manually and the final estimate fed directly to the system as one node with a prior distribution.
Carbon sequestration sub-network
The graph presented in Fig. 4 shows the architecture of the sub-network built to estimate the reduction in carbon emissions achieved on the farm by the exploitation of its "natural" carbon sinks. The output node (Carbon_sequestration) shows three distributions, each corresponding to the emissions of three of the scenarios that were fed to the network.
The directed graph of the Farm total GHGe sub-network is shown in the worked example section, which describes the results of some of the scenarios employed to validate the network model. The equations associated to each of this network's nodes are described in Appendix B (Table B. 3).
Evaluation method
Rigorous evaluation is difficult at the moment given the limited availability of ground-truth in this domain. However, we can compare the results from our model with the alternative model encapsulated in the CALM tool (CALM, 2012) . This also provides us with the basis for a discussion of the benefits of our approach. This particular choice is based on the fact that CALM is the tool of choice for the Country Land and Business Association (CLA), therefore it is well known by a fairly large group of the farming community. CALM is an internet-based tool, and provides a standard interface to feed it with the information that it needs to estimate the farm's GHGe. It was necessary to create an instance for each of the scenarios used in our evaluation. For a particular farm, the tool displays a form in tabular format with a list of the information a user must provide about the farm. The table is divided in sections, one for each type of farm operation. The grouping is similar to the one used in the BN model, i.e. crops grown, livestock reared, fertiliser consumption, energy consumption, land use, and land use change. The farm's GHG emissions are estimated concurrently as information is fed through the form. The disadvantage of using a tool of this type is that it is not possible to investigate in detail the manner in which the tool's computations are carried out, and as there are no publications describing the process, it was not possible to include in the comparison this level of detail. We assume, however, that the tool provides a deterministic evaluation of the input data using the equations provided in the IPCC guidelines. 
Results
This section illustrates the use of the model by means of case studies for several farm types. It also contains the results of our comparison with the CALM tool.
Case study input data
There are several ways in which farms can be classified. Location or size may be appropriate for some kinds of studies. However, to ease the model construction, we used the same classification scheme as that applied to the farming data stored in the repositories from which most of the farming data used to calibrate the network model was sourced. These categories are:
1. Livestock farm: This can be further sub-divided in dairy, beef cattle, sheep, pigs, poultry, or any combination of the herds. A farm belongs to this category if its main source of income comes from the herd that it breeds. 2. Crops farm: This can be further sub-divided on the type of crops it grows; a farm belongs to this category if it doesn't handle livestock and its main source of income comes from the crops it grows. Farms that grow cereals are also included in this group. 3. Mixed farm: Combines livestock and crops. Its income is fairly well sub-divided between the two. 4. Low grazing farm: The farming sector in the UK located in the lowlands constitutes a unique group with its particular set of problems due in part to the geography of the area. For this reason, it is considered a group apart from the others.
There are many on-going discussions regarding which of these types of farming is more environmentally friendly (from the GHG emissions perspective). Although there has been a relatively strong movement advocating for the reduction of livestock as this is one of the main contributors to the volume of CH 4 emissions linked to the farming sector (ZCB, 2010), it might not be as high as those generated by a crop farm carrying out intensive farming and using a high volume of nitrogen-based fertilisers; after all the N 2 O has Fig. 3 . Sub-network Farm energy emissions. Input nodes: Electricity, Gas, Diesel, are all drawn as rectangles to show the evidence on energy consumption rates for each scenario. Output node: Farm Energy emissions, it is drawn as a rectangle to show the distributions for each of the three scenarios fed to the network. There is one distribution for each scenario: black low grazing-ms; dashed line mixed; grey dairy. (2012) 1e17a higher GWP than the CH 4 itself (Forster et al., 2007) . This is the main reason why the scenarios used to validate the BN model are structured in the manner presented in Table 3 .
The data in Table 3 shows the six hypothetical farm scenarios (columns 2e7) designed to build the case study. The data in each column is chosen to be representative of each farm type, based on the information available in the repositories that were accessed to build the model (DEFRA-AUK, 2008; Countryside Survey, 2008; CEH, 2008; UK-NAEI, 2008) . The first column of the table lists the names of the data presented in the other cells. The first row includes the name of the scenarios that were built. The farm types covered are: crops; dairy; low grazing; mixed; mixed renewables. All of the categories, except for the renewables type, are covered in the DEFRA classification. The mixed renewables farm has the same profile as that of the mixed farm, the difference between them lies in the fact that one uses conventional energy sources for all its energy needs, whilst the other uses energy supplied through renewable sources to satisfy its heating and electrical requirements (but not the fuelling of its vehicles).
The choice of the scenarios presented was fairly straightforward. The selection of farm type is based on the most typical types currently found in the UK (DEFRA-AUK, 2008); these types of farm constitute almost 60% of the sector. The choice of farm size is based on the fact that approximately 75% of them are less than 50 ha. Sheep and dairy cattle are the most common type of livestock, and farms of this type constitute approximately 31% of the sector. In order to control the variables used to compute the emissions, it was necessary to select farms of fairly similar sizes. However, the low grazing farm comprises a much larger area, in order to assess the effect of land size on the overall computation of the GHG emissions, when compared against the emissions produced by a farm with similar characteristics but of a smaller size (low grazing-ms farm). The dairy farm is of a similar size as that of the low grazing-ms farm, the crops farm, and the mixed farm; these cases were designed to evaluate the impact that different farm types have on the GHG estimation models. The mixed renewables farm case was included to gain a better idea of the improvements on emissions that can be achieved if a farm switches to renewable energy for certain operations.
Results of case studies
The Farm Total GHGe sub-network presented in Fig. 5 shows the distributions of some of the scenarios listed in Table 3 . The colour correspondence of the distributions displayed in the graph, and the scenarios described in Table 3 is listed in the figure's caption. The data associated to each of the input nodes has been computed by the other sub-networks, and is fed to the total network component in the final stage of the calculations.
The emissions for each of the scenarios described in Table 3 are displayed in Fig. 6 . It also includes the computations generated with the CALM tool for assessment purposes. Due to the significant differences between the emissions estimated in each scenario, it is not practical to include details of the credible intervals associated to each one. To this end, details of the distributions of the network outputs, i.e. the GHGe, for each scenario are included in Table 4 . For each of the scenarios, the means, medians, standard deviations, and variances of the farm's GHGe estimated with the BN model are listed. The last two columns in the table provide the upper and lower percentile of the node's credible intervals. The information in Table 4 illustrate that our model is providing quite tight distributions on the estimated values. However, it should be noted that: (a) we are not currently able to validate the absolute scales of the estimates; and (b), we have not factored in any uncertainty on the input values of the scenarios. This type of information is not generated with the CALM tool therefore it is not possible to compare the reliability of distributions estimated with each of the tools.
The main outputs of the Farm Total GHGe sub-network, as mentioned earlier, correspond to the annual GHG emissions (tonnes CO2e, left axis in Fig. 6 ) produced from each farm's operations, and the farm's environmental costs (expressed as SPC in £, right axis Fig. 6 ) associated to this type of environmental impact. The data shows that the farm practice with the lowest environmental cost is the crops farm, which is in broad agreement with the results computed by the CALM tool. It also shows that the low grazing farm has the highest environmental cost which is not unreasonable given that it is the farm that manages the highest amount of land, uses nitrogen-based fertilisers, breeds livestock, and has a fairly small woodland, relative to its overall size, when compared against that of the other farm scenarios used in the case study. The effects on GHG emissions that result from changing the energy supply for the mixed farm to a renewable energy system (6th column in Table 3) , does have an impact on the farm's emissions, although the magnitude of this differs significantly to that suggested by CALM. The potential economic implications associated with this kind of change demand alternative solutions to the problem of reducing the GHG emissions.
Using the number and type of farms, it is possible to calculate a coarse estimate of the agricultural sector's emissions from the results obtained with the two tools. These values are presented in Table 5 , and are compared against the emissions for the same sector recorded in the 2008 GHG inventory for the UK (Sneddon et al., 2010) . The values in the table show that the BN estimates are closer to the inventory, and highlight the difficulties in reaching consensus on which are the most accurate results. The red points in Fig. 6 shows the costs (£) of the GHG emitted by the farms. These are plotted against the axis on the right hand side. It is not possible at present to validate this calculation, as it is an estimate that is only computed by the BN described in this paper.
In an attempt to find more financially viable ways of reducing the emissions in the mixed farm, and also to show a feature that is probably unique to this type of application, information was fed to the BN model using the GHG emissions node as input and then back-propagating the information through the network to the other components. The results generated with this computation appear in the chart of Fig. 7 . They show that it is possible to achieve a 25% reduction of the emissions on the farm through a 27% reduction on the use of fertilisers, a 33% reduction on the emissions that result from livestock, a 33% increase in the level of (2012) 1e17 9 carbon sequestered through appropriate land management practices, and a 17% reduction on the emissions resulting from the farm's energy consumption. It shows that the farming sector can have a greater impact on its carbon footprint through appropriate land and livestock management practices, than through a reduction of its energy consumption or through replacing the current supply by an alternative energy type. Furthermore, these measures would probably have a smaller financial impact on the farm's budget than that of deploying a complete renewable energy system. This will vary in line with the financial incentives relating to energy use that the Government is offering at the time that the analysis is carried out, for example feed in tariffs, DECC (2011).
Discussion

Comparison of the BN model with CALM
The results in both tools are consistent with regards to which of them have the highest level of emissions and which have the lowest, nevertheless there are significant differences between the estimates calculated by each tool for each of the scenario covered in the case study. The following list hopefully goes some to way to explain these differences:
The GWP factors used in each tool
The CALM manual explains that the conversion factors it uses are those listed in the 2nd Assessment Report by the IPCC (1995). These were later replaced in their methodology with the factors used in BaNGAS, but the change has not been incorporated into the CALM tool. CALM uses tier 2 equations to calculate CH 4 emissions associated to livestock, BaNGAS uses tier 1, scope 1 calculations throughout. CALM uses tier 2, scope 2 equations to calculate direct and indirect N 2 O emissions. CALM and BaNGAS do not include the same types of Energy. CALM makes more effective use of the input on crops (e.g. crop residues) There are no details publicly available describing the emission factors used by CALM. These are needed to apply the equations described in the IPCC guidelines (IPCC, 2006) .
The discrepancies between the BN tool developed in the current study and CALM will require further investigation in the future, and even though it has not been possible to review the assumptions, or the calculation system used by the CALM tool, the differences are likely to result from: (i) the fact that the emissions appear to be computed using a combination of Tier 1 and Tier 2 calculations, and Scope 2 in the case of the emissions from fertilisers, instead of the approach followed with the BN; (ii) CALM has been around for a much longer period, and the number of users that have provided input data, would have enabled the improvement of the calculations that are being generated. What is striking is the difference in results between the mixed farm and the mixed renewables farm; making the change seems to have a greater impact according to CALM. At present, the only way of deciding which of the two is correct is by a long term and continuous assessment of progress on the farm on GHG emissions, and the impact to the farm's finances that result from the measures implemented to control/reduce them. Finally, CALM uses a deterministic approach, whereas the BNs' underlying framework is probabilistic, therefore the propagation of the uncertainty associated to each of the factors that impact a farm's emissions is not relevant at any stage of the CALM computations.
Using Bayesian Networks to estimate GHG emissions from agriculture (strengths and weaknesses)
The benefits/weaknesses of developing a Bayesian Network model to estimate the GHGe generated through farming in the UK Agriculture sector, can be summarised in the following manner:
Benefits
To estimate the GHG emissions generated through Agriculture, it is critically important to assess and manage activities providing the means to sequester GHGe such as soil management practices, and those that release GHGe, such as livestock farming. Calculating the impact of these activities is a difficult problem involving many variables of many types, often with high levels of uncertainty associated with both their measurement and their mechanism of influence. Since the nodes in a BN are modelled by means of probability distributions, risk and uncertainty can be estimated more reliably, making it an appropriate technique for modelling as it has been designed specifically to deal with uncertainty. The problem domain requires a hybrid model including continuous and discrete factors. The solution described has demonstrated that a BN provides the means to build the type of hybrid solution that is necessary. Modelling continuous variables is an on-going problem in most BN development environments, given that most of them only support probabilistic inference involving continuous variables through the static discretisation of the variables' domain (Netica, HUGIN EXPERT). The tool used in this study, Agenarisk, incorporates an algorithm, which combines dynamic discretisation with robust propagation on junction tree structures to approximate the distribution of the continuous variables. The approach uses entropy error as the basis for approximation, and by simulating the propagation in junction structures, allows the application of standard operations for evidence multiplication, summation and integration (Neil et al., 2007; Neil and Marquez, 2010) . In this manner, it is not necessary to specify in advance an "informed" discretisation of the continuous variables, thereby avoiding the biases experienced with other BN modelling tools (Nash and Hannah, 2011) . BN as a modelling technique includes the means for revising and adjusting the structure of a particular architecture. This is achieved through the application of algorithms for learning Bayesian networks from data (Heckerman et al., 1995) . We can update the entire joint distribution of the network as new data becomes available (Krause, 1999) , something particularly useful in Agriculture which is continually changing as farmers adapt their working practices to the demands of their surrounding physical, economic and social environment, and as the sources of GHG emissions are better understood.
The graphical representation of a BN model facilitates the process of explaining a solution to the problem stakeholders as it not only includes the nodes/factors that are relevant to the problem, it also explicitly describes the channels of inference that are used during the estimation process. The graphical (causal) model representing what can often be a complex joint distribution over many variables help explicate the reasoning in the model in a way that can be quite intuitive to nonmodellers. It is not necessary to have evidence at hand for all the network inputs. It is possible to propagate partial information through the network, and estimate outputs, the "unknowns" will be reflected in the uncertainty levels associated with the output variables.
Evidence can be propagated through the network from inputs to outputs and vice-versa. In this manner (as described in Section 3.2), it is possible to feed the network with desired/ expected output values, and propagate the information through the network. The resulting model provides an idea of which are the input factors that have greatest influence on the outputs, and also the levels to which these inputs should be reduced and/or increased.
Weaknesses
The construction of the initial network architecture is a complex problem. It requires inputs from many sources to ensure that all the relevant factors are included in the model. It is not possible to learn from data if there is no factor in the network to encapsulate it. The dynamic discretisation inference mechanism that is available in Agenarisk is more powerful than any of the mechanisms available in other tools, nevertheless in order to use it effectively, it is necessary to manage the inputs to a node carefully. For performance purposes, it is not advisable to create a continuous node with more than two inputs going into it, and although it is fairly straightforward to create a network architecture that satisfies this condition, it can make the final structure rather complicated to navigate.
There are other alternative modelling approaches and it is also useful to assess a solution not only for its goodness-of-fit to the particularities of the problem domain, it is also important to consider where it stands against other similar modelling approaches. The Monte Carlo simulation (MC) is one such approach, and even though it was not applied to the estimation of GHG emissions, past experience in other application domains, provides the means to discuss its potential against that of the BN. An MC model is also a probabilistic/stochastic model, and captures the process from input variables (farm data, in our case) to outputs (GHGe in our case). However, as discussed in Smid et al. (2010) MC models have a number of limitations to the scope for modelling the often complex relationships between variables. In contrast, in a BN model, the whole set of variables (the joint probability distribution) is represented as a directed acyclic graph. This is a powerful complexity reduction technique, and also allows (through the use of Bayes' rule and the internal junction tree representation) inference to take place in both a "forward" (from input to output) and a "reverse" direction (from required output, to a candidate set of values that will deliver the required outputs).
This means that as well as handling more accurately situations where there can be interactions between sub-parts of a model, we can also use the model as built to infer changes to the management of a specific farm that will lead to a reduction in GHGe. A general "use less energy" is of course a possible answer. However, the flexibility of the BN approach means that we can condition on any subset of nodes and propagate in order to determine the revised marginal on the remaining nodes. Hence we can fix required outputs and constrain certain inputs that are not possible to change (due to operational constraints on the farm), and see if there are still options to change practice in a cost effective way. A second advantage of the BN model is that we can update the entire joint distribution as new data becomes available (Krause, 1999) . Of course, it is possible to revise an MC model as new data becomes available, but this process is more dynamic in the BN domain and we have a more direct interaction between the statistics of the parameters and the simulation model (Barker et al., 2002) .
A third advantage of the BN approach is the use of a graphical (causal) model in order to represent what can often be a complex joint distribution over many variables. We are thus able to explicate the reasoning in the model in a way that can be quite intuitive to non-modellers.
A fourth and final benefit is that BNs have been developed in the context of classical decision theory. Thus, we can naturally extend the model to include not just (risk) assessment of the GHGe, but also include in the model an assessment of the economic risks and benefits. We believe this is particularly important in the context of decision support for businesses such as farms.
A key weakness of the BN approach compared with MC, however, is the requirement in most BN models to discretise continuous variables. Nevertheless, we have been able to handle this effectively through the use of dynamic descretisation as supported by our choice of modelling tool.
A more detailed analysis of the relative strengths and weaknesses of MC and BN approaches can be found in Smid et al. (2010) ; Nash and Hannah (2011) . With the exception of the training of BNs during continued operation, we have demonstrated the value of these aspects of the model in this paper. A key motivation for our work has been to develop a model that is transparent, fully auditable and updatable as more data becomes available. We have been able to build the model using established causal relationships, and build the CPTs using data and equations elicited from papers and guidelines in the public domain. BNs also allow the incorporation of expert knowledge, although this needs to be elicited with care, should there be any areas of the model where data is sparse.
We believe the sources that we have used are currently the best available. Nevertheless, there are some limitations and these will be discussed next.
Reliability of the data used to build the model's nodes distributions
During 2008, an extensive review of the IPCC Guidelines for National GHG Inventories (IPCC, 2006) was carried out, in parallel with a study of the farming data repositories that were available (DEFRA-AUK, 2008; Countryside Survey, 2008; CEH, 2008; UK-NAEI, 2008 ) and the existing mechanisms for counting GHG emissions in the British farming sector (CALM, 2012) . This information was used to build the BN to estimate GHG at farm level, and to determine the costs, in terms of SPC, of those emissions. The emissions produced are estimated for each type of farm activity: crop management, livestock management, energy use, and the carbon sequestration potential achieved through the management of the farm's land. The farm's activities and activities' components identified, comply with those covered in the IPCC guidelines tier 1 methodology for GHG estimation. The components covered roughly coincide with those discussed on different publications that deal with the problem of carbon sequestration in land use and the GHG emissions of the agricultural sector (Smith et al., 2008a,b; CALM, 2010; Dick et al., 2008) . It also complies with the methodology followed by DEFRA (Garrod and Willis, 1995; Pretty et al., 2005; DEFRA, 2007; DEFRA-Economics Group, 2007) , and used to generate the annual report as required by the UK government under the Agriculture Act 1993. Given that the long term goal is to develop a tool that can be of practical use to both, the farming community and policy makers; and given that DEFRA is the official governmental body feeding environmental policies and regulations to the agricultural sector (amongst others), this type of compliance facilitates the introduction of the tool into the farming community.
As mentioned earlier, the distributions of the input nodes representing factors of the agricultural sector (such as dairy herd, cropland area) were calculated by dividing the total number recorded for one year (heads of cattle, hectares of land) by the total number of farms registered on that same year. The fact that this information is available for a number of years, allows building a reasonable sample to estimate an initial default distribution for the input node. The downside of this calculation is that there is so much difference across the different farms of the agricultural sector, that the initial estimated distribution is fairly coarse. Nevertheless, in the absence of more accurate information it is a good starting point, and as the farming community begins to use the model, the information each one provides can be used to improve these initial distributions. This is achieved by using the new data to adjust the initial estimates of the network model parameters, revising and adjusting the structure of the model through the application of algorithms for learning Bayesian networks from data (Heckerman et al., 1995) .
Improving the estimation of the emission factors, the other type of variable used in the network model, is a more difficult problem given the lack of information available. These estimates can be improved in two different ways. The first is by liaising with research centres that are doing experiments to obtain direct measurements. A second, and shorter-term solution is to use models such as CERES-EGC (Lehuger et al., 2009; Rolland et al., 2008) and feed these outputs to the GHG BN model to improve the accuracy of the current nodes in a similar way as with the agricultural data.
Information on the types and number of sources and sinks of GHG in the UK agricultural sector is a very active research area, specially now when real attempts are being made to try to reduce them. Overall, the sources of GHG are better known than the sinks. As there is not enough data, or a thorough understanding on the sequestering potential of the soil, the distributions used in the carbon sequestering sub-network need further work. For example, the distribution used in the harvested wood products node was estimated using FAO data (FAO, 2008) . Another aspect that is important to take into consideration is the age of the woodland, because the sequestering rate of a forest changes with time. Even though there is publicly available information on the woodland area in the UK, the data is mostly on National Parks, and it was not possible to identify a publicly available record on the age of the woodland located within the boundaries of the country's farming sector. As in the previous cases, the accuracy of this network component can be improved by revising and adjusting the network estimates, something that will occur with time as more information is gathered from users of the model, i.e. the farmers, as they constitute the best data sources for improving its future accuracy and reliability.
A final question that impinges on the reliability and accuracy of the estimation of a farm's annual GHG inventory refers to the specification of its production process boundaries. According to the standards (PAS, 2050 (PAS, :2008 GHG-Protocol, WRI, 2010) ; a thorough GHG estimation process should cover the production line from cradle to grave, and cater for what happens to the inputs/outputs used/generated on the farm. Scope 1 GHG calculations are limited to the strict geographical boundaries of the farm; Scope 2 and Scope 3 calculations encompass what happens to inputs and outputs before and after entering or leaving the farm, in compliance with the GHG-Protocol (WRI, 2010). These "boundaries" can make a big difference to the complexity of the calculations, and also to the final value of the farm's "carbon footprint". Therefore, it is important to be clear about what they are. As there is no official consensus on what they should be, the BN model developed in this study estimates the tier 1, scope 1 GHG emissions, i.e. the annual carbon footprint of a farm. The indirect emissions produced via the energy consumed could be viewed as scope 2, but as this is the only type of emission, of the ones currently considered, outside scope 1, no real distinction is made between these two levels when reporting the farm's total emissions.
Conclusions and research challenges
A number of tools have already been designed for the purpose of estimating the emissions generated by various types of human activities, in particular those emissions that the farming sector is responsible for (CALM, 2012; GHG-PI, 2010) . A pervading theme in all the solutions reviewed is the need to handle the uncertainty associated to this type of calculation. The tool described here has the advantage of being based on a probabilistic framework; therefore it is not necessary to incorporate additional mechanisms to manage this problem. It constitutes another example of an object-oriented Bayesian network, as described in Neil et al. (2000) . The model described herein is built for an environmental application, reminiscent of the model developed by Molina et al. (2010) for a water management application. The similarity stems in the complexity of the realities that are being modelled and how, in both cases, object-oriented networks was the preferred tool of choice to handle it.
In addition to the above, the contribution of this study to the body of research in Environmental Engineering can be summarised as follows:
1. The development of a BN to estimate the annual GHG emissions of a British farm. 2. By extending the model to estimate the potential financial impact to the farm caused by the GHG emissions that result from their working practices, the farmers should get a better perspective on the environmental impact of their business and be persuaded on the subject of deploying more environmentally friendly working practices. This is achieved by linking the farm's annual income to the SPC resulting from the farm's operations. 3. The development of a tool that can be used without the need to perform complicated pre-processing of the output of the model before the information can be seen in a format that is useful for reviewing a farm's production plan. 4. A tool for researchers that can be used to study further the financial implications of the environmental policies that are constantly being issued. This provides a means to define more effective regulations that are realistic and easier for the community to adopt.
Feedback on the tool from the farming community has so far been very positive. However, there are some who are of the opinion that there is not much they can change from their current practices to mitigate the emissions on their farm. This makes it even more important to map these emissions into a monetary value, and set up appropriate incentivisation mechanisms, as this will provide the farmers with a better tool to decide on how to manage and reduce their emissions.
More evidence-based research is needed. We strongly advocate use of BN based tools as they explicitly handle the uncertainties in any assessment or prediction. The limitations described in Nash and Hannah (2011) , regarding the generation of "invalid results" if the nodes' states are not carefully selected, is partly resolved with the choice of BN tool, given the "dynamic discretisation" feature available in AgenaRisk. Solutions for analysing evidence are already deployed, with CALM being a well-known example. However, even though it is supplying the farming community with information on their environmental impact, it does not provide the farmers with more tangible links on the implications to their business. Consequently, there is no guarantee that they will take a proactive approach in reducing it. Neither is it possible to explore the effect of reducing the GHG emissions to a pre-defined level, and back-propagating this information through the model, as was shown in the case study described. This last feature can be extremely useful to all the stakeholders involved in the design and deployment of a farm's production plan.
The research results described clearly show potential for using BN models in this type of application. In order to achieve more accurate results it is necessary to:
Develop further the network built to estimate the carbon sequestration potential of the farm; Improve the probability distributions used by liaising directly with farmers working in the agricultural sector, and other research groups actively involved in gathering evidence on the environmental impact caused by this economic sector; The cost/benefit analysis currently carried out to integrate the network's SPC estimates to the rest of the farm's financial data can be improved by creating another network component, one that estimates the farm's expected returns and combines the results with the environmental costs computed by the other network components. This is current on-going research, and the results of this extension to the model will be described in future publications.
All these tasks are part of the plan currently being defined to continue with this research.
In conclusion, although we have an on-going programme of work to continue to refine the tool, we believe that the tool as it stands makes a significant contribution to the availability of open and accountable assessment tools for GHG emissions in the agricultural sector. The model is both interpretable by nonexpert modellers and easily revisable as more data and ground-truth becomes available. It is designed from the start to fit naturally into both the processes of management of a farm as a business and the processes of policy formulation, through the inclusion of economic impact within the model. As a result, we believe that BN modelling has an extremely important role to play in managing Greenhouse Gas emissions in the agricultural sector. 
