Abstract. We investigate an evolutive system of non-linear partial differential equations derived from Oldroyd models on Non-Newtonian flows. We prove global existence of weak solutions, in the case of a smooth bounded domain, for general initial data. The results hold true for the periodic case.
Introduction
The Navier-Stokes equation is a model that describes the evolution of incompressible fluids with constant viscosity called Newtonian fluids. However, many experiments show that the viscosity of a fluid may vary with the pressure, see Andrade [2] , see also the book by Bridgman [5] . Further details and references to more recent experimental studies can be found in the book by Szeri [35] and in the paper by Malek and Rajagopal [31] . There are also many experiments which show that the viscosity may depend on the symmetric part of the velocity gradient. We can refer to Schowalter [34] , Huilgol [16] . Recently, Malek, Necas and Rajagopal [29] , Bulicek, Majdoub and Malek [6] have established existence results concerning the flows of fluids called non-Newtonian fluids, whose viscosity depends on both the pressure and the symmetric part of the velocity gradient. The constitutive equation for such fluids is given by (1.1)
where T is the Cauchy stress, p is the pressure, v is the velocity, D(v) is the symmetric part of the velocity gradient and ν is the viscosity function. Thus, the evolution of such fluids is governed by the equation
where ρ is the density of the fluid. However, there are some fluids that do not obey to the constitutive equation (1.1) such as Blood. Yet, it was shown experimentally that Blood is a complex rheological mixture that exhibits shear thinning and elastic behavior, see Thurston [36] . The constitutive equation for such fluids is given by
where S is the extra-stress tensor which is related to the kinematic variables through and its viscoelastic part τ e . The constitutive equation for τ e is given by
Hence, we get the generalized Oldroyd-B model given by ρ∂ t v + ρv.∇v − 
D(v).
Particularly, when µ is constant, we recover the Oldroyd-B fluid with constant viscosity, see [28] . Existence of local strong solutions to the Oldroyd-B model was proved by Guillopé and Saut in [14] and [15] . Fernandez-Cara, Guillen and Ortega [11] , [12] and [13] proved local well posedness in Sobolev spaces. In the frame of critical Besov spaces, Chemin and Masmoudi had proved local and global well-posedness results in [7] . In addition, non-blow up criteria for Oldroyd-B model were given in [18] as well as in [24] . For the sake of completeness, we refer the reader to the most recent papers about Oldroyd models as [20, 19, 22, 21, 25] . Global existence for small data was proved in [23] and [26] . Considering general initial data, Lions and Masmoudi [28] had established results of global existence of weak solutions when the viscosity function µ is constant. Our aim in this paper is to generalize the results in [28] . More precisely, we will focus on the following system (S)
where Ω can be considered either the torus T n , or a smooth bounded domain of R n , n = 2, 3 and in this case (S) is supplemented by the Dirichlet homogeneous boundary condition. The function g(D(v)) is given by
where
. Physically, the parameters a and b are given by a =
, where W e is the Weissenberg number and θ ∈]0, 1[ is the ratio between the so called relaxation and times. Let us mention that the expression ofμ is motivated by the system studied by Arada and Sequeira [3] in the steady case with f being the identity map, where existence of a unique solution was established for small and suitably regular data. Notice that when the term f (D(v)) is replaced by ν∆v, with ν = θ Re , Re being the the Reynolds number, and r is equal to 2, then (S) turns into the system studied by Lions and Masmoudi in [28] . Let us remark that when b = 0 and τ 0 = 0, then τ = 0 solves the second equation in (S) which consequently will be reduced to the system studied in [8] and [9] . Our objective is to prove global existence of weak solutions, for general initial data, under suitable hypotheses on the function f . The layout of this paper is as follows. In the following section, we give some notations and we introduce the functional spaces used along this paper. The third section is devoted to some technical lemmas and to the statement of the main results. In the fourth section, we prove existence of approximate solutions (v N , τ N ) to the system (S) by using Galerkin method. Then, we prove the equi-integrability in the Lebesgue space L 2 ([0, T ] × Ω) of the sequence τ N , and we derive an evolution equation for η := |τ N − τ | 2 . This enables us to get the strong convergence of the sequence
. Therefore, we can identify the weak limits in the sense of distributions of non linear terms.
Notations and Functional spaces
Let us introduce some notations which we use throughout this paper. With M n×n we denote the real vector space of n × n matrices. We have (divτ ) i = j ∂ j τ ij , for τ ∈ M n×n , and for a vector field v, we have (∇u) ij = ∂ j u i . For A = (a i,j ) and B = (b i,j ) in M n×n , A : B stands for the sum i,j a i,j b i,j and |A| 2 denotes the quantity A : A. Let us denote by:
and
when Ω is a bounded domain of R n ,
when Ω is the torus and q ≥ 2, we have the following inclusions
, we denote by f N its weak limit in the sense of distributions.
By C we denote any constant that may depend on |Ω| the n-dimensional Lebesgue measure of Ω, v 0 , τ 0 and on T > 0, but not on N. Let us mention that subsequences will not be relabeled.
Technical lemmas and statement of the main results
We give some technical lemmas needed for the proofs of our main results. One of the properties of the norm on Banach spaces is the lower semi-continuity given by the following lemma. For more details, we refer to [38] .
Lemma 3.1. Let X be a Banach space equipped with a norm . . Let (x N ) be a sequence in X that converges weakly to some x in X, then (x N ) is bounded in X and we have
Let Ω be a bounded domain in R n and f N : Ω → R be integrable for every N ∈ N. Assume that (i) lim N →+∞ f N (y) exists and is finite for almost all y ∈ Ω, (ii) for every ε > 0, there exists δ > 0 such that
Then lim
For the proof of lemma 3.2, we can refer to [1] .
Lemma 3.3. (Aubin-Lions lemma) Let 1 < α, β < +∞ and T > 0. Let X be a Banach space, and let X 0 , X 1 be separable and reflexive Banach spaces such that X 0 is compactly embedded into X which is continuously embedded into X 1 , then
For the proof of lemma 3.3, we refer to [27] . A generalized form of this lemma for locally convex spaces and β = 1 can be found in [33] . The following lemma plays an important role in the theory of existence of solutions to ordinary differential equations. The proof of such lemma can be found in [37] .
n the system of ordinary differential equations
Assume F : I δ × K → R n , where K ≡ {c ∈ R n , |c − c 0 | < β}, for some β > 0. If F satisfies the Caratheodory conditions:
is measurable for all i = 1, ..., n and for all c ∈ K, (ii) c → F (t, c) is continuous for almost all t ∈ I δ , (iii) there exists an integrable function G : I δ → R such that
then there exists δ ′ ∈]0, δ[ and a continuous function c :
exists for almost all t ∈ I δ ′ , (ii) c solves E.
The following theorem, the proof of which can be found in [4] , deals with compact injections of Sobolev spaces into Lebesgue ones.
In order to prove the existence of approximate solutions, we use Galerkin method by considering a special basis in the space V s (Ω) as in [8] . The proof of existence of such basis, see [30] , relies on solving the following spectral problem: find w r ∈ V s and 
forms a basis in V s . Moreover defining H N := span{w 1 , ..., w N } (a linear hull) and
we obtain
The same results hold if we replace V s by V s . One of the tools that we use in order to prove our main results is Young measures. Thus, we should give some well-known facts about this tool. We can refer to [32] as well as to [17] and [30] for more details.
where ν is the Young measure generated by the sequence f N . Now, assume that f N converges weakly in
be a sequence of maps that generates the Young measure ν. Let F : Ω × R n → R be a Caratheodory function that is a function that satisfies the Caratheodory conditions. Assume that the negative part
Now, we are ready to state our main results. The first Theorem gives a global existence result for the following system , +∞[ when n = 3: (H 1 ) growth: there exists c > 0 andc ≥ 0 such that
Let v 0 and τ 0 be in H(Ω) and
ii)If ν is such that 0 ≤ 2ν(1 − θ) ≤ 1, then the same result holds for an arbitrary
Let us assume the existence of a scalar function
As consequence of these assumptions, there exists C > 0 such that
Moreover, for p ≥ 2, there exists ν > 0 such that
Standard examples of functions f whose potentials satisfy these assumptions are
2 A. For more details about the existence of a such potential U and consequences of properties 3.2-3.5 we refer to [30] . The second Theorem concerns the following system
Theorem 3.6. Let f : M n×n → M n×n be a C 1 -function satisfying the following hypotheses for some p ∈]2, +∞[ when n = 2 and p ∈] , +∞[ when n = 3: (H 1 ) growth: there exists c > 0 such that
(H 2 ) coercivity: there exists ν > 0 such that
Let v 0 and τ 0 be in H(Ω) and H(Ω) respectively. Then, there exists a global weak solution (v, τ ) to the system (S 2 ) such that
Obviously, if f satisfies the hypotheses of Theorem 3.5 withc = 0, then f satisfies the hypotheses of Theorem 3.6. Let us remark that the quadratic term τ.
.τ is not present in (S 1 ) neither in (S 2 ). The difficulty of this fact will be explained in the proofs of Theorems 3.5 and 3.6 that will be given in the case of a bounded domain. However, they can be easily adapted to the periodic case.
Proofs of the main results
The results in subsections 4.1, 4.2, 4.3 and 4.4 hold for the system (S) and thus for the systems (S 1 ) and (S 2 ).
4.1. Galerkin approximation. We will show the existence of approximate solution to the system (S) via Galerkin approximation as in [8] . Hence, let {a r } ∞ r=1 and {α r } ∞ r=1
be basis of V s andṼ s respectively given by Theorem 3.2. Let T > 0 and N ≥ 1 be fixed. We define
where the coefficients c N k (t) and d N k (t) solve the so-called Galerkin system: a system of 2N nonlinear equations with 2N unknowns
where P N andP N are the orthogonal continuous projectors of H and H respectively onto the linear hulls of the first eigenvectors a r , r = 1, ...N and α r , r = 1, ...N respectively.
The orthogonality of the two basis {a r } ∞ r=1 and {α r } ∞ r=1 in H and H respectively imply that the system (S N ) can be rewritten as
Let R > 0 and K ⊂ R 2N be the ball of center (c
N N (0)) and of radius R. We consider
The continuity ofμ and f lead to the continuity of F i,j over [0, T ] × K. In addition, thanks to the continuous inclusion
In the same way, we have
From the growth hypothesis on f , we deduce that
Asμ is bounded, we estimate in the same way the remaining terms in F i,j to get 
The monotonicity hypothesis on f leads to
Multiplying the second equation in (S N ) by c N j (t), then taking the sum over j = 1, ..., N, we obtain 1 2b
Young inequality implies that
. Notice that in both cases i) and ii) in Theorem 3.5, we have γ < 1. Notice also that to absorb the terms at the right-hand side of (4.8), we do not need that f satisfies the strong monotonicity condition. However, we need just that f satisfies the coercivity condition f (A) : A ≥ ν|A| p . In fact, as Ω is a bounded domain and p > 2, then thanks to Holder inequality and Young one
Particularly, this leads to the fact that
where C is a constant that does not depend on t neither on N. This uniform boundedness with the continuity of (c 
and we deduce that we can extract subsequences such that
The growth condition on f and the uniform boundedness of the sequence
, and thus
Now, we want to derive some bounds on the pressure. Let us start by the two dimensional case. By the Gagliardo Nirenberg inequality, we have
The uniform boundedness of
. Hence, we infer that
In the three dimensional case, the Gagliardo-Nirenberg inequality implies
, then Holder inequality leads to the fact that
Let us remark that at this stage, in the three dimensional case, we do not really need to have p ≥ . We need only to have p > 2 which lead to the fact that
We would like to prove that (v, τ, p) is still a solution to (S). The difficulties appear when passing to the limit in the nonlinear terms
For the first two terms, we only need to prove that
The bounds on the pressure and on the term
(Ω) which is continuously embedded in W −1,p ′ (Ω), thanks to the Aubin-Lions lemma, up to a subsequence
Hence, we get
Since v N is divergence free, then
Thus, it remains to prove that
If we prove that τ N converges strongly to τ in L 2 ([0, T ] × Ω), then our objective will be achieved. To get the strong convergence of τ N , we will prove first that
The idea is inspired from [28] . Let R > 0 be fixed. We decompose τ N into the sum of ψ N and H N that solve respectively the following systems
Energy estimates on H
Multiplying this equation by p|ψ N | p−2 , we get
Asμ is bounded, integrating over Ω, we deduce that
Thanks to Holder inequality, we get
Multiplying this equation by
, we obtain
and thus by Holder inequality in time
Applying Holder inequality, we obtain
But, we have as p > 2
As p > 2, we obtain
which hold true for every
and thus weakly in L 1 (Ω), and thus |τ
We will first focus on the system (S).
Hence, our aim will be to show that η = 0. Multiplying by τ N the equation satisfied by τ N , we get
Notice here that the term v N .∇τ
for a fixe N ∈ N. Let us introduce the unique a.e flow in the sense of DiPerna and Lions [10] 
We also denote by X the a.e flow of v. Equation (4.12) can be written as
Passing to the limit weakly, we get N (t, x) ).
The stability of the notion of a.e flow with respect to the weak limit of
Finally, we obtain
∇τ , the equation satisfied by τ is then
which implies that (4.14)
Subtracting (4.14) from (4.13) gives the equation satisfied by η (4.15)
Notice that the term ηv makes sense in the sense of distributions in the two dimensional case as W 1,p (Ω) ⊂ L ∞ (Ω) and in the three dimensional case for p > 3, and also the term τ N .w(v N ) − w(v N ).τ N : τ is not defined in the sense of distributions. To overcome this difficulty for any p, we use a renormalized form of (4.15) by multiplying such equation by
. Let us remark that
. Let ν t,x be the Young measure generated by (τ N , w(v N )), then we have
By Cauchy-Schwartz inequality, we get
Consequently, we obtain
and we remark that 1
. Letν t,x be the Young measure generated by (τ N , D(v N )), then we have
As the derivative of g is bounded, then g is Lipschitz and the same calculus as for the term T 2 imply that
Now, we should estimate |D(v N ) − D(v)| 2 and |w(v N ) − w(v)| 2 in terms of η with the help of the first equation in (S). More precisely, we will prove that
Multiplying the first equation in (S) by v N and using the identity
In the two dimensional case,
Notice that thanks to the divergence free condition on v N ,
and thus
In the three dimensional case, for p ≥ 5 2 ,
. Notice that at this stage appears the bound on p when the dimension is three. In fact, we have
Taking the weak limit of (4.16), we obtain (4.17)
On the other hand, we take the weak limit of the first equation in (S) knowing that v N .∇v N converges to v.∇v
which is multiplied by v leads to (4.18) 1 2
Subtracting (4.18) from (4.17), we get
Or equivalently
For the system (S 2 ), under the hypotheses on f in Theorem 3.6, since f is monotone, we deduce that
≤ 0, and thus, the equation satisfied by ζ is reduced to
which implies that ζ = η = 0. Now, for the system (S 1 ), under the strong monotonicity condition on f in Theorem 3.5, we deduce that
Thus, we get
and (∂ t + v.∇)ζ ≤ Cζ, which implies thanks to Gronwall's lemma and to the fact that ζ(0, .) = 0 that ζ = η = 0. Notice that if the quadratic term τ N .w(v N ) − w(v N ).τ N is present, then the difficulty is how to estimate |w(v N ) − w(v)| 2 in terms of η.
Weak limits of non linear terms involving
Under the hypotheses on f in Theorem 3.5, we have
, and hence
Vitali's lemma implies that
Let us now focus on the system (S 2 ). Under the hypotheses on f in Theorem 3.6, we have two ways to get f (D(v N )). Let us begin by the simplest way. Let µ t,x be the Young measure generated by the sequence D(v N ) and let G(λ, t,
By Fatou's lemma, we get
Hence, for a fixed δ ∈]0, 1], the sequence
Consequently, we get
But, thanks to the strong convergence of τ N to τ in L This means that the div-curl inequality used in [8] and [9] , which is the key ingredient to handle the limits of non-linear terms, remains true in our case and enables us to get f (D(v N )) = f (D(v)). The second way is to proceed as in [8] and [9] to get the div-curl inequality. As f is monotone, then the negative part of (f ( Thanks to the lower semi-continuity of the norm, we have
Using the fact that v This ends the proofs of Theorems 3.5-3.6. 
