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Pengembangan face detection dalam ilmu teknologi semakin dibutuhkan sekarang ini. 
Selain untuk security system yang membuat proses autentifikasi dan keamanan sistem semakin baik, 
face detection juga diperlukan untuk kebutuhan entertainment dan social media yang menambah 
nilai jual, dimana umumnya menerapkan teknologi augmented reality. 
Pada penelitian ini akan dikembangkan metode yang digunakan untuk mendeteksi wajah 
menggunakan Histogram of Oriented Gradients (HOG) sebagai ekstraksi cirinya dan Support 
Vector Machine (SVM) sebagai klasifikatornya. Dataset yang digunakan sebanyak 644 citra positif 
dan 2.572 citra negatif untuk proses training, 110 citra positif untuk proses testing, dan 10 citra untuk 
proses deteksi. Sistem dibangun menggunakan HOG dengan block yang terdiri dari 2x2 cell dimana 
satu cell terdiri dari 8x8 pixel dan menggunakan kernel linear dalam Support Vector Machine. 
Sistem ini menghasilkan nilai f-1 score sebesar 71,42%. 
 





The development of face detection in the science of technology is increasingly needed 
nowadays. In addition to the security system that makes the process of authentication and system 
security getting better, face detection is also needed for the needs of entertainment and social media 
that add value selling, which generally apply augmented reality technology. 
In this research, we will develop the method used to detect faces using Histogram of 
Oriented Gradients (HOG) as its extraction and Support Vector Machine (SVM) as its classifier. 
The dataset used was 644 positive images and 2,572 negative images for the training process, 110 
positive images for the testing process, and 10 images for the detection process. The system is built 
using HOG with block consisting of 2x2 cell where one cell consists of 8x8 pixel and using linear 
kernel in Support Vector Machine. This system produces a f-1 score of 71.42%. 
 





Ilmu pengetahuan dan teknologi begitu dinamis, berubah dan berkembang sangat pesat. Salah 
satu bagian dari teknologi yang juga tidak pernah berhenti berkembang adalah computer vision dan 
image processing. Computer vision adalah ilmu yang mempelajari bagaiamana sebuah mesin 
mampu melihat dan mengenali sebuah objek yang diamati[9]. Sedangkan image processing 
merupakan jenis teknologi untuk melakukan pengolahan dan pemrosesan sebuah citra. Kedua 
cabang ilmu tersebut telah banyak diimplementasikan dalam berbagai aplikasi masa kini, misalnya 
untuk edukasi, security dan entertainment[10]. 
Di antara aplikasi-aplikasi yang terus dikembangkan dengan teknologi computer vision dan 
image processing adalah face detection (deteksi wajah). Implementasi nyata dari face detection ini 
adalah aplikasi-aplikasi hiburan berbasis augmented reality[11]. Belakangan, aplikasi berbasis face 
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processing, yang di antaranya adalah face detection, semakin berkembang seiring berkembangnya 
social media. Setelah Snapchat mempelopori aplikasi face masking pada salah satu fitur social 
media-nya, kini facebook juga telah mengakuisis sebuah startup yang fokus pada face masking dan 
face swapping, MSQRD. Ada banyak metode yang digunakan para developers untuk membuat 
aplikasi face detection, di antaranya adalah Viola-Jones[12]. Viola-Jones sendiri sering dipakai 
karena impelementasinya yang cukup mudah[12]. Namun, Viola-Jones memiliki kelemahan, antara 
lain kemampuan diskrimnatif tidak terlalu kuat untuk fitur tertentu,, serta ambang batas yang 
digunakan untuk membedakan objek wajah dengan bukan wajah yang sulit beradaptasi dengan 
mode-distribusi yang kompleks[12]. 
Dari masalah tersebut, dibutuhkan sebuah metode yang lebih akurat dalam mendeteksi wajah. 
Maka dari itu, penulis akan menggunakan metode Histogram of Oriented Gradients (HOG) ini yang 
akan dikombinasikan dengan klasifikator Support Vector Machine (SVM) sebagai metode dalam 
melakukan face detection. HOG dikembangkan oleh Navneet Dalal dan Bill Trigs pada tahun 2005. 
Pada awalnya, pengujian yang dilakukan Navneet Dalal dan Bill Trigs adalah untuk mendeteksi 
penjalan kaki. Pada perkembangannya, metode ini dapat digunakan untuk mendeteksi objek lain. 
Sedangkan pada SVM, terdapat dua dua tahapan yang dipakai, yaitu training dan classify. Training 
pada SVM digunakan untuk menghasilkan model, sedangkan classify digunakan untuk melakukan 
pengujian[2]. 
 
2. Kajian Teori 
2.1. Computer Vision 
Computer vision merupakan salah satu bidang ilmu yang mempelajari bagaimana komputer 
dapat merekonstruksi, menginterpretasikan, memahami dan mengamati suatu objek. Computer 
vision juga mempelajari metode-metode dalam pemrosesan, analisis, pemahaman citra dan data-data 
lain dari dunia nyata secara umum untuk menghasilkan informasi numerik atau simbolik. Computer 
vision berkaitan dengan meniru penglihatan manusia menggunakan pendekatan software dan 
hardware[5]. 
Computer vision telah berkembang dalam berbagai bidang dengan tujuan yang bervariasi. 
Beberapa contoh dari implementasi computer vision adalah pemodelan medis, perangkat dalam 
interaksi manusia-komputer, peralatan navigasi pada sistem transportasi, pengontrolan di bidang 
industri, dan lain-lain[5]. 
Informasi simbolik dan numerik dari computer vision disebut visualisasi data. Bentuk 
visualisasi datanya adalah image processing (pengolahan citra) dan pattern recognition (pengenalan 
pola)[5]. 
2.2. Pengolahan Citra (Image Processing) 
Image processing atau pengolahan citra adalah bidang yang berkenaan dengan proses 
transformasi gambar atau citra. Proses ini berfungsi untuk mendapatkan kualitas citra yang lebih 
baik[5]. Untuk menangkap dan mengolah sebuah informasi agar dapat mendekati kemampuan 
manusia, computer vision harus terdiri dari banyak fungsi pendukung, antara lain, proses 
penangkapan citra (image acquisition), pengolahan citra (image processing), analisa data citra 
(image analysis), serta proses pemahaman data citra (image understanding)[5]. 
2.3. Citra Digital 
2.3.1. Definisi Citra Digital 
Citra digital merupakan gambar yang berupa matriks fungsi 2 dimensi f(x,y), dimana x dan y 
merupakan koordinat bidang dan f adalah definisi fungsi koordinat dari (x,y)[5]. Terdapat dua jenis 
citra yaitu citra diam atau citra statis (still image) dan citra bergerak (moving image). Citra diam 
merupakan citra tunggal yang tidak bergerak. Sedangkan citra bergerak adalah citra diam yang 
disusun secara berurutan sehingga terlihat seperti bergerak[5]. 
2.3.2. Citra Warna (True Color Image) 
Citra berwarna atau dinamakan true color image atau juga biasa disebut citra RGB, merupakan 
jenis citra yang berbasiskan warna primer dalam bentuk komponen red (merah), green (hijau) dan 
blue (biru). Setiap komponen warna menggunakan 8bit, dan nilainya berkisar 0 sampai 255, 
sehingga kemungkinan warna yang dapat disajikan adalah 2553 = 16.581.375 warna. Dalam tugas 
akhir ini, penulis menggunakan citra jenis ini untuk digunakan dalam di dalam sistem sebagai bahan 
latih dan bahan uji[9]. 
 
2.3.3. Citra Keabuan (Grayscale Image) 
Citra keabuan atau grayscale image merupakan citra digital yang hanya memiliki satu nilai 
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kanal pada setiap pixel-nya, dengan kata lain nilai bagian red = green = blue. Nilai tersebut 
digunakan untuk menunjukkan tingkat intensitas. Warna yang dimiliki adalah warna dari 
keabuan[9]. 
2.3.4. Citra Biner 
Citra biner adalah citra digital yang hanya memiliki 2 kemungkinan nilai pixel yaitu 0 dan 1. 
Angka 0 merepresentasikan warna hitam dan angka 1 merepresentasikan warna putih sehingga citra 
ini pun sering disebut dengan citra B&W (black & white). Hanya dibutuhkan 1 bit untuk mewakili 
citra ini[9]. 
2.4. Histogram of Oriented Gradients (HOG) 
Histogram of Oriented Gradients (HOG) adalah salah satu metode ekstraksi ciri yang 
digunakan dalam image processing untuk mendeteksi suatu objek. HOG berasal dari sebuah asumsi 
yang menyatakan bahwa suatu objek dapat direpresentasikan dengan baik berdasarkan bentuk. 
Untuk memperoleh informasi pembeda maka gambar akan dibagi menjadi cell dan setiap cell akan 
dihitung sebagai histogram of oriented gradients. Setiap piksel dalam cell berkontribusi pada saat 
dilakukan voting bobot untuk membangun sebuah histogram yang berorientasi pada nilai-nilai 
gradien yang dihitung [8]. 
Proses awal untuk membangun HOG adalah dengan menghitung nilai gradien horizontal dan 
vertikal menggunakan deteksi tepi Sobel 1-D dengan rumus sebagai berikut : 
𝑑𝑥 = 𝐼(𝑥 + 1, 𝑦) − 𝐼(𝑥 − 1, 𝑦)  (2.1) 
𝑑𝑦 = 𝐼(𝑥, 𝑦 + 1) − 𝐼(𝑥, 𝑦 − 1)  (2.2) 
 
Keterangan: 
dx = nilai gradien citra secara vertical 
dy = nilai gradien citra secara horizontal 
I(x,y)= nilai piksel pada baris x dan kolom y 
 
Dari nilai gradien tersebut, akan dikalkulasikan magnitude dan orientasi-nya, dengan menggunakan 
rumus : 
𝑚(𝑥, 𝑦) = √𝑑𝑥2 + 𝑑𝑦2   (2.3) 
𝜃(𝑥, 𝑦) = arctan (
𝑑𝑦
𝑑𝑥
)   (2.4) 
 
Setelah didapatkan nilai magnitude dan orientasinya, maka dilakukan voting histogram 
sesuai dengan pembagian nilai bin-nya dalam rentang 0-180 derajat. Jika nilai bin = 9 maka, terdapat 
9 daerah pembagian pada histogram (0-10 derajat, 10-30 derajat, 30-50 derajat, 50-70 derajat, 70-
90 derajat, 90-110 derajat, 110-130 derajat, 130-150 derajat, 150-170 derajat, dan 170-180 derajat). 
Dari hasil perhitungan magnitude dan orientasi, maka dihitung nilai bin-nya dengan 
menggunakan rumus sebagai berikut : 
ℎ𝑖𝑠𝑡(𝑥𝐴) = ℎ𝑖𝑠𝑡(𝑥𝐴) + 𝑚𝑎𝑔(𝑥, 𝑦)  ×  (𝐵 − 𝜃(𝑥, 𝑦)) (2.5) 
ℎ𝑖𝑠𝑡(𝑥𝐵) = ℎ𝑖𝑠𝑡(𝑥𝐵) + 𝑚𝑎𝑔(𝑥, 𝑦)  ×  (𝜃(𝑥, 𝑦) − 𝐴) (2.6) 
Keterangan : 
𝑥𝐴 = nilai bin ke-A 
𝑥𝐵 = nilai bin ke-B 
𝐴 = nilai sudut bin ke-A 
𝐵 = nilai sudut bin ke-B 
 
Setelah dilakukan penghitungan histogram untuk setiap cell selanjutnya dilakukan 
penggabungan histogram untuk seluruh cell dalam satu block. Hasil penggabungan tersebut akan 
dinormalisasi dengan menggunakan rumus sebagai berikut : 










 v = vitur blok yang mengandung histogram 
𝜀 = 0,1 (𝑘𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑎) 
𝐿 − 𝑛𝑜𝑟𝑚 = normalisasi 
(2.7) 
(2.8) 
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Setiap block yang saling bertetangga dapat dijumlahkan dalam berbagai cara (overlapping) 
sehingga tidak menutup kemungkinan bahwa akan ada cell yang muncul pada block yang berbeda. 
2.5. Support Vector Machine (SVM) 
Support Vector Machine, secara sederhana dapat dijelaskan sebagai usaha mencari hyperlane 
atau garis pembatas yang paling optimal (terbaik) yang berfungsi sebagai pembeda dua buah class 
pada input space. SVM dikembangkan oleh Boser, Guyon dan Vapnik, serta pertama kali 
dipresentasikan pada tahun 1992 di Annual Workshop on Computational Learning Theory[3].  
Pada Support Vector Machine terdapat beberapa kernel. Adapun dalam penelitian kali ini, 
penulis akan menggunakan tiga kernel sebagai bahan penelitian, yaitu linear, polynomial dan 
gaussian, yang masing-masing dapat didefinisikan dengan fungsi : 
Tabel 2-1 Definisi Kernel SVM 
No Kernel Definisi Fungsi 
1 Linear K(x,y) = x y (2.9) 
2 Polinomial 𝐾(𝑥, 𝑦) = (𝑥. 𝑦 + 𝑐)𝑑 (2.10) 
3 Radial (Gaussian) 







2.6. Deteksi Wajah (Face Detection) 
Deteksi wajah atau face detection merupakan teknologi komputer untuk mendeteksi wajah 
manusia, dengan cara menentukan posisi dan ukuran wajah manusia dalam suatu citra digital. 
Teknologi ini mampu mendeteksi wajah melalui sifat atau karakteristik wajah dengan mengabaikan 
objek lainnya, seperti badan manusa itu sendiri[7]. Bidang-bidang penelitian lain yang juga 
berkaitan dengan face processing (pemrosesan wajah) antara lain face localization (lokalisasi 
wajah), face tracking (penjejakan wajah), facial expression recognition (pengenalan ekspresi 
wajah), serta face authentication (autentifikasi wajah)[7]. 
2.7. Confusion Matrix 
Confusion Matrix adalah tabel yang digunakan untuk mendeskripsikan performansi dari model 
klasifikasian pada sekumpulan data uji yang diketahui jumlah data yang benar. Terdapat empat 
ketentuan yang terdapat pada confusion matrix yaitu True Positive, True Negative, False Positive, 
dan False Negative[16]. 
Tabel 2-2. Confusion Matriks 
 Predicted = Yes Predicted = No 
Actual = Yes True Positive False Negative 
Actual = No False Positive True Negative 
 
Perhitungan performansi dilakukan setelah proses klasifikasi selesai diproses. Performansi dari 
sistem menggunakan f1-score. Tabel di atas merupakan representasi confusion matrix setiap kelas, 
yang nantinya masing-masing komponen pada matriks yang bersesuaian di jumlah, dan masing-
masing akan mendapatkan jumlah dari semua True Positive, False Positive, True Negative, dan 
False Negative. Setelah mendapatkan nilai-nilai pada confusion matrix, selanjutnya melakukan 
penghitungan precison, recall, dan f1-score. 
 
 Precision = 
∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + ∑ 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒




∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + ∑ 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
   (2.10) 
 
F1-Score = 
(2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)
(𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
    (2.11) 
 
Nilai range yang digunakan pada precision, recall dan f1-score ini adalah dari 0-1. Dalam 
kasus yang umum, biasanya range 0-1 dikalikan dengan angka 100% untuk melihat presentasi angka 
dalam suatu performansi. Nilai yang terbaik jika perhitungan f1-score mencapai nilai 1 atau dalam 
persen mencapai angka 100%. Dengan kata lain, nilai performansi terbaik, akan diperoleh jika nilai 
dari True Positive adalah 1 dan False Positive serta False Negative adalah 0. 
ISSN : 2355-9365 e-Proceeding of Engineering : Vol.4, No.3 Desember 2017 | Page 5041
  
3. Perancancangan Sistem 
Dalam penelitian tugas akhir ini, pemrosesan face detection akan melalui beberapa tahap yang dilakukan. 
Penulis membagi tahapan-tahapan tersebut menjadi 3 bagian, yaitu proses training, proses testing, dan proses 
deteksi. Berikut adalah gambaran umum dari sistem yang penulis kembangkan :  
 
3.1. Pengumpulan Data 
Dalam tugas akhir ini, penulis melakukan pengumpulan data dari berbagai sumber, agar representatif dan 
variatif. Adapun beberapa sumber yang penulis gunakan antara lain Yale Database[14], BioID[15], Google Image, 
dan lain-lain. 
Sebagian data citra yang telah dikumpulkan tersebut, 110 citra di antaranya melalui proses editing, seperti 
scaling, rotasi dan pemotongan. 
3.2. Ekstraksi Ciri 
Ekstraksi ciri pada data citra yang telah dikumpulkan menggunakan metode Histogram of Oriented Gradients 
(HOG). Ekstraksi ciri dilakukan terhadap citra berukuran 24x32 pixel. Potongan citra akan dibagi menjadi 
beberapa block yang saling overlapping, yang di dalamnya terdapat beberapa cell, dimana setiap cell disusun oleh 
beberapa pixel. Kemudian, pada setiap cell dihitung nilai gradien citra secara horizontal dan vertikal dengan 
menggunakan rumus pada persamaan (2.1) dan (2.2). Setelah itu, dihitung nilai magnitude dan orientasinya 
menggunakan rumus pada persamaan (2.3) dan (2.4). Selanjutnya, dilakukan normalisasi dengan menggunakan 
rumus pada persamaan (2.7) dan (2.8), untuk menghindari perbedaan nilai akibat perbedaan pencahayaan. Dari 
hasil perhitungan tersebut akan dibangun histogram dengan cara melakukan voting nilai θ sesuai dengan nilai bin 
yang telah ditentukan (binning process). Kemudian, akan dilakukan penggabungan histogram dari seluruh cell 
yang ada pada satu block. 
3.3. Training 
Data yang telah di ekstraksi ciri, kemudian di training menggunakan Support Vector Machine (SVM), setelah 
sebelumnya ditambahkan kelas data, 1 untuk citra positif/wajah, dan -1 untuk citra negatif/bukan wajah. Dalam 
proses training kali ini, penulis melakukan observasi terhadap 3 kernel SVM, yaitu Linear, Polynomial/Quadratic, 
dan Gaussian. Keluaran dari proses training ini adalah model yang akan digunakan dalam memprediksi objek 
wajah. 
3.4. Validasi 
Proses validasi dilakukan setelah proses training. Validasi ini dilakukan terhadap parameter-parameter yang 
menentukan dalam proses deteksi, sehingga dalam proses deteksi nanti, sistem menggunakan parameter-parameter 
yang telah teruji memiliki akurasi yang tinggi. Dalam proses validasi ini, dilakukan pengujian terhadap 110 citra 
uji yang telah disiapkan, dan 644 citra positif yang digunakan sebagai data latih. Baik citra uji dan citra latih 
tersebut berukuran sama, yaitu 24x32 piksel, Proses validasi diawali dengan menginputkan citra, lalu 
mengekstraksinya dengan HOG, dan selanjut melakukan pengenalan/klasifikasi kelas data berdasarkan model 
yang telah dibangun dari proses training. Output dari proses validasi ini adalah 1 untuk citra yang dikenali sebagai 
wajah,  dan -1 untuk citra yang tidak dikenali sebagai wajah. 
3.5. Deteksi Objek 
Proses deteksi wajah menggunakan parameter-parameter yang terbaik setelah melalui proses pengujian, yaitu 
ukuran cell HOG, jumlah dataset, dan kernel SVM yang digunakan. Dalam proses deteksi wajah ini sendiri 
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menggunakan sliding window dengan masing-masing window mengekstraksi ciri berukuran 24x32 pixel. Window 
bergerak dari sudut atas kiri ke kanan, dan selanjutnya ke bawah. Dengan proses deteksi seperti ini, wajah yang 
bisa dideteksi hanya berukuran 24x32 pixel. 
4. Pembahasan 
4.1. Implementasi 
Sesuai dengan rancangan sistem yang telah dijelaskan dalam bab tiga, sistem dibangun dengan bahasa tool 
Matlab. Dataset yang digunakan adalah 644 citra positif dan 2.572 citra negatif untuk proses training, 11 citra 
positif untuk proses validasi, 10 citra untuk proses deteksi. Sistem deteksi dibangun dengan menerapkan 
parameter-parameter terbaik dari proses validasi yang telah dilakukan sebelumnya. 
4.2. Analisis Pengaruh Ukuran Cell HOG 
Dalam skenario validasi pertama, penulis membandingkan parameter ukuran cell HOG yang akan digunakan. 




Gambar 2 : Hasil validasi ukuran cell HOG 
 
Berdasarakan Gambar 9, dapat diketahui bahwa tingkat akurasi ukuran cell HOG 8x8 pixel lebih tinggi 
daripada 4x4 pixel, yaitu sebesar 95,45% berbanding dengan 86,36%. Dari hasil validasi pertama ini, diputuskan 
proses deteksi akan menggunakan ukuran cell  HOG sebesar 8x8 pixel. 
 
4.3. Analsisis Pengaruh Kernel SVM 
Pada scenario ini, penulis melakukan validasi terhadap tiga kernel SVM, yaitu linier, polynomial, dan 
gaussian. Hasilnya adalah sebagai berikut : 
 
 
Gambar 3 : Hasil validasi kernel SVM 
 
Dari Gambar 9 diketahui bahwa tingkat akurasi yang paling tinggi adalah menggunakan kernel linier 
(95,45%), disbanding dengan polynomial yang 94,55% dan Gaussian 0%. Maka, dari proses validasi yang telah 
dilakukan terhadap kernel SVM yang akan digunakan, dalam proses deteksi penulis akan menggunakan kernel 
linier. 
4.3.1. Deteksi Wajah 
Pada proses deteksi wajah ini, dilakukan pendeteksian terhadap 10 citra yang telah disiapkan dalam ukuran 















Hasil Pengujian Ukuran Cell HOG
Akurasi Data Latih Akurasi Data Uji













Hasil Validasi Kernel SVM
Data Latih Data Uji
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4 pixel baik secara vertikal maupun horizontal. Dari proses deteksi yang dilakukan, diukuran nilai precision, recall, 
dan f1-score menggunakan confusion matrix. 
Berikut hasil proses deteksi dari masing-masing citra : 
 










1 8 6 2 0 
2 14 5 9 0 
3 31 11 20 0 
4 3 2 1 0 
5 8 3 5 0 
6 13 11 2 0 
7 13 5 8 0 
8 4 3 0 1 
9 5 5 0 0 
10 9 9 0 0 
Jumlah Deteksi = 108 TP = 60 FP = 47 FN = 1 
 
Dari tabel hasil deteksi di atas, selanjutnya dlakukan penghitungan nilai precision, recall, dan f-1 score. 
Hasinya adalah sebagai berikut : 
 
Tabel 4.2 Nilai Precision, Recall, dan F1-Score 
 
Precision Recall F1-Score 




Berdasarkan hasil pengujian dan analisis yang sudah dilakukan, maka dapat disimpulkan bahwa: 
1. Pada penelitian ini, didapatkan nilai recall sebesar 98,36%, precision sebesar 56,07%, dan f1-score sebesar 
71,42%.  
2. Ukuran cell dalam HOG mempengaruhi panjang histogram dari fitur suatu citra. Semakin kecil ukuran cell 
menyebabkan semakin banyak block yang dibentuk pada suatu citra. Semakin banyak block maka semakin 
panjang histogram yang dibentuk sehingga semakin lama pula proses eksekusi program. Ukuran cell juga 
mempengaruhi tingkat akurasi pendeteksian. Dalam penelitian ini, ukuran cell yang paling optimal adalah 
8x8 pixel. 
3. Kernel yang dipakai dalam klasifikator SVM sangat berpengaruh dalam akurasi deteksi. Dalam penelitian 
kali ini, kernel yang paling optimal adalah linear dengan tingkat akurasi 95,45%. 
5.2. Saran 
Saran yang bisa dilakukan untuk penelitian selanjutnya dengan topik yang sama yaitu deteksi wajah: 
1. Apabila menggunakan metode Histogram of Oriented Gradients dalam ekstraksi citri, yang harus 
diperhatikan adalah ukuran citra yang digunakan pada saat pembangunan model. Sebaiknya citra berukuran 
tidak terlalu kecil dan citra tersebut menggambarkan ciri objek yang dideteksi. 
2. Apabila menggunakan metode Histogram of Oriented Gradients, perlu mencoba ukuran cell yang lain. 
3. Perlu mencoba kernel lain dalam klasifikator SVM yang dipakai. 
4. Algoritma sliding windows dan proses deteksi perlu dibuat lebih optimal, fleksibel dan efisien. 
5. Untuk meningkatkan precision, perlu membatasi dataset positif dan memperbanyak dataset negatif. 
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