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Introduction
Avec la mise en service de grands accélérateurs (GANIL à Caen, GSI à Darm-
stadt ou NSCL à East-Lansing... ) la physique des ions lourds a connu un fort
développement ces dernières années. Ce développement est dû au fait que les col-
lisions entre ions lourds constituent un moyen puissant d'accéder aux propriétés de
la matière nucléaire et des noyaux à des températures finies. Lors d'une collision
un noyau subit une forte compression et est chauffé et, par conséquent, explore une
grande partie du diagramme des phases, température densité. Le choix de l'énergie
du faisceau, allant des basses énergies, de l'ordre de la barrière de coulombienne
(quelques MeV par nucléon), aux énergies relativistes (de l'ordre de centaines de
MeV par nucléon), permet de sélectionner certaines portions de ce diagramme.
Avec une telle gamme d'énergie, on peut espérer observer des phénomènes très
variés. Le domaine des énergies intermédiaires auquel nous allons nous intéresser
recouvre ici des énergies de faisceau allant de 20 à 100 MeV par nucléon. C'est
un domaine où la température est suffisante pour que les effets de couche puis-
sent être négligés et l'énergie est inférieure à la limite de désintégration du noyau.
L'accès aux propriétés de la matière nucléaire n'est pas facile car lors de ces ex-
périences, les noyaux ne sont pas statiques et, d'un point de vue théorique, une
approche dynamique est nécessaire pour séparer les effets liés aux spécificités de
la matière nucléaire et les effets liés à la dynamique. Il faut donc pouvoir décrire
de manière spécifique le processus de collision dans son ensemble. La durée d'une
collision étant très courte, le système n'a pas toujours le temps de se thermaliser.
Le comportement du noyau dépendra donc fortement de l'énergie de la réaction.
Pour les collisions centrales et à basse énergie (E = 20 — 30 MeV/A), il va os-
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ciller en se refroidissant par rémission de particules. Si on augmente l'énergie
{E > 50 MeV/A), il va fissionner en deux morceaux, et à haute énergie se scinder
en plusieurs morceaux. Le défi pour les théoriciens est donc de développer une
physique statistique hors équilibre pour un système quantique composé d'un petit
nombre de constituants et de comprendre la multitude de phénomènes observés.
La physique statistique hors équilibre a pour objet d'expliquer des phénomènes
macroscopiques à l'aide de descriptions dynamiques impliquant des grandeurs mi-
croscopiques. Pour cela il existe différents niveaux de description, à savoir, le
niveau microscopique où l'on considère le mouvement individuel de chaque con-
stituant, le niveau cinétique où l'équation du mouvement porte sur la fonction de
distribution à un corps et le niveau de la dynamique des fluides où le système
est décrit par des équations du mouvement portant sur des variables "macro-
scopiques". Il est souvent possible de passer d'un niveau à un niveau supérieur,
moyennant parfois quelques approximations, en privilégiant certains degrés de
libertés et en faisant une moyenne sur les autres. Dans la plupart des cas, le
niveau microscopique possède un nombre de degrés de liberté trop grand pour
pouvoir être abordé simplement. Le niveau hydrodynamique est le plus simple
et est adapté à l'étude de mouvements collectifs d'énergie suffisamment élevée
pour pouvoir négliger les effets quantiques. Il peut être insuffisant pour l'étude
d'autres phénomènes. Le niveau cinétique constitue souvent un bon compromis
et a beau*, up été utilisé pour l'étude de la dynamique des collisions entre ions
lourds. Plusieurs équations de transport ont été développées [1]. La plus simple est
l'équation de Vlasov à laquelle a été ajouté un terme de collisions tenant compte du
blocage de Pauli. C'est une équation semi-classique que nous appellerons équation
de Boltzmann. Cette équation, écrite pour des gaz dilués [2], peut-elle être utilisée
dans le cadre nucléaire ? Elle peut-être obtenue à partir de la hiérarchie BBGKY
des matrices densités réduites, mais certaines approximations sont difficiles à jus-
tifer (voir chapitre 2). Pourtant il se trouve que l'équation de Boltzmann donne
des résultats étonnamment bons. Différents noms lui ont été donnés, suivant les
raffinements apportés dans les méthodes numériques utilisées poir la résolution,
Boltzmann-Ûhling-Uhlenbcck (BUU) [1], Vlasov-Ùhling-Uhlenbeck (VUU) [3] ou
Landau-Vlasov (LV) [4]. Des équivalents quantiques ont aussi été utilisées, comme
les modèles de type Hartree-Fock étendu dépendant du temps (ETDHF) [5].
L'équation de Boltzmann a beaucoup été utilisée pour simuler la dynamique des
16
collisions nucléaires car les effets des collisions à deux corps peuvent être aisément
pris en compte. Cette équation ne fait aucune hypothèse d'équilibre et elle ne
dépend pas d'une température. Ces modèles ont, avec succès, permis de cal-
culer l'évolution de nombreuses observables à un-corps [6], comme le transfert
de moment, les spectres inclusifs de particules... Ils pourraient aussi permettre
d'obtenir des informations dont certaines propriétés de l'équation d'état, comme
le coefficient de cotnpressibilité ou sur des grandeurs dynamiques comme la vis-
cosité. En effet, choisir un potentiel à un corps qui permet de bien reproduire
les données expérimentales donne accès à des propriétés de la matière nucléaire.
Mais ces approches ne permettent de calculer que l'évolution moyenne de ces ob-
servables et ne tiennent absolument pas compte des fluctuations. Quel que soit le
phénomène physique étudié, à proximité d'un seuil par exemple, une description
moyenne peut donner des résultats erronés. Il existe des situations dans lesquelles
les fluctuations jouent un rôle essentiel au niveau macroscopique. Imaginons un
système composé d'un ensemble de particules dans un puits de potentiel avec une
barrière. Supposons que la valeur moyenne des énergies soit à peine inférieure à
la hauteur de la barrière et que l'on veuille compter le nombre de particules qui
peuvent s'échapper. Se restreindre à la valeur moyenne nous donnera que toutes
les particules sont piégées, la prise en compte des fluctuations est nécessaire pour
avoir une description correcte du problème. Ainsi, certains phénomènes observés
en physique nucléaire, comme les corrélations dans l'émission de particules légères,
ne peuvent pas être décrits correctement par une distribution moyenne. C'est aus-
si le cas pour la multifragmentation, car il faut briser la symétrie de l'équation
de Boltzmann. En effet, si on considère une collision centrale, la densité initiale
possède une symétrie cylindrique qui n'existe plus dans les fragments détectés.
Dans les systèmes non-linéaires, la taille des fluctuations peut aussi être d'une
importance cruciale, avec existence possible de seuils en dessous desquels il n'y a
pas d'effets. C'est le cas, par exemple de la nucléation dans un liquide sursaturé
[7]. Si, d'une manière générale, les fluctuations n'apportent que des corrections
négligeables aux évolutions moyennes, il est des situations où elles "entraînent" les
moyennes. Ce sont ces situations qui vont nous intéresser. Leur prise en compte
dans un système dynamique est loin d'être aisée.
Une alternative possible aux équations cinétiques moyennes consiste à revenir
à une description microscopique où aucune moyenne n'est encore faite et de tra-
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vailler directement avec l'équation de Lioxivîlle pour le système à JV-corps total.
C'est clans cet esprit que des calculs de dynamique moléculaire quantique ont été
entrepris [Sj. La difficulté majeure de cette approche est que le principe d'exclusion
de Pauli est simulé de manière approximative par un potentiel répulsif entre les
nucléons ajouté de façon phénoménologique. Il s'agit d'un travail ambitieux que de
vouloir résoudre directement le problème à JV-corps. Il peut paraître plus simple de
profiter des bons résultats des approches à un-corps et de tenter de les améliorer.
Pour compenser les lacunes de l'équation de Boltzmann tout en restant au niveau
cinétique, une nouvelle équation de transport stochastique a été proposée [9], en
analogie avec la description du mouvement brownien. Il s'agit de l'équation de
Boltzmann-Langevin,
Cette équation est une équation de Boltzmann avec un terme supplémentaire,
6K{f). Ce terme contient toutes les corrélations non prises en compte dans
le terme de collisions, qui lui, ne considère que l'effet moyen des collisions à
<few.r-corps. Le terme supplémentaire, tenant compte des fluctuations internes au
système, est considéré comme un terme stochastique, agissant comme une force
de Langevin due à un bruit exterue sur la fonction de distribution à un-corps,
/(r , p, t). En fait, on n'a plus une seule fonction de distribution, mais un en-
semble dont les éléments sont notés / . La fonction de corrélation de ce terme
stochastique a une structure similaire au terme de collisions, conformément au
théorème dissipation-fluctuation. C'est la première équation incluant des fluctu-
ations de grande amplitude qui a été utilisée en physique nucléaire, généralisant
une approche heuristique dans le cas de petites fluctuations proposée en 1969 [10].
Une autre approche a été développée plus récemment, il s'agit d'une extension
stochastique de la théorie TDHF [11]. Cette dernière théorie a l'intérêt d'être
quantique. L'approche est différente car ce sont toutes les interactions, à deux-
corps et d'ordres supérieurs, qui sont prises en compte dans la paitie aléatoire. Il
a été montré que ces deux théories stochastiques sont similaires dans une certaine
limite [31]. Aucune application n'en a encore été faite.
Des simulations directes de l'équation de Boltzmann-Langevin dans des cas
concrets ont été effectuées [13,14]. En particulier, elle a été utilisée pour étudier
la production de Kaons sous le seuil [15,16]. Ces simulations sont loin d'être
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simples, nécessitent un temps de calcul énorme et ne donnent qu'une solution
approchée de l'équation, comme pour l'équation de Boltzmann d'ailleurs. Dans le
cas de phénomènes collectifs, d'autres méthodes plus simples peuvent être utilisées.
L'équation de Boltzmann-Langevin peut être projetée sur des variables collectives
caractérisant un mouvement particulier [17], ce qui permet de passer au niveau
de la dynamique des fluides. On obtient ainsi une équation de Langevin classique
qui est beaucoup plus simple à utiliser. Le but de cette thèse est d'appliquer
cette dernière équation à plusieurs phénomènes concrets liés aux collisions entre
ions lourds à différentes énergies. Dans un premier temps, chapitre 3 et 4, nous
avons étudié des mouvements de faible amplitude, à savoir les résonances géantes.
C'est pour nous l'occasion, au chapitre 3, de tester la validité de l'approximation
markovienne faite lors du calcul de l'équation de Boltzmann ou l'équation de Boltz-
mann-Langevin dans le cas particulier des résonances géantes [18]. Une étude plus
large des résonances suit, chapitre 4, où nous étudions en particulier le couplage
entre deux modes [19]. Cette première partie reste très formelle. Dans un deu-
xième temps, nous nous sommes intéressé à des énergies nettement plus élevées
impliquant des mouvements collectifs de large amplitude. L'équation de Langevin
a déjà été utilisée en physique nucléaire pour l'étude de la fission induite [20].
Des calculs similaires, avec une équation de Fokker-Planck ont aussi été faits [21].
Ces études sont phénoménologiques au sens où certains paramètres de l'équation
ont été ajustés pour reproduire des résultats expérimentaux. Dans le chapitre 5,
nous avons repris ces calculs avec l'équation de Langevin obtenue à l'aide d'un
modèle microscopique et sans paramètre libre [22], le but étant de donner une
justification microscopique des approches précédentes et de tester la validiter de
notre théorie sur un phénomène largement étudié. Enfin, une des principales
raisons pour lesquelles l'équation de Boltzmann-Langevin a été développée est
l'étude de la mulHfragmentation. Le chapitre 6 est consacré à l'étude et au calcul
du temps d'évolution des instabilités spinodales et surfaciques [23].
Avant d'exposer les résultats obtenus, je vais rappeler brièvement, dans le
chapitre 2, quelques généralités sur les équations stochastiques, puis sur l'obtention
de l'équation de Boltzmann-Langevin, ainsi que sa réduction en une équation de
Langevin. Le but de ce chapitre est d'établir un lien entre la description micro-
scopique et la description de dynamique des fluides que nous utiliserons.
Chapitre 2
2 1 1 2 1
Le cadre théorique
L'équation de Boltzmann-Langevin est l'équation de départ du travail qui est ex-
posé dans les chapitres suivants. Certaines propriétés de cette équation y seront
discutées, et certaines approximations remises en cause, je vais donc, par souci
de clarté, rappeller brièvement son obtention à partir d'une description micro-
scopique, puis la réduction de dynamique des fluides qui en a été faite. Cette
équation est reliée à l'équation de Boltzmann de la même façon que l'équation
de Langevin pour le mouvement brownien est reliée à l'équation du mouvement
pour la vitesse moyenne de cette particule; je vais donc, dans un premier temps,
rappeler quelques généralités sur les équations stochastiques.
2.1 Les équations stochastiques
La première utilisation d'une équation de Langevin fut l'étude du mouvement
Brownien, à savoir le mouvement d'un grain de pollen dans l'eau [24]. En observant
de très près la trajectoire de ce grain on s'aperçoit que le grain avance de façon
désordonnée et que donc son mouvement peut être considéré comme aléatoire. Un
tel comportement est dû aux interactions entre le grain et les molécules d'eau. Il
est très difficile, voire impossible, de tenir compte de toutes ces interactions et cela
n'est pas forcément d'un grand intérêt physique. Il est beaucoup plus intéressant
de considérer ces interactions sous forme de forces effectives. Imaginons en plus
que ce grain soit chargé et plongé dans un champ électrique, alors son équation
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du mouvement peut s'écrire pour la variable de position, q,
dV i
Mq = - - s - - f3Mq + JM0Tw(t ) (2.1)
Oq
où l'accélération multipliée par la masse, M, est égale à la force due au potentiel,
plus la force de friction et la force stochastique iv(t), ces deux dernières forces
étant dues à l'interaction pollen-eau. Une telle équation peut aussi être obtenue à
partir d'un système hamiltonien où l'on sépare les variables liées au grain de pollen
des autres variables qui forment le bain thermique [25]. On obtient que les deux
dernières forces, qui sont dues au couplage entre le grain de pollen et l'eau, ne sont
pas indépendantes et sont reliées via le théorème dissipation-fluctuation [26]. Un
des problèmes qui se posent est de choisir la force stochastique. Généralement,
pour des raisons de simplicité, cette force est choisie gaussienne, c'est à dire qu'elle
est entièrement caractérisée par ses deux premiers moments,
u»(«) = 0 et w(t')w(t) = 26(t-t'). (2.2)
Si on garde à l'esprit que cette force aléatoire et le terme de friction simulent les
collisions entre le grain de pollen et les molécules d'eau dont les impulsions sont
réparties suivant une distribution de B./tzmann, l'hypothèse gaussienne est tout
à fait justifiée. En fait, si l'interaction entre la particule brownienne et le bain
thermique est linéaire, il est tout à fait légitime d'utiliser une équation de Lan-
gevin avec une force stochastique gaussienne [28]. Les applications de ce genre
d'équation sont multiples et quand il s'agit de signaux, la force aléatoire est aussi
appelée un bruit, comme dans un circuit électrique, par exemple. Dans ce cas, il
est habituel de caractériser le bruit par son spectre de Fourier et on parle de bruit
blanc si le spectre est plat.
Généralement, pour étudier une observable donnée, on calcule un grand nombre
de trajectoires et on fait la moyenne sur toutes les trajectoires de la grandeur
étudiée. Une autre manière d'aborder le problème est d'avoir une approche plus
globale en considérant une équation de conservation dans l'espace des phases défini
par la variable q et son moment conjugué p = q'/M. Une telle équation, dite
équation de Fokker-Planck, détermine l'évolution de la distribution de probabilité,
P(r, p,£), en fonction du coefficient de friction, /?, et du coefficient de diffusion,
D = Ml3T,
In n ri riV ri \ ri I r> \
(2.3)M dq aq Dp
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Les équations de Langevin (2.1) avec un bruit gaussien et de Fokker-Planck
(2.3) sont strictement équivalentes et selon le problème étudié on préférera l'une
par rapport à l'autre [27]. L'équation de Langevin a le mérite d'être beaucoup plus
intuitive que l'équation de Fokker-Planck et plus simple à résoudre numériquement.
La première est une simple équation différentielle avec un terme stochastique que
l'on sait, bien résoudre (voir appendice B), la précision dépendant essentiellement
de la statistique utilisée, alors que la deuxième est une équation aux dérivées
partielles dont on ne connaît, clans la plupart des cas, que des solutions approchées.
L'équation de Langevin est plus adaptée à une résolution numérique exacte alors
que l'équation de Fokker-Planck se prête mieux aux études analytiques. Enfin,
il est beaucoup plus aisé d'étendre l'équation de Langevin à des problèmes plus
compliqués, extension à plusieurs dimensions, effets de mémoire...
Le cas avec effets de mémoire est particulièrement intéressant, car, lorsque l'on
tente d'obtenir cette équation à partir d'un modèle microscopique, ils apparaissent
systématiquement au niveau de l'interaction entre la particule brownienne et le
bain thermique, ce qui se traduit, au niveau de l'équation de Langevin, par une
forme un peu plus complexe,
dV rl
Mq = —Q- - jo I3(t - t')q(t')dt' + W(t), (2.4)
où la fonction de corrélation de la. force stochastique, W(t), est directement liée
au noyau de friction, ,8(t — t'),
t'). (2.5)
En chimie cette équation est habituellement appelée équation de Langevin générali-
sée [29]. Souvent, l'approximation markovienne est faite, c'est à dire que les effets
de mémoire sont négligés en supposant que 0(t — t') — /3S(t - t'), ce qui redonne
l'équation de Langevin habituelle (2.1). La justification de l'équation de Langevin
est basée sur la grande différence entre les échelles de temps impliquant la particule
brownienne qui a un mouvement lent et les particules du bain thermique qui ont
un mouvement rapide. Dans le cas du grain de pollen, cette différence est due
à la grande différence entre les masses. Les effets de mémoire sont un moyen de
corriger le fait que la différence entre les deux échelles de temps n'est pas si grande
dans certains cas.
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2.2 Obtention de l'équation de Boltzmann-Lan-
gevin
L'obtention de l'équation de Boltzmann [30] et l'équation de Boltzmann-Langevin
[9] peut se faire en partant de la hiérarchie de BBGKY ou à l'aide du forma-
lisme des fonctions de Green [31]. Nous utiliserons la première approche qui est
plus intuitive, bien que moins puissante. Une autre approche, à partir du forma-
lisme TDHF stochastique (STDHF) a aussi été développée plus récemment [11],
elle donne une équation comparable, mais a priori pas identique, dans le sens où
seuls les deux premiers moments de la force stochastique concordent. Le but de
ce chapitre n'étant pas de refaire un cours de mécanique statistique nous nous
contenterons d'établir un lien entre une description microsropique et l'équation
cinétique utilisée en soulignant les approximations utilisées.
2.2.1 Equation de transport stochastique pour la densité
à ^m-corps
Les densités à un — et deux—corps peuvent être définies à l'aide du formalisme de
la deuxième quantification,
#1,1',*) =< <t>\a+(l,t)a(ï,t)\<t> > (2.6)
â( 12, l'2', t) =< <6|a+(l, t)a+(2, t)a(V, t)a(2\ t)\4> >, (2.7)
où les notations sont habituelles, \<f> > est la fonction d'onde à iV-corps définie par
la condition initiale \4>(to) > et solution de l'équation de Schrodinger,
ih-\<t>>=H\<t>>, (2.8)
avec comme hamiltonien, le hamiltonien à iV-corps, H = J2iLi Ki f Hi<j KM c o n"
tenant N termes cinétiques, A', et une interaction à deux-corps, Vij. Dans les
équations (2.6) et (2.7), a+ et a sont, respectivement, les opérateurs création et
anihiliation de particules et trous. Dans la suite, p et à représentent les obser-
vables fluctuantes, alors que p et (7, les moyennes d'ensemble. Nous préciserons
plus tard de quel type de moj'enne il s'agit. Les équations du mouvement de ces
deux quantités, c'est à dire les deux premières équations de la hiérarchie, sont
i h ' ( = Tr2 < 12|[JÏ12,*(O]|1'2 > (2.9)
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iftgU( 12,1'2',*) =< 12|[#,2 ,<T]|1'2' > + termes à trois corps, (2.10)
où H\2 = A'i + A"2 + Vu est le hamiltonien réduit à 2-corps. Dans l'équation (2.9),
IV2 représente une trace partielle sur tous les états accessibles à la particule 2.
Les deux équations (2.9) et (2.10) constituent le point de départ pour obtenir une
équation cinétique de la fonction de distribution à w/i-corps. Pour cela, on a besoin
d'une expression de a en terme de densité à un-corps. Le cas le plus simple est
celui où toutes les corrélations entre particules sont négligées et où on ne considère
que les évolutions des grandeurs moyennes,
a(ï2,l'2\t) = p(l,l\t)p(2,2',t) - p(l,2',t)p(2,ï,t). (2.11)
Cela conduit aux équations TDHF,
ihp = [h(p),pl (2.12)
dans le cas quantique, et de Vlasov,
+ V
dans la limite classique. Ces deux équations ne décrivent que les effets du champ
moyen, h(p), U(f).
Pour obtenir l'équation de Boltzmann, il faut tenir compte des collisions et
pour cela, deux hypothèses sont faites [30]:
1. le système est dilué et les interactions à deux corps sont de courte portée;
2. avant chaque collision entre deux particules, il y a un instant où elles sont
non-correlées, c'est l'hypothèse du chaos moléculaire (Stofizahlansatz).
Avec la première hypothèse, on peut considérer que les collisions à trois corps
sont suffisamment rares pour négliger les termes à trois corps dans l'équation
(2.10). Les deux premiers termes de la hiérarchie sont donc suffisants. Dans le cas
nucléaire cette approximation n'est pas justifiée car la portée de l'interaction nu-
cléaire est du menu1 ordre de grandeur que la distance internucléon. Une prise en
compte de cette interaction et du terme à trois-corps conduit, après quelques ap-
proximations, au blocage de Pauli dans l'intégrale de collisions et modifie le terme
de champ moyen [30]. Nous ne ferons pas ce traitement et nous nous limiterons au
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terme à deux-corps, même si le terme de champ moyen et le blocage apparaissent
dans l'équation finale, nous allons porter notre attention sur l'obtention du terme
stochastique additionnel qui est nouveau.
Pour obtenir une équation cinétique à un corps, il n'est pas besoin de résoudre
l'équation (2.10), il suffit de connaître l'évolution, durant un intervalle At — t — to
contenant une collision, de la densité à deux-corps, â. Il est pratiquement impos-
sible de déterminer l'état initial, avant la collision. Déterminer ô(to) reviendrait
à résoudre le problème à iV-corps exactement, il faut donc trouver une autre
procédure. Pour obtenir l'équation de Boltzmann, c'est l'hypothèse du chaos
moléculaire qui est utilisée. Il est difficile de concevoir que cette hypothèse est
valable pour toutes les particules au même moment, certaines sont non-corrélées
pendant que d'autres collisionnent. On fait donc une moyenne sur un temps, At,
de façon à que cette hypothèse ait un sens. Ainsi, At doit être plus long que le
temps d'une collision, TJ, et plus court que le temps entre deux collisions, 77,
Tf>Atyz>Td, (2.14)
et on perd tout détail impliquant des temps inférieurs à r^.
Faire cette moyenne signifie perdre les fluctuations et on obtient une équation
cinétique pour la densité moyenne. Pour garder les fluctuations il faut donc aban-
donner l'hypothèse de chaos moléculaire et garder les corrélations initiales dans
l'équation du mouvement. Nous allons donc exprimer l'équation (2.10) sous forme
intégrale afin de tenir compte de ces conditions initiales. Décomposons d'abord la
densité en deux parties,
â(12,l'2',t) = ffO(12,l'2',t) + Ml2, l / 2 ' ,O, (2.15)
où <TQ est la densité moyenne non-corrélée définie par l'équation (2.11) et où 6a
contient le reste, c'est la partie qui prend en compte les corrélations initiales. Dans
l'équation (2.15), il nous faut préciser quel type de moyenne nous prenons pour
la. densité à un-corps. Elle peut être obtenue de deux façons différentes, qui, si
les fluctuations sont importantes et si les équations sont non-linéaires, ne donnent
pas forcément les mêmes résultats. La première est une moyenne sur tous les
états initiaux, |0(<o) >•> possibles et est appelée moyenne globale. La deuxième est
une moyenne itérative, c'est à dire qu'à chaque pas de temps on définit un sous-
ensemble d'états assez proches sur lesquels on fait îa moyenne. C'est cette dernière
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méthode que nous utiliserons par la suite, nous l'appelerons moyenne locale et nous
la noterons par un surlignage. Le pas de temps doit être choisi de façon à ce que les
fluctuations qui peuvent être très importantes par rapport à la première moyenne,
restent toujours petites par rapport à la deuxième. La principale difficulté consiste
donc dans le choix de ce pas de temps qui doit être plus long que la durée d'une
collision et plus court que le temps d'évolution caractéristique du système. Une
telle contrainte existe déjà pour l'équation de Boltzmann, cf équation 2.14. Pour
de petites fluctuations, ces deux moyennes sont équivalentes.
L'équation (2.10) devient, dans la limite des faibles couplages:
ihjt8a{t) = [Ho,6a(t)\ + [#,,*o(O]> (2-16)
où Ho est le hamiltonien à deux-corps avec champ moyen et Hv celui contenant
les interactions résiduelles. L'équation (2.16) peut être facilement intégrée, pour
donner:
â(t) = <70(0 - y f di'G(t - t')[Hv(t'),<ro(t')]G+(t -1') + G(t ~ to)6a{tQ)G+{t -10),
il JtQ
(2.17)
où les propagateurs champ moyen s'écrivent,
G(r) = exp(-j f dsH0{s)). (2.18)
II Jt-r
Dans l'équation (2.17), la partie de droite est séparée en trois termes, le premier est
la partie non-corrélée et produit le champ moyen, le second décrit le changement
de la densité moyenne à deux-corps pendant une collision et donne l'intégrale de
collision, et le troisième décrit la propagation de la partie corrélée de la densité et
introduit un nouveau terme par rapport à l'approche de Boltzmann.
Si on remplace la densité à c/ew.r-corps dans l'équation (2.9) par l'expression
obtenue, équation (2.17), on trouve
ihg-tP(t) - IHp), p\ = K(p) + 6K(p), (2.19)
où h{p) = k + U(p) est le hamiltonien à un-corps avec champ moyen, K(p) est le
terme de collision,
',/9) = -y f'dt'Tvt < 12|[tfo(t),G(* - t')[Hv(t'),<j0(t')}G+(t - O]|l'2 >,
(2.20)
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et SK(t) est le terme de collisions fluctuant,
SK(l,l\t) = Tr2 < 12\[Hv(t),G(t - tQ)6a{t0)G+(t - to)]|l'2 > . (2.21)
Dans l'équation (2.19) le terme de champ moyen et le terme de collisions à deux-
corps dépendent de p et non de p car ils proviennent directement des deux premiers
termes de droite de l'équation (2.17) qui ne dépendent que de <r0. Etant donné
que nous avons choisi une moyenne itérative, les déviations par rapport à la valeur
moyenne restent faibles, ce qui va nous permettre de remplacer p par p dans ces
deux termes, après leur évaluation.
Si on suppose que les particules collisionnant sont initialement non-corrélées
(Stofizahlansatz), i.e. <r(to) = ffo(*o)i SK(t) s'annule et on retrouve une équation
de transport habituelle qui conduit à l'équation de Boltzmann dans la limite semi-
classique. Sans cette hypothèse du chaos moléculaire, SK ne s'annule plus, c'est
une fonction variant rapidement avec un temps caractéristique de l'ordre de rj, qui
est le temps d'une collision. Ce terme contient toutes les corrélations initiales mais
est difficilement utilisable tel quel, il nous faut faire des approximations. L'idée est
donc de le considérer comme un ternie fluctuant (par analogie avec l'équation de
Langevin pour le mouvement brownien), agissant comme une force aléatoire sur la
fonction de distribution, / . Cela signifie abandonner l'idée de garder une descrip-
tion détaillée des fluctuations et limiter sa caractérisation en terme de moments
de la partie stochastique. Pour un système infini, la force de Langevin est gaussi-
enne et ses moments d'ordre supérieurs à deux sont donc entièrement déterminés
à l'aide des deux premiers moments. Dans le cadre de la physique nucléaire, où
l'on travaille sur de petits systcines, supposer que la force stochastique est gaussi-
enne constitue une approximation supplémentaire. Cela revient à travailler dans
l'ensemble canonique au lieu de l'ensemble micro-canonique et donc supposer que
c'est la température qui est constante, ce qui pose des problèmes au niveau de la
conservation de l'énergie. La moyenne de la force stochastique étant nulle, il nous
faut donc calculer la fonction de corrélation, C, définie comme suit,
6K(l,V,t)6K(2,2'J') = C(1,1';2,2')£(*-O, (2.22)
oii le temps Tj est considéré comme nul, conformément à l'approximation marko-
vienne faite dans l'obtention de l'équation de BoHzimuu:. Cette approximation fait
l'objet du paragraphe suivant. La fonction de corrélation peut être explicitement
calculée (voir §2.2.3), déterminant ainsi entièrement la force stochastique.
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2.2.2 L'approximation markovienne
Pour obtenir l'équation de Boltzmann-Langevin plusieurs approximations concer-
nant les temps caractéristiques d'évolution sont faites {31].
1. La condition (2.14) qui dit que le champ moyen évolue lentement par rapport
à A*, qui est le temps sur lequel nous avons évalué une collision, ne suffit
pas pour réécrire le propagateur (2.18) de façon habituelle,
C?(r) = exp(-^rJ70). (2.23)
II faut en plus supposer que le temps caractéristique d'évolution du champ
moyen est grand devant la durée entre deux collisions successives.
2. Nous supposons aussi que l'intégrale de collisions a un temps de mémoire
court et que, par conséquent, cela ne '"hange rien de commencer l'intégrale
au temps ta ou à — oo. Dans le cas de l'équation de Boltzmann où l'hypothèse
du chaos moléculaire est faite, cette approximation est justifiée.
3. La dernière approximation consiste à négliger l'hystérésis des densités dans
l'intégrale de collisions et signifie que ces densités se réarrangent immédiate-
ment après une collision. Elle conduit à dire que
>>-l*')/h ~ wé(ej + e 2 - ev - ea»)> (2-24)
où €i est l'énergie d'une particule collisionnant. Cela revient donc à prétendre
que le temps caractéristique d'évolution de la densité, et donc du champ
moyen, est grand devant le temps entre deux collisions, comme pour la pre-
mière approximation.
Cette dernière approximation est difficile à justifier et n'est pas toujours valide.
Son étude dans le cadre de l'équation de Boltzmann appliquée à un cas particulier
fait l'objet du chapitre suivant. La prise en compte de ces effets de mémoire
dans une quelconque application numérique de l'équation de Boltzmann-Langevin
constituerait un progrès indéniable. Nous nous contenterons pour l'instant d'une
équation markovienne.
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2.2.3 Equation de transport semi-classique
L'équation de Boltzmann-Langevin est obtenue en faisant une transformation de
Wigner de l'équation (2.19). On obtient ainsi une équation cinétique pour la
variable / ,
J î l > (2.25)
| >, (2.26)
où r = (ri + r2)/2, r = ri - r2, p = (pi + p2)/2 et q = qi - q2. Cette fonction
est une approximation de la fonction de distribution classique dans l'espace des
phases à im-corps que Ton peut obtenir à partir des fonctions d'onde. Nous ne
ferons pas la transformée de Wigner de l'équation de Vlasov, elle est faite dans la
référence [1], où, pour le terme de champ moyen, un développement au premier
ordre a été effectué.
Le caJcul de la transformée de Wigner du terme de collision conduit à l'expression
de Ohling-Uhlenbeck [32],
AU) = j^]d^Sp^WmWlUhfih ~ /1/2/3/4], (2.27)
oil /, = /(r , p,-,<), / = 1 — / et où le taux de transition est donné en fonction de
la section efficace nucléon-nucléon,
W(12;34) = ^ 5 ^ * ( P i + P2 - P3 - P4)«(ÉI + e2 - f3 - e4). (2.28)
Pour obtenir cette expression, l'approximation markovienne discutée dans le para-
graphe précédent a été faite et il est supposé que / varie peu sur la portée de
l'interaction à r/et/x-corps [33].
L'évaluation de la fonction de corrélation de l'intégrale stochastique peut se
faire aisément pour un système spatialement homogène. En effet, en supposant
que la force aléatoire est locale, seuls les termes diagonaux vont contribuer et la
fonction de corrélation s'écrit dans l'espace des phases,
C(l,l;2,2) = C(p,,pa)«(r, - r 2 ) . (2.29)
Pour calculer C(pi,p2), deux approximations sont faites, la première consiste à
négliger les fluctuations quantiques devant les fluctuations statistiques et la deu-
xième consiste à faire un développement dans la limite des faibles couplages. On
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obtient finalement [9],
OiV(rj, Pi , fi JÔA (T2, Pî, 12/ == ^(Pl? P2i"(r] — r2)v[t\ ~ *2J, ^.oUJ
avec,
C(p,,pa) = /
J 3 : i j (2.31)
où le taux de transition, W(12,34), est le même que celui entrant dans l'intégrale
de collision, équation (2.28). Aucun paramètre nouveau n'est contenu dans la
fonction de corrélation par rapport à l'intégrale de collision et elle dépend des
fonctions de distribution moyennes. Nous avons donc une équation fermée, ceci
est une conséquence du théorème dissipation-fluctuation.
En utilisant les propriétés de symétrie du taux de transition, W(12,34) =
W(34,12) = TV(21,34), on peut vérifier aisément que,
J<PpiC{puP2) = jd3p2C(pup2) = 0, (2.32)
J t^pipiC(pup3) = Jd3p2p2C(pup2) = 0, (2.33)
Jd3p1elC(p1,p2) = Jd3p2e2C(pl,p2) = 0, (2.34)
avec e = p2/2m. Cela signifie que le nombre de particules, l'impulsion et l'énergie,
sont conservés localement et ne fluctuent pas.
2.2.4 Conclusion
Avec l'équation de Boltzmann-Langevin nous avons une équation cinétique qui
tient compte des fluctuations et qui peut être appliquée à des problèmes de physique
nucléaire où une description moyenne n'est pas suffisante. Cependant, les simu-
lations directes* des équations cinétiques moyennes sont déjà très compliquées et
avec un terme stochastique additionnel, le problème est encore plus difficile. Selon
les phénomènes physiques étudiés il peut être préférable de réduire encore cette
équation au niveau de la dynamique des fluides.
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2.3 Projection sur une variable collective
2.3.1 Introduction
Pour étudier des phénomèmes collectifs avec l'équation de Boltzmann-Langevin
il est préférable de faire d'abord une réduction sur les variables collectives pour
obtenir une équation de type Langevin qui est beaucoup plus simple à résoudre.
De nombreuses études avec une telle équation ou une équation de type Fokker-
Planclc ont déjà été faites. C'est le cas par exemple de la fission induite [20,21]. Les
équations utilisées étaient toujours phénoménologiques, la dérivation qui va suivre
a le mérite de donner une équation sans paramètres libres. Nous nous limiterons,
dans ce sous-chapitre, au cas à une seule dimension pour des raisons de simplicité
et. de clarté de l'exposé, la généralisation au cas à N dimensions étant très facile
(voir §4.1).
2.3.2 Réduction de dynamique des fluides
Dans une description de dynamique des fluides les grandeurs physiques utilisées
sont la densité locale,
^M ) = / i ' (â} 5 / " ( r ' P '* ) ' (2.35)
et la densité de courant,
mp u(r,<) = Jgj££pP /(r,P,t), (2.36)
où u(r,t) est le champ de vitesse et g le facteur de dégénérescence spin-isospin, g =
4. Dans les équations (2.35, 2.3G), p désigne toujours une variable stochastique,
même si nous avons volontairement oublié l'accent circonflexe pour des raisons de
simplicité. De l'équation de Boltzmann-Langevin on peut obtenir des équations
de type dynamique des fluides en intégrant sur l'espace des impulsions les deux
premiers moments en p de la distribution à un-corps. Il s'agit de l'équation de
continuité
i l p + V0»u) = 0, (2.37)
et de l'équation d'Eitler,
mp f j ju + (uV)uj + Vn + pVU(p) = 0. (2.38)
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Dans l'équation (2.38), le potentiel est dû à la partie potentielle de la densité
d'énergie, U(p) = 6E(p)/6p, et le tenseur des moments s'écrit:
no(M) = J g—L--(Pi - mUi)(Pj - 7nWj)/(r,p,0. (2.39)
Les termes de collision habituel et stochastique ne contribuent pas explicitement
car ils conservent le nombre de particules et le moment local (cf §2.2.3). Ils inter-
viennent implicitement au travers de / qui est solution de équation de Boltzmann-
Langevin. Nous allons considérer le cas d'un mouvement collectif caractérisé par
une variable collective, q(t). Cette variable aura un sens beaucoup plus concret
dans les chapitres qui suivent, comme le moment quadrupolaire, par exemple. Nous
allons envisager le cas d'un mouvement étudié dans l'approximation diabatique et
supposer que le champ de vitesse est irrotationnel,
u(r,*) = î(<)W(r). (2.40)
La dérivation de la référence [17] est faite pour un fluide incompressible, mais dans
cette première partie du calcul nous allons nous placer dans un cas plus général et
ignorer cette hypothèse. Nous allons, aussi, faire l'approximation quasi-statique
pour la densité, p(r,t) ~ po(r,q(t)), ce qui restreindra à des mouvements lents le
domaine d'application de l'équation de Langevin que l'on cherche à obtenir. Ces
conditions permettent de réécrire l'équation de continuité de la façon suivante:
d
•frPoir, q) + V<£.V/>0(r,</) + #>(r, q)M = 0. (2.41)
Si on multiplie l'équation (2.38) par V<j> et que l'on intègre sur tout l'espace réel, on
obtient, après quelques intégrations par partie et en tenant compte de l'équation
(2.41), une équation du mouvement pour la. variable collective q,
= F. (2.42)
Explicitons les différents termes intervenant dans cette équation,
1. M est la masse collective,
M(q) = mj<J\po{r,q)V<j>.V<f>\ (2.43)
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2. V{q) est l'énergie potentielle collective qui peut être calculée à partir d'une
force de type Skyrme ou assimilée au potentiel de type goutte liquide,
= jd3rE(p0(r,q)); (2.44)
3. F est la force de rappel dynamique due à la distorsion de la sphère des im-
pulsions. Cette distorsion est due au couplage cohérent entre le mouvement
collectif et les degrés de liberté intrinsèques. La force est donnée par,
F = y^^F(r,p)/(r,p,<), (2.45)
où
F(r,p)= J2[did^]Qa(p), (2.46)
1*7 = 1
avec le moment quadrupolaire en espace des impulsions,
•- (pi - mui)(pj - mu,). (2.47)
Dans la limite diabatique, la dissipation et les fluctuations sont contenues
dans cette force dynamique.
La force dynamique, F(t), équation (2.45), dépend explicitement de la fonction
de distribution à im-corps, / , solution de l'équation de Boltzmann-Langevin, ce
qui fait que nous n'avons pas encore obtenu un système d'équations fermées. On
pourrait considérer des situations loin de l'équilibre à condition de pouvoir calculer
/ . Le problème maintenant est donc d'évaluer la force F(t), pour cela nous allons
restreindre à des situations proches de l'équilibre.
2.3.3 Calcul de la force dynamique
La difficulté, maintenant, consiste à estimer la force F. Pour cela, nous allons
linéariser l'équation de Boltzmann-Langevin en considérant une petite déviation
autour de l'équilibre local, \ ( r ,p , t), caractérisé par une distribution de Fermi à
température T, n(r,p,/),
/(r,p,*) = n(r,p,i) + m»X(r,p,t), (2.48)
où h = 1 — H. Dans l'équation (2.48), la distribution de Fermi dépend explicitement
du temps via le champ de vitesse et l'énergie de Fermi. Nous proposons une telle
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forme sachant que nn = —Tig. T^ur linéariser l'équation de Boltzmann-Langevin,
nous allons utiliser une procédure du type développement Chapman-Enskog (voir,
par exemple, [35]),
Q-t(nhX) - -£P(r,p)<j = Io.\ + 6Ko, (2.49)
où nous avons négligé les gradients du potentiel chimique et de la température.
Dans ce cas précis, le terme J^(mi\) ne peut plus être négligé, comme c'est le
cas habituellement dans Chapman-Enskog avec une équation de Boltzmann, car il
s'agit maintenant de la dérivée temporelle d'une grandeur fluctuante. Pour obtenir
l'équation (2.49), nous avons utilisé les équations de conservation de la masse,
(2.37), de l'impulsion, (2.38), et de l'énergie. Nous avons supposé aussi que le
fluide est incompressible, A<f> = 0, hypothèse supplémentaire qui sera abandonnée
au chapitre 6. Dans cette équation le terme de collision linéarisé s'écrit:
io.\. = 7^ -p j#wPpaJiP4W{12-M)nin2n3hA (\4 + \ 3 - \ 2 - \i), (2.50)
où \i = \(r,pi,t). En ce qui concerne le terme fluctuant, 6Ko, il est caractérisé
par la même fonction de corrélation que 6K, dans laquelle on a remplacé / par n.
Vue la structure de l'équation (2.49), nous allons donc chercher une solution de
la forme \ oc F. Si l'on développe au premier ordre en \ la force F(t) (équation
(2.45)), il vient,
X(r,p,*) = F(t) . , (2.51)
où
Comme nous avons fait un développement linéaire, il est cohérent de considérer
que la force de rappel dynamique est proportionnelle à la déformation de la sphère
de Fermi. Dans la limite des basses températures, ep » T, l'intégrale de la relation
(2.52) peut être calculée,
< F2 >= ^rAeFTt, (2.53)
05
où,
'Y,(didj<l>)(didj<l>)po(r). (2.54)
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De l'équation (2.49) sur la variable \ , on peut donc obtenir une équation dif-
férentielle sur F(t), en multipliant l'équation (2.49) par F et en intégrant sur tout
l'espace des phases:
dF F
^-+T<} = + 6KF. (2.55)(it T
Dans l'équation (2.55), F =< F 2 > /T est la force de rappel due à la distorsion
de la sphère de Fermi et r est le temps de relaxation microscopique obtenu en
linéarisant la contribution de l'intégrale de collisions,
7 ~ jT2 f <Pr<Ppi<Pp2tPpa<Pp4 ( ~ ) WnimM-i, (2.56)
où AF = j^piFi + F2 - F3 - Fi), avec Fi = F(r,p t) . Dans la limite des
basses températures, r peut être évalué analytiquement. Pour un mouvement
quadrupolaire, on obtient [34],
1 / T \ 2
-=8*vFpl — ) . (2.57)
Le calcul, dans un cas un peu plus compliqué et pour d'autres modes, fait l'objet
du chapitre suivant. Dans l'équation (2.57), vF et eF représentent respectivement
la vitesse et l'énergie de Fermi, a la section efficace microscopique de collision, sup-
posée isotrope, et p, le nombre de particules par unité de volume. Dans l'équation
(2.55), le terme stochastique est caractérisé par sa fonction de corrélation, qui est
calculée à partir de celle de SKQ,
TT6KF(t)6KF(t') = 2—6(t - t'). (2.58)
Pour des mouvements proches de l'équilibre, c'est à dire quand la fonction de
distribution n'est pas trop éloignée d'une distribution de Fermi, nous avons donc
obtenu une équation complètement définie pour la force dynamique, F(t).
2.3.4 Conclusion
Nous avons donc un système de deux équations différentielles couplées, dont une
contient un terme stochastique et dont tous les coefficients sont parfaitement con-
nus.
i£
 + rq=-
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ce qui constitue un système fermé. Pour obtenir ces équations nous avons supposé
que le mouvement collectif est incompressible et irrotationel et qu'il est étudié
dans la limite quasi-statique et diabatique.
Ces deux équations peuvent être réécrites de la façon suivante,
1 dM .,
••> d< '* 'JT = ~loo dt'l{t ~ t>)i{t>) + 6F{th (2>59)
où l'on a formellement intégré l'équation (2,55) pour exhiber les effets de mémoire.
Il est naturel, quand on réduit le nombre de degrés de liberté, d'obtenir de tels
effets. Ce type d'équation de Langevin a beaucoup été utilisé en chimie et est
habituellement appelée équation de Langevin généralisée. Dans l'équation (2.59),
la friction est
f(t-t') = Texp(-\t-t'\/r) (2.60)
et la fonction de corrélation de la force stochastique, 6F(t), vaut,
6F{t)SF{f) = T~t{t - t'), (2.61)
en accord avec le théorème dissipation-fluctuation. L'importance de ces effets
de mémoire est mesurée par r, qui représente le temps de retour à l'équilibre
microscopique. Si r tend vers zéro, c'est à dire quand le nombre de collisions
pendant une évolution significative de la variable collective est grand,
lit - t') ~ 2Yrè(t - t'), (2.62)
et l'équation de Langevin (2.59) devient markovienne. Dans le cas général on ne
peut pas dire si r est petit devant le temps d'évolution de la variable collective,
cela dépend du phénomène étudié. Ces effets de mémoire sont différents de ceux
négligés lors de la dérivation de l'équation de Boltzmann-Langevin, ils sont dus au
fait que les temps caractéristiques d'évolution de la variable collective et des degrés
de liberté microscopiques peuvent être trop proches pour pouvoir en négliger l'un
par rapport à l'autre. L'influence de ces effets de mémoire et la comparaison des
coefficients obtenus avec des valeurs expérimentales, seront étudiées et discutées
dans les chapitres suivants, pour des situations concrètes.
Le terme de friction que l'on obtient est uniquement dû à la viscosité à deux-
corps et est directement lié à l'intégrale de collisions. Nous avons perdu la friction
à un-corps en choisissant un champ de vitesse qui ne permet aucun couplage avec
d'autres degrés de liberté collectifs et plus particulièrement les modes de surface.
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2.4 Conclusion
Nous avons obtenu une équation macroscopique de dynamique des fluides à partir
d'un modèle microscopique en privilégiant certains degrés de liberté et en intégrant
sur les autres. L'équation obtenue ne concerne pas que l'évolution moyenne, mais
prend en compte les fluctuations via un terme stochastique. Cette force addi-
tionnelle résulte de l'interaction entre les degrés de liberté privilégiés avec les
autres et est par conséquent directement liée à la dissipation, conformément au
théorème dissipation-fluctuation. Cela constitue un progrès par rapport à d'autres
réductions similaires [30]. Nous allons dans la suite appliquer cette nouvelle
équation à différents mouvements collectifs de la physique des ions lourds afin
d'étudier l'influence des fluctuations dans des situations où leur prise en compte
est nécessaire. C'est aussi pour nous un moyen de tester la validité de ce genre de
réduction et des approximations faites pour obtenir cette équation.
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Mouvements de faible amplitude
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Chapitre 3
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Influence des effets de mémoire
dans l'amortissement des
résonances géantes
3.1 Introduction
Les résonances géantes forment un domaine de la physique nucléaire qui a été très
largement étudié, tant sur le plan expérimental que sur le plan théorique. C'est un
phénomène qui est à présent bien connu. Comme il s'agit d'un mouvement collectif
de faible amplitude, il présente un intérêt théorique indéniable, il permet d'étudier
les équations linéarisées et donc de tester sur un cas simple une nouvelle théorie.
La résonance la plus étudiée est la résonance quadrupolaire car c'est le premier
mode excité. Elle correspond à une oscillation quadrupolaire de la surface du
noyai:. Ces mouvements sont très bien décrits par un nombre limité de variables
collectives. Dans ce chapitre, nous nous limiterons à un problème à une seule
dimension en ne considérant qu'une seule résonance à la fois.
Une première application de l'équation de Langevin à un phénomène collectif
en physique nucléaire est l'étude des résonances géantes. La réduction du chapitre
précédent ayant été faite pour un fluide incompressible, cela exclut les oscillations
nionopolnircs. Dans ce cas l'équation de Langevin du chapitre précédent se réduit
à,
1 F 1 d2V 1 dV
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où on a négligé le terme du second o''!re, 5^ 7 ^ </2- Comme il s'agit de mouvements
de faible amplitude, on peut raisonnaulement considérer que la masse collective
est constante. Pour obtenir cette équation nous avons dérivé par rapport au temps
l'équation (2.42) sans terme du second ordre,
Mq + ^Û = F, (3.2)
et nous l'avons combinée avec l'équation (2.55),
F
F + Tq = — + 6KF.
Dans l'équation (3.1), w(t) est une force stochastique markovienne caractérisée
pas ses doux premiers moments,
w(t) = 0 et w(t)w(t') = 26{t -1'), (3.3)
et est directement reliée à la force de Langevin de l'équation (2.55),
y/rfftp(t) = T6KF{t). (3.4)
Sans elle et sans le terme de potentiel, on sait résoudre analytiquement l'équation
(3.1) qui est celle d'un oscillateur amorti de fréquence fi2 = T/M et de largeur
ft/r,
q — q'oe~*ï cos(Çît + <p). (3.5)
On obtient une solution pour </, conformément au champ de vitesse choisi (équation
(2.40)).
Si on considère le cas de la résonance quadrupolaire, le champ de vitesse a
pour potentiel, <p = (2c2 - x2 — j/2)/2, ce qui permet de faire une application
numérique. Pour cette oscillation il est bien connu que la force dérivant du po-
tentiel est négligeable devant celle due à la defomation de la sphère de Fermi
[37]. Pour la fréquence on trouve, hft = 66-4~1/'3A/cF, ce qui est en bon accord
avec les résultats expérimentaux. Le problème est que la largeur des résonances
obtenue, /i/r, où r est le temps de relaxation microscopique, équation (2.57), est
beaucoup trop faible par rapport aux valeurs expérimentales et s'annule quand la
température tend vers zéro. Cette largeur ne tient compte que des effets à deux-
corps et ignore complètement l'amortissement lié au champ moyen. Ce dernier
mécanisme contient deux contributions, une qui est l'analogue pour un noyau de
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l'amortissement dit de Landau dans un liquide de Fermi infini et l'autre qui corres-
pond à rémission rapide de nucléons dans le continuum. Ces deux effets donnent
une largeur qui sous-estime largement les résultats expérimentaux et qui diminue
quand le nombre de masse du noyau étudié augmente. Même en ajoutant toutes
les contributions, on est loin de l'expérience [3S],
Quelle peut être l'influence de la force de Langevin sur ces résonances et
plus particulièrement sur leur amortissement ? Avec cette force on ne peut plus
considérer une seule trajectoire, mais un ensemble. Une oscillation donnée ne
s'amortira pas car la force stochastique a pour tendance à continuellement la
réactiver. En revanche, si on prend la valeur moyenne pour l'ensemble des tra-
jeetoircs, son équation dynamique est l'équation de Langevin (3.1) sans second
membre dont il est question dans le paragraphe; précédent. L'amortissement est
donc toujours trop petit par rapport aux valeurs expérimentales. Quand il y a
plusieurs modes couplés, les fluctuations peuvent avoir une grande importance,
comme nous le verrons au chapitre suivant.
Comme nous l'avons vu dans le chapitre précédent, l'équation de Boltzmann est
markovionne, c'est à dire que le terme de collision ne dépend pas du passé. Ceci est
dû à une approximation dans la dérivation de l'équation de Boltzmann et l'équation
de Boltzmaim-Langevin qui n'a pas été justifiée. Nous allons étudier l'influence de
ces effets de mémoire dans un cas précis, l'amortissement des vibrations collectives
et plus particulièrement des résonances géantes. Des études précédentes, avec un
autre formalisme, ont montré l'importance de ces effets dans ce cas particulier
[39,40]. Nous ne nous intéresserons qu'à l'amortissement dû aux collisions et nous
ne considérerons pas les autres contributions [18].
3.2 Effets de mémoire dans le terme de collisions
Afin de pouvoir tenir compte de façon simple des effets de mémoire dans le terme
do collisions de l'équation de Dolt/mann nous allons étudier des petits mouvements
et. linéariser l'équation autour de l'équilibre thermique, rc(r, p,t),
/(r,p./) = n(r,p,t) + 6f(r,p,t) = n(r,p,t) + \(r,p,t)nn. (3.6)
Dans ces conditions, l'équation de transport pour 6f s'écrit,
Ê.6f + £.V,./>/ - Vr6U.V,,n = /„„, (3.7)
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où Inn est le terme de collision linéarisé tenant compte des effets de mémoire
que Ton veut calculer. Pour cela il faut reprendre le calcul à partir du terme de
collisions complet, avant d'avoir fait l'approximation markovienne et pris la limite
semi-classique, équation (2.20),
A"(l, l\t) = -j£* drTr-i < V2\{H,:(t),G(r)lHv(t - rhao(t - r)]G'+(r)]|l'2 >,
(3.8)
où nous avons supposé que t0 —> —oo. Pour pouvoir effectuer l'intégrale sur le
temps nous allons la linéariser et supposer que le petit mouvement étudié oscille à
la fréquence w et que la fonction de distribution à im-corps quantique s'écrit donc,
p(t) = po + e-lu"[0+,/>o] + eIU"[0,/>o], (3.9)
où 0, 0 + sont les amplitudes RPA correspondant au mode étudié. Une telle
hypothèse limite le calcul qui suit aux vibrations harmoniques et va nous permettre
d'effectuer facilement l'intégrale sur le temps. Pour un mouvement quelconque,
une généralisation est possible en considérant le spectre de Fourier. L'intégrale de
collisions, une fois linéarisée devient,
A*KB(1,1',/) = — jo drTx-2 < ï2\[Hv(t),[tffr,,,or,]]|l'2 >, (3.10)
8HV = t-'-"-7»esp{-jTH0)[O*,Hv] + complexe conjugué, (3.11)
et où as est la partie indépendante du temps de <7o(f )• Pour revenir à une descrip-
tion semi-classique, il faut effectuer la transformée de Wigner dans la limite des
grandes longueurs d'ondes. Ce calcul donne, après intégration sur le temps [41],
(P,t) = T J ^
(3.12)
o ù i \ \ = \ (P. i , r )+\ (p3 , r ) - \ (p2 , r ) - \ (pi ,r)etTFo = 7 ^ ^ ^ . Dans l'équation
(3.12), v*; est la fréquence du mouvement étudié.
Otto intégrale a une structure très similaire à l'intégrale markovienne, la seule
différence étant dans la conservation de l'énergie. Avec les effets de mémoire,
l'énergie collective. /»«;. pout être absorbée par une collision, ce qui n'est pas le
cas dans l'approximation markovituinc. Cela ressemble beaucoup à l'absorption
4S
du son zéro dans un liquide de Fermi étudiée par Landau [43], où un phonon peut
être absorbé ou émis lors d'une collision entre quasi-particules. Sans les effets de
mémoire, les seules collisions permises étaient dues au fait qu'à température finie
la limite des sphères de Fermi est diffuse. Maintenant, l'espace des phases est plus
ouvert et un plus grand nombre de collisions sont possibles, ce qui a tendance à
augmenter l'influence de la dissipation à deux-corps.
3.3 Calcul du temps de relaxation
La prise en compte des effets de mémoire dans le terme de collisions a pour effet,
dans la limite du temps de relaxation, de modifier ce temps. La largeur des
résonances géantes étant directement liée à la valeur de cette grandeur, l'objet
de ce paragraphe est de calculer le temps de relaxation microscopique, r, défini
à partir de l'intégrale de collisions avec effets de mémoire, équation (3.12). Pour
cela nous allons supposer que l'on a un mouvement harmonique et nous allons
reprendre la procédure suivie dans la référence [34] pour obtenir l'équation (2.57)
qui donne le temps de relaxation correspondant à un terme de collisions markovien.
A partir de la définition du temps de relaxation,
Ilin = ~ , (3.13)
en multipliant cette équation par \(p) et en intégrant sur l'espace des moments,
il vient.
[
 '
!<Pp\{p)6f
2
 - n3)(l -
S <Pp\*(dn/de) '
où Iun est donnée équation (3.12) et où, pour passer de la première à la deuxième
ligne, nous avons utilisé les propriétés de symétrie de l'intégrale. Dans l'équation
précédente, W = U"0<S(Ap) et Z = (é(Ae - îiu>) - 6(Ae + hu))/hu. Sans les effets
de mémoire, c'est à dire quand <JJ = 0, c'est bien le même temps de relaxation que
celui défini équation (2.56). Pour pouvoir évaluer ce temps, nous allons supposer
que la distorsion de la sphère de Fermi peut s'écrire à l'aide des polynômes de
Legcndre,
) = aL(t)pLPL(cos9), (3.15)
49
p2 donne
Figure 3.1: Representation schématique de la rotation décrite dans le texte.
qui correspond aux déformations les plus simples. Dans ce cas, a/,(<!) = aie'WLt,
où uii est la fréquence de résonance du mode étudié. Dans la pratique nous ne
ferons le calcul que pour les tous premiers modes. Le calcul du dénominateur est
immédiat, nous allons nous pencher, dans la suite sur le calcul du numérateur.
3.3.1 Séparation des variables angulaires
Une intégrale similaire est calculée pour obtenir la viscosité à deux-corps d'un
liquide de Fermi [42], nous allons suivie la même procédure. A basse température
et à cause du blocage de Pauli, ne vont contribuer à l'intégrale, que les moments
proches du moment de Fermi, PF• A température nulle et sans les effets de mémoire
les collisions sont, gelées, le terme hu et la température ouvrent un peu l'espace
des phases disponible pour les impulsions après une collision entre deux nucléons.
Dans la suite nous allons supposer que la température et la fréquence sont petites
devant l'énergie do Fermi. La difficulté principale dans le calcul des intégrales de
collisions est liée au terme de conservation de l'impulsion, 6(Ap). Nous allons donc
supposer que, lors d'une collision, les impulsions ont toutes le moment de Fermi,
ce qui fait que la contrainte de conservation ne concerne plus que les angles.
Considérons une collision entre deux nucléons ayant pour impulsion pi et p2
avant la collision et pa et p.| après. Si on fait subir au plan (p3,p,|) une rotation
d'un angle ç> autour de l'axe P = pi + P2, de façon à ce qu'il coïncide avec le
plan (P1.P2) (voir figure 3.1), nous avons un problème qui est à deux dimensions
seulement. Dans ces conditions, q = p3—pi = p*—p.| sera petit et, par conséquent,
l'angle entre tous les moments et l'axe P sera approximativement ±0/2, 6 et <j>
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étant les angles de diffusion habituels. La difficulté est de se débarrasser des termes
de conservation dans l'intégrale. Poui l'impulsion, nous allons plutôt utiliser les
variables P et q au Hou de P3 et p^. Comme pj et P3 sont à peu près parallèles,
on obtient, en projetant q sur pi,
fls =Pi + q: cos(0/2) + qr sin(0/2), (3.16)
où q. et qT sont les coordonnées cylindriques autour de P. De la même façon, on
peut écrire,
PA =P2- «s cos(0/2) + qr sin(0/2). (3.17)
Par conséquent,
d3p,i = p F am{8/2)dqrdqsd4f. (3.18)
Comme cette transformation tient compte de la conservation du moment lors de la
collision, on peut immédiatement effectuer l'intégrale sur d3p46( Ap). Pour pouvoir
tenir compte de la conservation de l'énergie, nous allons, maintenant exprimer dqz
et dqr on fonction de de^ et rfe». Des équations (3.16) et (3.17) on déduit
•"* • 'tïà - £? %m-
ce qui donne,
m2
) * • * • * » •j» , ,»W2
Avec
d*pi = mpfdeidQi et d3p2 = mpFde2dÇl2, (3.22)
où Q\ et Çl2 s°ut <lca angles solides repérés par rapport à des axes quelconques qui
ne sont pas forcément ceux caractérisant la déformation de la sphère de Fermi. Le
bilan de la transformation de variables s'écrit donc,
— 7 ^ ,
cos(0/2) (3.23)
et nous permet de séparer l'intégrale en une partie angulaire et une partie énergé-
tique. Dans le cas du calcul de la viscosité où seule la température contribue, cette
transformation introduit une erreur d'environ 10% [42].
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Le changement, de variable fait, le temps de relaxation devient,
J_ _ ., 2 g j ihlde2d€iCkiZnln2nnu J «"i«"2cos(g/2) ^ 2 ) dû
rL ~ " '"
 PF(2irh)3 fdpp2dn/de \
(3.24)
L'intégrale angulaire est la même que clans le cas markovien, elle est calculée en
appendice (§A.l). La nouveauté est dans la partie énergétique que nous allons
nous attacher à calculer. Pour des raisons de simplicité et pour pouvoir utiliser
les intégrales connues (voir en appendice, §A.2), nous allons faire le changement
de variable, x, = (e, - er)/T. On obtient ainsi,
dxidx2(lxidx4
m pi? j—x,
i . i t IT'S £/ ... I ~ < *. ( i t /T 1 \
•J 2 + X'3 + .1*4 — hull 1 ) ~ V(Xi + X2 + 3-3 + J \ | + flUJi,/1 ) . „ . _ .
£—(3.25)
que l'on peut aisément calculer en utilisant l'équation (A.3G) de l'appendice,
h = -TA—IV^L)2 + C2nT)2}. (3.26)
Onip
En conclusion,
1
A cause des effets de mémoire, un terme supplémentaire est ajouté au temps
de relaxation. Son influence est d'autant plus importante que la température
est basse. En effet, sans ce terme, quand la température diminue, le temps de
relaxation devient infini et l'approximation markovienne, qui suppose que ce temps
est jjetit devant le temps d'évolution caractéristique du champ moyen, est de plus
en plus erronée. Ce terme correctif est en accord avec celui trouvé par Landau
pour l'absorption du son zéro [43] (similaire aux effets de mémoire, comme nous
l'avons vu dans le paragraphe précédent).
3.4 Application au cas de la largeur des résonan-
ces
Nous allons utiliser la relation ( 3.27 ) pour calculer la largeur des résonances géantes
et la comparer aux résultats expérimentaux. Pour cela il faut pouvoir calculer
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explicitement l'intégrale angulaire, équation (A. 11), pour un mode donné. Afin de
pouvoir faire le calcul analytiquement, nous allons supposer que la section efficace
différentielle est isotrope, da/dQ. = a/éir. Pour pouvoir appliquer les calculs faits
précédemment, il faut que l'énergie des résonances, HUJL <g. tp. Or, si pour hui,
on prend comme ordre de grandeur, lOOil/eV^l"1/3 et e? ~ 40A/eF, cela limite
cette étude aux noyaux lourds, typiquement, A > 100. Le cas des résonances
isoscalaires, où les neutrons et les protons vibrent en phase, ce qui permet de ne
considérer que des nucléons, comme nous l'avons fait jusqu'à maintenant, est le
plus simple, c'est donc lui que nous allons examiner dans un premier temps.
3.4.1 Vibrations isoscalaires
La première résonance géante isoscalaire est la résonance quadrupolaire, nous al-
lons donc commencer par elle. Le deuxième polynôme de Legendre étant,
A(.<-) = ^ (3 . r 2 - l ) , (3.28)
on obtient pour l'intégrale angulaire,
^ , (3.30)
où < . > repésente la valeur moyenne sur l'angle solide Air. La largeur est donc,
où p = ( 2/3TT2 )(pp/h ) \ est la densité de saturation nucléaire et où on a posé, g = 4.
Sans les effets de mémoire, c'est à dire quand u>2 = 0, on retrouve exactement
l'expression utilisée dans le chapitre 2, équation (2.57) et calculée dans la référence
[34].
Pour comparer aux valeurs expérimentales (figure 3.2), nous allons prendre
la fréquence obtenue au début de ce chapitre, /ia»2 = 66.4"'^3 et pour les autres
grandeurs, les valeurs habituelles en physique nucléaire, a = 37,5m6 et ep =
37i\/eV qui correspond à vj? = 0,28c et p = 0,16/m~3. Pour la section efficace,
nous avons choisi la section efficace nucléon-nucléon dans le vide à une énergie
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Figure 3.2: Comparaison entre la largeur de la résonance géante quadrupolaire
calculée (ligne) et expérimentale (points) à température nulle, pour différentes
masse* atomique*.
Les valeurs expérimentales sont extraites de la référence
égale à l'énergie de Fermi, cette valeur généralement sur-estime la section efficace
dans le milieu. Nous obtenons une largeur théorique environ trois fois inférieure
à la largeur expérimentale. Le désaccord peut être encore plus grand si la section
efficace est inférieure à la valeur choisie.
On peut refaire la même chose pour l'octupole, 7*3 ( a* ) = (5.r3 — 3.T)/2, pour
obtenir.
r.3 = - vFp(T (3.32)
ainsi que pour n'importe quel autre mode, mais nous ne ferons pas le calcul ici.
3.4.2 Vibrations isovectorielles
Dans les cas des vibrations vectorielles, il faut séparer le mouvement des protons de
celui des neutrons. Pour cela, on considère deux distributions distinctes, solutions
de deux équations de transport couplées,
4//,(P. 0 = Kppif) + Kpu(f) (3.33)
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^ /n(p ,<) = A*BB(/) + A'np(/), (3.34)
où A'pp, A'pn,... sont des termes de collisions similaires à celui de l'équation (3.12)
impliquant des nucléons dont l'isospin est connu. Les notations sont évidentes.
Pour calculer l'amortissement, il suffit donc de généraliser ce qui a été fait dans le
paragraphe précédent.
Si les protons et les neutrons vibrent en phase, Sfp = 6fn, on doit retrouver
les résultats précédents des vibrations isoscalaires. Pour le cas isovectoriel, ils
vibrent en opposition de phase, 6fp = —6fn. L'équation de transport globale pour
6fv = 6fp — 6fn est donc,
Jf6fv = WP + InJfn + IpnSfp + InpSfn, (3.35)
où 16f indique l'intégrale de collisions linéarisée. On peut faire le même traitement
que dans le cas isoscalaire. L'intégrale énergétique ne change pas, mais l'intégrale
angulaire; est modifiée car les sections efficaces doivent être différentiées en fonction
de la nature des nucléons,
IL + 1 f dcj> |1 dOpP d<rnn 2 d(Tpn
4ir J cos{6/'2) [2 dQ dd diî
(3.36)
avec A_i/>£ = P t(cos0,) - PL(cos02) - PL{cos9z) + PL(cos04).
Nous allons appliquer de la même façon ces calculs à l'étude de la largeur des
modes dipolaires et quadrupolaires. Comme précédemment, nous allons supposer
que la section efficace est isotrope, en faisant bien attention que dapn/dÇl = crpn/2n
car on peut distinguer les nucléons après la collision. Il est à noter aussi que le
facteur de dégénérescence ne vaut plus que, g = 2.
Pour le mode dipolaire, nous étudierons celui où il n'y a pas de déformation
des sphères de Fermi, et où ce sont les distributions de protons et de neutrons qui
oscillent en translation rune par rapport à l'autre, Pi(.r) = .r. Par conséquent,
seules interviennent les collisions neutron-proton dans l'amortissement. La largeur
se réduit donc à.
(3.37)
et est comparée, à température nulle, aux valeurs expérimentales sur la figure 3.3.
Pour l'application numérique, nous avons pris, opn = 50?nfcet hu>; = 80A~l^3MeV.
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Figure 3.3: Même chose qu'à la figure précédente pour une résonance dipolaire.
La section efficace est encore la section efficace libre à l'énergie de Fermi et la
fréquence correspond à la fréquence expérimentale. Là encore la largeur théorique
est environ trois fois plus petite que celle expérimentale.
Pour la résonance quadrupolaire on obtient exactement la même chose que
dans le cas isoscalaire, avec CT = (avp + ann +2<7pn)/4. Avec avv = ann = 25mb, on
retrouve a = 37,5mb. Le fait que l'on trouve la même largeur pour les deux types
de vibrations, isoscalaire et isovectorielle, est lié au mode quadrupolaire et n'est
pas forcément vrai pour les autres modes.
3.5 Conclusion
Nous avons étudié l'influence des effets de mémoire dans l'intégrale de collisions
de l'équation de Boltzmann dans la limite du temps de relaxation microscopique
et fait une application à l'étude de l'amortissement des résonances géantes. Nous
avons obtenu, de façon entièrement analytique, une expression très simple. Pour
cela, nous avons principalement fait deux approximations, la première qui consiste
à considérer que lors d'une collision toutes les impulsions ont pour amplitude
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l'impulsion de Fermi et qui nous contraint à ne considérer que des cas où hu>,T <C
ep- et la deuxième qui est que la section efficace est isotrope. Nous avons trouvé,
d'une manière générale, pour les modes étudiés (L = 1,2 dans le cas isovectoriel
et L = 2,3 dans le cas isoscalaire),
où a = o-pn/2 pour la vibration dipolaire et a = (app + ann + 2apn)/4 pour les
autres vibrations. Faire l'approximation markovienne revient à annuler hui dans
la relation (3.3S). A basse température ces effets de mémoire ne peuvent pas
être négligés. En effet, sans eux et. à température nulle, l'amortissement dû aux
collisions est rigoureusement nul, avec, il contribue pour un tiers environ à la valeur
expérimentale.
Cependant, cette relaxation est loin de reproduire les résultats expérimentaux
et il faudrait aussi tenir compte de la friction à un corps pour être complet
[3SJ. L'émission de neutrons par couplage avec le continuum pourrait participer à
l'amortissement des résonances, ce qui signifie qu'un traitement semi-classique
comme le nôtre n'est pas suffisant et qu'une étude quantique est sans doute
nécessaire. Mais même en additionnant les deux contributions cela n'est pas suf-
fisant. Peut-être y a-t-il un couplage entre les deux mécanismes ? Des études sont
menées dans ce sens [47]. Il est aussi possible qu'une partie de l'amortissement soit
dû au couplage entre la résonance étudiée et les autres modes qui absorberaient
ainsi une partie de l'énergie [48]. Il en est question dans le chapitre suivant.
L'étude que nous avons faite concerne l'équation de Boltzmann et nous avons
montré que pour des phénomènes comme les résonances géantes les effets de
mémoire sont importants. Quelles sont les conséquences sur l'équation de Boltz-
mann-Langevin ? Dans le traitement que nous avons fait, nous avons com-
plètement oublié le terme stochastique, qui devrait être présent, conformément
au théorème dissipation-fluctuation. Tenir compte des effets de mémoire dans
l'intégrale de collisions, implique d'en tenir compte dans la fonction de corrélation
de la force stochastique, ce qui est loin d'être simple. Il n'en sera donc pas question
ici.
Chapitre 4
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Modèle de Bohr et Mottelson
pour des noyaux à température
finie
Nous avons vu (huis le chapitre précédent que l'équation de Langevin obtenue à
partir d'un modelé microscopique s'applique bien à l'étude des résonances géantes.
Cependant, l'étude faite n'est qu'à une seule dimension, qu'en est-il du couplage
entre plusieurs résonances ? Des calculs ont déjà été faits sur le couplage en-
tre la résonance géante dipolaire (GDR) et un mode quadrupolaire [48] ou les
5 modes quadrupolaires [49]. Un couplage statique reproduit bien les données
expérimentales concernant la GDR, excepté la largeur qui est sur-estimée. Il
est montré que la prise en compte des fluctuations dans les différentes formes
quaclmpolaires a tendance à diminuer cette largeur. En effet, la GDR ne "sait"
pas dans quelle configuration est la déformation quadrupolaire et "ressent" une
superposition des 5 formes due au mouvement rapide entre ces 5 déformations.
Ce phénomène de rétressissement dynamique est appelé motional narrowing et a
d'abord été observé en physique du solide. Les auteurs des références [48,49] ont
utilisé une équation de Langevin pour décrire les oscillations quadrupolaires et
une équation différentielle déterministe pour le mouvement dipolaire. Par leur ap-
proche phénoménologique ils ont montré que ce type de formalisme est bien adapté
à ces phénomènes physiques. Nous allons donc, en généralisant la réduction de
dynamique des fluides faite au chapitre 2, tenter de donner une justification mi-
croscopique à ce genre d'approches.
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4.1 Réduction multipolaire de l'équation de Boltz-
mann- Lange vin
Dans ce paragraphe nous allons généraliser la réduction sur une seule variable
collective de l'équation de Boltzmann-Langevin faite dans la z'éférence [17], et
rappelée dans le chapitre 2, à un problème à N degrés de liberté. Pour cela nous
allons suivre la même méthode et garder les mêmes notations. Une réduction de
type dynamique des fluides a déjà été faite pour un champ de vitesses similaire
[50], mais elle ne concerne que les valeurs moyennes, nous en proposons ici une
extension stochastique.
4.1.1 Réduction de dynamique des fluides
Notre but est d'étudier un mouvement collectif caractérisé par N variables collec-
tives, {qn(t),l < T) < N}, en obtenant des équations cinétiques pour ces variables.
Pour cela nous allons supposer que la dynamique est décrite par une somme de
champs de vitesses irrotationnels et orthogonaux,
N
avec
0n(r)<Mr ;)ocd)(r-r') Vn, (4.2)
et
J<Pr<l>n{r)4>m{r) <x 6nm. (4.3)
Dans l'équation (4.1), n peut être un double indice, par exemple n = (/, m), avec
—/ < m < /, pour l'étude d'un mouvement multipolaire. Nous gardons cette
notation compacte pour alléger l'exposé. Comme dans le cas à une dimension,
nous allons garder les hypothèses de diabaticité et de quasistaticité, p(r,t) ~
Po(r,qi(t),..., ç,v(/)). Maintenant l'équation de continuité s'écrit,
(7r ) (4.4)
n=l \a'ln /
Nous allons faire l'hypothèse supplémentaire que nous avons une loi d'échelle pour
chaque mode [50],
^ Vn. (4.5)
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Pour obtenir une équation sur les variables collectives, nous allons multiplier
l'équation d'Euler, équation (2.3S), par V0P et intégrer sur l'espace réel. A l'aide
de l'équation de continuité, équation (4.5), et en faisant quelques intégrations par
partie, on obtient facilement,
n=l - n,m=! a?P °^P
qui est l'analogue de l'équation (2.42) du cas à une dimension. A cause du cou-
plage, la force liée à une déformation donnée, Fp(t) — Jj—, va agir sur tous les
modes. C'est un système de N équations de Langevin couplées où les coefficients
sont, la masse,
= mj <Prpo(r, </,,..., îN)W, ,W, n , (4.7)
le potentiel,
V(</| qN) = J <tirEpol(p0{r,(jl,...,qN)), (4.8)
et la force dynamique due à la deformation de la sphère de Fenni,
F
"
(t) =
où,
FP = didj^Qij. (4.10)
Si on se donne un champ de vitesses, la masse collective peut-être aisément calculée.
Le potentiel, lui, peut être évalué à partir d'une force de Skyrme ou à partir
cVun modèle de type goutte liquide. Comme dans le cas à une dimension, le
problème est d'évaluer la force dynamique qui est toujours exprimée en fonction
de la distribution à tm-corps stochastique, /(r, p,/).
4.1.2 Calcul de la force dynamique
Pour calculer la force dynamique, nous allons supposer que le système n'est pas
trop éloigné de l'équilibre et faire la même linéarisation que dans le cas à une seule
dimension,
,*)- (4.11)
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Nous niions, de plus, supposer que le fluide est incompressible,
,t = 0 V??. (4.12)
La linéarisation de l'équation de Boltzmann-Langevin donne, dans ce cas plus
général,
-(nnX) --~^(jpFp = I0.\+6K0. (4.13)
Les deux termes de collisions, IQ et 6KQ ne sont pas changés par rapport au
cas à une seule dimension. Etant donné Failure de l'équation (4.13) nous allons
rechercher une solution de la forme,
\ = J>p(t)Fp, (4,14)
pal
par analogie avec l'équation (2.51). En incorporant cette forme dans Fn(t), on
obtient au premier ordre,
N
Fn(o = E X o r i V (4.15)
avec, comme définition étendue de F,
II est très facile de trouver les np en inversant la matrice (F) et les F,ip peuvent
être calculés analytiquement pour une distribution de Fermi sphérique.
Fnp = —H- < didjtndidjtp >, (4.17)
o
où .4 est le nombre total de nucléons, e/c, l'énergie de Fermi et où < . > représente
la moyenne sur l'espace réel. Pour obtenir une équation différentielle pour la force
Fn{t), nous allons multiplier l'équation (4.13) par Fn et intégrer sur l'espace des
phases,
(IF jV 'v F
- ^ + E T"p(h> = - E 7^ + M>» ' (4-18)
où le temps de relaxation microscopique s'écrit,
= V* pq I (à 1Q^
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avec
. ..2 A p A r>
(4.20)
où l'on a noté, AFn = Fn(r,p4) + Fn(r,p3) - Fn(r,p2) - Fn(r,pi). A basse
température (T C eF), l/rpn peut être calculé analytiquement pour des modes
donnés en suivant la méthode exposée dans le chapitre 3. Dans l'équation (4.18),
la force stochastique a une valeur moyenne nulle et est caractérisée par son second
moment,
6KFn(t)6KFp(t') = 2IpnS(t - t'). (4.21)
De la même façon que pour une seule variable collective on peut exhiber les
effets de mémoire en intégrant formellement l'équation différentielle vérifiée par
Fn(t),
Fn(t) = - f dt'Y. ( IV/ P (O^^(1 - Syn)) €-«-''>/"•" + 6Kn, (4.22)
J-1* psi \ Tpn J
où la fonction de corrélation entre les forces stochastiques s'écrit,
r r / t_*i f _t \
6Kn(t)SKJt') = 2—"" pp Ipn (exp( )9(t' -t) + exp( —— )8{t -t')\.
(4.23)
Associée avec l'équation (4.6), l'équation (4.18) forme un système compliqué
d'équations de Langevin généralisées couplées qui est difficile à manipuler,
N i N n*f n y
r^ w .. . i v^ • • Ulvlnm . <JV
n=l - n.m=l aHp a(lp
^
/ëfrnpîn(*') + -^(l-6p n))e-( (- ( '»/T- + ^A'p, (4.24)
n=l \ rP" /
et dont les coefficients, Mnp, Vnp et rnp sont donnés respectivement par les équations
(4.7), (4.1G) et (4.19). En particulier, les forces stochastiques sont couplées,
équation (4.23). On peut espérer des simplifications dans des cas particuliers
avec des coefficients non-diagonaux qui s'annulent. Si on restreint le problème à
une seule variable collective, l'équation (4.24) se réduit à l'équation (2.59) obtenue
dans le chapitre 2.
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4.2 Application aux vibrations quadrupolaires (3
et 7
Nous allons appliquer les équations de Langevin généralisées (4.24) à un cas très
simple à deux dimensions, celui des vibrations quadrupolaires /? et 7, largement
étudiées et intéressantes pour la physique des noyaux chauds. /? et 7 sont les coor-
données de Hill et Wheeler qui sont une paramètrisation possible de la déformation
des noyaux [37],
) = 7?0 (l + /;<(cos7r2o(0^) + 4 j siix7(*?(*»V) + > Ï ~ 2 ( ^ ) ) J (4.25)
= /?0 (1 + 0\ —-(cos7(3cos20- l) + sin7\/5sin26>cos2y?)J ,
\ /
où 7?o = r0A~1^. La vibration /^  correspond donc à une oscillation suivant K2° et
la vibration 7 à une oscillation suivant y'22 + F2~2, par conséquent, les deux champs
de vitesse s'écrivent,
avec <f>0 = -('2z2 — x2 — y2), (4.26)
avec <j>y = V3(x' - y'). (4.27)
On peut aisément vérifier que ces deux modes sont orthogonaux. Nous allons pou-
voir maintenant calculer tous les coefficients de l'équation de Langevin, équation
(4.24), et comparer aux résultats expérimentaux la fréquence et la largeur obtenues
pour ces résonances.
4.2.1 Une seule résonance
Comme première étape et pour «les raisons de simplicité nous allons d'abord con-
sidérer chaque oscillation séparément ce qui restreint le problème à deux études
à une seule dimension. Dans l'introduction du chapitre 3, il est déjà question de
l'application de l'équation (2.59) aux résonances géantes de l'équation de Langevin,
qui s'écrit, pour mémoire,
... 1.. r .
l jjl (), (4.28)
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où les termes du second ordre ont été négligés et où la force stochastique a pour
deux premiers moments.
w(t) = 0 et w(t)w(t') = 26(t-1'). (4.29)
Pour chacune des deux oscillations, /S et 7, les paramètres peuvent être évalués
explicitement. On trouve pour les deux modes,
M = 2mA < r2 >, (4.30)
r = 2^2. (4.3!)
5
Le fait que Ton obtienne exactement les mêmes coefficients est lié au facteur de
normalisation des potentiels des champs de vitesses, équations (4.26,4.27). La
fréquence est aussi la même pour les deux oscillations, indépendemment de ce
facteur,
Çl2 = „ 1 2 6 F 9 , ie, tiQ = 60A"1'3 MeV. (4.32)
5m < r2 >
Nous avons déjà calculé la largeur de la résonance 0 au chapitre 3, il nous reste à
évaluer celle de la résonance 7. Pour cela nous allons utiliser la même méthode, à
ceci près que pour le calcul de la partie angulaire, il faut tout refaire car on ne peut
plus utiliser le théorème d'addition des harmoniques sphériques. La séparation des
variables angulaires et des variables d'énergie se fait de la même manière que dans
le chapitre 3 et le temps de relaxation s'écrit pour la résonance 7,
^
 ( 4
-
3 3 )
où IE est définie par l'équation (3.24) et où
/«fflKfflasjfe, si"0i cos2^,(A(Sin0t ^ ) ) f
2
 4 fdQ sin" 8 cos2 2<^  " ( '
Le calcul de IE a déjà été fait, voir équation (3.26), celui de I2 est à refaire en
utilisant les résultats de l'appendice A.l. L'intégrale angulaire se décompose en
quatre parties,
/22 = /4 + / 3 - / 2 - / , , (4.35)
avec,
/ ^ ^ ! 2 ( 4 ' 3 6 )
<4
-
37>
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où ai et & sont définis équation (A.25). Pour i = 2,3,4 les ai et /?; peuvent être
exprimés en fonction des variables d'intégration, équations (A.16,A.24). Le calcul
des /, se fait sans problème, même si il est un peu pénible, et l'on obtient,
I\ = AIT I sm8/2d9d<j>-£-[2P2{coiii 9/2 - sin29/2cos<j>) - P2(cos9) - 1], (4.38)J ail
qui est strictement égal à la partie angulaire pour la résonance /?, équation (A.11).
Il est donc remarquable que nous obtenions le même temps de relaxation pour les
deux résonances étudiées,
1 / T \ 2
- = SavFp { — ) . (4.39)
T \€f/
La fréquence calculée, équation (4.32), est en bon accord avec les résultats
expérimentaux tandis que la largeur obtenue est beaucoup trop petite et surtout
le temps de relaxation, r, diverge quand la température s'annule. Ceci est dû,
comme nous l'avons vu au chapitre 3, à l'approximation markovienne faite lors du
calcul du terme de collision de l'équation de Boltzmann. La prise en compte des
effets de mémoire a pour effet de multiplier T2 par (1 + (hQ/2irTf) dans l'équation
(4.39) et d'améliorer la largeur calculée.
4.2.2 Couplage entre les résonances /3 et 7
Etudions maintenant le cas plus général des vibrations /? et 7 couplées. A partir de
leur définition, équations (4.7,4.10,4.19), il est immédiat que tous les paramètres
de couplage, Jl/j-y, T^-, et \/TQ~, s'annulent et les matrices de paramètres s'écrivent,
(4.40)
(H = ( ; ; 1, (4.4i)
(4.42)
où les termes diagonaux, M, F et r sont les paramètres de l'équation de Lan-
gevin a une dimension du paragraphe précédent, équations (4.30,4.31,4.39). Par
conséquent, les équations dynamiques deviennent,
V
 = Fl3, (4.43)
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-*/•»&+ ! ^ = Fy, (4.44)
avec
^ = -Ffc - ^ 4- *A>, (4.45)
et
**L = _ r * _ £ + «A%. (4.46)
Les forces stochastiques sont decouples elles aussi,
6Ka(t)6W) = 0, (4.47)
et leur fonction de correlation est,
.rr.6Kl3(t)6KB{t') = 6A\(t)Sh\(t') = 2—S(t - t'). (4.48)
Ces équations sont beaucoup plus simples que le cas général à N dimensions, en
particulier parce que les forces stochastiques sont décorrélées. Cela permettrait
une résolution numérique aisée. Le seul couplage entre les modes 13 et 7 se fait à
travers le potentiel. Pour pouvoir continuer il faudrait donc se donner une carte
de potentiel de la déformation. Ces équations présentent donc un grand intérêt
car elles ont été entièrement déterminées à l'aide d'un modèle microscopique et
justifient ainsi les approches phénoménologiques des références [48,49]. De plus,
elles sont applicables très simplement car il n'y a pas de couplage autre que celui
dû au potentiel.
4.3 Conclusion
Dans ce chapitre, nous avons généralisé le travail fait dans la référence [17] où
une projection sur une variable collective de l'équation de Boit zmann-Langevin
est faite. Nous avons étudié le cas d'un champ de vitesses décrit par un nom-
bre N de variables. Le système d'équations de Langevin obtenu est très com-
pliqué à cause des nombreux couplages. En particulier les forces stochastiques
ne sont pas forcément indépendantes, ce qui rend une application numérique com-
pliquée. NOMS avons envisage ensuite le cas simple du couplage entre les résonances
quadrupolaiies :H et -,. Dans ce cas le système d'équations de Langevin se simplifie
énormément et le seul couplage qui reste est celui dû au potentiel. Ce système se
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prête donc facilement à une résolution numérique similaire à celle faite dans les
références [48,49]. Il serait très intéressant de prendre aussi en compte d'autres
modes de polarité plus élevée afin d'étudier l'influence de ces couplages sur la
largeur.
Pour pouvoir refaire exactement le même travail que celui fait dans les références
[48,49] avec un modèle microscopique il faut en plus étudier le couplage au mode
dipolaire. Or, il n'est pas évident que ce modèle puisse s'appliquer aux résonances
dipolaires car, dans la réduction que nous avons faite, nous n'avons pas dif-
férentié les protons des neutrons. Pour cela, il faudrait considérer des équations de
Boltzmann-Langevin séparées pour chacun des types de nucléons, d'une manière
similaire à ce qui a été fait au §3.4.2. Une telle généralisation est a priori facilement
faisable.
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II
Mouvements de grande amplitude
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Chapitre 5
73
Etude de la fission induite
5.1 Introduction
Lors des collisions fortement inélastiques entre ions lourds, aux énergies inter-
médiaires (E"/A ~ 1 — 2MeV), il y a formation d'un noyau chaud qui va se
désexiter en principalement deux voies, l'évaporation de particules et la fission. Il
y a compétition entre ces deux canaux et il faut une approche dynamique pour
déterminer la voie la plus rapide. Nous allons nous préoccuper exclusivement de
la fission. Toutes les informations expérimentales que nous avons sur ce processus
proviennent des particules évaporées. Ces mesures permettent d'obtenir des infor-
mations sur les temps caractéristiques du phénomène de la fission et de déduire
la valeur de la viscosité de la matière nucléaire. Pour une n.-vue récente sur les
horloges nucléaires, i.e. les méthodes de mesure des temps caractéristiques, voir la
référence [51]. La fission est un processus très compliqué, qui nécessite l'étude de
la dynamique de passage au dessus d'une barrière multidimensionnelle. La dissi-
pation joue un rôle très important et sa prise en compte rend le problème encore
plus difficile. Nous allons nous limiter a un modèle très simple. Le noyau, après
une grande elongation, se divise en deux morceaux égaux. Nous allons nous limiter
au cas de la fission symétrique et nous allons pour cela, considérer un problème
à une seule dimension. L'idée est de considérer la fission thermique comme un
phénomène de diffusion par dessus une barrière (figure 5.1) et d'utiliser l'équation
de Langrvin obtenue au chapitre 2 pour étudier la dynamique. Dans les deux
chapitres précédents cette équation était appliquée à de petits mouvements, dans
ce chapitre elle va être appliquée à un phénomène collectif de grande amplitude.
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Figure 5.1: Représentation schématique de la fission thermique.
Dans le problème que nous nous sommes pose, la variable collective, q, peut
être le moment qundrupolaire ou toute autre variable similaire. Pour la barrière,
nous avons utilisé le modèle de la goutte liquide, sans les corrections du modèle
en couches qui deviennent négligeables pour des températures supérieures à 2-3
MeV [52]. Pour de telles énergies d'excitation on peut aussi négliger l'effet tunnel
sans aucun problème. C'est la force de Langevin qui permet aux particules sous
la barrière de fissionner. La grandeur physique que nous allons étudier est le taux
de fission,
1 dPr(t) , _ .
r{t) =
 -pÂf)-ir^ i5A)
où Pr(t) est la probabilité que le noyau n'ait pas encore fissionné, c'est à dire le
nombre de noyaux ayant un q inférieur à sa valeur au point selle, </3, à la date t,
divisé par le nombre total de noyaux. Par cette définition, on considère que le flux
au niveau du point selle est le même que le flux au point de scission. L'intérêt
est qu'à une dimension la position du point de scission est mal connue car il est
difficile de décrire la forme du noyau en ce point avec le moment quadrupolaire
seul. Cela permet aussi de diminuer le temps de calcul.
L'idée d'utiliser une équation de type Langevin pour étudier la fission induite
n'est pas nouvelle, elle date de Kramers [53] en 1940. Ce type d'équation a
d'abord été utilisé pour étudier le mouvement brownien et il peut être surprenant
de l'appliquer à un tel problème. L'idée est qu'il y a deux échelles de temps carac-
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téristiques, le mouvement collectif lent auquel est associé une masse élevée et qui
peut être vu connue la particule brownienne et les degrés de liberté nucléoniques
intrinsèques qui peuvent être assimilés au bain thermique. Kramers a fait un calcul
analytique du taux de fission stationnaire dans la limite des faibles et très grandes
frictions. Son étude dépasse largement ce domaine restreint et les équations qu'il
a dérivées ont beaucoup été utilisées et améliorées en cinétique chimique, voir par
exemple la référence [29]. Pour cela, il a utilisé une équation de Fokker-Planck,
équation (2.3) qui détermine l'évolution de la distribution de probabilité, P(q,p, t).
Avec cotte approche, la probabilité que le noyau soit entier vaut,
fila f+CQ
Pr(t)= dq dpP(q,p,t) (5.2)
J—iX> J — 'X>
Ses calculs ont le mérite d'être analytiques, mais ne donnent aucune indication sur
l'importance du régime transitoh'e.
Dans le ens de la fission, des résolutions plus poussées ont été effectuées numéri-
quement avec une équation de Fokker-Planck [21], les résultats obtenus par Kra-
mers ne permettaient pas de reproduire les résultats expérimentaux. Cette étude
a permis de mettre en évidence un long régime transitoire qui ne peut être oublié
dans l'étude de la compétition entre les voies de désexcitation des noyaux chauds.
Des calculs similaires ont été effectués avec une équation de Langevin [20], équation
(2.1), qui est équivalente à l'équation de Fokker-Planck utilisée par Kramers, [27].
Cette fois-ci, pour obtenir la probabilité PT(t) ou toute autre observable, on calcule
un grand nombre de trajectoires et on fait la moyenne sur l'observable étudiée.
L'équation de Langevin a le mérite d'être beaucoup plus intuitive que l'équation de
Fokker-Planck et plus simple à résoudre numériquement. C'est donc cette forme
que nous utiliserons et non un équivalent de type Fokker-Planck de l'équation
(2.59).
Les calculs faits dans les références [21,20] sont complètement phénoméno-
logiques, le coefficient de friction réduite a été ajusté de façon à retrouver des
résultats expérimentaux [54]. Ces études ont permis de mieux comprendre la fission
induite et d'obtenir une valeur de la viscosité de la matière nucléaire à partir des
mesures de multiplicité de neutrons [56]. Cependant, cette détermination est loin
d'être aisée, des mesures plus récentes [57] semblent indiquer que le coefficient de
friction pourrait être plus élevé que celui obtenu lors des premières mesures. En
fait, s<*l<m les expériences et selon les modèles utilisés pour analyser les données,
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le coefficient de friction réduit varie de 3 = 2 ÎO21^"1 à /? = 20 ÎO21^1 [51]. Une
revue de toutes les frictions mesurées et calculées est faite dans la référence [51].
Dans ce chapitre, une étude similaire a été effectuée avec l'équation de Langevin
dérivée microscopiqiument au chapitre 2. Le coefficient de friction est maintenant
entièrement déterminé à partir de grandeurs microscopiques caractéristiques du
noyau. L'équation de Langevin utilisée est obtenue après avoir fait l'approximation
diabatique pour un champ de vitesse irrotationcl. Ces conditions apportent des
restrictions à l'application de l'équation qui ne peut être utilisée pour la fission
à basse énergie. Notre but, ici, est d'étudier la fission thermique, c'est à dire
à haute énergie. De toute façon le fait de partir d'une équation semi-classique,
l'équation de Boltzmann-Langevin, limitait déjà l'étude aux énergies élevées. A
basse température, on ne peut plus oublier l'effet tunnel qui entre en compétition
avec la diffusion thermique. Enfin, comme nous l'avons déjà vu au chapitre 2, la
friction à «/«-corps n'est pas prise en compte dans le modèle.
5.2 Ingrédients du calcul
Pour la fission symétrique nous allons considérer un champ de vitesse quadrupo-
laire,
4>(r) = (2zi-x2-y2)/2. (5.3)
L'équation de Langevin généralisée (2.59) garde toujours la même forme
;, - pq
 ~ M
(5.4)
mais les coefficients peuvent être calculés explicitement. La friction devient
ii(t - / ' ) = - exp -(t - t')/r, (5.5)
où /i est le coefficient de friction réduit et s'écrit:
La force stochastique a la fonction de corrélation donnée équation (2.61) et £ = 1.
La masse collective, qui ne peut a priori être prise constante, est un peu plus
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compliquée à calculer. Pour un champ de vitesse quadrupolaire, elle devient
M(q) = m J<Prp{r, q){x2 + y2 + 4z2) (5.7)
et, par conséquent, M{Q) = 2 Am < r1 >. Pour obtenir la dépendance en q, nous
allons faire vin développement de Taylor. Il nous faut donc évaluer les dérivées
partielles multiples de M. En utilisant la relation de continuité (2.41) et après
avoir effectué une intégration par partie, on obtient
-s— = m / d3rp(r,q)(16z2 - 2.r3 - 2t/2). (5.8)
aq J
Si on itère le procossus, il vient,
°
n
- = m [<Prp{t,q)(4n+2:i + (-2)n+lx2 + (-2)"+1î/2), (5.9)dq
qui devient, pour q = 0,
OM
6dq
Finalement, on obtient pour la niasse collective,
M(q) =
~
y
 ^-M(0). (5.10)
y ( 2 e x p ( 4 9 ) + exp(-2«)). (5.11)
Nous avons maintenant tout ce qu'il faut pour appliquer l'équation (5.4) à la
fission. Mais avant, nous allons comparer l'équation obtenue à celle utilisée dans
les cas phénoménologiques.
5.3 Discussion
5.3.1 Influence des effets de mémoire
L'équation (5.4) est différente de l'équation de Langevin utilisée dans les approches
phénoménologiques, à cause des effets de mémoire et de la masse non-constante.
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Pour mieux pouvoir comparer les équations utilisées clans les deux approches, nous
allons réécrire les équations (5.4) sous une autre forme,
F = - f-,3p-F + y/Mj3Tw{t)\, (5.14)
où w{t) est une force stochastique markovienne,
w(t) = Q et uit)w{t') = 2S(t-t'). (5.15)
Avec cette écriture, les effets de mémoire sont transformés en une troisième équation
différentielle qui contient une force stochastique markovienne, ce qui est beaucoup
plus simple à traiter numériquement.
Pour comprendre quelle peut être l'influence des effets de mémoire, nous allons
étudier une trajectoire paticulière. Sans la force de Langevin et avec une masse
constante, l'équation différentielle (5.4) peut être résolue aualytiquement, après
quelques approximations. En effet, la partie linéaire de l'équation (5.4) peut aussi
être écrite sous la forme d'une équation différentielle du troisième ordre (cf équation
(3.1)),
q + -q + {-± ul)q + ^ ^ ç = \/0MTw(t), (5.16)
T T T v
où u>o est la fréquence du potentiel.
Si nous supposons que la friction est grande devant toutes les fréquences et que
Î2 S> u,'o, on peut résoudre analytiquement l'équation (5.16) sans second membre
et obtenir,
q(t) — -4exp(— —Is + Bexp( —— )cos(u;< + $), (5.18)
oil UJ est pratiquement la fréquence de la résonance géante quadrupolaire,
-±u.'2)--i-«a (5.19)
so
Dans l'équation (5.IS), .4, B et $ dépendent des conditions initiales.
Il apparaît donc des oscillations amorties à la fréquence fi, fréquence de la
résonance géante quadrupolaire, qui viennent s'ajouter au terme de dérive. De
telles oscillations, dues aux effets de mémoire, avaient déjà été remarquées dans
la référence [36], mais maintenant nous avons une force stochastique qui ravive
ces oscillations. Ce comportement se voit bien sur la figure 5.2 où l'équation
(5.16) a été résolue numériquement. Pour que la comparaison soit correcte nous
avons choisi, dans les deux exemples montrés, la même série de nombres aléatoires
pour le calcul de la force. Les conditions initiales ont été choisies arbitrairement
au delà du point selle, ce qui fait que le noyau évolue vers la scission. Nous
aurions observé un comportement similaire dans le puits. Dans le cas markovien,
sans le terme de Langevin, on a une évolution lisse et exponentielle. La force
stochastique a pour effet d'introduire des déviations autour de la valeur moyenne,
qui se confond avec l'évolution non-stochastique. Dans le cas non-markovien, il
n'est pas forcément évident que la valeur moyenne des trajectoires coïncide avec
l'évolution du terme de diffusion seul, comme précédemment. Intuitivement, on
comprend que les effets de mémoire peuvent éventuellement changer le taux de
fission. La masse ne change pas beaucoup sur la durée étudiée, on peut facilement
faire l'approximation, M(q) as M{qQ), dans l'équation (5.18). Le terme de dérive
ne dépend pas de la masse, le seul effet que l'on puisse donc attendre, est un
changement de la fréquence des oscillations. Cela été vérifié numériquement. Cela
ne devrait donc pas influencer le taux de fission.
5.3.2 Taux de fission analytique
II est possible de calculer le taux de fission stationnaire, k, de façon analytique
[59,G0]. Dans le cas de frictions élevées, on obtient
t = - ^ e x p ( - ^ ) , (5.20)
où A est la plus grande racine réelle de la transformée de Laplace de l'équation
différentielle sans second membre utilisée (5.1G),
A3 + l\2 + (* ± ^ ) A + ^â. = o, (5.21)
w0 et (*'(, sont respectivement les fréquences du potentiel au fond du puits et au
point selle (équation (5.17)), et \\ est la hauteur de la barrière. L'idée est que,
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Figure 5.2: Effet de la force de Langevin sur une trajectoire individuelle dans les
cas markovien et non-markovien.
La condition initiale, cat prine an delà du point seik. Pour pouvoir comparer, nous
avons prix la même auitt de nombres aléatoires dans les deux exemples
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pour une friction élevée, les particules dans le puits de potentiel métastable sont
presque à l'équilibre thermique. Au niveau du point selle on peut assimiler le
potentiel à une parabole inversée et pour obtenir le flux au dessus du point selle
il faut raccorder les deux distributions, dans le puits et au sommet de la barrière.
Dans le cas d'une équation linéaire, A peut être facilement évalué. Dans
notre cas cela revient à considérer que la masse est constante. Si en plus on
fait l'approximation markovienne on retrouve la limite donnée par Kramers [53],
H,+ (0/2)» - (0/2)) exp(- |) . (5.22)
Avec les effets de mémoire et si r est assez grand pour avoir des oscillations, on
peut aussi trouver A de façon analytique, mais l'expression n'est pas très parlante.
Pour une friction très élevée, on peut en donner une expression approchée,
II devient clair que les effets de mémoire ont une influence sur le taux de fission.
Cependant, une application numérique dans les cas présentés plus loin montre que
le terme correctif est très faible, ulr/2nl3 ~ 0,001.
Nous ne savons pas calculer analytiquement le régime transitoire, or il a un
rôle très important dans la compétition avec l'évaporation de particules. Une
approche numérique est donc nécessaire pour étudier la fission avec une équation
de Langevin. A cause du terme stochastique, cette résolution n'est pas très aisée,
nous avons donc d'abord testé le code sur des cas connus.
5.4 Simulation numérique. Comparaison entre
les approches de type Langevin et Fokker-
Planck.
5.4.1 Simulation numérique de l'équation de Langevin
Des calculs numériques de taux de fission ont déjà été fait à partir d'une équation
de Fokker-Planck [21]. L'équation utilisée est équivalente à une équation de Lan-
gevin avec un bruit blanc gaussien. Afin de tester la méthode numérique utilisée,
nous avons refait les calculs de la référence [21] avec une équation de Langevin
S3
phénoménologique, dans les mêmes conditions. La méthode numérique est exposée
en appendice B.
Nous avons calculé le taux de fission en fonction du temps (cf équation (5.1))
en considérant le flux au point selle. Même avec une statistique élevée, la proba-
bilité que le noyau soit entier en fonction du temps, Pr(t), n'est pas une fonction
parfaitement lisse et prendre sa dérivée devient donc délicat. Ce qui nous intéresse
c'est l'évolution globale et non les fluctuations qui risquent d'être amplifiées lors
de la dérivation. Une première méthode pour se débarrasser des fluctuations est
d'intégrer sur un pas de temps At [20],
fPAtAt/L,
Une autre possibilité est d'utiliser une méthode de dérivation sur cinq points,
PT(t - 2At') - SPAt - At') + SPAt + At') - PAt + 2At')
(5.25)
Nous avons comparé les deux méthodes et elles donnent des résultats très proches.
Dans la suite, c'est la deuxième méthode que nous utiliserons. La difficulté est de
bien choisir At. Si il est trop petit, < r(t) > est pollué par les fluctuations et on
ne voit plus l'évolution générale et si At est trop grand, cela risque de fausser la
convergence vers le taux de fission stationnaire. Dans la pratique nous avons choisi
un At de Tordre d'une dizaine de A (pas de temps utilisé pour intégrer l'équation
différentielle) dans le cas markovieu et une centaine dans le cas non markovien, ce
qui correspond à At ~ 10~22^.
5.4.2 Comparaison avec une approche de type Fokker-Planck
Les auteurs de la référence [21] ont étudié le taux de fission d'un noyau de masse
248 à l'aide d'une équation de Fokker-Planck à deux températures et deux frictions
différentes. La variable collective choisie est une elongation et le potentiel est donné
par
= Mgq\q-c)(q+b)y (5.26)
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où M -•= MQAAleV/c*,g =-- 1,32S7 1O"40 fines'2, b = 5 fm et c = 19,688 fm.
La barrière a une hauteur de 3,67 MeV. Les conditions initiales sont tirées de
manière aléatoire suivant une distribution gaussienne froide,
<I(<hP) = Dexp~ (JJ + M"o(<l ~ 9.)2) , (5.27)
de temiJcrature 7o = 0,ZMeV. Dans l'équation (5.27), u>o et </i sont les paramètres
de la parabole osculatrice du puits de potentiel et D est la constante de normali-
sation. Il ne reste plus qu'à résoudre N fois l'équation de Langcvin et à faire la
moyenne des observables étudiées.
Nous avons refait ces mêmes calculs à l'aide d'une équation de Langevin au lieu
d'une équation de Fokker-Planck. La figure 5.3 représente une comparaison entre
les deux approches. Les désaccords sont sûrement dus au fait qu'avec l'équation
de Fokker-Planck c'est une solution approchée qui est donnée. Nos calculs repro-
duisent, très bien la limite stationnaire donnée par la formule de Kramers (équation
(5.22)).
5.4.3 Comparaison avec des calculs similaires
Nous avons aussi refait les calculs de la référence [20] ou le taux de fission de
l'205At est calculé à l'aide d'une équation de Langevin. La principale différence
avec l'étude précédente est la condition initiale. Pour réduire la durée du régime
transitoire, et par conséquent, le temps de calcul, les auteurs de ce travail ont
choisi une distribution initiale plus chaude.
D'exp(-"^A:/M"' ) pour q < q, = 1, S
d(q,p) = { . (5.28)
<*(</ = '/») pour Ï > (/,
Nous discuterons du choix de la condition initiale dans le paragraphe suivant.
Dans l'équation (5.28), D' est la constante de normalisation et le potentiel est
' 37,46(f/-
8,0 - IS, 73( q - 1, S Y pour */ > 1,27n</) = < ; • ; , ' _ ; : , _ : : ; : : : ; : ; , • (5.29)
Cette fois ci, la variable collective est une grandeur sans dimension fonction du mo-
ment quadrupolaire. Une comparaison entre les deux calculs supposés identiques,
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Figure 5.3: Comparaison entre les taux de fission calculés avec une équation de
Langevin et une. équation de Fokker-Planck .
Les calculs ont été effectués pour deux températures et deux frictions différentes.
La limite, de Kramers est aussi indiquée pour un noyau de masse 248. N est le
nombre d'événements, fi le coefficient de friction et T la température.
SG
'
1
taux de fission
6 1018
4 1018
2 1018
0
N = 5200000
T = 2MeV
B=1.5 10 2 1 s 1
limite de Kramers
résultat de [20]
notre résultat
,-21 • 2 1 •210 1 1 0 ' " 2 10'*' 3 10' 4 10''
temps (s)
Figure 5.4: Taux de fission de lmsAt en fonction du temps.
Comparaison entra les résultats de la référence [20] et les nôtres. Les deux calculs
ont été effectués avec une équation de Langevin et la limite de Kramers, calculée
analytiquement est aussi indiquée. N est le nombre d'événements, /? le coefficient
de friction et T la température.
pour une température de '2MeV et un coefficient de friction réduite de 1,5 1021s~\
est montrée sur la figure 5.4. Le faible désaccord dans les premiers pas de temps
est sûrement dû à des problèmes de statistique. Après 5 10~21 secondes, seulement
quelques noyaux ont fissionnés.
5.4.4 Problèmes liés à la condition initiale
Les deux exemples précédents, figures 5.3 et 5.4, ont des régimes transitoires diffé-
rents. Dans le premier cas il y a un temps mort avant qvie le taux de fission démarre,
qui n'existe pas dans le deuxième cas. Ces différences sont dues aux conditions
initiales différentes, équations (5.27,5.28) et montrent l'importance du choix de la
condition initiale sur la durée du régime transitoire. Lors de la comparaison entre
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Figure 5.5: Taux de fission de lqo*At en fonction du temps. Influence de la con-
dition initiale.
Influence de la condition initiale. Les deux calculs ont été effectués avec la condi-
tion initiale (5.28), an ne prenant que les points à gauche du point selle pour la
courbe supérieure et la distribution complète pour la courbe inférieure. Les coef-
ficients de l'équation de Langr.vin sont les mêmes que pour la figure précédente.
les résultats des calculs et les données expérimentales, il faudra faire attention à ce
paramètre. Avec pour condition initiale une gaussienne froide, il faut un certain
temps ]>our que le système thermalise, ce temps se retrouve sur la figure 5.3 où le
taux de fission est nul pour des temps petits. Ce temps mort disparaît avec une
condition initiale chaude. Cependant, la distribution n'est plus confinée dans le
puits de potentiel, cria a pour effet de créer un flux élevé dès les premiers pas de
temps du calcul, qui n'a aucune signification physique et qui masque le vrai régime
transitoire (figure 5.5, courbe du haut). Ce flux est donc compensé par un flux
inverse dû aux conditions initiales tirées au delà du point selle, équation (5.28),
et qui permet d'observer un régime transitoire avec une allure plus réaliste (figure
5.5, courbe du bas). C'est cette grande dépendance dans les conditions initiales
qui rend un calcul analytique du régime transitoire difficile. La meilleure façon
de s'affranchir de ces problèmes est de choisir la même condition initiale que celle
choisie dans les calculs qtii nous servirons d'éléments de comparaison [21], à savoir
une distribution gaussieime froide.
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5.5 Résultats
Maintenant que nous avons confiance clans l'aspect numérique de notre approche,
nous allons appliquer l'équation de Langevin généralisée que nous avons obtenue,
à l'étude de la fission du 2l8Cf. Ce noyau a la même masse et la même hau-
teur de barrière de fission que le noyau étudié dans la référence [21], ce qui va
nous permettre de faire des comparaisons entre les taux de fission obtenus avec
l'approche phénoménologique (repris partiellement dans le paragraphe 5.4.2) et les
nôtres. Les résultats de ces calculs phénoménologiques ayant été confrontés aux
données expérimentales, cela nous permet de faire une comparaison indirecte de
nos résultats avec l'expérience.
5.5.1 Données du calcul
A cause des effets de mémoire dans l'équation de Langevin que nous utilisons, il
faut prendre un plus petit pas de temps. A cause des osculations, une trajectoire
donnée va passer plusieurs fois au dessus du point selle, ce qui fait qu'il faut encore
plus de statistique pour avoir des résultats suffisamment lisses. Pour les calculs,
nous avons utilisé un code un peu plus performant, voir en appendice B. Malgré
ces difficultés, il est plus simple de garder la forme de Langevin généralisée que de
résoudre une équation de Fokker-Planck généralisée.
Il nous faut choisir une variable collective qui satisfasse la condition exprimée
dans l'équation (2.40). Si on parametrise la forme du noyau de la façon suivante,
R = 7?0(l + a2P2(cos0)), (5.30)
où P2 est le deuxième polynôme de Legendre, q = «2/2 convient pour de petites
déformât ions [Glj. Nous supposerons que cette relation reste valable jusqu'au
point selle qui correspond à une faible déformation dans les noyaux lourds. La
position du point selle peut être calculée à partir du modèle de la goutte liquide
à l'aide de la variable cv2 [C2], ce qui permet de construire un potentiel avec deux
paraboles (figure 5.6). Il reste un paramètre libre, la largeur de la barrière. Nous
avons arbitrairement choisi la même fréquence pour le puits et pour le sommet
de la barrière. L'épaisseur de la barrière n'a pas une grande influence sur la
limite stationnant donnée par la relation de Kramers, équation (5.23). En effet,
si on augmente w'u, cela, diminue u.% et le produit des deuir fréquences ne varie pas
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beaucoup. On peut supposer que c'est aussi vrai pour le taux de fission instantané.
Le potentiel utilisé est donc, en Me\\
f 135,5 «a pour g < 0,122
1
 \ -135,5(</-0,24)2+4 pour g >0,122 ' K' '
II est indépendant de la température. Nous verrons plus tard comment cette
dernière modifie la hauteur de la barrière. La force aléatoire est choisie gaussienne.
Il ne reste plus qu'à calculer les coefficients entrant dans l'équation de Langevin.
Pour cela, nous avons pris les valeurs microscopiques habituelles, e^ = 37 MeV,
qui correspond à une densité, /;0 = 0,10 fm~3. Pour la section efficace nous avons
choisi le bon ordre de grandeur, a = 5 fin2. Cette valeur est plus grande que celle
choisie dans les cas des résonances géantes, chapitre 3, mais c'est une valeur plus
ou moins arbitraire que l'on peut imaginer modifier légèrement en fonction des
résultats finaux. Dans le cas du 2t8Cf, on a finalement,
,U(0) = 37G.3h?/MeV, (5.32)
T = \jT en tt/McV. (5.33)
3 = 4G4,4/T2 eu.UfVy/i, (5.34)
avec une température, T, donnée eu MeV. La condition initiale est la même que
dans la référence [21], mais avec le nouveau potentiel, équation (5.31). Initialement
F est choisie égale à zéro, ce qui revient à dire que la distribution microscopique
des impulsions est sphérique. Un tel choix est en accord avec une étude précédente
des effets de mémoire [30].
La friction obtenue est très élevée, ce qui suggère un calcul dans un régime
super-amorti. Dans ce cas, p = 0 et p = 0, l'équation de Langevin devient [48],
( 5
-
3 5 )
Plus concrètement, cela revient à ne garder que le terme de dérive dans les tra-
jectoires individuelles (cf équation (5.18)), plus la force stochastique et oublier la
partie oscillante. L'équation (5.35) est indépendante de la masse et est markovi-
enne, ce qui rend les calculs beaucoup plus simples.
Pour que la comparaison entre nos calculs et ceux de la référence [21] soit
correcte, il finit faire attention aux définitions de la température qui sont différentes
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Figure 5.6: Potentiel en fonction de la variable collective, q.
dans les deux approches, or il faut comparer les taux de fission pour une même
énergie d'excitation. Dans notre cas, la température est celle de la distribution
de Fermi des nucléons dans le noyau, le paramètre de densité de niveaux vaut
a _ v*A/4(Ff alors que les, auteurs de la référence [21] ont choisi a = A/10, ordre
de grandeur habituel en physique nucléaire. Pour une même énergie d'excitation,
notre température sera, pour le noyau choisi, 1,22 fois plus grande que la leur. Les
hauteurs de barrière ne sont pas exactement les mêmes non plus, 4 MeV dans un
cas et 3,67 MeV cbuis l'autre. Cotte différence est suffisamment faible pour ne pas
avoir une grande influence sur les résultats finaux, comme nous le verrons dans la
suite. Reste le problème du choix du coefficient de friction. Pour que les calculs
de la référence [21] soient conformes aux données expérimentales, le coefficient de
friction à sélectionner est 0 — 5 1021 .s"1 [54].
5.5.2 Calculs avec un potentiel indépendant de la tem-
pérature
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Figure 5.7: Taux de fission en fonction du temps pour le U8Cf à quatre tem-
pérature.* différentes.
Les calculs ont été faits avec, l'équation de Langcvin généralisée complète, avec
l'équation de Langcvin généralisée sans terme du second ordre et avec Véquation
de Langcvin généralisée et une masse constante. Pour la température û's 4 MeV,
un calcul dans Vapproximation d'un régime super-amorti a aussi été effectué. La
limite stationnai™ a été calculée analytiqucment dans le cas d'une équation de Lan-
gevin linéaire (voir le texte pour plus de détails). N est le nombre d'événements.
6 io-20
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Nous avons fait unite une série de calculs avec quatre températures différentes et
avec différents niveaux d'approximation dans l'équation de Langcvin utilisée. Les
résultats sont montrés figure 5.7.
Une première approximation possible est de négliger le terme non linéaire dans
l'équation do Langevin, 5^ 737^ 7, ce qui permet de tester le code. Dans tous les
cas, les calculs faits avec une équation linéaire redonnent bien la limite station-
naire calculée aualytiquemeut. Avec l'équation de Langcvin complète, c'est à dire
avec une masse dépendant de la variable collective, cette limite est légèrement
supérieure. Ceci est dû au terme du second ordre qui est toujours positif et qui a
tendance à pousser les noyaux vers la fission. En effet, si on fait le calcul du taux
de fission avec une mu. se constante, mais en incluant artificiellement le terme du
second ordre, — = 7^ dans l'équation de Langcvin, on retrouve exactement
la limite obtenue avec l'équation de Langcvin complète, c'est à dire avec une masse
non constante. Cfci est en accord avec l'observation faite lors de l'étude des tra-
jectoires individuelles (§5-3.1), où nous avions vu que dans la solution analytique
de l'équation linéaire (équation (5.1S)), le terme de dérive est indépendant de la
masse. Dion quo le terme du second ordre soit petit, son effet n'est pas négligeable,
il augmente de 40% environ le taux de fission stationaire.
Le calcul fait à T = 4,88 MeV peut donc être comparé à celui fait à T =
4 MeV dans la référence [21J. Dans notre cas, le coefficient de friction réduite
vaut, ii = 0,1 c/fm = 30 1021 .s"1, ce qui est environ G fois plus grand que
dans le cas phénoménologique. Parce que les équations ne sont pas identiques, les
effets do ces paramètres ne sont pas les mêmes, mais la difference est suffisamment
significative pour que notre taux de fission stationnaire soif, 5 fois plus faible que
le leur ot la durée du régime transitoire 5 fois plus longue. Il est a noter aussi que
le temps de relaxation est stiffisamiiKut, petit, r = 33 fni/c = 1,1 10~22 .s, pour
que l'on puisse négliger les effets de mémoire.
Pour T = 4 MeV, nous avons aussi fait le calcul dans l'approximation d'un
régime super-a.iiorti. Le résultat est très proche de celui obtenu avec l'équation
de Langevin linéaire. Bien que les effets de mémoire affectent beaucoup les trajec-
toires individuelles, ils ont peu d'effets sur le taux de fission final. Les régimes sta-
tionnaires sont identiques, seul le régime transitoire est légèrement inférieur. Ana-
lytiquement. k1 terme correctif dans l'équation (5.23) est très petit, il n'y a qu'une
différence relative de 10"' outre la friction iï «:*. la friction effective, \i — TU}2/2TT.
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Figure 5,S: Taux de fission en fonction du temps à différentes températures.
Les calcul.1) ont été faits avec Véqnation de Langevin généralisée complète.
Pour T = 3 MeV, le coefficient de friction réduite vaut fi = 0,27 c/fm =
77 1021 s~l, c'est à dire environ 15 fois plus grand que celui utilisé dans l'approche
phénoménologique. Pour avoir un élément de comparaison, nous avons fait un
calcul avec une équation de Langevin phénoménologique à T = 2,46 MeV et avec
.3 = 5 1021s-1 [G3], ce qui correspond à la même énergie d'excitation. Maintenant,
le taux de fission stationnaire est environ 10 fois plus faible et la durée du régime
transitoire, 10 fois plus longue.
Des résultats similaires à I = 2 MeV sont aussi montrés, mais pour de si
faibles énergies d'excitation, le nombre de uoyiuix qui fissionnent est extrêmement
faible et il est donc très difficile d'avoir une statistique suffisante pour obtenir des
courbes lisses. On peut néanmoins se faire une idée des caractéristiques du taux
de fission. Cette fois-ci ce taux est encore plus faible que dans le cas phénoméno-
logique. Pour de telles énergies, la durée du régime transitoire est si grande que le
phénomène de fission devient très rare.
Un résumé des calculs fait avec l'équation de Langevin complète est présenté
sur la figure 5.S. A haute température, les résultats ne sont pas trop éloignés de
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ceux de la référence [21], plus on descend, plus le désaccord devient flagrant. Ceci
est dû nu fait que le coefficient de fi iction diminue avec la température, l'évolution
est donc plus rapide. L'évolution de ce paramètre, /? oc l/T2, est connue depuis
longtemps pour les liquides de Fermi [G4] et est en accord, au premier ordre et
dans la gamme de température où nous travaillons, avec des calculs de viscosité
faits à partir de l'équation de Boltzmann dans le cas nucléaire [05]. L'influence du
terme non liuéaire a aussi tendance à diminuer avec la température.
5.5,3 Calculs avec un potentiel dépendant de la tempéra-
ture
Les taux de fission calculés précédemment ne sont pas très réalistes, ils sont beau-
coup trop faibles pour pouvoir reproduire les données expérimentales. Nous al-
lons donc tenter (l'améliorer le modèle en considérant que la barrière de potentiel
dépend do la température. Une autre amélioration possible est de tenir compte
des effets du moment angulaire, nous ne le ferons pas ici. Il est bien connu qu'au
dessus de 4 M<\\ pour les noyaux lourds, il n'y a plus de barrière de fission. Le
processus devient un processus de diffusion libre.
Pour déterminer la hauteur de la barrière, nous avons simplement choisi une
évolution cubique [GC]
6(? (5'36)
où .r(T) est paramètre «le fissibilité dépendant de la température.
x[T) = a-(0)(l + 7,1 l(T3r2), (5.37)
et j'(0) est le paramètre de fissibilité habituel [Cl]. La relation (5.36) n'est valable
qw* pour des températures inférieures à 5 MeV environ et a été obtenue en faisant
un développement de type modèle «le la goutte liquide de l'énergie libre d'un noyau
chaud. La dépendance on température est obtenue à partir d'un modèle de type
Thomas-Fermi étendu. Pour le potentiel, la même méthode que précédemment a
été utilisée, avec les mêmes choix arbitraires.
Les mômes calculs que précédemment, avec l'équation de Langevin complète,
ont été faits, avec ce nouveau potentiel et les résultats sont rassemblés dans la
figure 5.9. Comme prévu, les taux de fission sont tous supérieurs et les durées
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Figure 5.9: Taux de fission en fonction du temps à différentes températures.
Lex calculs ont été faits avec Inéquation de Langevin généralisée complète et un
potentiel dépendant de la température.
des régimes transitoires diminuent drastiquement. Quand on augmente la tem-
pérature, la barrière diminue et la condition initiale devient de plus en plus large.
Pour des températures supérieures à 4 MeV environ, il n'y a plus de barrière et la
condition initiale choisie (équation (5.27)), n'a plus de sens. Pour T = 3 MeV, le
taux de fission stationnaire est toujours S fois plus petit que celui de l'approche
phénoménologique. <•<• qui tend à confirmer le calcul fait dans l'approximation d'un
régime super-amorti: c'est la friction qui domine tout le processus.
5.5.4 Résumé
La figure 5.10 reprend tous les taux de fission stationnaires et toutes les durées
de régimes transitoires dans les deux approches, phénoménologique et dérivée de
l'équation de Boitzmium-Langevin. Nous avons défini comme régime transitoire le
temps nécessaire pour atteindre 90% ou 110% du régime stationnaire, selon J» type
de convergence. Pour extraire la durée du régime transitoire, nous avons plutôt
utilisé l'évolution de la probabilité que le noyau soit entier, qui est beaucoup plus
lisse que le taux de fission. Cependant, la précision obtenue n'est pas très bonne,
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Figure 5.10: Taux de fission stationnaires et durées des régimes transitoires pour
toute» les approche» développées dans le présent chapitre.
Pour l'approche phénoménologique la. température a été corrigée (voir texte) et le
coefficient de friction réduite vaut .1 = 5 1()21 .s"1.
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ou ne pout qu'en déduire des comportements généraux et cela justifie l'emploi
d'une courbe semi-log. L'amélioration sur la barrière de potentiel ne change pas
énormément les résultats qui restent toujours très différents de ceux inspirés de
l'expérience.
5.6 Conclusion
Nous avons utilisé une équation de Langcvin obtenue à partir d'un modèle micro-
scopique pour refaire dos calculs de taux de fission faits précédemment avec une
équation phénoménologique. Nos résultats sont quantitativement assez éloignés
des précédents, qui eux, dépendent de valeurs expérimentales. Le désaccord est
d'autant plus important que la température diminue. Eu fait, à basse température
notre modèle ne s'applique plus, car l'approximation diabatique et le flux de vitesse
irrotatiouel ne sont plus justifiés. Il est eu effet bien connu, qu'à basse énergie la
masse dite de cranking et un potentiel adiabatique sont plus appropriés. De plus,
les effets quantiquos. connue l'effet tunnel [67], ne peuvent plus être négligés. Mais
même à haute énergie, notre taux de fission est environ b fois plus faible que celui
de la référence [21]. Nous avons vu que la friction que nous avons obtenue est
beaucoup plus élevée que celle utilisée dans la référence [21] et c'est ce qui ex-
plique le désaccord. De nouvelles expériences ont été effectuées récemment et
semblent indiquer, si on utilise l'approche phénoménologique, que le coefficient de
friction est plus grand que celui de la référence [54], mais n'atteint pas les valeurs
que nous avons obtenues [57]. Cette friction a été évaluée par de nombreuses
méthodes théoriques et le spectre des résultats obtenus est très large [51]. Nous
avons obtenu une valeur qui se situe parmi les valeurs les plus élevées. Cependant
d'autres calculs très récents ont été faits avec une autre méthode [GS] et les auteurs
arrivent à la même conclusion que nous, le noyau serait plus visqueux que ce que
l'on pensait. Nous allons tenter de comprendre ce qui, dans notre modèle, ne va
pas, pour tenter de l'améliorer.
Il est plus sophistiqué que ceux utilisés précédemment, mais ces plus n'ont pas
une grande influence. Nous avons mis en évidence des effets de mémoire, mais
ils n'influent pas beaucoup sur le taux de fisûon. Nous avons aussi une masse
qui dépend de la variable collective, mais cela u'augmente que de 40% environ le
taux de fission statiomiaire. c'est insuffisant. Quelles sont donc les améliorations
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possibles? Le potentiel que nous avons utilisé a une forme très simple, mais la figure
5.10 montre que la hauteur de la barrière n'influence pas beaucoup les résultats
finaux. On pourrait penser que la réduction sur une seule variable collective est
trop restrictive. Des calculs ont été faits avec deux dimensions, mais le taux de
fission n'est que de 15% supérieur à celui calculé à une dimension [58].
Examinons donc de plus près la dérivation. Les effets de mémoire dans le
terme de collision de l'équation de Boltzmann-Langevin, étudiés dans le chapitre
précédent, diminuent d'un facteur deux environ le taux de relaxation microscopique,
r, et donc le coefficient de friction. Evidemment, si on garde ces effets de mémoire,
on ne peut plus garder la même équation de Langevin, il faut recommencer toute la
dérivation, ce qui est loin d'être simple car le nouveau r dépond de la fréquence. Les
trajectoires individuelles ont essentiellement deux composantes, à deux fréquences
différentes, une fréquence nulle et la fréquence de la résonance géante quadrupo-
laire. Le fait que le calcul dans le régime super-amorti donne la même chose que
le calcul linéaire tend à montrer que seule la composante de fréquence nulle est
importante et doue les effets de mémoire dans le terme de collision n'auront aucun
effet. Cela mériterait d'être vérifié.
A cause de la réduction qui a été faite, où l'équation de Boltzmann-Langevin
est projetée sur une seule variable, seule la friction à deu.r-covps, venant du terme
de collisions, est conservée. La friction à un-corps, résultant du couplage avec des
modes de surface est perdue. Un autre mode de dérivation serait donc nécessaire,
l'approximation diabatique et le flux de vitesse irrotationnel n'étant peut-être pas
justifiés dans ce cas là. Des calculs récents avec une friction à un-corps phéno-
ménologique reproduisent bien les multiplicités de neutrons observées et ne sont
pas trop loin des distributions expérimentales en énergie cinétique, ce qui n'est
pas le cas avec une friction à rfcM..r-corps [69]. Un important progrès consisterait à
dériver microscopiquement une équation de Langevin tenant compte de la friction
à un-corps. Ce problème reste ouvert.
Nous avons b;-U un premier lien entre un modèle microscopique et un phénomène
macroscopique qui nous a permis de bien avancer dans la compréhension de la fis-
sion induite. Les résultats obtenus sont prometteurs, même si de nombreuses
améliorations peuvent être apportées.
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Chapitre 6
Temps d'évolution des instabilités
6.1 Introduction
Pour dos collisions nucléaires à des energies suffisamment élevées, typiquement
plusieurs dizaines de MeV par nucléon, le noyau composite formé pénètre dans la
zone spinodale de l'équation d'état et se divise en de nombreux fragments. Cette
zone est mécaniquement instables c'est à dire que la compressibility y est négative,
et correspond à des densités faibles (cf figure Cl). Une perturbation de la densité
a tendance à s'amplifier dans cette région et grossir jusqu'à devenir de Tordre de
grandeur de la densité elle-même. Pour que ce processus dit de multifragmentation
puisse avoir lieu, il faut que le noyau reste un certain temps dans la région spino-
dale, le temps nécessaire aux instabilités pour se développer. C'est ce temps que
nous nous proposons d'évaluer. Il s'agit là d'un scénario possible, ce n'est pas for-
cément le seul. L'équation de Langevin que nous avons obtenue au chapitre 2 a été
calculée pour un fluide incompressible et ne convient pas à cette évaluation. Il faut
refaire le calcul pour un fluide compressible, ce qui n'est pas très compliqué, cela
revient à ajouter une force supplémentaire liée à la compressibilité de la matière
nucléaire, comme nous le verrons au {jC.4.1. Cela devient plus difficile quand on
veut itppliquer la nouvelle équation aux modes compressibles car les potentiels
de vitesse associés ont une partie radiale qui s'exprime en fonction des fonctions
de Bessel. ce qui ivnd le calcul des coefficients entrant dans l'équation de Lan-
gevin beaucoup plus compliqué. Dans ce chapitre nous nous proposons d'étudier
dans un premier temps des modes surfaciques incompressibles, en continuité avec
le chapitre sur la fission et d'appliquer donc directement la même équation de
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Figure 6.1: Equation d'état schématique de la matière nucléaire.
(Figure, tirée de [70})
Langevin. Ou peut se demander si tie tels modes ne sont pas aussi susceptibles de
dewair instables à haute énergie. Si oui, nous nous proposons de calculer le temps
mis par ces instabilités pour se développer. Pour cela, nous allons considérer un
mode particulier et calculer le temps nécessaire pour que les fluctuations autour de
l'évolution moyenne deviennent aussi importantes que cette moyenne. Puis nous
nous proposons d'étendre l'étude aux modes volumiques en généralisant 1'equation
de Langevin pour des fluides incompressibles.
CV- mécanisme proposé pour expliquer la inultifragmentation n'est pas le seul,
une autre explication plausible repose sur une succession de fissions binaires qui
aboutirait à la formation «les fragments [71]. Le débat entre les deux approches
n'est pas tranché, mais nous allons nous placer dans le premier cas. Nous al-
lons décomposer les variations de densité sur les harmoniques sphériques et nous
n'allons considérer que les premiers modes. L'idée est d'utiliser l'équation de Lan-
gevin que nous avons obtenue au chapitre 2 pour étudier la dynamique de ces
modes. Le taux de croissance de ces instabilités a été évalué dans la référence [72]
pour des modes volumiques. Les auteurs ont étudié le taux de croissance dans
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deux régimes limites, la limite hydrodynamique et la limite d'une régime sans
collision. Notre modèle est plus général car la section efficace nucléon-nucléon
peut être considérée comme un paramètre qui va nous permettre d'explorer tout
le domaine intermédiaire entre ces deux régimes limites. De plus, on peut raiso-
nabloment supposer que les effets de mémoire, qui n'ont pas une grande influence
sur des phénomènes lents comme la fission, peuvent jouer un rôle important pour
ce cas d'évolution très rapide.
L'équation de Langcvin que nous utilisons est isotherme, or, il semblerait que
l'excursion dans la zone spinodale soit isentropique [72]. Ce n'est pas grave car
le modèle très simple que nous nous proposons d'étudier est statique. En effet,
nous allons partir d'un point instable de l'espace des phases (/>, T) et supposer
que la densité n'évolue pas. Le but est de calculer le temps qu'il faut, dans cette
situation, pour que les instabilités liées à un mode donné se développent.
6.2 Etude d'un cas particulier: évolution du mo-
de quadrupolaire surfacique
Comme dans les chapitres précédents, c'est le mode quadrupolaire que nous allons
étudier car c'est lui qui a le nombre d'onde le plus petit [72]. On peut intuitivement
comprendre que pour une collision centrale entre deux noyaux identiques, c'est ce
mode qui sera excité en premier. Il correspond à une cassure en un petit nombre de
fragments. C'est le mode quadrupolaire surfacique qui a été utilisé dans le chapitre
sur la fission et c'est lui que nous allons reprendre dans un premier temps afin de
tester la faisabilité du problème. Cela va nous permettre de partir d'exactement
les mêmes équations. Nous ferons ensuite une étude plus systématique. Dans un
premier temps il nous faut définir une observable à étudier.
6.2.1 Critère sur le temps de croissance des instabilités
Le calcul que nous nous proposons de faire est de calculer le temps nécessaire pour
que les fluctuations aient le même ordre de grandeur que la valeur moyenne. Pour
cela nous allons calculer la valeur moyenne de la variable collective, < q(t) >, sur
un grand nombre de trajectoires, ainsi que la variance,
o(t) = \f< <lHt) >-< q(t) >2. (6.1)
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Cependant, sans le petit terme du second ordre dans l'équation de Langevin, le
problem*' est entièrement symétrique et donc < q(t) >= 0. Le terme non-linéaire
ne suffit pas pour écarter de manière significative < q(t) > de zéro, comparée à la
variance, la valeur moyenne est toujours petite. En se rappelant que la forme du
noyau peut être paramétrisée de la manière suivante pour le mode quadrupolaire
surfacique,
R = Roi 1 + 2qP2(ms 6)), (6.2)
on peut choisir comme critère que les fluctuations sur le rayon du noyau, R, peuvent
atteindre sa valeur moyenne, 7?0, ce qui se traduit pour la variable collective, q(t),
a ~ 1/2, en admettant que < q(t) >=0. Ce critère n'est qu'approximatif car la
relation q = <\i/2 n'est valable que pour de petites déformations et il ne permet
donc que (l'extraire un ordre de grandeur du temps de croissance. Un critère
similaire peut aisément être défini pour les autres modes surfaciques.
6.2.2 Ingrédients du calcul
Pour l'évolution quadrupolaire surfacique, les équations du mouvement pour la
variable collective sont, exactement les mêmes que dans le cas de la fission, équations
(5.12,5.13,5.14), seuls les coefficients vont changer car le contexte f.st différent. En
effet la densité initiale est très différente de la densité de saturation, ps, et le po-
tentiel est instable. Les observables que nous allons étudier sont la valeur moyenne
de la distribution des trajectoires, < q(t) >, et sa variance. Contrairement au cas
de la fission où Ton étudiait une dérivée, une faible statistique est suffisante pour
avoir des résultats lisses, typiquement 5000 événements.
Pour les calculs présentés plus loin, nous avons repris le même noyau que pour
la fission, a savoir le 2l8C'f. Nous avons fait le calcul pour une densité différente
de celle de saturation, les coefficients de l'équation de Langevin dépendant de la
densité de la manière» suivante:
-» iii/:iM(q) (6.3)
- T (6.4)
fi
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si ou change p en />///. L'équation d'état tracée figure 6.1 est celle de la matière
nucléaire iufiuie, elle ne prend pas en compte l'interaction coulombienne et les effets
de surface, elle ne convient donc pas pour calculer pour étudier l'évolution d'un
mode surfacique. Nous allons simplement prendre comme potentiel une parabole
centrée <>n q = 0. Le problème, maintenant, est d'estimer la fréquence de cette
parabole, ou la raideur du potentiel, en utilisant une force de type Skyrme, par
exemple, ou en utilisant un potentiel obtenu à l'aide du modèle de la goutte liquide;
cela fait l'objet du paragraphe suivant. Nous allons, dans un premier temps,
considérer le potentiel comme un paramètre afin de tester son influence. A la
force due au potentiel vient s'ajouter la force dynamique due à la déformation de
la sphère de Fermi, qui est aussi une force harmonique dont la fréquence servira
de point de repère.
Nous avons tous les coefficients de l'équation de Langeviu à résoudre. Pour la
condition initiale, nous allons simplement prendre, fy0 = 0,A) = 0 et Fa = 0. Pour
les calculs numériques nous avons arbitrairement choisi une densité p = p3/3 et
une température T = ôMeV, ce qui correspond à un point en plein dans la zone
spinodale. Pour le 2l8Cf, cela donne une fréquence de la résonance quadrupolaire,
Œ = 5,1S2 MeV/h. Nous avons fait trois calculs numériques, avec trois fréquences
différentes. Les résultats sont montrés sur la figure 6.2. Avec une fréquence de
1 MeV, les fluctuations demeurent petites sur un temps très long. Avec une
fréquence égale à la fréquence de la résonance, 0 = 5,18 AfeV/h, c'est à dire
avec un potentiel effectif plat les instabilités commencent à se développer. Si on
multiplie par deux environ la fréquence, les instabilités se développent à peu près
deux fois plus vite.
L'équation do Laugoviii que nous avons obtenue au chapitre 2 se prête donc
bien à l'étude des instabilités. Cependant, pour obtenir des valeurs réalistes pour
les temps de développement des instabilités, il faut calculer le potentiel pour les
modes surfaciquos car il s'agit du paramètre clé. C'est lui qui va déterminer si les
modes sont instables ou non.
6.3 Instabilités surfaciques
Comme nous l'avons vu dans le paragraphe précédent pour L> mode quadrupolaire,
tous les coefficients de l'équation de Langevin sont bien déterminés, la difficulté
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Figure 6.2: Evolution de la variance en fonction du temps pour différentes valeurs
de la frequence du potentiel.
Lea fréquences sont exprimées en McV/h. N est le nombre d'événements. Les
calculs ont été fait pour une température T = 3MeV et pour une densité p = p,/3.
étant de calculer le potentiel. Nous niions donc évaluer ce potentiel pour un mode
quelconque à l'aide d'un modèle de type goutte liquide.
Si on parametrise le rayon du noyau suivant les harmoniques sphériques,
/ * '
 a . ym e \
\ l=i m=-l I
l'énergie de surface et de l'énergie de Coulomb s'écrivent à température nulle [37],
E.[n) = (6.8)
(6.9)
où a = 1,03 MtV/ftn*. Le rayon dépend du noyau étudié et de îa densité,
7?0 = j/1/V0.4l/'3 avec r0 = 1,2 fm. Comme dans le cas de la barrière de potentiel
pour la fission, on peut prendre en compte la dépendance en température des
énergies [GG]. Pour l'énergie de surface, la tension devient,
(6.10)
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avec J:S = 5,53 10~3 MeV-'* ou Ts = 13,4 MeV. Pour l'énergie de Coulomb il
faut remplacer le rayon i?o par.
+ re?*) = V1/3''oA1/3 ( l + ( | ; ) 2 ) , (6.11)
avec J (- = 0.7 10~3 McV~2 ou Te = 37 il/eF. Finalement, pour un mode (/,m)
donné, le potentiel s'écrit.
|a(m|2,
(6.12)
où tous les paramètres sont connus.
Afin de pouvoir continuer l'étude de l'exemple du paragraphe précédent, faisons
une application numérique pour le mode quadrupolaire et le "y|Cf,
234.2 4, (6.13)
où les valeurs du potentiel et de la température sont données en MeV. A la
densité de saturation. 1/ = 1, il faut une température supérieure à 9 MeV pour
que la courbure du potentiel deviennent négative. A température nulle, il faut une
densité supérieure à 1.34p*. Pour tester la stabilité du mode il faut comparer la
fréquence de la résonance à la fréquence du potentiel. Cette dernière dépendant de
la masse collective, il faut expi'imer le potentiel en fonction de la variable collective
q définie à partir du champ de vitesse, équation (2.40). Pour un mode quelconque,
les conditions aux limites donnent pour de petits mouvements [37],
d'où l'on a.
avec pour définition des
u = <j,V(r'P,(cos0)).
(6.14)
(6.15)
(6.16)
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Donc, pour le mode quadrupolaire, la fréquence du potentiel s'écrit,
(6.17)
qui est à comparer à. la fréquence de la résonance qui dépend très peu de la tem-
pérature [73],
n2 = ^ k- (6-18)
Les deux fréquences sont données en h/McV. La somme fi2 + <*;£ étant toujours
positive, le mode quadrupolaire surfacique est toujours stable. Pour ce qui est des
autres modes, le potentiel est d'autant plus stabilisant que la polarité est élevée,
donc si le milieu est stable pour le mode quadrupolaire. il l'est a fortiori pour tous
modes. Les modes surfaciques sont donc toujours stables, nous allons donc nous
intéresser aux modes volumiques.
6.4 Instabilités volumiques
Pour obrenir l'équation de Langevin tin chapitre 2. nous avons supposé dans le
calcul de la force dynamique que le champ de vitesse étudié était incompressible.
Avant d'appliquer l'équation de Langcviii aux modes volumiques il faut reprendre
le calcul de la force dynamique pour un fluide compressible.
6.4.1 Calcul de la force dynamique pour un fluide com-
pressible
La force dynamique équation (2.4Û). se décompose en deux parties.
cm C(f).
C{t) =
 faJ'jt'iekp{L*o)lp~'"u)2t{r'p't)' (G'20)
est la force due à la compression et Q(t),
Q{t) =
 J'Jj£iïfd'dJ'!>Q.jÂT.p,t), (6.21)
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est la force due à la distorsion. Dans l'équation (C.21),
Le calcul de C(t) est immédiat,
C(t) = | J tPrAoepofa «>, (6-23)
où e est l'énergie cinétique par particule. Celui de Q(t) est similaire à celui fait
pour F(t) dims le cas d'un fluide compressible. Il faut linéariser l'équation de
Boltzmnmi-Langeviu pour pouvoir trouver une solution. On obtient,
(6.24)
at T
avec
f = ^ < e^djOdAé - ^(A0)2] > . (6.25)
Pour un fluide compressible on obtient donc une équation de Langevin très sem-
blable à celle pour un fluide incompressible, il y a juste uni" force supplémentaire,
C(t).
M'i+\^-'f + ^- = C(t) + Q(t) (6.26)
2 dq dq
qui donne la partie cinétique du coefficient de compressibilité.
6.4.2 Application aux modes oscillatoires
Pour évaluer les coefficients de l'équation de Langevin il faut se donner un champ
de vitesses. Pour un mode donné on prendra.
u = ©V(j,(tr)fi(cos0)), (6.27)
où jt et Pi sont respectivement les fonctions de Bessel et do Lcgendre et k est
le nombre d'onde à déterminer en fonction des conditions aux limites. Pour le
potentiel, on peut prendre une force de type Skyrme,
U{p) = a^- + h f •£-) , (6.28)
où a, h et A sont «les constantes à ajuster de façon à reproduire les propriétés à
saturât ion de la matière nucléaire. ÎI savoir, la densité, l'énergie et la compres-
sibilité.
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Nous avons maintenant tous 1rs ingrédients nécessaires à l'étude des instabilités
volumiques. niais le calcul des coefficients de l'équation de Langevin n'est pas facile
à calculer car il implique des intégrales de fonctions de Besscl qui sont difficilement
calculables analytiquement. Nous ne ferons donc pas de calculs explicites dans
cette thèse, les travaux étant toujours en cours.
6.5 Conclusion
Nous avons appliqué l'équation de Langevin obtenue à partir d'un modèle mi-
croscopique à Tétude des instabilités dans les noyaux chauds. Pour cela nous
avons décomposé la déformation en modes et nous avons considéré deux situations
différentes, des oscillations surfaeiques et vohimiques. Dans le premier cas nous
avons montré que les déformations sont toujours stables parce que la force de rap-
pel dynamique a tendance à remettre le noyau dans mie forme sphérique. A haute
densité, la partie couloinbieime de l'énergie d'interaction est bien supérieure à la
partie surfacique et le potentiel est instable, mais pas suffisamment pour dominer
la partie dynamique et rendre le modo instable. En ce qui concerne les vibrations
vohimiques, nous savons que ces modes peuvent être instables dans certaines con-
ditions et le taux de croissance- de ces instabilités a déjà largement, été étudié [72].
Nous proposons ici une approche plus générale, même si nous n'avons pas encore
fait de résolution numérique. Pour cela nous avons établi une équation de Lan-
gevin valable pour les fluides compressibles à partir d'un modèle microscopique,
généralisant le travail fait dans la référence [17]. Pour obtenir cette équation nous
avons utilisé une réduction de dynamique des fluides, ce qui permet de considérer
la section efficace nucléon-nucléon connue un paramètre et donc d'explorer tout
le domaine compris entre les limites hydrodynamique et de liquide Fernii qui ont
déjà été apréhendées [72]. De plus, si le temps de croissance des instabilités obtenu
est du même ordre de grandeur que le temps de séjour du noyau dans la zone spi-
nodale, notre modèle permet de considérer une situation où la densité évolue avec
le temps et donc d'étudier le couplage avec le mode monopolaire.
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Conclusion
Le problème que nous nous étions posé était d'appliquer à différents phénomènes
de la physique des ions lourds l'équation de Laiigevin obtenue à partir d'une théorie
cinétique stochastique, l'équation de Boltzmann-Langevin. Nous avons étudié trois
phénomènes différents correspondant à des domaines d'énergie très différents, à
savoir les résonances géantes, la fission induite et la multifragmentation. Le but
était double, a In fois étudier l'influence des fluctuations sur un phénomène collectif
et de tester sur des exemples concrets la validité des modèles cinétique et de
dynamique des fluides obtenus à laide d'une description microscopique. Le but
ultime est d'obtenir des informations sur la matière nucléaire en confrontant les
modèles aux expériences. Nous n'avons pas mené jusqu'au bout les calculs pour
les trois phénomènes physiques étudiés, mais nous pouvons cependant tirer des
conclusions générales. D'un point de vue dynamique, trois aspects sont reven' • i
de manière récurente tout au long de ce travail, ce sont les effets de mémoire, la
dissipation et les fluctuations. Ces deux derniers aspects résultent de l'interaction
entre les degrés de liberté privilégiées et les autres, qui ont été réduits. Les effets
de mémoire apparaissent systématiquement lors de ce genre de réduction, que ce
soit lors du passage du modèle microscopique à l'équation cinétique ou lors du
passage de l'équation cinétique à la description de dynamique des fluides, à savoir
l'équation de Langevin.
Les effets de mémoire doivent être pris en compte quand le temps de relaxation
du bain thermique, c'est à dire le temps de retour vers l'équilibre après avoir été
perturbé par la particule brownienue, n'est pas très pas négligeable devant le temps
caractéristique d'évolution de la particule brownienue. Dans une telle situation,
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ils affectent Interaction entre cette particule et le bain thermique, à savoir la
dissipation et les fluctuations. Les effets de mémoire dans le terme de collision
de l'équation de Boltzmann, qui représente la dissipation à deux-covps, ont été
étudiés dans le cas des résonances géantes, chapitre 3. Il y est montré qu'ils ne
peuvent pas être négligés pour ce type de phénomènes. Cela se comprend aisément,
la résonance géante quadrupolaire a une fréquence dont l'inverse est de l'ordre de
0,1 h/MeV et le temps de relaxation microscopique est de l'ordre de 0,2 h/MeV.
Ce sont des ordres de grandeur tout à fait comparables et il est difficile de négliger
l'un par rapport à l'autre. Pour un phénomène très lent comme la fission, nous
pensons, même si nous ne l'avons pas démontré, que ces effets de mémoire sont
négligeables. En effet le temps caractéristique est de l'ordre de 100 h/MeV, c'est
à dire trois ordres do grandeur plus long que le temps de relaxation microscopique.
Pour ce qui est de la multifragmentation, les temps caractéristiques d'évolution
des modes instables sont tels que les effets de mémoire risquent d'être importants.
D'autres effets de mémoire apparaissent lors du passage de l'équation de Boltz-
maim-Langevin à l'équation de Langevin. il en est question à la fin du chapitre
2. Ces effets sont d'une importance cruciale pour les résonances géantes, sans eux
il n'y aurait pas d'oscillations dans notre modèle. Dans le cas de la fission, nous
avons montré qu'ils pouvaient être négligés. Les arguments sur les échelles de
temps concernant le passage du modèle microscopique à l'équation de Boltzmann
sont encore valables ici. Nous avons aussi montré dans le cas des résonances les
effets de mémoire avaient une influence significative sur la largeur et donc sur la
dissipation.
Le fait d'avoir obtenu l'équation de Langevin d'un modèle microscopique, nous
donne une valeur déterminée de la friction, dans le cas de la fission peu de calculs
microscopiques de ce coefficient ont été faits [51]. D'une manière générale, les
résultats que nous avons obtenus reproduisent bien, les ordres de grandeur obtenus
lors des expériences. Cependant, notre modèle pourrait être amélioré, surtout en
ce qui concerne la partie dissipative pour les phénomènes lents. Dans le cas des
résonances géantes la largeur qui* nous avons calculée ne représente qu'un tiers
environ des valeurs expérimentales et pour la fission la viscosité que nous avons
obtenue est trop grande. Dans le cas de la multifragmentation, nous n'avons
pas fait d'application. Ce défaut est très probablement dû au fait que l'équation
de Laugeviu ne tient compte que de la friction à deux-corps. Une amélioration
11G
possible et intéressante consisterait donc à tenir compte de la friction à im-corps
dans l'équation de Langevin obtenue à partir de l'équation de Boltzmann-Lang-
evin. Le problème n'est pas simple. Malgré les améliorations possibles, notre
approche constitue un premier pas important car elle établit un lien direct entre
un modèle microscopique, l'équation de Boltzmann-Langevin, et des équations
macroscopiques appliquées à des phénomènes collectifs.
Enfin, un des buts principaux de ces calculs était l'étude de l'influence des
fluctuations. Dans le cas des résonances, nous n'avons pas fait d'étude particulière.
A une seule dimension, elles n'ont pas d'influence, mais il a été montré que le
couplage entre le mode dipolaire et les modes quadrupolaires fluctuants conduit au
motional narrowing [4S]. Notre modèle, chapitre 3, donne une base microscopique
à ce genre d'approches. Dans le cas de la fission, ce sont les fluctuations qui
permettent à un noyau au fond du puits de potentiel de passer la barrière. Enfin,
dans le cas des instabilités, nous n'avons pas fait de calculs particuliers, mais ce
sont les fluctuations qui permettent aux instabilités de se développer.
Les propriétés discutées jusqu'à présent sont des propriétés dynamiques. Qu'est
ce que ces études nous ont appris sur la matière nucléaire ? La dissipation à deux-
corps que nous avons obtenue dépend directement de la section efficace nucléon-
nucléon dans les noyaux. Nos modèles concernant les résonances et la fission ne
peuvent pas être comparés directement à l'expérience car il manque la contribu-
tion de la dissijjation a mi-corps. Une étude plus complète permettrait d'extraire
la contribution de la dissipation à deux-corps et donc des informations sur la sec-
tion efficace. Les calculs de temps de fission ont montré que la friction est le
paramètre qui domine le processus. Dans le cas des instabilités, nous avons mon-
tré que le paramètre clé est la raideur du potentiel. Une confrontation des calculs
aux résultats expérimentaux permettrait d'obtenir des informations sur la force
de Skyrme utilisée et donc sur l'équation d'état de la matière nucléaire et plus
particulièrement le cnrffieient de ccunpressibilité.
Appendice A
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Calculs d'intégrales diverses
A.l Calcul de l'intégrale angulaire
Cette partie est consacrée au calcul de la partie angulaire des intégrales intervenant
dans le calcul des taux de relaxation. Selon les vibrations étudiées, on distingue
deux cas, celui ou la déformation est proportionnelle à un polynôme de Legendre
et les autres déformations. Dans le premier cas, on pourra utiliser le théorème
d'addition des harmoniques sphériques ce qui simplifie énormément les calculs.
Nous allons, dans la suite considérer les deux situations et commencer par le cas
le plus simple.
A.1.1 Cas où la déformation est proportionnelle à un poly-
nôme de Legendre
Dans ce paragraphe, nous allons nous attacher à calculer l'intégrale
XPtU-osfl,-))^
qui intervient dans le calcul de l'amortissement des résonances géantes, chapitre
3. en suivant la même procédure que dans la référence [42]. Dans les équations
(A.l,A.2), e = ±1 (le cas e = —1 intervenant pour les vibrations isoscalaires),
AcPt(cos0,)) = fP/.(rose4) + P/>os03) - ePf,(cos02) - PL(cos(9,). Les angles 6
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Figure A.l: Représentation des différents angles intervenant dans l'intégrale an-
gulaire calculée.
(i,j,k) est le repère de la déformation du noyau. Les <?,- sont les angles (p;,k) et
les angles de diffusion, 6 et 0. sont indiqués.
et 0 sont les angles de diffusion intervenant dans la section efficace et les angles #,•
sont exprimés par rapport au repère de la déformation.
Si on exprime îî2 dans un système d'axes où pi est l'axe des z, alors on a
dÇl-2 — sm9d0dip2 et l'intégrale devient.
h = (21 + 1) J
 iimdld6^in(e/2)ded^2d4>^PL(cos6i)(AcPL), (A.3)
où nous avons utilisé la normalisation des fonctions de Legendre pour calculer le
dénominateur, 4ÎT/(2L + 1), et nous avons intégré sur -p\ le numérateur. Nous
allons, maintenant, tout exprimer dans le repère où pi est axe des z, pour cela
nous allons utiliser le théorème d'addition des harmoniques sphériques [75],
P/.(cos7) =
+2
où -, est Tangle entre les axes
r^ose.TOcosG^cosmCS, -*2),(A.4)
et (02,^2)- Dans notre cas, 7 = 02,3,4, par
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conséquent,
f1" = 2KPL{CQS01)PL(COS8), (A.5)
= 2KPL(cas6i)PL(cas#3), (A.6)
F df2Pdcos6i) = 2JTPL( cos 6>,)Pi( cos flj), (A.7)
Jo
où ô; est Tangle (pi,p,). Maintenant, on peut effectuer l'intégrale sur 8X pour
obtenir.
IL = -A^ j sm(8/2)d8de(l + ePL(cuaB) - PL(cos0'3) - ePL(cas0'4))^ (A.S)
Pour continuer il nous faut exprimer les angles 8[ en fonction des angles de diffusion,
9 et p. Eu fait, seul costf, = p,.z, nous intéresse. Pour cela, il suffit d'exprimer
les deux vecteurs p3 et P4 dans uu repère dont l'axe des c est P = Pi + P2> pour
obtenir.
cos 03 = -sin-'(0/2)cosd + cos2(0/2), (A.9)
Finalemont. après toutes ces transformations,
IL = -i* fsm{6/2)d8dQ~[l+ePdcoS8)-(l+€)PL(cos2(0/2))-sm2{9/2)Cos<t>)].
J UQ
 (A.11)
II ue reste plus dans riiitc"gr«tle de lY-quatiou ( A.11 ) que les angles de 8 et <j> comme
variables d*mtrgnitiuu. Pour pouvoir continuer il faut se donner un mode parti-
culier vt surtout connaître la section efficace en fonction des angles de diffusion.
A.1.2 Cas général
Dans ce- paragraphe, nous allons nous attacher à calculer l'intégrale
L
 4 /dfi(4r(flv?))2 ( ~]
U
 * '
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Figure A.2: Référenticl (x,y, z), lié à pi, exprimé dans le référentiel de la défor-
mation (Lj, k).
où A^'.O.ip] est une déformation quelconque. Dans les équations (A.12,A.13), les
angles Gt et •?; sont exprimés par rapport au repère de la déformation, (i,j,k) et
les angles 0 et o sont les angles de diffusion liés à la section efficace. Les angles
solides Çli et Q2 peuvent être exprimés dans n'importe quel référentiel. Dans la
suite nous noterons par p£ le vecteur unitaire pointant di.ns la direction repérée
par (0£, ipi). Pour pouvoir calculer l'intégrale, il faut exprimer toutes ces directions
dans un même référentiel.
Pour Tangle solide îïj, nous allons simplement choisir de l'exprimer dans le
repère de la déformation. dQi — said\d0idipi. 0.2 peut être exprimé dans le repère
(x, y. z) où p! et z coïncident, ce qui permet de tenir compte de l'angle de diffusion
6. dQ.2 = sÀnBtWilot. En utilisant la matrice de passage entre ces deux référentiels,
voir figure A.2.
(A.14)
cos0i cos^i
— siny>i cos i^i
sin 6 y cos ç i sin fl
on obtient.
p-2 = sin 8 cos Oi x 4- sin 0 sin d-> y + cos 0 k (A.15)
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Figure A.3: Représentation du réfeTentiel (sL,b.c) dans le reférentiel fx,y,z^
= ( sin 9 cos Oï cos 9\ cos j i — sin ^> i sin 6 sin <fo + cos 0 sin 0i cos (,? i ) i
+(siu9 cos o2 cos &! sin Oi + sin0 sin o2 cos v?i + cos 9 sin 0j sin ipi ) j
+( - sin 9 cos 02 sin 0i + cos 0 cos 9X ) k. ( A.16)
Grâce à cette expression, nous allons pouvoir exprimer les angles 82 et 1^2 inter-
venant dans A'£ en fonction des angles d'intégration.
De la même manière nous allons écrire P3 et P4 dans le reférentiel ( ï , j ,k) .
Pour cela nous allons définir un nouveau repère (a, b , c ) tel que c o c p i + P2, voir
figure A.3. qui peut être considéré connue le reférentiel de diffusion. La matrice
de passage dans le repère (x .y . z ) s'écrit.
cos 6/2 cos 02 cos 9/2 sin ç>i — sin 6/2
— sin O2 cos <?> 0
sin 9/2 cos 02 sin 9/2 sin 02 cos 9/2
(A.17)
Les vecteurs p:5, p.( peuvent être facilement exprimés dans le repère (a,b,c), voir
figure A.4.
p3 = sin0/2cos 0 a + sin0/2sin4> b + cos0/2 c, (A.18)
p., = - sin0/2cos à a - sin0/2sm<4 b + cos0/2 c, (A.19)
M'.
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Figure A.4: Représentation des vecteurs P2-P3 et p^ dans le rcfcrcnticl (a, b,c)
ainsi que dans les autres repères, en utilisant les matrices définies équations (A.14,
A. 17).
P.3 = P3JT X + p-iy y + P3: Z. ( A.20)
avec.
l^r = sin 0/2 cos 0/2 cos o2( 1 + cos o) - sin 0/2 sin o sin C2. ( A.21 )
/>}j, = sin 0/2 cos 0/2 sin 02 (1 + coso) + sin0/2siu0shi02 , (A.22)
Ps; = cos2 0 /2 -s in 2 0/2 cos p. (A.23)
Finalement 011 obtient, dans le repère de la déformation,
P» = (Pu- cos0, cosç 1 — p:iy sinç\ + ^ 3;sin6X cos ipx ) î
+( -p3r sin0, + pz cos 0! ) k. ( A.24)
Pour p4 il suffit de changer 0 en Q + TT.
Il nous est maintenant facile d'exprimer les angles 0,- et iy?, en fonction des
angles d'intégration. En effet, si l'on note.
p, = Q, i +• ^  j + ~/i k. (A.25)
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on a aussi,
p, = sin 0, cos ç, i + sin 0, sin v, j + cos 0, k. ( A.26)
alors,
(A.27)
(A.28)
(A.29)
(A.30)
Pour une fonction donnée A'£(0i.*pi). exprimée en fonction des cos<2;,sin0,-,cos<j?;
et sin^P,, il est possible de calculer l'intégrale (A. 13) qui devient une intégrale
multiple de fonctions trigononiétriques.
A.2 Quelques intégrales de Fermi utiles
Les intégrales de la forme,
I*('J) = / rf-fi • - - (!*» "(-ri ) • • • nixvfâxi + . . . + !•„ + i/), (A.31)
J — -X,
où n(.r) = (1 + e"-1")"1, sont calculées dans la référence [74],
« * h §^ [(
Ce qui dcnine. plus concrètement, pour les premières valeurs de ;/,
r^7' (A-34)
( A
-
3 5 )
/ 4 ( ! / )
 - 6 l - c - » •
I*(y) P s t aussi calculée directement dans la référence [43].
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Algorithme de résolution d'une
équation stochastique
Le but. do ce paragraphe est, clans un premier temps, de donner la méthode clas-
sique [20,27] pour numériser une équation différentielle stochastique en choisissant,
comme exemple, colle utilisée précédemment. Si on intègre sur un pas de temps
A les équations (5.12,5.13,5.14), on obtient:
^
1J
~-dt' (B.l)
A)-F(t) = -I (-Mt')-F(t'))dt' + y^!- w(f)dt[B.3)
T Jt T Jt
Pour évaluer les intégrales des termes déterministes, on suppose que A est suf-
fisamment, petit pour que la valeur en t' de l'intégrand soit égale à celle en t.
Dans l'équation (B.3), / / + A w(t')dt' est une transformation linéaire d'une variable
aléatoire gaussienue, c'est donc aussi une variable aléatoire gaussienne. Pour la
caractériser, il suffit donc de déterminer ses deux premiers moments. Il est évident
que
w(t')dt' = 0. (B.4)
Pour le second moment, la largeur s'écrit:
«'('i)<fti / w(t2)dt2 = / dtt dt2w(ti)w(t2) (B.5)
Jt Jt Jt
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= / dti f dt2 26(tl -t2) (B.6)Jt Jt
= 2A. (B.7)
On peut donc simuler ftt+A w(t')dt' en tirant aléatoirement, à cho' • ' P Ip temps,
suivant une gciussienne un nombre ic,,
w(t')dt' = y/K un, (B.8)
tel que
«V = 0 et wjw] = 26ij. (B.9)
II est à noter que si la force stochastique n'avait pas été gaussienne la méthode
proposée ne serait plus valable et on ne saurait pas, dans le cas général, écrire
un algorithme de résolution de l'équation de Langevin. Dans ce cas, l'algorithme
s'écrit finalement:
Pit
 + A, = p,/, + ( - ^ + ^ jr^Af) + F) A (B.ll)
A) = F(t) + '—(-.ip(t)-F{t)) + \ZAJi\IiiTw,. (B.12)
7*
Dans le cas d'une équation de Langt-vin inarkovienne, on applique une procédure
similaire et c'est largement suffisant. Avec les effets de mémoire il faut prendre
un pas de temps beaucoup plus petit pour avoir une solution réaliste, ce qui coûte
cher en temps de calcul. Cet algorithme peut être amélioré. Une première idée
consiste à faire un développement à Tordre u.î des integrands (au lieu de Tordre
zéro)[7G]. mais cela introduit d'autres nombres aléatoires à tirer ce qui coûte aussi
très cher eu temps de calcul. Nous avons testé cette méthode, mais elle n'apporte
pas de progrès significatif. Une autre idée est d'utiliser une forme intégrale pour
l'équation différentielle contenant le terme stochastique [77],
F(t) = -- f ^-l^p(s)ds + ^ ^ f e^-^Tw(s)ds. (B.13)
T JO T JO
De cette équation on déduit:
Fit+A) = r*'TF(t)-- /'+Ae(s-(-A)/r;j(.s)f/.s
T Jt
+v^ïr\ .—*,ru , { d ) d s (B14)
r Jt
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Nous allons dicrétiser l'équation (B.14) de la même manière que précédemment,
c'est à dire en faisant l'approximation que p(s) = p{t) pour l'intégrale déterministe.
L'intégrale stochastique est une variable aléatoire de valeur moyenne nulle et dont
la fonction de corrélation vaut r(l — e~2A'r) (le calcul est similaire à celui fait
précédemment ). L'équation (B.12) doit maintenant être remplacée par:
i 1 — eiA/T
F(< + A) = e-A/TF(t) - I3p(t)(l - e" i /T) + y/MPTd to,-. (B.15)
En développant à l'ordre le plus bas en A cette dernière équation on retrouve
l'équation (B.12).
Avec cette façon d'écrire, l'algorithme devient plus précis et il permet d'utiliser
des pas de temps A plus grands. C'est cette méthode qui a été utilisée pour simuler
l'équation de Langcvin avec effets de mémoire.
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Résumé
" = -" Afin d'étudier l'influence des fluctuations sur différents phénomènes physiques liés
aux collisions entre ions lourds, une équation de Langevin a été obtenue à partir d'un
modèle microscopique. Les paramètres entrant dans cette équation sont entièrement
déterminés à partir de grandeurs microscopiques caractérisant la matière nucléaire.
Cette équation a été appliquée à des phénomènes physiques aux énergies
intermédiaires. Une première partie concerne les mouvements collectifs de faible
amplitude, à savoir les résonnances géantes. Les effets de mémoire dans le terme de
collisions de l'équation de Boltzmann ont été étudiés. Une approche formelle à l'influence
des fluctuations sur plusieurs modes couplés est aussi proposée. Une deuxième partie
concerne les mouvements collectifs de grande amplitude où une étude détaillée de la
fission thermique est faite . Le taux de fission est calculé et confronté aux résultats
expérimentaux. Enfin, un travail préliminaire sur la multifragmentation est proposé.
Mots clé
collisions entre ions lourds fluctuations
résonances géantes approche microscopique
fission équation de Langevin
multifragmentation effets de mémoire
Abstract
In order to study influence of fluctuations on various phenomena linked to heavy ions
collisions, a Langevin equation has been derived from a microscopic model. Parameters
entering this equation are completely determined from microscopic quantities
characterising nuclear matter. This equation has been applied to various physical
phenomena at intermediate energies. A first part is devoted to small amplitude collective
motions, especially giant resonances. Memory effects in the collisions term of Boltzmann
equation have been studied. A formal approach to the influence of the fluctuations on
several coupled modes is proposed. A second part is devoted to large amplitude
collective motions, where a detailed study of thermal fission is done. Fission rate is
calculated and compared to experimental results. Finally, some preliminary works on
multifragmentation are also proposed.
Keys words
heavy ions collisions fluctuations
giant resonances microscope approach
fission Langevin equation
multifragmentation memory effects
