Improvement of some inequalities of Chebysev–Grüss type  by Gavrea, Bogdan
Computers and Mathematics with Applications 64 (2012) 2003–2010
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Improvement of some inequalities of Chebysev–Grüss type✩
Bogdan Gavrea
Department of Mathematics, Technical University of Cluj-Napoca, Str. Memorandumului nr. 28, 400114, Cluj-Napoca, Romania
a r t i c l e i n f o
Article history:
Received 26 June 2011
Received in revised form 28 November
2011
Accepted 28 March 2012
Keywords:
Grüss inequality
Positive linear functionals
Bernstein operators
Covariance bounds
a b s t r a c t
In the present paper we present a Grüss type inequality based on the concave majorant
of the classical modulus of continuity, for the case of two linear positive functionals
which preserve the constants.We consider applications to Bernstein and Bernstein–Stancu
operators as well as the probabilistic interpretation of our results.
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1. Introduction
In 1935, Grüss proved, [1], that for two integrable functions f , g : [a, b] → R, satisfying mf ≤ f (x) ≤ Mf ,
mg ≤ g(x) ≤ Mg , ∀x ∈ [a, b], the following inequality holds 1b− a
 b
a
f (x)g(x)dx− 1
(b− a)2
 b
a
f (x)dx
 b
a
g(x)dx
 ≤ 14 Mf −mf  Mg −mg . (1)
If (X, d) is a compact metric space, C(X) is the space of all continuous real valued functions defined on X and A : C(X)→ R
is a linear positive functional which preserves the constants, then the classical Grüss inequality (1) can be restated as
|A(fg)− A(f )A(g)| ≤ 1
4
(Mf −mf )(Mg −mg), (2)
where f and g are functions in C(X) satisfying mf ≤ f (x) ≤ Mf , mg ≤ g(x) ≤ Mg , ∀x ∈ X . For more extensions as well as
applications of the classical Grüss inequality, we refer the reader to [2].
Let (U, V ) be a two dimensional continuous random vector with the joint probability density function (joint pdf)
ρU,V : [a, b] × [a, b] → R and the marginal pdfs ρU : [a, b] → R, ρV : [a, b] → R given by
ρU(u) =
 b
a
ρU,V (u, v)dv, ρV (v) =
 b
a
ρU,V (u, v)du.
Assume thatmU ≤ U ≤ MU andmV ≤ V ≤ MV . Let X = [a, b] × [a, b] and A : C(X)→ R be the linear positive functional
given by
A(h) =
 b
a
 b
a
h(u, v)ρU,V (u, v)dudv. (3)
✩ The paper has been evaluated according to old Aims and Scope of the journal.
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It is straightforward to see that A preserves the constants and therefore by applying (2) with A given by (3) and f , g :
[a, b] × [a, b] → R given by
f (u, v) = u, g(u, v) = v,
we obtain b
a
 b
a
uvρU,V (u, v)dudv −
 b
a
uρU(u)du
 b
a
vρV (v)dv
 ≤ 14 (MU −mU) (MV −mV ) ,
or
|COV[U, V ]| ≤ 1
4
(MU −mU) (MV −mV ) , (4)
where COV[U, V ] denotes the covariance of the random variables U and V . Inequality (4) is known as the probabilistic Grüss
inequality (see [3] and the references therein).
2. Preliminary results
Let (X, d) be a compact metric space and C(X) the Banach lattice of continuous real-valued functions defined on the
compact metric space X . Let f ∈ C(X). For t ∈ [0,∞), the usual modulus of continuity of the function f in the point t is
defined by
ωd(f ; t) := sup{|f (x)− f (y)|, d(x, y) ≤ t}
and its least concave majorant is given by
ωd(f ; t) =
 sup0≤α≤t≤β≤d(X),α≠β
(t − a)ωd(f ;β)+ (β − t)ωd(f ;α)
β − α , for 0 ≤ t ≤ d(X),
ωd(f ; d(X)), if t > d(X).
When X is a compact subset of Rn, and d is the Euclidean metric, we will use the short notations ω(f ; t) andω(f ; t) instead
of ωd(f ; t) andωd(f ; t), respectively.
We denote by Lipr the set of all functions f ∈ C(X) having the property that
|f |Lipr := sup
d(x,y)>0
|f (x)− f (y)|
dr(x, y)
<∞,
where r is a fixed number in the interval (0, 1]. On Lipr , | · |Lipr we define the K -functional by
K (t, f ; C(X), Lipr) := inf
g∈Lipr
||f − g||∞ + t|g|Lipr 
for f ∈ C(X) and t ≥ 0.
A result that is due to Brudnyi (see [4]), states that for every continuous function f on X , the identity
K

t
2
, f ; C(X), Lip1

= 1
2
ωd(f ; t), 0 ≤ t ≤ d(X) (5)
holds. When X = [a, b], (5) becomes
K

t
2
, f ; C([a, b]), C1[a, b]

= 1
2
ω(f ; t), 0 ≤ t ≤ b− a. (6)
In a recent paper, [5], Rusu studied the non-multiplicativity of positive linear operators H : C(X)→ C(X)which reproduce
constant functions. The following result was obtained in [5].
Theorem 2.1. Let X be a compact metric space, with diameter d(X) > 0. If f , g ∈ C(X) and x ∈ X is fixed, then the inequality
|D(f , g)| ≤ 1
4
ωd f ; 4H(d2(·, x); x)ωd g; 4H(d2(·, x); x) (7)
holds, where
D(f , g) := H(fg; x)− H(f ; x)H(g; x).
Theorem 2.1 generalizes a result obtained by Acu et al. [6], for the case X = [a, b]. In the present paper, we will deal with
general positive linear functionals A, B : C(X) → R, satisfying A(e0) = B(e0) = 1. Here e0 : X → R, e0(x) = 1, x ∈ X . In
what follows we will bound the quantity
DA,B(f , g) = A(fg)+ B(fg)− A(f )B(g)− B(f )A(g)
using the least concave majorants of the moduli of continuity for the functions that define this quantity.
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3. An A, B-Grüss type inequality
Theorem 3.1. Let (X, d) be a compact metric space with diameter d(X) > 0 and let A, B : C(X) → R be linear positive
functionals reproducing constant functions (A(e0) = B(e0) = 1). If f ∈ Lipr1 and g ∈ Lipr2 with r1, r2 ∈ (0, 1], then the
following inequality holdsDA,B(f , g) ≤ |f |Lipr1 |g|Lipr2 AyBx dr1+r2(x, y) , (8)
where Ay denotes the fact that its input is viewed as a function of y (in the exact same fashion, we have defined Bx).
Proof. It is easy to see that
DA,B(f , g) = AyBx [(f (x)− f (y))(g(x)− g(y))] . (9)
From the above identity, we getDA,B(f , g) ≤ AyBx [|f (x)− f (y)||g(x)− g(y)|]
≤ |f |Lipr1 |g|Lipr2AyBx

dr1+r2(x, y)

,
which proves our claim. 
As an immediate consequence, for X = [a, b]we obtain the following corollary.
Corollary 3.1. (a) If X = [a, b] and f , g ∈ Lip1, thenDA,B(f , g) ≤ |f |Lip1 |g|Lip1 (A(e2)+ B(e2)− 2B(e1)A(e1)) . (10)
(b) If X = [a, b] and f , g ∈ C1[a, b], thenDA,B(f , g) ≤ ∥f ′∥∥g ′∥ (A(e2)+ B(e2)− 2B(e1)A(e1)) , (11)
where ei(x) = xi, x ∈ [a, b], i ∈ N.
For X = [a, b], we also have the following result.
Theorem 3.2. Let f , g ∈ C1[a, b]. If h1, h2 ∈ C1[a, b] and h′1(x) ≠ 0, h′2(x) ≠ 0, ∀x ∈ [a, b], thenDA,B(f , g) ≤  f ′h′1
  g ′h′2
 DA,B(h1, h2) . (12)
Proof. Using (9), we observe that if h1 and h2 are both increasing (decreasing) functions, then
DA,B(h1, h2) ≥ 0,
while if h1 is increasing and h2 is decreasing or the other way around, then
DA,B(h1, h2) ≤ 0.
Using Cauchy’s mean value theorem, we get
|g(x)− g(y)| |f (x)− f (y)| =
 f (x)− f (y)h1(x)− h1(y)
  g(x)− g(y)h2(x)− h2(y)
 |h1(x)− h1(y)| |h2(x)− h2(y)|
≤
 f ′h′1
  g ′h′2
 |h1(x)− h1(y)| |h2(x)− h2(y)| .
Applying first Bwith respect to the variable x and then Awith respect to y in the above inequality, givesDA,B(f , g) ≤  f ′h′1
  g ′h′2
 AyBx |h1(x)− h1(y)| |h2(x)− h2(y)| .
Using the observation from the beginning of this proof and (9), we obtain
AyBx |h1(x)− h1(y)| |h2(x)− h2(y)| ≤
AyBx (h1(x)− h1(y)) (h2(x)− h2(y))
= DA,B(h1, h2) ,
which concludes our proof. 
Remark 3.1. If A = B, then DA,B(f , g) = 2(A(fg)− A(f )A(g)) and inequalities (11) and (12) become
|T (f , g)| ≤ f ′ g ′ (A(e2)− A2(e1))
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and
|T (f , g)| ≤
 f ′h′1
  g ′h′2
 |T (h1, h2)|
respectively, where T (f , g) = A(fg)− A(f )A(g).
In the following theorem we will bound DA,B(f , g) using the least concave majorantωd.
Theorem 3.3. Let f , g ∈ C(X) be two continuous functions on the compact metric space (X, d). If A, B are two positive linear
functionals, A, B : C(X)→ R reproducing constants (A(e0) = B(e0) = 1), then the following inequalityDA,B(f , g) ≤ ωd f ;AxBy(d2(x, y))ωd g;AxBy(d2(x, y)) (13)
holds.
Proof. Using the Cauchy–Schwarz inequality, we getDA,B(f , g) = AyBx ((f (x)− f (y))(g(x)− g(y)))
≤

AyBx(f (x)− f (y))2

AyBx(g(x)− g(y))2
or DA,B(f , g) ≤ DA,B(f , f )DA,B(g, g) ≤ 4∥f ∥∥g∥.
Let r, s be two functions belonging to Lip1. It follows thatDA,B(f , g) = DA,B((f − r)+ r, (g − s)+ s)
≤ DA,B(f − r, g − s)+ DA,B(f − r, s)+ DA,B(r, g − s)+ DA,B(r, s)
≤ 4∥f − r∥∥g − s∥ + 2∥f − r∥|s|Lip1

AyBx(d2(x, y))+ 2∥g − s∥|r|Lip1

AyBx(d2(x, y))
+ |r|Lip1 |s|Lip1AyBx(d2(x, y)).
The last inequality can be rewritten asDA,B(f , g) ≤ 4∥f − r∥ + 12 |r|Lip1

AyBx(d2(x, y))

∥g − s∥ + 1
2
|s|Lip1

AyBx(d2(x, y))

.
Taking the infimum with respect to r and s, and using (5) givesDA,B(f , g) ≤ 4K 12

AyBx

d2(x, y)

, f ; C(X), Lip1

K

1
2

AyBx

d2(x, y)

, g; C(X), Lip1

= ωd f ;AyBx(d2(x, y))ωd g;AyBx(d2(x, y)) ,
which concludes our proof. 
Remark 3.2. The inequality (13) is sharp, since for X = [a, b] and f = g = e1, an equality is obtained.
Corollary 3.2. Let A : C(X)→ R be a linear positive functional, reproducing constants. Then we have
|T (f , g)| ≤ 1
2
ωd f ;AyAx(d2(x, y))ωd g;AyAx(d2(x, y)) , (14)
where T (f , g) = A(fg)− A(f )A(g).
Proof. The proof follows immediately from (13) and the identity
DA,A(f , g) = 2T (f , g). 
Remark 3.3. The constant 12 from (14) cannot be improved in general, since equality is obtained for f = g = e1,
For the case X = [0, 1]we can prove the following result
Theorem 3.4. If A, B : C[0, 1] → R are two linear positive functionals satisfying A(e0) = B(e0) = 1, then the following
inequalityDA,B(f , g) ≤ ω f ;DA,B(e1, e1)ω g;DA,B(e1, e1) (15)
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holds. Moreover, if A(e1) = B(e1), then
DA,B(e1, e1) ≤ 12 , (16)
with equality if and only if A = B = 12 (δ0 + δ1), where δx(f ) = f (x), x ∈ [0, 1] is the Dirac δ-functional.
Proof. Inequality (15) follows from (13), if we take X = [0, 1]. We have
DA,B(e1, e1) = A(e2)+ B(e2)− 2A(e1)B(e1)
= A(e2)− A2(e1)+ B(e2)− B2(e1),
where to get the last identity above, we have used the assumption A(e1) = B(e1). From (2), we get
A(e2)− A2(e1) ≤ 14 and B(e2)− B
2(e1) ≤ 14 .
The last two inequalities lead to (16).
To prove the last part of the theorem, we notice that DA,B(e1, e1) = 12 implies A(e2)−A2(e1) = 14 and B(e2)−B2(e1) = 14 .
Using the inequality A(e2) ≤ A(e1), we get
1
4
≤ A(e1)− A2(e1) or (2A(e1)− 1)2 ≤ 0,
which gives A(e1) = A(e2) = 12 .
To complete the proof of our result, we first show the following inequality:
|(1− x)f (0)+ xf (1)− f (x)| ≤ ω(f ; 2x(1− x)), (17)
for all f ∈ C[0, 1] and all x ∈ [0, 1]. Let x (arbitrary selected) be fixed in [0, 1] and consider the linear functional
L : C[0, 1] → R given by
Lf = (1− x)f (0)+ xf (1)− f (x).
For every g ∈ C1[0, 1], we can write
|Lg| = |L(f − g)+ Lg| ≤ |L(f − g)| + |Lg| .
Since |L(f − g)| ≤ 2 ||f − g|| and
|Lg| = |(1− x)(g(0)− g(x))+ x(g(1)− g(x))|
≤ 2x(1− x) g ′ ,
it follows that
|Lf | ≤ 2 ||f − g|| + x(1− x) g ′
for every g ∈ C1[0, 1]. Passing to the infimum when g ∈ C1[0, 1] in the last inequality, gives
|Lf | ≤ 2K x(1− x), f ; C[0, 1], C1[0, 1] .
Now, (17) follows from (6) and the above inequality.
Using the estimate (17), we can further write12 [f (0)+ f (1)]− A(f )
 ≤ A (ω(f ; 2x(1− x))) .
Sinceω(f ; ·) is a concave function, then from Jensen’s inequality we have
A (ω(f ; 2x(1− x))) ≤ ω (f ; 2 (A(e1)− A(e2))) .
Butω (f ; 2 (A(e1)− A(e2))) = ω(f ; 0) = 0 and the above inequality becomes
A (ω(f ; 2x(1− x))) ≤ 0.
From the last three inequalities, we obtain
A(f ) = 1
2
[f (0)+ f (1)],
which concludes our proof. 
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4. Applications
4.1. A probabilistic inequality
Consider a pair of two dimensional continuous random vectors (U, V ) and (U,V ) having the joint pdfs ρU,V : [a, b] ×
[a, b] → R+ and ρU,V : [a, b]×[a, b] → R+ respectively. Let X = [a, b]×[a, b] and consider the linear positive functionals
A, B : C(X)→ R induced by the joint pdfs of (U, V ) and (U,V ), i.e.,
A(h) =
 b
a
 b
a
h(u, v)ρU,V (u, v)dudv, B(h) =
 b
a
 b
a
h(u, v)ρU,V (u, v)dudv. (18)
Let f , g ∈ C(X). Then, with A and B defined by (18), we have
DA,B(f , g) = COV [f (U), g(V )]+ COV

f (U), g(V )+ E [g(V )]− E[g(V )] E [f (U)]− E[f (U)] ,
where E[W ] denotes the expectation of the random variableW . For d(·, ·) being the Euclidean distance inR2 and u, v ∈ R2,
u = (u1, u2), v = (v1, v2), we have
Bv

d2(u, v)
 = Bv (u1 − v1)2 + (u2 − v2)2
=
 b
a
 b
a

u21 + u22

ρU,V (v1, v2)dv1dv2 +
 b
a
 b
a

v21 + v22

ρU,V (v1, v2)dv1dv2
− 2u1
 b
a
 b
a
v1ρU,V (v1, v2)dv1dv2 − 2u2
 b
a
 b
a
v2ρU,V (v1, v2)dv1dv2
= u21 + u22 + E
U2 +V 2− 2u1E U− 2u2E V  .
Using the calculations above we obtain
AuBv

d2(u, v)
 = σ 2U + σ 2V + σ 2U + σ 2V + E[U] − E[U]2 + E[V ] − E[V ]2 ,
where σ 2W := VAR[W ] denotes the variance (dispersion) of the random variableW . Using now Theorem 3.3, we obtain the
following probabilistic inequalityCOV [f (U), g(V )]+ COV f (U), g(V )+ E [g(V )]− E[g(V )] E [f (U)]− E[f (U)]
≤ ω f ;√τω g;√τ , (19)
where τ := τU,V ,U,V is given by
τU,V ,U,V = σ 2U + σ 2V + σ 2U + σ 2V + E[U] − E[U]2 + E[V ] − E[V ]2 . (20)
Remark 4.1. We have the following special cases of inequality (19) and (20).
(i) For a single random vector (U, V ), i.e., ρU,V ≡ ρU,V , inequality (19) and (20) becomes
|COV (f (U), g(V ))| ≤ 1
2
ωf ;2 σ 2U + σ 2V ωg;2 σ 2U + σ 2V  , (21)
which establishes covariance bounds using the least concave majorant of the modulus of continuity.
(ii) If f and g are Lipschitz functions with Lipschitz constants Lf and Lg respectively, we can bound ω f ; τU,V ,U,V  andω g; τU,V ,U,V  by Lf τU,V ,U,V and LgτU,V ,U,V respectively, to obtainCOV [f (U), g(V )] + COV [f (U), g(V )] + (E[g(V )] − E[g(V )])(E[f (U)] − E[f (U)])
≤ Lf Lg τU,V ,U,V .
In particular, for a single random vector, inequality (21) can be relaxed to
|COV (f (U), g(V ))| ≤ Lf Lg

σ 2U + σ 2V

.
4.2. The Bernstein operator on a simplex and the δ-Dirac operator
Consider the simplex Sp in Rp, p ≥ 1, given by
Sp = x := x1, . . . , xp | xi ≥ 0, |x| := x1 + x2 + · · · + xp ≤ 1 ,
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with the vertices vi ∈ Rp, i = 1, p, vi = (0, . . . , 1, . . . , 0), where the only component different from 0 and equal to 1,
appears on position i. For n ∈ N∗ and
M = m := (m1, . . . ,mp) | mi ∈ 0, 1, . . . , n, |m| ≤ n ,
the Bernstein approximation operator Bn : C(Sp)→ C(Sp) is defined by
Bnf (x) =

m∈M
n!
m1! . . .mp!(n− |m|)!x
m1
1 . . . x
mp
p (1− |x|)n−|m|f
m1
n
, . . . ,
mp
n

.
Let x = (x1, . . . , xp) and y = (y1, . . . , yp). Then
d2(x, y) =
p
i=1
x2i +
p
i=1
y2i − 2
p
i=1
xiyi.
The operator Bn preserves the set of affine functions and for the function ϕ(x) :=pi=1 x2i , we have
Bnϕ(x) = ϕ(x)+ 1n
p
i=1
xi(1− xi).
If we take A(f ) = Bnf (x) and B(f ) = δx(f ) := f (x), where x is a fixed point in Sn, then
DA,B(f , g) = Bnfg(x)+ f (x)g(x)− f (x)Bng(x)− g(x)Bnf (x),
which used together with Theorem 3.3 gives the following result.
Corollary 4.1. For all f , g ∈ C(Sp), the following estimate holds:
DA,B(f , g) ≤ ωd
f ;

p
i=1
xi(1− xi)
√
n
ωd
g;

p
i=1
xi(1− xi)
√
n
 ,
where d is the Euclidean metric.
Remark 4.2. Let f , g be two continuous functions defined on Sn, such that there exists a point x ∈ Sn satisfying f (x) =
g(x) = 0. By using Corollary 4.1, we obtain the following estimate
|Bn(fg)(x)| ≤ ωd
f ;

p
i=1
xi(1− xi)
√
n
ωd
g;

p
i=1
xi(1− xi)
√
n
 .
4.3. Bernstein operators and Bernstein–Stancu operators
Let b > 0. The Bernstein–Stancu operators Sn,0,b : C[0, 1] → C[0, 1] (see for example [7])
Sn,0,bf (x) =
n
k=0

n
k

(1− x)n−kxkf

k
n+ b

satisfy the following
Sn,0,be0 = e0, Sn,0,be1 = nn+ be1, Sn,0,be2(x) =
n2
(n+ b)2

x2 + x(1− x)
n

.
If A(f ) = Bnf (x), B = Sn,0,bf (x), for some fixed x ∈ [0, 1], then by Theorem 3.3, we have
DA,B(f , g) ≤ ω
f ; x2b2
(n+ b)2 +
x(1− x)
n(n+ b)2 (2n
2 + 2nb+ b2)

×ω
g; x2b2
(n+ b)2 +
x(1− x)
n(n+ b)2 (2n
2 + 2nb+ b2)
 .
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