Existing models for the analysis of Kelvin probe microscopy experiments are extended and used to analyze the experimental electrical potential profiles for a Pt/TiO 2 model nanoparticle.
INTRODUCTION
Heterogeneous catalysts are in most cases solids with a large specific surface area with active sites which interact with a substrate that is exposed to these centers from the gas or 2 liquid phase. The active sites may be of various nature, e.g. Brønsted or Lewis acid sites, metal ions embedded in complexes or in the catalyst surface, but very commonly the catalysts are nanosize noble metal particles supported on metal oxides. In these cases it is often the metal particle which exerts the catalytic function, but it can also be the support which is active. In particular, metal oxides are catalytically active for the oxidation of hydrocarbons in Mars-van-Krevelen type reactions. The key step is the reduction of the metal oxide, which depends on the equilibrium between oxygen surface species and oxygen vacancies in the metal oxide. This equilibrium can be influenced by the presence of more or less strongly electron accepting property of supported metal particles. Oxygen anions have to leave behind their excess electrons when they recombine and leave the surface as molecular oxygen. The mechanism is supported by the presence of any electron accepting centers, as has been demonstrated by Acerbi et al. who showed that the reduction temperature of cerium oxide decreases depending on the work function of a supported noble metal. 1 In semiconductor physics, a metal in contact with a semiconducting metal oxide is called a Schottky contact. It is well known that such a configuration leads to a polarization at the metal-support interface by transfer of electrons from the metal particle to the support or vice versa, depending on the energetic position of the Fermi level of the metal particle relative to that of donor or acceptor defects in the support. The importance of the effects of a Schottky junction in catalysis was postulated by Frost 2 and even much earlier by Solymosi. 3 A theoretical discussion was given by Ioannidis 4, 5 and by Zhdanov and Hagglund, 6, 7 with a debate about the applicability of Schottky's model for extended interfaces to nanometer sized particles. Experimental verification of the polarization effect under catalytically relevant conditions has so far been given as infrared spectroscopic observation of shifts of the vibrational frequency of Pt-adsorbed C=O, 9 the modified activity in hydrogenation reactions of aromatics 10, 11 or also by macroscopic conductivity measurements of the doped TiO 2 support. 12 These methods are not sufficiently quantitative, and in particular they do not provide the necessary spatial resolution to discriminate between various charge distribution models.
A bulk intrinsic semiconductor like silicon shows a quite miserable electronic conductivity since relatively few electrons are excited across the band gap of on the order of 1 eV from the fully occupied valence band to the empty conduction band. This changes dramatically when a small fraction of atoms (typically one out of 10 4 -10 7 atoms) is replaced by donor or acceptor atoms. Si has four valence atoms and makes four bonds. Atoms with five valence electrons like phosphorous are donors. The extra electron occupies an isolated state slightly below the lower edge of the conduction band, so it can be thermally excited into the conduction band, which causes electronic conductivity. Since the charges which carry conductivity are negative (electrons) this type semiconductor is called n-type. Alternatively, doping can be by an element with only three valence electrons, like aluminum. Such an atom needs to accept an additional electron to be able to make four bonds. The acceptor state is slightly above the upper band edge of the valence band, and an electron from the valence band can be excited thermally into this vacancy. This then leaves a positive hole in the valence band which leads to p-type conductivity.
TiO 2 is a metal oxide with a band gap of 3.2 eV. If it is fully stoichiometric it is a relatively good insulator. In reality, many metal oxides are not exactly stoichiometric. At sufficiently high temperature they may lose two oxygen atoms in the form of O 2 , which leaves behind two oxygen vacancies and the four extra electrons of the two former oxygen dianions ( :
The extra electrons reduce the charge of the original cations ( by one charge, leaving it one-fold negative relative to the atom in the intact lattice ( ) as written in the Kröger-Vink convention. Specifically, for TiO 2 , the formal Ti(IV) cations become Ti(III) which can be 4 observed experimentally by EPR. 13 These centers can act as electron donors to the conduction band → (2) so that the oxygen deficient TiO 2 behaves as an n-type semiconductor, which is the normal state of titania under reducing conditions. 14 Alternatively, the hydroxylated surface of wet titania or surface adsorbed dioxygen can act as acceptor states which trap (excited) electrons from the conduction band, leaving holes in bulk titania and converting it to a p-type semiconductor. 15 So far, this description related to the plain support material. A noble metal particle in contact with this support complicates the situation by modification of the charge carrier concentrations. Acerbi et al. reported a correlation between the work function of the supported metal particle and the onset temperature of a test reaction. 1 A nobler element has a higher work function which corresponds to a higher ability to accept electrons from the ceria oxide support, and this promotes the release of neutral oxygen from the bulk of the oxide so that it can react with the gas phase substrate at a lower temperature. The observed effect was taken as clear evidence of the presence of a charge polarization across the interface between metal particle and oxide support. Such an interface between metal and semiconductor is called a Schottky contact. In the reaction reported by Acerbi 1 the metal acts as a promotor and the metal oxide is the active catalyst. More commonly and also in the present work the functions are reversed: the metal oxide is the support and the catalyst is the metal particle. The case is illustrated schematically in Figure 1 . and gold nanoparticles. 17 
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The support provides of course a large reservoir of states which can interact with the metal nanoparticle. Across the interface, there is an attractive interaction that drives the transfer, but there is a competing repulsive interaction on each side of the interface that increases with charge density. It is important to note that the attractive interaction between the hole in the metal and the excess electron in the support (Ti(III)) at a distance of 200 pm ( [21] [22] [23] Our intention is to overcome the pressure gap between UHV and catalytically relevant reactions conditions and quantify the metal-support interaction in ambient atmosphere and at ambient temperature with the aim to distinguish between the different descriptions. In this study we first present the theoretical foundations for different models which are in a second part 18 used for the analysis and discussion of experimental data.
A companion paper reports Kelvin probe force microscopy (KPFM) measurements of Pt, Pd and Rh nanoparticles supported on TiO 2 , CrO 2 and Al 2 O 3 oxides under nitrogen/oxygen atmosphere at ambient pressure. 18 In the KPFM measurement the conductive tip of the atomic force microscope (AFM) is scanned across the sample in constant height above the surface, where experiments have shown a negative rim for some of the samples (see Figure 3 of companion paper). 18 The models assume that the AFM tip is a point probe of a charge distribution for a given shape of the metal particle (see companion paper for a discussion of this assumption). 18 Thus, for each measured point the potential is obtained by integration over the entire charge distribution. The method developed here is used for the analysis of a large number of metal oxide supported Pt, Pd and Rh particles as described in the companion paper. 18 The full details are available in a PhD thesis which can be accessed online.
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DISCUSSION
The Model of Sasahara et al.
for the quantification of the Kelvin signal
The most basic model that has been applied in literature to explain the size of the KPFM signal assumes a symmetric charge distribution about the interface as in a capacitor that consists of two parallel circular plates. Charges of q are separated by a constant distance d
given by the sum of the radii of the metal oxide cation and the noble metal atom and form a layer of dipoles. The charges are evenly distributed within a circular area, represented by a charge a density ρ. Their electrostatic response  that is probed by the point-like AFM tip, positioned above the center of the circle, is given according to Sasahara et al. 23 by
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The height h is the sum of the particle height at the center and the scan height above the surface during the Kelvin scan. Deviations of the permeability from the vacuum value  0 are neglected in Sasahara's treatment.
It is straightforward to extend Sasahara's one-point model to a trace model in dependence of the tip position. The model is extended to include additional charges located at the particle surface.
Sasahara's model is based on the simple correlation between the electrostatic potential at point ⃗ which is generated by a point charge located at the position ⃗
The potential at ⃗ originating in a multitude of point charges can be written as the sum of the individual contributions and transformed to the integral over the corresponding space coordinates in dependence of the charge density
Setting the position of the tip as ⃗ allows us to calculate the potential signal along one axis through the particle center in dependence of the horizontal position x and the vertical tip position z is calculated as the sum of the actual particle height H at a given position and the scan height h tip .
The potential signal of a circular charge distribution at the interface in dependence of the tip position in polar coordinates results to
where the parameters are the same as in (1).
The charge density is now determined by equation (4) and the experimental Kelvin signal at a single tip position ( ) above the particle center
Equation (4) and calculated from equation (5) For the quantitative analysis we chose non-agglomerated particles with a near-circular interface since it is convenient to use a particle model whose shape can be described analytically in modified cylindrical coordinates. Three different approximations were chosen to develop and test out the method: the oblate spheroid, the cone and the rotational paraboloid, here in the following simply called ellipsoid, cone and paraboloid. They are shown in the upper part of Figure 2 for a typical experimentally observed particle. The particle volume is overestimated by the ellipsoid and underestimated by the cone. The paraboloid agrees best with the actual particle shape, especially at the particle apex, and the full evaluation of all particles 18 was based on the paraboloid only. Models of rotational symmetry also have the advantage that it is sufficient to calculate a one-dimensional trace in any direction across the particle. Normally, this will be directly part of an experimental scan across the center of the particle.
This experimentally observed particle was chosen as a model particle for all following calculations. The lower part of Figure 2 displays the best simulation based on Sasahara's model of a parallel plate conventional capacitor model. While the chosen particle shape has relatively little impact it is obvious that the overall agreement of simulation and experiment is not satisfactory. In particular, the positive rim around the particle, pointed out in Figure 4 of the companion paper, 18 which corresponds to negative charges in or on the support outside the metal particle is not reproduced.
It should be noted that the experimental particle shape shown in Figure 2 is broadened by the finite radius of the AFM tip which according to producer's specifications amounts to 25
nm. The effect was studied in detail, 24 and the final results 18 are reported for the deconvoluted particle shape, with the true particle radius given as R* in place of R. The deconvolution method is described in the Electronic Supplementary information of the companion paper. 18 The influence of the finite tip size on the Kelvin signal is discussed further below. 
Modification of the model after Hägglund and Zhdanov 8
It can be argued that the above model of a one dimensional Schottky contact is only valid for macroscopic flat junctions between metal and semiconductor with a thickness that exceeds the thickness of the depletion layer (typically >100 nm). 8 The conventional treatment of Schottky contacts 25 is thus not valid for nanoparticles which are often considerably thinner.
Hägglund and Zhdanov therefore proposed a model based on the method of image charges for a disc-shaped (i.e. cylindrical) metal nanoparticle on a planar semiconductor support, and they introduced the real relative electrical permittivity of the support, e S , (with a value of 110 for TiO 2 ) and of the metal particle, e M = 1. 8 Charges located in the metal at its interface to the support ( M ) on the outer particle surface ( OS ) and corresponding charges in the support ( S ) are distributed in hemispheres with a radius depending on the concentration of electron accepting or donating species. Alternatively, the charges on the support are assumed to reside in a homogeneous planar layer. The number of charges is determined to fulfill the central condition of a constant electrostatic potential inside the metal particle, which is accurate as long as the particle is homogeneous. These models are displayed in Figure 3 for both possible polarities, i.e. a p-type semiconductor where excess charges are transferred from the metal to the semiconductor, and an n-type semiconductor where the charge transfer is from the semiconductor to the metal. That charges are homogeneously distributed and confined strictly within a certain radius are bold constraints, but models which describe more realistic distributions require too many fit parameters and do not lead to more meaningful answers. . p-type: Positive charges OS located at the outer particle surface and M at the particle-support interface;
negative charges ( S located inside the support. n-type: Positive charges OS located at particle surface and S inside the support, negative charges M ) located at the particlesupport interface. The radius of the particle at the support interface is denoted by R (or later R* after correction for broadening due to the AFM tip radius), and the radius of the charge distribution in the support is R S  R. R S is determined from the simulation of the Kelvin signal, while R is fixed as measured in the experiment.
Our intention is to approve or discard an assumed distribution model with the help of the experimental signal shape. It is therefore necessary to calculate the signal intensity not only at a single point above the center of the particle but along the scanning coordinate.
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By using the method of image charges the potential inside and above the particle with can be calculated as the sum of the different contributions
The potential originating in the charges OS at the outer particle surface and their mirror charges is given by
where distances | ⃗⃗⃗⃗⃗| and surface elements are expressed in the respective coordinate systems depending on the particle shapes and listed in Table 1 . In polar coordinates, the potential M due to the charges M located in the metal near the particle support interface and their mirror charges is
and the potential due to the charges S located in the support inside a hemisphere with radius S results in spherical polar coordinates to
For a circular charge distribution near the interface inside the support the potential results to
Integrals in equations (7)- (10) have to be solved numerically.
For the special case of , the following analytical solutions for integrals (8)-(10) can be found:
This analytical solution can be used in most cases, and it simplifies the analysis considerably.
Charge neutrality is given by (14) coordinates ⃗⃗ with the radial distance r, azimuthal angle and polar angle , radius of the particle at the interface and its height , and the tip position ⃗ . The origin of the coordinate system is at the center of the interface, ⃗ .
Determination of parameters by solving the system of equations
Equations (7) - (14) are a set of non-linear equations with the four free variables , ,
and . The experimental Kelvin signal and the assumption of a constant potential inside the metal particle allow us to solve this set of equations.
The experimental Kelvin signal is the negative to the potential tip
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And the vertical tip position tip is calculated as the sum of the actual particle height H at a given position and the scan height h tip .
We chose positions at the top, the bottom and in the middle along the central axis to fulfill the condition of a constant potential and the constraint of charge neutrality (eqn. 14).
( ) const (16) and const are obtained by solving the non-linear equation system at the positions given by eqns. (15) and (16) numerically. is at this point only a phenomenological fitting parameter without any assignment of a chemical identity in the semiconductor. Its interpretation is discussed in the companion paper.
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Simulation of Kelvin signals
Equations (6)- (10) and the parameters and determined at allow us to calculate the Kelvin signal in dependence of the lateral tip position tip and the vertical tip position tip above the model particle. This simulated potential profile is then compared with the measured Kelvin profile, with
The solutions of the simulations based on the various models are displayed in Figure 4 .
The top row gives the topographic compared with the assumed shape profiles. More important are the second and the third row which give the results for the hemispherical and the planar charge distribution in the support -for the p-type case on the left and the n-type case on the right. Qualitatively, both directions of charge transfer can be reproduced, but it is obvious that the n-type semiconductor solutions match the experiment better. The charge distributions of the p-type are too broad and do not reproduce the rim in the experimental signal, in contrast to the n-type model, although the agreement is not fully quantitative.
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In all cases the constant potential in the metal nanoparticle is in the range +80 mV < const < 142 mV, dictated to be positive by the experimentally clearly negative Kelvin potential. This is probably the parameter which is most relevant for the catalytic properties. For the model which shows the best agreement with experiment, the n-type model with parabolic particle shape and a planar charge distribution in the semiconductor const amounts to 111 mV, and the charge densities are +0.37 e per nm 2 for  S , 0.32 e nm 2 for  M , and 0.00057 e nm 2 for  OS , while R S is only 0.92 R, i.e. the charge zone does not quite reach the full, uncorrected radius of the particle, but it exceeds the true particle radius R* (see companion paper). 18 The charge density on the outer surface of the metal particle,  OS , is clearly much smaller than the others, and it can be neglected at no significant loss.
The interesting fact that the opposite polarity with a p-type support can provide qualitatively similar curves is explained by charge densities of 3. While the simulated curves of the n-type semiconductor (right hand side of Figure 4) match the experimental results better than those of the p-type, further analysis shows that the constant potential inside the metal particle is much better obeyed for the particle on the p-type 18 than on the n-type semiconductor. These conflicting findings do therefore not permit a reliable discrimination between the n-type and the p-type model at this point.
Intending to improve the fits, two further rounds in the analysis were undertaken in which one and two additional experimental points off-center of the particle at x = ½R S and 1R S were employed. The results are displayed in Figure 5 . In contrast to Figure 4 which uses only the center point we now obtain for the planar charge distribution a slightly better match including a small inverted rim for the p-type support while the simulated trace for the n-type support has lost its inverted rim. As before, the spherical charge distribution does not lead to a satisfactory match.
const amounts to 106 mV, and the charge densities are 0.13 e nm 
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The results of the analysis are plotted and discussed in the supplementary information as a function R S /R and of Q S ( Figures S1 and S2 ) and in detail also in ref. 24 . In short the findings are as follows:
In function of R S /R, all parameters show a discontinuity with asymptotic behavior at R S /R = 0.72 for the hemispherical and R S /R = 0.99 for the planar charge distributions.
At this point, the charges Q S and Q M change sign, which is equivalent to a transition between n-type and p-type support. It is plausible that R S is smaller for the hemispherical distribution since a given charge Q M that is to be compensated at a
given charge density requires a larger radius when accommodated in a single layer. A similar set of curves is shown in Figure 7 for the p-type support. The high charge densities now display a double peak structure, which was never observed in the experiment.
The low charge densities lead to too broad curves, but remarkably, an intermediate charge density  S = 0.020 e nm 2 for the planar charge zone provides a highly satisfactory agreement with experiment (highlighted in red frame). In particular, it reproduces also the inverted zone very well.
Additional fit parameters can in principle improve the agreement between experiment and simulation further when additional experimental points are used. With this aim, the charge zone on the outer particle surface was partitioned into three zones near the support surface, on top of the particle, and one intermediate zone. While in principle the strategy works, it is difficult to obtain significant new insight due to the increased complexity. We will therefore skip these results. More details can be found in ref. 24 . One may also imagine other variations of the charge distribution model. At present, homogeneous charge densities were assumed in the support, but  S may actually be different underneath the particle and for radii > R. However, for the best match of the model particle, equal charges Q M and Q S were found. Equal charge densities would thus not leave any room 24 to accommodate any charges in the trough on the rim around the particle, which would not be consistent with experiment.
The charge density  S = 0.020 e nm 2 for the planar charge zone in the TiO 2 support is a material property which depends not only on the elemental composition but also on the pretreatment conditions in a given atmosphere. For metal clusters of different size supported on the same material in the identical sample it is expected to be the same. The value of  S determined here was therefore fixed for the complete analysis of the samples Pt/TiO 2 . The strategy of first determining  S to be fixed for the subsequent analysis was also followed for the other supports. These values are given in Table 1 of the experimental companion paper.
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Possible effects of the finite tip size on the Kelvin probe signal
The topography data have been deconvoluted for the finite size of the AFM tip as described in the Electronic Supplementary Information of the companion paper. 18 Most Pt particles on all three supports are well defined and have a true diameter of 50-100 nm ( Figure   7 ). According to the curve for parabolic particle shapes the correction amounts to ca. 35% for the diameters of the smallest particles, and less for the larger ones ( Figure S4b of the companion paper). 18 The particles are quite flat with a relatively steep slope near the rim and few of them exceeding 12 nm in height. The larger particles are also higher. Rh and Pd particles formed agglomerates with complicated profiles for which the analysis is naturally less accurate.
Since the Kelvin probe data were recorded with a tip that was retracted by 5-7 nm it was assumed that the tip is a point-like probe of the potential. While this led to good agreement between experiment and simulation and also to agreement with up to date literature about the direction of charge transfer 26 concerns have been raised about the validity of the approximation assuming a point-like tip and fixed electrical charges, in particular in the 25 presence of conductive samples, [27] [28] [29] [30] and it was suggested to involve also van der Waals forces. 31 Most charges in the oxide support are fixed to defects, and in the metal nanoparticle the charges at the interface are largely immobilized by the attraction to the counter charge in close proximity across the interface, but there are mobile conduction electrons which render the particles polarizable by the applied voltage on the tip. This affects not only the derived charge concentration and distribution, it also questions the assumption of a constant electrostatic potential inside the metal. A further effect may be the result of the interaction of the sample with the finite size tip, in particular when it is located above the rim of the particle.
This situation which is illustrated in Figure S3 of the ESI enhances the Kelvin singal. It may be the origin of the more plateau-like shape at the top of the signal compared with the rounded shape of the topography seen in particular in Figure 2 of the companion paper. 18 Taking all these effects into account would render the already complex simulations much more involved. It would certainly affect the values of the derived numbers for charge distributions but not their order of magnitude and certainly not the main conclusion that the direction of electron transfer is from the metal to the oxide and of the positive electrostatic potential of the metal due to charge polarization.
CONCLUSIONS
An extension of the model of Hägglund and Zhdanov 8 for the description of a Schottky contact permits a near-quantitative fit of the experimental Kelvin probe signal of a nanometer size Pt particle on a TiO 2 metal oxide support. The Kelvin signal which is negative relative to the support can to a first approximation be explained on the basis of both an n-type support with positive charge density near the interface, compensated approximately by negative charge density in the metal near the interface, and on the basis of a p-type support with opposite charge polarity. In both cases there is a net transfer of electrons from the Pt particle to the support, leaving a small positive charge density on the outer surface of the metal 26 particle. It is this positive charge density that determines the constant electronic potential  const within the metal which is likely responsible for the metal-support interaction.
Comparison of the simulated curves of the Kelvin potential with the experimental trace allows to exclude a hemispherical charge distribution in the support and suggests that most of the charge densities are located in planar layers on the two sides of the interface.
For the analyzed Pt model particle of 55 nm diameter and 5.3 nm height on TiO 2 , clearly the best agreement is found for the case of a p-type support with a negative charge density,  S = 0.020 e nm 2 , with  const = 106 mV which leads to the experimentally measured potential ( tip tip ) Kelvin = 73 mV at the retracted tip position 5 nm above the highest point of the Pt particle. As expected, the sign of the experimentally measured Kelvin potential permits a direct conclusion about the sign of the electrical potential in the particle. The charge density in the metal across the interface is  M = +0.057 e nm 2 , while the charge density on the outer metal surface (the metal/air interface), is  OS = 4.610 4 e nm 2 , two orders of magnitude less than the charge densities at the interface. The circular, planar charge zone in/on the support extends by a factor 1.7 beyond the uncorrected physical diameter of the Pt particle.
Experimentally, this zone around the particle is observed as a characteristic rim around the particle in the Kelvin potential measurements. 
