The characterization of the behavior of photopolymers is an important fact in order to control the holographic memories based on photopolymers. In recent years many 2-dimensional models have been proposed for the analysis of photopolymers. These models suppose that the photopolymer layer is homogeneous in depth and good agreement between theoretical simulations and experimental results has been obtained for layers thinner than 200 µm. The attenuation of the light inside the material by Beer's law is an important factor when higher thickness are considered. In this work we use a Finite-Difference method to solve the 3 dimensional problem. Now diffusion in depth direction and the attenuation of the light inside the material by Beer's law are also considered, the influence of the diffusivity of material in the attenuation of the refractive index profile in depth is analyzed.
INTRODUCTION
The versatility of photopolymers in optics has been shown by many authors [1] [2] [3] . Their good optical properties, low cost and easy way in which their chemical composition may be changed, thickness and other material parameters make new applications for the use of photopolymers possible. In optics, one of the most interesting propositions is to design holographic memories based on photopolymers. In recent years, research to achieve optimized holographic memories has received much attention [4] [5] [6] [7] [8] . One of the basic requirements for holographic memories to be competitive is that the thickness of the layer of recording material must be 500 µm or more [3] . A greater number of holograms may be recorded with thicker layers, since in this case the angular Bragg selectivity is higher and the width of the angular response curve is very small [3] . Many materials have been employed as holographic memories (e.g., inorganic crystals, bacteriorhodopsin, photopolymers) [3, 9] . Recently, new companies (Aprilis, Inphase, etc) have used photopolymer disks to optimize the first commercial holographic memories. The Aprilis HMD company employed a photopolymer with a storage density greater than 100 bits/µm 2 and dynamic range (M/#) around 22 [4] , and the Inphase Group presented a photopolymer with stringent criteria for dynamic range, photosensitivity, non-destructive readout and thermal stability [5] . Layers of photopolymer about 1 mm thick allow many diffraction gratings to be recorded in the same volume of photopolymer using different multiplexing techniques. This has great practical importance in the field of WORM (write once read many) type holographic memories. Therefore, characterization of the behavior of photopolymers is important in order to control the holographic memories based on these compounds. In recent years many 2-dimensional models have been proposed for the analysis of photopolymers [10] [11] [12] [13] [14] [15] [16] . Many parameters have been introduced to theoretically control the photopolymer behavior. In the 1990's the first models that took into account the importance of the polymerization rate and monomer diffusion processes in the description of hologram formation appeared. In the work of Adhami et al. [10] equations governing the formation of the hologram were first proposed and solved. Zhao and Moroulis proposed a different model [11] , where the monomer diffusion assumes quite an important role when a sinusoidal exposure is used. In their model one assumes a linear relation between polymerization and incident intensity, in addition a linear relation between index modulation and polymer concentration is postulated. The differential equations provide a semi-analytical way of explaining why the index modulation is smaller when the separation between strips increases, that is to say, when low space frequencies are recorded. Subsequently, a lot of new models were presented, taking into account different aspects of the hologram formation process [12] [13] [14] [15] [16] . Some of the most interesting novelties were introduced by Sheridan and co-workers, specifically, introduction of the non-local polymerization concept and the high spatial frequency cut-off [14] . On the other hand, a new model developed by Southerland analyzes the effects of shrinking and swelling [16] , and is an interesting extension to the non-local polymerization-driven diffusion model. All of these models assume that the polymer and monomer concentration can be described using two or four harmonics in polymer and monomer concentration. Nevertheless, recently, a way to solve the photopolymer behaviour was introduced by Wu et al. [17] , thus the Finite-Difference method was used to solve the grating formation in photopolymers in the non-local space response case, and J. V. Kelly et al [18] solved the equations for non-local temporal response using the Finite-Difference method too. But all of these models assume that the photopolymer layer is homogeneous in depth and good agreement between theoretical simulations and experimental results has been obtained for layers thinner than 200 µm. The attenuation of light inside the material according to Beer's law results in an attenuation of the index profile inside the material and in some cases the effective optical thickness of the material is lower than the physical thickness [19] . Some approximations have been made in order to understand the profile recorded in thick photopolymers [20] . In this study we use a Finite-Difference method to solve the 3 dimensional local problem. This method has been applied successfully to thin layers [17] [18] . Now diffusion in depth and the attenuation of light inside the material according to Beer's law are also considered, and the influence of the diffusivity of the material on attenuation of the refractive index profile in depth is analyzed. The intensity distribution is assumed constant along y, but attenuated in depth along the Z axis. The depth attenuation changes the angular response of the grating stored in the material [21] and determines the optical thickness and ultimate storage capacity of each material composition [19] [20] . Assuming Beer's law explains the attenuation of light intensity with depth, the recording intensity can be written as:
where K g is the grating number of the recorded grating, which depends on the grating period and may be written as:
In this paper we analyzed gratings with 1125 lines/mm (Λ is around 0.88 µm in this work).
α is the coefficient of light attenuation. The initial value of α [α (t=0)=α 0 ] can be obtained if the transmittance and the physical thickness of the layer are known. In our material [20] for layers with a physical thickness around 800 µm, the transmittance is around 0.82%; in others words, the values of α 0 for this composition are around 0.006 µm -1 [20] . The absorption of the layer changes as a function of the time it takes for the dye to be consumed. In a first approximation, it can be written as:
where β is a constant that determines the influence on the intensity as the dye is consumed and depends on many factors (chemical composition of the material, temperature, humidity, etc.). The absorption decay depends on the dye and the intensity used, and K α defines the rate at which the dye is consumed. 
THEORETICAL ANALYSIS
We propose use the following two equations that governs the 3-dimensional polymerization:
where n is the refractive index, [M] is the monomer concentration, [P] is the polymer concentration, and γ indicates the relationship between intensity and polymerization rate (k R ). In this paper, we assume γ = 0.5 -a non-linear intensity response.
We assume that the polymerization rate decreases due to the Trommsdorff effect [20] , and is given by:
where ϕ is the attenuation coefficient of the polymerization rate.
In previous studies some approximations have been made in order to solve the differential equations [20] . In this paper we use the Finite-Difference method to solve a 3-dimensional problem using a rigorous method. The first step to find the numerical solutions is to transform the monomer and polymer concentration into a matrix.
( )
can be rewritten as ( ) z x M , because it is constant along the y axis. In this work we defined the size of the matrix as 1000x1000. When the initial conditions are defined we use the discretized diffusion equations and Taylor series expansion of
around a given point (x,z). Therefore we can obtain the value of
and ( ) . M i.,j is the monomer concentration at the ith and jth dimension space point and ∆x and ∆z are the space increments in the X and Z directions. Then we present the Taylor expansion for the x component, and the expansion for the z component is similar.
We discretize the diffusion equation in the time domain using again a Taylor series expansion around a given time t:
where M j is the monomer concentration at the jth time step and ∆t D is the time increment. We can rewrite the intensity distribution inside the material in a discretized form:
Substituting Eqs. (7), (8) and (9) in Eq. (4) we can write the monomer diffusion expression as:
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Substituting Eqs. (7), (8) and (9) in Eq. (5) we can write the polymer formation expression as:
and the expression for polymer formation as: (14) In order to study the numerical stability of the equations, the increment in the time domain, ∆t, must satisfy the stability criterion [17] [18] :
In this paper we choose ∆t = 0.4 (∆x 2 /D), which is consistent with the Wu and Glytsis [17] and J. V. Kelly dimensionless analysis [18] . However the diffusion model now includes diffusion in the z direction.
One of the problems associated with Finite-Difference codes is that the grid used for the simulations has a finite size. This implies that in order to simulate open regions some artificial tricks must be introduced when electromagnetic simulations are calculated using this method [22] . Now for polymer diffusion we want to find a suitable boundary condition to simulate the extension to large (1 cm in diameter) real gratings recorded on the outer perimeter of the grid. There are 2 types of boundaries in our problem.: The first is the boundaries of the polymer with other different media (the glass substrate and air). In this case we assume the monomer diffusion is only permitted in one direction. Therefore for the boundary condition between medium 1 (air) and medium 2 (polymer) of the grid, the monomer concentration (Equation 12) can be written as: (16) And for the boundary between medium 2 (polymer) and medium 3 (glass substrate): (17) where j max is the maximum value of j
The second is the boundary of the recorded zone. In this area we have non-exposed photopolymer, where we assume that the monomer concentration is constant and takes the value M 0, the initial monomer concentration. In the following equation i=1 ( the case for i=i max is similar). 1  ,  ,  1  1  ,  ,  1  1  ,  ,  1  1  ,  ,  1  1  ,  1  ,  1  2  1  ,  ,  1  2   1  ,  1  ,  1  2  0  2  1  ,  ,  1  2  1  ,  ,  2  2  ,  ,  1   2 2
To minimize the effect of this boundary in the simulations we assume that the recording intensity can be rewritten as: . This is an important drawback because the simulated gratings have a finite size, which is very small compared with the real grating (1 cm diameter around 10 4 periods recorded). Then, the boundaries generate a perturbation traveling to the center of the grid. The velocity of the perturbation depends on the monomer diffusion (D) as calculated in reference [23] , where the displacement x of the diffusing species at time t is given as:
Some estimations of the monomer diffusivity in our photopolymeric material situate the value of D below 10 -10 cm 2 s -1 and the exposure time is less than 10 s. Using these parameters we obtain a displacement over a distance of 1.8 µm.
Then in order to apply the boundary conditions and eliminate the boundary effects in the middle of the simulated grating, we consider 10 periods and assume that the central period is not affected by boundary perturbations.
One of the problems involved in working theoretically with thick layers (where the refractive index profile is attenuated in depth) is calculating the diffraction efficiency around the Bragg angle. The time evolution of the harmonic components of the polymer and monomer grating profiles is found by applying the discrete Fourier transform to the resulting data at each time step. Then we can obtain the refractive index modulation as a function of monomer and polymer gratings [24] . It is common in holography to express the profile recorded in the grating in terms of the refractive index. For this study we assume that a refractive index profile stored in the layer n(z) has the form [25] : n can be disregarded [25] . Therefore they do not affect the values of the higher harmonics in the diffraction efficiency around the first Bragg angle. In this paper we obtain the refractive index profile in each sub-layer using the diffusion model solved by the Finite Differences Method and we check if this method predicts agreement of the higher harmonics with the experimental measurements. We can relate the harmonic components of the refractive index to the Fourier components of the dielectric permittivity (ε), provided that n 1 <<n 0 , in order to calculate an algorithm based on Rigorous Coupled Wave analysis (RCW) proposed by Moharam and Gaylord [27] . In this case:
Where i ± ε are the harmonics of the Fourier expansion of the dielectric permittivity.
The method used in this paper is described partially in previous papers [19, 21, 26] , but now we do not assume an exponential attenuation of the index in depth. In this paper the values of the refractive index profile are given by the model in each sub-grating. To apply the boundary conditions we assume, as in previous papers, that there are no reflected orders between the sub-layers inside the material.
NUMERICAL SIMULATIONS
In this section we present the first simulations using this method. We evaluate the importance of two specific aspects of monomer diffusion. The first is the importance of the higher harmonics in the recorded grating profile, and we analyze the behavior for different values of monomer diffusion. In the second part of the simulation the importance of monomer [26] . This value represents the separation between viscous systems and liquid systems [12] . Viscous systems are characterized by the large values of the higher harmonics in the recorded grating. Simulations for monomer and polymer distribution for typical values of the PVA/AA system are shown in figure 1.
We can see the attenuation of the monomer and polymer profiles in depth according to Beer's law. On the other hand, we can see the residual monomer remaining in the last 400 µm of the layer. It is interesting to evaluate the importance of the higher harmonics in the monomer and polymer profiles. These results are presented in Table I . The existence of third harmonics in the monomer concentration and forth harmonics in the polymer profile is demonstrated using different finite methods to solve the diffusion equations. Let us analyze more viscous photopolymeric systems. If we use the equations to simulate D 0 =10 -12 cm 2 s -1, we obtain monomer and polymer profiles like the gratings shown in figure 2 . In this case we observe more modulation in the monomer grating (the second harmonic is three times higher than the previous case analyzed). We note that the monomer polymerizes before diffusion and the higher harmonics in the polymer are larger ( Table 2 ). Therefore the secondary diffraction orders con not be disregarded. In previous papers we studied these diffraction orders in our material and based on these studies we determined that the monomer diffusivity in our material is higher than 10 -12 cm 2 s -1. To finalize this section we analyze more liquid polymeric systems, when the value of monomer diffusion is D 0 =10 -10 cm 2 s -1 . We examine the 3 dimensional behavior of the polymeric system in figure 3 . As the value of D 0 increases, modulation of the monomer grating decreases and the shape of the polymer grating is more sinusoidal ( 15 1 2 P P ≈ , see Table 3 ). This illustrates the existence of a critical value of initial monomer diffusion in the evolution of the higher harmonics. Based on the comparison of the three tables, there is a greater conversion of monomer into polymer for liquid systems and these systems present slightly less residual monomer at the end of the recording process. In the next section we investigate the effects of monomer diffusion in depth.
Importance of the diffusivity in depth
In a previous paper [20] it was assumed that monomer diffusion along the Z axis is negligible compared with the importance of diffusion along the X axis. Using the model presented in this study we can evaluate the real importance of diffusion along the Z axis. Based on the above analysis, and assuming that all the monomer has not been consumed completely by the end of illumination, we could propose an accurate scheme to optimize the multiplexed holograms in this material. Now we simulate the grating formation for the same parameters in figure 3 , (where the monomer diffusion is more important) eliminating the diffusion in depth terms from equations 12 and 16-18. However, subsequent changes are shown in Table 4 . Table 4 shows that the only appreciable changes are in the first 10 µm, but the variations of the harmonics is very small. These results agree with the average displacement after 10 seconds mentioned in the introduction (1.8 µm). Therefore the assumption made in the previous paper (to disregard diffusion along the Z axis) is valid for exposures around 10 seconds. Another question is the influence of diffusion along the Z axis in the design of the multiplexed schedule where more than 1000 gratings are recorded -more than 1000 seconds are employed in the process.
EXPERIMENTAL
Obtaining the refractive index modulation as a function of the harmonics of the monomer and polymer gratings is well known. The refractive index modulation, n 1 (t), depends on the refractive indexes of the different components and following Aubrecht et al. [24] , with a minor typographical correction (6 appears in the denominator of the first part of the right hand side of the equation instead of 3, as has been shown in previous papers [18, 20, 26] ) the refractive index modulation can be written as: (23) where: n p , is the polymer refractive index, n m , is the monomer refractive index, n b , is the binder refractive index and n dark , is the refractive index of the layer before exposure. In the material used in this study the different refractive indexes take the following values: n m = 1.486; n b = 1.474; n dark =1.478; n p =1.506. These values were obtained using the Lorentz-Lorenz equation and the method used is described in references 20 and 22. The calculations are based on refractometer measurements using water solutions. Therefore we can simulate the distribution of the refractive index modulation in depth as plotted in figure 4 for D 0 = 4x10 -11 cm 2 s -1, , where we can see the attenuation of the index profile. Using these data and the RCW theory we can simulate the angular scan and check the theoretical results with an experimental layer of material based on PVA/AA. This comparison is done in figure 5 , and the experimental results agree with the solutions obtained using the finite difference method. We can see the smoothing of the origins of the secondary lobes by the attenuation of the index profile [19, 21] . 
CONCLUSION
We have used the finite difference method to solve the 3 D photopolymer behavior. We have analyzed the deviation of the sinusoidal shape in monomer and polymer gratings for different monomer diffusion values. We have evaluated the importance of the monomer diffusion in depth, and we conclude that it can be disregarded for short exposure times (around 10 s). Finally we have obtained the refractive index modulation profile and checked the theoretical simulation with a polymer based on PVA/AA obtaining good agreement between theoretical simulation and experimental results.
