A graph G is said to be primitive if it contains no proper factors. In this paper, by using the amalgamation technique, we find sufficient conditions for the existence of a d-regular graph G on n vertices which:
Introduction
Let us start with giving some definitions. A complete graph on n vertices, denoted by K n , is a simple graph in which there is an edge between every pair of its vertices. The balanced complete multipartite graph K p m is the graph with p parts, each of size m, in which there is an edge between any pair of its vertices if and only if they are in different parts.
A k-factor of a graph G is a spanning k-regular subgraph of G. If G does not have any proper k-factors, we call G a primitive graph. (i.e. if it contains no k-factors with 1 ≤ k < ∆(G).)
There exist regular primitive graphs for every odd degree d [11] and there cannot be any non-trivial regular primitive graphs of even degree by Petersen's Theorem [18] . There exists a primitive regular graph of order n and odd degree d if and only if n ≥ (d + 1) 2 and n is even. In [17] a specific family of such graphs is defined as follows. 
Note that (c) is implied by the other conditions.
A Hamilton cycle in a graph G is a connected 2-factor (i.e. a spanning cycle in G). Decomposing graphs into cycles, especially Hamilton cycles has been an interesting problem and many results have appeared on this subject. In 1847, Kirkman [13] solved the existence and the spectrum problem for 3-cycle systems of K n . In 1894, Walecki [16] determined the spectrum for Hamilton decompositions of K n , and in 1976, Laskar and Auerbach [2] determined this spectrum for complete multipartite graphs. Since then, many Hamilton decomposition problems have been analyzed in different settings (see [3, 4, 7, 15, 19] ).
In 1982, Hilton [10] gave necessary and sufficient conditions for an edge-colored copy of K n to be embedded in an edgecolored copy of K v where each color class induces a Hamilton cycle. He used graph homomorphisms to construct graph decompositions, calling them amalgamations. In this paper we use the same technique.
In 1993, Hoffman et al. [11] determined the spectrum for maximal sets of Hamilton cycles of K n by using amalgamations and determined the spectrum for maximal sets of 2-factors of K n by using Tutte's f -factor theorem [20] . Ozkan and Rodger [17] , by using amalgamations, showed that this spectrum does not change if these 2-factors are required to be connected (i.e. the spectrum of sets of Hamilton cycles in K n with no 2-factor in the leave is same as spectrum of sets of 2-factors in K n with no 2-factor in the leave). Results on 2-factorizations with different cycle sizes have also studies, with Adams et al. [1] and Horak et al. [12] having interesting results on the subject.
In this paper we prove a powerful technical result on the existence of edge-disjoint Hamilton cycles in complete multipartite that have primitive complements (see 
Amalgamations and preliminary results
So, what is amalgamation? An amalgamation of a graph H is a new graph A, formed by a graph homomorphism f : 
for all i ∈ 0, . . . , and all u ∈ f −1 (z), and
is an even integer for all z ∈ V (A), then ω(A(i)) = ω(H(i)).
Theorem 2.2 says that we can disentangle the amalgamation of K n and that the colored edges incident to a vertex in the amalgamation will split up evenly among the corresponding vertices in the disentanglement. What we need to do is adding some edges to K p m to obtain K n and then to show that the conditions of Theorem 2.2 hold.
Lemma 2.3 ([9]). For each m ≥ 1, each finite Eulerian graph has an evenly-equitable edge-coloring with m colors.
We will use the following results to partition the vertices of the primitive graph into p parts, each of size m, then use it as the vertex set for K p m . The next lemma will help us in the proof of the main result. Proof. Let c : E(G) −→ {1, 2, . . . , k} be an equitable k-edge-coloring of G. Then, for any a ∈ V (G), and any i ∈ {1, 2, . . . , k}
Theorem 2.4 ([8]). If G is a graph satisfying ∆(G)
Then, for any u, v ∈ V (G) and any i ∈ {1, 2, . . . , k},
The following theorem is a generalization of the Erdős-Gallai Theorem. A multigraph is a graph in which multiple edges between two vertices are allowed, and a degree sequence is called λ-multigraphic if there is a multigraph of index at most λ with this degree sequence. 
We will use Theorem 2.7 in the proof of the following lemma which provides some multigraphs that are needed in the proof of Theorem 3.2.
Lemma 2.8. Let p be even.
is even, and
Then π is at most λ-multigraphic, where λ can be chosen to satisfy λ = Proof. Case 1: First, let p = 4 and λ = 4. It is enough to show that we have
by Theorem 2.7. We will denote the left hand side of the inequality by LHS and right hand side of the inequality by RHS for simplicity. We will proceed case by case for each k. In all cases when p = 4, we have shown that the above inequality holds.
Case 2: Now, let λ = 3, p = 6, and the degree sequence be (5, 5, 1, 1, 1, 1). The graph in Fig. 1 gives a realization of this degree sequence with λ = 3. Case 3: Now, let λ = 2, p ≥ 6, and π = (5, 5, 1, 1, 1, 1).
It is enough to show that we have
by Theorem 2.7. We will again proceed case by case for each k. k ≥ 4: Since each vertex has degree at most 6, we have LHS ≤ 6k. Also, RHS ≥ 2k
If there is at least one vertex with degree 6 then no vertex can have degree 1. So, RHS ≥ (2)(3)(2) + (3)(2) = 18 since p ≥ 6. If there is no vertex with degree 6, then LHS ≤ 15, and RHS ≥ (2)(3)(2) + (1
If there is at least one vertex with degree 6 then no vertex can have degree 1. So, RHS ≥ (2)(2) (1) 
But we cannot have odd number of vertices with odd degree, implying that
If LHS = 9 with d 1 = 5, again since we cannot have odd number of vertices with odd degree, (2)(1) + (1 + 1 + 1 + 1) = 8 since we have at least 6 parts, and each vertex has degree at least 1. k = 1: LHS ≤ 6 since each vertex has degree at most 6.
If d 1 = 6, then the rest of the vertices must have degree at least 2. So, RHS ≥ 0 + (2
For all the cases we have shown that the inequality holds. Hence, we are done.
Main theorem
In this section, we give sufficient conditions to find a set of edge-disjoint Hamilton cycles in K p m where the complement is primitive. It is an important technical result, which is then used to obtain memorable corollaries. We first define a graph that will eventually be shown to be an amalgamation of Hamilton cycles in K G ∈ G(n, d) 
Recall that if
where T = So,
, and B = (T , B) [B] for simplicity.
The following result will be used in the proof of Theorem 3.2, and it is also a vital tool used in proving Theorem 2.2.
Theorem 3.1 ([6]).
Every bipartite multigraph has an equitable k-edge-coloring for all k ≥ 1.
We are now ready to prove the main technical result. The following builds upon and H(G, c) defined above. 
where λ ≤ 4 when p = 4, λ ≤ 3 when p = 6, and λ = 2 when p ≥ 8.
Proof. Since n = mp ≥ (d + 1) 2 , there exists a primitive graph G ∈ G(n, d) with m, p, and d as assumed. Let H(G, c), , and be as described in the previous paragraphs. We need to give an -edge-coloring to the edges of H(G, c) where each color eventually induces an Hamilton cycle. This is done in 3 steps:
(1) the edges of except for the ones joining two vertices in T are equitably colored; (2) the remaining edges in are colored in 3 steps: (i) color some edges with to boost the degree of each vertex to an even number in each color class; then (ii) ensure each color class is connected; and thirdly (iii) color the remaining edges; (3) is disentangled.
In order for each color class to eventually induce a Hamilton cycle, we need each color k, 1 ≤ k ≤ to appear 2η(v) times at each vertex v ∈ T ∪ B in . Since is bipartite, by Theorem 3.1 we can begin with an equitable 2 -edge-coloring of the edges of (i.e: using twice as many colors as we end up with). By ( * ), we have d (∞) = 2 . Also, the assumption ≥ implies 2 ≥ 2 . This implies that every color k, 1 ≤ k ≤ 2 , appears on at most one of the edges incident with ∞, and appears on exactly η(B) edges in (by Theorem 3.1). Now, define a coloring of the edges of from as follows: 
) is a degree sequence by using Lemma 2.8. We can relabel the vertices so that DIF k (t 1 ) ≥ DIF k (t 2 ) ≥, . . . , ≥ DIF k (t p ).
class is connected. The condition η(t i )η(t j ) ≥ λ + 2 p−1 guarantees there are still enough edges between every t i , t j ∈ T to do that. Now, the degree of each t i ∈ T at each color class is d k + 2, and step 2(ii) is completed.
By the assumption that m and d are odd and p is even, the degree of each vertex in K Since d k is even, d¯ (t i ) = η(a i )2 − (d k + 2) is even. So, the graph¯ is Eulerian. By Lemma 2.3, we can give¯ an evenly equitable edge coloring with colors. So, for each t i ∈ T , and each 1 ≤ k ≤ , d¯ (k) ( We now gather together all we know. For all t i ∈ T and 1 ≤ k ≤ , t i is incident with c k edges colored with color k in step 1, DIF k + 2 edges colored with color k in steps 2(i) and 2(ii), and 2η(t i ) − (c k + DIF k (t i ) + 2) = 2η(t i ) − (d k + 2) edges colored with color k in step 2(iii). So now, when we add them up, each vertex t i is incident with 2η(t i ) edges colored with k. Because of step 2(ii), each color class is connected. Similarly, d¯ (k) (b i ) = 2η(b i ) for each b i ∈ B. Now, for 1 ≤ i ≤ p we can add
