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Modelling of Arctic stratospheric ozone and water vapour and their changes 
Abstract
Ozone and water vapour are important trace gases in the atmosphere,  where both play an important role in
radiative and chemical processes. Ozone protects the Earth's biosphere, humans and materials from the harmful
ultraviolet  (UV) radiation.  The distributions  and  changes of  ozone and  water  vapour  are  thus  important  to
understand. Restrictions on the production and use of ozone depleting substances (ODS) within the Montreal
Protocol have stopped the growth of the ozone loss, even signs of recovery of the ozone layer have been seen.
However, many ODSs are long lived in the atmosphere and it  will  take decades before they are removed.
Stratospheric water vapour influences the polar ozone loss by controlling the formation of polar stratospheric
clouds (PSC). The climate change will cool the stratosphere, which could favour the formation of PSCs. This
could  cause  significant  ozone  depletion  despite  the  lower  chlorine  loadings  in  the  future  stratosphere.
Atmospheric models are needed for studying these phenomena, because the number of observations is limited.
Also the prediction of future ozone loss requires models.
In this study simulations of the middle atmosphere have been made using the FinROSE chemistry transport
model (FinROSE-CTM). It is an off-line 3-dimensional model, covering the altitude range of ca. 10–80 km,
including the stratosphere. The model can be used for short term case studies, as well as for decadal simulations.
The  FinROSE-CTM needs  pre-calculated  winds,  temperature  and  surface  pressure,  and  then  calculates  the
chemistry and transport using the meteorology. In this study ECMWF reanalysis data and climate model data
have been used. Model results have been compared to ground based and satellite observations, and the model has
been shown to be suitable for polar stratospheric ozone and water vapour studies. When running the model with
climate model data also future conditions can be predicted. 
Both observations and simulations show an increase in the water vapour concentration in the Arctic stratosphere
after 2006, but around 2012 the concentration started to decrease. Model calculations suggest that this increase in
water vapour is mostly explained by transport-related processes. The increase in water vapour in the presence of
the low winter temperatures in the Arctic stratosphere led to more frequent occurrence of ICE PSCs in the Arctic
vortex. In a recent study, we studied the effect of changes in the  water vapour concentration in the tropical
tropopause on Arctic ozone depletion. A change in the tropical tropopause water vapour concentration resulted in
a corresponding change in the Arctic stratosphere. We found that the impact of water vapour changes on ozone
loss  in  the  Arctic  polar  vortex  depends  on  the  meteorological  conditions.  The  strongest  effect  was  in
intermediately cold conditions, when added water vapour resulted in more ozone loss due to the additional PSCs
and associated chlorine activation on their surface. The effect was less pronounced in cold winters because cold
conditions persisted long enough for a nearly complete chlorine activation even with observed water vapour. The
results show that the simulated water vapour concentration in the tropical tropopause has a significant impact on
the Arctic ozone loss and deserves attention, and therefore needs to be well simulated in order to improve future
projections of ozone layer recovery.
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Arktisen stratosfäärin otsonin ja vesihöyryn sekä niiden muutosten mallintaminen
Tiivistelmä
Otsoni ja vesihöyry ovat tärkeitä hivenkaasuja ilmakehässä. Vesihöyry on yksi merkittävimmistä kasvihuonekaasuista,
sillä  se vaikuttaa  maapallon säteilytasapainoon sekä moniin kemiallisiin reaktioihin ilmakehässä.  Otsoni sen sijaan
suojaa  ihmisiä  ja  luontoa  haitalliselta  ultraviolettisäteilyltä.  Sekä  vesihöyryn  että  otsonin  jakauma  sekä  niiden
pitoisuuksien  muutokset  nykyisessä  ja  tulevaisuuden  ilmakehässä  ovat  tärkeitä  ymmärtää.  Vaikka  Montrealin
protokollan  asettamat  rajoitukset  otsonia  tuhoavien  CFC-kaasujen  valmistukselle  ja  käytölle  ovat  saaneet
otsonikerroksen  tuhoutumisen  pysähtymään,  kestää  otsonikerroksen  palautumisessa  ennalleen  vielä  pitkään.
Ilmastonmuutos  jäähdyttää  stratosfääriä,  jolloin  polaaristratosfääripilvet  (PSC)  voivat  lisääntyä,  ja  otsonia  voi
tulevaisuudessa tuhoutua enemmän, vaikka kloorin määrä ilmakehässä onkin pienempi. Näiden asioiden tutkimiseen
tarvitaan  ilmakehämalleja,  sillä  havaintoja  stratosfääristä  on  rajoitetusti,  eikä  niitä  myöskään  ole  tulevaisuuden
ilmastosta.
Tässä  tutkimuksessa  on  stratosfäärin  olosuhteiden  tutkimiseen  käytetty  FinROSE  kemiakuljetusmallia.  Malli  on
globaali ja se kattaa stratosfäärin eli korkeusvälin 10-80 km. Mallilla voidaan tehdä sekä lyhyitä tapaustutkimuksia että
pitkiä,  vuosikymmeniä  kattavia  simulaatioita.  Malli  tarvitsee  syötteeksi  meteorologista  dataa:  tuulet,  lämpötilat  ja
pintapaineen.  Tässä  tutkimuksessa  mallia  on  ajettu  käyttäen  ECMWF:n  analyysejä  tai  ilmastomallilla  etukäteen
laskettua  meteorologiaa.  Lähtötiedon vaikutusta  mallin  antamiin  tuloksiin  tutkittiin,  ja  havaittiin  sillä  olevan  suuri
merkitys tulosten luotettavuuteen. FinROSE:lla laskettuja otsoni- ja vesihöyrypitoisuuksia verrattiin sekä satelliitti- että
maanpintahavaintoihin,  ja  mallin  todettiin  tuottavan  käyttökelpoisia  tutkimustuloksia.  Ilmastomallin  meteorologialla
FinROSE:a ajettaessa on ollut mahdollista tehdä ennusteita myös tulevaisuuden otsonikadoista.  
Tutkimuksen tuloksena selvisi, että vesihöyry on lisääntynyt stratosfäärissä vuosina 2006-2012, mutta 2012 jälkeen
pitoisuus on vähentynyt. Mallisimulaatiot osoittavat, että veden lisäys johtuu pääosin kuljetuksesta; enemmän vettä on
kulkeutunut tropiikista navoille. Ilmastonmuutoksen vuoksi kylmenevässä stratosfäärissä kosteassa ilmassa arktisilla
polaarialueilla voi muodostua entistä enemmän polaaristratosfääripilviä (PSC), joiden pinnalla klooriyhdisteet tuhoavat
otsonia katalyyttisesti. Viimeisin tutkimus osoitti,  että vesihöyry vaikuttaa otsonikatoon arktisella alueella eri tavoin
erilaisissa meteorologisissa olosuhteissa.  Suurin vaikutus on kohtalaisen kylminä talvina,  jolloin veden lisäys lisäsi
otsonikatoa  selvästi.  Tämä  johtui  lisääntyneistä  polaaripilvistä  ja  klooriaktivaatiosta.  Kylminä  talvina  vaikutus  jäi
vähäisemmäksi,  sillä  klooriaktivaatio  oli  silloin  lähes  täydellinen  havaintoihin  perustuvallakin  vesihöyrymäärällä.
Tulokset osoittavat, että tropiikin tropopaussin vesihöyryn määrällä on vaikutusta arktiseen otsonikatoon, ja että se on
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1 INTRODUCTION
Most atmospheric ozone is in the stratosphere, between 15 and 35 km. This layer is
called the ozone layer and it protects the Earth’s biosphere, humans and materials from
harmful ultraviolet (UV) radiation. Already in the 1970’s scientists noticed, that an-
thropogenic Chlorofluorocarbon (CFC) compounds have the potential to destroy ozone
(Molina and Rowland, 1974). In 1985 a massive decrease in ozone (the ozone hole) was
observed during the Antarctic spring (Farman et al., 1985), and chlorine and bromine
compounds in the CFCs were found to have caused it (Solomon et al., 1986; WMO,
2014). Research activity on the stratosphere and the ozone layer increased and quick
political action was taken. This led to the Montreal Protocol on Substances that De-
plete the Ozone Layer, which was agreed on in 1987. The protocol regulates and slows
down the use and production of Ozone-depleting substances (ODSs). It is the most ex-
tensive environmental agreement, and all the countries in the world have ratified it. In
the industrialized countries production of CFCs was banned in 1996 and in 2010 also
worldwide. The protocol has been amended a few times afterwards. The Montreal Pro-
tocol has been a success story in international environmental protection. The amounts
of ODSs in the atmosphere have decreased. The concentration of tropospheric chlorine
reached its peak value in 1993 and tropospheric bromine a little later, in 1997. The
amount of stratospheric chlorine follows the tropospheric ODS; however, there is a lag,
because its transport in the stratosphere is slow (Newman et al., 2007). And although
the impact to the ozone levels is more difficult to detect, the ozone layer is recovering
(WMO, 2014; Solomon et al., 2016; Chipperfield et al, 2017; Strahan and Douglass,
2018). ODSs are also greenhouse gases, so the reduction of CFCs has also helped to
mitigate climate change.
Climate change is expected to affect the temperature distribution in the atmo-
sphere. The troposphere is warming, while the stratosphere is cooling with increasing
carbon dioxide (CO2) loadings (Fleming et al., 2011), up to now this cooling has been
about 0.5 K/decade. CO2 changes will also change stratospheric circulation which is
expected to change ozone distribution (see Section 2.5). Stratospheric concentrations
of other greenhouse gases, like nitrous oxide (N2O) and methane (CH4) that are trans-
ported from the troposphere to the stratosphere, will increase. These gases have an ef-
fect on the climate by changing the radiative circumstances, and in addition they affect
ozone chemistry (Fleming et al., 2011; Stolarksi et al., 2015). For example an increase
in methane would increase water vapour (SWV) and other HOx compounds in the
stratosphere, which changes both the radiation balance and ozone chemistry (Dvortsov
and Solomon, 2001; Eyring et al., 2013). N2O is the main source of NOx, which is
one of the most important ozone destructors (Ravishankar et al., 2009).
Water vapour is a minor constituent in the stratosphere. The concentration is typ-
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ically about 3–6 v (e.g., Randel et al., 2004). However, H2O has an important role in
radiative and chemical processes. In the upper troposphere/lower stratosphere (UTLS)
changes in the water vapour concentration result in significant changes in the radiative
forcing of the atmosphere (Riese et al., 2012). Odd hydrogen HOx, which forms during
the photodissociation of SWV, contributes to the chemical ozone loss in the catalytic
cycles of the stratosphere (Dvortsov and Solomon, 2001). SWV can intensify ozone
destruction also by forming polar stratospheric clouds (PSCs), when the temperature
drops low enough (Khosrawi et al., 2016). PSCs enable the conversion of inert halogen
reservoir species to active halogen radicals (e.g., Solomon, 1999). Heterogeneous reac-
tions on the surfaces of PSC particles can lead to massive ozone depletion inside polar
vortex, when the atmospheric concentration of halogens is sufficiently high (Solomon
et al., 2014; McElroy et al., 1986; Wohltmann et al., 2013; Thölix et al., 2016; Khosrawi
et al., 2017; Thölix et al., 2018).
Atmospheric ozone is observed from the ground as well as from satellites. From
the ground both in-situ, e.g. soundings, and remote sensing methods, e.g. Dobson
and Brewer spectrometers can be used to observe atmospheric ozone concentrations.
Ground based observations, however, describe only the local ozone situation. Satellite
observations on the other hand give the global ozone distribution. Observations provide
valuable information about the situation of the atmosphere, but also models are needed.
With the help of models we can understand the mechanisms in the atmosphere. Ozone
can be modelled with chemistry–transport models (CTM) as well as with the chemistry
coupled climate models (CCM). CCMs are needed for future scenarios, while CTMs
driven by meteorological reanalysis data are good tools for a variety of case-studies,
because the results obtained can be compared to observations. Computational require-
ments are typically lower for the CTMs compared to CCMs.
The amount of ozone in the Arctic varies considerably from one year to another
because of atmospheric circulation variability. The size of Arctic ozone losses varies
a lot between years, and no clear trend can be seen in them (WMO, 2014). Increasing
SWV could lead to an increasing PSC volume trend, which has already been seen in
the lower Arctic stratosphere (Khosrawi et al., 2016; Thölix et al., 2016). The Arctic
ozone loss is very dependent on the conditions in the polar vortex, i.e. significant losses
have been observed in cold winters, but when the polar vortex has been weak, the ozone
losses have remained small (Rex et al., 2006; Müller et al., 2008; Manney et al., 2011;
Solomon et al., 2014; Chipperfield et al., 2015; Thölix et al., 2016).
Motivated by the variability of Arctic ozone loss, the work done for this thesis
was aimed at studying the distribution and long term changes of stratospheric ozone
and water vapour in the Arctic. The results concentrate on the effect of the increase
in stratospheric water vapour on PSC occurrence, and the quantified impact of tropi-
cal water vapour on Arctic ozone losses. The model simulations have been done by
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using FinROSE-CTM, which is also validated during this work. First I will describe
the model and after that I will describe the research done with the model. The study
includes the following papers:
• (PAPER I) describes the FinROSE chemistry transport model and shows its ca-
pability of simulating a realistic distribution of stratospheric ozone from seasonal
to decadal scales, by comparing the model results to the observations.
• (PAPER II) discusses the quality and properties of the driver data and the effects
of them on the chemistry transport model simulations and model results.
• (PAPER III) describes the trends and variability of ozone between 1980 and 2019.
It also shows that it is possible to use FinROSE driven by a climate model to
simulate future years.
• (PAPER IV) describes the water vapour distribution in the Arctic stratosphere.
It aims to show long term changes in the stratospheric water vapour distribution
and the sources of the changes.
• (PAPER V) considers the importance of water vapour for the Arctic ozone loss in
different dynamical conditions. It describes how the changes in the stratospheric
water vapour concentration affect the ozone depletion in the Arctic stratosphere.
The introductory part of this thesis is organised as follows: Chapter 2 gives an
introduction to stratospheric chemistry and dynamics, especially concerning ozone loss
and the effect of water vapour. Chapter 3 represents the materials and methods, ie.
model and data, and PAPER I. Chapter 4 presented the main results from PAPERs I – V.
Conclusions are drawn in Chapter 5.
12
2 STRATOSPHERIC CHEMISTRY AND DYNAMICS
The ozone layer is located in the stratosphere at an altitude of 15–35 km. There it
absorbs solar radiation, especially at the UV radiation wavelengths, and prevents the
harmful UV radiation from reaching the Earth’s surface. Our current life on earth
would not be possible without the ozone layer. In addition, because ozone absorbs
solar radiation it is important for the temperature profile of the stratosphere. In the
atmosphere there is on average 300 DU ozone. One Dobson unit (DU) represents a
0.01 mm thick layer of ozone under near-surface conditions, i.e. 300 DU ozone thus
corresponds to a three mm layer.
The most important phenomenon in the stratospheric general circulation at high
latitudes in winter is the polar vortex. In the local autumn, especially in the southern
hemisphere, the temperature difference between the tropics and the polar region grows
considerably because of the decrease in solar irradiance. The air mass in the polar area
cools quickly and the temperature gradient grows. This will cause a strong westerly
wind, which isolates the Antarctic polar region from the mid-latitude air. This polar
vortex is stable and cold. Also a polar vortex forms in the autumn in the Arctic. The
northern vortex is not as stable, cold and long-lasting as the southern hemisphere one
because of the different land-sea distribution and the topography. However, in both of
the vortices polar stratospheric clouds can form, where reactions that lead to effective
ozone depletion, can take place.
2.1 CHAPMAN CHEMISTRY
FIGURE 2.1. A schematic of the Chapman mechanism, where UV radiation initiates ozone
formation and dissociates the ozone molecule.
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The production rate of ozone is the highest in the tropics and mid-latitudes from
oxygen photodissociation. In this process, the UV radiation splits an oxygen molecule
into two oxygen atoms, which react quickly with other oxygen molecules to form
ozone. However, ozone molecules also absorb solar radiation and break into an oxygen
atom and an oxygen molecule, thus being destroyed ozone. Oxygen is rapidly cycled
between O and O3 and therefore it is convenient to use the sum of them: odd oxygen
(Ox = O + O3). Natural ozone production and destruction is known as the Chapman
cycle (Chapman, 1930), and a simplified illustration of the cycle is shown in Fig. 2.1.
Photochemical dissociation of oxygen (eq. (2.1)) is fast in the upper stratosphere and
mesosphere, where solar radiation is strong. In the lower and middle stratosphere it is
a slow process. However, the resulting ozone formation (eq. (2.2)) is fast, as well as
the photochemical dissociation (eq. (2.3)). In reaction (2.3) ozone absorbs ultraviolet
radiation, and simultaneously prevents the propagation of UV radiation to the Earth’s
surface. In the absorption the released energy warms the stratosphere and is the cause
of the temperature distribution in the stratosphere, where the temperature rises. Ozone
destruction by reaction with an oxygen atom (eq. (2.4)), on the other hand, is slow. The
decrease of odd oxygen means there is ozone loss.
O2 + hν(λ ≤ 242nm) → 2O (2.1)
O +O2 +M → O3 +M (2.2)
O3 + hν(λ = 200− 320nm) → O +O2 (2.3)
O +O3 → 2O2 (2.4)
The Chapman chemistry would produce an ozone distribution with most of the
ozone in the tropics, and very low ozone concentrations in the polar regions, not in line
with the observed distribution of ozone in the atmosphere. In addition to the Chapman
chemistry the atmospheric circulation, see Section 2.5, is essential for understanding
the observed ozone distribution. Furthermore, also NOx and HOx chemistry is needed
to explain the natural ozone distribution. In polar areas the natural climatological ozone
maximum occurs in the late winter and the minimum is observed in the early autumn.
Low ozone values observed in the spring time polar vortex (ozone hole) cannot be
explained by the processes described above.
2.2 CATALYTIC REACTIONS
In addition to the production and destruction of ozone by the Chapman cycle, the
ozone levels are be determined by the catalytic reactions involving radicals (for ex-
ample, Solomon (1999)). Those radicals can be odd hydrogen species (HOx = H +
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OH + HO2), odd nitrogen species (NOx = NO + NO2), as well as halogen species
(i.e. chlorine and bromine). In catalytic cycles ozone is destroyed very quickly and ef-
ficiently, for example one chlorine or bromine atom can destroy several thousand ozone
molecules.
In the stratosphere the NOx is generated in the reaction (2.5):
N2O +O(
1D) → 2NO (2.5)
HOx is produced mainly from water vapour (reaction (2.6)):
H2O +O(
1D) → 2OH (2.6)
The general form of the catalytic ozone loss cycle is shown in eq. (2.7)-(2.9):
X +O3 → XO +O2 (2.7)
XO +O → X +O2 (2.8)
Net : O +O3 → 2O2 (2.9)
where X is a catalyst that can be either NO or OH . In this cycle one oxygen
atom and one ozone molecule (two Ox) are depleted and two molecular oxygens are
produced. The catalyst X stays unchanged, and can continue to destroy ozone. NOx
is a more important catalyst in the stratosphere, while HOx works effectively higher in
the mesosphere.
FIGURE 2.2. Catalytic chlorine cycle. The figure is modified from Fahey and Heglin (2011).
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Due to human activities ODSs, such as CFCs, hydrochlorofluorocarbon (HCFCs)
and other chlorine and bromine containing compounds been released into the atmo-
sphere (for example WMO (2014)). These gases are very long-lived in the troposphere,
and dissociate due to sunlight only after being transported to the stratosphere by atmo-
spheric circulation. Released chlorine and bromine radicals participate in the catalytic
ozone destruction cycle, this is illustrated in Fig. 2.2 and also in the equations eq. (2.10)-
(2.12):
Cl +O3 → ClO +O2 (2.10)
ClO +O → Cl +O2 (2.11)
Net : O3 +O → 2O2 (2.12)
At lower altitudes in the stratosphere the concentration of oxygen atoms is low,
therefore these processes are not efficient. Neither the Chapman mechanism nor the
reactions of eq. (2.10)-(2.12) could explain the formation of the ozone hole. Laboratory
experiments showed that the following catalytic cycles (eq. (2.13)-(2.20)) are involved
in the polar ozone loss (Molina and Molina, 1987; McElroy et al., 1986):
Cycle 1:
ClO + ClO +M → Cl2O2 +M (2.13)
Cl2O2 + hν → 2Cl +O2 (2.14)
2Cl + 2O3 → 2ClO + 2O2 (2.15)
net : 2O3 → 3O2 (2.16)
Cycle 2:
BrO + ClO → Cl + Br +O2 (2.17)
Br +O3 → BrO +O2 (2.18)
Cl +O3 → ClO +O2 (2.19)
net : 2O3 → 3O2 (2.20)
Chlorine released from ODSs form so called reservoir species such as HCl (hy-
drochloric acid) and ClONO2 (chlorine nitrate), which do not cause ozone depletion
((2.21)–(2.22)). Similar reactions also occur in the case of bromine. Thus gas phase
chemistry is not enough to explain the massive ozone depletion in the polar regions.
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ClO +NO2 → ClONO2 (2.21)
Cl + CH4 → HCl + CH3 (2.22)
2.3 POLAR OZONE LOSS
In the cold conditions of the polar vortex PSCs are formed. PSCs typically consist
of sulphuric acid (H2SO4), nitric acid (HNO3) and water vapour (H2O). PSCs are
divided into two main types, I and II. Type I PSCs are further divided into two sub
types, Ia and Ib. Type Ia, Nitric Acid Trihydrate (NAT), are solid and consist of nitric
acid and water. Type Ib, Supercooled Ternary Solutions (STS), are liquid solutions
of sulphuric acid, nitric acid and water. Type II PSCs consist of ice particles (ICE).
For typical conditions at an altitude of about 20 km the threshold temperature for PSC
formation is 195 K or -78◦ C for Type I and 188 K or -85◦ C for Type II (e.g. Carslaw
et al., 1994). In the vortex of the southern hemisphere these temperatures are passed
every winter, but in the northern hemisphere they are less common. Even though,
conditions cold enough for the formation of PSCs occur in the north almost every winter
the conditions often persist only for a short time and occur in a limited area. In some
winters (1996/97, 1999/2000, 2004/05 and 2010/11) the cold conditions persisted also
in the Arctic enabling significant ozone depletion (Solomon, 1999; WMO, 2014).
Heterogeneous reactions on PSCs are important in the ozone loss chemistry for
converting the chlorine and bromine reservoir species to more active species. Eq. (2.23)–
(2.28) show the heterogeneous reactions where halogen reservoir species react to form
intermediate species (like HOCl, Cl2, BrCl and HOBr). In the cace of PSCs in the
heterogeneous reactions one reactant is in the gas phase and the other is solid.
ClONO2(g) +H2O(s) → HOCl(g) +HNO3(s) (2.23)
BrONO2(g) +H2O(s) → HOBr(g) +HNO3(s) (2.24)
ClONO2(g) +HCl(s) → Cl2(g) +HNO3(s) (2.25)
HOCl(g) +HCl(s) → Cl2(g) +H2O(s) (2.26)
BrONO2(g) +HCl(s) → BrCl(g) +HNO3(s) (2.27)
HOBr(g) +HCl(s) → BrCl(g) +H2O(s) (2.28)
When sunlight reaches the polar vortex in the spring, the intermediate species
will photodissociate to form radicals (Cl, ClO, Br, BrO). The chlorine and bromine
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radicals will then catalyse the ozone depletion reactions (Eq. (2.13)–(2.20)). As spring
advances the temperature increases and PSCs will no longer form. The active chlorine
is then transformed back to reservoir species through reactions with methane (2.21) or
nitrogen dioxide (2.22), which will stop the ozone depletion.
Sedimentation, the downward motion of atmospheric particles, can prolong the
ozone loss (Fahey et al., 2001). Type I PSCs are small (∼1 micron), and therefore they
have very small sedimentation velocities (∼10 metres per day). Whereas type II PSC
particles can be greater than 10 microns, and can settle out of the stratosphere rapidly
(∼1.5 km/day). Sedimentation removes reactive nitrogen and water. The removal of
reactive nitrogen is known as denitrification and the removal of water vapour is known
as dehydration. Denitrification and dehydration can occur inside the polar vortex in
cold winters, decreasing the removal rate of ClO through reaction with NO2 to form
the reservoir ClONO2 (e.g. NASA, 2000). Denitrification therefore prolongs the oc-
currence of high levels of active chlorine thus prolonging the ozone loss (see e.g. Rex
et al. (1997)).
The southern polar vortex is strong, cold and isolated and the formation of PSCs
is effective, with significant occurrence of ICE PSCs, effective halogen activation and
strong sedimentation. This causes an almost complete ozone depletion within the 15–
20 km altitude range. In the Arctic the polar vortex is warmer and the ozone depletion
remains weaker, with a maximum of about 40% (Manney et al., 2011; Livesey et al.,
2015). However, in winter 2011, at some altitudes the ozone depletion reached 70%
(Manney et al., 2011).
2.4 WATER VAPOUR AND ITS IMPACT ON THE POLAR OZONE LOSS
The dry air in the atmosphere consists mainly of nitrogen N2 (78.1%) and oxygen O2
(20.9%). The rest is argon Ar and trace constituents, such as carbon dioxide CO2,
ozone O3, methane CH4, various oxides of nitrogen NOx, neon Ne, and helium He.
The amount of water vapour is variable; on average about 1% at sea level, and 0.4%
over the entire atmosphere. The tropospheric concentration of water vapour is impor-
tant as it creates many of the observed weather features, like clouds, rain, snow and
ice. The stratosphere is much drier, with about 4–5 ppmv (0.0004 to 0.0006%) water
vapour, but it still has a significant role in the energy budget of the atmosphere (e.g.,
Randel et al., 2004). Water vapour absorbs and emits the infrared radiation from the
surface, retaining the atmospheric warmth. In addition, it is important in the formation
of aerosols and polar stratospheric clouds.
The main source of SWV is the transport through the tropical tropopause (Brewer,
1949). Also the methane oxidation process in the stratosphere is a source of water
vapour. The cold conditions in the tropical tropopause causes water vapour to condense,
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which leads to dehydration of the rising air masses. Thus only a small proportion of the
water vapour can get through the tropopause into the stratosphere.
The amount of water vapour in the stratosphere affects the formation of PSCs in
cold polar vortex. Therefore it has a significant effect on polar ozone depletion, by
enhancing chlorine activation through the heterogeneous reactions on the surface of
PSC particles.
2.5 DYNAMICS AND TRANSPORT
Understanding atmospheric transport is important for the modelling and forecasting of
ozone distribution. Ozone forms mainly in the tropics in the photodissociation reaction
of oxygen (Eq. (2.1)). From there, it is transported towards the mid latitudes and
poles, where the air masses descend. This circular motion is called the Brewer–Dobson-
circulation (BD) (Butchart, 2014). The same motion also carries other long-lived gases
(water, methane, nitrogen oxides and ODSs) from the tropics towards the poles. It
takes about 4–5 years for an air parcel to be transported from the tropical tropopause
to the polar vortex, because the vertical movement is very slow. In the tropical lower
stratosphere the air is quite young, i.e. the age of the air is low. However, in the
middle- and high-latitudes the age of the air can be 5 years. In the older air there is
more inorganic chlorine and less CFCs, because the chlorine compounds have been
exposed to UV radiation for a longer time, and are decomposed to reactive radicals.
Figure 2.3 shows the seasonally averaged ozone distribution and the BD-circulation.
Ozone is transported from its origin in the tropics to the winter pole, where its life time
is long, because the amount of UV radiation is considerably lower there than in the
tropics, and ozone is not destroyed photochemically.
The Brewer–Dobson-circulation is caused by planetary waves, which are gen-
erated by large scale topography and meridional temperature differences. Planetary
waves, known also as Rossby waves, have horizontal wavelength up to 20000 km and
move slowly westward, with respect to the zonal flow. They are also able to propa-
gate vertically to the stratosphere (NASA, 2000). In the northern hemisphere there are
much more differences in the geography (for instance the Rocky mountains and the Hi-
malayas) and land-sea distribution than in the southern hemisphere. Thus wave energy
is significantly larger in the northern stratosphere than in the southern stratosphere. This
stronger wave activity in the northern hemisphere leads to a stronger BD-circulation in
northern winters. More ozone is thus transported to the northern than to the southern
high latitudes (NASA, 2000). The weaker winter wave activity in the southern hemi-
sphere leads to a more isolated and colder Antarctic polar vortex compared to the Arctic
one.
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Also other dynamical waves affect the ozone distribution. One is the Quasi-
Biennial Oscillation (QBO), which is a periodic east-west wind system in the tropics.
It affects the year-to-year variability in the ozone distribution by modifying the tem-
perature structure of the stratosphere and by modifying the BD-circulation. The QBO
effect on water vapour is discussed in Section 4.4.
FIGURE 2.3. Brewer–Dobson circulation (arrows) and seasonally averaged ozone density
(colours). From NASA (2000).
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3 MODELLING AND DATA
This chapter describes the chemistry transport model FinROSE-CTM used in Section
3.1 and data used for modelling boundary and initial conditions. The validation of the
model is presented in Section 3.2.
3.1 FINROSE-CTM
FinROSE is a global three-dimensional chemical transport model (Damski et al., 2007).
Originally it is developed as the mechanistic general circulation model ROSE, and
stratospheric chemistry was included afterwards (Rose and Brasseur, 1989). Later it
was redesigned to be an off-line chemistry transport model. Off-line means that it
does not calculate meteorological parameters by itself, but gets the needed tempera-
tures, winds and surface pressure fields pre-calculated from some climate or weather
prediction model. PAPER I presents the model in detail and describes the reforms that
have been made in FMI. PAPER I presents the chemistry, where short-lived compounds
are treated as families (Rose and Brasseur, 1989). In the family-concept fast-reacting
compounds (like odd-oxygen: Ox = O(3P ), O3 and O(1D)) are grouped into longer
lived chemical families, with lifetimes longer than the time step of the model, and they
can be transported along the winds. After publishing PAPER I, the chemistry scheme
was replaced by an other one, where the reaction rates of short-lived compounds also
are calculated, the family approach is used only for transport. Also the heterogeneous
chemistry scheme has been reformulated at FMI and is described in PAPER I. Boundary
conditions are used for the troposphere and ion chemistry, this is only relevant in the
mesosphere and is not taken into account in this model version.
A flux form semi Lagrangian transport method has been implemented at FMI. This
method (Lin and Rood, 1996) solves the three-dimensional transport of volume mixing
ratio fields, and better conserves the mass. In the horizontal direction the method of
transport is a piecewise parabolic method (Colella and Woodward, 1984) and the verti-
cal transport is calculated using the full monotonicity constraint (Lin and Rood, 1996).
The vertical velocities are calculated internally from the continuity equation. Due to
a somewhat too fast BD-circulation produced by the transport scheme with the used
driver data, we nudge some long-lived tracers such as N2O, CH4 and total nitrogen
NOy towards observations (see Section 3.2).
The concentrations of short- and long-lived chemical species, in the model, is
solved by different schemes. The concentrations of short-lived gases (O3, O, H, OH ,
Cl, ClO, HO2, N , NO, NO2, Br, BrO) are solved by the fully-implicit backward
Euler system of nonlinear equations using the Newton–Raphson iteration. The chem-
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istry of long-lived compounds is resolved by the Gauss–Seidel method by calculating
the production and destruction rates, and then calculating a new concentration in each
time step. The main reactions of ozone chemistry were presented in Chapter 2.
Photodissociation coefficients have been calculated with the PHODIS radiative
transfer model (Kylling et al., 1995). Running the radiative transfer model in run-time
in FinROSE’s grid and time-step may be too expensive due to the CPU-intensive cal-
culations. Instead coefficients were calculated in advance into look-up-tables. The
photodissociation coefficient is then obtained by interpolating the tables based on alti-
tude, solar zenith angle, ozone amount and albedo. Look-up tables have been calculated
separately for winter and summer, and for five different latitude bands. This was done
to ensure the most appropriate state of atmosphere from the table could be done and
thus to improve the accuracy of the photodissociation coefficient.
3.2 DATA
A chemistry–transport-model needs a good initial state in order to give reasonable re-
sults. The initial values of the FinROSE simulations are usually from some previous
run. If the concentrations in the model are in balance, there is no need for a separate
spin-up, but if the model state is displaced a lot, a spin-up run has to be done first.
Because atmospheric circulation is slow, the spin-up run has to be longer than the age-
of-air, i.e. at least five years.
The tropospheric chemistry and emissions of the trace gases in the FinROSE-
CTM are replaced with boundary conditions. Nudging towards the observed values
of some long lived species helps to keep the stratospheric concentrations more in-line
with observations in longer simulations. Ozone and water vapour values can be ob-
tained from the driver data, usually from the ERA-Interim data. Data for long-lived
species are derived from observations. A climatology calculated from the Microwave
Limb Sounder (MLS) satellite observations is used as an upper boundary of ozone
and water vapour. Tropospheric N2O data is from the Advanced Global Atmospheric
Gases Experiment (AGAGE) (Prinn et al., 2000). In addition, the halogen loading for
the troposphere (Cly and Bry) were obtained from updated Montzka et al. (2009) data.
The model does not simulate the distribution of halogen source gases, but the strato-
spheric inorganic halogen loading is obtained by scaling the tropospheric Cly and Bry
with the age-of-air of the model. The carbon dioxide (CO2) concentration is based
on the global annual mean trend data (ftp://aftp.cmdl.noaa.gov/products/trends/co2).
The concentration of the tropospheric methane (CH4) is from the Global view-data
(http://www.esrl.noaa.gov/gmd/ccgg/globalview/ch4).
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The model is run by using pre-calculated winds and temperatures as a driver. Fin-
ROSE can be run with gridded meteorological data, and usually ECMWF ERA-Interim
data is used (Dee et al., 2011). Driver data options and their impact on the results is the
topic of PAPER III and is described in Chapter 4 of this thesis.
The results from FinROSE-CTM (mainly ozone and water vapour) have been val-
idated in various projects against satellite observations and soundings. The results of
the model validation have been reported in PAPER I and in Section 4.1. There the to-
tal ozone of FinROSE has been compared to the ECMWF ERA-40 data and the Total
Ozone Mapping Spectrometer (TOMS) satellite ozone observations, as well as to ozone
soundings. Already at the time of writing PAPER I, the results of FinROSE were compa-
rable to observations, and the model provided improved ozone values compared to the
driver data. Although the modelled ozone level showed a negative bias and the changes
have been too smooth, the trend and the annual variation are described well. FinROSE-
CTM has proven to be capable of simulating a realistic evolution of stratospheric ozone
on seasonal to decadal scales.
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4 RESULTS
In the following sections, the main results of this thesis are covered. The results of
PAPERs I, II, III, IV and V are discussed in the following sections 4.1, 4.2, 4.3, 4.4 and
4.5, respectively.
4.1 FINROSE-CTM
The FinROSE model can be used to make both long simulations and shorter case stud-
ies. The model results were reasonable already at the time of writing PAPER I, and the
model has subsequently been developed further in many areas, which has further im-
proved the results. Figure 4.1 is a replotted Figure 5 from PAPER I. It is based on a later
model version and the data is from a particularly strong ozone depletion year, 2011.
The Figure shows the total column ozone, chlorine activation, PSC surface area density
and chemical ozone loss from the FinROSE simulation, and also the total ozone from
the Ozone Monitoring Instrument (OMI) satellite instrument. It can be seen in the two
uppermost rows that there is too low total ozone level in FinROSE compared to OMI
observations. However, the spatial distribution of ozone is good in FinROSE. The left-
hand column shows results for the 1st of March, when only a little solar radiation had
reached the polar vortex, but chlorine had already started to be activated in the vortex.
Ozone concentration in the vortex is smaller than outside. Also PSCs are formed inside
the polar vortex but only minor ozone loss have occurred. The middle column shows
results for the 15th of March when the ozone loss had started in the polar vortex. Chlo-
rine activation had already been reduced from its maximum value. The PSC surface
area density is in the same range as in the left column. In the rightmost column (the
1st of April) the chlorine compounds have already partly returned to reservoir species,
and chlorine activation no longer exceeded the 50% level. Total ozone (two top rows)
had clearly decreased in the polar vortex. Also over the northern Finland PSCs and
very low ozone values can be seen. The maps in the bottom row in Fig. 4.1 describe the
chemical ozone loss. The blue area in the centre of the polar vortex shows the ozone
loss in the beginning of April. Even more than 40% of the ozone had been depleted.
Above Finland the ozone depletion was about 30–40%, which is a significant reduction
(Karpechko et al., 2013).
Figure 5 in PAPER I shows the corresponding parameters in the year 2000 (15th
Jan, 15th Feb and 1st Mar). The ozone depletion was then only about 20%, i.e. less
severe than in spring 2011 (Figure 4.1). Also PAPER V presents similar results from the
FinROSE simulations. From Fig. 4.1 and PAPER I and PAPER V it can be seen that the
FinROSE-CTM is able to simulate ozone depletion in the northern hemisphere.
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FIGURE 4.1. The evolution of ozone and key parameters for ozone loss during the 2011 north-
ern hemispheric winter and spring shown as daily averages at the 475 K potential
temperature level. Total column ozone (DU) from OMI in the uppermost row, total
ozone from FinROSE in the second row, chlorine activation (%) in the third row,
NAT and ICE PSC surface area density (µ m2 cm3) in the fourth row and ozone loss
(%) in the bottom row. First column: 1st of March, second column: 16th of March
and third column: 2nd of April in 2011. The 36 PVU isoline indicates the vortex
edge at 475 K. (The figure is revised from Fig. 5 in PAPER I)
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FIGURE 4.2. Water vapour of FinROSEn (black), ECMWF ERA-Interimin (green), MLS:n
(blue) ja Sodankylä soundings (orange) at three levels. (The figure is revised from
Fig. 4 from PAPER IV.)
Fig. 4.2 shows modelled water vapour, as well as the corresponding parameter
from ECMWF ERA-Interim-data. Also MLS water vapour satellite observations and
frost point hygrometer soundings from Sodanlylä are shown. The water vapour concen-
tration of FinROSE is about 0.5 ppmv higher than in the ERA-Interim-data. FinROSE
is close to the MLS data, although in FinROSE there is a positive trend in water vapour
between 2009–2013, which is not seen from observations. A few soundings have been
done every winter since 2003 at Sodankylä. The soundings are individual observations
while the monthly means are shown for MLS, which may cause some discrepancy.
Also the vertical grid of the model and MLS is much sparser than in the soundings,
i.e. the modelled water vapour values represent a thicker layer than the sounding ob-
servations. FinROSE water vapour concentrations are closer to MLS than the values in
ERA-Interim. This is likely due to the more complex chemistry scheme in FinROSE;
ERA-Interim water vapour is only roughly parameterised based on the oxidation of
CH4 (Monge-Sanz et al., 2013).
4.2 DRIVER DATA
A chemistry transport model needs temperature, wind speed and direction as well
as surface pressure fields pre-calculated. We have usually used the European Centre
for Medium-Range Weather Forecasts ECMWF ERA-Interim meteorology and in the
study described in PAPER II also the older re-analysis, ERA-40 (Thölix et al., 2010).
In PAPER III it was pointed out that FinROSE-CTM can be run using climate model
results as the driver data (Damski et al., 2007). However, the more common way is to
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use re-analysis data sets. The driver data strongly affects the results of a CTM. The
temperature is an important driver for the chemical reactions. The general circulation,
which transports the gases from tropics to the polar areas can be even more important.
In PAPER II we tested the performance of the FinROSE chemistry transport model
by using three different data sets from the ECMWF as the driver data. Simulations
from 1990 to 2005 were done using winds and temperatures from the reanalysis data
sets ERA-40 and ERA-Interim and from the ECMWF operational analysis. A good
measure for the reliability of the driver data is the age-of-air, i.e the time an air parcel
has spent in the stratosphere. When the age-of-air is too young, the Brewer–Dobson-
circulation is too fast and the distribution of chemical compounds in the simulated
atmosphere will be affected. For example ozone originates in the tropical region, and
is transported with the BD-circulation to the polar areas. If the circulation is too fast,
there may be too high amounts of ozone in the polar areas. A good quality of the driver
data helps to give reliable distributions of the stratospheric species.
Waugh and Hall (2002) presented age-of-air estimates based on different mea-
surements. Figure 4.3 shows a schematic for the annual mean of this age distribution
between 15 and 35 km. It seen that the mean age-of-air reaches six years near the poles.
FIGURE 4.3. Annual mean of age-of-air based on observations. (Adapted from Waugh and
Hall (2002)).
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FIGURE 4.4. Vertical distribution of the monthly mean zonally averaged age-of-air (years) for
July after 20 years of simulation in the FinROSE-CTM simulations using (a) ERA-
Interim, (b) ERA-40 and (c) ECMWF operational data. (Figure 1 of PAPER II)
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FIGURE 4.5. Normalized monthly mean global total column ozone (60◦ S to 60◦N ) time series
from FinROSE-CTM simulations using ERA-Interim (black) and ERA-40 (green)
analysis data, and from TOMS and OMI (purple) and GOME and SCIAMACHY
(orange) observations. (Figure 2 of PAPER II)
Figure 4.4 shows the simulated age-of-air distribution after 20 years of simulations us-
ing the driver data sets described above. The oldest dataset ERA-40 resulted in a too
strong BD-circulation with the maximum age-of-air of only about two years. The op-
erational analysis gave improved results, more than a year older air, but the latest data
set ERA-Interim resulted in a much more realistic upward transport. The age-of-air
in the simulation using ERA-Interim data was about five years at maximum, which is
still too young, but closer to the observations than in the other simulations, where ear-
lier ECMWF re-analysis ERA-40 and the operational analysis data were used. Also
the modelled ozone variability (shown in Fig. 4.5) is more realistic and showed bet-
ter agreement with observations, when using the ERA-Interim. It was concluded that
ERA-Interim is a useful dataset as a driver for CTMs.
4.3 LONG TERM TRENDS
In PAPER III the model was run using winds and temperatures from UMETRAC (Uni-
fied Model with Eulerian Transport and Chemistry) model (Austin and Butchart, 2003).
Both past and ”future” years (1980–2019) were simulated, and also the concentrations
and distributions for future ozone and other gases were calculated. The motivation
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of this study was that the more sophisticated heterogeneous chemistry scheme of the
FinROSE-CTM would provide an improved description of the ozone depletion than
in the chemistry–climate model simulation. Also long reanalysis data sets were not
yet available, and a CCM simulation gave a consistent data set for CTM simulations
spanning several decades.
PAPER III shows ozone trends during the ozone loss years (1980–1999) and dur-
ing the expected recovery period (2000–2019). Zonal mean decadal ozone trends for
northern hemispheric spring months (March, April, May) from FinROSE and satellite
measurements (TOMS and OMI) are shown in Fig. 4.6. The trends are calculated by
applying a standard linear regression and the trend errors are based on the Student’s
T-test and the 95% significance level. The overall agreement between the model and
observations is good. During the ozone loss period (lefthand panels) the ozone trend
is negative in FinROSE at nearly all latitudes. It is also statistically significant else-
where than in the tropics. Over the Arctic areas the spring trend in FinROSE is about
-5%/decade. Near the poles both the modelled and observed trends are not significant
while in the mid latitudes the trend is significant. Also the observed spring ozone trend
is negative, but the error bars show that the trend is not significant over the Antarctica
and in the tropics. The number of satellite measurements near the poles is quite lim-
ited. Therefore the observed trends near the poles are less reliable than in the middle
latitudes and also the variability is larger.
During the recovery period (righthand panels), the spring ozone trend is instead
mainly positive, but smaller than the negative trend during the loss period. FinROSE
gives a positive trend of about 2–3%/decade over the southern latitudes and about 3-
4%/decade over the northern latitudes. The trend is significant at the 95% confidence
level elsewhere than in the tropics. The trends over the poles calculated from observa-
tions, which are now available for the years 2000–2017, are positive, however, they are
not statistically significant. The asymmetry of the ozone trends between depletion and
recovery period can likely be explained by the fact than ODS removal from the atmo-
sphere is slower that ODS build up in the atmosphere. From the spring average point
of view in the FinROSE simulation a small increasing trend of total ozone can be seen
until 2019 in the south and in the north both from the observations and from the model
simulation. Damski (2005) compared the ozone trends of FinROSE to the UMETRAC
trends. From Fig. 4.19 and 4.20 of Damski (2005) it can be seen that the UMETRAC
model slightly overestimates the spring trend compared to TOMS observations.
Fig. 4.7 shows the zonal mean ozone trends over northern hemispheric autumn
months (September, October and November). During the ozone loss period there is a
very large negative ozone trend, nearly -25%/decade, over the Antarctica in the Fin-
ROSE data. The autumn trend is negative also over nearly all other latitudes, but it
is statistically significant only above Antarctica and the middle latitudes. Above the
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FIGURE 4.6. Zonally averaged total ozone trends over northern hemisphere spring months
(March, April and May) [%/decade]. The errorbars indicate the 95% confidence
intervals, calculated using the Students T-test. Upper row: trends calculated from
observations. Lower row: Trends from the FinROSE simulation. Left panels show
the ozone loss period and right panels the recovery period. (Figure modified from
Fig. 10 of PAPER III)
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FIGURE 4.7. The same as Fig. 4.6 but over the northern hemisphere autumn months (Septem-
ber, October and November) [%/decade].
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Arctic areas the autumn trend in FinROSE is about -2%/decade. The observed autumn
ozone trends are also negative and above Antarctica even -30%/decade. During the re-
covery period the autumn ozone trend is mainly positive, but it is not significant in the
model. No clear positive trend can be seen in the FinROSE data or observations in the
recovery period. UMETRAC trends in Fig. 4.19 and 4.20 of Damski (2005) are clearly
underestimated in the autumn during the ozone depletion period over the Antarctica, but
during the recovery period the difference between the models is smaller. However, it
can be seen that the ozone loss has not become worse after the 1990’s and the recovery
has started.
4.4 WATER VAPOUR CHANGES IN THE ARCTIC STRATOSPHERE
The study in PAPER IV evaluates the water vapour distribution and variability in the
Arctic stratosphere. A FinROSE-CTM simulation was compared to observations, and
the sources of SWV were studied. The study covers the years between 1990–2014.
FinROSE-CTM was shown to be capable of simulating the stratospheric water vapour
distribution and evolution in the Arctic. The water vapour distribution from FinROSE
were compared to the ERA-Interim water vapour data. It was shown that the full strato-
spheric chemistry of a chemistry transport model produced a better water vapour dis-
tribution compared to the parameterised ERA-Interim water vapour, even though the
ERA-Interim data was used as a tropospheric boundary condition. The dry bias of
ERA-Interim data was alleviated and the FinROSE model gave results comparable to
the MLS satellite measurements and Sodankylä frost point hygrometer measurements
(see Fig. 4.2).
The main source of the stratospheric water vapour is the transport through the trop-
ical tropopause. In FinROSE a chemically passive water vapour tracer was introduced
for estimating the contribution of transported water vapour. SWV is also produced
chemically from methane oxidation. The fraction of water vapour produced chemically
was found to be smaller than the fraction brought by transport, but in the summer-
time at altitudes between 6 and 1 hPa (35–48 km) the fractions were almost as large.
The decadal variability of water vapour and its sources between latitudes 70–90◦ N
can be seen in Fig. 4.8 where anomalies of water vapour components are shown. The
anomalies are calculated by subtracting the mean values for the period 1990–2014 for
FinROSE and ERA-Interim and for the period 2004–2014 for MLS anomalies. The
FinROSE simulation shows decadal variability in the Arctic water vapour with a mag-
nitude of 0.8 ppmv. Both observations and the simulation show an increase in the water
vapour concentration in the Arctic stratosphere after 2006, but around 2012 the concen-
tration started to decrease. According to the simulation, the increase in water vapour is
mostly explained by transport-related processes, while the photochemically produced
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FIGURE 4.8. Anomalies of Water vapour (black), tracer describing transported water vapour
(orange), tracer describing water produced by methane oxidation (purple) from Fin-
ROSE, and the water vapour anomaly from ECMWF ERA-Interim (green) as ppmv
between 1990–2014 and the water vapour anomaly from MLS (blue) between 2004–
2014. Anomalies are calculated over latitudes 70◦–90◦ N at the levels of 1, 10, 56,
and 100 hPa. (Modified from Fig. 5 of PAPER IV)
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FIGURE 4.9. Panel (a): scatter plot of December–February ICE PSC area versus the area colder
than 188 K in the Northern Hemisphere from FinROSE and CALIPSO at 56 hPa.
The colour denotes the vortex mean water vapour content (ppmv). Panel (b): scatter
plot of the December–February ice PSC area versus the vortex mean water vapour
content (ppmv) from FinROSE and CALIPSO at 56 hPa. The colour denotes the vor-
tex average temperature (K). FinROSE is shown with dots and CALIPSO is shown
with crosses. (Fig. 8 of PAPER IV)
water vapour plays a relatively small role. A regression analysis suggests that both cold
point temperature variability and QBO are important factors in the Arctic water vapour
variability in the lower stratosphere.
Our results indicate that increased stratospheric water vapour concentration in the
polar vortex has increased the ICE PSC occurrence after 2006. In the FinROSE simu-
lation ICE PSCs occurred in the Arctic polar vortex in 12 out of 25 simulated winters,
becoming more frequent in the latest years of the simulation. Figure 4.9 shows the rela-
tion of water vapour, temperature and ICE PSCs. The left panel shows the dependence
of the ICE PSC area on the cold temperature area in December–February 2007–2014
at the 56 hPa level. Each datapoint denotes one winter day in the FinROSE simulation
or in the observation by the Cloud-Aerosol-Lidar and Infrared Pathfinder Satellite Ob-
servations (CALIPSO). The colour of the mark shows the water vapour concentration
averaged in the vortex. The cold area shows the area colder than 188 K. Figure 4.9,
right panel, shows the dependence of ICE PSC on water vapour. If the temperatures
were similar, the ICE PSC area would increase, when water vapour concentration in-
35
creases but in a dry vortex, no ICE PSCs form even at low temperatures. This is seen in
both FinROSE and CALIPSO. An increase in SWV and a decrease in the stratospheric
temperature enhances each other, and the volume of PSCs increases (Khosrawi et al.,
2016). The temperature is the main factor controlling the ICE PSC formation, but the
formation depends also on water vapour concentration. Higher concentrations produce
larger areas of ICE PSC. The increase in water vapour within the vortex was about
0.8 ppmv after 2007 (see Fig. 4.8). That would have increased the ICE PSC areas even
if the temperatures were the same, consistent with earlier estimations by Kirk-Davidoff
et al. (1999).
Finally, we performed a case study of the extremely cold winter of 2009/2010.
Figure 4.10 shows maps of temperature from ERA-Interim, the water vapour concen-
tration and ICE PSC from FinROSE and ICE PSC from the CALIPSO satellite instru-
ment from the Arctic polar area at the 35 hPa (24 km) level. The dates in the Figure
were chosen according to the Sodankylä sounding dates between 17 and 23 January
2010. The polar vortex area is marked with a black line in the maps and is defined as
modified PV> 36. The temperature in the vortex (1st row) was very low at this time
period, minimum temperatures were even below 188 K. The water vapour concentra-
tion of FinROSE (2nd row) is the highest at the vortex boundary and the lowest in the
middle of the vortex. Areas with very cold temperatures correlate with very low water
vapour content areas, because of the ICE PSC formation (3rd row) and dehydration, i.e.
water vapour is condensed into ice particles and sedimented downwards. Figure 4.10
(4th row) also shows the ICE PSCs observed by CALIPSO. Due to CALIPSO’s mea-
surement technique, the observations appear to be sparse, and it can be seen that the
grid boxes where CALIPSO observed ICE PSCs are scattered over larger areas com-
pared to FinROSE simulations. The bottom row in Fig. 4.10 shows modelled frost point
temperature profiles above Sodankylä from FinROSE and temperature profiles from
ECMWF ERA-Interim analysis, frost point temperature calculated from MLS satel-
lite water vapour measurements, and observed frost point temperature from Sodankylä
soundings. Overall, FinROSE is able to simulate the frost point temperature quite well.
The ECMWF ERA-Interim temperature is close to or below the frost point temperature
during the analysed time period. Then the formation of ICE PSC can also be simu-
lated in FinROSE. The water vapour concentration decreases about 1 to 1.5 ppmv from
the median values due to dehydration. In summary, FinROSE was able to reproduce
stratospheric water vapour, ICE PSC formation and the magnitude of the dehydration
in good agreement with the observations during the record cold period in the winter of
2010.
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FIGURE 4.10. Upper four rows: temperature (K), water vapour (ppmv), and ICE PSC occur-
rence from FinROSE-CTM and ICE PSC occurrence from CALIPSO during winter
2010. The black contour marks polar vortex. All maps show the 35 hPa pressure
level. Bottom row: ERA-Interim temperature (green) and frost point temperature
from Sodankylä frost point hygrometer soundings (red dots), from MLS (blue), and
from FinROSE (black). (Modified from Fig. 10 of PAPER IV)
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4.5 INFLUENCE OF WATER VAPOUR TO THE ARCTIC OZONE LOSS
Stratospheric water vapour influences the chemical ozone loss by controlling the PSC
formation. There are large differences in the SWV between chemistry–climate mod-
els, because the models have difficulties in representing the amount of water vapour
entering the stratosphere through the tropical tropopause. This has implications for
the CCM’s capability to simulate future stratospheric ozone losses in long term simu-
lations. In this study we investigated the sensitivity of simulated Arctic ozone losses
to the amount of water vapour entering the stratosphere using FinROSE-CTM. Three
different simulations covering the years 2010–2016 were made. Here the results from
the coldest winter 2010/11 and from a warmer winter 2013/14 are shown. The refer-
ence simulation was forced with ERA-Interim water vapour concentration in the trop-
ical tropopause. In the Max-simulation, water vapour was increased by multiplying
the ERA-Interim value by about 1.6 and in the Min-simulation the tropical tropopause
concentration was about half of the ERA-Interim water vapour. The SWV values at the
tropical tropopause approximately corresponded to the driest and wettest CCMVal-2
models (Gettleman et al., 2010). These modelled concentrations as well as MLS ob-
servations for 2014 can be seen in the left panel of Fig. 4.11. When forced by different
SWV values at the tropical tropopause, FinROSE simulated different SWV concentra-
tions through the whole stratosphere. The difference in the Arctic was very close to the
differences prescribed at the tropical tropopause. The Arctic polar vortex water vapour
concentrations in winter 2013/14 are shown in the right panel of Fig.4.11.
FIGURE 4.11. Left: Water vapour near the tropical tropopause in 2014. Right: Water vapour
at 55 hPa within the Arctic polar vortex in winter 2013/14. The green line is the
Interim simulation, the blue is Max, the red Min simulation. The black line shows
the MLS observations. (Modified from Figs. 1 and 3 of PAPER V)
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Consistent with expectation, the SWV amount strongly influences the amount of
PCSs. Especially the area of air containing ICE PSC changes with changing SWV. Also
the areas of NAT and STS PSCs depend on water vapour, but the effect is not so strong.
We also see differences in chlorine partitioning between different SWV simulations.
However, the temperature of the winter and the amount of PSCs affect the fraction of
activated chlorine more.
FIGURE 4.12. a) Area of ICE PSCs, b) area of NAT and STS PSCs, c) chlorine partitioning at
55 hPa and d) chemical ozone loss within the Arctic polar vortex in winter 2010/11.
In panels a,b and d the green line is the Interim simulation, the red is Min and
the blue is Max simulation. Panel c shows the difference between the Min and
Max simulations. The black curve is the reservoir fraction, magenta is intermediate
species and green is the fraction of activated chlorine. (Modified from Figs. 4–7 of
PAPER V)
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FIGURE 4.13. The same as Fig. 4.12, but in the winter of 2013/14. (Modified from Figs. 4–7 of
PAPER V)
In Fig. 4.12 and 4.13 PSC areas, chlorine partitioning and corresponding ozone
loss are shown for winters 2010/11 and 2013/14, respectively. the winter of 2010/11
was cold, and there were high amounts of ICE PSCs in the Interim simulation. In the
Max simulation the ICE PSC area increased strongly compared to the Interim simula-
tion and even in the Min simulation there were some ICE PSCs. In the case of NAT and
STS PSCs the amount of water vapour was not so important, but also the area of NAT
and STS increased with water vapour. Chlorine activation starts when the reservoir
species start to transfer to intermediate ones. This happens at the same time with the
growth of the NAT and STS area, i.e. at the beginning of November. At the beginning
of January most of the chlorine is in active form. At the same time the chemical ozone
loss starts in the Arctic polar vortex. The water vapour amount is important for the
chlorine partitioning in December, but after that the difference between simulations is
quite small when considering the activated chlorine. The difference between Min and
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Max simulations (black line at the bottom right panel in Fig. 4.12) is about 10 DU. The
difference between Min and Interim simulations is about 9 DU and between Interim
and Max simulations only about 1 DU. The increase of water vapour did not signifi-
cantly increase the ozone loss during winter 2010/11. In contrast winter 2013/14 (see
Fig. 4.13) was only moderately cold. ICE PSCs were simulated, and their area increased
with water vapour, but in the Min simulation there was almost no ICE PSC. The NAT
and STS PSC areas were large in all runs and the areas correlates well with the chlo-
rine activation. Water vapour amount changes the chlorine partitioning most before the
chlorine activation, but also the fraction of activated chlorine depends on water vapour
concentration. In the Max simulation a larger fraction of the chlorine is activated and
correspondingly more ozone is destroyed than in the Man simulation. The difference
in the chemical ozone loss between Min and Max simulations was as high as 15 DU in
the winter of 2013/14.
From Figures 4.12 and 4.13 we can conclude that in cold winters the SWV has less
control over the chlorine activation and ozone loss, because enough PSCs are formed
even with low SWV to activate almost all the chlorine. In warmer winters the influence
is larger, and the increase in ozone loss with water vapour is also larger. Although this
change is not large in comparison to the total ozone loss, it does represent a source of
uncertainty when analysing ozone depletion from CCM ensembles, for example for es-
timating future ozone recovery dates. In particular, it can be expected that a model with
too much SWV would tend to simulate more ozone loss than a model with less SWV
per given ODS amount, thus delaying simulated Arctic ozone recovery, assuming that
vortex temperatures are similar between the models. It should also be noted that extra
SWV would contribute to stratospheric cooling thus leading to a colder stratosphere
and more PSCs and ozone loss. This effect was not taken into account in this study,
because SWV concentrations did not affect temperatures in our CTM simulations.
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5 CONCLUSIONS
The scientific goal of this study was to investigate the long term variability of strato-
spheric ozone and water vapour, the impact of water vapour on the ozone loss and the
importance of the driver data. This work aims at showing for example the source re-
sponsible for the increase in stratospheric water vapour and the influence of tropical
water vapour changes on Arctic water vapour and the ozone loss. Also, the usefulness
of FinROSE-CTM in different kinds of stratospheric investigations was shown.
Although the chemistry of the ozone loss is well known and the success of the
Montreal protocol has had a positive effect on the ozone layer, there are still questions
to answer. Chlorine concentrations in the stratosphere have decreased after emission
reductions following the Montreal protocol and the halogen loading in the stratosphere
will further decrease during the next decades. Ozone depletion has decreased 20% dur-
ing the southern hemispheric winter months from 2005 to 2016 (Strahan and Douglass,
2018). The increase in ozone levels is due to declining levels of chlorine coming from
CFCs. But a clear decrease in the size of the ozone hole cannot yet be seen, because it
is controlled mainly by the temperature, which varies a lot from year to year (Strahan
and Douglass, 2018). However, Solomon et al. (2016) have already detected signs of
ozone recovery in Antarctica in September because interannual variability is smaller
in September than in October. Climate change warms the troposphere, but cools the
stratosphere. The decreased chlorine loading would decrease the ozone loss, whereas
the colder stratosphere would increase the PSCs, thus a smaller amount of chlorine
could be sufficient to cause ozone loss in the polar vortex (e.g. Butler et al. (2016)).
The stratospheric water vapour may increase due to increases in atmospheric methane
and climate change, which would further cool the stratosphere and enhance PSC for-
mation.
PAPER I and PAPER II describe the model, FinROSE-CTM, which is used in this
thesis. The model can be run with different kinds of driver data sets and it is able
to produce realistic distributions of ozone and water vapour, which are comparable
to observations. Because FinROSE is cheap to run, it allows multiple simulations, at
time scales from several days to multidecadal ones, which can be used for example in
sensitivity studies. In addition to the studies explained in these thesis, the model has
been used also in studies of Karpechko et al. (2013), Salmi et al. (2011) and Päivrinta
et al. (2013). In particular PAPER II addresses the important question of the role of
driver fields for simulating stratospheric trace gases.
Homogeneous and accurate meteorological data produces more realistic trace gas
distributions. If the general circulation in the driver data is too fast, the age-of-air in the
stratosphere becomes too young, and it is not possible to simulate correct atmospheric
ozone and water vapour distributions. The use of ERA-Interim data improved the re-
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sults of FinROSE-CTM remarkably, compared to earlier reanalysis data, and made car-
rying out the long simulations meaningful. The uncertainty in existing reanalysis data
is large, so users should be careful in selecting the driving fields, choosing a unsuitable
driver data set could result in an unreasonable tracer distributions.
When using climate model data as driver data, as in PAPER III, also future trace
gas distributions can be investigated with a CTM. Then the processes of ozone loss can
be studied in different climatological circumstances and also sensitivity tests can be
performed by running several parallel simulations under different conditions. We ran
FinROSE-CTM using UMETRAC CCM data and got results for the ozone depletion
period (1980–1999) and for the ozone recovery period, after CFCs concentration started
to decrease (2000–2019). The recovery period extends some years into the future. The
decrease of ozone seems to stop and the amount of ozone is going to stay unchanged or
start to increase during the first decades of the 2000’s. Observations during 2000–2017
are available, so we were able to validate the recovery period ozone trend calculated
with FinROSE with the observed trend. Both observed and simulated trends show
small positive change in the ozone amounts near the poles at the local springtime. Thus
it can be concluded that ozone losses will still be seen in the near future, although the
ozone recovery has started.
The stratospheric water vapour distribution of FinROSE is closer to observations
than the ERA-Interim one; i.e. the full chemistry of the FinROSE-CTM gives addi-
tional value compared to the parameterised ERA-Interim water vapour (Monge-Sanz
et al., 2013). In PAPER IV the water vapour distribution in the stratosphere was studied.
The use of a special water vapour tracer showed that the main source of the strato-
spheric water vapour is transport, while the chemically produced water vapour con-
tributes a smaller fraction. The novel findings in PAPER IV were that the stratospheric
water vapour concentration in the polar vortex has increased and thus also the ICE PSC
occurrence have increased after 2006.
In PAPER V the effect of water vapour on the ozone loss was studied. Water vapour
is transported from the tropics to the polar stratospheric areas, and there it affects the
PSC formation and therefore the ozone loss. In this study the effect of different tropical
water vapour concentrations on the Arctic ozone loss was investigated and the quan-
tified impact of tropical WV on Arctic ozone losses is the main result. If the winter
is very cold in the Arctic polar vortex, additional water vapour does not increase the
ozone loss much, because a large fraction of chlorine is already activated. During inter-
mediately cold winters the concentration of water vapour affects the ozone loss more.
In the future ozone depletion can also occur in the Arctic stratosphere. The amount
of water vapour is one of the most significant factors in the development of ozone
loss. In the climate models the accurate description of both ozone and water vapour
is important, because their amount has an effect on the whole climate. CTMs will be
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useful tools for case studies and investigation of some atmospheric phenomena also in
the future. FinROSE could be used for those purposes, or for testing new chemistry
schemes before implementing them in a CCM. The chemistry of FinROSE could also
be used as a chemistry routine in CCMs.
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