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1. Materials and methods
Materials
Polyvinyl alcohol (PVA, MW 146,000-186,000, Sigma-Aldrich, Cat: 363103), Polymethyl methacrylate (PMMA, MW 996,000, Sigma-Aldrich, Cat: 182265), Polyvinvlpyrrolidone (PVP, MW 10,000, Sigma-Aldrich, Cat: PVP10), toluene (ThermoFisher, Cat: 16790), dimethyl sulfoxide (DMSO, ThermoFisher, Cat: 20688), Atto 647N amine (Sigma-Aldrich, Cat:
95349), 100 nm fluorescent beads (ThermoFisher, F8803), and 20 nm fluorescent beads (ThermoFisher, F8760) were used as received. Glass coverslips (Marienfeld-Superior, Cat: 0107052) were used as the imaging substrate. Ultrapure water (>18 MΩ·cm) was obtained through a Millipore water purification system (MilliporeSigma, Cat: MPGP040001) and used for all aqueous solutions.
Sample Preparation
All the glass coverslips used for imaging were ozone cleaned (Novascan, PSD series) for 15 min to remove fluorescent residues. Atto 647N was first dissolved in DMSO as stock solution, and further diluted in toluene or H 2 O. The final concentration of Atto 647N was adjusted to ensure the fluorescent molecules were uniformly and sparsely distributed in the field of view during imaging.
Localization bias correction and fluorescent bead imaging
Thin polymer films containing fluorescent probes or beads were prepared by spin-coating (MTI Corporation, VTC-100, 2500 rpm, 40 s) 20 µL of polymer solution onto the ozone-cleaned coverslips. Three different solutions were used, including The thickness of the polymer films spin-coated on the coverslip was measured using a profilometer (KLA-Tencor Alpha-
Step D-100). The scan was performed at a speed of 0.07 mm/s. Multiple measurements were performed on each polymer film with 0.10 mg stylus force.
Fluorescence microscopy
A home-built microscope system with a 60x, 1.3 NA objective lens (Olympus, UPLSAPO 60XS2) and achromatic tube lens (f=200 mm) was used to perform SM imaging ( Figure S1 (a)). The 3D position of the sample was controlled by a piezoelectric nanopositioning stage (Physik Instrumente P-545.3C7). A polarization beam splitter (PBS, Meadowlark Optics, BB-100-VIS) was used to separate fluorescence images into x-and y-polarized channels. The back focal plane of both channels was projected onto a spatial light modulator (SLM, Meadowlark Optics, 256 XY Phase Series) that generates the Tri-spot phase mask by the first lens (f=150 mm) of a 4f system. The image plane of both polarization channels was then projected onto different regions of an sCMOS camera (Hamamatsu ORCA-flash4.0 C11440-22CU).
Localization bias correction
Sample (1) prepared in Section 1.2.1 was excited using a 637-nm laser (Coherent OBIS 637, 1.13 kW/cm 2 peak intensity and circularly polarized at the sample). The imaging sequence consisted of (i) one frame (150 ms for molecule 1-2 in Figure 1 , or 75 ms for molecule 3-6 in Figure S8 ) of the Tri-spot PSF in focus; (ii) one frame of the standard PSF at five defocus (z) positions ( = {−200, −100,0,100,200} nm) ; (iii) repeat steps (i) and (ii) three times, and (iv) additional 100 frames using the Tri-spot PSF to ensure a single-step photobleaching event was observed.
Fluorescent bead imaging
Samples (2) and (3) prepared in Section 1.2.1 were excited using a 514-nm laser (Coherent Sapphire 514, 273.8 W/cm 2 peak intensity at the sample). The linearity of the laser polarization at the sample was tuned using a polarization compensator (Thorlabs, SBC-VIS), resulting in a polarization ratio of ~150:1 for both x-and y-polarized modes. To acquire a similar signal level to 20-nm beads, the peak pump power for 100-nm beads was reduced to 13.7 W/cm 2 by applying a 1.3 OD filter. For each field of view, 100 frames (10 ms/frame) under x-polarized excitation and 100 frames under y-polarized excitation were captured. For each bead, all 100 frames using x-and y-polarized pumping light were used to estimate x−pump and y−pump (eq. 2), and all 200 frames were used to estimate in Figure 2 . The 100 measurements were separated into a first and second set of 50 frames under x-polarized pumping light to estimate ,1 and ,2 (eq. S22). The first 50 frames using y-polarized pumping light were used to estimate (eq. S22).
Second-moment vector rotation of fixed SM emitters
We followed the procedure in Section 1.2.1 to prepare Atto 647N in PMMA and excited these molecules with a 637-nm laser (0.57 kW/cm 2 peak intensity at the sample). We captured (i) two frames of Tri-spot images under x-polarized excitation,
(ii) followed by one frame of under y-polarized excitation, and (iii) finally 100 more Tri-spot images with circular pumping to ensure a single-step photobleaching event was observed.
SM rotational constraint and orientation tracking
The sample prepared in Section 1.2.2 was mounted in a closed perfusion chamber (ALA Scientific, MS-CPC) and purged with humid air from a homemade gas washing system. The humidity of the airflow into the chamber was monitored by a humidity meter (Fisher Scientific, Cat: 1464984). The imaging sequence consisted of (i) 10 frames (50 ms/frame) using the Tri-spot PSF (637 nm, 1.13 kW/cm 2 peak intensity and circularly polarized at the sample) at the ambient humidity level (~20%, RH), (ii) 10 frames every 10 minutes with humid air (~70%, RH) continuously purging for 1 hour, and (iii) additional 490 frames as necessary to verify single-step photobleaching. The excitation laser was only turned on when the images were captured. Before each 10-frame acquisition, we refocused the microscope, aiming for the spots of the Tri-spot PSF to resemble an equilateral triangle as closely as possible. Comparison of our experimental data to simulated images indicates that all measurements were taken within ~100 nm of perfect focus.
2. Design of the Tri-spot PSF where and are the total photons contained within the th spot of the recorded image and basis images, respectively, and is the total number of spots on both polarization channels. After integration, Eq. S2 becomes:
where is a N-by-six basis-image matrix.
Since 〈 2 〉 + 〈 2 〉 + 〈 2 〉 = 1 due to the definition of , there are a total of five degrees of freedom to describe molecular orientation and rotational mobility of a dipole emitter. To estimate all 5 orientational degrees of freedom (plus the brightness of a molecule) using the relative intensities of a multi-spot PSF, we need the PSF to contain at least six total spots across both polarization channels of the imaging system. Inspired by the bisected 7 phase mask, we initially set the phase mask of the Trispot PSF to partition the back focal plane into three regions as shown in Figure S2 where rank( design ) = 6. This basis-image matrix shows that this design of the Tri-spot PSF is capable of measuring all orientational second moments, while the bisected 7 and quadrated 8 PSF, whose basis matrices given by eq. S6, cannot. In our homebuilt microscope, we use one SLM to apply the phase mask to both polarization channels ( Figure S1 (a)).
Consequently, the x-axis in the pupil plane of the y-polarized channel is flipped compared to the design ( Figure S3 where rank( exp ) = 5.
When using an MLE to estimate average orientation and rotational constraint (Section 4.2), the measurement comprises four degrees of freedom (̅ , ̅ , and 0 ). Therefore, although this basis-image matrix is not full-rank as we designed, we can still solve this overdetermined problem precisely, accurately, and robustly.
For the second-moment vector rotation ( ) analysis where we directly measure all six dimensions of , we use the pseudoinverse exp + to find the minimum norm solution to the underdetermined problem:
where represents the counted photons within each spot of the Tri-spot PSF. Molecular orientations, and changes thereof, are encoded in , and the inverse of the basis-image matrix acts as a linear operator that maps to orientational second moment space. Therefore, although the accuracy and precision of ̂ estimates could be degraded when using exp compared to those We assume that the rotation is much faster than the acquisition time of one camera frame, which implies ergodicity, that is, there exists an orientation distribution probability density function , ( , ) so that the temporal average of is equal to the spatial orientation average over this distribution.
We assume that the distribution is symmetric around the average orientation ̅. The second moment of the molecular orientation can therefore be calculated as:
where , = , , in eq. S9.
To ease the calculation of this integral, we rotate the average orientation ̅. Therefore, we can write a matrix that includes all second moments as:
Since the rotated average orientation ̅′ is along the z axis and the distribution of ′ is symmetric around ̅′, the result of the integration of eq. S11 in the rotated frame can be written as:
Thus, we can calculate the second moments of the molecular orientation for this symmetric distribution model as:
By calculating the matrix multiplication, we have:
where = 1 − 3 in eq. S14 denotes the rotational constraint of the molecule.
We note that the rotational correlation time of Atto 647N molecules in water is approximately 0.8 ns 9 , while their fluorescence lifetime is on the order of 3-4 ns [10] [11] [12] . For Atto 647N doped in a PVP film where polymer crosslinks constrain the movement of each fluorophore, we may surmise that the rotational correlation time becomes longer than the fluorescence lifetime. In this case, the symmetric rotation model becomes approximate, and the emission second-moment becomes a function of both molecular rotation and illumination polarization. We therefore interpret as an effective rotational constraint or anisotropy factor.
Second moments for an isotropic emitter under linear pumping polarization
In this section, we present a simple analysis to quantify how anisotropic excitation affects the emission anisotropy of an emitter that can be modeled as the sum of many independent transition dipole moments uniformly distributed across all orientations. The excitation probability of such an emitter has a cos 2 dependence on the angle between the dipole orientation and pump polarization, that is, when the emitter is excited by x-polarized light, the absorption probability ( , ) ∝ 2 . The second moment can then be calculated as:
The calculated second moments are:
Thus, an isotropic emitter excited by linearly polarized light exhibits an orientational second moment distribution that is non-uniform. Its emission is equivalent to the sum of three dipoles: one dipole oriented along the x axis with amplitude 0.6, one oriented along the y axis with amplitude 0.2, and one along the z axis with amplitude 0.2. If any of the transition dipoles interact with one another within this emitter under x-polarized excitation, then we may expect the second moments, and therefore the emission anisotropy, to be more uniform than that in eq. S16. We note that according to eq. S14, is equal to zero in eq. S16 due to the chosen excitation polarization direction. However, if the excitation beam is not parallel with the x or y axes, then ≠ 0. Therefore, is affected by both molecular orientation and excitation polarization and should be interpreted as an effective rotational constraint or anisotropy factor.
Detection and estimation

Tri-spot PSF detection
A detection process is required for localizing the Tri-spot PSF and accurately counting photons within each spot. The first step is to register three spots within each polarization channel. ThunderSTORM is used to localize all spots within a field of view ( Figure S4(a) ). We then calculate the distance and angle between every two spots and keep the spot pairs that appropriately map to distances and angles between spots of the Tri-spot PSF. The center of the PSF is determined by each pair of spots ( Figure S4(b) ). If three spots are detected within one Tri-spot PSF, we calculate the average among all three recovered center locations weighted by the spot intensity as the center of the Tri-spot PSF. For simulated fixed dipole emitters, the calculated center location of the Tri-spot PSF varied by less than 35.5 nm for all orientations (20.7 nm on average) for ±100 nm defocus.
Dual-channel registration is performed by generating a registration map from images of randomly-distributed 100-nm fluorescent beads on the surface of a coverslip. We image 271 beads across a 50 µm by 50 µm field of view, and calculate the bead positions by averaging the localizations across 8-10 frames from ThunderSTORM. All possible lines joining pairs of bead positions across the two channels are drawn. Control points for two channel registration are selected by comparing the obtained lines, and keeping the largest ensemble of them with similar lengths and slopes. These control points are then used to generate global 2D mapping functions (second-degree polynomials) for x-and y-coordinate transformation using the MATLAB function fitgeotrans. This map, which provides pixel-level registration accuracy, is used for automatic grouping of Tri-spot PSFs between channels and is not used for precise nm-scale localization. When tracking the lateral movements of the standard PSF (localization bias correction experiment, e.g. Figure 1 ) or Tri-spot PSF (Δ measurement in the SM rotational constraint and orientation-tracking experiment, e.g. Figure 3 ), positions were tracked independently within each polarization channel.
Symmetric rotation model and maximum likelihood estimator
As discussed in Section 3.1, both the molecular orientation and rotational constraint are described by four parameters: ̅ , ̅ , ̅ and under the constraint ̅ 2 + ̅ 2 + ̅ 2 = 1, we can write a maximum-likelihood (ML) estimator based on this model.
Due to the size of the Tri-spot PSF, the background fluorescence often varies across the PSF region. Therefore, we estimate the background of the entire field of view by isolating rows and columns of the image, least-squares fitting them to the sum of two Gaussian functions (MATLAB function gauss2), and averaging the fitted Gaussians together ( Figure S4(c) ).
We count the total number of signal photons and total number of background photons within each spot region ( Figure   S4 which usually contains less than 5% of total fluorescence in the PSF due to the imperfect phase modulation by the SLM, is excluded.
Since the second-moment matrix of molecular orientation can be parameterized by ̅ , ̅ , ̅ and , the image intensity distribution can be written as ( 0 , ̅ , ̅ , ̅ , ) = 0 ( ̅ , ̅ , ̅ , ). Since photon detection is a Poisson process, we can write the likelihood function as:
The log likelihood function is therefore given by
(S18)
After using the MATLAB function fmincon to minimize −Λ( 0 , ̅ , ̅ , ̅ , ) under the constraints ̅ 2 + ̅ 2 + ̅ 2 = 1 and > 0 given the photon measurements measured by our detector, we obtain the orientation estimates ̅ , ̅ , ̅ and .
Precision and accuracy for average orientation ̅ , ̅ and ̅
The Fisher information matrix of the estimator is given by 
Calibration of estimation algorithm for rotational constraint
Validating our maximum-likelihood estimator using simulated images of SMs shows that the measured rotational constraint exhibits a small positive bias for small values of . For an isotropic emitter, we expect the three second-moment components 〈 〉, 〈 〉, and 〈 〉 to be strictly zero. However, any measurement noise, for example photon shot noise, will almost certainly result in nonzero estimates of any of the aforementioned second moments, thereby causing the measurement of to be nonzero and positive. To characterize the relation between the bias − true and the signal-tobackground ratio, we simulated images of emitters at various orientations and SBRs ( Figure S7 Two examples of the calibration are shown in Figure S7 (d). We calculate true based on the output from the ML estimator, which could be greater than one. Then we consider all molecules with values greater than one as rotationally fixed ( = 1).
Supplementary discussion
A fixed SM dipole embedded in PMMA (see Section 1.3.3) with an orientation near the x-axis, which is more efficiently pumped by x-polarized light than by y-polarized light, is shown in Figure S10 (a). However, the relative intensities of six spots remain similar after varying pumping polarization. We define the rotation in second-moment vector under x-polarized excitation only and between x-polarized and y-polarized excitation as
The measured rotation in orientation for Atto 647N ( Figure S10 Figure S10 (c)). Due to the low photon budget for single molecules, the precision of measuring ̂ is much worse than that for fluorescent beads (Figure 2 , more than a factor of 100 fewer photons). Despite the decreased precision, there is no significant difference in measured SM orientations under identical versus orthogonal pumping polarizations, suggesting that our assumption that SM emission orientations are unaffected by pumping polarization (i.e., fix = 0) is valid.
We note that a similar measurement for 20-nm beads shows that ̂ is significantly larger than ̂ (Figure S10 i.e., ensemble of independent fixed fluorescent molecules) shows that they are less similar than the same comparison for 100-nm beads, indicating that 20-nm beads emit light less isotropically. This observation is consistent with the measured anisotropy factor (Figure 2(c) ). The distributions of ̂ for both 20-nm and 100-nm beads also differ from the distribution for simulated isotropic emitters ( Figure S10 (e)), suggesting that there is a depolarization mechanism within the beads. Further, the median change of all second moments for both 20-nm and 100-nm beads under orthogonal pumping polarizations is larger than the change under identical pumping polarization (p-values of 4.36 × 10 −4 for |Δ〈 2 〉| and 12.49 × 10 −4 for |Δ〈 2 〉| for 20-nm beads and p-values of 0.013 for |Δ〈 2 〉| and 4.30 × 10 −5 for |Δ〈 2 〉| for 100-nm beads, n=120), and the emission of 20-nm beads have greater dependence on pumping polarization than 100-nm beads ( Figure S11 (ii)). The second moments of 100-nm beads change very slightly between pumping conditions (average = 0.46, n=120), while we measure larger 〈 2 〉 when pumped with x-polarized light ( Figure S11(a) ) and larger 〈 2 〉 when pumped with y-polarized light for 20-nm beads ( Figure   S11 (b), average = 0.26, n=120). The second moments of the representative 20-nm bead in Figure 2 also have a greater change in 〈 2 〉 and 〈 2 〉 between pumping polarizations ( 0.37 ± 0.01 to 0.26 ± 0.04 , and 0.32 ± 0.02 to 0.41 ± 0.04 , mean±std., respectively) than 100-nm bead (0.40 ± 0.02 to 0.37 ± 0.02, and 0.33 ± 0.01 to 0.33 ± 0.01, respectively, Figure   S12 ). The relatively constant measurements of second moments under constant pumping polarization, compared to changing pumping polarization, suggests that the excitation polarization is stable during the experiment.
These results again suggest that depolarization effects are stronger in 100-nm beads, which is consistent with our findings in Figure 2 . There is no correlation between photons detected and orientation parameters estimated, suggesting that the change is not due to the photon variation.
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