Speaker recognition is the identification of the person who is speaking by characteristics of their voices, also called "voice recognition". The components of Speaker Recognition includes Speaker Identification(SI) and Speaker Verification(SV). Speaker identification is the task of determining an unknown speakers identity. If the speaker claims to be of a certain identity and the voice is to verify this claim, this is called Speaker Verification. It determines whether an unknown voice matches the known voice of a speaker whose identity is being claimed. This paper proposes Speaker Verification task. There are two phases in the Speaker Verification task namely, training and testing. In the training phase, different features such as Mel Frequency Cepstral Coefficient(MFCC), Linear Predictive Cepstral Coefficient(LPCC), Perceptual Linear Predictive(PLP) are extracted from the speech signal and is trained by Support Vector Machine to get the target speaker model. It is trained with both actual speaker and impostor utterances. In the testing phase, features are extracted from the test speech signal . The test features are extracted for different duration of time. The extracted feature vectors are given to the claimed speaker model and the decision is taken as authorised speaker or an impostor. The performance of a speaker verification task is analysed using different features with different utterance sizes. The result shows that the performance of a speaker verification task decreases when the duration of the speech utterances decreased.
INTRODUCTION
Speech Processing extracts the information from a speech signal. Speaker Recognition is the use of a machine to recognize a person from a spoken phrase. There are two modes of operation of these systems: to identify a particular person or to verify a person who claims for identity. In general for Speaker identification [1] , there is no identity claim, and the system decides about who the person is, to what group the person is a member of, or that the person is unknown. It decides if the speaker is a specific person or among a group of persons. Speaker verification is defined as deciding if a speaker is whom he claims to be, that is, a person makes an identity claim.Speaker verification is a popular biometric identification technique used for authenticating and monitoring human subjects using their speech signal. The method is attractive for two reasons. It does not require direct contact with the individual, thus avoiding the hurdle of perceived invasiveness inherent in many biometric systems. It does not require deployment of specialized signal transducers as microphones are now ubiquitous on most portable devices. Traditionally, speaker verification systems have been classified into two different categories based on the constraints imposed on the authentication process:
-Text-dependent speaker verification systems where the users are assumed to be cooperative and use identical pass-phrase during the training and testing phase. -Text-independent speaker verification systems where no vocabulary constraints are imposed on the training and testing phase.
The operation of a speaker verification system [2] consists of two distinct phases:
-An enrollment phase where parameters of a speaker specific statistical model are determined using annotated (pre-labeled) speech data. It is the creation of a set of speech features, as a function of time for each valid user. -A verification phase where an unknown speech sample is authenticated using the trained speaker specific model. It is the comparison of input speech with reference templates at equivalent points in time; decision based on similarity between the input and reference, integrated over time.
In both the phases the speech signal is first sampled, digitized and filtered before a feature extraction algorithm computes salient acoustic features from the speech signal. The next step in the enrollment phase uses the extracted features to train the speaker specific statistical model. One of the important application for speaker verification is in controlling access to automatic telephone transactions such as banking and credit card transactions over the telephone, voice mail, etc. There are some factors affecting the speaker verification are Channel variability, compensation of nuisance, quality of sample, accent variation etc. These factors will affect the classification accuracy of the classifier. The classification accuracy can be improved by using the discriminative approaches. The discriminative approach will better classify one class from the other. There are different discriminative techniques used by the researchers. One of the discriminative versions is Maximum A Posteriori(MAP) based Maximum Mutual Information(MMI-MAP). The other one is to use an augmented-GMM(A-GMM) [3] as the speaker-specific model. GMM uses a likelihood ratio for the conversion of variable data to fixed data. It is implemented by using the Universal Background Model. The alternate way to achieve a discriminative approach is by using Support Vector Machine. So we propose to implement the speaker verification using SVM.
PROPOSED METHOD
There are two phases in the proposed method:
Fig. 1. Training Phase in Proposed System
In training phase the following features are extracted from the input speech signal:
The extracted feature vectors are trained by Support Vector Machine as the classifier. The training is done with both the actual speaker and the impostor utterances so as to obtain the target speaker model.
Fig. 2. Testing Phase in Proposed System
In testing phase different features are extracted from the test speech signal. These extracted feature vectors are given to the claimed speaker model. Here the obtained feature vectors are compared with actual feature vectors and the decision is taken for authorised speaker or impostor.
FEATURE EXTRACTION
The following features are extracted from the input speech signal
Mel Frequency Cepstral Coefficient
These are low level features which have been extensively used in speaker verification system. The key steps involved in computing MFCC [4] [2] features are:
(1) A sample of speech signal is first extracted using a window. Typically two parameters are important for the windowing procedure: -the duration of the window which ranges from 20-30 ms and -the shift between two consecutive windows which ranges from 10-15 ms.
The values correspond to the average duration for which the speech signal can be assumed to be stationary or its statistical and spectral information does not change significantly. The speech samples are then weighed by a suitable windowing function, for example, Hamming or Hanning window are extensively used in speaker verification. The weighing reduces the artifacts (side lobe and signal leakage) of choosing a finite duration window size for analysis. (2) The magnitude spectrum of the speech sample is then computed using a fast Fourier transform (FFT) and is then processed by a bank of band-pass filters. The filters that are generally used in MFCC computation are triangular filters, and their center frequencies are chosen according a logarithmic frequency scale, which is also known as Mel-frequency scale. (3) The filter bank is then used to transform the frequency bins to Mel-scale bins by the following equations:
is bth Mel-scale filters weight for the frequency f -Y[f] is FFT of the windowed speech signal (4) The rationale for choosing a logarithmic frequency scale conforms to the response observed in human auditory systems which has been validated through several biophysical experiments. The Mel-frequency weighted magnitude spectrum is processed by a compressive non-linearity (typically a logarithmic function) which also models the observed response in a human auditory system. (5) The last step in MFCC computation is a discrete cosine transform (DCT) which is used to de-correlate the Mel-scale filter outputs. A subset of the DCT coefficients is chosen (typically the first and the last few coefficients are ignored) and represent the MFCC features used in the enrollment and the verification phases. 
Linear Predictive Cepstral Coefficient
At the core of the LPCC [2] feature extraction algorithm is the Linear Predictive Coding (LPC) technique which assumes that any speech signal can be modelled by a linear source-filter model. This model assumes two sources of human vocal sounds:
-Glottal pulse generator and -Random noise generator
The glottal pulse generator creates voiced sounds. This source generates one of the measurable attributes used in voice analysis: the pitch period. The random noise generator produces the unvoiced sounds and the vocal tract serves as the filter of the model that produces an intensification at specific formants.
In LPCC feature extraction [9] , the filter is typically chosen to be an all-pole filter which is shown in fig. 4 The parameters of the all-pole filter are estimated using an auto- regressive procedure where the signal at each time instant can be determined using a certain number of preceding samples.During an LPCC feature extraction, a quasi-stationary window of speech (about 20-30 ms) is used to determine the parameters ai and the process is repeated for the entire duration of the utterance. In most implementations, an overlapping window or a spectral shaping window is chosen to compensate for spectral degradation due to finite window size. The estimation of the prediction coefficients ai is done by minimizing the prediction error e(t). The prediction coefficients are then further transformed into Linear Predictive Cepstral Coefficients (LPCC) using a recursive method.
Perceptual Linear Predictive
In PLP [5] [6] technique several properties of hearing are simulated by practical engineering approximations and the resulting auditorylike spectrum of speech is approximated by an autoaggresive all-pole model. The block diagram of PLP is shown in fig. 5 The key steps involved in computing PLP features are:
(1) The speech segment is weighted by the hamming window
where N=length of the window. The typical length of the window is about 20 ms. The Discrete Fourier Transform(DFT) transforms the windowed speech segment into the frequency domain. Typically Fast Fourier Transform(FFT) is used here. The real and imaginary components of the short-term speech spectrum are squared and added to get the short-term power spectrum. (2) The spectrum is warped along its frequency axis into the Bark Frequency and the resulting warped power spectrum is then convolved with the power spectrum of the simulated critical-band masking curve. This step is similar to spectral processing in mel cepstral analysis. The discrete convolution yield samples of the critical-band power spectrum. The convolution with the relatively broad critical-band Masking curve significantly reduces the spectral resolution in comparison with the original spectrum. (3) The sampled interval is preemphasized by the simulated equal loudness curve. (4) The last operation prior to the all-pole modelling is the cubic-root amplitude compression.This operation is an approximation to the power law of hearing and simulates the nonlinear relation between the intensity of sound and its perceived loudness. 
SUPPORT VECTOR MACHINE
Support Vector Machines(SVMs) [7] [8] are an attractive choice for implementing discriminative models. SVMs are a set of related supervised learning methods used for classification and regression. Support Vector Machine (SVM) is a classification and regression prediction tool that uses machine learning theory to maximize predictive accuracy while automatically avoiding over-fit to the data. SVMs were developed to solve the classification problem, but now they have been extended to solve regression problems.
Margin
The above illustration is the maximum linear classifier with the maximum range. It is an example of a simple linear SVM classifier. The advantage is the better classification. The goals of SVM are separating the data with hyper plane and extend this to nonlinear boundaries using a kernel trick.For calculating the SVM the goal is to correctly classify all the data. For mathematical calculations we have,
In this equation x-vector point and w-weight and is also a vector. To separate the data should be greater than zero. From all possible hyper planes [9] , SVM selects one hyperplane where the distance is as large as possible. When the training data is good and every test vector is located in radius r from training vector and if the chosen hyper plane is located at the farthest possible from the data, the desired hyper plane which maximizes the margin also bisects the lines between closest points on the convex hull of the two datasets. Distance of closest point on hyperplane to origin can be found by maximizing the x as x is on the hyper plane. This is given by
Kernel
If data is linear, a separating hyper plane may be used to divide the data. If the data is far from linear and the datasets are inseparable, kernels are used for non-linear map the input data to a high-dimensional space. The mapping then results to linearly separable. An illustration is shown in the below figure: The above mapping is defined by the Kernel:
The different Kernel functions are listed below: -Polynomial -Gaussian Radial Basis Function 
where d is the degree of polynomial 4.3.2 Gaussian Radial Basis Function. Radial basis function is the most commonly used with a Gaussian form which is as follows
2 ) where σ is Radial basis function 4.3.3 Exponential Radial Basis Function. A radial basis function produces a piecewise linear solution which can be attractive when discontinuities are acceptable.
where σ is Radial basis function Radial Basis Function is used as the kernel type for this paper
EXPERIMENTAL SETUP
The dataset containing 50 speakers is used for all the experiments in this section.The speech corpus is created in a lab environment with 50 speakers in which 43 are female speakers and 7 are male speakers and 142 utterances for each speaker with approximately of 3 seconds duration. The development set contains 100 utterances for training and 42 utterances for testing. In Training phase, the features such as MFCC, LPCC and PLP are extracted from the input speech signal. For MFCC, from each frame 39 coefficients are extracted which includes 13 Cepstral coefficients, 13 acceleration coefficients and 13 delta coefficients. For LPCC, from each frame 12 Cepstral coefficients are extracted and for PLP, 13 coefficients are extracted from each frame. The extracted features are trained by Support Vector Machine(SVM). The training is done with both actual speaker and impostor utterances so as to obtain the target speaker model. In Testing phase, the test features are extracted from the test speech signal. The test features extracted are of different duration of time such as 3 Sec, 2 Sec, 1sec of time. The extracted features are given to the claimed speaker model. Here, the obtained feature vectors are compared with actual feature vectors and the decision is taken as authorised speaker or an impostor. If the result is authorised speaker, it is denoted by +1 and for imposter it is denoted by -1. The performance of the experiment is shown in the following section. From table1 as the duration of time decreases, the Equal Error Rate increases thereby the performance decreases. It shows that among all the features PLP shows better performance for different duration of time. The performance is also shown in terms of the DET-curve Fig. 9 . Performance of Speaker verification task using PLP with different utterance size
PERFORMANCE EVALUATION
From Fig. 9 as the duration of time decreases the Equal Error Rate increases and reaches beyond 40% which is not displayed in the graph.
CONCLUSION
In this paper, Speaker Verification using SVM, we propose to extract different features like Mel Frequency Cepstral Coefficient(MFCC), Linear Predictive Cepstral Coefficient(LPCC) and Perceptual Linear Predictive(PLP) for different utterance size(from 3s-500ms) and compared the performance of a speaker verification task. Among the features, PLP shows better performance in speaker verification task. The performance of the speaker verification task can further be analysed by extracting discriminative features.
