Abstract. In Hilbert spaces we consider linear ill-posed problems with corresponding operators that are symmetric, positive semide nite and compact, and we review some results on the conjugate residual method which by de nition minimizes the residual over Krylov subspaces and which can be realized by a conjugate gradient-type algorithm. In particular, for a nite-dimensional setting of the conjugate residual method an a posteriori stopping criterion is considered and estimates for the associated approximations are provided which are order-optimal with respect to perturbations of the right-hand side and with respect to the discretization error.
Introduction
In the sequel we consider equations of the form Au = f; the Hilbert space H is in nite-dimensional in general, and thus for a practical realization it is necessary to consider this method in a nite-dimensional setting. For this purpose we suppose that V h H; 0 < h h 0 ; are given nite-dimensional linear subspaces and consider the associated Galerkin method for equation (1.1) . For xed h the corresponding Galerkin equations for (1.1) are given by A h u h = P h f; (1.4) where A h : H ! H; u 7 ! P h Au; (1.5) and P h denotes the orthogonal projector onto V h , i.e., P h 2 L(H); P h = P 2 h ; P h = P h ; R(P h ) = V h :
(1.6) In order to nd an approximation to the minimum norm solution of equation (1.1), the conjugate residual method is applied to the Galerkin equations (1.4), with f replaced by the noisy data f from (1.3); see Section 2 for the details. In Section 3 a stopping criterion then is considered for the following reasons:
1. Since the underlying equation (1.1) is ill-posed, usually the nite-dimensional version (1.4) is ill-conditioned and has to be regularized. We shall see in Section 3 that the conjugate residual method associated with the mentioned stopping criterion has this desired regularizing property. 2. Typically only a small number of iteration steps is required until the conjugate residual method terminates according to the stopping criterion, and thus a numerically e cient solver of equation (1.1 A h u ? P h f ; n = 0; 1; : : : : (2. 2)
The method breaks down at step n := n dim V h if A h r n = 0. Here r n denotes the residual, i.e., r n = A h u n ? P h f 2 V h ; n = 0; 1; : : : : 2. For notational convenience it is not stated explicitly that the vectors u n and r n depend on and h; a similar notational convenience is applied to the vectors and scalars that arise in the course of the corresponding iteration procedure presented in Remark 2.3 below.
3. The nal iteration step n in De nition 2.1 in general is di erent from the iteration step n corresponding to the stopping criterion considered in Section 3 below; typically this stopping number n is much smaller than the nal iteration step n . 4 . One has h A h r n ; r m i = 0 for n 6 = m which is the reason for the notation \conjugate residual method".
5. Note that for the classical conjugate gradient method of Hestenes and Stiefel applied to our nite-dimensional setting, the iterates minimize the energy functional J (u) = 1 2 h A h u; u i ? h u; P h f i over the Krylov subspaces K n ? A h ; P h f ; n = 0; 1; : : : . The regularizing properties of this method are not well understood yet, however.
Remark 2.3 The basic iterative algorithm for the numerical realization of the conjugate residual method is as follows:
Step 0: Let u 0 := 0. For n = 0; 1; : : : : 1) If A h r n = 0 then terminate, n := n;
2) If otherwise A h r n 6 = 0, then proceed with step n + 1: compute from u n ; d n?1 d n = ?r n + n?1 d n?1 ; n?1 = h A h r n ; r n i h A h r n?1 ; r n?1 i ; (2.4) u n+1 = u n + n d n ; n = h A h r n ; r n i j jA h d n j j 2 :
Here we assume d ?1 = 0; ?1 = 0. It follows from (2.3){(2.5) that for n = 0; 1; : : : one has A h d n = ?A h r n + n?1 A h d n?1 ; r n+1 = r n + n A h d n ; (2.6) and in fact at any step for computational reasons A h d n and r n+1 are computed by the scheme (2.6) so that only one operator-vector multiplication (to obtain A h r n )
has to be performed at each step.
2.2 Further properties of the conjugate residual method. For the conjugate residual method (2.1){(2.2) with corresponding iterates u 0 = 0; u 1 ; u 2 ; : : : 2 V h , there exist unique representations of the following kind, u n = q n (A h )P h f with q n 2 n?1 n = 0; 1; : : : ; (2.7)
here ?1 := f0g, and n?1 = q : q is a polynomial of degree n ? 1 ; n = 1; 2; : : : , and the polynomials q n in fact depend on A h and P h f . We next introduce n := A h u n ? P h f ; n = 0; 1; : : : ; (2.8) the norm of the residual. From (2.2) it follows n n?1 ; n = 1; 2; : : : ; (2.9) and typically n decays fast and becomes small after a few number of iterations.
On the other hand, the iterates u 0 = 0; u 1 ; u 2 ; : : : usually are semiconvergent, i.e., the error ku n ? u k decreases at each iteration step as long as n does not exceed a certain threshold, and the error begins to increase when n passes this threshold; here u 2 H denotes the minimum norm solution of equation (1.1 The basic approach to obtain a reasonable stopping criterion is to stop the iteration when n and taking u n 2 H then as approximation; for technical reasons, however, other situations have to be taken into account. For this purpose we consider the numbers q n (0); n = 0; 1; : : : , which in fact can be easily computed by the following three-term recurrence, q 0 (0) = 0; q 1 (0) = 0 ; q n+1 (0) = 1 + n n?1 n?1 q n (0) ? n n?1 n?1 q n?1 (0) + n ; n = 1; 2; : : : ; this three-term recurrence follows from the rst equalities in (2.4) and (2.5) and from the uniqueness of q n in the representation (2.7). Finally we note that it can be shown that the numbers q n (0) increase as n increases. The 3.4 Some conclusions. (1) The estimate (3.6) is order-optimal with respect to the noise in the right-hand side and with respect to the discretization error, respectively. Moreover, no knowledge of the degree of smoothness of the minimum norm solution u is required to obtain the approximations u(h; ). Due to the properties (4.4), (4.6) one cannot conclude from Theorem 3.2 that the entries in the third column stay bounded as the noise level decreases. On the other hand, however, due to properties (4.4), (4.5) it is no surprise that these entries in fact stay bounded in our experiments.
