Introduction
The function of animal senses is an intriguing topic because these physiological systems often combine astonishing capabilities with a high degree of parsimony. Animal senses are able to encode all the sensory information that is needed to support the tasks such as navigation in the respective animal's habitat, finding food or mates, or avoiding predators. This is particularly impressive in the case of animal species that have achieved a high degree of mobility in complex environments. Sensing in complex environments is likely to require that the relevant information is extracted from large amounts of distracting components of the sensory input. A high degree of mobility, i.e., typically fast motion, means that this extraction operation has to happen quickly and possibly has to be based on small amounts of data that can be collected within short time intervals. While such capabilities can be very impressive by themselves already, they can come with two additional features, namely a high degree of parsimony and reliability. Many animals have small, apparently "simple" sensors and nervous systems that process their outputs (Egelhaaf 1985; Korn and Faber 2005; Steinmann and Casas 2017) . This means that the information extraction operation described above has to be accomplished in a highly parsimonious fashion. Since many of the biological functions supported by sensory inputs are key to the animal's survival, it is to be expected that they are often subject to strong evolutionary selection pressures with respect to their reliability. Hence, the appeal of many biological sensory systems lies in their ability to extract relevant information from complex environments -fast, reliably, and parsimoniously.
The biosonar system of bats is a model system for this combination. Bats are highly mobile animals that can move in three dimensions by virtue of their powered-flight abilities. Although the highest flight speeds in bats have been found in the open-air space (McCracken et al. 2016) , even species that are known to pursue their prey in dense vegetation (Xu et al. 2008 ) are capable of flight speeds (Aldridge 1986 ) that together with the proximity of the obstacles can be expected to demand very fast flight control. Any control system capable of delivering this fast, accurate performance will in turn require an input stream of fast-paced and accurate sensory information.
In following, hypotheses and findings that are relevant to possible mechanisms for sensory information encoding will be summarized with an emphasis of explaining the relevant concepts in an intuitive way. The discussion will focus on the role that bat noseleaves and pinna could play in the encoding of sensory information in the bats' biosonar system. For the reception side, the discussion will be limited to monoaural (i.e., single pinna) mechanism of sensory information encoding. In particular, two classes of mechanisms, static and dynamic, will be presented alongside each other.
Challenges of Information Encoding in Bat Biosonar
As flying animals, bats live in a world that has three spatial dimensions as well as time, i.e., four dimensions in total. While the same applies to many other animals, bats are in a special position due to their use of biosonar as a primary far sense. Vision, that holds the same position in many other mammals, reduces the three spatial dimensions of the outside world to the two-dimensional surface of the retina. Time remains as an additional dimension since the retinal images can change with time to reflect dynamic changes in the environment. In contrast to vision, biosonar reduces the four-dimensional world to two one-dimensional time signals, the two audio streams received in each ear. The additional frequency dimension that is added by the sound representation in the cochlea and retained during later stages of the hearing system cannot be expected to provide a substantial remedy for the dimensionality reduction that has occurred at the tympanic membrane since spatial information that has been truly lost (as opposed to just obscured) cannot be restored through transformation of the signal at a later stage. As a result, whereas vision needs to deal only with a reduction from four to three dimensions, biosonar has recover information, about the environment across a reduction from four dimensions to one.
Established ideas, e.g., from sonar or radar engineering or biomedical imaging, of how to use waves radiated or reflected from an environment to gain information about the source are based on the formation of narrow beams. Operating a sonar with a narrow beam means that the origins of the received signals (e.g., echoes) are limited to a D r a f t narrow set of directions at any given time. Hence, an image of the environment can be built by integrating signals received across a scan where the narrow beam is swept to cover the entire region of interest. This can either be done physically or by processing signals across an array of receivers or emitters. In either case, the condition for achieving a narrow beam is that the used emitter/receiver or the array of emitters/receivers is large compared to the analyzed wavelengths.
As small, flying mammals, bats carry noseleaves and ears that are usually on a similar size scale as the emitted and received wavelength, i.e., rarely differ by more than one order of magnitude in size (Obrist et al. 1993) . As a result, bats are prohibited by a basic physical limitation from producing the narrow beams that are common in technical sonar Schnitzler and Grinnell 1977; Jakobsen et al. 2013) .
From what is known about the acoustic properties of the bat noseleaves and pinnae, two possible solution strategies for information encoding problem are emerging: (i) creation of intricate beampatterns with frequencydependent geometrical features such as multiple lobes and notches and (ii). addition of a time-variant dimensions by changing the shapes of the noseleaf and ears during emission and reception.
Functional Properties of the Static Noseleaf and Pinna Geometry
Although the fundamental physical relationship between the size of a noseleaf or a pinna and the sound wavelength used prohibits bats from producing the same narrow beams that are common in man-made sonar systems, e.g., less than 1 degree for the higher frequencies used in commercially available sidescan sonars (EdgeTech, Reson) , there is evidence that bats use physical effects to narrow their emission and receptions beams within the limitations imposed by their sizes. The noseleaf of horseshoe bats, for example, has been shown to employ half-open resonance cavities (in the lancet, Zhuang and Müller 2006) to narrow the width of the emission beam for the frequencies within the resonance band (Vanderelst et al. 2012; Gupta et al. 2015) . On the reception side, pinna-rim skin folds have been shown to narrow the sonar beam in the lesser false vampire bat (Megaderma spasma, L., 1758; Wang and Müller 2009 ).
In several bat species, shape features of the pinnae have been found to increase the geometric complexity of the biosonar beam by introducing peak and notches -often with a strong dependence on frequency. The beampatterns that describes these effects are hence intricate functions where beam gain (for emission and reception) is a direction as well as frequency.
In a pinna shape specimen from the Chinese noctule (Nyctalus plancyi, Gerbe, 1880), for example, local geometric features of the pinna, were found to be responsible for an elaborate frequency driven helical scan in the beampattern . The creation of strong sidelobes by pinna features has been demonstrated in two different vespertilionid species: In the big brown bat (Eptesicus fuscus, Palisot de Beauvois, 1796), numerical analysis of the acoustic function of the tragus has supported the conclusion that the tragus creates a pronounced notch and sidelobe in elevation (Müller 2004) . This finding aligns well with behavioral experiments (Lawrence and Simmons 1982) and measurements from the bat pinna in the same species (Wotton et al. 1995; Aytekin et al. 2004) . Similarly, a flap on the interior surface of the pinna was found to be responsible for the formation of a pronounced sidelobe in the brown long-eared bat (Plecotus auritus, L., 1758) (Müller et al. 2008) . In this case, the direction of the sidelobes displayed a strong and systematic frequency dependency, creating a fan-beam arrangement where each direction within the fan beam is identified by a unique frequency of maximum sensitivity (Müller et al. 2008) .
These examples provide evidence that bats use beampattern complexity to encode direction-related sensory information and rely on the geometric complexity of their pinnae to generate this geometric complexity.
D r a f t

Dynamic Information Encoding: Noseleaf and Pinna Motions
Bats in at least in two diverse bat families, namely the horseshoe bats (Rhinolophidae) and the Old World roundleaf nosed bats (Hipposideridae), have the ability to effect fast changes to the geometries of their noseleaves and pinnae. These shape changes are driven by specialized musculatures (Schneider and Möhres 1960; Schneider 1961; Göbbel 2002) and are known to occur during pulse emission (for the noseleaf (Feng et al.2012; He et al. 2015) ) or echo reception (for the pinnae (Yin et al. 2015) ). Noseleaf and pinna motions are fast and occur on a similar time scale as the durations of the biosonar pulses and echoes (Gao et al. 2011; Feng et al. 2012; He et al. 2015) . Hence, these motions could change the acoustic characteristics of the biosonar emission and reception during a single pulse or a single echo. Indeed, such changes have been predicted by numerical analysis (Gao et al. 2011; He et al. 2015) and demonstrated with biomimetic physical prototypes Fu et al. 2016) . Time variant acoustic characteristics would allow the bats to sense their environments through "multiple views" and hence could enhance the quantity -and perhaps also the quality -of the sensory information available to the animals.
The methods and results reviewed in the following sections were based on work with horseshoe bats and Old World roundleaf nosed bats. While bats from these two families stand out for a combination of the ability to navigate and hunt in dense vegetation with highly deformable noseleaves and pinnae, it remains to be seen if similar dynamic phenomena and associated effects on sensory information encoding could also be demonstrated in other bat families.
Dynamic Information Encoding: Mutual Information
One way to estimate how much additional sensory information could be encoded through changes in the noseleaf and pinna shapes during pulse emission and reception is based on the mutual information (Cover and Thomas 1991) between the beampatterns associated with different shape conformation stages of these structures (Müller et al. 2017) . In this approach, each beampattern is considered as a random function of direction and frequency. While the beampattern is -in actuality -the result of a deterministic acoustic scattering process, it can be considered random in the sense that it is hard to predict in the absence of knowledge regarding the specifics of the underlying physical process. The amount of variability in the beampattern function over direction and frequency be quantified by an entropy (Shannon 1948 ).
To apply this concept to continuous shape deformations seen in the noseleaf and ear of the bats, it is most convenient to discretize these deformations into sequences of static shapes. This is similar to a "stop-motion" animation sequence and can be compared to the sampling of a signal that is a continuous function of time. For a bat to take advantage of information available in different time windows of a biosonar echo, it is necessary that the animals have sufficient temporal resolution to evaluate each time window separately from the others. No experimental evidence exists that would allow a direct determination of the number of time windows within a biosonar echo a bat could be able to evaluate. However, there is some related evidence that could be used to gauge what may be possible for the animals to accomplish. In range resolution paradigms, for example, bats have been demonstrated to have temporal resolutions well below one millisecond (Simmons 1973; Simmons 1979; Menne and Hackbarth 1986; Moss and Schnitzler 1989) . For a biosonar pulse length of a few 10 milliseconds in horseshoe bats, temporal resolutions below one milliseconds would result in several tens or hundreds of time windows that could be evaluated separately. Similarly, behavioral experiments have demonstrated that horseshoe bats are able to evaluate differences in the wingbeat patterns of prey insects with wing-beat frequencies over 100 Hz (Kober and Schnitzler 1990 ) supporting the hypothesis of at temporal resolution that is at least on the order of a millisecond. If these hypothetical temporal resolutions were to apply to the resolution of different time windows within a time-variant echo, a horseshoe bat could potentially resolve to tens or even hundreds of sets of possibly very different sets of sensory information in time.
D r a f t
Once the noseleaf or pinna motion is represented by a sequence of discrete, static shape conformations, it is possible to obtain a beampattern for each shape conformation and estimate its entropy. In addition to the discretization in time, it is also advantageous for the numerical estimates of the probability density functions (Basharin 1959) that are needed to discretize the beampattern amplitudes into an alphabet of with a fixed number of letters. However, discretization creates its own issues since biased estimates will be obtained if the discrete bins that are used to represent the beampatterns are either too wide (entropy will be underestimated) or too narrow (entropy will be overestimated. An optimal bin width can be determined by testing estimates obtained over a large range of different alphabet lengths against a randomized reference (Müller et al. 2017) . In this way, the alphabet length can be used a variable that is adjusted to get the best possible estimate for the entropy in the signal.
Discretization of the beampatterns has been accomplished by using the transfer function (gain as a function of frequency) associated with each direction (Müller et al. 2017) : Each transfer function (sampled at discrete frequencies) can be represented as a vector for this purpose. The similarity between the vectors associated with different directions is quantified by their Euclidean distance. Based on this similarity measure, transfer functions can be grouped into a given numbers. Spectral clustering (based on an eigenvector decomposition of a similarity matrix containing the Euclidean distances between all possible transfer function pairs (Luxburg 2007) ) has been used successfully for this purpose (Müller et al. 2017) . The results of this clustering exercises are noteworthy for their own sake, because they have demonstrated that the analyzed beampatterns consist of patches of similar transfer functions (s. Figure 1) .
Once all the transfer functions in the beampatterns attached the discrete shape conformation stages have been represented by letters from the discrete alphabets, it is possible to estimate various measures of variability and probabilistic dependencies (s. Figure 2) . The variability in each beampattern can be quantified by an entropy. Similarly, the variability across beampatterns (X, Y in Figure 2 ) belonging to two different shape conformations can be quantified by a joint entropy. If dependencies between the two beampatterns exist, the joint entropy will be less than the sum of the two individual entropies. The difference between the joint entropy and the sum of the individual entropies is the mutual information. Mutual information can hence be used as a measure for the statistical dependence of the beampatterns that are associated with two different shape conformations of the noseleaf or pinna. The numerical values of the mutual information estimates are most readily interpreted if they are converted into a normalized mutual information, i.e., the ratio between the mutual information and the joint entropy. A normalized mutual information values close to one indicates a high degree of statistical dependence between the two beampatterns which in turn means that the respective noseleaf or ear conformations provide very similar views of the environment. Normalized mutual information values close to zero indicate that the two beampatterns have a little or no statistical dependence and hence one shape conformation is able to provide information about the environment that cannot be procured with the other conformation.
An analysis of beampatterns obtained through numerical predictions from horseshoe bat noseleaf and ear shapes as well as measurements from physical models of these structures has yielded normalized mutual information estimates that were typically around 20% for pairs of different shape conformations (Müller et al. 2017 ). This indicates that by changing the shapes of their noseleaves and ears bats are able to encode substantial amounts of additional sensory information into the signals that are received at the animals' ear drum. This finding demonstrates that a necessary condition for a functional role of the noseleaf and ear dynamics has been met, but it is not sufficient since this analysis based on mutual information does not say anything about the potential utility of the sensory information that is added by looking across more than one conformation stage. To assess the utility of the information, a specific sensing task has to be considered. Examples for such a task based analysis are discussed in the next two sections.
Dynamic Information Encoding: Direction Resolution
Bats have been shown to use monaurally-created direction dependent spectral signatures to determine the direction of a sound source in elevation (Wotton and Simmons 2000) and spectral signatures created by bats' ears D r a f t have been shown to vary with azimuth as well (Aytekin et al. 2004) . Inferring the direction of a sound source by virtue of a direction-dependent signature can be viewed as a communication problem where the sourceinadvertently -communicates information about its position through the signature it sends (Buck, 2002 ). An upper bound on the number of different positions can be resolved in this way can be computed from the mutual information between the direction-depended signature and the noisy version of the signature that is actually received (Buck, 2002) . Hence, the maximum number of directions that can be resolved in this fashion depends on how variable the direction-depended signatures are and the signal-to-noise ratio (s. Figure 3) . The largest number of resolvable directions hence results from highly variable signatures that are received with a favorable (i.e., high) signal-to-noise ratio. At the other extreme, signatures with low variability that are received with a poor signal-tonoise ratio result in the lowest number of resolvable directions. For a given signal-to-noise ratio, the upper bound on the number of resolvable directions can be estimated from the variability in the direction dependent transfer functions. Evaluating this upper bound for the beampatterns associated with different noseleaf and pinna conformation stages has shown that combining different noseleaf or pinna shape conformations results in a substantial increase in the number of resolvable directions (Müller et al. 2017) . As reference for gauging the impact of the noseleaf or pinna dynamics, the same shape conformation stage should be used for a number of repeated measurements that equals the number of different conformation stages to be tested. This is because simple averaging based on these repeated measurements will result in an improved signal-to-noise ratio and hence increase the bound on the number of resolvable directions. Compared to the static, repeated reference, sequences of five different dynamic conformation stages were able to substantially increase the limit on the number directions, e.g., by one order of magnitude for a signal-to-noise ratio of 10 dB (Müller et al. 2017 ). For higher signal-to-noise ratios, these gains were found to be even larger (Müller et al. 2017) . A superior performance of the dynamic case over the static case is obtained regardless of signal-to-noise ratio, only the magnitude of the resolution gains due to the dynamic paradigm improves with the signal-to-noise ratio (Müller et al. 2017 ).
Dynamic Information Encoding: Direction Finding Accuracy
A related approach for evaluating performance in a biosonar sensing task that can be carried out based on a set of given beampatterns uses a lower bound on the accuracy of direction finding. This bound, the Cramér-Rao lower bound (CRLB, (Kay 1993) ) specifies the smallest possible variance of estimates that are produced by an unbiased estimator for target direction. I.e., the estimator is a device that provides values for two direction coordinates, e.g., azimuth and elevation, based on a given echo. An unbiased estimator means that expected direction estimate equals the true value and the actual estimates produced are scattered around the true direction of the sound source (s. Figure 4a) . The CRLB gives an answer to the question how narrow the distribution of the estimates around the true value of the target direction can be made in principle. This can be visualized with an error ellipse (s. Figure 4a ) that is centered around the true direction with a shape that is independent of the choice for the two direction angles that the estimator determines. The CRLB itself does not provide any insight into how this performance bound may be achieved. The minimum variance of the direction estimates can be derived directly from the beampatterns (Müller et al. 2008) . The only additional information that is required to determine the CRLB on direction estimation accuracy is an assumption on the value of the signal-to-noise ratio. What matters to the CRLB with respect to the beampattern is its slope in the directions of the variables that need to be estimated, e.g., azimuth and elevation or any other pair of orthogonal spherical coordinate angles. The larger the slope (partial derivative) of the beampattern with respect to the spherical coordinate angle to be estimated, the smaller the minimum variance that an estimator can achieve in this direction (s. Figure 4b) . Evaluation of the CRLB for beampatterns measured and simulated beampatterns has shown that combining beampatterns across different conformation stages of the noseleaf and ears improves the direction finding accuracy as measured by the CRLB (Müller et al. 2017) . The mean length of the major axes, i.e., the direction of the largest errors) was decreased when beampatterns from different shape conformation where combined, i.e., the dynamics of the noseleaf or pinna improved the lower limit on the direction finding accuracy (Müller et al. 2017 ). An additional benefit of the dynamics was that the tail of distribution of errors were reduced. This means that the dynamics was found to be particularly beneficial with respect to reducing large errors (Müller et al. 2017) . This is attributed to the fact that D r a f t the beampatterns associated with different shape conformations are unlikely to have their regions of shallow slopes in the same place. Hence, for a given direction at least one of the beampattern is likely to have a large slope and will hence improve the overall direction finding performance of the system. Since the CRLB is based on local properties (gradients) in the beampattern, it cannot be used to characterize possible ambiguities, i.e., situations where sounds impinging from distinct directions are so similar that a direction estimator would confuse them. Ambiguity have been shown to be important in human binaural hearing, especially in the form of front-back reversals, i.e., situations where a listener confuses a source placed positioned ahead with one placed behind (Blauert 1996) . These ambiguity problems in humans are facilitated by two factors, the reliance on symmetrical binaural cues combined with substantial sensitivity to sounds impinging from any direction. Since only monaural cues are considered here, confusion due to symmetries in binaural cues is not pertinent to the current discussion. In addition, bat (horseshoe bat) biosonar is much more directional than human hearing, since the bats' pinnae are much larger than the employed wavelength (e.g., more than 20 mm pinna length in greater horseshoe bats versus a wavelength of a bit over 4mm) whereas the size of the human pinna (about 6 cm length) is less than the shortest wavelength in the main band of human speech (a bit over 8 cm wavelength at 4 kHz). Hence, front-back reversals are unlikely to be a major problem for horseshoe bats. Finally, even within the frontal hemisphere, ambiguities are rendered somewhat unlikely by the strong frequency dependence and asymmetric nature of bat biosonar beampatterns (Müller 2010 ).
Discussion
On a high, abstract level, the sensory tasks that a bat biosonar system has to accomplish can be arranged into three different categories (Trees, H. L. V. 1968-71) : The first and most basic task is target detection, e.g., answering the question whether a received signal consists only of noise or contains a component that originated from a target. The ability to make this determination ultimately depends on the signal-to-noise ratio alone. Hence, evolutionary improvements to the target detection capability in bat biosonar are probably limited to straightforward measures such as increasing the amplitude of the emitted pulses or decreasing the internal noise level of the hearing system. The second biosonar sensing task is target localization, i.e., determining the position of a detected target. In the context of biosonar, the relative location of a target to the sonar is commonly expressed in spherical coordinates using range and a direction. Hence, the quantitative approaches discussed here directly relate to the direction portion of target localization. Direction finding is an indispensable part of target localization, e.g., for prey capture which could -in principle -be accomplished based on direction information along (Kuc 1994) , whereas range information alone would not be sufficient to accomplish this task. Hence, the approaches and results discussed here directly speak to a key portion of target localization and demonstrate how much these key sensing tasks benefit from the dynamics in the periphery.
The third and final biosonar sensing task is target classification, i.e., determining the type of a target. While this task is conceptually separate from target localization, there is an overlap in the signal properties that convey useful information for these tasks. The dynamic target localization approach discussed here is based on directiondependent spectral signatures, i.e., each target direction can be identified by its unique spectral characteristic. Spectral signatures also one of the most promising substrates for the classification of targets that generate such signatures (Habersetzer and Vogler 1983; Schmidt 1988; Simmons et al. 1990; Firzlaff and Schuller 2007; Genzel and Wiegrebe 2008) . Hence, the results discussed here could also have some relevance for target classification that is based on spectral signatures. Because target localization and target class are both reflected in the spectral characteristics of the received signal, target direction and class can be confused, i.e., if a target transfer function displays a spectral feature that is also tied to a certain direction of the incoming sound (Blauert 1996) . The additional time-variant dimension of the spectral signatures that arises from the noseleaf and ear dynamics could be hypothesized to play a role to resolve such ambiguities. However, in general, it remains to be seen how the dynamics in the periphery of the bat biosonar systems studied here could result in the encoding of additional information on target class.
D r a f t
While it has been demonstrated that interplay between static geometric properties and dynamic properties takes place in biomimetic noseleaf and pinna shapes Gupta et al. 2015) , an understanding of static and dynamic features as dimensions of joint space for evolutionary optimization of bat biosonar still needs to be accomplished. This includes quantification of the contribution that pinna features such as the tragus (or antitragus in rhinolophids and hipposiderids) could play in the dynamic encoding of sensory information.
Similarly, the potential integration of dynamic shape features with signal features of the biosonar pulses has yet to be investigated. The biosonar pulses of horseshoe bats and hipposiderid bats are made up from two distinct types of components, narrow-band (cf or constant frequency) and wide-band (fm or frequency modulated). Of these components, the cf portions of the pulses have their own dynamic in that their carrier frequency is being changed by a control mechanism that compensates for Doppler shifts (Trappe and Schnitzler 1982) . It remains to be seen if and how different pulse portions and dynamic changes through the time-frequency make-up of the pulses may be synchronized with the deformations of the noseleaves and pinnae.
The approaches presented here allow a quantification of sensory information content and how additional sensory information gained through the dynamics of the noseleaf and pinna could impact bounds on biosonar performance. As of now, these metrics have only been applied to dynamic shape changes in single noseleaves or ears in isolation. It remains to be seen whether the relationship between the noseleaf and the two pinnae could be optimized to further enhance dynamic sensory information encoding by virtue of deforming baffle shapes.
Finally, estimators to take advantage of the dynamically encoded information have yet to be designed. Until such designs have been thoroughly evaluated, it will remain unclear how much coordination between the motor control of the noseleaf and pinna motion and the sensory signal processing is required. Once these questions have been answered, it should be possible to compile a complete picture of how the active dynamics in the periphery may be integrated into the biosonar system of horseshoe bats, hipposiderid bats, and possibly bats from other families.
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