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Abstract 
Knowledge of the spatial extent of benthic communities and associated habitats in 
coastal marine waters is crucial for the long-term protection, planning and 
management of these areas. The need for this information has led to the increased 
use of multibeam echosounders (MBES), particularly as this equipment offers both 
full coverage and high resolution data. Notably, MBES provides bathymetry and 
backscatter data, although the latter is not routinely utilised in benthic habitat 
mapping applications partially due to implementation issues. The present study 
that was undertaken in Discovery Bay, in the state of Victoria, south-eastern 
Australia, investigates the optimisation of MBES backscatter specifically for the 
purposes of benthic community mapping and is divided into four research 
objectives: 
1. The investigation of the textural classification from backscatter mosaic to 
benthic biological community mapping. 
2. The analysis of angular backscatter response as a function of variations in 
benthic biological communities and the subsequent ramifications for 
supervised classifications and spatial image segmentation analysis from the 
backscatter mosaic. 
3. Comparison of the relative performance of supervised learning 
classification techniques, including Maximum Likelihood Classifier, 
Decision Trees and Support Vector Machine techniques, when including 
angular backscatter response as an input variable. Specifically, the relative 
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importance of multiple angular domains is assessed to quantify class 
differentiation.  
4. Finally, an automated classification technique is presented that integrates 
multiple backscatter features including angular and backscatter mosaic, 
bathymetry and seascape topography facilitating the assessment of the 
relative importance of contributing geophysical layers into the 
classification process.  
The analysis of texture is important as it has the potential to assist with image 
classification and segmentation. Textural classification obtained from MBES 
backscatter was evaluated to determine its relevance in the mapping of benthic 
biological communities. The presence of certain benthic biological communities 
may be predicted by using texture image analysis coupled with a simple clustering 
method. The results indicated that the Invertebrates habitat has the highest 
occupancy with a single cluster group (64%) (i.e. K-Means using number of 
classes=5). In contrast, the different algae habitats were found to be assigned to 
multiple clusters (i.e. low occupancy with a specific cluster group).  
To study the contribution of backscatter data in classifying benthic habitats, an 
analysis combining spatial segmentation of the backscatter mosaic with decision 
tree classification of angular data was completed. The results from the mean 
angular backscatter response characteristics showed the effects of incidence angle 
at the outer angle for Invertebrates, and Mixed Red algae and Invertebrates classes, 
whilst Mixed Brown algae, and Mixed Brown algae and Invertebrates showed 
similar responses that were independent of incidence angle. Automatic 
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segmentation processing produced over-segmented results, but showed good 
discrimination between heterogeneous regions. The accuracy assessment from the 
habitat maps produced overall accuracies of 79.6% (Kappa coefficient=0.66) and 
80.2% (Kappa coefficient=0.67) for biota and substratum classifications, 
respectively. Mixed Red algae and Invertebrates, and Mixed Brown algae 
produced the lowest class accuracy, while Invertebrates produced the highest. The 
ability to combine angular backscatter response and backscatter mosaic provides 
an alternative approach for investigating biological information from acoustic 
backscatter data. 
Supervised learning methods that are typically applied to terrestrial remote sensing 
provide a cost-effective approach for habitat characterisation in marine systems. 
The characterisation of acoustic backscatter data from MBES using four different 
supervised learning methods to generate benthic habitat maps is presented. 
Maximum Likelihood Classifier (MLC), Quick, Unbiased, Efficient Statistical 
Tree (QUEST), Random Forests (RF) and Support Vector Machine (SVM) were 
evaluated to classify the angular backscatter response of the habitat classes using 
training data acquired from underwater video observations. The results for biota 
classification indicated that SVM and RF produced the highest accuracies, 
followed by QUEST and MLC. The most important backscatter variables were 
identified at moderate incidence angles between 30° and 50° (i.e. the variables 
used in classification). These results provide an insight into the factors (i.e. choice 
of classifiers and number of variables) that should be considered when using 
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angular backscatter response data for classification of benthic biological 
communities. 
The advent of the widespread characterisation of marine benthic habitats using 
data generated from MBES has highlighted a need for the extraction of a greater 
variety of derivative features to characterise benthic habitats, and an understanding 
of their contribution to the classification process. The final study presents a 
method of deriving statistical features that describe the angular backscatter 
response curves formed from MBES data collated within homogeneous regions of 
a backscatter mosaic. These features were then integrated with MBES bathymetry, 
backscatter mosaic and their derivatives in a classification process using an RF 
algorithm to predict the distribution of benthic habitats. The capability of the RF 
algorithm was used to assess the relative importance of each variable to optimise 
the classification process, and simplify the decision tree models using variable 
selection. The results showed that the accuracy of the final habitat maps improved 
from 88.5% to 93.6% by including the angular backscatter response features in the 
classification process. The RF algorithms identified bathymetry and the angular 
backscatter response mean as the two most important predictors. However, the 
highest classification rates were only obtained after incorporating additional 
features derived from bathymetry and the backscatter mosaic. The backscatter 
mosaic was found to be less important to the classification process compared to 
angular backscatter response features. This analysis indicates that integrating 
angular backscatter response information with bathymetry and the backscatter 
mosaic, along with their derivatives, constitutes an important improvement for 
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benthic habitat characterisation studies, which are necessary for effective marine 
spatial planning and resource management. 
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1.1 General introduction 
Increasing anthropogenic impacts on coastal marine ecosystems have highlighted 
the need for environmental protection (e.g. Jackson et al., 2001). Of particular 
interest are benthic communities, such as seagrasses, kelps and coral reefs, which 
support a wide range of commercially and ecologically important organisms (e.g. 
Dayton, 1985; Jackson et al., 1986; Knowlton, 2001; Lotze et al., 2006; Thayer et 
al., 1982; Thayer et al., 1975; Waycott et al., 2009). The destruction of these 
habitats not only reduces biodiversity, but also has the potential to negatively 
impact economic activities (e.g. McArthur and Boland, 2006; White et al., 2000). 
The introduction of multibeam echo-sounders (MBES) to marine ecosystem 
studies has changed the way ecologists view the physical structures of the seafloor 
and associated benthic communities (Anderson et al., 2008). In comparison to 
single beam echo-sounder (SBES), MBES offers full bathymetric coverage and 
co-registered acoustic returns (backscatter). While bathymetry describes the 
topographical variations of the seafloor, backscatter data can be used to study 
sediment types, both of which are useful for investigating the distribution of 
benthic habitats in the marine environment. In response to these increasingly 
available datasets, a number of different approaches have been developed to 
characterise MBES acoustic backscatter that are based on image analysis or signal 
(angular based), or one of the two in combination with bathymetry information 
(Brown et al., 2011a; Parnum and Gavrilov, 2011b).  
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Acoustic backscatter is not only an indicator of bathymetric morphology but also 
of sediment properties which potentially support different benthic biological 
communities (e.g. Le Bas and Huvenne, 2009). Backscatter is the acoustic energy 
that is scattered back to the MBES sensor (from the original transmitted signal) 
and modified by acoustic scattering from the seafloor. The processing and 
interpretation of MBES backscatter is complex because signals require source 
level, transmission loss, footprint size, time varied gain and angular dependence 
compensation to measure energy scattered from objects effectively. The simplest 
interpretation of backscatter (strong or weak acoustic returns) indicates surface 
hardness; namely, hard surfaces (gravel or rock) or weak returns (sandy mud or 
clay). In general, the presence of biological components further complicates the 
relationship within the water column, physical layers and biological communities 
(e.g. Holliday, 2007). For example, sand dollars have been shown to increase 
acoustic backscatter (Fenstermacher et al., 2001). In addition, gas bubbles 
produced by seagrasses potentially act as acoustic scatterers (Hermand et al., 1998; 
Wilson and Dunton, 2009). Backscatter patterns identified between scallop 
habitats and sediment types (i.e. sand) have been shown to provide useful 
information on abundance (Kostylev et al., 2003). 
Effective reduction processes on backscatter returns are required to access 
elements of the acoustic data; hence, a number of recent studies have been 
completed and tools developed to further this process. Examples include 
MBSystem (Caress and Chayes, 1995), SonarScope (Augustin and Lurton, 2005), 
Geocoder (Fonseca and Calder, 2005), CMST MB Process (Parnum, 2007; 
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Parnum and Gavrilov, 2011a, b) and individual routines (Schimel et al., 2010b). 
With access to acoustic backscatter information becoming more widespread, and 
ecological applications more prevalent, applications of backscatter for mapping the 
distribution of biodiversity are gaining popularity in the literature (Brown et al., 
2011a). However, linking acoustic data with benthic biological habitats remains a 
challenge, as many classification techniques were originally developed for the 
characterisation of sediment and physical structures, rather than benthic biological 
communities. 
Since backscatter data may be presented in two different data formats, mosaic or 
angular, different classification approaches have been developed for each. 
Backscatter mosaic is suitable for textural classification (Blondel and Gómez 
Sichi, 2009), image based segmentation (Preston, 2009; Preston et al., 2001), 
object image analysis (Lucieer and Lamarche, 2011) and image classification in 
conjunction with bathymetry datasets (Dartnell and Gardner, 2004; Ierodiaconou 
et al., 2007a; Ierodiaconou et al., 2011; Rattray et al., 2009). These techniques 
make use of the information available through the high spatial variations of the 
intensity image that may be further analysed to distinguish habitats with different 
acoustic backscatter properties. The classification process may also vary, e.g. 
supervised or unsupervised approaches, which influence how the reference data 
are used. Both methods (i.e. unsupervised and supervised) are demonstrably useful 
in the classification of biological communities; for example, image based 
segmentation (McGonigle et al., 2011) and image enhancement techniques 
(Ierodiaconou et al., 2011; Ierodiaconou et al., 2007b; Rattray et al., 2009). These 
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studies have either used the multiple features generated from image analysis 
(texture, fractal dimension and power spectrum) (Preston et al., 2001) or relied on 
the analysis of topographic variations and seascape analysis from bathymetry 
(Wilson et al., 2007). In contrast, classification techniques for angular backscatter 
data are different to those of backscatter mosaic, because backscatter intensity 
strength is presented as a function of different incidence angles that are suitable for 
quantitative backscatter characterisation processes (de Moustier and Matsumoto, 
1993). The classification technique may use geo-acoustic inversion processes 
(Fonseca and Mayer, 2007; Kloser et al., 2010), parameter modelling (Lamarche et 
al., 2010) or general statistical methods (Hamilton and Parnum, 2011; Parnum and 
Gavrilov, 2011b; Simons and Snellen, 2009). These techniques employ high 
angular resolution information for class differentiation, without the need for image 
processing and analysis. Although originally developed for sediment classification, 
some studies have demonstrated its potential for differentiating biological 
communities (Hamilton and Parnum, 2011; Parnum and Gavrilov, 2011b). 
However, classification approaches based on this information alone may produce 
habitat maps with low spatial resolution (Hamilton and Parnum, 2011; Hughes 
Clarke et al., 1997; Simons and Snellen, 2009). In these cases, a combination of 
angular and backscatter mosaic analysis techniques are needed to improve 
classification prediction, such as that recently applied to sediment characterisation 
(Marsh and Brown, 2009b; Rzhanov et al., 2012). Nevertheless, with the majority 
of classification techniques developed for sediments, the full potential of 
backscatter for characterising and classifying biological communities is not yet 
 5 | P a g e  
 
fully realised. It is also unknown whether a single approach is satisfactory or 
adequate in explaining backscatter as a proxy of different habitat types. More 
importantly, it remains unclear which type of data is suitable for the investigation 
of biological communities in optimising backscatter information for classification 
processes. 
1.2 Research needs 
Determining how MBES may be applied to the prediction of benthic biological 
communities in coastal marine environments may be complicated, given the 
variety of backscatter classification techniques developed for sediment and 
geological seabed classification. Even though some methods are used directly with 
biological habitat information (e.g. ground truth) or to reveal associations between 
cluster analysis and habitats, often only a portion of available MBES data is 
analysed. Approaches combining the full potential of MBES data (i.e. backscatter 
mosaic, angular backscatter and bathymetry derivatives) are uncommon and 
knowledge gaps exist regarding the relative contribution of these variables to the 
classification process. Equally, different classification strategies may influence 
how the acoustic data from MBES and biological sampling (i.e. from ground truth) 
may be fully maximised for the purpose of coastal benthic habitat mapping. 
1.3 Aim and objectives 
The primary aim of this study is to optimise the use of acoustic data, particularly 
backscatter acquired from MBES for predicting benthic biological habitats within 
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near shore marine environments. Specifically, this will be achieved through the 
following objectives: 
(1) To investigate the contribution of textural classification from MBES 
backscatter mosaic data that could be of use for benthic habitat 
classification. 
(2) To assess the potential of angular backscatter information in the 
classification of benthic biological communities, and how it may be 
combined with the backscatter mosaic for the construction of habitat maps. 
(3) To evaluate a variety of classification techniques that is robust and capable 
of producing consistent results and accuracies. 
(4)  To integrate multiple acoustic variables derived from MBES, including 
backscatter mosaic, angular backscatter and bathymetry (and their 
derivatives), in an automated classification system. 
1.4 Thesis structure 
This study evaluates the role of acoustic backscatter data derived from MBES for 
the purpose of coastal zone benthic habitat classification. To achieve the objectives 
listed in the previous section, four studies were undertaken, producing four main 
research chapters (Chapters 2 to 5). 
Chapter 2: Investigating the contribution of textural analysis of backscatter 
mosaic from multibeam echo-sounder sonar for benthic habitat mapping 
Chapter 2 investigates the contribution of textural analysis from MBES backscatter 
mosaic, and its subsequent use in unsupervised clustering. Six texture categories 
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derived from the Grey Level Co-occurrence Matrix (GLCM) (mean, standard 
deviation, homogeneity, dissimilarity, entropy and second moment) are assessed 
with a simple clustering technique (K-Means). Clustering results are compared 
with ground truth observations of benthic biological habitat classes to identify 
similar groups among clusters and defined habitat classes. Principal Component 
Analysis is used to examine the texture layers contributing most to the reduction in 
principal components. Conclusions are made on the ability of texture analysis to 
predict benthic biological habitat communities. This study is relevant to objective 
(1).  
Chapter 3: Combining angular backscatter response classification and 
backscatter mosaic segmentation for benthic biological habitat mapping 
Angular backscatter response from MBES has been widely used for sediment 
characterisation; however, knowledge remains limited about its contribution to 
benthic biological habitat characterisation. Chapter 3 combines angular backscatter 
response classification and backscatter mosaic segmentation to explore its use in 
the construction of benthic habitat maps (i.e. biota and substratum). Supervised 
classification is applied using a decision tree technique (QUEST; Quick, Unbiased, 
Efficient, Statistical Tree). Classification results from the angular backscatter 
response analysis and clusters from segmentation methods are combined to 
produce habitat maps. Error assessment techniques are used to assess predictive 
map accuracies. This chapter also examines the characteristics of angular 
backscatter response from different benthic biological habitat communities, and is 
aligned with objective (2). 
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Chapter 4: Evaluation of four supervised learning methods for benthic habitat 
mapping using backscatter from multibeam sonar 
In remote sensing for terrestrial applications, different classifiers and map 
comparisons are commonly assessed; however, such information is limited in the 
marine environment, especially for benthic habitat mapping. Chapter 4 evaluates 
four supervised learning techniques (Maximum Likelihood Classifier, QUEST, 
Random Forests decision tree and Support Vector Machine) for angular 
backscatter response classification of biota and substratum classes. Classification 
comparisons are made of overall accuracy, pairwise Z statistics and map 
comparison (e.g. map similarity). This chapter aims to meet objective (3) of this 
thesis. Furthermore, the importance of angular backscatter response is assessed to 
determine which angular domain contributed the most to the classification process.  
Chapter 5: Integrating multibeam backscatter angular backscatter response, 
mosaic and bathymetry data for benthic habitat mapping 
Chapter 5 integrates multiple backscatter information (backscatter mosaic and 
angular backscatter response together with their derivatives), bathymetry and 
bathymetry derivatives for benthic habitat classification using automated 
classification techniques. It makes use of findings from the preceding chapters, in 
terms of the backscatter mosaic analysis and segmentation, angular backscatter 
response information and the use of a robust classification technique. Further, it 
facilitates the assessment of the importance of each geophysical feature. This 
chapter is intended to achieve objective (4). 
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Chapter 6: General discussion and conclusion 
The final chapter of the thesis provides a general discussion on the findings of this 
thesis, and suggestions for future research directions.  
All research chapters represent independent work published in peer-review 
journals, or that are currently in review following submission. Chapter 3 has been 
presented at the GeoHab Conference, Helsinki, Finland (May 2011) and is 
published in Estuarine, Coastal and Shelf Science (Che Hasan et al., 2012a); 
Chapter 4 was presented at the International Symposium and Exhibition on 
Geoinformation, Kuala Lumpur, Malaysia (September 2011) and is published in 
Remote Sensing (Che Hasan et al., 2012b); and Chapter 5 has been presented at the 
GeoHab Conference, Lorne, Australia (May 2014) and also published in PLoS 
ONE (Che Hasan et al., 2014). 
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Chapter 2: Investigating the contribution 
of textural analysis of backscatter mosaic 
from multibeam echo-sounder sonar for 
benthic habitat mapping 
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2.1 Introduction 
The use of acoustic techniques facilitating benthic habitat mapping is fundamental 
in the development of ecosystem based management (Brown et al., 2012; Cogan et 
al., 2009). Acoustic sensors, particularly MBES are increasingly prevalent and 
capable of producing full bathymetric coverage, with co-registration of acoustic 
returns (backscatter); thus, superseding single beam echo sounders and side scan 
sonar. Advances in acoustic backscatter processing provide a solution to 
measuring the energy scattered by seafloor features, which is subsequently used in 
the development of backscatter mosaic (Caress and Chayes, 1995; Fonseca and 
Mayer, 2007; Lamarche et al., 2010; Parnum, 2007; Schimel et al., 2010b). 
Backscatter from MBES is capable of distinguishing physical structures and 
therefore has potential for remote characterisation and classification processes 
(e.g. Le Bas and Huvenne, 2009). The important challenge, however, is to 
determine if the backscatter mosaic from MBES has ecological relevance, rather 
than just geophysical feature identification. 
Texture is an important characteristic of remotely sensed images, and has been 
useful in solving many feature classification problems (Haralick, 1979; Haralick et 
al., 1973). In marine applications, texture analysis, such as the Grey Level Co-
occurrence Matrix (GLCM), is commonly used with side scan sonar mosaic to 
identify seafloor geological structures and to distinguish sediment types (Blondel, 
1996; Cochrane and Lafferty, 2002; Huvenne et al., 2002). GLCM use a gray-tone 
spatial dependence matrix in order to generate texture values. The matrix consist 
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of the probabilities of co-occurrence for pairs of pixels at a given direction and 
distance, where this providing relationship information between a pixel and its 
specified neighbours (Gallardo-Cruz et al., 2012). Recently, it has been applied to 
support automated segmentation (Brown et al., 2011b; Muller and Eagles, 2007; 
Preston, 2009) and object based classification (Lucieer, 2008, Lucieer and 
Lamarche 2011). Many of these methods focus on seafloor sediment classification, 
with only a few studies assessing benthic biological communities (McGonigle et 
al., 2009; McGonigle et al., 2011). Though poor agreements are observed 
(McGonigle et al., 2009), the technique has potential for delineating macro algae 
benthic habitats (McGonigle et al., 2011). These studies highlight the need for 
further investigation into the segmentation of texture properties from MBES 
backscatter mosaic with respect to benthic biological communities. 
In this chapter, the author investigated the relationship between MBES backscatter 
texture analysis and the distribution of benthic biological communities. This 
assessment was achieved by the construction of basic image statistics and GLCM 
texture properties from MBES backscatter and subsequent unsupervised clustering 
(K-Means) to compare habitat class distributions. Textural layers contributing 
most to the clustering map were identified using Principal Component Analysis. 
2.2 Methods 
2.2.1 Study area 
The study site encompassed a 42 km2 area, with sea depths ranging from 11 to 80 
m, located off Cape Duquesne in Discovery Bay, in the state of Victoria, south-
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eastern Australia (Figure 1). Shallow reefs in this area support diverse assemblages 
of red algae and kelps (dominated by Ecklonia radiata, Phyllospora comosa and 
Durvillaea potatorum), while deeper reefs are dominated by invertebrate 
communities with sponges, ascidians, bryozoans and gorgonian corals 
(Ierodiaconou et al., 2007b). 
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2.2.2 Acoustic data 
Acoustic data was acquired on the 6th and 7th of November 2005. The acquisition 
system consisted of a hull-mounted Reson Seabat 8101 MBES. The Seabat 8101 
operated at a frequency of 240 kHz, designed specifically for shallow water 
surveying purposes. This swath system consisted of 101 beams each with a 
beamwidth of 1.5q (along and across track). Horizontal positioning was 
accomplished using Starfix HP Differential GPS system (+ 0.30 m) integrated with 
a POS MV (Positioning and Orientating System for Marine Vessels) for heave, 
pitch, roll and yaw corrections (+ 0.02q accuracy). Real-time navigation, data-
logging, quality control and display were made possible using the Starfix suite 7.1 
software (Fugro Survey Pty Ltd). Daily sound velocity profiles were collected to 
correct for water column sound speed variations.  
The backscatter mosaic was obtained using the CMST MB Process software 
v10.04.04.2, developed by Curtin University’s Centre for Marine Science and 
Technology (Parnum, 2007; Parnum and Gavrilov, 2011a). First, vessel attitude 
data (e.g. roll, pitch, yaw, heave and heading) and sounding slant range were used 
to estimate the actual depth and location of measurements within each beam in 
every ping. Then, raw signal amplitude data were reduced to seafloor backscatter 
intensity using radiometric corrections, including TVG (Time-Varying Gain) 
removal, the estimation of spreading and absorption losses, and the compensation 
for the beam footprint size. The angular dependence was then statistically 
compensated using a ‘sliding window’ of 25 consecutive pings and a reference 
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angle of 30q. Finally, the fully processed backscatter data were gridded to 2.5 m 
horizontal resolution. The backscatter mosaic was converted to 8 bit depth 
(greyscale level) for further analysis. 
2.2.3 Ground truth data 
A VideoRay PRO 3 GTO Remotely Operated Vehicle (ROV) was used to provide 
ground truth information for model building and evaluation (Figure 1). 
Underwater acoustic positioning of the towed video system was achieved using a 
Tracklink 1500MA Ultra Short Base Line (USBL) acoustic tracking system, with 
vessel errors (roll, pitch and yaw) being corrected using a KVH Industries motion 
sensor. An Omnistar wide-area Differential Global Positioning System (DGPS) 
was used to fix vessel location and apply corrections for acoustically positioned 
video (+ 2.5 m accuracy). For more information regarding error propagation for 
groundtruth positioning used in this study see Rattray et al. (2014). The recorded 
video data was classified according to the Victorian Towed Video Classification 
scheme to identify benthic biota classes. The classification scheme followed the 
guidelines published by the Interim Marine and Coastal Regionalisation for 
Australia (IMCRA, 1998). Seven habitat classes were identified from the video 
observations; Mixed Brown algae (MB), Invertebrates (INV), Mixed Red algae 
and Invertebrates (MRI), Mixed Brown algae and Invertebrates (MBI), Mixed 
Brown algae and Mixed Red algae (MBMR), Mixed Green algae and Invertebrates 
(MGI) and No Visible Biota (NVB). 
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2.2.4 Derived GLCM and image statistics 
Six texture layers were obtained from backscatter imagery derived from the Grey 
Level Co-occurrence Matrix (GLCM) (Haralick et al., 1973). GLCM calculated 
statistics in terms of spatial pixel occurrence, at a specific grey tone level within a 
specific window size. ENVI software was used to derive six GLCM layers (7x7 
window sizes) including mean, standard deviation, homogeneity, dissimilarity, 
entropy and angular second moment (Anys et al., 1994; Haralick et al., 1973). 
Larger window sizes of 15x15 and 31x31 were also tested but found to be not 
appropriate as the results (K-means) were dominated by a single cluster. The 
smaller window size of 7x7 was preferred as it was capable of distinguishing small 
seabed variations whilst minimising noise in the GLCM layers as well as in the 
cluster maps. Within each GLCM derivative, four directions were calculated (i.e. 
0q, 45q, 90q and 135q), and subsequently averaged with no greyscale normalisation 
applied to preserve the original greyscale image (constrained by 8-bit 
architecture).  
2.2.5 Class separability, clustering and contribution 
The evaluation of class separability of all ground truth observation was tested 
using the Jeffries-Matusita separability distance (Richards and Jia, 1999), where 
values range between 0 and 2, with those closer to 2 showing good separability 
and those <1 showing poor (low) separability. The Jeffries-Matusita separability 
analysis is commonly applied in terrestrial applications (Richards and Jia, 1999) 
but limited in the marine environment where a previous study investigated class 
separability using acoustic data acquired from MBES (Ierodiaconou et al., 2007a). 
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A simple K-Means clustering technique was applied to all texture layers and used 
for map production. The number of classes was constrained to less than the 
number of biota habitat classes, because of small sample sizes in some classes and 
high similarities among others. Cross-tabulations of ground truth and clustered 
data were generated to compare the occupancy of habitats within cluster groups, 
and Principal Component Analysis (PCA) was used to identify the textural layers 
contributing most to the classification process. Finally, biota habitat classes with 
high similarity were combined into single groups, and further clustering maps 
were generated. For this process, the number of classes was set to be equal to the 
number of merged habitat groups, to further investigate the agreement between 
each cluster map with each group. 
2.3 Results 
2.3.1 Class separability and layer contribution 
The results showed that the separation analysis failed to distinguish MBMR from 
other classes (0), and MGI from INV (0.54), although some classes were 
distinguished (>1) (Table 1). Consequently, the number of classes for 
unsupervised clustering (K-Means) was constrained to five. The first two principal 
components of the PCA explained 99.59% of the variance (Table 2) (1st – 92.93%, 
2nd – 6.67%), with GLCM mean being the most important (99.84%) (principal 
component 1), followed by GLCM standard deviation (68.59%) and GLCM 
dissimilarity (31.23%) (principal component 2) (Table 3). 
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Table 1. Class separability using Jeffries-Matusita separability distance. 
Class MB INV MRI NB MBI MBMR MGI 
MB -       
INV 1.37       
MRI 2.00 2.00      
NB 2.00 2.00 1.69     
MBI 1.76 1.89 2.00 2.00    
MBMR 0.00 0.00 0.00 0.00 0.00   
MGI 1.26 0.54 2.00 2.00 1.88 0.00 - 
MB=Mixed Brown algae, INV=Invertebrates, MRI=Mixed Red algae and Invertebrates, NVB=No 
Visible Biota, MBI=Mixed Brown algae and Invertebrates, MBMR=Mixed Brown algae and 
Mixed Red algae, and MGI=Mixed Green algae and Invertebrates. 
 
Table 2. The contribution of all Principal Component Analysis (PCA) bands to 
total variance. 
PCA band Variance (%) 
1 92.93 
2 6.67 
3 0.40 
4 0.01 
5 0.00 
6 0.00 
 
Table 3. The percentage of the contribution from each original layer to the first 
two PCA bands (Band 1 and 2). 
Texture layers PCA1 (%) PCA2 (%) 
GLCM Mean 99.84 0.15 
GLCM standard deviation 0.12 68.59 
GLCM homogeneity 0.00 0.00 
GLCM entropy 0.00 0.02 
GLCM dissimilarity 0.03 31.23 
GLCM second moment 0.00 0.00 
GLCM=Grey Level Co-occurrence Matrix 
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2.3.2 Cross tabulation of ground truth and cluster map 
Cross tabulation analysis determined that biotic classes that were frequently 
represented in two or three clusters (Table 4, Figure 2). For example, INV 
comprised 63% of cluster 4 and MB comprised >50% of cluster 3 (largely reef 
areas) and 33% of cluster 2; only clusters 2, 3 and 4 contained representatives of 
all biotic categories. Representation of MB, MRI and MBI were highest in cluster 
3, MBMR occupied both clusters 2 and 3, while INV and MGI occupied cluster 4. 
MBMR representation in cluster 2 was constrained by small sample size (n=88). 
Biota was notably absent or rare from some clusters; MBI (cluster 1), MB and 
MBMR (cluster 5) and MB, INV, MRI and MGI (<5% cluster 1).  
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Figure 2. Cluster map from K-Means unsupervised classification (number of 
classes=5). 
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Table 4. Cross tabulation between the cluster map and ground truth observations. 
Class 
number 
of 
samples 
Cluster 1 
(%) 
Cluster 2 
(%) 
Cluster 3 
(%) 
Cluster 4 
(%) 
Cluster 5 
(%) 
MB 1582 2 33 54 10 0 
INV 16900 1 2 11 63 23 
MRI 1982 1 10 50 30 10 
NVB 17016 24 18 14 14 30 
MBI 847 0 2 54 40 4 
MBMR 88 23 38 33 7 0 
MGI 1070 3 5 15 53 24 
 
Poor representation of similar biotic habitats in some clusters had the potential to 
confound subsequent analysis; as such, MB, MRI and MBMR were merged as 
algae and INV, MBI and MGI were merged as invertebrates, producing three 
distinct groups (algae, invertebrates and NVB). Unsupervised clustering 
(classes=3) and cross tabulation analysis was completed with NVB predominant 
occurring in cluster 1 (42%), algae in cluster 2 (51%) and invertebrates in cluster 3 
(84%) (Table 5). Algae were also present in cluster 2 (14%) and invertebrates were 
also present in cluster 3 (44%). 
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Figure 3. Cluster map from K-Means unsupervised classification (number of 
classes=3) 
 
Table 5. Cross tabulation between merged habitat groups and a new cluster map 
(number of classes=3). Algae include MB, MBI, MRI and MBMR, while 
invertebrates include all groups from INV to MGI. 
Class Cluster 1 (%) Cluster 2 (%) Cluster 3 (%) 
Algae 23 51 26 
Invertebrates 3 13 84 
No visible biota 42 14 44 
MB=Mixed Brown algae, INV=Invertebrates, MRI=Mixed Red algae and Invertebrates, NVB=No 
Visible Biota, MBI=Mixed Brown algae and Invertebrates, MBMR=Mixed Brown algae and 
Mixed Red algae, and MGI=Mixed Green algae and Invertebrates. 
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2.4 Discussion 
The present study provides an analysis of the relationship between benthic biotic 
habitats and the MBES derived backscatter mosaic texture, and demonstrates that 
such methods may be used to identify general habitat types. Despite its potential 
for benthic mapping, single biotic habitats could not be consistently associated 
with unsupervised cluster analysis groups; rather, habitats were more often 
associated with multiple clusters that were dependent on individual characteristics.  
It is apparent that the low density of some biotic habitats and similarities in MBES 
derived backscatter texture contributed to the lack of differentiation. Nevertheless, 
clustering was delineated among acoustic facies, but not necessarily those 
consistent with biotic habitats. Texture analysis from MBES backscatter appears 
suitable for predicting benthic habitats with unique physical characteristics that 
contrast with surrounding features, such as sponge and algal communities (in this 
case), and was poor at discriminating between different algae habitats (i.e. between 
brown algae and red algae) due to their similar acoustic impedance. 
One of the primary objectives of this study was to determine whether benthic 
biotic habitat classes could be discerned using backscatter texture derived from 
MBES; this was not fully achieved, as similarity amongst classes prevented 
effective clustering. For example, MRI could not be identified from MB or INV 
and, while MBMR had high separability, it was also represented by small samples 
sizes (<1%). Notably, INV were largely confined to a single cluster (63% in 
cluster 4), and was generally associated with structural habitat (sponge, coral and 
rock reef). These unique characteristics may contribute substantially to acoustic 
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backscatter strengths, and may be detected by side scan sonar (Yeung and 
McConnaughey, 2008) and deep water single beam echo-sounder (Bloomer et al., 
2007). Similarly, MB, MRI and MBI had strong associations with cluster 3, which 
was largely represented by shallow, algae dominated reefs. The findings support 
the notion that benthic algal communities are widely found throughout the inshore 
waters of southeast Australia (Holmes et al., 2008), decreasing in abundance with 
increasing depth (Ierodiaconou et al., 2007a). 
While the capacity of MBES derived backscatter to differentiate sediment classes 
was not assessed, the identification of NVB (i.e. largely in the north-west of our 
study site) appeared more a function of sediment differentiation (fine or coarse 
sand). Different ratios of mud, sand and gravel within a sediment class may cause 
backscatter intensity and texture analysis to vary (Muller and Eagles, 2007), and 
unsupervised classification approaches do not permit the control of such factors. 
Our results identified algae and invertebrate communities, but could not 
consistently identify NVB.  
Backscatter mosaic texture (and associated derivatives) from side scan and MBES 
have been widely used for the identification of seafloor structures and geology 
(Blondel, 1996; Blondel and Gómez Sichi, 2009), and more recently of benthic 
biota (Micallef et al., 2012). Notably, our approach is simple compared to that of 
others. Because the dominant biological communities in our study region are 
associated with few variations in substrate (Ierodiaconou et al., 2007b), this may 
allow greater biotic discrimination, given that there is less interference from 
variations in sediment type and geology. 
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Backscatter data is available from multiple instruments, including side scan and 
single beam systems; however, MBES has a significant advantage as survey areas 
are large and overlapping (ca 50%) and may reveal subtle seafloor details. 
Alternative systems lack detail, potentially missing important information in the 
case of single beam or do not co-locate intensity and depth as with side scan. 
Whilst side scan sonar mosaic does offer detailed information (i.e. high resolution 
backscatter mosaic), the habitat maps produced from side scan sonar and MBES 
backscatter mosaics have been found to be similar (Schimel et al., 2010b). 
However, the addition of quality MBES bathymetry provides significant 
improvements, particularly where complex biological habitats are involved. 
This study identified strong relationships between the MBES backscatter mosaic 
and resulting map clusters with the backscatter derivatives, GLCM mean the 
primary driver (> 90% for PC1). More importantly, the clusters identified by the 
classification process were readily distinguishable (visually) in the original 
backscatter data; however, many more than the three classes identified in this 
study were evident in the original backscatter mosaic (visually). Constraining the 
number of cluster regions to those identified during ground truth exercises (using 
K-Means) was a logical approach, but with a risk of excluding legitimate clusters. 
An improved approach would be to explore automated spatial image segmentation 
methods that identify adjacent homogeneous regions without a priori class 
numbers. Segmentation techniques have been used extensively in land and 
terrestrial studies, but with relatively few examples of their implementation in the 
marine environment (Lucieer and Lamarche, 2011; Lucieer, 2008). 
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Although the backscatter mosaic may be constructed by other backscatter 
processing packages, the applications of these alternative processing methods are 
unlikely to alter the results presented herein. This is because the backscatter 
mosaic only provides visualisations of a two dimensional seafloor, excluding the 
effect of acoustic incidence angle. From a habitat classification perspective, this 
issue is important as it is well documented that different sediments affect angular 
backscatter response (dependent on incidence angle; high at the nadir and low at 
the outer swath) (De Falco et al., 2010; Hamilton and Parnum, 2011), and 
backscatter processing algorithms routinely remove it. This phenomenon 
essentially represents a loss of information (i.e. angular variations) that may prove 
useful in the identification of benthic habitats.  
2.5 Conclusion 
This study implemented a well-known clustering approach, grouping textural 
statistics derived from backscatter mosaic and comparing these to benthic 
biological habitat communities. The habitat map produced showed some 
agreement with the ground truth data; however, cluster groups were unclear 
without informed comparison with each biotic habitat class from ground truth 
observations. The texture analysis was useful for delineating backscatter intensity 
from the MBES backscatter mosaic for some habitats that had strong relationships 
with substratum and physical structures. Similar habitats, such as a variety of algal 
communities, were less well distinguished. Consequently, the use of backscatter 
mosaic alone was not sufficient to characterise areas with diverse benthic 
biological communities, with textural information remaining an important proxy 
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for substrates supporting such assemblages. This study contributes to the 
understanding of the level of ecological information that may be obtained from 
texture analysis and classification derived from backscatter mosaic. This 
information can then be used as supplementary and supporting knowledge to 
remotely identify, predict and map the distribution of benthic habitats. 
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Chapter 3: Combining angular 
backscatter response classification and 
backscatter mosaic segmentation for 
benthic biological habitat mapping 
 
 30 | P a g e  
 
3.1 Introduction  
 
The previous chapter (Chapter 2) concerns with the texture analysis produced from 
backscatter mosaic which was utilised to investigate the distribution of benthic 
biological habitat communities. In this chapter, an improvement is made to use not 
only the information from the backscatter mosaic but also the properties from the 
angular backscatter response to characterise benthic habitats. 
Seabed habitat mapping is key to understanding the distribution of habitats in 
marine environments, since it provides baseline knowledge for sustainable 
management (Bax et al., 1999) and is essential for planning of Marine Protected 
Areas (Jordan et al., 2005). In an environment with increasing anthropogenic 
activities, there is a need to map and quantify seafloor habitats and associated 
biological benthic communities (Beaman et al., 2005; Brown and Collier, 2008; 
Kostylev et al., 2001). Benthic habitats, particularly biological communities, have 
been shown to have important biodiversity roles in a variety of marine systems 
(e.g. Snelgrove, 1997). 
The development of underwater acoustic technology, particularly MBES, has 
revolutionised tools for seabed habitat mapping (Hughes Clarke et al., 1996). The 
wide swath of MBES provides complete and full seabed acoustic coverage 
compared to single beam echosounders. In addition to acquiring depth 
information, backscatter (intensity of acoustic return) from the MBES systems has 
also been used for a variety of applications, such as geological analysis (Dartnell 
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and Gardner, 2004; Gardner et al., 2003; Le Gonidec et al., 2003) and more 
recently benthic habitat characterisation (De Falco et al., 2010; Ierodiaconou et al., 
2007a; Ierodiaconou et al., 2011; McGonigle et al., 2009; McGonigle et al., 2011; 
Rattray et al., 2009). 
While MBES bathymetry maps and backscatter mosaics are being increasingly 
used for habitat mapping, analysis of angular dependent backscatter (i.e. angular 
backscatter response) has also been shown to contain important information about 
seafloor characteristics (Fonseca et al., 2009; Fonseca and Calder, 2007; Hughes 
Clarke, 1994). Incidence angle affects backscatter intensity (de Moustier and 
Alexandrou, 1991) and, thus, has the potential to be used as an important 
characteristic for classification processes. The use of parameter extractions and 
inversion models using angular backscatter response information has been 
extensively applied to discriminate between different sediment types (Canepa and 
Berron, 2006; Chakraborty et al., 2000; Chakraborty et al., 2002; Fonseca et al., 
2009; Fonseca and Mayer, 2007; Hughes Clarke, 1994; Hughes Clarke et al., 
1997; Lamarche et al., 2010). Efforts have been made to relate angular backscatter 
response to benthic biological communities using unsupervised clustering 
(Hamilton and Parnum, 2011). The results (presented as point sample 
characterisations) demonstrate some similarities with the biological habitats, such 
as rhodolith and seagrass areas previously mapped (Ryan et al., 2007). 
Additionally, the mean angular backscatter response from seagrass was found to 
be higher than sand and mud (Siwabessy et al., 2006b) but similar to gravelly sand 
(De Falco et al., 2010). However, to date, there has been limited work 
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investigating information contained within angular backscatter response to 
characterise benthic communities, such as macro-algae communities, which are 
typical in the cool temperate waters of Australia (James et al., 2001; Phillips, 
1998; Wernberg et al., 2003). 
Whilst angular backscatter response is applicable for discrimination processes, its 
spatial resolution is limited to the MBES swath width (Hughes Clarke, 1994; 
Hughes Clarke et al., 1997) and inhibits the construction of fine resolution habitat 
maps. Fonseca et al. (2009) suggested that fine resolution benthic sediment maps 
may be constructed by integrating high resolution backscatter mosaic with angular 
backscatter response analysis. The authors applied a manual segmentation method 
to the backscatter mosaic to define areas that have similar angular backscatter 
response characteristics, and recommended that automated image segmentation 
could be a more systematic approach. Automated image segmentation serves as a 
first stage in the object oriented classification approach, and has been successfully 
applied to side scan sonar backscatter mosaic for reef based classifications 
(Lucieer, 2007, 2008). Meanwhile, automated feature extraction has been applied 
to MBES backscatter imagery to perform automated image classification (Cutter et 
al., 2003; Preston, 2009). This study will investigate whether it is possible to 
combine the automated image segmentation of the backscatter mosaic with the 
supervised classification of angular backscatter response to produce benthic 
biological habitat maps. 
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3.2 Methods 
3.2.1 Study site 
This study was undertaken at the Discovery Bay study site. Details of this study 
location are presented in Chapter 2 section 2.2.1. 
3.2.2 Acoustic data 
The acoustic data in this chapter were acquired and processed as described in 
Chapter 2 section 2.2.2. However, resolution was reduced to 5m for this 
component of the study to suit the spatial resolution of the angular backscatter 
response and to overcome the memory limitation by the spatial segmentation 
software. In addition to the MBES backscatter mosaic, angular intensity data were 
also extracted (i.e. using 25 pings) with each angular backscatter curve derived at a 
resolution of half a swath width, separately for port and starboard sides, located at 
the midpoint of each swath.  
3.2.3 Ground truth data 
The ground truth data were collected as outlined in Chapter 2 section 2.2.3. Biotic 
classes were categorised into five dominant groups; MB, INV, MRI, NVB and 
MBI. The substratum classes were Reef, Sediment and Reef/Sediment. An 
approximate intersection method was used to assign ground truth classes to 
angular backscatter data (i.e. for classification process) by searching for the 
nearest majority class within a 10 m radius of the angular backscatter response 
location. The spatial position of the 10 m radius for the angular backscatter 
response was chosen by considering all swath lengths at different depths and 50% 
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overlap of survey lines. The radii were drawn and visually checked to ensure they 
were not too sparse or overlapping each other. Smaller and larger radii were also 
tested but found to be inconsistent with the neighbourhood classes. All available 
reference data (i.e. angular backscatter response with class name) were randomly 
sampled for model development (70%) and for the accuracy assessment (30%) 
(Table 6). 
Table 6. The distribution of the angular backscatter response data used for the 
training and for the accuracy assessment (biota and substratum). For the accuracy 
assessment process, only the position and class of angular backscatter response are 
used. 
 Number of angular 
backscatter 
responses used for 
training  
Number of angular 
backscatter 
responses used for 
accuracy assessment 
Biota Class   
Mixed Brown algae (MB) 66 26 
Invertebrates (INV) 556 233 
Mixed Red algae and Invertebrates (MRI) 66 28 
No Visible Biota 432 183 
Mixed Brown and Invertebrates (MBI) 25 11 
Sum 1145 481 
 
Substratum Class   
Reef (R) 171 72 
Sediment (S) 589 252 
Reef/Sediment (RS) 423 177 
Sum 1183 501 
 
3.2.4 Decision tree classification 
A decision tree approach was used to create a decision rule from the predictor 
variables (i.e. angular backscatter response curve with known class signature). The 
predictor variables were the angular backscatter response of backscatter strength 
values from 0q to 70q incidence angles (at one degree intervals). The decision rules 
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generated using the training data were then used to classify the angular backscatter 
response curves from the remaining locations for class assignment. A decision tree 
is defined as a classification procedure that recursively partitions a dataset into 
smaller subdivisions based on a set of tests defined at a branch or node in the tree 
(Friedl and Brodley, 1997). A widely known decision tree technique is the 
Classification and Regression Tree (CART) (Breiman et al., 1984). CART has 
been used to classify substratum types (Rooper and Zimmermann, 2007) and to 
predict benthic biological distributions (Holmes et al., 2008). Several methods 
have been developed to improve CART decision trees to avoid over fitting in 
searching for splitting rules (Gray and Fan, 2008). The Quick, Unbiased and 
Efficient Statistical Tree (QUEST) was selected as a supervised classification of 
the angular backscatter response. QUEST generates a similar decision tree to 
CART, but does not use an exhaustive variable search routine, and is unbiased in 
choosing variables that afford more splits (Loh and Shih, 1997). QUEST has been 
used to predict biological benthic habitat communities using MBES data 
(bathymetry, backscatter and their derivatives) and georeferenced underwater 
video systems (Ierodiaconou et al., 2007a; Ierodiaconou et al., 2011; Rattray et al., 
2009). The QUEST executable program was used for this study, and is available 
from http://www.stat.wisc.edu/~loh/quest.html. 
3.2.5 Image segmentation 
Image segmentation was used to group pixels with similar characteristics in the 
backscatter mosaic.  The mean shift image segmentation technique (Comaniciu 
and Meer, 2002) was applied through the Edge Detection and Image Segmentation 
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System (EDISON) tool. Although mean shift image segmentation is not designed 
for object oriented classification, a comparison of  segmentation quality between 
mean shift and other segmentation techniques (mostly used in remote sensing 
applications) shows that it produces promising results (Neubert et al., 2008). 
Mean shift segmentation is based on nonparametric feature space analysis, and 
uses kernel density estimation. The spatial parameter is used to define the radius of 
the density estimation search process in feature space until the mean shift vector is 
converged (Christoudias et al., 2002; Comaniciu and Meer, 1999, 2002). The mean 
shift segmentation algorithm used five-dimensional feature space consisting of 
three colour space, such as RGB (Red, Green and Blue), and two lattice 
coordinates (X and Y). If the image is greyscale, the segmentation performs 
similarly, except that the feature space consists of only three dimensions; the grey 
value and the lattice coordinates. Since the segmentation tool (i.e. EDISON) 
cannot handle intensity image (floating point image) directly, a pseudo colour 
image transformation (RGB) was applied in Matlab® using the function ‘ind2rgb’. 
The principle behind this process is that the colour image was constructed based 
on a colour map selected by the user. Each colour map that has floating-point 
values in the range of 0 – 1 will define the Red, Green and Blue components of a 
single colour that finally shall be presented in the new image (RGB image). A 
pseudo colour image offers more than one colour parameter, and has been shown 
to provide additional information for the segmentation process when compared to 
greyscale imagery (Cheng et al., 2001; Cheng et al., 2002). Pseudo colour image 
transformations have been applied in remote sensing applications, such as change 
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detection, and have been shown to provide a rich and informative attribute from 
analogue maps (Saraf, 2003). The segmentation was completed using the three 
main parameters, spatial resolution=7, colour resolution=6.5 and minimum 
region=100 pixels. All parameters were default, except for the minimum region 
that was changed from 20 to 100 pixels, to avoid generating too many small 
regions. 
3.2.6 k nearest neighbour 
The segmented regions (polygons) were joined with the spatial information of 
angular backscatter response and the predicted class (from the supervised 
classification process), such that all the polygons were assigned class information. 
This process was completed by identifying the polygon centroid, and by using the 
k nearest neighbour (k = 7) to search the nearest majority angular backscatter 
response class and to assign class names to the polygon centroid. A nearest 
neighbour algorithm was employed as described in Theodoridis et al. (2010). The 
maps produced using the above methods were evaluated using separated ground 
truth class information (randomly partitioned from the original sample). Error 
matrices were used to measure individual class accuracy (user and producer 
accuracy), overall accuracy and Kappa coefficient (Congalton, 1991). The user 
and producer accuracy was also calculated to investigate individual class accuracy. 
The Kappa coefficient is the agreement between classification and reference data 
and to correct for chance agreement between classes (Cohen, 1960). User accuracy 
indicates the probability that the actual map pixel represents the category on the 
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ground, while producer accuracy is the probability of a reference pixel being 
correctly classified (Jensen, 2005). 
3.3 Results 
3.3.1 Angular backscatter response characteristics from ground truth 
data 
The shape of the mean angular backscatter response curves for the biotic classes 
MB and MBI were similar (Figure 4a), with MBI being slightly higher compared 
to MB (Figure 5a), especially from an incidence angle of 20° to >60°. The 
differences in mean angular backscatter response between MBI and MB 
consistently increased with incidence angle (maximum difference=1.3 dB at 63°) 
(Figure 5b). These responses indicate that the presence of invertebrates (sponge 
dominated habitat) could produce a small increment of backscatter intensity in the 
MBI class compared to the MB class (brown algae). INV and MRI showed good 
separation in backscatter intensity, as the incidence angle was above 50° (Figure 
4a), with the curves reducing drastically at 50° (INV) and 60° (MRI). These results 
show that the outer angle (55q–70q) has a strong discrimination characteristic for 
INV and MRI compared to the near (0q–15q) and moderate incidence angle (15q–
55q). 
Mean angular backscatter response curves more easily distinguished substrate than 
biota (Figure 4b), despite having similar curve responses from 0° to 30°, with the 
moderate and outer angles providing separation for all classes. Reef had the 
highest backscatter intensity at the outer angle, while Sediment and Reef/Sediment 
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differed significantly from 30° to 50°, producing an almost similar backscatter 
intensity of up to 70°. The mean angular backscatter response from substratum 
classes shows that the Reef/Sediment response was the combination of responses 
from Sediment and Reef classes, particularly from 30° to 70°. The effect of 
incidence angle was more pronounced for substratum classes compared to biota 
classes. The angular backscatter response curve from Invertebrates (biota) showed 
similarities to with Reef/Sediment (substratum) compared to other classes.
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3.3.2 Segmentation of backscatter mosaic 
Segmentation of the backscatter mosaic shows that the size of polygons varies 
according to the area of the homogeneity of the texture in the backscatter mosaic 
(Figure 6a). A total of 5323 segmented regions were produced, with an average 
365 pixels per segment. The segmentation process was able to delineate between 
regions of differing backscatter characteristics. However, nadir artefacts from 
individual survey lines appeared to affect some of the polygon boundary and 
shapes.  Small polygons were also observed and produced over segmentation 
results. In addition, by performing the k nearest neighbour analysis, most of the 
smaller polygons were grouped into the majority surrounding class, minimising 
the effect of over segmentation in the final habitat map and reducing nadir 
boundary artefacts (Figure 6c).  
 43
 | 
P
a
g
e
 
 
 
Fi
gu
re
 6
. S
eg
m
en
te
d 
ba
ck
sc
at
te
r m
os
ai
c 
an
d 
an
gu
la
r b
ac
ks
ca
tte
r r
es
po
ns
e 
cl
as
si
fic
at
io
n 
fo
r g
en
er
at
in
g 
th
e 
ha
bi
ta
t m
ap
; (
a)
 P
ol
yg
on
s 
pr
od
uc
ed
 f
ro
m
 m
ea
n 
sh
ift
 i
m
ag
e 
se
gm
en
ta
tio
n 
ov
er
la
id
 w
ith
 t
he
 o
rig
in
al
 b
ac
ks
ca
tte
r 
m
os
ai
c,
 (
b)
 a
ng
ul
ar
 b
ac
ks
ca
tte
r 
re
sp
on
se
 
cl
as
si
fic
at
io
n 
re
su
lts
 t
ha
t 
ar
e 
re
pr
es
en
te
d 
by
 a
ng
ul
ar
 b
ac
ks
ca
tte
r 
re
sp
on
se
 p
os
iti
on
 a
s 
si
ng
le
 p
oi
nt
 f
or
 p
or
t 
or
 s
ta
rb
oa
rd
 s
id
e 
w
ith
 
di
ff
er
en
t s
ha
pe
s 
de
no
te
 d
iff
er
en
t 
cl
as
s, 
(c
) 
ha
bi
ta
t m
ap
 r
es
ul
ts
 f
ro
m
 k
 n
ea
re
st
 n
ei
gh
bo
ur
 p
ro
ce
ss
 b
et
w
ee
n 
po
ly
go
ns
 in
 6
a 
an
d 
cl
as
s 
po
si
tio
ns
 in
 6
b,
 w
ith
 d
iff
er
en
t c
ol
ou
rs
 re
pr
es
en
t d
iff
er
en
t h
ab
ita
t c
la
ss
. 
 44 | P a g e  
 
3.3.3 Accuracy assessment 
The integration of the image segmentation of the backscatter mosaic and the 
supervised classification of the angular backscatter response enabled the 
construction of habitat maps for biota and substratum (Figure 7). For biota, the 
accuracy was 79.6% with a Kappa coefficient of 0.66 (Table 7). The average value 
between user and producer accuracy indicated that MRI has the lowest accuracy 
(35%), while INV produced the highest accuracy (84%). The results also show that 
most of the MRI class was misclassified as INV. On the other hand, MB was more 
accurate (78%) compared to MRI, even though these classes had similar training 
data sample sizes. MBI has the smallest sample size (25 for training) producing 
poor accuracy (44%).  
The substratum classification produced an overall accuracy of 80.2% and a Kappa 
coefficient of 0.67 (Table 8). All three classes achieved accuracies of more than 
77%, although Reef was the best (81%), despite having the smallest sample size. 
Although some confusion occurred between Sediment and Reef/Sediment, the 
proportions of incorrect classes were small, and both classes still had good 
accuracy (83% and 77%, respectively). 
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Table 7. Accuracy assessment for biota classification. MB = Mixed Brown algae, 
INV = Invertebrates, MRI = Mixed Red algae and Invertebrates, NVB = No 
Visible Biota, MBI = Mixed Brown algae and Invertebrates. 
Error matrix 
 Ground truth data 
 Biota class MB INV MRI NVB MBI sum 
Classified 
data 
MB 26 6 6 3 8 49 
INV 0 208 17 37 0 262 
MRI 0 2 3 0 0 5 
NVB 0 17 0 143 0 160 
MBI 0 0 2 0 3 5 
sum 26 233 28 183 11 481 
User accuracy (%) 53 79 60 89 60  
Producer accuracy (%) 100 89 11 78 27  
Average accuracy (%) 77 84 35 84 44  
Overall accuracy (%) 79.6      
Kappa coefficient 0.66           
 
Table 8. Accuracy assessment for substratum classification. R = Reef, S = 
Sediment, and RS = Reef/Sediment. 
Error matrix 
 
Ground truth data 
Substratum class R S RS sum 
Classified data 
R 59 8 7 74 
S 5 202 29 236 
RS 8 42 141 191 
sum 72 252 177 501 
User accuracy (%) 80 86 74  
Producer accuracy (%) 82 80 80  
Average accuracy (%) 81 83 77  
Overall accuracy (%) 80.2    
 Kappa coefficient 0.67       
 
 47 | P a g e  
 
3.4 Discussion 
This study used angular backscatter response and backscatter mosaic from MBES 
to examine whether these parameters could be integrated to provide useful 
information for predicting the distribution of benthic biological communities. 
Herein, the author demonstrates how angular backscatter response is classified 
using a decision tree classification and automated image segmentation of the 
backscatter mosaic, and how these two techniques may be integrated to produce 
habitat maps for benthic biological communities. This technique has the advantage 
of preserving the spatial resolution from the backscatter mosaic, whilst taking 
advantage of valuable information contained with the angular backscatter 
response, and was effectively used to discriminate different macro-algae habitats 
and invertebrate (sponge) from the sediment class (no visible biota). The results 
signify that the present approach is capable of distinguishing between hard (reef 
based habitats) and soft classes (non reef). 
Previous applications of angular backscatter response classifications have mostly 
concentrated on sediment characterisation (Canepa and Berron, 2006; Fonseca et 
al., 2009; Fonseca and Mayer, 2007; Hughes Clarke, 1994; Hughes Clarke et al., 
1997; Lamarche et al., 2010), with recent work applying these methods to 
biological communities. Hamilton and Parnum (2011) demonstrated the usefulness 
of angular backscatter response information for biological habitats (seagrass and 
rhodolith) using unsupervised statistical clustering. This study shows that angular 
backscatter response is able to differentiate between different biological habitats 
on reef structures. The low spatial resolution of angular backscatter response 
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classification may be overcome with automated segmentation procedures, which 
provide advantages in terms of repeatability compared to manual digitising 
methods previously demonstrated (Fonseca et al., 2009). With the increasing 
amount of acoustic backscatter data and coverage that may be collected through 
MBES systems (Hughes Clarke et al., 1996), it is essential that the primary data 
should be studied and explored in different ways to determine its full capability, 
and whether it is useful for alternative applications. 
In this study, the comparison of mean angular backscatter response between 
biological habitats provides some information about their acoustic characteristics 
particularly the effects of incidence angle to the multibeam backscatter 
measurements. Angular backscatter response is a complicated process derived 
from the geological and biological nature and upper morphology of the seabed. 
Factors such as the water/sediment interface, roughness and the sediment volume 
structure influence the response (Canepa and Berron, 2006). In some studies, the 
presence of biological habitat (such as seagrass) has been shown to increase 
backscatter intensity when compared to sand (De Falco et al., 2010; Parnum, 2007; 
Siwabessy et al., 2006b), and reef structures often show higher backscatter 
intensity than sediment (Hamilton and Parnum, 2011), although sometime this will 
depend on the scale of surface roughness. Angular backscatter response curves for 
biota (except MB and MBI) and substratum decreased as the incidence angle 
increased, matching the typical shape of the angular backscatter response curve 
(Hughes Clarke, 1994; Hughes Clarke et al., 1997), particularly for sediment. 
Despite the effects from sediment, INV and MRI (mostly distributed on 
 49 | P a g e  
 
Reef/Sediment) had angular backscatter response curves similar to sediment at the 
outer angle, while the mean angular backscatter response from biological habitats 
on reef structures (MB and MBI) seemed to be independent of the incidence angle. 
When comparing these habitats with other biota classes, the angular backscatter 
response curve had almost flat response.  The results presented here are similar to 
those of Siwabessy et al. (2006b), who reported that the slope of mean angular 
backscatter response (between 10° and 35° incidence angle) from algae on reefs 
was likely to be small and flat. This finding shows that the combination of 
substratum and biota habitats influences the angular backscatter response 
characteristic. However, there are difficulties in determining which layer 
contributes most to the scattering process. A further study using water column data 
extracted from MBES backscatter (McGonigle et al., 2011) could be combined 
with angular backscatter response data to investigate this issue. 
The use of a decision tree supervised classification has allowed the production of 
thematic habitat maps of moderate accuracy (Congalton and Green, 2009). The 
accuracy assessment is a summative process derived from training data, the 
decision tree model, image segmentation and joining processes between angular 
backscatter response classification and the segmented polygons. The accuracy 
assessment describes the misclassification occurring between MB with MBI, and 
MRI with INV. These classes were most likely to be in the same acoustic group, 
because they share similar species composition and substratum types, and are often 
differentiated based on changes in canopy density. Low classification accuracy has 
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been observed with algal classes that have similar characteristics using 
bathymetry, backscatter and their derivatives (Rattray et al., 2009). 
The use of mean shift image segmentation in the present study has been shown to 
be a useful technique for integration with angular backscatter response 
classifications to produce benthic habitat maps. Spatial clustering in the 
segmentation provides polygons that serve as base maps for point class 
information. Segmentation approaches combined with other classification 
techniques, such as object oriented classification, have been shown to be useful for 
differentiating sand and reef classes using backscatter from side-scan sonar 
(Lucieer, 2007, 2008). By creating polygons from similar adjacent pixels, the final 
classification maps may reduce the ‘salt and pepper’ effect that commonly appears 
in pixel based classifications. The main drawback of image segmentation is that it 
is easily influenced by under or over segmenting, depending on the technique 
used. Under segmentation produces large polygons, whereas over segmentation 
generates too many smaller polygons. In the present study, although over 
segmentation was observed with mean shift image segmentation, their effects were 
decreased by selecting the nearest common of angular backscatter response class 
label. 
The angular backscatter response classification presented here (e.g. Figure 6b) is 
useful even when not combined with backscatter mosaic segmentation. The class 
information may be mapped as single point features for the study area at a scale of 
half the swath width (port and starboard sides) (Hamilton and Parnum, 2011), and 
the spatial distribution of each habitat may be recognised and determined. 
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However, there are limitations when the results are combined or compared with 
other small scale map information, such as from the high resolution bathymetric 
maps. Depth has been shown to influence the distribution of benthic biological 
habitat communities, and provides useful information for habitat classification 
using MBES data (Brown et al., 2011a). Further investigation is required to 
determine whether depth and its derived landscape metrics may be integrated with 
angular backscatter response classification in explaining benthic biological habitat 
distribution. 
The construction of the angular backscatter response of backscatter is generated 
from a number of consecutive sonar pings (port and starboard are handled 
separately), in which it is assumed that the seafloor habitat within this range is 
homogeneous including the habitat across half the swath; however, this is often 
not the case, as the variability of seafloor habitats occurs between swaths 
(Hamilton and Parnum, 2011). Moreover only single spatial information is given 
to each side of the swath to represent the position of the angular backscatter 
response curve that causes uncertainty when the merging process is carried out 
between the angular backscatter response position and the segmented polygons. 
Some adjacent angular backscatter response positions overlap, which should be 
filtered initially, since the swath coverage from the original MBES survey lines is 
targeted to have an overlap of at least 50%. Ambiguity is also caused when 
assigning video observation classes to the angular backscatter response positions 
within its 10 m radius. Computing the angular backscatter response curve from 
homogeneous segmented regions alone, rather than across the sonar swath, may 
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also improve class differentiation. Techniques for combining angular backscatter 
response classification with its similar acoustic region from the backscatter 
mosaic, such as the acoustic theme method, could be essential in minimising the 
errors that arise with angular backscatter response position (Fonseca et al., 2009). 
The segmentation algorithm used in this study also has limitations because of its 
high computational complexity, and is not suitable for processing large volumes of 
data (Wan and Deng, 2011). This study found that a 5 m pixel resolution was 
appropriate for this dataset, to avoid memory limitations. 
3.5 Conclusion 
This study provides techniques to produce benthic biological habitat maps using 
the combination of angular backscatter response and backscatter mosaic. The use 
of angular backscatter response for supervised classification is important because 
backscatter intensity from different habitats on the seabed is presented at different 
angles and provides more information compared to a single normalised backscatter 
value presented as backscatter mosaic. By combining angular backscatter response 
classification with mean shift image segmentation, habitat maps have been 
successfully generated. The ability to use angular backscatter response and the 
backscatter mosaic to produce habitat maps has improved our understanding about 
the level of benthic biological information that may be extracted from MBES 
acoustic backscatter. The results of this study have extended angular backscatter 
response applications from seafloor substrate classifications to biological habitat 
identification. The quantitative analysis of angular backscatter response is not 
limited to the decision tree technique presented in this study, with scope to test the 
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performance of other supervised approaches. Additionally, the role of image 
segmentation is recognised as an important tool in the identification of 
homogeneous areas to be used for further analysis (i.e. classification process). This 
study provides a framework for linking backscatter data with benthic biological 
identities, and overcomes the low spatial resolution of angular backscatter 
response data for benthic habitat mapping using acoustic techniques. With a 
variety of techniques and data available to generate marine habitat maps, the 
integration and assimilation of these dataset allows the extraction of more 
information, and the development of further understanding of marine ecosystem 
processes; thus, providing a more systematic approach to managing and preserving 
marine biodiversity. 
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Chapter 4: Evaluation of four supervised 
learning methods for benthic habitat 
mapping using backscatter from 
multibeam sonar 
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4.1 Introduction 
Analysis of backscatter signal from MBES provides valuable information for 
mapping of seafloor habitats. The importance of preserving the effect of incidence 
angle from angular backscatter intensity to characterise seafloor types is well 
established (e.g. Fonseca and Mayer, 2007; Hughes Clarke et al., 1997; Lamarche 
et al., 2010; Simons and Snellen, 2009). Although these works have primarily 
focused on developing models for seafloor sediment characterisation, some studies 
have also incorporated this information for the discrimination of benthic biota 
(Che Hasan et al., 2012a; De Falco et al., 2010; Hamilton and Parnum, 2011; 
Kloser et al., 2010; Parnum and Gavrilov, 2011b). Among these studies, various 
terrestrial classification methods have been applied, including general clustering 
(Hamilton and Parnum, 2011), linear discriminant analysis and principal 
component analysis (Parnum, 2007; Parnum and Gavrilov, 2011b), decision trees 
(Che Hasan et al., 2012a) and factor analysis (De Falco et al., 2010). However, 
with a multitude of classification approaches available, there is a need to compare 
different algorithms to gain further insights into classifier performance when using 
acoustic sources. Chapter 3 has demonstrated the advantage of integrating angular 
backscatter response data using supervised classification approaches for benthic 
biological habitat mapping. In this chapter, we test the relative performance of four 
supervised classification approaches typically applied in terrestrial environment 
and test their applicability for benthic habitat characterisation using multibeam 
sonar and towed video information. 
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Generally, angular backscatter from MBES and side scan sonar are a product of 
two acoustic scattering processes; volume and interface scatterings (Jackson et al., 
1986). Interface scattering is the energy produced at the water-sediment surface. 
Volume scattering occurs when part of an acoustic signal penetrates the physical 
structure and is scattered by the heterogeneities in the sedimentary layers. Acoustic 
scattering may be separated into three main sectors; near nadir, moderate incidence 
angle and outer angle. For a flat seabed without macro-roughness at near nadir 
area (near vertical incidence angle), angular backscatter is a product of large scale 
roughness. In contrast, at moderate incidence angles, the backscatter is a 
combination of the volume inhomogeneity and small scale interface roughness. At 
the outer incidence angle, only small scale roughness is important (Augustin et al., 
1996). Backscatter intensity between incidence angles of 30q and 50q are often 
used to reference backscatter data to remove the angular dependence for creating 
normalised backscatter images (Kloser et al., 2010). For distinguishing between 
soft and hard habitats, the maximum separation of angular backscatter intensity 
has been observed at an incidence angle of 40q (Kloser et al., 2010). By using 
entire angular backscatter response curves (e.g. incidence angle between 0q and 
70q at one degree intervals), Hamilton and Parnum (2011) demonstrated high class 
separation at moderate incidence angles of between 35q and 45q, with less 
discrimination for near nadir angles. The measurements at near nadir have minimal 
contributions to the discrimination process as these are mainly dominated by 
coherent reflection (De Falco et al., 2010; Hughes Clarke et al., 1997). However, 
near nadir and outer angles are still required for the geo-acoustic inversion 
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process, and for the construction of a generic model from angular backscatter 
response information (Fonseca and Mayer, 2007; Lamarche et al., 2010). This 
chapter will assess the interaction of different angular domains for class 
differentiation. 
The characterisation process may also use important features from angular curves. 
Extracting simple characteristics (e.g. mean and slope of angular backscatter 
intensity) from angular domains (Fonseca et al., 2009; Hughes Clarke et al., 1997), 
or parameters by modelling the angular curve as a specific shape distribution 
(Lamarche et al., 2010) may contribute to class differentiation. Parnum and 
Gavrilov (2011b) found that the mean angular backscatter between 15q and 45q 
provides better discrimination than the slope of angular backscatter (i.e. 15q–45q) 
for distinguishing rock, sand and rhodolith beds. 
Use of a single classification for an entire backscatter response curve may result in 
habitat maps of low spatial resolution (Hamilton and Parnum, 2011; Hughes 
Clarke et al., 1997; Simons and Snellen, 2009). To overcome this problem, 
Fonseca et al. (2009) suggested that backscatter mosaic should be used to 
manually construct homogenous regions for each angular backscatter response 
analysis (i.e. acoustic theme). Each homogenous region is constructed using 
human visual interpretation by manually grouping areas assumed to have similar 
backscatter texture. In a recent study, automated delineation techniques have been 
proposed, as the manual approach may produce inconsistent results associated 
with human error (Rzhanov et al., 2012). The authors used an automated spatial 
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image segmentation process to improve the resolution of the angular backscatter 
response classification and prediction, based on comparing backscatter values in 
pixels to template backscatter curves, which are those occurring most often in the 
data set. The approach has the advantage of automatically delineating acoustic 
facies in both backscatter mosaic and angular space. Therefore, the thematic maps 
do not suffer from a lack of spatial resolution from using a single classification for 
an entire backscatter response curve (i.e. typically half of a swath width). Here, the 
concept of automated spatial image segmentation of the backscatter mosaic will be 
combined with the angular backscatter response classification to construct benthic 
habitat maps. 
In this study the relative performance of four supervised learning methods using a 
MBES backscatter mosaic and angular backscatter with towed video for ground 
truthing to classify seafloor biota and substratum habitats was compared. 
Secondly, the relative importance of angular backscatter at different incidence 
angles was compared to obtain an understanding about the contribution of 
different angular domains in the classification process. 
4.2 Methods 
4.2.1 Study site 
Details of this study location are presented in Chapter 2 section 2.2.1. 
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4.2.2 Acoustic data 
The acoustic data presented in this chapter were acquired and processed as 
described in Chapter 2 section 2.2.2. The construction of backscatter mosaic and 
angular backscatter response methods were outlined in Chapter 3 section 3.2.2. 
4.2.3 Ground truth data 
The ground truth data were collected as outlined in Chapter 2 section 2.2.3. The 
selection of biota and substratum classes for classification (i.e. angular backscatter 
response classification) was described in Chapter 3 section 3.2.3. 
4.2.4 Supervised learning  
Four supervised learning methods were used in this study to classify the angular 
backscatter intensity; Maximum Likelihood Classifiers (MLC), QUEST decision 
tree, Random Forests (RF) ensemble trees and the Support Vector Machine 
(SVM).  These supervised learning methods were used to combine ground truth 
data and angular backscatter response to predict habitat classes for the remaining 
angular backscatter data. A total of 71 variables were used, each representing 
angular backscatter intensity strength at one degree incidence angle from 0q to 70q.  
The MLC is a well-known parametric supervised classification approach that has 
been widely used in remote sensing applications and produces promising results 
(Dean and Smith, 2003). The MLC approach computes mean and covariance 
matrices for each class from the training data, and assumes that the probability 
density function is a normal Gaussian distribution. For classification, the 
probability of each class is estimated from the training data, and the unknown 
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sample data is classified to the class that has the highest membership probability. 
The MLC was applied using the Bayesian decision rule algorithms described in 
Theodoridis and Koutroumbas (2009). In terms of angular backscatter response 
classification, Simons and Snellen (2009) used the Gaussian rule for designing a 
Bayesian classification approach; however, the authors used averaged backscatter 
at a single angle, while this approach utilised backscatter at various angles.  
A decision tree recursively partitions a dataset into smaller subdivisions based on a 
set of tests defined at a branch or node in the tree (Friedl and Brodley, 1997). The 
QUEST decision tree has advantages over common decision tree methods, such as 
CART, because it reduces the potential for over fitting (Gray and Fan, 2008). A 
detailed description about the QUEST decision tree is provided in Chapter 3 
section 3.2.4. A multiple decision tree approach in RF was also tested. The RF 
uses a combination of tree predictors, whereby each tree depends on the values of 
a random vector sampled independently, and with the same distribution for all 
trees in the forest (Breiman, 2001). The RF generates multiple trees at each node, 
with classes being predicted by a majority vote. Standard decision trees split each 
node using the best split among all variables, whereas RF splits each node using 
the best among a subset of predictors randomly chosen at that node. The RF was 
applied using a function in Matlab® (Jaiantilal, 2009), which may be downloaded 
from http://code.google.com/p/randomforest-matlab/. 
SVM is a non-parametric technique developed from statistical learning theory 
(Vapnik, 1999). In SVM, a line is determined and drawn between two classes 
using the available training data. In a high dimensional space, this line is called a 
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hyper plane and, since many lines may occur, SVM searches for the optimal hyper 
plane. A radial basis kernel was applied (Kavzoglu and Colkesen, 2009) and 
classification was run using the LIBSVM tool (Chang and Lin, 2011), which is 
available at http://www.csie.ntu.edu.tw/~cjlin/libsvm. 
4.2.5 Spatial segmentation and class assignment 
The methods used to construct habitat maps from spatial segmentation and k-
nearest neighbour are outlined in Chapter 3 section 3.2.5 and section 3.2.6. 
4.2.6 Accuracy assessment and habitat map comparison 
The accuracy assessment used the same method as described in Chapter 3 section 
3.2.6. A Z statistic was applied to determine the differences in classification 
accuracy for the four methods (Congalton, 1991). To critically evaluate the spatial 
distribution of predicted habitat using the different techniques, map comparison 
analysis was performed using the Map Comparison Kit (Hagen, 2002). Similarity 
between any two categorical maps was assessed in terms of Kappa Location 
(KLoc) and Kappa Histogram (KHisto) statistics. KLoc represents the similarity of 
spatial allocation of categories between two maps, while KHisto is a measure for 
the quantitative similarity (i.e. quantity in terms of fraction of all cells) (Hagen, 
2002). 
4.2.7 Variable importance measure 
To estimate variable importance, RF used bootstrap, which is a technique of 
sampling the training data with replacement. In this process, some data will be left 
out while some will be repeated in the sample. At each bootstrap iteration of the 
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RF process, the resultant tree is used to predict those data not included in the 
training process (‘out of bag’ or OOB observations), and calculate a 
misclassification rate (Breiman, 2001; Cutler et al., 2007). An advantage of using 
RF ensemble methods over a single classification tree approach is that OOB 
samples for each tree may then be used to derive measures of variable importance. 
The importance of a given feature is evaluated based on the difference between the 
misclassification rate of the OOB data and the misclassification rate if values of a 
given variable are randomly permuted for the OOB observations and passed down 
the tree to create new predictions. RF may produce not only the overall, but also 
per class variable importance. For comparison purposes, variable importance 
values were scaled from 0 to 1, as classes exhibited differing ranges. 
4.3 Results 
4.3.1 Habitat map accuracy 
The overall accuracy varied from 69.9% to 84.8% for the biota classifications 
(Table 9). The highest accuracy was achieved by SVM (Figure 8) and RF, 
followed by QUEST and MLC. Statistical comparison of error matrices using the 
four techniques revealed that QUEST, RF and SVM were significantly different 
from the MLC approach (Z>1.96; Table 10). The QUEST, RF and SVM produced 
similar results, except for the comparison of QUEST and SVM, which was 
significantly different (Z=2.2).  
Per class accuracy measurement (average of user’s and producer’s accuracy) 
illustrated that most of the classes were able to be distinguished, except for the 
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MLC, which was not able to differentiate the MB class (0%) (Figure 9). Generally, 
MB, INV and NVB showed >70% class accuracy, while MRI and MBI showed 
lower class accuracy (<60%). 
Characterising substratum types using the same classifiers produced similar results 
to the biota classifications (Table 9). The RF (83.0%; Figure 8) and SVM (82.6%) 
performed best, followed by QUEST (80.2%) and MLC (74.5%). A pairwise 
comparison from all non-parametric classifiers (QUEST, RF and SVM) 
demonstrated that their results were not significantly different (Z<1.96), except 
with MLC (Table 2). Individual accuracy from all three substratum classes showed 
values >70% from all classifiers, with MLC achieving the highest accuracy for the 
Reef class (86.1%) (Figure 10). 
Table 9. Accuracy comparison from four different classifiers. 
Classifier 
Biota Substratum 
Overall 
accuracy 
(%) 
Kappa 
Coefficient 
Overall 
accuracy 
(%) 
Kappa 
Coefficient 
Maximum Likelihood Classifier 69.9 0.51 74.5 0.59 
QUEST decision tree 79.6 0.66 80.2 0.67 
Random Forests 83.8 0.73 83.0 0.72 
Support Vector Machine 84.8 0.75 82.6 0.71 
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Table 10. Z values from the pairwise comparison of error matrices between 
different classifiers. MLC = Maximum Likelihood Classifier, QUEST = QUEST 
decision tree, RF = Random Forests, SVM = Support Vector Machine. 
Comparison 
Z statistic 
Biota Substratum 
MLC vs. QUEST 3.6* 2.0* 
MLC vs. RF 5.6* 3.1* 
MLC vs. SVM 6.0* 2.8* 
QUEST vs. RF 1.8 1.1 
QUEST vs. SVM 2.2* 0.8 
RF vs. SVM 0.4 0.3 
*Significant at the 95% confidence interval (critical value Z=1.96). 
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4.3.2 Habitat map comparison 
In general, all biota habitat maps showed considerable agreement in terms of the 
spatial location (KLoc from 0.70 to 0.90) and quantity (KHisto from 0.75 to 0.98) 
(Table 11). However, no single classifier combination gained both the highest 
KLoc and KHisto. For KLoc, the comparison between RF and SVM showed the 
highest similarity (0.90). For KHisto, the highest similarity was achieved between 
QUEST and SVM (0.98). All the comparisons with the MLC map yielded the 
lowest map similarity values. 
For substratum habitat map comparisons, all map comparisons produced good 
KHisto values, ranging from 0.83 to 0.97. Further, the QUEST, RF and MLC 
represent the highest map similarity, with a KHisto of 0.97 (QUEST and RF) and 
0.95 (MLC and QUEST, MLC and RF). The RF and SVM revealed the highest 
similarity of spatial location (KLoc=0.94). 
Table 11. Results from habitat map comparisons. KLoc = measure for the 
similarity of spatial allocation, KHisto = measure for the quantitative similarity. 
MLC = Maximum Likelihood Classifier, QUEST = QUEST decision tree, RF = 
Random Forests, SVM = Support Vector Machine. 
Map comparison 
Biota Substratum 
KLoc KHisto  KLoc KHisto  
MLC vs. QUEST 0.76 0.75  0.69 0.95  
MLC vs. RF 0.70 0.81  0.70 0.95  
MLC vs. SVM 0.70 0.76  0.70 0.88  
QUEST vs. RF 0.88 0.91  0.87 0.97  
QUEST vs. SVM 0.79 0.98  0.87 0.83  
RF vs. SVM 0.90 0.90  0.94 0.84  
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4.3.3 Variable importance 
The variables at the moderate incidence angle (i.e. 30q–50q) were generally found 
to be the most important (Figure 11 and Figure 12). Some variables at the outer 
angle were also important, especially for biota (Figure 11a), but slightly lower for 
substratum (Figure 12a). However, the variable importance for the individual 
habitat classes showed a slightly different trend when compared to the overall 
variable importance (Figure 11b-11f). Variables at the outer angle were identified 
as important for MB, MBI and INV. The moderate incidence angle was the most 
important variable for NVB. Further, there was not a clear pattern about which 
angular domain was important for MRI. Although variable importance for MRI 
shows the highest values at an incidence angle of around 60q, it was only from a 
single variable. A similar pattern was observed for substratum classes (Figure 12b-
12d). Most of the variables at the moderate incidence angle were important for 
Sediment. In contrast, only small numbers of variables at the outer and near nadir 
angles were important for Reef/Sediment.  
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4.4 Discussion 
In this study, four supervised learning methods were applied to classify the angular 
backscatter response from MBES data to distinguish biota and substratum habitats. 
Generally, all classifiers were capable of using angular backscatter data for 
predicting different habitat types, with SVM (biota) and RF (substratum) 
achieving the highest accuracy. The application of automated classifiers using 
angular backscatter response data is becoming increasingly common (Hamilton 
and Parnum, 2011; Simons and Snellen, 2009). The results of our study permit a 
direct comparison of classifier performance, as the same training and test set data 
were applied for all four supervised learning methods. In addition, our approach 
identifies the most influential angular domain contributing to class differentiation, 
which is often difficult to quantify from acoustic scattering properties.  
Classification comparisons indicated that the three non-parametric classifiers 
(SVM, RF and QUEST) mostly performed well compared to parametric (MLC) 
method for classifying biota classes. Although MLC is a standard and widely used 
approach for classification of satellite imagery, the disadvantage of parametric 
methods is that a Gaussian frequency distribution is assumed in feature space for 
each class. The normal distribution (i.e. Gaussian) has been applied with angular 
backscatter response data using Bayesian classification approach at a single angle 
(Simons and Snellen, 2009), and found to be useful for construction of generic 
acoustic models at near nadir angle (Lamarche et al., 2010). However, the 
distribution of backscatter may differ between angular regimes and seafloor types 
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and, as such, it may not be appropriate to assume the same distribution for all 
incidence angles (Siwabessy et al., 2006a). Among the four classifiers, MLC uses 
the simplest method of discrimination using the mean and standard deviation 
between each class. This study demonstrates that these values may not be 
appropriate for angular backscatter response backscatter classification, especially 
for habitats that share similar characteristics with small class separation (i.e. MB 
and MBI). In contrast, decision tree methods and SVM implement more advanced 
rules to distinguish between classes, and do not necessarily depend on simple 
statistics. For example, a decision tree approach is capable of constructing 
hundreds of decision rules. Similarly, the SVM approach generates complex 
multidimensional lines that are dependent on the kernel function employed. 
Nevertheless, in terms of overall kappa analysis, MLC accuracy performs similar 
to SVM with a moderate classification agreement (i.e. Kappa coefficient between 
0.40-0.80) (Congalton and Green, 2009). 
The RF, QUEST and MLC classifications of substratum were slightly better, or 
more consistent, than the biota classifications. The SVM approach is sensitive to 
parameter values, especially the choice of kernels, the regularisation parameter and 
kernel width (Chang and Lin, 2011). In reviews of SVM application in terrestrial 
remote sensing, the majority of the studies have addressed this issue as one of its 
limitations (Mountrakis et al., 2011). Accordingly, SVM needs correct parameter 
calibration to obtain consistent results with the two classification schemes (i.e. 
biota and substratum classifications), potentially requiring different values for 
these parameters. However, there is no heuristic method to obtain correct 
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parameters and, thus, lead to a trial-and-error approach (Mountrakis et al., 2011). 
The common approach of parameter calibration or selection in SVM is to run 
multiple SVM classifications using a range of values for each parameter (Chang 
and Lin, 2011). The best value is determined by the highest accuracy of the SVM 
internal cross validation process within the training data. The technique is not 
practical for application in this study, because our thematic map accuracy 
assessment was based on the spatial location of angular backscatter response (30% 
training data), and did not use the original variables (i.e. the angular backscatter 
response data) (Congalton and Green, 2009).  
The comparison between two categorical maps is commonly applied in terrestrial 
applications, and is becoming increasingly important for applications in benthic 
habitat mapping (McGonigle et al., 2010; McGonigle et al., 2011; Schimel et al., 
2010a). In this study, map comparison did not identify the most accurate classifier, 
rather it measured the relative agreement between two thematic maps. Therefore, 
the similarity analysis produced in this study is a representation of precision, not 
the level of accuracy. The results from this analysis complement the information 
provided by the accuracy assessment and Z statistic test, which is based on the 
error matrix. Values of KLoc and KHisto showed moderate agreement between the 
classification map-sets presented. The relatively moderate agreement observed 
could be explained as a function of the small number of classes involved. The 
relatively large areas of some of the classes might also result in the over estimation 
of map similarity measures. For example, INV and NVB (biota map) and Reef and 
Sediment (substratum map) dominate approximately 80% of the study site. 
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Measures of similarity between map comparisons may also be a function of the 
same segmentation and class assignment process applied for each classifier used to 
increase the spatial resolution of classification outputs. 
For biota and substratum, the variables at the moderate incidence angles are the 
most important. This is in agreement with previous studies that show the most 
useful information in the angular backscatter response is the backscatter collected 
at moderate angles (Hamilton and Parnum, 2011; Kloser et al., 2010; Parnum, 
2007). Hamilton and Parnum (2011) showed that angular backscatter response 
from 35q to 45q exhibited large class separation. The authors also suggested that 
the near nadir angles (+15q to 20q) may be less useful in the classification process. 
A similar pattern has also been observed for angular backscatter response curves 
from soft-smooth and hard-rough habitats (Kloser et al., 2010). Nevertheless, the 
near nadir and outer angles may provide useful information for class separation, 
and are used for Angular Range Analysis (ARA) to predict sediment types 
(Fonseca and Mayer, 2007). The moderate incidence angles are useful in 
distinguishing NVB and other biotic habitats; however, other angles are necessary 
to separate among INV, MRI, MB and MBI. The importance of the outer angles 
identified in this study may be confounded by local variation in bathymetry (slope, 
bedforms) or the MBES data collection approach (shore parallel), which may 
influence the angular backscatter response at the outer angles by the localised 
gradient in the study area. This phenomenon could potentially explain the more 
complex angular backscatter response curves observed in classes with expected 
high topographic complexity. Future work could evaluate response curves for 
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classes found on topographically variable terrain (i.e. macro algae on flat 
pavement vs. high profile rugose reef). Furthermore, the peak in incidence angles 
greater than 60q may also be caused by the changeover of different backscatter 
detection methods during data acquisition (amplitude detection at inner beams 
towards phase detection on the outer beams) (Galway, 2000). 
The application of classifiers at a single angle has been shown to be useful for 
discriminating sediment types (Simons and Snellen, 2009). However, there may be 
advantages in taking multiple angles into account within a single classification 
process. The inclusion of more variables representing incidence angles could 
potentially result in a better model fit and, thus, the greater separability of classes 
by using the entire backscatter angular backscatter response.  
This study extends the approach presented by Rzhanov et al. (2012), combining 
angular backscatter response analysis with information from the segmented 
backscatter mosaic for characterising biota habitats. Combining angular and image 
based approaches takes advantage of the variation in acoustic response between 
habitat variables defined across the entire angular range. Concurrently, the 
approach takes advantage of the spatial resolution afforded by using an image 
based segmentation approach. There are some considerations that need to be taken 
into account when combining angular and backscatter mosaic datasets. For 
example, the angular backscatter response derived from port or starboard may not 
necessarily represent homogenous regions in backscatter image intensity, thus 
containing multiple segments. In the case of angular backscatter response derived 
from a homogenous segment, only a partial, rather than a full, response curve is 
 77 | P a g e  
 
used in the classification process for class assignment.  It is likely that there will be 
more difficulty in the classification process because using information from a 
partial response curve could reduce class separability. Whilst an image 
segmentation approach is employed for class assignment, the methodology does 
not take advantage of the spatial variability in the backscatter mosaic during the 
actual classification process. Rather than using a classification approach to 
combine angular backscatter response class assignment outputs to the backscatter 
mosaic, an alternative approach may assign angular backscatter response 
parameterisation values to image segments that could be combined with additional 
data sources during the classification process. For example, both substratum and 
biota class differentiation may be improved by incorporating bathymetry and 
derivatives (Ierodiaconou et al., 2007a; Rattray et al., 2009), backscatter textural 
analysis (Blondel and Gómez Sichi, 2009) and environmental variables, such as 
exposure, which may influence biological distributions (Galparsoro et al., 2009). 
4.5 Conclusions  
In this study, four supervised learning approaches were evaluated for the acoustic 
characterisation of seafloor habitats using MBES backscatter data. To construct a 
full coverage habitat map, classified angular backscatter response data were 
combined using a backscatter mosaic segmentation process. It was possible to 
achieve overall classification accuracies of between 69.9% to 84.8% (kappa values 
of 0.51–0.75) for biota and 74.5% to 83% (kappa values of 0.59–0.71) for 
substratum maps. SVM performed best for biota (84.8%, kappa = 0.75) and RF 
produced best results for substratum (83%, kappa = 0.72), with no significant 
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difference between classifier performance. QUEST achieved lower accuracies than 
RF for biota and substrata (79.6% and 80.2% respectively), and significantly lower 
accuracies than SVM for biota (79.6%). MLC achieved better overall accuracies 
for substratum than biota (74.5% and 69.9% respectively); however, the results 
were significantly lower compared to the other classifiers tested. Maps produced 
from all classifiers showed moderate to good similarities in terms of pixel quantity 
(KHisto from 0.75 to 0.98) and location (KLoc from 0.69 to 0.94). The small 
number of classes and relatively large areas may contribute to the high map 
similarity measures that were observed. This study also quantifies the relative 
importance of angular domains, with moderate incidence angles (30q–50q) 
contributing most to the class differentiation process. The near nadir angles (0q–
30q) and outer angles (60q–70q) also showed small contributions to class 
discrimination; however, the influence of local depth gradient and slope warrants 
further investigation. The approach presented here has the advantage of class 
discrimination, using the full angular backscatter response in conjunction with the 
spatial resolution achieved by integrating an image segmentation method. 
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Chapter 5: Integrating multibeam 
backscatter angular backscatter response, 
mosaic and bathymetry data for benthic 
habitat mapping 
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5.1 Introduction 
Marine biodiversity worldwide is under pressure from a wide variety of 
anthropogenic activities (e.g. Halpern et al., 2008; Jackson et al., 2001).  The 
mapping of marine habitats is viewed as the first step in the process of studying, 
managing, protecting and ultimately conserving marine biodiversity (Kostylev et 
al., 2001).  Multibeam echo sounders (MBES) are now extensively used for this 
purpose, chiefly because they present technological capabilities (swath coverage, 
acquisition of high-resolution bathymetry, wide depth range) that all other existing 
systems, such as single-beam echo sounders, side-scan sonars or Light Detection 
And Ranging (LiDAR), fail to combine (Brown et al., 2011a). Various methods of 
classifying MBES data into habitat maps have been developed over the last two 
decades. These methods vary widely in terms of the classification algorithms that 
are implemented, but also in the data features used for classification. There are 
three types of MBES datasets commonly used as features and/or sources of 
derivative features for the classification process: backscatter mosaic, angular 
backscatter response and bathymetry. This chapter attempt to overcome the 
limitations with all the previous chapters (Chapters 2 – 4) where the classification 
and analysis produced is based on the backscatter data only (i.e. backscatter 
mosaic and angular backscatter response). The classification designed in this 
chapter includes all backscatter data used in the previous chapters and also with 
the advantages of multibeam bathymetry data and its derivatives. 
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A MBES backscatter mosaic is a georeferenced grey-level image representing the 
acoustic intensity scattered by the seabed, with different seabed types usually 
showing different intensity levels (e.g. Le Bas and Huvenne, 2009). Since the 
acoustic intensity scattered by the seabed is varying with the angle of incidence of 
the acoustic signal at the seafloor at the time of data acquisition, a statistical 
normalisation of this angular variation is required prior to forming the backscatter 
mosaic, so that the intensity variations in the image are due to geographical 
changes in seafloor-type only (Hellequin et al., 1997). This normalisation process 
implies that the quantitative aspect of the intensity level is lost, so that any analysis 
of the resulting backscatter mosaic requires some form of qualitative interpretation 
or ground-truthing (e.g. Hughes Clarke et al., 1997). The backscatter mosaic grey-
level has been extensively used as a feature in many classification techniques (e.g. 
Dartnell and Gardner, 2004; Edwards et al., 2003; Lockhart et al., 2005; 
McGonigle et al., 2011) or as a source of derivative features describing, among 
other image characteristics, the grey-level statistics (e.g. Brown and Collier, 2008; 
Preston et al., 2004) or the texture (e.g. Blondel and Gómez Sichi, 2009). 
The MBES angular backscatter response is the acoustic intensity scattered by the 
seabed as a function of the angle of incidence of the acoustic signal at the seafloor. 
Often represented as the mean angular curve, the angular backscatter response is 
characteristic of the type of seafloor that reflected the acoustic signal (e.g. APL 
UW, 1994; Hughes Clarke et al., 1997). Since the angular backscatter response is 
not normalised like the backscatter mosaic, it potentially allows the extraction of 
quantitative seafloor characteristics (Hughes Clarke et al., 1997). Forming a useful 
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mean angular backscatter response curve requires the collection of several data 
samples from the widest angular range possible. In practice, this is obtained by 
combining several consecutive pings over a full or half swath, which leads to a 
spatial resolution that is considerably coarser compared to that achieved in the 
backscatter mosaic format. Furthermore, the large area of seabed thus covered 
might not present a homogenous seabed type, and thus lead to errors in the angular 
backscatter response analysis. As a consequence, approaches based on exploiting 
features describing the angular backscatter response curves have remained 
relatively scarce to date in comparison to those exploiting the backscatter mosaic 
format (Brown et al., 2011a). However there has been a renewed interest in this 
type of analysis recently, with a number of studies testing a number of different 
features for their predictive power (Fonseca and Mayer, 2007; Hamilton and 
Parnum, 2011; Huang et al., 2013; Lamarche et al., 2010; Simons and Snellen, 
2009). 
Bathymetry is the data type MBES were originally designed to record. Bathymetry 
is a major driver of species distributions in coastal waters as depth influences the 
amount of light reaching the seafloor and exposure to wave action and tide 
induced currents. In addition, full-coverage bathymetry allows the extraction of 
seascape metrics that may be used to estimate variations in environmental 
complexity, which might influence the area available for settlement, food and 
protection from predation (e.g. Wilson et al., 2007). The predictive power of 
MBES bathymetry data and their derivative metrics in revealing habitat spatial 
distribution patterns and the relationship between seabed type and benthic habitats 
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has often been demonstrated (Beaman et al., 2005; Cutter et al., 2003; Holmes et 
al., 2008; Lundblad et al., 2006; Wilson et al., 2007).  
The past decade has seen an increase in classification techniques developed to 
exploit features commonly derived from two of these three MBES data sources. 
Methodologies that integrate both bathymetry derivatives and backscatter mosaic 
features have become commonplace and have shown improvements in class 
separation and overall classification success (e.g. Dartnell and Gardner, 2004; 
Ierodiaconou et al., 2007a; Ierodiaconou et al., 2011; Lucieer et al., 2013; Micallef 
et al., 2012; Rattray et al., 2009). In parallel, Fonseca et al. (2009) suggested that 
backscatter mosaic and angular backscatter response should be combined to use 
both the fine spatial resolution of the former and the predictive power of the latter. 
Although promising, this suggestion has rarely been implemented (Che Hasan et 
al., 2012a; Rzhanov et al., 2012). Finally, there has been attempts at integrating 
features extracted from bathymetry and angular backscatter response curves 
although they have remained scarce to date (Marsh and Brown, 2009a). However, 
to our knowledge, no benthic habitat classification methodology has been designed 
to integrate features derived from all three MBES data sources. Given the 
improvements in classification accuracy obtained by the more recent 
methodologies combining two datasets over the more traditional methodologies 
that only exploit one, it can be expected that the integration of features extracted 
from the three data sources could further improve the class-differentiation process. 
Irrespective of whether existing habitat-mapping classification techniques focus on 
backscatter mosaic, angular backscatter response or bathymetry data (or their 
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integration), those that exploit a set of several data features often fail to assess 
which of these features contribute the most to classification success. With an 
increasing number of classification approaches being available that use an 
increasing number of features derived from MBES data, future classification 
efforts should be accompanied with the identification of which features are the 
most relevant to classification success. This issue is becoming particularly 
pressing with the increasing volume of data and the growing demand for mapping 
products (Brown et al., 2011a). Random Forests (RF) may address this specific 
requirement, as they provide a measure of relative importance for each feature as a 
complement to their classification output. Typically, an RF algorithm works by 
training several decision trees, and combining their results through a voting 
process with the number of trees set by the user, and each tree voting for a 
particular class (Breiman, 2001). Contrary to standard decision tree algorithms that 
split nodes based on the best split amongst all variables, RF algorithms split nodes 
by using the best among a subset of predictors that are randomly chosen at each 
node (Liaw and Wiener, 2002). The capability of an algorithm to estimate the 
relative importance of each feature stems from this random subset selection 
process. RF algorithms have repeatedly proven successful in predicting fish 
assemblages (Cheng et al., 2011), in mapping near shore epi-macrobenthic species 
richness from airborne LiDAR data (Collin et al., 2011) and in mapping benthic 
habitats from Autonomous Underwater Vehicle (AUV) images (Seiler et al., 
2012). 
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Accordingly, the objectives of the present study are to integrate angular 
backscatter response features with standard products derived from both 
bathymetry and backscatter mosaic and assess whether this integration lead to 
increased classification accuracy, using the capability of the RF algorithm to 
estimate the relative importance of each feature. 
 
5.2 Methods 
5.2.1 Study site 
The Discovery Bay study site was described in Chapter 2 section 2.2.1. 
5.2.2 Acoustic data acquisition 
The acquisition and processing of acoustic data was explained in Chapter 2 section 
2.2.2. 
5.2.3 Bathymetry map and derivatives 
Depth soundings were cleaned using the Fugro Starfix suite, reduced to the lowest 
astronomical tide datum using tidal observations, and gridded to produce a 
bathymetric grid at 2.5 m resolution (Figure 13). Six derivative layers were 
produced from the high-resolution bathymetry grid using various GIS software 
(Table 1); aspect, rugosity, maximum curvature, bathymetric position index (BPI), 
slope and complexity (Lundblad et al., 2006; Schmidt et al., 2003; Wilson et al., 
2007). These six layers were selected based on their successful application in 
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thematic benthic habitat map construction of previous studies (Ierodiaconou et al., 
2007a; Ierodiaconou et al., 2011; Rattray et al., 2009). 
5.2.4 Backscatter mosaic and derivatives 
The backscatter mosaic was processed as described in Chapter 2 section 2.2.2. Six 
derivatives were produced from the backscatter mosaic using the ENVI 4.7 
software (Table 12): specifically, Red, Green and Blue layers of Hue, Saturation 
and Intensity (HSI) (Daily, 1983), and the Haralick texture features Homogeneity, 
Entropy and Correlation, calculated from GLCM (Haralick et al., 1973). Like the 
bathymetry derivatives, the three HSI layers were selected based on their ability to 
produce accurate benthic habitat maps in previous studies (Ierodiaconou et al., 
2007a; Ierodiaconou et al., 2011; Rattray et al., 2009). Homogeneity, Entropy and 
Correlation were selected, among a wide range of other texture features available 
(Haralick et al., 1973), based on their reported importance in previous texture-
based habitat mapping efforts (Blondel and Gómez Sichi, 2009; Lucieer et al., 
2013; Lucieer and Lamarche, 2011; Meyer and White, 2007) and on their 
belonging to three different groups, so as to minimise risks of correlation (Masetti 
and Calder, 2012). The three texture features were obtained by calculating the 
GLCMs in the 0q, 45q, 90q and 135q directions over the 8-bit backscatter mosaic 
(with no greyscale normalisation applied), extracting the features from each 
GLCM direction, and averaging the results. 
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5.2.5 Angular backscatter response derivatives 
The angular backscatter response curves were obtained by combining the seafloor 
backscatter intensity samples produced by the MB Process software (prior to the 
statistical angular compensation that leads to the backscatter mosaic) and a 
segmentation of the backscatter mosaic. First, the backscatter mosaic was 
segmented into separate contiguous regions using a region-growing algorithm in 
Spring v5.1 software. By initially using each backscatter mosaic pixel as a distinct 
region (“seeds”), the algorithm recursively aggregated the neighbouring regions 
presenting the maximum grey-level similarity, as long as this maximum similarity 
fell under a user-defined similarity threshold that became increasingly less 
stringent as the algorithm progressed (Bins et al., 1996). At the end of this 
recursive process, a second user-defined area threshold that specified a minimum 
region-size, allowed the smallest regions to be aggregated with larger adjacent 
regions. For this study, a similarity threshold of 1 and an area threshold of 2500 
were used as parameters to produce the segmentation. The segmentation was then 
imported into ArcMap, in which all segments were vectorised as polygons (Figure 
14a). Finally, using proprietary Matlab code, the seafloor backscatter intensity 
samples and their associated angle of incidence were compiled for all MBES data 
files over each polygon, and the mean intensity value (in dB space) for each angle 
was computed. This process resulted in a single angular backscatter response curve 
for each segment (Figure 14b and 14c). 
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Four derivatives were produced from the angular backscatter response curves 
using Matlab: mean, least square slope, skewness and kurtosis of the backscatter 
intensity within 30 to 50° incidence angles. The derivative values were then 
attributed to their respective polygons, and rasterised at a resolution of 2.5 m using 
ArcMap (Figure 15). 
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Figure 14. (a) Backscatter mosaic overlaid with the results of the region-growing 
segmentation. (b) Detailed view of the backscatter mosaic segmentation as 
indicated by the red box in (a). (c) Examples of four different angular backscatter 
response curves computed from polygons 1–4 as indicated by the blue sections in 
(b). 
 
a b 
c 
 93 | P a g e  
 
5.2.6 Data layer correlation analysis 
The 18 data layers that were obtained from the acoustic data (bathymetry + six 
bathymetry derivatives + backscatter mosaic grey-level + six backscatter mosaic 
derivatives + four angular backscatter response derivatives) were tested for 
correlation in ENVI 4.7, through the computation of Pearson’s linear correlation 
coefficient (R2). 
5.2.7 Towed video observations 
A detailed explanation about the collection and classification of ground truth data 
is provided in Chapter 2 section 2.2.3. All available reference data were randomly 
sampled for model development (70%) and for the accuracy assessment (30%) 
(Table 13). 
Table 13. Number of samples used for model development and accuracy 
assessment for each biota class. 
Biota class 
Number of 
samples used 
for model 
development 
Number of 
samples used 
for accuracy 
assessment 
Mixed Brown algae (MB) 1107 475 
Invertebrates (INV) 11830 5070 
Mixed Red algae and Invertebrates (MRI) 1391 596 
No Visible Biota (NVB) 11915 5107 
Mixed Brown algae and Invertebrates (MBI) 593 254 
Mixed Brown algae and Mixed Red algae (MBMR) 62 26 
Mixed Green algae and Invertebrates (MGI) 749 321 
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5.2.8 Random Forests decision tree model 
Supervised RF ensemble trees classification were implemented to train and 
subsequently model class predictions. A RF algorithm programmed in Matlab was 
used (Jaiantilal, 2009), combined with a proprietary Matlab routine developed to 
read and process multilayer images in native ENVI format. For this study, the RF 
algorithm parameters m (number of predictors randomly chosen for each split) and 
ntree (number of trees generated) were set to the integral part of the square root of 
the total number of variables (default setting) and 200 (to minimise errors rates) 
respectively. 
Initially, two RF models were generated to test for the relevance of the angular 
backscatter response derivatives (Table 14). The first model was limited to 
bathymetry and the backscatter mosaic and their derivatives (Model 1), while the 
second model also incorporated the angular backscatter response derivatives 
(Model 2). The contribution of each input layer to each of these two models was 
ranked by importance (scaled from 0 to 1). Additional RF models were then 
generated to test whether the success rate of these initial models could be achieved 
by using fewer input layers. First, an RF model was generated using only the input 
layers with an importance score of 1 (Model 3). Then, additional RF models were 
generated, in which the input layers of lesser importance were gradually added, 
based on two rules: (1) three or less variables should be added at a time, and (2) 
the differences in the importance score between the added variables should be less 
than 0.2 (Models 4 to 6). The accuracy of each model was assessed by forming an 
error matrix, and computing its overall accuracy and Kappa coefficient (Congalton 
 95 | P a g e  
 
and Green, 2009). Z statistics were computed from pairwise combinations of the 
error matrices to compare the model outputs (Congalton, 1991). 
Table 14. Variable combinations and classification accuracy results for the 
different models. The tick symbol () indicates the variable was used in a model. 
Model number #1 #2 #3 #4 #5 #6 
Total number of variables in model 14 18 2 5 8 11 
Model 
variables 
Bathymetry       
Bathy 
derivatives 
Complexity       
Aspect       
BPI       
Slope       
Maximum Curvature       
Rugosity       
Backscatter mosaic       
Backscatter 
mosaic 
derivatives 
Red HSI       
Green HSI       
Blue HSI       
GLCM Homogeneity       
GLCM Entropy       
GLCM Correlation       
AR 
derivatives 
AR mean       
AR slope       
AR skewness       
AR kurtosis       
Model 
performance 
Overall accuracy (%) 88.5 93.6 90.2 89.7 92.2 93.5 
Kappa coefficient 0.81 0.90 0.84 0.83 0.88 0.90 
 
5.3 Results 
5.3.1 Angular backscatter response derivatives 
The angular backscatter response mean (Figure 15a) was visually very similar to 
the backscatter mosaic (Figure 13), but presented two peculiarities. First, it showed 
more contrast and discrimination between the low and high backscatter regions of 
the study site. Second, it did not present the along-track artefacts that were still 
highly visible in the backscatter mosaic, despite statistical compensation. Similar 
observations were made for the angular backscatter response slope, although the 
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low/high backscatter discrimination was less distinct (Figure 15b). The angular 
backscatter response skewness and kurtosis maps (Figure 15c and 15d) were very 
similar to each other, but showed little resemblance to the backscatter mosaic, the 
angular backscatter response mean and the angular backscatter response slope 
maps. In particular, the skewness and kurtosis maps appeared to highlight areas in 
the south-west of the study site that were not evident in the backscatter mosaic. 
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Figure 15. Maps of angular backscatter response curve derivatives, derived from 
the angular backscatter intensity between 30q and 50q; (a) mean, (b) least square 
slope, (c) skewness and (d) kurtosis. 
5.3.2 Correlation of the layers 
Strong auto-correlation (>0.5) was found among several layers derived from 
backscatter data, but not among bathymetry products (Table 15). The highest R2 
was found between the GLCM Homogeneity and Entropy layers (0.98). 
Confirming the visual analysis in the previous section, a high correlation was 
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found between the angular backscatter response mean and angular backscatter 
response slope (0.75), between the angular backscatter response skewness and 
angular backscatter response kurtosis (0.72) and between the backscatter mosaic 
and the angular backscatter response mean (0.53). In comparison, the maximum R2 
measured between two layers derived from the bathymetry was relatively low 
(0.43; between complexity and bathymetry slope). Relatively low correlation was 
also observed between the original backscatter mosaic and bathymetry (0.33). 
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5.3.3 Variable importance and feature selection 
Bathymetry appeared the most important variable in the first model, which 
included all layers, except angular backscatter response derivatives (Model 1, 14 
variables Figure 16). The Red HSI layer ranked second in importance. All other 
variables including, interestingly, the backscatter mosaic itself, were found to be of 
very low importance. 
After the angular backscatter response derivatives were added (Model 2, 18 
variables, Figure 16), bathymetry and angular backscatter response mean ranked 
equally as the two most important variables, closely followed by the three other 
angular backscatter response features (slope, skewness and kurtosis). The other 
variables demonstrated similar levels of low importance, as described previously 
for Model 1. 
This order of variable importance was used to construct the subsequent four 
models (Models 3 to 6, see Table 14). Model 3 contained the two most important 
variables; bathymetry and angular backscatter response mean. The other three 
angular backscatter response variables (slope, skewness and kurtosis) followed 
with moderate importance, and were, therefore, added to generate Model 4. The 
three HSI layers followed with relatively little importance, and were added to 
generate Model 5. Finally, complexity, rugosity and GLCM correlation showed 
slightly more importance compared to the rest of the variables, and were added to 
generate Model 6.  
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5.3.4 Model performance 
The two original models (Models 1 and 2) performed very well, obtaining overall 
high accuracy and kappa coefficients (Table 14). The inclusion of variables 
derived from the angular backscatter response from Model 1 into Model 2 
increased the overall accuracy by 5.1% (88.5% to 93.6%) and the Kappa 
coefficient by 0.09 (0.81 to 0.90). The accuracy for all individual classes improved 
with inclusion of angular backscatter response derivatives, particularly for MBMR 
and MGI (Figure 17). 
Interestingly, the simple models also achieved high accuracy, with Model 3 
achieving 90.2% overall accuracy and 0.84 Kappa coefficient, despite being only 
driven by two variables (bathymetry and angular backscatter response mean, Table 
14). The least parsimonious of the simple models (Model 6, Figure 18) performed 
as well as the full model (Model 2), with 93.5% overall accuracy (down by only 
0.1%) and the same Kappa coefficient (0.90). Indeed, pairwise comparison of the 
error matrices from Models 2 and 6 indicated no significant difference between 
these matrices (Z = 0.29, Table 16). 
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Figure 18. Habitat map of the biota classes produced from the simplest model of 
variable combinations (Model 6) overlaid with hill shaded bathymetry. 
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Table 16. Pairwise comparison of error matrices between Model 2 and the four 
simpler models. Model 2 included all variables, while the simpler models 
consisted of different variable combinations (see Table 14). The significant level 
indicates whether two error matrices (i.e. from two different models) are 
completely different (significant) or capable of producing similar results (not 
significant). 
Pairwise combinations Z statistic Significant/Not significant* 
Model 2 Model 3  9.54 Significant 
Model 2 Model 4 11.22 Significant 
Model 2 Model 5  3.91 Significant 
Model 2 Model 6  0.29 Not significant 
*Significant at the 95% confidence interval (critical value Z=1.96). 
 
5.4 Discussion 
Overall, all models derived in this study achieved good accuracies, scoring 
between 88.5% and 93.6% (Table 14). These scores were slightly above those 
reached by previous studies implementing different decision tree techniques, such 
as CART, QUEST and Classification Rule with Unbiased Interaction Selection 
and Estimation (CRUISE), in comparable habitats of south west Victoria, 
Australia (84% in Holmes et al., 2008; 83% in Ierodiaconou et al., 2007a; 80% in 
Ierodiaconou et al., 2011; and 87% in Rattray et al., 2009). In addition, the unique 
capability of RF algorithms to assess the importance of the various predictors was 
used to build simpler models. In the present work, the optimal model was Model 6, 
because it only used 11 of the 18 features derived in this research to achieve 
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accuracy levels that were equivalent to the full model that implemented the entire 
set of 18 variables (Model 2). Although RF algorithms may include many 
variables while remaining insensitive to over-fitting (Li et al., 2011), the use of 
fewer variables in the classification process has very practical benefits, in terms of 
gain of computer processing time and effort.  
These improved results were obtained using a novel approach to integrate features 
derived from MBES angular backscatter response curves – which are good 
predictors of sediment grain-size (Huang et al., 2013) – with features describing 
the texture and patterns in the backscatter mosaic – which are good predictors of 
seafloor substrate types (Le Gonidec et al., 2003) – as well as bathymetry and its 
most common derived seascapes – which are good predictors of biological 
communities distribution (Holmes et al., 2008). To our knowledge, this constitutes 
the first benthic habitat mapping methodology exploiting the three main MBES 
data sources that are bathymetry, backscatter mosaic and angular backscatter 
response. In many fields linked to land mapping, improvements in classification 
accuracy have similarly followed from the availability of a large number of new 
features (i.e. spectral bands in hyperspectral remote sensing) (e.g. Kobryn et al., 
2013; van der Meer et al., 2012). In comparison, the number of variables available 
for mapping in the marine realm (primarily from MBES) are severely restricted. 
The present study contributes to the benthic habitat mapping field by increasing 
the range of available acoustic variables that can be combined to characterise 
benthic habitats. 
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The main result of this study is how statistical features describing the angular 
backscatter response curves considerably improved class differentiation. First, the 
classification accuracy and the individual class accuracies were greatly improved 
by adding angular backscatter response features (Model 2 compared to Model 1). 
Secondly, the angular backscatter response mean was found to be the most 
important of all backscatter data derivatives, out-performing even the backscatter 
mosaic. In fact, all of the angular backscatter response features were ranked as 
more important compared to the backscatter mosaic or any of its derivatives. 
Finally, a simple model using only the angular backscatter response mean and 
bathymetry yielded higher accuracy (Model 3; 90.2%) compared to a model using 
backscatter mosaic, 6 backscatter mosaic derivatives, bathymetry and 6 
bathymetry derivatives (Model 1; 88.5%). These results suggest that the 
methodology presented here deriving statistical features from the angular 
backscatter response, successfully captured the characteristics of backscatter 
variation at moderate incidence angles, which are known to successfully 
discriminate between seabed types (e.g. Lamarche et al., 2010) or benthic 
communities (e.g. Parnum, 2007). The fact that the angular backscatter response 
mean has the appearance of a de-noised version of the backscatter mosaic (Figures 
13 and 15) probably also contributed to the success of this feature. In effect, the 
speckle and nadir noise commonly displayed in backscatter mosaics are likely to 
be responsible for errors in the classification process, and, hence, hinder the 
predictive power of the backscatter mosaic. By effectively enhancing the 
meaningful backscatter contrasts between the small regions of the study site, while 
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removing the noise and maintaining the backscatter mosaic spatial resolution, the 
methodology used to derive the angular backscatter response mean in this study 
may be viewed as creating an improved version of the backscatter mosaic.  
The other three angular backscatter response features (slope, skewness and 
kurtosis) were found to be more important compared to the features derived from 
bathymetry and the backscatter mosaic, but were less relevant compared to the 
angular backscatter response mean. Interestingly, the addition of these three 
features to the model using only bathymetry and angular backscatter response 
mean decreased the classification accuracy (from Model 3; 90.2%, to Model 4; 
89.7%). The inconsistency between the relevance of these features and the 
decrease in accuracy following their addition warrants future investigation. At 
present, it may be assumed that the unique areas that angular backscatter response 
skewness and angular backscatter response kurtosis appeared to single out in the 
south-western part of the study site (Figure 15) may be irrelevant in terms of 
habitat differences, and might have caused some inconsistencies in the final habitat 
map. The angular backscatter response slope probably does not contribute to this 
problem as it is more similar to the angular backscatter response mean and the 
original backscatter mosaic. Incorporating only the slope with bathymetry and the 
angular backscatter response mean might have produced a more successful model 
compared to Model 4. 
Regardless of the success of using angular backscatter response features in this 
study, bathymetry was found to be the single-most important habitat predictor 
across all models. The high accuracy of the simplest model using only bathymetry 
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and angular backscatter response mean in this study (Model 3), and the low 
correlation between these two features, indicates that they contain very different 
and complementary information to predict benthic habitats. These results reinforce 
the argument that benthic habitat mapping efforts should not be based on 
backscatter data information alone (De Falco et al., 2010). 
Finally, a number of observations may be made for the less relevant features in 
this study. Although bathymetry and the angular backscatter response mean were 
undeniably the most important features (Model 3), they did not produce the best 
accuracy alone. The highest accuracy was achieved with a mix of bathymetry and 
backscatter mosaic derivatives (HSI layers, rugosity, complexity and GLCM 
correlation; Model 6), indicating that these minor features described subtle 
variations in terrain complexity across biotic habitat types. The topographic 
features other than rugosity and complexity (i.e. slope, aspect, maximum curvature 
and bathymetric position index) did not make a significant contribution to this 
study, which contrasted with the findings of previous works on the distribution of 
habitats of shallow water mobile species (Galparsoro et al., 2009; Iampietro et al., 
2005). Another potential reason is that rugosity and complexity are contributing to 
the seafloor roughness measure, more than the other bathymetry derivatives. The 
roughness on the other hand is one of the important parameters that will determine 
the shape of the angular backscatter response.  
The approach presented in this study and its accuracy results are dependent on two 
main factors: the types of biological benthic habitat present in the study site and 
the scheme originally used to classify the ground-truth data. Soft sediments are the 
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dominant seabed types in the present study site; the shallower north eastern areas 
inside Discovery Bay were largely composed of fine, well sorted sand flats with 
some fine rippling, while sediments composing the deeper areas to the west of the 
site tended to be coarser and formed into broad (>40cm), well defined sand waves. 
These sediment dominated areas seldom had visible epifauna present and were 
therefore clustered together under the “no visible biota (NVB)” biotic habitat class, 
according to the classification scheme chosen for the study. Yet, previous studies 
investigating infaunal communities of eastern Victoria suggested that these regions 
contain highly diverse temperate infaunal assemblages (Coleman et al., 1997; 
Gray, 1997). Although assigned to only one class in this study, researchers have 
found that unconsolidated, sandy sediments can be further allocated to sub-classes 
which are acoustically distinct based on sediment size, surface morphology, and 
compactness (e.g. Freitas et al., 2003; Hughes Clarke et al., 1997; Kendall et al., 
2005; Lurton et al., 1994; Parnum and Gavrilov, 2011b). Furthermore, there is 
evidence to suggest that distinct assemblages of fish and invertebrates exist within 
and between biotopes defined by grain size and ripple characteristics (Gratwicke 
and Speight, 2005; Kaiser et al., 2002). The present study did not identify such 
potential diversity due to its classification scheme focusing on epifauna biota 
assemblages. This limitation emphasizes how model accuracy results need to be 
appreciated in the context of the ground-truth data being used and the 
classification scheme that was applied to them. However, the approach presented 
in this study is very flexible and could be similarly applied to soft-sediment 
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classification schemes to advance the benthic characterisation of sediment types in 
benthic habitat mapping studies. 
5.5 Conclusion 
The overall high accuracy of all models in this study indicated that the suggestion 
to integrate angular backscatter response features with bathymetry and backscatter 
mosaic and their derivatives is sound and effective. High model accuracy was 
obtained using just bathymetry and angular backscatter response mean, with this 
further increasing following addition of other angular backscatter response 
features and features considered relevant based on RF algorithm analyses. While 
the angular backscatter response mean over mid-range incidence angles proved an 
important contributor to improving our prediction of benthic classes, the other 
angular backscatter response features (slope, skewness and kurtosis) produced 
more mixed results. It is anticipated that this methodology will be applied to other 
datasets to assess whether these three features should be conserved or abandoned, 
and if other angular features should be developed. 
The results also confirmed that bathymetry remains the most important predictor 
of marine biotic habitats, and highlighted that some bathymetry and backscatter 
mosaic derivatives were rather irrelevant to the classification process. These 
conclusions were reached by using a classification algorithm that allowed the 
model variables to be ranked by the importance of their contribution to the 
resulting model. Since the importance of any given feature might depend on the 
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habitats present in the study area, the author strongly recommend the use of RF 
algorithms, or other classifiers that have this additional capability. 
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Chapter 6: General Discussion and 
Conclusion 
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6.1 Introduction 
Knowledge of the spatial extent of benthic communities and associated habitats in 
coastal marine waters is crucial for the long-term protection, planning and 
management of these areas. Acoustic remote sensing data sources can provide 
seafloor structure information beyond the range of optical sensors and valuable 
input to characterise benthic habitats. Constructing habitat maps from acoustic 
sources requires an approach that links acoustic with ground truth data and an 
understanding of how it can be useful for the identification and prediction of 
benthic biological habitats. One of the fundamental steps to achieve this goal is to 
examine the contribution of acoustic returns (backscatter) from MBES to predict 
the distributions of benthic habitat types. The rationale of this study is that a 
variety of backscatter classification techniques are used, with the majority of these 
techniques originally developed for sediment characterisation with their 
applicability for coastal biological habitat mapping still in its infancy. This thesis 
has identified several issues related to the use of acoustic backscatter data to 
construct spatially explicit habitat maps that are relevant for biological habitat 
mapping. 
In this thesis the level of biological habitat information that can be extracted from 
acoustic backscatter data is investigated (i.e. backscatter mosaic and angular 
backscatter response). This approach allows for the evaluation of backscatter data 
sources and relative importance in the biological habitat mapping characterisation 
and classification process. To achieve this, acoustic data from MBES is used 
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which provides advantages in terms of spatial coverage and data outputs available 
(i.e. backscatter mosaic, angular backscatter response and bathymetry) that may be 
used simultaneously for habitat classification. 
The objectives of this thesis have been met by the four independent research 
chapters presented previously. This chapter focuses on demonstrating how the 
findings from each research chapter (Chapters 2–5) reflect the original objectives 
and the implications of this study to the application of backscatter from MBES for 
benthic habitat mapping with a focus on biological communities. 
6.2 Objective 1 – The value of backscatter mosaic 
The ability to present acoustic scattering information in the backscatter mosaic has 
been shown to be valuable for studying the distribution of benthic habitats, 
primarily with the focus on mapping sediment types (e.g. Ferrini and Flood, 2006; 
Goff et al., 2004; Medialdea et al., 2008). Intensity values in the backscatter 
mosaic may show a relationship with seafloor habitat types that form distinct 
seabed features that can be distinguished using the backscatter mosaic. Although 
these features may or may not be occupied by biotic elements, they may be useful 
for characterisation purposes, despite seafloor sediment type being a key indicator 
of the distribution of biological habitats (e.g. McArthur et al., 2010). In addition, 
high spatial resolution of the scattering information, which is accurately presented 
in the backscatter mosaic, provides opportunities for the fine-scale mapping of 
sediment or biotic habitats. 
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These findings raise a methodological implication to improve existing clustering 
techniques to be able to identify not only the seabed sediment types but also biotic 
elements.  An alternative approach is the application of fuzzy clustering algorithms 
which could replace the hard clustering technique (K-Means) to explain class 
boundary uncertainty when dealing with habitat class from a mix of seabed types. 
Such methods have been shown to be useful in revealing classes with overlapping 
transitional zones as previously demonstrated for seafloor sediment classification 
(Lucieer and Lamarche, 2011; Lucieer and Lucieer, 2009) and warrant further 
investigations for mapping biological habitats. 
6.3 Objective 2 – Predictive power of angular 
backscatter response 
Angular backscatter response from MBES has been used over the last decade to 
improve the remote characterisation and classification of sediment types. 
Objective 2 of this study was achieved by evaluating the use of angular backscatter 
response for benthic biological habitat classification in Chapter 3. The 
classification process incorporated angular backscatter intensity to predict benthic 
habitat types based on relationships established with ground truth information. The 
key components that contributed to the success of this approach included: (1) 
angular backscatter response data being at the original intensity level, scattered by 
the seafloor or seabed feature/habitats, and (2) the use of multiple incidence angles 
to distinguish habitats. The physical characteristics of individual habitat classes is 
a combination of biological and sediment components, which determines its 
unique angular backscatter response curve. This technique is commonly applied in 
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sediment characterisation and has here been advanced for similar use in mapping 
biological habitats. 
In addition, this study developed a new approach for constructing benthic 
biological habitat maps from MBES backscatter data using the combination of 
backscatter mosaic and angular backscatter. This approach utilises the wealth of 
information available at coarse resolution in the angular data with the high 
resolution information in the backscatter mosaic. Second, the findings suggest that 
supervised learning (i.e. decision tree) of angular backscatter can not only 
discriminate substratum types but also provide useful information for the 
characterisation and classification of benthic biological habitats. Whilst linking 
biological communities to angular backscatter response has been successful (e.g. 
Hamilton and Parnum, 2011; Parnum and Gavrilov, 2011b), the current study 
extend this approach by attempting to incorporate better spatial resolution from the 
segmented backscatter mosaic.  
Applications  using angular backscatter from MBES for habitat mapping will no 
doubt be an essential element to facilitate habitat characterisation process due to its 
ability as a proxy for habitat types (e.g. Fonseca and Mayer, 2007; Lamarche et al., 
2010). The approach introduced in this study is repeatable and transferrable to 
other localities where MBES data and ground truth observations are available. 
However, future research should investigate the issues associated with un-
calibrated backscatter intensity level (i.e. relative backscatter as used in this thesis) 
when applying these techniques for regional habitat mapping in order to construct 
a standardised habitat map due to multiple used of sonar types or variations of 
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intensity data from different surveys (Hughes Clarke et al., 2008).  This is of 
particular concern if the aim is to make the most of this data to detect changes in 
marine environments. Normalised acoustic backscatter may also extend terrestrial 
remote sensing approaches where areas of change may be identified in variations 
in acoustic response over time series data similar to satellite based spectral change 
analysis (e.g. Mas, 1999; Petit and Lambin, 2001). 
6.4 Objective 3 – Factors affecting angular 
backscatter classification 
There are varieties of different classification processes that have been used and in 
the literature for benthic habitat characterisation. Among them are the supervised 
learning techniques commonly applied in terrestrial applications (e.g. Huang et al., 
2002; Pal and Mather, 2003). In chapter 4, an assessment of four supervised 
learning approaches, and the identification of predictor importance using angular 
backscatter data for classification of benthic habitats was evaluated.  
SVM, RF and QUEST decision trees, which are well established in solving generic 
classification problems, were successfully tested with angular backscatter data for 
classifying benthic biological habitats. Their predictive performance outperformed 
MLC. Unlike the other techniques applied, MLC is generally known to require 
classes with a multivariate normal or Gaussian distribution (Cutler et al., 2007). 
However, the characteristics of biotic classes in marine environment are complex 
due to the heterogeneity of seafloor features and therefore, habitat class may 
present bimodal or multimodal distribution rather than unimodal behaviour 
(Ierodiaconou et al., 2011). Advanced machine learning techniques have 
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previously been shown to be able to solve complex classification problems (e.g. 
Collin et al., 2011). This was observed in Chapter 3 where angular backscatter 
response curves for biota classes were presenting small class separations yet 
consistent classification performance. 
Although the choice of classification technique should be considered for angular 
backscatter response classification, composite approaches may also be an option. 
For example, the use of ensemble classifier such as applied in RF algorithms 
where the final class is chosen based on the majority vote from the individual 
classifier (Pal, 2005). This approach is seen to be more robust because the results 
do not rely on the best individual technique rather a collective of multiple results 
from a number of classifiers such as described in many terrestrial applications (e.g. 
Chan and Paelinckx, 2008; Gislason et al., 2006; Guo et al., 2011; Waske and 
Braun, 2009). The same approach (i.e. RF) has also been applied for image 
classification from Autonomous Underwater Vehicles (AUV) for deep-water 
rocky reef habitats, which produced higher accuracies compared to single decision 
trees (Seiler et al., 2012).  
While delivering good classification accuracy, the RF has also been successfully 
used to measure variable importance, in this case the three angular domain 
sections that are predominantly used for angular backscatter response 
classification. The results indicate that the interaction of angular backscatter 
intensity at different angles with different habitats is complex. Even though 
incidence angles at the moderate angular domain (30q–50q) were found to be 
important, other domains are also needed to distinguish between habitats. For this 
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reason, some characterisation techniques continue to use information from these 
regions, but different modelling or strategies are applied to ensure that the 
variables at these domains do not distort the variables from the moderate angular 
domain (Fonseca and Mayer, 2007; Lamarche et al., 2010). The findings from this 
study suggest that if classification depends solely on angular backscatter response 
data as the variables, that angular backscatter at all incidence angles should be 
used. Alternatively, if other sources of variables are available, such as depth and 
its derivatives, implementation of the most important angular domain is more 
practical compared to using all incidence angles. 
Future research should investigate the classification that incorporating other 
variables derived from angular backscatter response such as from geo-acoustical 
inversion technique (e.g. mean grain size, porosity, density) (Fonseca and Mayer, 
2007) or parameters constructed from generic seafloor acoustic model (Lamarche 
et al., 2010). Sediment and substrate as surrogate is a potential indicator of 
biodiversity pattern and important criteria for the distribution of many biological 
communities including fish and other mobile species (e.g. Beaman et al., 2005; 
Kostylev et al., 2001; McArthur et al., 2010; Thrush et al., 2001). In addition, 
investigation of backscatter observed from multi-frequency sonar or measured 
using in situ scatterometer instrument (i.e. such as applied in terrestrial 
application) could be adapted to study in details the backscatter characteristics 
from different biological habitats (Lurton, 2013). 
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6.5 Objective 4 – Assimilation of backscatter and 
bathymetry 
The most challenging task in evaluating backscatter for benthic habitat mapping is 
determining how to simultaneously use the information with other types of data, 
such as bathymetry and other high spatial information variables. To achieve 
Objective 4, backscatter mosaic analysis, angular backscatter response and 
bathymetry (and their derivatives) were combined into a single classification 
system, to construct spatially explicit habitat maps and provide an indication of the 
relative importance of each product in the modelling process (Chapter 5).  
To combine angular data with other information, the angular data must be 
presented at the same resolution as the other products. Although attempts have 
been made to derive angular features for projection onto a two dimensional format 
(Diaz, 1999; Hughes Clarke et al., 1997), there is a drawback; angular backscatter 
data is sampled from the entire swath over several consecutive pings, producing a 
coarser resolution compared to the original backscatter mosaic. Consequently, this 
technique might include angular data from mixed habitats, and potentially cause 
misclassification. In Chapter 5, the construction of angular backscatter features is 
derived from homogeneous regions, making it more relevant as a proxy for habitat 
characterisation although this is rarely implemented in habitat mapping processes 
(Rzhanov et al., 2012). Moreover, the angular features were derived from the 
angular region (i.e. moderate angular domain), which provides the highest class 
separation, as confirmed in the previous chapter (Chapter 4).  
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Although various seafloor physical data are used, some layers may contribute little 
to the classification process. The utilisation of RF (illustrated in Chapter 4) 
provides a means of measuring the level of importance of each predictor. 
Subsequently, a simple feature selection technique using the predictor’s 
importance information is able to quantify and design a model that produces good 
accuracy, but with the minimal number of variables. These findings could be 
practical for reducing the time required for the processing stage. Moreover, the 
results indicate that depth and angular backscatter variables provide a good 
combination of geophysical layers for the classification of biological habitats. This 
result may be explained by the fact that the distributions of benthic communities 
are sensitive to both depth ranges and sediment composition (Yeung and 
McConnaughey, 2008). Both of these factors control whether a species is found in 
a dynamic marine environment; hence, further testing of the potential application 
of angular backscatter data is required to determine how it may contribute to the 
prediction of species distribution models. 
One of the drawbacks in this chapter is that the window size (i.e. kernel size) for 
the texture layer computation and bathymetry derivatives were not explored in 
detail. Hence, different window sizes are applied to construct texture layers and 
bathymetry seascape derivatives which may have affected the contribution of each 
variable to the classification process. For the bathymetry seascape derivatives, the 
window size (i.e. 3x3) to generate aspect, rugosity, maximum curvature, slope and 
complexity is chosen based on the previous studies which applied similar sonar 
type and bathymetry seascape products (Monk et al., 2010; Rattray et al., 2009). 
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For the GLCM layers constructed from backscatter mosaic, the window size (i.e. 
7x7) was determined by empirical method demonstrated in Chapter 2. For future 
study, it is recommended that the effects of window size for the computation of 
texture layers as well as the bathymetry seascape derivatives could be explored. 
One approach could be to utilise multiple window sizes in a single classification 
process to estimate how each window size characterise different habitat classes 
and assessment of variable importance in the classification process. 
Although the accuracy of habitat maps derived in this chapter can be regarded as 
high (e.g. >90% accuracy), these results could also be influenced by spatial-
dependence within the underwater video transects data. This issue may not present 
in the accuracy assessment made in Chapters 3 and 4 as the direction of transects 
and angular backscatter response locations are perpendicular to each other. Spatial 
autocorrelation may more likely pose a problem in  Chapter 5 which uses ground 
data from the towed video observations at 1 second intervals as spatial auto-
correlation has shown to inflate map accuracy due to observations that are close 
influencing each other (Legendre, 1993; Zuur et al., 2010). Even though spatial 
auto-correlation within ground data could be modelled, many of these techniques 
are limited to applications with continuous variables, not categorical classes (i.e. in 
this study) (Wintle and Bardos, 2006). The challenge of quantifying spatial auto-
correlation for categorical variable is that it is difficult to assign a specific value or 
weight for each biological class produced from the video classification scheme as 
used in this study. Hence, establishing a mathematical model for this type of data 
will be the focus of future research. To avoid or minimise the effect of spatial 
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auto-correlation one option would be to use an independent data set for the 
validation process separated far enough in space to ensure that samples do not 
influence each other. 
6.6 Concluding remarks 
Acquiring information about biological patterns, including species diversity and 
distribution, is not an easy task in the marine environment. The application of 
acoustic methods, particularly MBES may assist in the construction of full 
coverage and high resolution habitat maps. Due to the valuable acoustic data that 
can be collected, an appropriate approach is needed with consistent accuracy and 
repeatability, particularly for ecological applications. These consistencies will 
allow precise quantification of  changes in habitat distribution patterns due to 
anthropogenic or natural processes, overcoming the limitations in depth range and 
spatial coverage achievable with optical sensors and conventional sampling 
methods (Rattray et al., 2013). The work presented in this thesis has advanced the 
current knowledge of the integration of acoustic sources (i.e. bathymetry and 
backscatter), biological data and advanced classification techniques to deliver 
important information for benthic habitat mapping studies. 
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